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Abstract
This paper studies cooperative spectrum sensing in cognitive radio networks where secondary users
collect local energy statistics and report their findings to a secondary base station, i.e., a fusion center.
First, the average error probability is quantitively analyzed to capture the dynamic nature of both
observation and fusion channels, assuming fixed amplifier gains for relaying local statistics to the
fusion center. Second, the system level overhead of cooperative spectrum sensing is addressed by
considering both the local processing cost and the transmission cost. Local processing cost incorporates
the overhead of sample collection and energy calculation that must be conducted by each secondary
user; the transmission cost accounts for the overhead of forwarding the energy statistic computed at each
secondary user to the fusion center. Results show that when jointly designing the number of collected
energy samples and transmission amplifier gains, only one secondary user needs to be actively engaged
in spectrum sensing. Furthermore, when number of energy samples or amplifier gains are fixed, closed
form expressions for optimal solutions are derived and a generalized water-filling algorithm is provided.
I. INTRODUCTION
To alleviate inefficient allocation of radio frequency (RF) spectrum, cognitive radios have recently
been proposed to coexist with primary (or licensed) users of spectral bands while not causing harmful
This work was done when the first author was at Lehigh University. This work was supported by NSF Grant CNS-0721445
and CNS-0721433.
2interference [1][2]. Current proposals for secondary networks require cognitive users to conduct spectrum
sensing so that they can detect unused spectral bands and avoid interfering with a primary system. To
improve detection reliability in fading conditions, multiple secondary users can cooperate in spectrum
sensing and take advantage of spatial diversity [3][4].
In secondary networks where users communicate with a local secondary base station as illustrated in
Fig. 1, the system level performance and design of cooperative spectrum sensing must 1) account for the
dynamic nature of both the observation and fusion channels, i.e., the channel between the secondary and
primary users and the channel between the secondary user and the secondary base station, respectively;
and 2) balance the gains offered by spectrum sensing against its computational and transmission costs.
In this paper, we address both these concerns in evaluating and designing spectrum sensing schemes for
secondary networks.
Cognive Radio
Network
Primary User
Secondary User
Fusion Center
Fig. 1. Topology of cooperative spectrum sensing in cognitive radio networks.
In [5], a logic OR fusion rule for hard-decision combining was presented to cooperatively detect the
primary user. The AF cooperative strategy was used in [6] to improve spectrum agility and allow two
secondary users to communicate with each other. An optimal linear detector for cooperative spectrum
sensing was proposed in [3], where the received signals at the fusion center were optimally weighted
for global fusion. In [7], a linear quadratic fusion rule based on a detection criterion was proposed for
spectrum sensing by modeling received signals as correlated log-normal random variables. Based on
our knowledge, these and other prior studies do not focus on system-level performance of cooperative
spectrum sensing that accounts for the dynamic nature of both the observation and fusion channels.
Low-energy overhead cooperative spectrum sensing was studied in [8]. Optimally allocated powers were
computed without taking into account the underlying system level cost of sensing. Our work on energy-
3constrained spectrum sensing is motivated by [9], where detection problems accounted for constraints
on expected cost due to transmission and measurement. We build on these formulations here to design
energy-constrained cooperative spectrum sensing.
In our system model, secondary users forward local energy statistics to a secondary base station
using amplify-and-forward (AF) over parallel access channels. We first address the impact of dynamic
observation and fusion channels by analyzing the average error probability for cooperative spectrum
sensing considering both additive white Gaussian noise (AWGN) and Rayleigh fading conditions. Results
show that detection performance can be maintained in the low and moderate fusion signal-to-noise ratio
(SNR) regimes when fusion channels are reliable, whereas fading on the secondary users’ observation
channels provide spatial diversity.
Next, we address the system level energy cost of sensing by considering two major factors: Local
processing cost due to sample collection and local energy calculation and transmission cost due to
forwarding local statistics to the fusion center. We present two optimization problems to find the number
of energy samples that must be collected at each secondary user and the appropriate amplifier gain that
each secondary user must use for AF relaying of the local energy statistic. When jointly optimizing both
the number of samples and amplifier gains, we show that only one secondary user must be actively
engaged in spectrum sensing. When either the amplifier gains or the number of samples is fixed, we find
closed-form optimal solutions and propose a generalized water-filling approach to energy-constrained
cooperative spectrum sensing.
The remainder of the paper is organized as follows: Section II describes our system model. Section
III presents the average error probability for various observation and fusion channel conditions. Sections
IV and V collectively present our results for energy-constrained spectrum sensing: Section IV addresses
the optimization for minimization of global error probability while Section V provides the optimization
for minimization of system level cost. Simulation results are presented in Section VI and we conclude
the paper in Section VII.
In this paper, we use the following notation: column vectors are denoted by boldface lowercase letters,
i.e., x = [x1, x2, · · · , xn]T and xi is the ith entry of x. 0 = [0, 0, · · · , 0]T and 1 = [1, 1, · · · , 1]T. I is the
identity matrix. (·)T and (·)† denote the transpose and conjugate transpose operation, respectively. ‖x‖
denotes the ℓ2 norm of x. x  0 denotes the generalized inequality, i.e., xi ≥ 0. Zn+ and Rn+ denote the
set of nonnegative integer and real n-vectors, respectively. |S| denotes the cardinality of a set S . ⌈·⌉ and
⌊·⌋ denote the ceiling and floor operations, respectively.
4II. SYSTEM MODEL
A. Communication Model
We consider a network model in Fig. 1, where secondary user conducts local spectrum sensing and
transmits its local energy statistic to the fusion center using AF on parallel access channels (PAC). The
received signal for secondary user i at the fusion center is shown in Fig. 2, i.e.,
yi = gihixi + vi, (1)
where xi is the energy of received signal at the secondary user i; gi is the amplifier gain for the secondary
user i; hi is the channel gain between secondary user i and the fusion center and vi is independent and
identically distributed (i.i.d.) Gaussian noise, i.e., vi ∼ CN (0, σ2v) and is independent of xi. We assume
that hi is known at the fusion center (e.g., via channel estimation) and remains constant during the sensing
period. We can then rewrite (1) in a matrix form as
y = Hx+ v, (2)
where H = diag{g1h1, g2h2, · · · , gnhn}.
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Fig. 2. Cooperative spectrum sensing in cognitive radio networks.
B. Local Energy Statistic
For secondary user i, (1 ≤ i ≤ n), the hypothesis test for xi is given as
 H0 : xi = (1/κi)
∑κi
k=1 |ni(k)|2
H1 : xi = (1/κi)
∑κi
k=1 |h˜is(k) + ni(k)|2,
(3)
where κi is the number of samples, s(k) is the transmitted signal from the primary user and ni(k) is the
noise received by secondary user i. We assume s(k) is complex PSK modulated and i.i.d. with mean zero
and variance σ2s ; h˜i is the channel gain between the primary user and secondary user i and is assumed to
be constant during the cooperative spectrum sensing period; and ni(k) is i.i.d. Gaussian noise with mean
5zero and variance σ2n and is independent of s(k). We define the local received SNR at the secondary user
i as γi = σ
2
s |h˜i|2/σ2n. When κi is large, xi can be approximated as Gaussian random variable [3], i.e.,
 H0 : xi ∼ N (σ
2
n, σ
4
n/κi)
H1 : xi ∼ N ((1 + γi)σ2n, (1 + 2γi)σ4n/κi).
(4)
We assume here the local received SNR γi is known at secondary user i. In IEEE 802.22, γi can be
estimated from pilot signals periodically transmitted by primary users [10]1.
Given this system model, we see that ξi
def
= E{x2i } = [1 + 1/κi + π1 (γi + 2 (1 + 1/κi)) γi]σ4n, where
π0 = P(H0) and π1 = P(H1) are the probabilities that spectrum is idle and occupied, respectively. In
cognitive radio networks, the received primary user power measured by the secondary user is expected
to be very small [11], i.e., γi ≪ 1. Additionally, the number of samples is expected to be more than
a few, i.e., κi ≫ 1. Thus, we can approximate the transmitted power for the secondary user i as Pi =
ξig
2
i ≃ g2i (1 + 2π1γi)σ4n.
C. Optimal Fusion Rule
Under hypothesis H0 and H1, the received signal y has a Gaussian distribution, i.e.,
 H0 : y ∼ N
(
H1σ2n, Σ0
)
H1 : y ∼ N
(
H(1+ γ)σ2n, Σ1
)
,
(5)
where Σ0 = HSH†σ4n + σ2vI and Σ1 = HS(I + 2Γ)H†σ4n + σ2vI, here, Γ = diag{γ1, γ2, · · · , γn} and
S = diag{1/κ1, 1/κ2, · · · , 1/κn}. Without loss of generality, assume that π0 = π1 = 0.5. Then, optimal
(maximum a posteriori probability) likelihood ratio test (LRT) is given as:
log
p(y|H1)
p(y|H0)
H1
≷
H0
0. (6)
Since γi ≪ 1 and κi ≫ 1, then, γi/κi ≈ 0 and we have Σ0 ≈ Σ1. Thus, the optimal LRT can be
approximated as
T (y) = (Hγ)†Σ−10 y
H1
≷
H0
τ, (7)
where τ = (Hγ)†Σ−10 H(1 + 0.5γ)σ2n. Furthermore, we note that E{T (y)|H0} = (Hγ)†Σ−10 H1σ2n,
E{T (y)|H1} = (Hγ)†Σ−10 H(1+ γ)σ2n and Var{T (y)|H0} = Var{T (y)|H1} = (Hγ)†Σ−10 Hγ.
1Uncertainty in the knowledge of local received SNR would affect the design of cooperative spectrum sensing. We will
investigate this important issue in the future.
6With this preparation, it can be shown that the error probability is given as2
Pe = π0Pf + π1Pm = Q
(
1
2
( n∑
i=1
g2i κiγ
2
i |hi|2
g2i |hi|2 + κiσ˜2v
)1/2)
, (8)
where σ˜2v = σ2v/σ4n and Q(x) = 1√2π
∫∞
x exp(−t2/2)dt. It is also easy to see that the asymptotic error
probability expressions when the number of samples or amplifier gains approach infinity are given by
Pe(κ∞)
def
= lim
κi→∞
Pe = Q
(
1
2σ˜v
( n∑
i=1
g2i γ
2
i |hi|2
)1/2)
, (9)
and
Pe(g∞)
def
= lim
gi→∞
Pe = Q
(
1
2
( n∑
i=1
κiγ
2
i
)1/2)
, (10)
respectively.
D. System Level Cost for Cooperative Spectrum Sensing
In this paper, we consider system level cost for cooperative spectrum sensing in cognitive radio
networks. This system level cost has contributions from three components: Local processing; transmission;
and reporting and broadcasting.
• Local processing cost includes the energy consumed by the secondary user in receiver RF scanning
and local energy calculation. For simplicity, we assume that the local processing cost Cpi(·) for
secondary user i is a linear function of the number of samples [12], i.e., Cpi(κi) = c0κi, where c0
is the local processing cost per sample.
• Transmission cost is the transmit power required from a secondary user to transmit the local
calculated energy to the fusion center. Here, we assume that this cost for secondary user i is given
as Cti(gi) = Pi = ξig2i .
• For optimal system design, the fusion center needs to know the local received SNR for each secondary
user. In practice, this means that secondary users will report their local received SNRs to the fusion
center. The fusion center then determines optimal allocations (number of samples and/or amplifier
gains) to each secondary user and then broadcasts them to all secondary users. In this paper, we
assume that this total reporting and broadcasting cost Crb is fixed; thus we do not consider it in the
optimization problem.
2It is worth mentioning that we can reach same optimization formulation by using Neyman-Pearson criterion to maximize
global detection probability. Here we present the global error probability for the sake of simplicity.
7The system level cost during the cooperative spectrum sensing (aside from Crb) is given as
C(κ,g) =
n∑
i=1
Cpi(κi) +
n∑
i=1
Cti(gi) =
n∑
i=1
(
c0κi + ξig
2
i
)
.
III. AVERAGE ERROR PROBABILITY
We assume in this section that the amplifier gains and the number of samples collected at each secondary
user are fixed and not adjusted according to the channel gains. We will discuss adapting amplifier gains
and number of samples in the subsequent sections. From (8), we see that the average error probability
can be calculated as
Pe,avg = Eγ,h
{
Pe|γ,h
}
. (11)
To simplify the calculation of the average error probability, we consider the following alternate
expression for the Q function [13] Q(x) = 1π
∫ π/2
0 exp
(
− x2
2 sin2 φ
)
dφ, x ≥ 0. When the local received
SNRs γi and fusion channel gains |hi|2 are independent, respectively, we can simplify the average error
probability in (11) as
Pe,avg =
1
π
∫ π/2
0
n∏
i=1
Bi(φ)dφ, (12)
where Bi(φ) =
∫∞
0
∫∞
0 exp
(Ai(s,t)
sin2 φ
)
pγi(s)p|hi|2(t)dsdt and Ai(s, t) = −18 · g
2
i κis
2t
g2i t+κiσ˜
2
v
. Here, pγi(s) and
p|hi|2(t) are PDFs of γi and |hi|2, respectively. If we further assume that gi = g, κi = κ, γi and |hi|2
are i.i.d., respectively, i.e., pγi(s) = pγ(s) and p|hi|2(t) = p|h|2(t), then we have Bi(φ) = B(φ), ∀i. In
this case, the average error probability in (11) reduces to
Pe,avg =
1
π
∫ π/2
0
[B(φ)]n dφ. (13)
Based on this, we see that Pe,avg is a decreasing function of n, which indicates that in a power uncon-
strained cognitive radio network, global error performance can be improved by increasing the number
of secondary users. This statement follows since A(s, t) ≤ 0 and B(φ) ≤ ∫∞0 ∫∞0 pγ(s)p|h|2(t)dsdt = 1.
In general, a closed-form expression of Pe,avg is difficult to obtain. However, only elementary functions,
such as exponential and Q(·), are involved in the integral calculation; the average error probability can
thus readily be found numerically.
Remark: To gain more insight, we investigate an upper bound for average error probability. Since
Q(x) ≤ 12 exp(−x2/2), the upper bound can be obtained as
P˜e,avg =
1
2
n∏
i=1
Mi, (14)
8where Mi =
∫∞
0
∫∞
0 exp[Ai(s, t)]pγi(s)p|hi|2(t)dsdt. Assume for simplicity gi = g, κi = κ, γi and
|hi|2 are i.i.d., respectively. Then, we have Mi =M, ∀i, and
P˜e,avg =
1
2
Mn. (15)
It is readily evident that when g → 0, P˜e,avg → 12 . This is not surprising since when the amplifier gains
are low, the fusion center will not be able to make a global decision due to the lack of local energy
statistic. Next, we use (13) and (15) to evaluate the average error probability for cooperative spectrum
sensing for the three channel scenarios shown in Table I.
TABLE I
THREE CHANNEL ENVIRONMENTS FOR PERFORMANCE EVALUATION
Observation channels Fusion channels
Channel Environment I AWGN Rayleigh fading
Channel Environment II Rayleigh fading AWGN
Channel Environment III Rayleigh fading Rayleigh fading
1) Channel Environment I: In this scenario, γi = γ¯ and p|hi|2(t) = exp(−t) since the observation
channel is AWGN and the fusion channel is exponential Rayleigh fading. After some manipulations, we
have
B(φ) = exp
(
− κγ¯
2
8 sin2 φ
)
Ψ1
(
κγ¯2
8 sin2 φ
,
κσ˜2v
g2
)
,
where Ψ1 (a, b) =
∫∞
0 exp
(−x+ abx+b)dx, (a, b > 0). After calculating B(φ), we substitute it in (13) to
obtain the average error probability. It is interesting to note that a similar definition of Ψ1 (φ, a, b) can
be found in [6]. Furthermore, the upper bound is given as
P˜(1)e,avg =
1
2
exp
(
−nκγ¯
2
8
)[
Ψ1
(κγ¯2
8
,
κσ˜2v
g2
)]n
.
When g →∞, we see that P˜(1)e,avg(g∞) = 12 exp
(
−nκγ¯28
)
. This indicates that when the fusion channel is
perfect, average error performance is limited by local observed energy statistic.
2) Channel Environment II: In this scenario, pγi(s) = 1γ¯ exp(− sγ¯ ) and hi = 1. After some manipula-
tions, (using eq.(3.322.2) in [14]), we obtain
B(φ) =
√
8πc sinφ exp
(
2c sin2 φ
)
Q
(
2
√
c sinφ
)
,
where c= 1γ¯2
(
1
κ +
σ˜2v
g2
)
. Furthermore, the upper bound is
P˜(2)e,avg=
1
2
(
8πc
)n/2
exp
(
2nc
)[
Q
(
2
√
c
) ]n
.
9When g →∞, we see that c→ 1/(κγ¯2) and P˜(2)e,avg(g∞) = 12
(
8π
κγ¯2
)n/2
exp
(
2n
κγ¯2
) [
Q
(
2
γ¯
√
κ
)]n
. Again,
we see that the average error performance is limited by local observed energy statistic when g →∞.
3) Channel Environment III: In this scenario, pγi(s) = 1γ¯ exp(− sγ¯ ) and p|hi|2(t) = exp(−t). After
some manipulations, we have
B(φ) =
√
8π exp
(
2 sin2 φ
κγ¯2
)
Ψ2
(
sin2 φ
κγ¯2
,
σ˜2v sin
2 φ
g2γ¯2
)
,
where Ψ2 (a, b) =
∫∞
0
(
a+ bx
)1/2
exp
(−x+ 2bx )Q(2 (a+ bx)1/2) dx, (a, b > 0). Furthermore, the
upper bound is
P˜(3)e,avg =
1
2
(
8π
)n/2
exp
(
2n
κγ¯2
)[
Ψ2
( 1
κγ¯2
,
σ˜2v
g2γ¯2
)]n
.
When g →∞, we see that P˜(3)e,avg(g∞) = P˜
(2)
e,avg(g∞). This is primarily due to the fact that when g →∞,
the fusion channel no longer impacts the average error performance.
IV. OPTIMIZATION: MINIMIZATION OF ERROR PROBABILITY
In this section, we aim to minimize the error probability for the system model in Fig. 2 subject to a
system level cost constraint of sensing. Specifically, we determine the appropriate number of samples and
amplifier gains for each secondary user and consider the following two scenarios for this optimization
problem:
1) Scenario A: First, we consider the system level cost constraint. Hence, the optimization problem
is formulated as:
min
κ,g
Pe(κ,g)
s.t. C(κ,g) ≤ C¯, κ ∈ Zn+, g ∈ Rn+, (16)
where C¯ is the system level cost constraint. Here we denote the optimal solution of (16) as(
κ
(opt,1)
p,i , g
(opt,1)
p,i
)
and the minimum error probability as P(opt,1)e .
2) Scenario B: In some applications, local sample collection for each secondary user may be scheduled
in a fixed time slot. This indicates the number of samples is upper bounded by a maximum value
κmax. Furthermore, the transmission power for each secondary user may be required to be below a
predefined power limit Pmax. By incorporating these additional individual constraints imposed on
10
each secondary user, we can model the optimization problem as
min
κ,g
Pe(κ,g)
s.t. C(κ,g) ≤ C¯, κ ∈ Zn+, g ∈ Rn+,
κ  κmax1, ξig2i ≤ Pmax. (17)
To better understand the optimal resource allocation for cooperative spectrum sensing, we consider the
following two cases in Scenarios A and B as illustrated in Table II: joint optimization of κ and g; and
optimization of either κ or g.
TABLE II
OPTIMIZATION PROBLEMS FOR COOPERATIVE SPECTRUM SENSING
Case I Case II
Scenario A joint optimization of κ and g with
system level cost constraint
optimization of either κ or g with
system level cost constraint
Scenario B joint optimization of κ and g with
system level and individual constraints
optimization of either κ or g with
system level and individual constraints
A. Case I: Joint Optimization of κ and g
1) Scenario A: In this case, we consider the optimization in (16) over both κ and g. We note that
(16) is a mixed integer nonlinear optimization problem (MINLP). In general, there is no polynomial-
time algorithm for solving general MINLPs [15]. A potentially clearer insight into the solutions can be
obtained by considering a convex relaxation for this optimization problem, where we simply relaxed the
integer constraint of the number of samples:
min
κ,g
Pe(κ,g)
s.t. C(κ,g) ≤ C¯, κ ∈ Rn+, g ∈ Rn+. (18)
As shown in the Appendix A, (18) is a convex problem. Thus, it can be solved efficiently using interior-
point methods or other iterative methods [16]. This will be a recurring theme in the optimization problems
we consider in the sequel. In the numerical results, we shall see that the approximation as detailed below
results in near optimal performance without the curse of complexity. Given this convex optimization
problem, first we introduce the following lemma.
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Lemma IV.1. Optimal solution of (κ,g) in (18) should satisfy either 1) κi > 0 and gi > 0, or 2) κi = 0
and gi = 0 for secondary user i.
Proof: Please see the Appendix B.
This lemma is not surprising because when one secondary user does not collect the energy samples, it
will not have anything to transmit to the fusion center. Similarly, when one secondary user decides not
to transmit the data to the fusion center, it is reasonable to expect that this secondary user should remain
inactive and not collect local energy samples. Using Lemma IV.1, the optimal solution of (κ,g) can be
found as stated in the following theorem.
Theorem IV.2. Consider the optimization problem in (18), let us define ρi = γ
2
i |hi|2
(σ˜v
√
ξi+|hi|√c0 )2 and assume
ρ1 ≥ ρ2 ≥ · · · ≥ ρn. Then, the optimal solution of (κ,g) is
κ
(opt,2)
p,i =


|hi|C¯
σ˜v
√
ξic0+|hi|c0 , i = 1
0, i > 1,
g
(opt,2)
p,i =


(
σ˜v C¯
σ˜vξi+|hi|
√
ξic0
)1/2
, i = 1
0, i > 1.
(19)
Proof: Please see the Appendix C.
Given the optimal solution of (κ,g), we see that the optimal error probability in (18) is
P(opt,2)e = Q
(√
C¯
2
max
{
γi|hi|
σ˜v
√
ξi + |hi|√c0
})
.
Since (18) is the relaxation of the MINLP (16), we see that P(opt,1)e ≥ P(opt,2)e [15]. In practice, we may
consider a floor operation for the number of samples as a suboptimal solution for (16), i.e.,
κ
(sub)
p,i =
⌊
κ
(opt,2)
p,i
⌋
and g(sub)p,i = g
(opt,2)
p,i , ∀i. (20)
Let us denote the resulting error probability as P(sub)e . Then we see that P(opt,2)e ≤ P(opt,1)e ≤ P(sub)e .
Furthermore, when κ(opt,2)p,1 is large, based on the first-order Taylor series, we have
P(sub)e − P(opt,2)e = Pe(κ−∆κ,g)− Pe(κ,g) ≈
∆κ1δ0δ1
8
√
2π
exp(−δ20/8)(κ1 + δ1)−2 → 0+,
where δ0 = g1γ1|h1|/σ˜v and δ1 = g21 |h1|2/σ˜2v . With small value of ∆κ1 (normally ∆κ1 < 1), it is
interesting to note that our rounding algorithm is near optimal with large system level cost constraint.
When C¯ is relatively small, as we will show in our simulations, our proposed suboptimal algorithm can
also provide a good approximation to the optimal solution.
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Based on (20), when we jointly design the number of samples and amplifier gains subject to the system
level cost constraint, only one secondary user needs to be active in the cognitive radio network, i.e.,
collecting local energy samples and transmitting the energy statistic to the fusion center. It is interesting
to note that this strategy is similar to multiuser diversity where the base station selects the user with the
highest channel to achieve maximum sum rate capacity [17]. In this case, the fusion center will select
the secondary user with the largest ρi to perform local spectrum sensing and data forwarding. This will
significantly reduce the bandwidth cost for data forwarding.
Remark: We note that the result in (20) can be implemented in a distributed fashion. The idea is based
on opportunistic carrier sensing [18] or opportunistic relaying [19] in which a backoff timer is set to be
a decreasing function of channel state information. In particular, at the beginning of each sensing time
slot, the fusion center broadcasts a beacon signal to synchronize all secondary users in the cognitive radio
network. After estimating the channel gain3 |hi|, the secondary user calculates the control parameter ρi
based on its local received SNR γi and then maps ρi to a backoff timer f(ρi) (equal to c/ρi in [19],
where c is a constant). Under a collision free situation, the secondary user with largest ρi will expire first
and perform local energy calculation and data forwarding during this time slot4. Note that in this case,
fusion center does not need to broadcast the optimal design parameter for each secondary user and this
will reduce the cooperative sensing cost for broadcasting and reporting.
2) Scenario B: We examine the optimization (17) over both κ and g. Similar to Scenario A, we first
consider the relaxation to the original MINLP in (17), i.e.,
min
κ,g
Pe(κ,g)
s.t. C(κ,g) ≤ C¯, κ ∈ Rn+, g ∈ Rn+,
κ  κmax1, ξig2i ≤ Pmax. (21)
Again, we see that this is a convex optimization problem and can be solved by standard methods. Let
us denote the optimal solution in (21) as (κ(opt)p,i , g(opt)p,i ). Similarly, we note that
Lemma IV.3. Optimal solution of (κ,g) in (21) should satisfy either 1) κi > 0 and gi > 0, or 2) κi = 0
and gi = 0 for secondary user i.
The proof is similar to that of Lemma IV.1 and thus omitted. With the additional constraints imposed
3We assume reciprocity of the uplink and downlink channels between the fusion center and secondary users [20].
4Detailed analysis on how to reduce the collision probability for this scheme can be found in [18].
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on κ and g, we see that in general it is difficult to obtain the closed-form solutions for (κ,g). Since the
optimal solution of (κ,g) needs to be equal to 0 or greater than 0 simultaneously, we propose a heuristic
suboptimal algorithm for Scenario B. Specifically, first we assign κmax and Pmax to the secondary user
with largest ρi. If there are remaining resources, we assign κmax and Pmax to the secondary user with
second largest ρi and so on until κmax and Pmax cannot be assigned to any one secondary user. In this
case, we merely utilize the near-optimal solution in (20) to allocate (κi, gi) to the secondary user with
the next largest ρi and κi = 0, gi = 0 to the rest of the secondary users. Let us denote the suboptimal
solution as
(
κ
(sub)
p,i , g
(sub)
p,i
)
. The detailed algorithm for Scenario B is illustrated in Algorithm 1.
Algorithm 1 Heuristic Suboptimal Algorithm
Sort ρi in a decreasing order.
for i = 1 to n do
if c0κmax + Pmax < C¯ then
C¯ ← C¯ − c0κmax − Pmax; κi ← κmax; gi ←
√Pmax/ξi.
else
Compute κi and gi from (20);
Adjust and truncate κi and gi to guarantee κi ∈ (0, κmax] and gi ∈
(
0,
√Pmax/ξi] and stop.
end if
end for
B. Case II: Optimization of Either g or κ
In some applications, either g or κ may be fixed for secondary users. For example, local energy
calculation may be scheduled in a fixed time slot and each secondary user is assigned same number of
samples. In this case, we need to optimize the amplifier gain to achieve the desired error probability. On
the other hand, we may need to choose appropriate number of samples when the amplifier gains are fixed.
Here, we first assume fixed number of samples, i.e., κ = κ˜, then we need to minimize the error probability
by choosing appropriate g. Let us define global transmission power constraint as Ptot = C¯ − c01Tκ˜. We
now examine both these cases.
1) Scenario A: Here, we minimize global error probability assuming the global transmit power con-
straint is given as Ptot. We define zi = g2i , ai = κ˜iγ2i and bi = κ˜iσ˜2v/|hi|2. Then, the optimization problem
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in (16) is equivalent to
min
z
n∑
i=1
aibi
zi + bi
s.t. ξTz ≤ Ptot, z  0. (22)
It is easy to see that (22) is a convex optimization problem. After some manipulations, we see that
the Karush-Kuhn-Tucker (KKT) conditions can be given as
aibi
(zi+bi)2
+ ui − λ0ξi = 0 (23)
λ0(ξ
Tz − Ptot) = 0 (24)
uizi = 0. (25)
where λ0 ≥ 0 and ui ≥ 0 are Lagrangian multipliers. First we assume that λ0 > 0 and ui = 0, then from
(23), we see that
zi =
[√
aibi/(ξiλ0)− bi
]+
, (26)
where [x]+ = max{0, x}. Plugging this into (24), we have √λ0 =
∑
i∈S0
√
aibiξi
Ptot+
∑
i∈S0
biξi
. where S0 = {i|zi > 0}.
Then, we need to determine the set S0 to obtain the closed-form solution for z. To do this, let us define
βi =
√
biξi/ai. Without loss of generality, we assume β1 ≤ β2 ≤ · · · ≤ βn. After some derivations, as
outlined in Appendix D, we have
S0 =

 {1, · · · , iS |f(iS) < 1, f(iS + 1) ≥ 1}, f(n) ≥ 1{1, · · · , n}, otherwise, (27)
where
f(i) =
βi
∑
i
j=1
√
ajbjξj
Ptot+∑ij=1 bjξj
. (28)
Thus, plugging λ0 into (26), the optimal amplifier gains can be obtained as
g
(opt)
p,i =


[
κ˜iσ˜2v
|hi|2
(
γi|hi|√
ξi
η − 1
)]1/2
, i ∈ S0
0, i /∈ S0,
(29)
where η =
∑
i∈S0
κ˜iξi/|hi|2+Ptot/σ˜2v
∑
i∈S0
κ˜i
√
ξiγi/|hi| .
Remark: The optimal amplifier gains follow the water-filling strategy, i.e., with larger βi, the chance
for the secondary user to be inactive is higher, where βi is a measure of the observation and fusion
channel quality. Note that βi ∝ 1/(γi|hi|). Hence, when the local received SNR is low or the fusion
channel quality is poor, the secondary user tends not to transmit the local calculated energy to the fusion
center.
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For comparison, we consider two suboptimal solutions for this optimization problem: 1) A simple
solution is to choose equal transmission power for each secondary user, i.e., g(equ)p,i =
√Ptot/(nξi); 2)
Using the Cauchy-Schwarz inequality, we see that Pe(κ∞) in (9) can be minimized when gi = cγ2i |hi|2/ξ2i ,
where c is a constant. Based on this, we propose an alternate suboptimal solution for amplifier gains,
i.e., g(sub)p,i =
(
γ2i |hi|2/ξ2i∑
n
i=1
γ2i |hi|2/ξiPtot
)1/2
. Let us denote the asymptotic detection probability when κ˜i → ∞
for these three solutions of amplifier gains as P(opt)e (κ∞), P(equ)e (κ∞) and P(sub)e (κ∞). Then, we note that
Lemma IV.4. When β2 > β1, P(equ)e (κ∞) ≥ P(sub)e (κ∞) ≥ P(opt)e (κ∞).
Proof: Please see the Appendix E.
2) Scenario B: Next, we minimize global error probability assuming the global transmit power con-
straint Ptot and the individual transmit power limit Pmax. In this scenario, the optimization problem in
(17) becomes
min
z
n∑
i=1
aibi
zi + bi
s.t. ξTz ≤ Ptot, z  0, ξizi ≤ Pmax. (30)
With the additional constraint in (30) as compared to (22), the updated KKT conditions are
aibi
(zi+bi)2
+ ui − viξi − λ0ξi = 0 (31)
vi(ξizi − Pmax) = 0, (32)
where vi ≥ 0 are Lagrangian multipliers. First we assume that λ0 > 0 and ui = vi = 0, then from (31),
we see that zi =
√
aibi/(ξiλ0) − bi. Thus, based on the value of
√
λ0, we can determine the optimal
solution of zi as
zi =


0, if
√
λ0 >
√
ai/(biξi)
Pmax/ξi, if 0 <
√
λ0 <
√
aibiξi/(Pmax + biξi)√
aibi/(ξiλ0)− bi, otherwise.
Let us define two disjoint sets for secondary users as S1 = {i|zi = Pmax/ξi} and S2 = {i|0 < zi <
Pmax/ξi}. Plugging zi into (24), we have
|S1|Pmax +
(
1/
√
λ0
)∑
i∈S2
√
aibiξi −
∑
i∈S2 biξi = Ptot,
which implies that
√
λ0 =
∑
i∈S2
√
aibiξi
Ptot−|S1|Pmax+
∑
i∈S2
biξi
.
In order to determine S1, S2 and
√
λ0 and thus obtain the closed-form solution for zi, we propose a
two-stage generalized water-filling algorithm as follows:
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1) In the first stage, we aim to determine the set S1. To do this, let us define β˜i = Pmax+biξi√aibiξi . Without
loss of generality, we assume β˜1 ≤ β˜2 ≤ · · · ≤ β˜n. Then, similar to Scenario A, S1 can be obtained
by (27) with
f˜(i) =
β˜i
∑
m∈S˜i
√
ambmξm
Ptot − iPmax +
∑
m∈S˜i bmξm
, i ≤
⌊ Ptot
Pmax
⌋
, (33)
where S˜i = {m|βm < β˜i, i < m ≤ n}. For an outline, please see Appendix F. After S1 is
determined, we have zi = Pmax/ξi, ∀i ∈ S1.
2) In the second stage, we follow the similar procedure in Scenario A to obtain S2 and zi for i /∈ S1.
The solution is given in (29), except that Ptot and n are replaced by Ptot − |S1|Pmax and n− |S1|,
respectively.
To summarize, the detailed generalized water-filling algorithm for Scenario B is illustrated in Algorithm
2. With amplifier gains fixed, we need to optimize the number of samples to achieve the desired error
probability. In this case, the solutions of the number of samples are similar to those of the amplifier gains
in both scenarios (with additional relaxation consideration), thus omitted from this paper.
V. OPTIMIZATION: MINIMIZATION OF SYSTEM LEVEL COST
In the section, we aim to minimize the system level cost of cooperative spectrum sensing to achieve a
targeted error probability. Similar to the optimization problem in Section IV, we consider two scenarios
which depend on whether additional constraints are imposed or not. For instance, in Scenario A, the
optimization problem can be formulated as:
min
κ,g
C(κ,g)
s.t. Pe(κ,g) ≤ P¯e, κ ∈ Zn+, g ∈ Rn+, (34)
where P¯e is a predefined error probability threshold. Similar to the analysis in Section IV-A1, we consider
the relaxation, i.e., κ ∈ Rn+ to this MINLP, and the optimal solution of this relaxation problem is stated
as follows:
Theorem V.1. Consider the optimization problem in (34) and ρi as defined in Theorem IV.2. Then,
κ
(opt)
d,i =


ǫ
γ2i
(
1 +
√
ξi
c0
σ˜v
|hi|
)
, i = 1
0, i > 1,
g
(opt)
d,i =


[
ǫσ˜2v
γ2i |hi|2
(
1 +
√
c0
ξi
|hi|
σ˜v
)]1/2
, i = 1
0, i > 1,
(35)
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Algorithm 2 Generalized Water-filing Algorithm
Stage 1: Sort β˜i in an increasing order.
for i = 1 to
⌊ Ptot
Pmax
⌋
do
Compute f˜(i) from (33);
if f˜(i) ≥ 1 then
Set S1 = {1, · · · , i} and stop.
end if
end for
for i ∈ S1 do
zi ← Pmax/ξi.
end for
Stage 2: For j /∈ S1, sort βj in an increasing order and set Ptot ← Ptot− |S1|Pmax and n← n− |S1|.
for j = 1 to n do
Compute f(j) from (28);
if f(j) ≥ 1 then
Set S2 = {1, · · · , j} and stop.
end if
end for
for j ∈ S2 do
Compute η and zj from (29).
end for
where ǫ = 4[Q−1(P¯e)]2.
The proof is similar to that of Theorem IV.2 and thus omitted. Similarly, we may consider a ceiling
operation for the number of samples as a near-optimal solution for (34). Additionally, we see that only
one secondary user needs be active for collecting the samples for local energy calculation and transmitting
energy statistics to fusion center. We have separately examined the optimization problem for the remaining
cases considered in Section IV, i.e., when jointly designing κ and g for Scenario B; and when designing
either κ or g for both Scenarios A and Scenario B. Due to space limitations, we omit the discussions in
the paper.
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VI. SIMULATION RESULTS
In this section, we present numerical results for system level performance evaluation and optimal
design for cooperative spectrum sensing in cognitive radio networks. In the following results, we assume
σ2n = σ
2
v = 1 and c0 = 1.
A. Average Error Probability
In Fig. 3, we plot the average error probability versus the (equal) amplifier gain for all three channel
scenarios from Table I. We see that in the low and moderate fusion SNR regimes, Channel Environment
II (Rayleigh fading observation channels and AWGN fusion channels) provides the lowest average error
probability among all three scenarios. Thus, to maintain a desired detection performance, the fusion
channels need to be as reliable as possible, while the local received SNRs can be dynamic and be used
to exploit spatial diversity.
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Fig. 3. Average error probability for cooperative spectrum sensing. In the simulation, we choose γ¯ = −8dB, κ = 100 and
n = 15.
B. Minimization of Error Probability
For the optimal system design, we assume n = 6, h = [1.56, 1.99, 0.37, 1.52, 0.39, 1.98]T and γ =
[−8.86,−15.23,−7.21,−5.09,−10.00,−10.97]T(dB). Here, we define the global fusion SNR as SNR =
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Ptot/σ2v . For comparison, we consider equal number of samples and amplifier gains as a suboptimal
solution.
In Fig. 4, we plot the error probability versus system level cost constraint in Case I for joint optimization
of κ and g for both Scenario A and B. In this simulation, we utilize standard MINLP methods [21] for
optimization problem in (16); the closed-form solution (κ(opt,2)p,i , g(opt,2)p,i ) in Theorem IV.2 for the convex
relaxation of the optimization problem in (18); and our proposed suboptimal solution (κ(sub)p,i , g(sub)p,i ) in (20)
in Scenario A and interior-point method to solve the optimization problem in Scenario B. As expected,
we see that in Scenario A, the error probability of optimization problem in (16) and its relaxation in (18)
converges, even with relatively small system level cost constraint. Also, our proposed suboptimal solution
in (20) is near optimal as previously mentioned. Furthermore, we observe that the error performance is
degraded with the additional constraints in Scenario B. Additionally, our proposed suboptimal algorithm
in Scenario B has negligible performance loss compared to the optimal solution.
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Fig. 4. Case I: error probability for different solutions of (κ, g). In Scenario B, we choose κmax = 0.2⌊C¯/c0⌋ and Pmax = 0.2C¯.
Fig. 5 shows the error probability versus total number of samples in Case II (optimization of g given κ˜).
As expected, we see that the optimal solution provides superior performance to suboptimal solutions. From
the plots, we also observe that with additional individual constraints, the optimal solution for Scenario
B performs worse than that of Scenario A. Furthermore, when total number of samples increases, we
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see that the error probability approaches the asymptotic bound. In particular, P(equ)e (κ∞) ≥ P(sub)e (κ∞) ≥
P(opt)e (κ∞) as stated in Lemma IV.4.
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Fig. 5. Case II: error probability for different solutions of g. In the simulation, we choose SNR = 25dB and fixed number of
samples κ˜i = ⌊κtot/n⌋. In Scenario B, we choose Pmax = 0.4Ptot.
VII. CONCLUSIONS
In this paper, we present the performance evaluation and optimal design for spectrum sensing in the
cognitive radio networks. We first analyze the average error probability by considering a range of channel
realizations between the primary user and the secondary users and between the secondary users and the
fusion center. Then, we investigate the optimization problems for spectrum sensing. In particular, when
jointly designing the number of samples and amplifier gains, we demonstrate that only one secondary
user needs be active, i.e., collecting local energy samples and transmitting energy statistic to fusion
center. Furthermore, we derive closed-form expressions for optimal solutions and propose a generalized
water-filling algorithm when number of samples or amplifier gains are fixed and additional constraints
are imposed.
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VIII. APPENDIX
A. Proof of Convexity of Optimization Problem (18)
Proof: Let us define zi = g2i , pi = σ˜2v/(γ2i |hi|2), qi = 1/γ2i and Fi(κi, zi) = κizipiκi+qizi . To simplify
our analysis, when κi = zi = 0, we assume Fi(κi, zi) = 05. Then, the optimization problem (18) becomes
max
κ,z
n∑
i=1
Fi(κi, zi)
s.t. c01Tκ+ ξTz ≤ C¯, κ  0, z  0. (36)
After some manipulations, we see that the Hessian of Fi(κi, zi) is given as
∇2Fi(κi, zi) = − 2piqi
(piκi + qizi)3

zi
κi



zi
κi


T
 0.
Thus, Fi(κi, zi) is a concave function, which indicates that the objective function in (36) is also concave.
This completes the proof.
B. Proof of Lemma IV.1
Proof: We prove this lemma by contradiction. First we assume that (κ,z) with κi = 0, zi > 0 or
κi > 0, zi = 0 for secondary user i is the optimal solution for (36). Let us define the optimal value is
p∗. Since κizi = 0, the objective function remains unchanged in (36). Then, the optimization problem
becomes
max
κ,z
∑n
j=1,j 6=iFj(κj , zj)
s.t. c0
∑n
j=1,j 6=i κj +
∑n
j=1,j 6=i ξjzj ≤ C¯′
κj ≥ 0, zj ≥ 0, ∀j 6= i. (37)
where C¯′ = C¯ − ξizi when κi = 0, zi > 0, or C¯′ = C¯ − c0κi when κi > 0, zi = 0. In either case, we
see that C¯′ < C¯. To prove this lemma, we need to find a substitute solution (κ′,z′) with optimal value
p′∗ > p∗. To do this, let us replace the solution for secondary user i as κ′i = z′i = 0. In this case, the
optimization problem becomes
max
κ,z
∑n
j=1,j 6=iFj(κj , zj)
s.t. c0
∑n
j=1,j 6=i κj +
∑n
j=1,j 6=i ξjzj ≤ C¯
κj ≥ 0, zj ≥ 0, ∀j 6= i. (38)
5In practice, this assumption can be alleviated by adding a sufficiently small constant in the denominator.
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Then, we see that it is equivalent to proving that the optimal value p′∗ in (38) is greater than p∗ in (37).
Since the objective and constraint functions in these two optimization problems are identical, this can be
easily proved by convex relaxation in optimization problem, which implies that we can find a substitute
solution (κ′,z′), i.e., p′∗ > p∗. This contradicts the assumption that (κ,z) is the optimal solution and
we can conclude the proof.
C. Proof of Theorem IV.2
Proof: The Lagrangian function of (36) can be given as
L(κ,z, λ0,u,v) = −
n∑
i=1
κizi
piκi + qizi
+ λ0(c01Tκ+ ξTz)− uTκ− vTz − λ0C¯,
where λ0 ≥ 0, ui ≥ 0 and vi ≥ 0 are Lagrangian multipliers. Here the KKT conditions are
qiz2i
(piκi+qizi)2
+ ui − c0λ0 = 0 (39)
piκ2i
(piκi+qizi)2
+ vi − ξiλ0 = 0 (40)
λ0
(
c01Tκ+ ξTz − C¯
)
= 0 (41)
uiκi = 0, vizi = 0. (42)
From Lemma IV.1, we see that ui and vi need to be 0 or greater than 0 simultaneously. First we assume
ui = vi = 0 and λ0 > 0, which indicates that κi > 0 and zi > 0. Then from (39) and (40), we have
zi = ωiκi, where ωi =
√
c0pi/(qiξi). Plugging this into (36), the original optimization problem becomes
max
κ
∑
i∈I s1iκi
s.t.
∑
i∈I s2iκi ≤ C¯, κi ≥ 0, ∀i ∈ I, (43)
where I = {i|κi > 0, zi > 0}, s1i = (qi + pi/ωi)−1 and s2i = c0 + ξiωi. Since adding zero will not
change the objective function and constraints in (43), we can rewrite (43) as
max
κ
sT1κ
s.t. sT2κ ≤ C¯, κ  0. (44)
This is a classic linear optimization problem; thus we can solve this easily. Since the vertices of the
polyhedron are the basic feasible solution for linear optimization problem [22], the optimal solution of
(44) suggests that only one of κi is non-zero while others are all zero. Let us define ρi = s1i/s2i and
assume ρ1 ≥ ρ2 ≥ · · · ≥ ρn. Then, the optimal solution of (κ,g) can be given in Theorem IV.2. This
completes the proof.
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D. Solution for Set S0
Here we follow the analysis in [23] to find S0. From (26), we see that in order to guarantee zi ≥ 0,
we need to have
√
λ0 ≤
√
ai/(biξi), which indicates f(i) < 1 for some is. Then, the problem can be
stated as: given β1 ≤ β2 ≤ · · · ≤ βn, f(iS) < 1 and f(iS + 1) ≥ 1, we have
1) f(i) is an increasing function of i for i ≤ iS ;
2) f(i) ≥ 1 for i > iS .
Proof: It is straightforward to show that f(1) < 1. This indicates that S0 6= ∅ and thus there exist
feasible solutions for z. When i > 1, we have
f(i+ 1) =
βi+1
∑
i
j=1
√
ajbjξj+bi+1ξi+1
∑
i
j=1
bjξj+Ptot+bi+1ξi+1
≥ βi
∑
i
j=1
√
ajbjξj+bi+1ξi+1
∑
i
j=1
bjξj+Ptot+bi+1ξi+1
(a)
≥

 f(i), i < iS1, i > iS .
The first inequality in (a) is valid since when x/y < 1, we have (x+c)/(y+c) ≥ x/y, where x, y, c > 0.
Then, we see that f(i) is an increasing function of i for i ≤ iS . The second inequality in (a) is valid
since when x/y ≥ 1, we have (x+ c)/(y + c) ≥ 1. This indicates that when f(i) ≥ 1, f(i+ 1) ≥ 1 for
i > iS . This completes the proof.
E. Proof of Lemma IV.4
Proof: From Section IV-B1, we see that
f(2) =
b1ξ1 + b2ξ2 + (β2 − β1)
√
a1b1ξ1
b1ξ1 + b2ξ2 + Ptot .
As κ˜i → ∞, we have a1, b1 → ∞. This implies (β2 − β1)
√
a1b1ξ1 > Ptot. With β2 > β1, f(2) > 1
and S0 = {1}. Then, P(opt)e (κ∞) = Q
(
1
2σ˜v
(Ptot max{θi})1/2
)
, where θi = γ2i |hi|2/ξi. Furthermore,
P(sub)e (κ∞) = Q
(
1
2σ˜v
(Ptot‖θ‖2/(1Tθ))1/2
)
and P(equ)e (κ∞) = Q
(
1
2σ˜v
(Ptot(1Tθ)/n)1/2
)
. Since max{θi}·
(1Tθ) ≥ ‖θ‖2 and n‖θ‖2 ≥ (1Tθ)2, we can conclude the proof.
F. Solution for Set S1
Similar to the solution for S0, we need to show that: given β˜1 ≤ β˜2 ≤ · · · ≤ β˜n, f˜(iS) < 1 and
f˜(iS + 1) ≥ 1, we have
Property F.1: f˜(i) < 1 for i ≤ iS ;
Property F.2: f˜(i) ≥ 1 for iS < i ≤
⌊ Ptot
Pmax
⌋
.
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Proof: To prove Property F.1, we consider 4 cases which depend on the values of β˜i and βi: 1)
S˜i = S˜i−1 ∪ S˜ ′i \ {i}, 2) S˜i = S˜i−1 ∪ S˜ ′i, 3) S˜i = S˜i−1 \ {i}, 4) S˜i = S˜i−1, where S˜ ′i = {m|β˜i−1 < βm <
β˜i, i < m ≤ n}. Now we start with case 1). In case 1), we have βi < β˜i−1 and S˜ ′i 6= ∅. Furthermore,
we note that
β˜i−1
∑
m∈S˜i−1
√
ambmξm
≤ β˜i
(∑
m∈S˜i
√
ambmξm +
√
aibiξi −
∑
m∈S˜′i
√
ambmξm
)
≤ β˜i
∑
m∈S˜i
√
ambmξm + (Pmax + biξi)−
∑
m∈S˜′i bmξm.
The last inequality is valid since when m ∈ S˜ ′i, βm < β˜i, we have
β˜i
∑
m∈S˜′i
√
ambmξm ≥
∑
m∈S˜′i
βm
√
ambmξm =
∑
m∈S˜′i
bmξm.
After some manipulations, when f˜(i) < 1, ∀i < iS ,
f˜(i− 1) ≤ β˜i
∑
m∈S˜i
√
ambmξm + c1
(Ptot − iPmax +
∑
m∈S˜i bmξm) + c1
< 1,
where c1 = (Pmax + biξi)−
∑
m∈S˜′i bmξm. The last inequality is valid because when x/y < 1, we have
(x + c1)/(y + c1) < 1, where x, y > 0 and c1 > −x. Similarly, we see that for other three cases, we
also have f˜(i− 1) < 1.
Now let us prove Property F.2. Similar to Property F.1, we have
f˜(i+ 1) ≥ β˜i
∑
m∈S˜i
√
ambmξm − c2
(Ptot − iPmax +
∑
m∈S˜i bmξm)− c2
≥ 1.
where c2 = (Pmax+ bi+1ξi+1)−
∑
m∈S˜′i+1 bmξm. The last inequality is valid because when x/y ≥ 1, we
have (x− c2)/(y − c2) ≥ 1, where x, y > 0 and c2 < y. Similarly, we see that for other three cases, we
have f˜(i+ 1) ≥ 1. This completes the proof.
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