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1. INTRODUCTION 
A number of important processes in mathematical economics may be 
viewed as multistage decision processes, or, equivalently, as control processes, 
and thus attacked profitably by means of the theory of dynamic programming 
[l, 21, or by means of the calculus of variations [3, 4, 51.1 As in the fields of 
engineering and physics, there are considerable benefits to be gained from 
viewing a process as if it were an optimization process. This leads to the 
inverse problem of constructing optimization processes for which an observed 
behavior is an optimal policy [6]. In [7], we indicated some of the advantages 
of using dynamic programming to study inverse problems of classic type. 
Here we wish to show that the techniques are equally advantageous in dealing 
with problems that are characteristically of economic type. Detailed analytic 
investigations of the problem we use as an example will be found in [I] and [5]. 
Let us also point out that the methods we employ can be used with equal 
effectiveness in dealing with stochastic and adaptive processes. In these areas, 
the calculus of variations is of little use. 
2. UTILIZATION OF RESOURCES 
Let us consider a process in which resources at any time may be used to 
generate additional resources, or to provide personal satisfaction. Let x(t) 
denote the quantity of resources, a scalar, at any time t, and let x(t) be 
* This work was supported by the National Science Foundation under Grant 
No. GP-7538. 
1 Let us note parenthetically that a number of the newer researchers in the economic 
and engineering domain seem to be under the impression that the recent work of 
Pontrjagin and associates contains results and methods which were not available 
within the calculus of variations as it existed twenty years ago. This is not the case; 
see, for example, Hestenes [3], and [5]. 
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decomposed into two parts, y and x - y, 0 < y < X. The tirst quantity, y, 
is used for the production of new resources, while the second part, x - y, is 
expended on personal satisfaction. We suppose that the production of new 
resources is ruled by the equation 
dx 
z = g(Y), x(0) = c, 
where g(y) is a specified function, positive for y > 0, and c denotes the 
initial quantity of resources. The total measure of satisfaction is given by 
Z(Y) = ,; e-=%(x - y) dt, (2) 
where a > 0 and h is another specified function, also nonnegative. 
It is reasonable to ask for the partitioning which maximizes Z(y) subject 
to the relation between x and y in (1) and the constraint 0 < y < N for 
all t > 0. Conversely, given some specified behavior y(t), or y = r(x), we may 
wish to determine the set of functions {h} for which this designated behavior 
is optimal. 
We will indicate how dynamic programming may be applied to study both 
problems. Since we are mainly interested in the expository aspects, our 
procedures will be formal. The type of background analysis required for a 
completely rigorous presentation may be found in [l, 3, 51. 
3. OPTIMIZATION 
Write 
f(c) = myaxZ(~), (1) 
wheref(c) is defined for c > 0. 
We suppose that g and h satisfy conditions appropriate to ensure that Z(y) 
exists, and that the maximum value is assumed. To obtain an equation forf(c), 
we write 
where A is small. Then the principle of optimality [l], combined with a 
change of variable, t = t, + A, yields 
f(c) = myaxPk(c -Y) + e-Yf(c + 4Wl 
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to terms which are O(D). Expanding in powers of d and letting A -+ 0, we 
obtain the basic equation 
0 = m;xW -u) - d(c) + kWf’(c)l. (4) 
Here the maximum is taken over the range 0 < y < c. 
There are several ways to proceed from here. One way, connected with 
quasilinearization [8], is as follows. The relation in (4) implies 
0 3 4 -Y> - 4(c) + g(Y)f’(c) (5) 
for all y. We have assumed that g(y) > 0 by assumption for y > 0. Let us 
suppose that the maximum is assumed for y > 0. Then (5) yields 
0 > & -Y) 
’ g(v) 
- &f(c) +f’w 
Write the solution of the corresponding differential equation as J(y, g, h). 
Then the explicit form of the solution shows that 
f(c) G ICY, g, 4 (7) 
for all admissible y. Since equality is assumed for one function at least, the 
maximizing value, we can write 
f(c) = m> J(Y,~, 4. (8) 
This extends a corresponding result given in [5]. See [8] for a detailed study 
of relations of this nature. 
4. INVERSE PROBLEM 
Let us now suppose that y is a prescribed function of the current state of 
the resources, say y = r(c), and turn to the determination of h. 
Returning to (3.3), we have 
0 = 4” -Y> - 44 + g(Yhf’(4 
0 = -NC -Y) + d(Y)f’(C), 
(1) 
equations which determine both f(c) and the maximizing function y(c). If 
we suppose that h and y are both concave functions of y, then if we suppose 
thatf’(c) > 0, as might be expected, we see that there is a unique maximizing 
function. We can readily impose conditions on g and h which keep y away 
from the boundary points 0 and c. 
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Replacing y by Y(C) in (l), we wish to determine both h andffrom the pair 
of functional equations 
0 = k(c - y(c)) - d(c) + &(c)>f’(4 
(2) 
0 = --h’(c - Y(C)) + g'(y(c))f'(c). 
Differentiating the first equation with respect to c, and using the second, we 
obtain the system 
0 = w - y(c)) - @(c) + g(y(cnf”(4 
(3) 
0 = h’(c - Y(C)) + g’(r(c))f’(c). 
Using the relation forf’(c) derived from the second equation in the first, we 
obtain 
0 = w - y(c)) [ 1 - &] + g(~wf”(4~ 
0 = --h’(c - Y(C)) + g’(r(c))f’(c). (4) 
Comparing the values off’(c) andf”(c) obtained in this way, we have 
d h’(c - Y(C)) 
z [ I 
= WC - wu - 4dWN 
g' (y(c)> &(c)) 
This determines the function h’(c - r(c)) up to a multiplicative constant, 
and thus h(c). 
What is interesting about the foregoing is that the value function, f(c), 
of dynamic programming plays a vital role in guiding the analysis. 
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