We consider a primitive distance-regular graph Γ with diameter at least 3. We use the intersection numbers of Γ to find a positive semidefinite matrix G with integer entries. We show that G has determinant zero if and only if Γ is Q-polynomial.
Introduction
Let Γ denote a distance-regular graph with diameter D ≥ 3. In the literature there are a number of characterizations for the Q-polynomial condition on Γ. There is the balanced set characterization [9, Theorem 1.1], [10, Theorem 3.3] . There is a characterization involving the dual distance matrices [10, Theorem 3.3] . There is a characterization involving the intersection numbers a i [8, Theorem 3.8] ; cf. [ In this paper we obtain the following characterization of the Q-polynomial property. Assume Γ is primitive. We use the intersection numbers of Γ to find a positive semidefinite matrix G with integer entries. We show that G has determinant zero if and only if Γ is Q-polynomial. Our main result is Theorem 18.
Preliminaries
Let X denote a nonempty finite set. Let Mat X (C) denote the C-algebra consisting of the matrices whose rows and columns are indexed by X and whose entries are in C. For B ∈ Mat X (C) let B and B t denote the complex conjugate and the transpose of B, respectively. Let V = C X denote the vector space over C consisting of column vectors with coordinates indexed by X and entries in C. Observe that Mat X (C) acts on V by left multiplication. We endow V with the Hermitean inner product ( , ) such that (u, v) = u t v for all u, v ∈ V . The inner product ( , ) is positive definite. For B ∈ Mat X (C) we obtain (u, Bv) = (B t u, v) for all u, v ∈ V . We endow Mat X (C) with the Hermitean inner product , such that R, S = tr(R t S) for all R, S ∈ Mat X (C). The inner product , is positive definite.
Let Γ = (X, R) denote a finite, undirected, connected graph, without loops or multiple edges, with vertex set X and edge set R. Let ∂ denote the shortest pathlength distance function for Γ. Define the diameter D := max{∂(x, y)|x, y ∈ X}. For a vertex x ∈ X and an integer i ≥ 0 define Γ i (x) = {y ∈ X|∂(x, y) = i}. For notational convenience abbreviate Γ(x) = Γ 1 (x). For an integer k ≥ 0, we call the graph Γ regular with valency k whenever |Γ(x)| = k for all x ∈ X. We say that Γ is distance-regular whenever for all integers h, i, j (0 ≤ h, i, j ≤ D) and for all x, y ∈ X with ∂(x, y) = h, the number
is independent of x and y. The integers p h ij are called the intersection numbers of Γ. From now on we assume Γ is distance-regular with diameter D ≥ 3. We abbreviate 
We call A i the i-th distance matrix of Γ. We call A = A 1 the adjacency matrix of Γ. Observe that A i is real and symmetric for 0 ≤ i ≤ D. Note that A 0 = I, where I is the identity matrix. Observe that
For
that can be used to compute the intersection numbers. Let M denote the subalgebra of Mat X (C) generated by A. 
where c D+1 := 1. By [2, p. 128] and [11, Lemma 3.8] , the following hold:
the distinct eigenvalues of Γ are precisely the zeros of v D+1 ; call these θ 0 , θ 1 , ..., θ D . Define a matrix B ∈ Mat D+1 (C) as follows:
We call B the intersection matrix of Γ. Note that A has the same minimal polynomial as B. Moreover the minimal polynomial of B is the characteristic polynomial of B. For an eigenvalue θ of B we have vB = θv where v is a row vector
Observe that
Since E i E j = δ ij E i and by (6) , (7) we have
denote the graph with vertex set X where vertices are adjacent in Γ i whenever they are at distance i in Γ. We observe that Γ 1 = Γ. The graph Γ is said to be primitive whenever Γ i is connected for 1 ≤ i ≤ D.
We now define a matrix S ∈ Mat D+1 (C).
Definition 2. Let S ∈ Mat D+1 (C) denote the transition matrix from the basis
Lemma 3. The entries of S and S −1 are given below. For 0 ≤ i, j ≤ D,
Proof. Immediate from Definition 2 and (6), (7).
We recall the Q-polynomial property. Let • denote the entry-wise multiplica-
We call the q h ij the Krein parameters of Γ. By [2, p. 48, 49] , these parameters are real and nonnegative for 0 ≤ h, i, j ≤ D. The graph Γ is said to be Q-polynomial with respect to the ordering E 0 , E 1 , ..., E D whenever the following hold for 0 ≤ h, i, j ≤ D: (i) q h ij = 0 if one of h, i, j is greater than the sum of the other two; and (ii) q h ij = 0 if one of h, i, j equals the sum of the other two. Let E denote a primitive idempotent of Γ. We say that Γ is Q-polynomial with respect to E whenever there exists a Q-polynomial ordering E 0 , E 1 , ..., E D of the primitive idempotents such that E = E 1 .
We recall the dual Bose-Mesner algebra of Γ. Fix a vertex x ∈ X. For
We call E * i the i-th dual idempotent of Γ with respect to x. Observe that (i)
denote the subalgebra of Mat X (C) with basis E * 0 , E * 1 , ..., E * D . We call M * the dual Bose-Mesner algebra of Γ with respect to x.
We now recall the dual distance matrices of Γ. For 0
We call A * i the dual distance matrix of Γ with respect to x and E i . By [11, p. 379] , the matrices A * (6), (7) we have
Lemma 4. The matrix |X|S is the transition matrix from the basis
Proof. Immediate from Lemma 3 and (10), (11 
Lemma 5. The following (i)-(iv) hold.
(i) S alt is the transition matrix from
.
(iv) S alt is the transition matrix from
(v) (S −1 ) alt and S alt are inverses.
. By Lemma 4 and (12) and since
. By Lemma 4 and (13) and since A * 0 = I, we find
The result follows.
(ii) − (iv) Similar to the proof of (i).
Define a matrix
where S alt is from (12). Observe that S ′ is 4D × 4D.
Proof. Immediate from the construction of S ′ .
Corollary 7. The matrix S ′ is the transition matrix from
Proof. Immediate from Lemma 5.
The bilinear form ,
Recall the positive definite Hermitean bilinear form , on Mat X (C).
Lemma 10. For 0 ≤ h, i, j, r, s, t ≤ D we have
and by Lemma 8 and (4), we obtain
Definition 11. Let G denote the matrix of inner products for
Theorem 12. The entries of G are as follows: For 1 ≤ i, j ≤ D, where φ/2 is a weighted sum involving the following terms and coefficients:
Proof. By Lemma 10 and using (1)- (5), we obtain
Similarly, for 1 ≤ h ≤ 3,
Similarly, for 1 ≤ h, ℓ ≤ 3,
In Appendix 2, we give the matrix G for D = 3.
Definition 13. For 1 ≤ i ≤ D let B i denote the matrix of inner products for
Definition 14. Let G denote the matrix of inner products for
Lemma 15. The matrix G has the form 
Proof. Immediate from Lemma 15.
The main result
In this section we obtain our main result, which is Theorem 18.
Lemma 17. The following (i)-(iii) hold.
Proof. Proof. To prove the theorem in one direction, assume that Γ is Q-polynomial with respect to the ordering E 0 , E 1 , . 
For 1 ≤ h ≤ 3 pick z ∈ X such that ∂(x, z) = h. Compute the (x, z)-entry in (17). 
