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at random (NMAR), a valid analysis requires stronger assumptions on the
response mechanism than standard statistical methods would otherwise re-
quire. Semiparametric estimators have been developed under the model as-
sumptions on the response mechanism. In this paper, a new statistical test
is proposed to guarantee model identifiability without using any instrumen-
tal variable. Furthermore, we develop optimal semiparametric estimation
for parameters such as the population mean. Specifically, we propose two
semiparametric optimal estimators that do not require any model assump-
tions other than the response mechanism. Asymptotic properties of the
proposed estimators are discussed. An extensive simulation study is pre-
sented to compare with some existing methods. We present an application
of our method using Korean Labor and Income Panel Survey data.
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1. Introduction
Handling missing data often requires some assumptions about the response
mechanism. If the study variable does not affect the probability of the response,
the response mechanism is called missing at random (MAR) [27]. If, on the other
hand, the response probability of a study variable depends on that variable di-
rectly, the response mechanism is called not missing at random (NMAR) [15].
Under NMAR, the response probability cannot be verified using the observed
study variables only, therefore, additional assumptions about the study variable
are often required.
Let r be the response indicator of the study variable y with auxiliary variable
x, where r takes 1 if y is observed, and takes 0 otherwise. In this paper, we con-
sider a situation where the study variable y is subject to missingness. Ignorable
nonresponse or MAR can be understood as the conditional independence of r
and y given x, namely r ⊥ y | x, which is usually untestable. Greenlees et al.
[8] and Diggle & Kenward [5] proposed a fully parametric approach to analyze
nonignorable nonresponse data; their method requires two parametric models:
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(i) an outcome model, [y | x]; and (ii) a response model [r | x, y]. In practice, it
is difficult to verify models (i) and (ii), because some of Y are not observed. For
the fully parametric approach, model identification and model misspecification
can be a problem, and sensitivity analysis becomes necessary [28, 26, 35, 34].
Sverchkov [31] and Riddles et al. [22] proposed a fully parametric approach that
uses different model specifications based on (i) [y | x, r = 1], and (ii) [r | x, y].
Their approach is attractive because one can verify a model for [y | x, r = 1]
from the observed responses; however, because it is a fully parametric approach,
it is still subject to model misspecification.
Recently, several semiparametric approaches have been proposed for nonig-
norable nonresponses. Ma et al. [17] studied identification and parameter estima-
tion for binary study variables. Tang et al. [32] also considered model identifica-
tion using an instrumental variable and proposed a maximum pseudo likelihood
estimator that does not require model specification of the response mechanism.
D’Haultfoeuille [4] also used the same instrumental variable assumption and con-
sidered a regression analysis using the nonparametric propensity score model.
Zhao & Shao [38] extended the method of Tang et al. [32] and relaxed the con-
dition on the instrumental variable, which is called nonresponse instrumental
variable [36]. Fitzmaurice et al. [7] and Skrondal & Rabe-Hesketh [30] proposed
protective estimators that do not require a model for the response mechanism,
but the application of this approach is limited to situations in which Y is binary.
In the meantime, Kim & Yu [13] proposed a semiparametric method for esti-
mating E(Y ) using a semiparametric response model, but a validation sample is
required in order to estimate the parameters in the response mechanism. Tang
et al. [33] used the method of empirical likelihood to extend the method of Kim
& Yu [13] to estimate more general parameters. In Zhao et al. [39], the method of
Qin et al. [21] was used to construct a n1/2-consistent estimator without a valida-
tion sample. Morikawa et al. [20] used the kernel regression estimator to remove
the parametric model assumption on model (i) [y | x, r = 1]. Chang & Kott
[2] and Wang et al. [36] considered a generalized method of moments (GMM)
estimator that uses the response model assumption only, but their method is
generally lacking in efficiency. Recently, Shao & Wang [29] proposed a semipara-
metric inverse propensity weighting method using the nonresponse instrumental
variable (NIV) assumption of Wang et al. [36]. However, the above papers do
not address efficiency of their semiparametric estimation methods. Furthermore,
the NIV assumption is difficult to verify from the sample. Developing an optimal
semiparametric estimator and a test procedure for model idenitification under
NMAR are an important research topics in missing data analysis.
In this paper we use a parametric model for [r | x, y], and a fully nonpara-
metric model for [y | x, r = 1] to form a semiparametric model and develop
a nonparametric test procedure for model identification of the semiparametric
model. After that, we construct optimal estimators for parameters both related
to the response mechanisms and for the parameter of interest such as popula-
tion mean. Efficiency under this setup has already been discussed by Rotnitzky
& Robins [25] and Robins et al. [24]. However, their estimator requires many
working models to achieve the semiparametric efficiency bound. Misspecifica-
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tion of the working models may lead to loss of efficiency. Therefore, we consider
an alternative approach and propose two semiparametric estimators that attain
the semiparametric lower bound [1] (1) with a working model assumption or (2)
without requiring working model assumptions. The first estimator is an adap-
tive estimator using a working model for [y | x, r = 1]. If the working model
is correct, the first estimator attains the lower bound. The second one is based
on the nonparametric regression model which does not require any additional
assumptions, but it still attains the lower bound. All technical details are given
in Appendix B.
2. Basic setup
Let (zi, ri), i = 1, . . . , n be n realizations from a joint distribution [z, r], where
z = (xT, y)T, x is a d-dimensional covariate vector, y is a response variable,
and r is a response indicator of y, i.e., it takes 1 if y is observed, and takes 0
otherwise. Also, let Gr(z) be the observed data when the response indicator is r,
i.e., G1(z) = z and G0(z) = x. Suppose that the response model is pi(z;φ) with
a q-dimensional parameter φ ∈ Φ. Let θ ∈ Θ be an one-dimensional parameter
satisfying E{U(Z; θ)} = 0, where U is a known function of z, which does not
prescribe the distribution of [x, y]. For example, if we are interested in E(Y ),
then U(z; θ) = y − θ. In this paper, we consider semiparametric estimation of
(φ, θ) from partial observations. In particular, we seek the most efficient estima-
tor among the regular asymptotically linear estimators [1, 34] and propose two
adaptive estimators.
For model identification, we need to check
pi(z;φ)f(y | x) = pi(z;φ′)f ′(y | x) for almost all z
⇒ φ = φ′ and f(y | x) = f ′(y | x) for almost all z , (2.1)
where f(y | x) and f ′(y | x) are conditional density functions of [y | x]. If the
above condition does not hold, two different models have the same observed like-
lihood and cannot be identified. To guarantee the condition, Miao et al. [18] gives
a sufficient condition when the outcome models are normal or normal mixture.
However, the normality assumption cannot be checked directly from observed
data. In the meantime, Wang et al. [36] developed a theory for identification by
assuming that there exists a NIV x1 in the covariate vector x = (x
T
1 , x
T
2 )
Tsuch
that x2 is independent of r, given x1 and y. When x is the single variable, x
itself is the NIV. Although the existence of such a NIV is a sufficient condition,
it is hard to verify it from the observed data. Therefore, both identification
conditions is not testable with observed data. In §3, we propose an alternative
condition for the model identification by assuming a restriction on [y | x, r = 1],
not only on the response mechanism, and develop a test procedure for model
identification.
Classical approaches for analyzing nonignorable nonresponse data are based
on correct specification for [y | x] as well as the response mechanism [8]. This re-
quirement can be challenging because the specification cannot be verified under
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nonignorable nonresponse [19]. Chang & Kott [2] proposed a semiparametric
estimator for φ based on the following estimating equation:
n∑
i=1
{
1− ri
pi(zi;φ)
}
g(xi) = 0, (2.2)
where g = {g1(x), g2(x), . . . gq(x)}T, which can be called calibration function,
is a function of x whose elements are linearly independent; q is the dimension
of φ. Note that although this estimator satisfies consistency and asymptotic
normality under certain regularity conditions, its efficiency is not guaranteed.
Recently, Riddles et al. [22] proposed an efficient estimator that uses a para-
metric model for [y | x, r = 1]. Using the mean score theorem [16], the maximum
likelihood estimator can be obtained by solving
n∑
i=1
[ris1(zi;φ) + (1− ri)E0{s0(Z;φ) | xi}] = 0,
where sr(z;φ) is the score function of φ, that is,
sr(z;φ) =
{r − pi(z;φ)}p˙i(z;φ)
pi(z;φ){1− pi(z;φ)} , (2.3)
p˙i(z;φ) = ∂pi(z;φ)/∂φ, and E0(· | x) is the conditional expectation conditional
on x and r = 0. To compute E0(· | x), under Bayes’ formula, Riddles et al. [22]
proposed using
n∑
i=1
[
ris1(zi;φ) + (1− ri)E1{O(Z;φ)s0(Z;φ) | xi}
E1{O(Z;φ) | xi}
]
= 0, (2.4)
where O(z;φ) = {1 − pi(z;φ)}/pi(z;φ), and E1(· | x) is the conditional expec-
tation on y given x and r = 1. The conditional expectation is computed by
assuming a parametric model f1(y | x; γ) = f(y | x, r = 1; γ). This may increase
the efficiency, however, because misspecification of the f1 model would cause the
solution φˆ to be inconsistent. Morikawa et al. [20] proposed a semiparametric
method using a nonparameteric estimator of f1, assuming that the semipara-
metric model is identified. We now give more rigorous treatments of the model
identification of the semiparametric model.
3. Identification
We consider an identification condition which can be checked with observed
data. In this section, we assume that the dimension of the covariate d is one,
and the support of the covariate is [0, 1] for simplicity. Let O(z;φ) = 1/pi(z;φ)−1
be the odds function of the response model, E1(· | x) be the operator for the
conditional expectation given x and r = 1. Then the identification condition for
the semiparametric model is given in the next theorem.
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Theorem 3.1. Suppose that E1{O(Z;φ) | x} is bounded for almost all x. If
f1(y | x) is identifiable, and E1{O(Z;φ) | x} = E1{O(Z;φ′) | x} for almost
all x implies φ = φ′, then this is a necessary and sufficient condition for model
identification.
This theorem indicates that we have only to check the identification of E1{O(Z;φ) |
x} as long as the f1 model is identifiable. Checking the identification of E1{O(Z;φ) |
x} is relatively easy and feasible with observed data. For example, if the re-
sponse mechanism is specified as pi(z;φ) = 1/{1 + exp(φx0 + φx1x + φyy)},
where φ = (φx0, φx1, φy)
T. Then, E1{O(Z;φ) | x} is written as
E1{O(Z;φ) | x} = exp{φx0 + φx1x+Kφy(x)}, (3.1)
where Kφy(x) = logE1{exp(φyY ) | x} is the cumulant-generating function of
[y | x, r = 1]. Therefore, we have only to check whether Kφy(x) is linear with
respect to x or not. If f1 is a parametric model, the model identification for φ
is easy to check. For example, if [y | x, r = 1] belongs to an exponential family
with the density function
f1(y | x; τ, ψ) = exp
[
yτ(x)− b{τ(x)}
ψ
+ c(y, ψ)
]
,
where ψ is the dispersion parameter and τ , b, c are known functions, then the
cumulant-generating function reduces to Kφy(x) = {b(φyψ+τ(x))−b(τ(x))}/ψ,
from which we can verify the model identification. For example, for model
identification, b is allowed to be any polynomial function except for the 1st-
and 2nd-order function of x such as log-function (e.g. Gamma distribution),
exponential-function (e.g. Poisson distribution), etc. However, when b is a 2nd-
order polynomial function, for example, b(τ) = τ2/2, which means f1 follows
normal distribution, then Kφy(x) = τ(x)φy + φ
2
yψ
2/2. Also, we obtain
E1{O(Z;φ) | x} = exp{φx0 + φx1x+ τ(x)φy + φ2yψ2/2}.
Thus, by Theorem 3.1, φ is identifiable unless the mean structure τ(x) is linear
since there are three parameters. The identifiability for other distributions of
[y | x, r = 1] can be checked in a similar way. If τ(x) is linear, we may use a
transformation approach which is introduced in §7.
On the other hand, checking the model identifiability with a nonprametric
f1(y | x) model is hard because, there is no method to estimate the cumulative
function Kφy(x) nonparametrically for every φy as far as we know. Therefore,
we propose a test statistic to test a necessary condition. In view of (3.1), the
model is unidentifiable when the cumulative function is linear with respect to
x for all φy, i.e., the null hypothesis H0: Kφy(x) = c1(φy) + c2(φy)x holds,
where c1(φy) and c1(φy) are infinitely differentiable at φy = 0. Under the null
hypothesis, we have K
(`)
0 (x) = c
(`)
1 (0) + c
(`)
2 (0)x for all ` = 1, 2, . . ., where the
superscript stands for the `-th partial derivative with respect to φy. As is well
known, the cumulant-generating function can be expanded as
Kφy(x) =
∞∑
k=0
φ`y
`!
K
(`)
0 (x) =
∞∑
`=0
φky
k!
{c(`)1 (0) + c(`)2 (0)x}.
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Thus, the linearity of the cumulant-generating function can be checked by that
of K
(`)
0 (x) for all `. Based on this idea, we construct a test of a null hypothesis
H0 : K
(`)
0 (x) = c
(`)
1 (0) + c
(`)
2 (0)x, ` = 1, . . . , L, for a positive integer L. When
L = 1, this corresponds to a goodness-of-fit test of a simple linear regression
with a normal distribution f1. Thus, the test with L > 1 is a generalization of
the f1 model to more general models.
The partial derivative of the cumulant-generating function can be computed
by the moment function µ`(x) = E(Y
` | x) (` = 1, . . . , L) because there is one
to one relationship between the two functions. Specifically, we can express
µ`(x) =
∑`
m=1
B`,m(K
(1)
0 (x), . . . ,K
(`)
0 (x)), (3.2)
where B`,m are incomplete Bell polynomials. For example, when L = 3,
µ1(x) = c
(1)
1 (0) + c
(1)
2 (0)x, (3.3)
µ2(x) = c
(2)
1 (0) + c
(2)
2 (0)x+ {c(1)1 (0) + c(1)2 (0)x}2, (3.4)
µ3(x) = c
(3)
1 (0) + c
(3)
2 (0)x+ 3{c(2)1 (0) + c(2)2 (0)x}{c(1)1 (0) + c(1)2 (0)x}
+ {c(1)1 (0) + c(1)2 (0)x}3.
(3.5)
In (3.3), (c
(1)
1 (0), c
(1)
2 (0)) is estimated by regressing Y on (1, x). With estimated
(c
(1)
1 (0), c
(1)
2 (0)), (c
(2)
1 (0), c
(2)
2 (0)) in (3.4) can be estimated by regressing Y
2 −
{c(1)1 (0)+ c(1)2 (0)x}2 on (1, x). In a similar way, all pairs of (c(`)1 (0), c(`)2 (0)) (` =
1, . . . , L) can be estimated recursively. Then the sum of the right-hand side of
(3.3) to (3.5) is a regressor of Y +Y 2 +Y 3. Thus, by checking the goodness-of-fit
for the regression E(Y +Y 2 +Y 3 | x), the null hypothesis H0 can be tested. We
adopt Eubank & Hart [6]’s nonparametric test because it does not require any
nonparametric smoother such as a bandwidth and knots of splines.
Theorem 3.2. Suppose that there exists a positive integer L, and the cumulant-
generating function up to L-th order is linear, i.e., H0 : K
(`)
0 (x) = c
(`)
1 (0) +
c
(`)
2 (0)x, ` = 1, . . . , L,, where c1 and c2 are L-th differntiable functions of φy at
φy = 0. Consider a regression model E(
∑L
`=1 Y
` | x) which is estimated from
the relationship (3.2), and let e1, . . . , en be the residuals,
bˆj =
1
n
n∑
i=1
ei cos(pijxi), j = 1, 2, . . . ,
and σˆ2 is the variance based on the residuals e1, . . . , en. Also let Sn be a test
statistics of the form
Sn = max
1≤m≤n−1
1
m
m∑
j=1
2nbˆ2j
σˆ2
.
imsart-generic ver. 2014/10/16 file: MK_arxiv.tex date: January 8, 2019
K. Morikawa and J. K. Kim/Estimation With NMAR Data 7
Then, it holds that
Sn
L−→ sup
m≥1
1
m
m∑
j=1
Z2j , (3.6)
as n→∞, where Z1, Z2, . . . , be a Gaussian process with E(Zj) = 0, j ≥ 1, and
covariances
Cov(Zi, Zj) =
{
1− β2i , i = j
−βiβj , i 6= j
,
and the βj’s are given in the Appendix. Also, the statistical test based on Sn has
consistency.
Remark 3.1. Note that we have confined the support of the covariate X in
[0, 1]. If the dataset does not satisfy this condition, location and scale are to
be modified appropriately before data analysis. Also, when the dimension of the
covariates is more than one, some modification is needed [see 11, §9.3].
Remark 3.2. Instead of using a parametric limiting distribution in (3.6), a
bootstrap test can be also considered. However, the bootstrap test requires com-
puting the variance of Y L, which needs the computation of 2L-order Bell poly-
nomial in (3.2). Therefore the computation for the bootstrap test can be quite
heavy.
4. Efficiency Bound
In this section, we provide an optimal influence function for the true parameter
(φT0 , θ0)
T that is the most efficient among all regular and asymptotically linear
estimators. If the optimal influence function ϕeff is found, the semiparametric
lower bound is given as E(ϕeffϕ
T
eff). We begin by presenting the efficient in-
fluence function in Lemma 4.1. Although θ is a parameter not prescribing the
distribution of [x, y] as defined in §2, this limitation is just for simplicity and can
be removed. For example, Rotnitzky & Robins [25] derived the semiparametric
efficiency bound for regression parameters, which prescribe the first moment
of the distribution of [y | x]. However, the ideas used for adaptive estimators
expressed in §5 are still applicable for such parameters.
In the following discussion, we abbreviate the parameter value or random
variable, for example, pi(z;φ0) = pi(z) = pi(φ0), unless this would lead to ambi-
guity.
Lemma 4.1. Let Seff = (S
T
1 , S2)
T, where S1 = S1(R,GR(Z)) and S2 =
S2(R,GR(Z)) be defined as
S1(R,GR(Z);φ) =
{
1− R
pi(Z;φ)
}
g?(X;φ0), (4.1)
S2(R,GR(Z);φ, θ) =
R
pi(Z;φ)
U(Z; θ) +
{
1− R
pi(Z;φ)
}
U?(X;φ0, θ)}, (4.2)
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g?(x;φ0) = E
?{s0(Z;φ0) | x;φ0}, U?(x;φ0, θ) = E?{U(Z; θ) | x;φ0}, and
E?{g(Z) | x;φ0} = E{O(Z;φ0)g(Z) | x}
E{O(Z;φ0) | x} (4.3)
with O(z;φ0) = {1−pi(z;φ0)}/pi(z;φ0). Then, the efficient influence function is
ϕeff = H
−1Seff , where H = E(S⊗2eff ) = E
{
∂Seff(φ0, θ0)/∂(φ
T, θ)T
}
and B⊗2 =
BBT. Therefore, the semiparametric efficiency bound is given by {E(S⊗2eff )}−1.
This theorem implies that if we can compute E?(· | x), then estimating func-
tions (4.1) and (4.2) will provide an optimal estimator. The optimal estimator
is the solution to
n∑
i=1
Seff,i(φ, θ) =
n∑
i=1
{ST1 (ri, Gri(zi);φ), S2(ri, Gri(zi);φ, θ)}T = 0. (4.4)
The equation based on S1(φ) in (4.1) gives an optimal estimator for φ, say
φˆ. Then, by using φˆ, S2(φˆ, θ) in (4.2) can provide an optimal estimator for θ.
However, the expectation E?(· | x) and the parameter φ0 are unknown and need
to be estimated. Also, to compute the conditional expectation, we may need to
correctly specify the distribution of [y | x], which is subjective and unverifiable,
as is stated in §1. In the next section, two adaptive estimators are proposed to
work around the problem and to attain the lower bound derived in Lemma 4.1.
Remark 4.1. Equation (4.1) can be viewed as a special case of the estimator of
Chang & Kott [2] defined in (2.2). Thus, the optimal g function in (2.2) for the
Chang & Kott [2] method is given by g?(x, φ0) in (4.1) although φ0 is unknown.
One might think that the efficiency can be improved with a larger dimension of g
because the above two methods can handle over-identified models with q > d+ 1.
However, according to Lemma 4.1, there is no need to use more g functions
and it is enough to consider only g?(x, φ0) (i.e., q = d + 1) as the calibration
function.
5. Adaptive Estimators
We now propose two adaptive estimators for (φ0, θ0): (i) with a parametric
working model for f1(y | x); (ii) with a nonparametric estimator for f1(y | x),
where f1(y | x) = f(y | x, r = 1).
To discuss the first method, let f1(y | x) be known up to the parameter
γ ∈ Γ, and let γˆ be the maximizer of ∑ni=1 ri log f1(yi | xi; γ). This can be
easily implemented, and its validity can be checked by using information criteria
such as the Akaike information criterion (AIC) and the Bayesian information
criterion (BIC). By using the idea similar to that used to derive (2.4), we can
show that, for any function g(z),
E?{g(Z) | x;φ0, γ} = E1{pi
−1(Z;φ0)O(Z;φ0)g(Z) | x; γ}
E1{pi−1(Z;φ0)O(Z;φ0) | x; γ} , (5.1)
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where E1(· | x) = E(· | x, r = 1). Thus, the expectation can be estimated by
using f1(y | x; γˆ) and pi(z;φ0). However, since φ0 is unknown, we propose an
estimating equation
∑n
i=1 Seff,i(φ, θ, γˆ) = 0, where
Seff,i(φ, θ, γˆ) = {ST1 (ri, Gri(zi);φ, γˆ), S2(ri, Gri(zi);φ, θ, γˆ)}T, (5.2)
with
S1(r,Gr(z);φ; γˆ) =
{
1− r
pi(z;φ)
}
E?{s0(z;φ) | xi;φ, γˆ},
S2(r,Gr(z);φ, θ, γˆ) =
r
pi(z;φ)
U(z; θ) +
{
1− ri
pi(z;φ)
}
E?{U(z; θ) | xi;φ, γˆ}.
What if f1(y | x) is misspecified? One might expect the solution to the estimat-
ing equation with (5.2) to be inconsistent as a result. To our surprise, however,
the estimator that uses the function on the right-hand side of (5.1) is consis-
tent even when the assumed model for f1(y | x) is misspecified. Also, if the
model is correctly specified, the estimator attains the lower bound. This leads
to Theorem 5.1.
Theorem 5.1. Let (φˆT, θˆ)T be the solution to
∑n
i=1 Seff,i(φ, θ, γˆ) = 0 in (5.2).
Under conditions (C1)–(C8) given in Appendix A and the identification con-
ditions assumed in Theorem 3.1, (φˆT, θˆ)T satisfies consistency and asymptotic
normality with variance
E
{
∂S∗eff
∂(φT, θ)
}−1
E(S∗⊗2eff )E
{
∂S∗eff
∂(φT, θ)T
}−1
,
even if f1(y | x; γˆ) is misspecified, where γ∗ is the probability limit of γˆ, and
S∗eff = {S1(φ0, γ∗)T, S2(φ0, θ0, γ∗)}T is defined in (5.2). In particular, the asymp-
totic variance of θˆ is given as
V ∗ = var
[
τ−1U {S2(φ0, θ0, γ∗)− κ∗S1(φ0, γ∗)}
]
, (5.3)
where κ∗ = κ∗1(κ
∗
2)
−1, κ∗1 = E[{U?(φ0, θ0, γ∗)− U(θ0)}p˙i(φ0)T/pi(φ0)}],
κ∗2 = E{g?(φ0, γ∗)p˙i(φ0)T/pi(φ0)}, and τU = E{∂U(θ0)/∂θ}. In addition, if the
model is correctly specified, the estimator attains the semiparametric efficiency
bound.
Unlike the estimator of Riddles et al. [22], the parametric model f1 is ir-
relevant to the consistency and asymptotic normality of the estimator here.
Therefore, we call f1 a working model, as in Liang & Zeger [14]. Also, though
equation (4.2) has a form similar to that of the doubly robust estimator under
MAR [23], our estimator does not have the doubly robustness property. This is
because the computation for E?(· | x) relies on the correct response mechanism.
Numerical computation is needed to calculate the conditional expectation
in (5.1). The expectation-maximization (EM) algorithm considered in Riddles
et al. [22] can be used with a minor modification. We can directly apply their
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method, once the weights w∗ij defined in (15) of Riddles et al. [22] are changed
to
w∗ij =
rjpi
−1(xi, yj ;φ)O(xi, yj ;φ)f1(yj | xi, γ)/C(yj ; γ)∑n
k=1 rkpi
−1(xi, yk;φ)O(xi, yk;φ)f1(yk | xi, γ)/C(yk; γ) ,
where C(y; γ) =
∑n
l=1 rlf1(y | xl; γ). The weight w∗ij can be called fractional
weights in the context of fractional imputation [12]. With these weights, E?{g(xi, Y ) |
xi; γ, φ} can be computed by
∑n
j=1 w
∗
ijg(xi, yj).
We now discuss the second adaptive estimator based on nonparametric esti-
mation for f1(y | x). When x is discrete, such as when x is a binary variable,
the expectation can be computed by averaging the data conditioned by X = x
and R = 1, e.g., for x = 0, 1,
Eˆ?{g(x, Y ) | x;φ} =
∑
j∈Ix rjpi
−1(x, yj ;φ)O(x, yj ;φ)g(x, yj)∑
j∈Ix rjpi
−1(x, yj ;φ)O(x, yj ;φ)
(5.4)
is a consistent estimator of (5.1), where Ix = {j ∈ {1, . . . , n} | Xj = x}.
When x is continuous, the Nadaraya-Watson estimator can be employed.
That is, for any function g(z),
Eˆ?{g(x, Y ) | x;φ} =
∑n
j=1Kh(x− xj)rjpi−1(x, yj ;φ)O(x, yj ;φ)g(x, yj)∑n
j=1Kh(x− xj)rjpi−1(x, yj ;φ)O(x, yj ;φ)
(5.5)
is consistent under the regularity conditions given in Appendix A. Here, Kh(x−
w) = K{(x − w)/h}, where K is a kernel function, and h is the bandwidth.
We have the following result for the adaptive estimators obtained with the
Nadaraya-Watson estimation.
Theorem 5.2. Let (φˆT, θˆ)T be the solution to
∑n
i=1 Sˆeff,i(φ, θ) = 0, where
Sˆeff,i(φ, θ) is defined in (4.4) with the estimated conditional expectation in (5.5).
Under Conditions (C1)–(C3), (C9)–(C14) given in Appendix A, (φˆT, θˆ)T satis-
fies consistency and asymptotic normality, and the estimator attains the semi-
parametric efficiency bound.
Remark 5.1. The proposed estimator is attractive because it does not require
any model assumptions on f1, but it would not work well when the dimension
of x is high, as is common in any nonparametric estimation.
Variance estimation is also a difficult problem in semiparametric estimation.
When we consider a parametric working model f1(y | x; γ),
Vˆ = n−1
n∑
i=1
[
τˆ−1U {S2(ri, Gri(zi); φˆ, θˆ, γˆ)− κˆS1(ri, Gri(zi); φˆ, γˆ)}
]⊗2
(5.6)
converges to V ∗ in probability as defined in (5.3), where τˆU and κˆ are consistent
estimators for τU and κ
∗ = κ∗1(κ
∗
2)
−1, respectively, for κ∗1 and κ
∗
2 as defined in
Theorem 5.1. To estimate κ∗1, we propose using the same method that we used
to compute θ0, i.e., let U(φ0, k1, γ∗) = k1 − (U?(γ∗) − U)p˙i(φ0)T/pi(φ0) be our
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new U -function and let the solution to E{U(φ0, k1, γ∗)} = 0 with respect to k1
be our target parameter; solve the following equation:
n∑
i=1
[
ri
pi(zi; φˆ)
U(zi; φˆ, k1, γˆ) +
{
1− ri
pi(zi; φˆ)
}
E?{U(Z; φˆ, k1, γˆ) | xi; γˆ}
]
= 0.
This is the optimal estimator for (φ0, κ
∗
1) in terms of the asymptotic variance,
because U is a known function and Theorem 5.1 is applicable. The best estimator
for κ∗2 can be obtained in the same way. When we use the nonparametric method
stated in Theorem 5.2 to estimate θ0, the variance can be also estimated by using
the nonparametric method (5.4) and (5.5), instead of using the parametric model
f1(y | x; γ) in (5.6).
6. Simulation Study
In order to evaluate the performance of our proposed estimators and compare
their efficiency with other methods in finite samples, we conducted a Monte
Carlo simulation study with four scenarios. In each scenario, we used a covari-
ate X ∼ U(−1, 1), set the response mechanism to a Bernoulli distribution with
logit{piy(y)} = φx0 + φyy, and generated the response outcome variable from
Y | (x, r = 1) ∼ N(µs(x), σ2s). In Scenarios 1–3, µs(x) is defined as the s-th or-
der polynomial: µ1(x) = x− 0.121, σ21 = 1/3; µ2(x) = 0.8x2− 0.3415, σ22 = 1/4;
µ3(x) = 2x(x − 3/4)(x + 3/4) − 0.0802, σ23 = 1/3. In Scenario 4, µ4(x) =
{cos(xpi)+2 sin(2xpi)}/2−0.06, σ24 = 1/4. We generated missing data by the re-
sponse mechanism with (φy0, φy) = (1.03,−1.2), (0.91,−1), (0.9,−0.8), (0.91,−0.8)
in Scenarios 1–4 respectively, so that the response rate is about 70 % and
E(Y ) = 0.
We note that x is a NIV [36]; thus the parameters are identifiable in all sce-
narios. We also consider the case when the response mechanism is over-specified
as logit{pixy(x, y)} = φx0+φx1x+φyy. In this case, there is no instrumental vari-
able, but all the parameters are identifiable except for Scenario 1 by Theorem
3.1. However, by using Theorem 3.1, it is possible to make the response model
in Scenario 1 identifiable at the risk of misspecification of response mechanism.
This problem is covered in the next section. We estimate the parameters for the
two response mechanisms piy(y;φ) and pixy(x, y;φ), as well as θ = E(Y ). For the
response mechanisms, only φy is reported.
From each sample, we computed four estimators, as follows:
[1] MAR: A naive estimator based on the assumption that the missing data
are missing-at-random:
n∑
i=1
δi(θ − yi)/pˆii = 0, (6.1)
where pˆii is an estimated response mechanism, that is, pˆii = {1+exp(φˆx0 +
φˆxxi)}−1, where (φˆx0, φˆx) is the maximum likelihood estimator.
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[2] CK: The estimator of Chang & Kott [2]. We use the estimating equation
(2.2), setting g as (1, x) for piy(y) and (1, x, x
2) for pixy(x, y); θ is estimated
by using (6.1) with the estimated response mechanism.
[3] RKI: The estimator of Riddles et al. [22]. In all scenarios, we specified a
parametric model on f1 based on normal distribution with mean structure
µ(x) = β0 + β1x + β2x
2 + β3x
3. A best model among 24 − 1 candidate
models was chosen by using AIC; θ is estimated by using (6.1) with the
estimated response mechanism. We note that misspecified model was used
in Scenario 4.
[4] New: Our proposed estimator. As for the working model for f1, the same
model specification as in the RKI method was used. We also consider the
nonparametric estimator proposed in Theorem 5.2. We call the parametric
method “P” and the nonparametric method “NP” in this section.
Monte Carlo samples of size n = 500 and 2,000 were independently generated
2,000 times. We used the correct models piy(y) and pixy(x, y) for the response
mechanism, except for MAR.
Before estimating the parameters, we check the model identification of the
over-specified response model pixy(x, y;φ) by using Theorem 3.2. We set L = 1
(for parametric models) and L = 5 (for nonparametric models). In this setup,
the model of Scenario 1 is unidentifiable, but the others are identifiable (see
§3 for details). For all Scenarios, both test statistics with L = 1, 5 can detect
the identifiable model because f1 model is normally distributed with a linear
mean structure in Scenario 1. The asymptotic distribution of the test statistic
is approximated by
sup
m≥1
1
m
m∑
j=1
Z2j ≈ max
m=1,...,M
1
m
m∑
j=1
Z2j ,
with M = 2, 000, where Z1, . . . , ZM are defined in Theorem 3.2. The Z
′s are
generated 2,000 times for each datset. For Scenario 1, mean of the p-value of
the test statistic with sample size n = 500, 2000 is 0.566 and 0.579, respectively,
which means the test works well. While, for the other Scenarios, the mean of
the p-value is almost 0 (less than 0.001) and the standard error is less than 0.01,
which means identifiable models are correctly detected for Scenarios 2–4.
Figure 1 shows the Monte Carlo simulation results with the response mecha-
nism piy(y) in all scenarios; Figure 2 shows the results with pixy(x, y). In Figure
2, only the results for Scenarios 2-4 are shown because the parameters are not
identifiable in Scenario 1; the result of MAR is not presented because it is already
shown in Figure 1. In the CK method with piy(y) mechanism, we encountered
some numerical problems in Scenarios 2–4 and there was no solution because the
estimate of φ did not converge. The following is the summary of the simulation
results shown in Figure 1 and Figure 2:
[1] In all scenarios, the naive estimator using the MAR assumption is signifi-
cantly biased, since this assumption does not hold.
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Fig 1. Boxplot of Monte Carlo results for φy and θ{= E(Y )} under four scenarios when
φx1 is set to be 0. The four estimators are MAR (missing at random), CK (Chang & Kott’s
estimator), RKI (Riddles’ estimator), P (our proposed estimator with parametric f1 model)
NP (our proposed estimator with nonparametric method). Numbers 1 and 2 stand for n = 500
and n = 2, 000, respectively. The broken line shows the true value.
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Fig 2. Boxplot of Monte Carlo results for φy and θ{= E(Y )} under four scenarios when
φx1 is estimated. The four estimators are MAR (missing at random), CK (Chang & Kott’s
estimator), RKI (Riddles’ estimator), P (our proposed estimator with parametric f1 model)
NP (our proposed estimator with nonparametric method). Numbers 1 and 2 stand for n = 500
and n = 2, 000, respectively. The broken line shows the true value.
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Table 1
The coverage probability of the confidence interval with 95% coverage rate for our proposed
estimators with sample size n = 500 and n = 2, 000 when φx1 is set to be 0 (fix) and
estimated (est).
Scenario Method n
φx1 Scenario Method n
φx1
fix est fix est
1 P
500 0.939 –
3 P
500 0.958 0.950
2000 0.944 – 2000 0.953 0.946
NP
500 0.930 –
NP
500 0.964 0.940
2000 0.937 – 2000 0.943 0.944
2 P
500 0.953 0.949
4 P
500 0.948 0.953
2000 0.943 0.946 2000 0.941 0.943
NP
500 0.942 0.959
NP
500 0.943 0.942
2000 0.946 0.951 2000 0.946 0.949
P: method using a parametric working model for f1, NP: nonparametric method.
[2] The CK method with piy(y) model works well in Scenario 1, but the per-
formance suffers from numerical problems in the other scenarios. However,
the CK method with pixy(x, y) model works well even in Scenarios 2 and
4 (though less efficient compared to RKI and our proposed estimators).
This is because the calibration condition on g(x) = [1, x] falls short of es-
timating the parameters when the relationship between x and y becomes
more complicated.
[3] The RKI method performs quite well in Scenarios 1–3 for both response
mechanisms, but the estimators in Scenario 4 are somewhat positively
biased in RKI due to the misspecification of the f1 model.
[4] In all scenarios, our proposed estimators perform better than any other
methods. We note that in Scenario 4, the estimator using parametric f1
is still consistent despite misspecification of f1. However it is less efficient
compared to the nonparametric method because of the misspecification.
Table 1 shows the estimated coverage probability with 95% coverage confi-
dence interval for our proposed estimators. We applied (5.6) to estimate the
variance of our estimators both using the parametric f1 model and the non-
parametric model (see §5). Our proposed variance estimator works well in all
scenarios.
7. Real data analysis
In this section, our proposed estimators are applied to the Korea Labor and
Income Panel Survey (KLIPS) data, which have been analyzed multiple times
[13, 36, 29]. The data contain n = 2, 506 Korean wage earners; the response
variable y is total wage income (106 Korean Won) in year 2008. There are three
fully observed covariates: x1: total wage income in the previous year (2007); x2:
gender; x3: age. While x1 is a continuous variable, x2 has two categories 1 and
2 for male and female, and x3 has three categories 1-3: x3 < 35, 35 ≤ x3 < 51,
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and x3 ≥ 51. We also identified three data points as outliers and excluded them
from further analysis.
Although the data are completely observed, we took the approach of Kim
& Yu [13] and made eight artificial incomplete datasets by assuming the fol-
lowing eight response mechanisms: M1 (linear nonignorable without (x2, x3)):
logit(pi) = 0.48 − 0.3x1 − 0.5y; M2 (linear nonignorable): logit(pi) = −0.85 −
0.2x1 + 0.5x2 + 0.2x3− 0.4y; M3 (nonlinear nonignorable, quadratic in x1 with-
out (x2, x3)): logit(pi) = 0.33 − 0.3x1 − 0.1x21 − 0.3y; M4 (nonlinear nonignor-
able, quadratic in x1): logit(pi) = −0.89 − 0.4x1 − 0.1x21 + 0.5x2 + 0.2x3 −
0.4y; M5 (nonlinear nonignorable, quadratic in y without (x2, x3)): logit(pi) =
0.24 − 0.25x1 − 0.25y − 0.1y2; M6 (nonlinear nonignorable, quadratic in y):
logit(pi) = −0.93 − 0.2x1 + 0.5x2 + 0.2x3 − 0.2y − 0.1y2; M7 (jump nonignor-
able without x) pi = 0.5I(y ≤ 1.7) + 0.9(y > 1.7); M8 (jump nonignorable)
pi = 0.5I(0.5x2 + 0.2x3 + y ≤ 2.6) + 0.9(0.5x2 + 0.2x3 + y > 2.6), where I(A)
is the indicator function that takes 1(0) if an event A is true (false). Note that
there are NIVs for models M2, M4, M6, and M8. For all data sets, the response
rate is about 70%. We estimated θ = E(Y ) as considered in the simulation. The
“true” average income in 2008 is θˆn = 1.846 as calculated using the complete
data. In order to estimate the parameters, we assumed a response mechanism
logit{pi(x, y;φ)} = φx0 + φx1x1 + φx2x2 + φx3x3 + φyy. Therefore M1 and M2
are correctly specified while M3-M8 are misspecified.
We specified unknown f1 models as normal distribution Y | (x1, x2 = i, x3 =
j, r = 1) ∼ N(µi,j(x1), σ2i,j) (i = 1, 2; j = 1, 2, 3), where µi,j(x1) = γ0i,j +
γ1i,jx1 + γ2i,jx
2
1 + γ3i,jx
3
1 + γ4i,jx
4
1; (γ1i,j , γ2i,j , γ3i,j , γ4i,j) is the regression pa-
rameter when (x2, x3) = (i, j). We chose the best model by AIC among 2
5 − 1
models for each (x2, x3)’s 2 × 3 pattern. By using Theorem 3.1, this model is
identifiable as one of the 6 mean structures with µi,j being nonlinear with re-
spect to x1. However, in the real data, the correlation between x1 and y is too
high because wage income does not change considerably in one year; the mean
structure is almost linear even when stratified by x2 and x3. Therefore, to obtain
valid estimator of θ, we considered two different approaches: [1] find NIVs used;
[2] transform x1 in the response model so that the relationship can be nonlinear.
For the first approach, we specified x2, x3, and (x2, x3) as instrumental variables
in applying our proposed method, which will lead to inconsistency for models M2
because there is actually no instrumental variable. For the second approach, we
transformed x1 to log(x1) so that (3.1) becomes identifiable even if the cumulant-
generating function is normally distributed with a linear mean structure. Al-
though this transformation made the model identifiable, this also changed the
assumed mechanism to logit{pi(x, y;φ)} = φx0+φx1 log(x1)+φx2x2+φx3x3+φyy.
This may be a potential cause of biased estimation. On the flip side, this ap-
proach uses all information of covariates, which helps to reduce bias and gain
efficiency. We show the result of this approach under both parametric and non-
parametric f1 models.
In Table 2, deviation of estimators from the full sample estimate θˆn and
estimated standard errors are shown. The methods using instrumental variable
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Table 2
θˆ − θˆn (S.E. (θˆ)): deviation of our proposed estimator θˆ from the full sample estimate
θˆn = 1.846 (and estimated their standard error) for datasets M1–M8 by two approaches: [1]
using instrumental variable (IV); [2] using transformed x1 with parametric (P) and
nonparametric (NP) f1 model. NA stands for not applicable due to numerical problems. All
values are multiplied by 1,000.
Approach
[1] [2]
IV x2 x3 (x2, x3) None None
method P P P P NP
M1 -8 (24) 16 (59) 14 (35) -5 (23) -6 (23)
M2 -73 (25) -8 (23) -25 (28) -9 (23) -4 (23)
M3 -25 (38) NA (NA) NA (NA) -22 (23) -20 (22)
M4 -19 (27) 13 (27) -1 (24) -4 (23) 5 (23)
M5 41 (206) 56 (373) 54 (563) -10 (23) -9 (23)
M6 23 (158) -10 (31) -57 (25) -13 (24) 9 (23)
M7 26 (9500) 32 (7366) 36 (664) 10 (22) -9 (23)
M8 50 (3985) 183 (NA) 128 (NA) 15 (25) -18 (23)
encountered some numerical problems even for correctly specified models: M3,
M5, and M7. This is because the effect of the instrumental variables on the
outcome variable is not so strong; the instrumental variable used is not useful
enough. In terms of efficiency, the methods with transformed x1 outperform
by far those using instrumental variables. They are also more robust against
misspecification of the response model.
8. Discussion
We have presented a test statistic for model identification, semiparametric effi-
ciency bound for (φT0 , θ0)
T under nonignorable nonresponse; proposed two types
of adaptive semiparametric estimators that attain the semiparametric lower
bound. Identification is a challenging problem in nonignorable nonresponse [18];
previous methods require nonignorable NIVs to guarantee model identification
[36]. Our new identifiability condition is not on the response mechanism, but on
the distribution of [y | x, r = 1].
The proposed method is based on the correct specification of the response
model. There may be various models for the true response mechanism, and thus
the appropriate information criteria for choosing the response mechanism will
be a topic of future research. Instead of specifying a single response model,
one can consider multiple response models, and obtain consistency when one
of the specified response models is correct. This multiple robustness property
has been investigated in the ignorable nonresponse setup [10, 3]. Extension of
multiple robustness to the nonignorable nonresponse case will also be a topic of
our future research.
Appendix A: Regularity conditions
C1. Φ and Θ are compact.
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C2. Wi = (Xi, Yi, Ri) are independently and identically distributed.
C3. The response probability pi(xi, yi) is bounded below. That is, pi(xi, yi) > K
for some K > 0 for all i = 1, . . . , n, uniformly in n.
C4. Γ is compact, Sγ(γ) = ∂ log f1(y | x; γ)/∂γ is continuously differentiable at
γ ∈ Γ with probability one, there exists e(W ) such that ‖Sγ(γ)‖ ≤ e(W )
for all γ ∈ Γ and E{e(W )} < ∞, E{Sγ(γ)} = 0 has a unique solution
γ∗ ∈ Γ, ∂Sγ(γ)/∂γT is continuous at γ∗ with probability one, and there
is a neighborhood ΓN of γ∗ such that ‖E{supγ∈ΓN ∂Sγ(γ)/∂γT}‖ <∞.
C5. E{Seff(φ, θ, γ∗)} = 0 has a unique solution (φ0, θ0) ∈ Φ × Θ, where
Seff(φ, θ, γ) = (S1(φ, γ)
T, S2(φ, θ, γ))
T defined in (10).
C6. ∂Seff(φ, θ, γ)/∂(φ
T, θ, γT) is continuous at (φ0, θ0, γ
∗) with probability
one, and there is a neighborhood ΦN × ΘN × ΓN of (φ0, θ0, γ∗) such
that
‖E{ sup
(φ,θ,γ∗)∈ΦN×ΘN×ΓN
∂Seff(φ, θ, γ)/∂(φ
T, θ, γT)}‖ <∞.
C7. Seff(φ, θ, γ) is continuously differentiable at each (φ, θ, γ) ∈ Φ×Θ×Γ with
probability one, and there exists d1(W ) such that ‖Seff(φ, θ, γ)‖ ≤ d1(W )
for all (φ, θ, γ) ∈ Φ×Θ× Γ and E{d1(W )} <∞.
C8. E{∂Seff(φ, θ, γ∗)/∂(φT, θ, γT)} is nonsingular at (φ0, θ0, γ∗).
C9. The conditions (C5)-(C8) hold for known distribution f1(y | x; γ0), i.e.,
E{Seff(φ, θ, γ0)} = 0 has a unique solution (φ0, θ0) ∈ Φ × Θ, where
Seff(φ, θ) = (S1(φ, γ0)
T, S2(φ, θ, γ0))
T; ∂Seff(φ, θ)/∂(φ
T, θ) is continuous
at (φ0, θ0) with probability one, and there is a neighborhood ΦN ×ΘN of
(φ0, θ0) such that
‖E{ sup
(φ,θ)∈ΦN×ΘN
∂Seff(φ, θ)/∂(φ
T, θ)}‖ <∞;
Seff(φ, θ) is continuously differentiable at each (φ, θ) ∈ Φ × Θ with prob-
ability one, and there exists d2(W ) such that ‖Seff(φ, θ)‖ ≤ d2(W ) for all
(φ, θ) ∈ Φ×Θ and E{d2(W )} <∞; E{∂Seff(φ, θ)/∂(φT, θ)} is nonsingular
at (φ0, θ0).
C10. Let X = [0, 1] be a compact set that is contained in the support of x, let
f1(x) > 0, and let E1{pi(x, Y ;φ0) | x} > 0 for all x ∈ X .
C11. The kernel K(u) has bounded derivatives of order k, satisfies
∫
K(u)du =
1, has zero moments of order ≤ m − 1, and has a nonzero m-th order
moment.
C12. For all y, pi(·, y;φ0), p˙i(·, y;φ0), and U(·, y; θ0) are differentiable to order k
and are bounded on an open set containing X .
C13. Let a1(z) = 1, a2(z) = s0(z;φ0), and a3(z) = U(z). Then, there exists v ≥
4 such that E1{|pi−1(Z;φ0)O(Z;φ0)ai(Z)|v} and E1{‖pi−1(Z;φ0)O(Z;φ0)ai(Z)‖v |
x}f1(x) are bounded for all x ∈ X .
C14. As h→ 0, n1−(2/v)hd/ lnn→∞, n1/2hd+2k/ lnn→∞, and n1/2h2m → 0.
Sufficient conditions for uniqueness of φ in C5 are (i) the condition assumed
in Theorem 3.1 and (ii) completeness for {1− pi(z;φ0)/pi(z;φ)} g?(x;φ, γ∗) with
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respect to φ, that is, it holds that
E
[{
1− pi(z;φ0)
pi(z;φ)
}
g?(x;φ, γ∗)
]
= 0 (A.1)
implies {
1− pi(z;φ0)
pi(z;φ)
}
g?(x;φ, γ∗) = 0
for almost all z. The last equation means φ = φ0. Therefore, the completeness
condition (ii) assures, (A.1) does not hold unless φ = φ0. Similar completeness
conditions are also assumed in D’Haultfoeuille [4] and Yang et al. [37]. Sufficient
conditions for uniqueness of θ are obtained in a similar way.
Appendix B: Proofs of the technical results
Proof of Theorem 3.1. Let γ be an infinite dimensional parameter of f1(y | x)
and the true parameter be γ0. Denote γ = γ
′ if f1(y | x; γ) = f1(y | x; γ′) holds
for almost all z. Here, the distribution of [y | x] can be represented with (γ, φ),
because by using Bayes’ formula, we have
f(y | x; γ, φ) = f1(y | x; γ)pi
−1(x, y;φ)∫
f1(y | x; γ)pi−1(x, y;φ)dy . (B.1)
We give a proof for Theorem 3.1 by proving the identification condition for
f(y | x; γ, φ)pi(x, y;φ) is equivalent to that for ∫ f1(y | x; γ)pi−1(x, y;φ)dy and
the uniqueness of f1(y | x; γ). It follows from the definition of O(x, y;φ) =
pi−1(x, y;φ)−1 that the identification of ∫ f1(y | x; γ)pi−1(x, y;φ)dy and ∫ f1(y |
x; γ)O(x, y;φ)dy are equivalent. Therefore, we have only to show that
f(y | x; γ, φ)pi(x, y;φ) = f(y | x; γ′, φ′)pi(x, y;φ′) (B.2)
is equivalent to
f1(y | x; γ) = f1(y | x; γ′) (B.3)
and ∫
f1(y | x; γ)pi−1(x, y;φ)dy =
∫
f1(y | x; γ′)pi−1(x, y;φ′)dy (B.4)
It follows from (B.1) that
f(y | x; γ, φ)pi(x, y;φ) = f1(y | x; γ)∫
f1(y | x; γ)pi−1(x, y;φ)dy . (B.5)
Hence, (B.3) and (B.4) imply (B.2). On the contrary, by taking integration with
respect to y in (B.2) by using (B.5), we have (B.4) and then, (B.3) follows from
(B.4) and (B.5).
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Proof of Theorem 3.2. If the null hypothesisH0 : K
(`)
0 (x) = c
(`)
1 (0)+c
(`)
2 (0)x, ` =
1, . . . , L is correct, the conditional expectation of
∑L
`=1 Y
` given x is given
as r1(x) :=
∑L
`=1 µ`(x). Let r¯1 be
∫
r1(x)dx. Because µ`(x) is the `-th order
polynomial, denote
∑L
`=0 µ`(x) by
∑L
`=0 a`x
`. By the result of Hart [11, §8.3],
the asymptotic distribution of the test statistic Sn is
Sn
L−→ sup
m≥1
1
m
m∑
j=1
Z2j ,
as n→∞, where Z1, Z2, . . . , be a Gaussian process with E(Zj) = 0, j ≥ 1, and
covariances
Cov(Zi, Zj) =
{
1− β2i , i = j
−βiβj , i 6= j
,
and
βj =
√
2
∫ 1
0
r1(x) cos(pijx)dx{∫ 1
0
(r1(x)− r¯1)2dx
}1/2 , (j = 1, . . . , n− 1).
For the regression model r1(x) =
∑L
`=0 a`x
`, the β’s have an easier form. Let
A`j =
sin(pij)− kB`−1j
pij
, B`j = −
cos(pij)− kA`−1j
pij
,
where A0j = sin(pij)/pij and B
0
j = {1 − cos(pij)}/(pij). With A`j , B`j (j =
1, . . . ,m; ` = 0, 1, . . . , L), it can be written by
βj =
∑L
`=0 a`A
`
j(∑L
k=1
∑L
`=1
aka`k`
2(k+`+1)(k+1)(`+1)
)1/2 .
Next, we provide a proof of Lemma 4.1 and Theorem 5.1 and 5.2. In order to
prove Lemma 4.1, we will assume U(z) = y for simplicity. We specify the joint
distribution z = (xT, y)T by f(z; η), where η is an infinite-dimensional nuisance
parameter, and η0 is the true value. By “full model” we refer to the class of
models in which the data are completely observed, and by “obs model” we refer
to those in which some Y are missing; that is, a full model consists of functions
h(Z) and an obs model consists of h(R,GR(Z)). Furthermore, for each full and
obs model, denote the nuisance tangent space by ΛF and Λ, respectively, and
its orthogonal complement by ΛF⊥ and Λ⊥, respectively. Let Sφ be the score
function with respect to φ. Consider a Hilbert space H = {h(q+1)×1 | E(h) =
0; ‖h‖ < ∞} with inner product 〈h1, h2〉 = E(hT1 h2), where the expectation is
taken under the true model. See Bickel et al. [1] and Tsiatis [34] for more details.
When U is comprised of other functions, the proof is almost the same.
At first, we introduce a proposition of Rotnitzky & Robins [25], which pro-
vides the efficient score for (φ, θ), as follows. Let B and D be functions of
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(R,GR(Z)), and let B
∗ and D∗ be functions of Z. Also, let us define the follow-
ing three linear operators: g(B∗) = E(B∗ | R,GR(Z)), m(B∗) = E{g(B∗) | Z},
and u(B∗) = RB∗/pi(Z). Then, the efficient score for (φ, θ) can be derived by
the following Lemma. See Proposition A1 in Rotnitzky & Robins [25] for the
proof.
Lemma B.1. The efficient score for (φ, θ) can be written as
Seff = u(D
∗
eff)−Π[u(D∗eff) | Λ2] +A2,eff = g{m−1(D∗eff)}+A2,eff , (B.6)
where Π[h | Λ2] is the projection of h onto Λ2, Λ2 = [h(R,GR(Z)) : E(h(R,GR(Z)) |
Z) = 0], and D∗eff is a unique solution to
Π[m−1(D∗) | ΛF⊥] = (Q,SF⊥eff,θ), (B.7)
where Q = Π[m−1[E{g(SFφ ) | L}] | ΛF⊥], A2,eff = (Π[Sφ | Λ2]T, 0)T = (g(SFφ )−
g[m−1[E{g(SFφ ) | L}]]T, 0)T, and SF⊥eff,θ is the efficient score function of θ in the
full model.
This Lemma implies that the efficient score can be represented by (B.6) with
D∗eff satisfying condition (B.7). Thus, in the nonignorable nonresponse case,
ΛF⊥ needs to be calculated, and it can be done in a way similar to that shown
in Section 4.5 of Tsiatis [34].
Lemma B.2. The nuisance tangent space ΛF and its orthogonal complement
ΛF⊥ in the full model are written as follows:
ΛF = [h(Z) ∈ H such that E{Y h(Z)} = 0],
ΛF⊥ = [k(Y − θ0),where k is any q + 1 dimensionalvector] .
Finally, we give an explicit formula to calculate the projection onto Λ2.
Lemma B.3. For h(R,GR(Z)) = Rh1(Z) + (1−R)h2(X), it holds that
Π(h | Λ2) =
{
1− R
pi(Z)
}
h2(X)− E(h1(Z) | X)
E{O(Z) | X} . (B.8)
Proof of Lemma B.3. Obviously, the right-hand side of (B.8) belongs to Λ2.
Thus, it remains to check that for any g,〈
h−
{
1− R
pi(Z)
}
h2(X)− E{h1(Z) | X}
E{O(Z) | X} ,
{
1− R
pi(Z)
}
g(X)
〉
= 0,
which can be proved easily.
We now give a proof of Lemma 4.1.
Proof of Lemma 4.1. Note that SF⊥eff,θ = Y −θ0 by Lemma B.2, since there exists
only one influence function, and it is the efficient one under the assumption
that θ does not require any assumptions on the distribution of Z [see 34, Chap.
5]. By the projection theorem, there exists a unique k = (k1, k
T
2 )
T such that
D∗eff = k(Y − θ0).
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Then, we calculate A2,eff . The score function of φ is
Sφ = g(S
F
φ ) = Rs1(Z;φ) + (1−R)s0(X;φ),
where sr(φ) is defined in (3). It follows from Lemma B.3 with h1(z) = s1(φ)
and h2(x) = s¯0(x;φ) in (B.8) that Π(Sφ | Λ2) = −{1 − R/pi(Z)}g?(X). Thus,
A2,eff = [0,−{1− R/pi(Z)}g?(X)]. Again, by using Lemma B.3, it follows that
Π[u(D∗eff) | Λ2] = −{1−R/pi(Z)}E?(Y − θ0 | X), by which (B.6) becomes
S1 = k2
[
R(Y − θ0)
pi(φ0)
+
{
1− R
pi(φ0)
}
E?(Y − θ0 | X)
]
−
{
1− R
pi(Z)
}
g?(X)
and
S2 = k1
[
R(Y − θ0)
pi(φ0)
+
{
1− R
pi(φ0)
}
E?(Y − θ0 | X)
]
.
This Seff = (S1, S
T
2 ) can be transformed into S˜eff = (S˜1, S˜
T
2 ) = ASeff ,
S˜1 =
{
1− R
pi(φ0)
}
g?(X),
S˜2 =
R(Y − θ0)
pi(φ0)
+
{
1− R
pi(φ0)
}
E?(Y − θ0 | X)
with a nonsingular matrix A,
A =
[−Iq −kT2 /k1
0T k−11
]
,
where Iq is a q-dimensional identity matrix. The score function multiplied by
a nonsingular constant matrix does not have an influence on the asymptotic
distribution. Thus, we have the desired efficient score.
Proof of Theorem 5.1. Consistency and asymptotic normality are proved under
the assumptions (C1)-(C8) by using the standard argument for GMM. Next, we
give the explicit form of the asymptotic variance. Let ξ = (φT, θ)T. Recall that
each γˆ and ξˆ is a solution to
∑n
i=1 ∂ log f1(yi | xi; γ)/∂γ =
∑n
i=1 Sγi(γ) = 0 and∑n
i=1 Seff,i(γˆ, ξ) = 0, respectively, where Seff,i(γ, ξ) is defined in (10). By using
standard asymptotic theory,[
γˆ − γ∗
ξˆ − ξ0
]
= −I−1n−1
n∑
i=1
[
Sγi(γ
∗)
Seff,i(γ
∗, ξ0)
]
,
where
I = E
[
∂Sγ(γ
∗)/γT ∂Sγ(γ∗)/ξT
∂Seff(γ
∗, ξ0)/γT ∂Seff(γ∗, ξ0)/ξT
]
= E
[
∂Sγ(γ
∗)/γT O
∂Seff(γ
∗, ξ0)/γT ∂Seff(γ∗, ξ0)/ξT
]
.
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Let the (i, j) block of I be Iij . Then,
I−1 =
[ I−111 O
−I−122 I21I−12 I−122
]
.
Here, it follows that I21 = O because
E
[{
1− R
pi(φ0)
}
∂g?(γ∗, ξ0)
∂γT
]
= O
and
E
[{
1− R
pi(φ0)
}
∂U?(γ∗, ξ0)
∂γT
]
= 0T.
Therefore, we have,
I−1 =
[I−111 O
O I−122
]
.
By applying exactly the same arguments for I−122 used for I−1, we got the
asymptotic variance of θˆ as given in (11).
Proof of Theorem 5.2. Consistency and asymptotic normality of our proposed es-
timator are similar to proving Lemma 4.1 of Morikawa et al. [20]. We herein show
our estimator attains the semiparametric lower bound derived in Lemma 4.1.
Let f1(x) be the conditional distribution of [x | r = 1]. From the same arguments
that were used to prove Lemma A.1 in Morikawa et al. [20], it can be shown
that the estimating equation in Theorem 5.2, Sˆeff(φ, θ) = {Sˆ1(φ)T, Sˆ2(φ, θ)}T is
expanded as
Sˆ1(φ) = n
−1
n∑
i=1
[{
1− ri
pi(φ; zi)
}
g?(φ;xi) + riG(zi;φ)
]
+ op(n
−1/2)
Sˆ2(φ, θ) = n
−1
n∑
i=1
[
ri
pi(φ; zi)
U(θ; zi) +
{
1− ri
pi(φ; zi)
}
U?(θ, φ;xi) + riH(θ, φ; zi)
]
+ op(n
−1/2),
where G(φ; zi) = G1(φ;xi)G2(φ; zi), H(θ, φ; zi) = G1(φ;xi)H2(θ, φ; zi), and
G1(φ;xi) = 1− E
{
pi(φ0;Z)
pi(φ;Z)
∣∣∣∣ xi} ,
G2(φ; zi) =
pi−1(φ; zi)O(φ; zi){s0(φ; zi)− g?(φ;xi)}
E1{pi−1(φ;Z)O(φ;Z) | xi}P (R = 1 | xi) ,
H2(θ, φ; zi) =
pi−1(φ; zi)O(φ; zi){U(θ; zi)− U?(θ, φ;xi)}
E1{pi−1(φ;Z)O(φ;Z) | xi}P (R = 1 | xi) .
Therefore, the asymptotic variance may increase due to the additional terms
rG(φ) and rH(φ), but this solution also attains the lower bound. At first, we
focus on the estimator for φ. Once we get an unbiased estimating equation
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i=1 ϕ(zi;φ) = 0, the asymptotic variance can be given as Var{E(ϕ˙(φ0))−1ϕ(φ0)},
where ϕ˙(φ0) = ∂ϕ(φ0)/∂φ
T. Thus, for the proving purpose, it suffices to show
that G(φ0) = 0 and E(RG˙(φ0)) = O. The former equation is trivial, so we only
need to work on the latter equation, which can be written as E(RG˙(φ0)) =
E(RG1(φ0)G˙2(φ0)) +E(RG2(φ0)G˙1(φ0)). The first term is zero from G1(φ0) =
0. Also, the second term is E(RG2(φ0)G˙1(φ0)) = E{E(RG2(φ0) | X)G˙1(φ0)} =
O. Hence, the last equation holds by the definition of g?(φ;x). Therefore, rG(φ)
has no effect on the asymptotic variance and our estimator also attains the semi-
parametric efficiency bound. The same conclusion can be made when estimating
θ.
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