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ixSUMMARY
This work is about the unusual properties of several types of low dimensional small
systems of interacting particles. We demonstrate that interaction between particles in the
low dimensional small systems can lead to many unexpected eﬀects. As typical cases we
consider i) electrons in a quantum wire,considered within model of Luttinger liquid, ii)
electrons in a superconducting state, and iii) atoms in a magneto-optical trap.
For the ﬁrst case, using bosonization techniques, we calculate the thermopower of a Lut-
tinger liquid wire with an impurity and ﬁnd thermopower due to nonlinearities of dispersion
relation for electrons.
For the second case, we considered nanoscopic superconductor - normal metal - su-
perconductor (S/N/S) and superconductor-two dimensional electron gas - superconductor
(S/2DEG/S) junctions. For these systems we predict the appearance of a phase dependent
force and resonant phase dependent magnetization. We also considered plasma oscilla-
tions inside thin superconducting tubes and rings and predicted that the velocities of the
plasmons in these systems are periodic functions of the magnetic ﬂux.
Finally, by considering neutral atoms in a harmonic trap we discovered that strongly
repelling atoms do not form Bose-Einstein condensate at zero temperature but tend to
occupy diﬀerent orbitals with small mutual overlap, forming crystallite structures similar
to Wigner molecules of electrons inside a quantum dot.
The theoretical methods used (several of which are introduced here for the ﬁrst time)
vary depending on size and dimensionality. As a result, this thesis can be logically split into
two separate parts. The ﬁrst part (chapter 2) concerns ﬁnite-N systems (trapped bosons),
and the second (chapters 3, 4, 5) - concerns 1D and 2D low-dimensional systems with an
inﬁnite number of particles, namely quantum wires, S/N/S contacts and superconduct-
ing cylinders and rings). The treatment of small ﬁnite-N systems requires methods that
are markedly diﬀerent from the methods used for treating the inﬁnite-N low-dimensional
xsystems – the former have similarities with methods from chemistry, atomic, and nuclear
physics – the latter are related to methods from solid state physics and from quantum
ﬁeld theory (bosonization). Whereas small ﬁnite-N systems require predominantly compu-
tational approaches (Hartree-Fock, projection via fast Fourier transform, variational wave
functions, exact diagonalization, etc), treatment of the system with inﬁnite number of par-
ticles is mostly analytical.
xiCHAPTER I
INTRODUCTION
Recently great experimental achievements were made in the area of creation and control
of the parameters of small (nanoscopic) quasi-low-dimensional systems, such as ultrathin
conducting wires, trapped ultracold atomic gases, and thin superconducting ﬁlms. Although
these systems diﬀer from each other in many ways, they share a common characteristic -
the size of the system in one, two, or all three dimensions, is of the order of the quantum
mechanical wave length of the particles from which these systems are made of.
At low temperatures the above mentioned systems exhibit various interesting quantum
phenomena. A large amount of literature appeared which is aimed at explaining the above
phenomena. Because of mathematical diﬃculties encountered during solution of the physical
models of the systems, researchers were forced to develop and reﬁne new, and sometimes
quite elegant approaches.
While there are several many-body Hamiltonians that can be solved exactly, the solution
to the majority of other important models is unknown. The approaches to ﬁnd the solution
of strongly interacting systems can be divided into two classes. In the ﬁrst case the original
model is replaced by a simpliﬁed model that can be solved and then the missing details
are added as small perturbations. The main idea of this approach is to calculate as many
perturbative terms as possible, in an attempt to converge to the solution of the problem.
In the second case, based on some general properties of the initial system, one writes a new
Hamiltonian which, while not giving an exact solution of the initial problem in any order
of perturbation theory, it can give some qualitatively correct results that agree with the
intuitive understanding of the problem.
The mathematical diﬃculties of solution of a many-body problem originate from the
interaction forces acting between the particles of the system. Attempts to take these forces
into account using conventional perturbation approach, are doomed to fail in most cases.
1Only in very rare cases can a system of strongly interacting particles be described starting
from a system of free or weakly interacting particles (electrons in the metal are quite well
described within the model of free Fermi gas although their interaction between each other
and with ions of crystal lattice in no way can be considered to be weak). As a rule, if
such a description is possible, it implies that the elementary excitations of the ground state
of the system have the same statistics as the original elementary particles. For example,
the Fermi gas model works very well because the properties of the elementary excitations,
namely electrons and holes, are very similar to the properties of the bare electrons - both
obey the Fermi statistics and a similar dispersion relation in the vicinity of the Fermi energy.
In most cases, however, the properties of the elementary excitations have little in common
with the properties of the elementary particles from which the system is built. Not only the
strength (or sign, as in the case of superconductors) of the interaction can make a system
behave in an unusual manner. Rather, the dimensionality of the system may also play an
important role. If the size of the system in some direction becomes comparable to the wave
length of the particles in the system then the motion of these particles in that particular
direction becomes quantized. And if the temperature of the system is low enough, only
very few of the lowest states (modes) are populated. Within one quantized state, particles
behave very diﬀerently than they normally behave in the unrestricted bulk system. This
is easily illustrated for a model of hard core particles on a string. Such particles cannot
occupy the same location and therefore are unable to pass each other and exchange places.
The motion of each particle would be correlated with the motion of its neighbors, and the
lowest energy excitations of such particles will be similar to sound waves.
In this work we study, using various non-perturbative methods, diﬀerent systems of
highly-correlated particles. First, we consider the ground state of few strongly interacting
bosons in rotating two-dimensional traps. The behavior of trapped bosons at low tem-
peratures is a frontier topic in modern physics. Since the ﬁrst successful realization of
Bose-Einstein condensation of trapped cold alkali gases interest in these systems has been
growing. Every year brings hundreds of new publications on this and related topics. Early
experiments with cold atoms were able to realize systems of 104 − 107 weakly interacting
2particles in spherical or ellipsoidal traps and observe collective quantum phenomena re-
lated to the eﬀect of Bose-Einstein condensation. Many of these eﬀects can be successfully
mathematically described by the mean ﬁeld Gross-Pitaevskii equation.
Over the past decade experimental techniques in this area constantly improved, and
currently the parameters of the cold trapped gases, as well as the shape of the traps, can be
controlled with very high accuracy for a wide range of parameters. In particular, one can
achieve a situation where the motion of the atoms in the trap is eﬀectively two-dimensional,
the number of atoms in the trap is small and the atoms are strongly repelling. The case of
few strongly repelling atoms presents a new regime for atomic gas systems. In this thesis we
show that under such conditions the Gross-Pitaevskii theory does not provide an adequate
description of the ground state of the system. We show that one can construct a superior
variational wave function, which has a lower energy than the Gross-Pitaevskii solution.
Moreover, the variational wave function that we construct gives a lower energy than the
Gross-Pitaevskii wave function even for weak repulsion - this ﬁnding is speciﬁc to a ﬁnite
number of bosons. The Bose-Einstein condensate becomes the preferred variational ground
state only for a large number of particles.
We consider two cases - the case of neutral bosons in rotating traps and the case of
charged bosons in a magnetic ﬁeld. We show that in both cases at the strong repulsion limit
bosons localize at diﬀerent orbitals, forming crystalline structures similar to the crystalline
structures found earlier for electrons in quantum dots. This crystallization is ”hidden”, that
is, it does not show up in the single-particle density, but manifests itself in several ways:
the total angular momentum of the system is quantized in steps, with the magnitude of
these steps depending on the symmetry of the crystallite. The total energy of the system of
neutral bosons saturates (this happens because bosons start to behave as hard impenetrable
spheres). The aforementioned crystalline structure consists of concentric polygonal rings
centered about the center of the trap. The crystalline structure of the ground state wave
function can be revealed by analyzing the two-particle conditional probability density, which
has the form of (Nr − 1) peaks (viewed from the location of one of the particles on the
rth ring), where Nr is the number of particles in the rth polygonal ring. The rings rotate
3independently of each other. The predictions that we make could be veriﬁed experimentally.
Secondly, we studied the thermoelectric properties of quantum wires. Quantum wires
are conductors in which the motion of the electrons is free in only one direction, while it
is quantized along the other two highly conﬁned directions. The transport properties of
a small wire with several transverse modes (each deﬁning a 1D transport channel) can be
modeled by adding the contributions of each of the channels. Because of the ”nesting”
eﬀect, these one-dimensional wires can not be described within the Fermi-liquid theory (i.e.
using the language of electrons and holes). Electron-like and hole-like excitations of the
one-dimensional wire decay quickly, turning into charge density waves, similar to sound
waves in an elastic medium, which are the actual elementary excitations for 1D conductors.
There are several exactly solvable simpliﬁed models for one-dimensional wires. One of
them is the Tomonaga-Luttinger model. We considered the thermopower of an inﬁnite
Luttinger liquid due to small nonlinearities of the dispersion relation for electrons and the
thermopower due to a single nonmagnetic impurity. Applying bosonization techniques, we
expressed the Hamiltonian of the systems in terms of Bose operators. Using perturbation
theory in one case and the tunneling Hamiltonian method in the other case, we have found
that the thermopower in both cases decreases if the strength of repulsion between the
electrons increases. Moreover, we qualitatively analyzed the system of a ﬁnite Luttinger
liquid connected to bulk leads and concluded that in this system the thermopower further
decreases with the strength of the repulsion between electrons.
In the third part of the thesis we address the mechanical and magnetic properties of
small superconductor – normal metal – superconductor (S/N/S) and superconductor - two-
dimensional electron gas – superconductor (S/2DEG/S) junctions. The S/N/S junctions
can be created, for example, in an experiment with a scanning tunneling microscope (STM),
when the tip and the surface of the STM are cooled below the superconductor critical tem-
perature. Then if the tip is pushed into the surface and is subsequently slowly retracted,
a junction will be formed between the tip and the surface. Due to the small diameter of
the junction, it will be in the normal state. The force that is required to stretch the junc-
tion depends on the quantum state of the conduction electrons. Since the transition from
4the normal to the superconducting state aﬀects the density of electron states, we expect
the appearance of some additional forces related to superconductivity. Simple estimations
show that the magnitude of these forces should be very small, way below the measurable
limit. We demonstrate that these estimations are not accurate. The bound levels which
form in the normal part of the S/N/S junction due to the appearance of Andreev reﬂection,
and which are responsible for superconductivity induced oscillations of force in the S/N/S
junction, are very sensitive to the phase diﬀerence of the order parameter in the two su-
perconductor. For some special values of the phase diﬀerence when all transverse modes in
the junction contribute to the force in unison, the contributions from diﬀerent transverse
modes in the junction add up. In the case of relatively thick normal part of a junction with
many transverse modes the resulting total force can be much larger (100-1000 times) than
the value obtained in the previous estimate. In addition to the force, we study magnetic
response of the S/N/S junction. Due to the same resonance eﬀect, the magnetization of
the normal part of the junction (we assume that the magnetic ﬁeld is applied only to the
normal parts of the junction and is zero elsewhere) can be quite large (∼ 100 B) and is de-
tectable. In addition to the S/N/S junctions we considered S/2DEG/S junctions. Although
experimentally S/2DEG/S system is very diﬀerent from S/N/S system, its theoretical de-
scription is similar. The main diﬀerences between the theoretical models of the S/N/S and
the S/2DEG/S junctions are the following: i) the eﬀective masses of the electrons in the
two-dimensional electron gas and in the bulk superconductor can diﬀer greatly, ii) there are
barriers at the interfaces between the bulk superconductors and the 2DEG. We considered
the eﬀects of these diﬀerences on the magnetization (the magnetic ﬁeld is again applied
locally to the 2DEG and is zero near superconductors). Since the amplitudes of both force
and magnetization oscillations are withing a measurable range of values, our work provides
the impetus for experimental investigations of these eﬀects.
In the concluding chapter of this thesis we considered plasma oscillations in thin super-
conducting tubes and rings. Such superconducting thin structures can be formed by coating
the surface of small capillary tubes with a superconducting material. Thin superconducting
rings may be fabricated by etching of a thin superconducting layer made by evaporation of
5superconducting material on the surface of a dielectric. Ordinary plasma oscillations can
not exist in a bulk superconductor since the strong Coulomb repulsion will inevitably shift
the frequency of these oscillations to values which are much higher than that corresponding
to the superconductivity gap. In suﬃciently thin structures the Coulomb interaction is
not so eﬀective and the plasma waves have an acoustic type of dispersion relation. The
dispersion curve can be split into two regions - for small frequencies the dispersion relation
is similar to that of plasma oscillations in a thin superconducting thread, and for higher
frequencies the dispersion relation is similar to the dispersion relation in a thin supercon-
ducting plane. Tubes and rings are multiply-connected objects, which make it possible to
study the Aharonov-Bohm eﬀect for plasma oscillations. We derived a general expression
for the plasma oscillations in rings and tubes and found that the frequency of the plasma
oscillations is a periodic function of the magnetic ﬂux with a period hc/2e, and that the
the relative amplitude of the frequency or velocity variations due to the Aharonov-Bohm
eﬀect is proportional to (ξ0/R)2, where ξ0 is the superconducting coherence length, and R
is the radius.
The plan of the thesis is as follows. In the second chapter we address the ground state
of a system of strongly repelling bosons in an external trapping potential. The third and
fourth chapters are, respectively, about thermoelectric properties of quasi-low-dimensional
wires and the magnetic and mechanical properties of S/N/S and S/2DEG/S junctions. In
the ﬁnal, ﬁfth, part of the thesis we consider the problem of plasma oscillations in quantum
cylinders and rings. Each of these parts has a brief review of the history of the subject,
explanation of our approach and a short summary in which we discuss our results.
6CHAPTER II
CRYSTALLINE PHASES OF REPELLING BOSONS IN
TRAPS.
2.1 Introduction.
The great interest concerning the properties of bosonic particles at low temperature can
be explained by the fact that under certain conditions at low temperatures bosons demon-
strate a wealth of interesting quantum eﬀects which are, in most cases, the manifestation of
the phenomenon known as Bose-Einstein condensation. The phenomenon of Bose-Einstein
condensation (BEC) was predicted by Einstein on the basis of a study made by Bose about
photons. In a thermodynamical sense, when the condensation occurs, a large ﬁnite frac-
tion of particles occupies the same state with the lowest energy. The prediction about the
possibility of a system of particles, which obeying Bose statistics, to ”condense” was made
originally for the free particles. But later, after the observation of superﬂuidity of liquid
4He, it was realized that BEC can occur also in particles with strong interactions. Many
years later, BEC was experimentally produced in a completely diﬀerent system - in trapped
ultracold gases of neutral atoms. The ﬁrst experimental realization of Bose-Einstein con-
densation in conﬁned gases was achieved in 1995 [1]. The condensation of atoms was done
in three stages: atoms were trapped in the magnetic trap, then laser-cooled, and then evap-
oratively cooled. Laser cooling and use of magnetic traps and other modern sophisticated
techniques give researchers unprecedented control over the parameters of the system and
allows one to control the motion of the atoms in the trap with very high precision. The
condensates exhibit many interesting quantum phenomena like superﬂuidity and formation
of vortices in rotating traps. Due to the possibility of manipulating the parameters of the
traps with great accuracy in a wide range, ultracold trapped gases became a very popular
subject of study among experimental physicists. From the theoretical point of view, due to
7the low densities of the trapped gases and usually weak and the short-range character of
the interaction potential between them, it is possible to simplify the mathematical model
of such systems and apply diﬀerent perturbation methods to them, and make theoretical
predictions that agree very well with experimental data. Thus, weakly interacting ultra-
cold atoms became an area where experiment and theory met together. As a result, in
the decade, following the ﬁrst experimental observation of Bose condensates, the properties
of ultracold gases were extensively studied both experimentally and theoretically. Huge
volume of literature has been produced. The ﬁrst experiments were done with Rb atoms.
Today many laboratories can create condensates with Rb, Na, Li, and H atoms. Although
much theoretical and experimental work was directed toward the investigations of proper-
ties of neutral bosonic atoms, some preliminary theoretical studies were also done for the
systems of particles interacting via a Coulomb potential, in particular for ﬁnite systems of a
small number of bosons in a potential trap [2]. Such systems are realizations of Thomson’s
raisin cake model for atoms. From the experimental side, behavior of charged atoms in the
traps is studied in great detail in cluster physics, where such systems are known as quan-
tised Thomson atoms. Although those experiments are done only with fermion atoms, we
believe that the same methods can be used with bosonic particles. For example, a bosonic
Thomson atom can be realized by trapping alpha particles in a Paul trap.
The sizes of the magneto-optical traps and their shape can be very diﬀerent. Moreover,
cold atoms in the potential traps can be stirred up to induce uniform rotation [3]. Very
popular are the experiments with quasi-low-dimensional traps and systems of few strongly
interacting particles. Such systems are produced by loading Bose-Einstein condensate into
an optical lattice. Optical lattice is formed by three mutually perpendicular (with mutually
perpendicular polarizations) retroreﬂected laser beams. The optical potential depth is pro-
portional to the intensities of the laser beams. One can create a situation when intensities
of the two laser beams are very high, such that the motion of the atoms in two of the three
directions is restricted. Two strong laser beams produce a two-dimensional array of tubes,
and particles can move only in one direction - along the axis of the tubes. For suﬃciently
high intensities, hopping between the tubes becomes impossible, i.e. the system becomes
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Figure 1: Optical crystal lattice. Optical crystal lattice is created by three mutually
perpendicular standing waves Fig. a). One of the experimental schemes to produce an
optical lattice is shown on the Fig. b). The eﬀective external potential, which is formed by
intersections of the laser beams has shape of the square lattice of wells, separated by the
distance λ/2 (where λ is a wavelength of the laser light). The depth of the potential wells
in the optical lattice can be changed by changing the intensity of the light.
eﬀectively one-dimensional. Motion in the direction along the axis of the tubes can be
additionally modulated by changing the intensity of the third beam. Such systems were
experimentally realized and studied by the group of David Weiss [4] and were used to study
the properties of Bose gases of strongly interacting particles. In the best experiments, tubes
with geometric ratio (length of the tube versus its width) about 300 have been produced.
Another limiting case that one can think about is the situation when the intensity of
one laser beam is much higher than the intensities of the beams in other two directions;
then the atomic cloud is split into many pancake-shaped small clouds. By adjusting the
intensities of laser beams, one can achieve a situation when each potential well contains
only a few particles that move independently from the particles in other potential wells. In
the vicinity of the bottom of each well, the potential can be roughly approximated by a
harmonic potential. Thus one gets many identical harmonic wells with a few atoms per well.
Each of these wells can be rotated independently using the same methods as those used to
rotate Bose-Einstein condensates with thousands of particles. Although each potential well
contains very few particles, due to big number of almost identical wells, the experimental
signal from the system should be enhanced many times to the level when it can be used for
9measurements.
The strength of interaction between the particles of the gas can be varied in a wide
range and controlled with high accuracy. There are several ways to change the strength of
interaction between the particles. The most popular is the method in which the scattering
length of atoms is changed by the external magnetic ﬁeld. The scattering length of the
atoms depends on the magnetic ﬁeld due to the eﬀect of the Feshbach resonance. The
mechanism of the Feshbach resonance is the following. For some atoms the interatomic
potential is such that atoms can be in two diﬀerent hyperﬁne states, one of which is a
long-lived quasi-bound state and the other one is an open scattering state. The scattering
state is also called an “open channel”, and the bound state is called a “closed channel”.
The bound state exists in another part of the quantum-mechanical Hilbert space than the
open scattering state. Due to the diﬀerent magnetic moment of these two states, they have
diﬀerent Zeeman shift in a magnetic ﬁeld. The Feshbach resonance occurs when the energy
of the bound state is equal to the energy of a colliding pair of atoms. In the vicinity of
the Feshbach resonance, the absolute value of the scattering length becomes very big. The
increase of the scattering length happens because of the coupling of the open and closed
channel. The closed and open channel can be coupled not only by shifting the levels in
a magnetic ﬁeld (magnetic Feshbach resonance), but also by shining light with a certain
frequency on the atoms and thus initiating photoassociation transitions (optical Feshbach
resonance).
2.2 The problem of few strongly repelling bosons.
In this part of the Dissertation, we study systems of strongly repelling bosons in rotating
traps and develop new methods for their theoretical study. We show that strongly repelling
bosons form a new state very diﬀerent from the familiar Bose-Einstein condensate.
The problem of weakly interacting cold atoms in various potentials was studied very
intensively over the past two decades. In this work we address a problem of theoretical
description of few strongly repelling bosons in rotating quasi-two-dimensional harmonic and
ring-shaped traps. We study the behavior of the ground state of such systems at diﬀerent
10parameters.
In order to proceed further and to discuss the ground state properties of few bosonic
atoms in the traps we need to modify the deﬁnition of the Bose-Einstein condensation. The
thermodynamical deﬁnition of condensation obviously cannot be used for a small number of
particles. For a ﬁnite number of particles by Bose-Einstein condensation we understand the
situation when all particles of the system occupy the same single-particle quantum state.
This means that a many-particle wave function of the system, if described in the Fock space,
is fully characterized by a single one-particle orbital.
2.3 Pseudopotential approximation. Coupling constant.
To start the description of the strongly repelling bosons, we should ﬁrst specify the model
for interaction potential. Let us consider a gas of cold neutral atoms. Let us assume that
the range of the interaction potential is much smaller than the de Broglie wave length of
the atoms. The speciﬁc shape of the interparticle potential in this case is not important,
because all particles are spread out in the space and feel only an averaged eﬀect of the
potential of other particles. Interaction between particles can be characterized by a single
parameter - the scattering length a, which is an eﬀective diameter of the potential. The
scattering from a short range (contact) potential in this limit can be viewed as scattering of
hard spheres of diameter a. The Schr¨ odinger equation for hard spheres in the center-of-mass
system is

 
 
(∇2 + k2)ψ(r) = 0 (r > a)
ψ(r) = 0 (r ≤ a)
(1)
Therefore, the hard-sphere potential is set by imposing explicit boundary condition on the
relative wave function of two interacting particles. Description of interacting potential by
boundary conditions is very inconvenient for practical calculations. To simplify the problem
even further the hard sphere potential is replaced by a ﬁctitious and unphysical potential,
(pseudopotential) which, however, gives correct amplitudes and phase shifts outside the
sphere a and does not require any boundary conditions. In three dimensions for S-wave
11scattering method of pseudopotentials gives the following approximation [5]
U
(2)
3D(r) = W3Dδ(r)
∂
∂r
(r •) (2)
where parameter W3D is called a coupling constant. Positive coupling constant corresponds
to repulsive interaction between bosons and negative - to attractive. In full three dimen-
sional systems coupling constant is given by the formula
W3D =
4π~2a
m
(3)
where a = a3D is a atomic scattering length, m = ma/2 is the reduced mass, and ma is the
mass of the single atom. Notice that in bulk 3D case coupling constant depends only on
the parameters of the atoms and does not depend on parameters of the trapping potential.
In quasi-one and quasi-two dimensional systems expression for pseudopotential is sim-
pler than in 3D case, namely short-range interaction can be modeled with the Dirac delta
function
U(2)(r) = Wδ(r) (4)
Expressions for coupling constant for quasi-one and quasi-two-dimensional systems are not
as simple as for pure 3D case. After calculation of the scattering amplitudes, taking into
account the conﬁnement potential, it turns out [6, 7, 8, 9] that to preserve the form of the
equations, describing atoms in the traps, the expression for coupling constant in quasi-two-
dimensional system should be modiﬁed. For quasi-two-dimensional trap coupling constant
is given the the expression [7]
W2D =
2
√
π~2
m
1
l⊥/a + (1/
√
2π)ln(1/πq2l2
⊥)
(5)
here l⊥ =
 
~/mω⊥ is the characteristic length of the conﬁning potential in the direction
perpendicular to the pancake, and q is the relative momentum of the colliding particles. In
the limit l⊥ >> a the logarithmic term in (5) is not important, and W is energy independent.
On the other hand, if l⊥ ∼ a, the logarithmic term becomes dominant, and the coupling
constant can be approximately written as W ≈ −2π~2
m
1
ln(a/l⊥). Figure 2 shows the eﬀective
strength of the interaction between particles in the quasi-two-dimensional trap as a function
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Figure 2: Eﬀective strength of interaction in a quasi-two dimensional trap as a func-
tion of trap width. The eﬀective interaction strength g between particles in quasi-two
dimensional trap depends on their relative energy. For negative 3D scattering length
a coupling constant g demonstrates resonant behavior. The resonance is achieved at
a∗ = −
√
2πl⊥/ln(K~ω⊥/πǫ) where ǫ is relative energy of colliding particles and K ≈ 0.915.
Parameters l⊥ and ω⊥ are oscillator length and oscillator frequency in the tightly conﬁned
direction. Although the 3D scattering length is negative, the eﬀective coupling constant
at the vicinity of resonance can be positive and very large, which corresponds to strong
repulsion between atoms.
of the ratio a/l⊥. By deforming the conﬁning potential, for attracting atoms, one can reach
a regime when atoms repel each other.
In the quasi-one-dimensional (Q1D) case, the situation is similar. The coupling constant
is
W1D = −
~2
ma1D
, a1D = −
l2
⊥
2a
 
1 − C
a
l⊥
 
(6)
where l⊥ =
 
~/mω⊥ is the width of the trap (which is assumed harmonic) in the transverse
directions, and ω⊥ is the transverse frequency.
Notice, that in both quasi-one- and quasi-two-dimensional cases, the coupling constant
depends on the conﬁning potential. Therefore, by changing parameters of the conﬁning
potential, one can modify the coupling constant W. One can also modify the reduced mass
m which also enters formulas (6) and (5). This is done by applying a weak beam along
non-restricted directions. The periodic weak electromagnetic potential of the beam plays
the same role as a crystal lattice in the metal with atoms instead of electrons. The eﬀective
13Table 1: Estimates for kinetic and interaction energy and expressions for coupling constant
for the gas of neutral bosons in diﬀerent dimensions. In this table variable n means local
density of atoms. For each case deﬁnition of density is diﬀerent. For 1D case n is number
of particles per unit length, for 2D - per unit area and for 3D - per unit volume.
... 1D 2D 3D
K ∼ ~2n2/m ~2n/m ~2n2/3/m
I ∼ nW nW nW
W
2~2a
ml⊥
2π~
mln(1/ka)
4π~2a
m
mass of the atoms in such a system can diﬀer very much from their real mass ma.
2.4 Strength of repulsion and formation of boson molecules
(Tonks Regime).
To characterize the strength of repulsion between atoms, we can introduce a dimensionless
parameter γ = I/K, which is the ratio of interaction energy to the kinetic energy of the
system. It turns out that the interaction strength γ depends not only on the coupling
constant W, but also on the density n of the gas of atoms. As follows from the Table 1,
the criterion of strong interaction. (γ ≫ 1) is diﬀerent for each case. For a 3D case, it
is n1/3a ≫ 1, For 2D case strongly interacting regime is achieved when n1/2a ≫ 1; and
for 1D, the condition is a/(nl2
⊥) ≫ 1. The 1D case is quite counterintuitive because the
strongly interacting limit corresponds to low densities of the gas, i.e., the lower the density,
the stronger the eﬀective interaction between bosons.
For zero gamma (no repulsion) at zero temperature, all particles fall into the same
state with the lowest energy, i.e., Bose-Einstein condensation occurs. At weak repulsion
strength (γ ≪ 1), bosons can still remain in the same orbital, though the orbital will be
distorted by the interaction. At higher repulsion strength (γ > 1), bosons will minimize
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Figure 3: Gas of bosons at diﬀerent values of repulsion strength. Tonks regime of Bose gas.
In the strong repulsion limit (c) repulsion energy is minimized better if particles localize
on diﬀerent orbitals. Schematic pictures (a) and (b) show possible scenarios for Bose gas
in the weak repulsion limit. When repulsion between particles is not very strong particles
may choose between two possible ways to minimize their repulsion energy. Figure (a)
corresponds to condensate regime of Bose gas and all other ﬁgures describe Tonk regime.
their repulsion energy either by deforming their common orbital or by going to diﬀerent
orbitals (see Fig.3c). In the latter case, we can say that the Bose condensate is destroyed
and bosons start to behave like impenetrable spheres; in other words, bosons are prevented
from occupying the same position in space. This behavior mimics the Pauli exclusion
principle for fermions, causing the bosonic particles to exhibit fermionic properties. The
ﬁrst who reported this behavior was Giraredeau. In paper [10] in 1960, long before the ﬁrst
experimental realization of the system of trapped ultracold atoms, he showed that there is
a one-to-one mapping of 1D impenetrable bosons to a system of free fermions. A little bit
later two authors, Lieb and Liniger, considered a similar system, where bosons interacted via
Dirac delta potential U0δ(x−x′). They studied the ground state and excitation spectrum of
this system and found that 1D bosons in the strong repulsion limit U0 → ∞ indeed behave
like fermions. Since the classical problem of gas of hard core particles (a prototype of the
quantum mechanical problem) was solved by Tonks [11], the regime of the gas of strongly
repelling bosons, which behave like fermions, is usually called the Tonks-Girardeau regime.
15The results of the recent experiments [12, 4] conﬁrmed the predictions made by Girardeau.
2.5 Hartree-Fock Method.
In general, the problem of few trapped interacting bosons cannot be solved exactly; one
usually seeks an approximate solution. The approximate solution starts with an assumption
about the form of the wave function of the system. By choosing the wave function in
the certain form, one simpliﬁes the problem signiﬁcantly. One of the most popular mean
ﬁeld approaches is the Hartree-Fock approximation. An even simpler, but less accurate
approximation is the Hartee approximation. In the Hartree approximation the wave function
of N particles is taken in the form of the product of the orbitals φ1, φ2, φ3, ..., φN, namely
|ΨH
N  = φ1(1)φ2(2)φ3(3)...φN(N) =
= |1 1 ⊗ |2 2 ⊗ |3 3 ... ⊗ |N N = (7)
= |1 2 3... N 
where we introduced for the orbitals a shorthand notation φi(xk) = φi(k) = |i k. Since our
particles are indistinguishable bosons, the wave function should be symmetric relative to
exchange of any two coordinates. The wave function that has the proper symmetry and is
built from products of single-particle orbitals is called a Hartree-Fock wave function, i.e.,
|ΨN  = ˆ S(φi1(1)φi2(2)φi3(3)...φiN(N)) =
 
P(in)
(|i1i2i3 ...iN ), (8)
were ˆ S is the symmetrization operator over all possible permutations P(in) = [i1i2i3 ...iN]
of the particles. For example, for N = 3 particles we will have
|Ψ3  = φ1(1)φ2(2)φ3(3) + φ1(1)φ3(2)φ2(3) + φ3(1)φ2(2)φ1(3) +
+φ2(1)φ1(2)φ3(3) + φ3(1)φ1(2)φ2(3) + φ2(1)φ3(2)φ1(3) (9)
In total there are N! terms like φi1(1)φi2(2)φi3(3)...φiN(N) in the sum for the N particle
wave function |ΨN , under the assumption that all orbitals are diﬀerent.
The ground state of the system with Hamiltonian ˆ H is found by minimizing the expres-
sion for the total energy
E =
 ΨN| ˆ H|ΨN 
 ΨN|ΨN 
(10)
16The drawback of the Hartree-Fock method is that it cannot properly treat correlations
between particles. One of the ways to improve this is to use instead of anzats (8) an
expression of the type
|ΨN  = ˆ S(φi1(1)φi2(2)...φiN(N))
N  
i<k
f(2)(i − k) = F(1)F(2) (11)
The one-body term F(1) = ˆ S(φi1(1)φi2(2)...φiN(N)) is the Hartree-Fock term. And the
term F(2) =
N  
i<k
f(2)(i−k) accounts for pair correlations between particles. This term should
go to unity (uncorrelated value) at large distances, and should vanish at small distances if
particles strongly repel. The disadvantage of this approach is that we do not know the form
of the functions f(2) and should guess it. Fortunately, there are other ways to improve the
Hartree-Fock solution. One of them is the method of projections which improves the wave
function by restoring its symmetries of many-body Hamiltonian.
2.5.1 Restricted Hartree-Fock Method.
In the majority of cases the theoretical description of bosons in the trap, both numerical and
analytical, is done within an approximation in which all particles are assumed to occupy
the same orbital φi = φ (using the language of quantum chemistry this approach can be
called ”Restricted Hartree-Fock” (RHF)), and therefore the energy (10) is minimized not
over the space of functions (8) but over a space of functions of the type
|Ψ
(RHF)
N   = φ(1)φ(2)φ(3)...φ(N) =
= |φ 1 ⊗ |φ 2 ⊗ |φ 3 ... ⊗ |φ N (12)
In other words, it is assumed from the very beginning that the ground state of the system
is a Bose-Einstein condensate. Obviously, this restricted mean ﬁeld approximation works
well when the interaction between particles is weak. The the RHF is expected to give a
solution close to exact solution of the problem.
The Hamiltonian of N bosons in the trap can be written in the form
ˆ H =
N  
i=1
hB(i) +
1
2
 
i =j
U(2)(i − j) (13)
17with
hB(i) = −
~2
2m
∇2
i + U(1)(i) (14)
where U(1)(i) = U(1)(xi) = Vext(r) is the interaction of bosons with the external conﬁning
potential, and U(2)(i − j) = U(2)(ri − rj) is the potential of interparticle interaction, the
double sum is taken over all pairs of diﬀerent atoms.
After substitution of the expression for the wavefunction (12) into Eq. (10), the expec-
tation value of the energy of the system of N bosons takes the form
EN = N
 
dr
 
~2
2m
|∇φ(r)|2 + U(1)(r)|φ(r)|2
 
+ (15)
+
1
2
N(N − 1)
 
dr
 
dr′φ∗(r)φ∗(r′)U(2)(r − r′)φ(r)φ(r′) .
The orbital φ(r) that minimizes expression (10) satisﬁes the equation
−
~2
2m
∇2
rφ(r) + U(1)(r)φ(r) + (N − 1)
  
d3r′φ∗(r′)U(2)(r − r′)φ(r′)
 
φ(r) =  φ(r) (16)
where   is a Lagrange multiplier which was introduced to take into account the normal-
ization condition  Ψ
(RHF)
N |Ψ
(RHF)
N   = 1. If the atoms are neutral, the interaction between
them is short-range.
After substitution of (4) into the Eq.(16) one gets the so-called Gross-Pitaevskii Equation
(GPE), which is also known under the name of Nonlinear Schr¨ odinger Equation (NSE)
−
~2
2m
∇2
rφ(r) + U(1)(r)φ(r) + (N − 1)W|φ(r)|2φ(r) =  φ(r) (17)
The Gross-Pitaevskii equation was widely investigated in theoretical physics (see, for ex-
ample Ref. [13]). This equation predicts many important phenomena in weakly interacting
condensates. One of them is the appearance of vortices in rotating condensates. The ex-
pression for the energy (15) with the potential (4) is simply given by
EN = N
 
dr
 
~2
2m
|∇φ(r)|2 + U(1)(r)|φ(r)|2 +
1
2
(N − 1)W|φ(r)|4
 
(18)
In the limit l⊥ ∼ a for large number of particles and at high densities of particles, the
interaction between particles signiﬁcantly depends on local density to take this dependence
18into account some authors [14] prefer to use another mean-ﬁeld equation instead of Eq.
(17), namely
−
~2
2m
∇2
rφ(r) + U(1)(r)φ(r) +
~2
2m
8π
|ln|φ|2a2|
|φ(r)|2φ(r) =  φ(r) . (19)
Although equation (19) provides a better description for bosons in 2D traps than Eq.(17),
it does not give any qualitatively new results, and like equations (17) and (16), it cannot
describe the regime of strong repulsion since it does not permit localization of particles on
diﬀerent orbitals. Eq.(19) better describes opposite case of very weak repulsion or the case
of attractive forces between bosons.
2.5.2 The Unrestricted Hartree-Fock Method.
Repulsion forces particles to occupy diﬀerent orbitals. In the limit of inﬁnite interaction be-
tween particles, these orbitals should be orthogonal to each other. The Restricted Hartree-
Fock method, which uses wave function in the form given by Eq. (12), assumes that particles
occupy the same orbital. Although this assumption is good for weakly interacting particles,
it is deﬁnitely wrong when the interaction becomes strong. To describe a system of bosons
in the limit of strong repulsion, we must use expression (8) for the wave function.
The following results are derived following the same logic as for fermions except that
due to diﬀerent statistics we do not use determinants - the determinants are being replaced
with permanents. For example, the norm of a N-particle wave function |ΨN  for bosons
can be written in terms of the permanents of the overlap matrix
 ΨN|ΨN  = N!
 
P(in)
(1|i1)(2|i2)...(N|iN) = N! perm(S) (20)
where the sum in (20) is taken over all permutations P(in) of the indexes i1,i2,...,iN and
perm(S) =
 
P(in)
s1,i1s2,i2 ...sN,iN is the permanent of the overlap matrix S, elements of
which are sij = (i|j) =
 
φ∗
i(r)φj(r)dr. One can easily ﬁnd the general expressions for the
matrix elements of the one- and two- particle operators. For one-particle operators we have
 ΨN|hB|ΨN  =
 
P(in)P(jm)
 i1i2 ...iN|hB|j1j2 ...jN  =
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k,l
(k|hB|l)
 
P(in)P(jm)
 i1i2 ...ik−1ik+1 ...iN|j1j2 ...jl−1jl+1 ...jN  =
= (N − 1)!
 
k,l
(k|hB|l)
 
P(jm)
 ...,k − 1,k + 1,...|...,jl−1,jl+1,...  =
= (N − 1)!
 
k,l
(k|hB|l)perm(Sk
l ) (21)
here (k|hB|l) =
 
drφ∗
k(r)hBφl(r) and Sk
l is the minor of the overlap matrix, corresponding
to the element kl, i.e. the matrix that we get after eliminating the kth row and lth column
from the original matrix S. Similarly we can prove that
 ΨN|U(2)|ΨN  = (N − 2)!
 
i =k, l =m
(ik|U(2)|lm)perm(Sik
lm) (22)
where (ik|U(2)|lm) =
 
dr1
 
dr2φ∗
i(r1)φ∗
k(r2)U(2)(r1−r2)φl(r1)φm(r2) and Sik
lm is the double-
minor of the matrix S i.e. the matrix that we get from original overlap matrix S after re-
moving rows i,k and columns l,m. Since all particles are indistinguishable, there are totally
N terms  ΨN|hB|ΨN  and N(N −1) terms  ΨN|U(2)|ΨN  in the Hamiltonian, therefore the
ﬁnal expression for the matrix element  ΨN| ˆ H|ΨN  is
 ΨN| ˆ H|ΨN  = N!
 
k,l
(k|hB|l)perm(Sk
l ) +
N!
2
 
i =k, l =m
(ik|U(2)|lm)perm(Sik
lm) (23)
The total energy E =  ΨN| ˆ H|ΨN / ΨN|ΨN  of the system of N bosons described by a
single permanent |ΨN  in potential well can be written as
E =
1
perm(S)


 
k,l
(k|hB|l)perm(Sk
l ) +
1
2
 
i =j,k =l
(ij|U(2)|kl)perm(S
ij
kl)

 (24)
One has to emphasise that expressions (20)-(24) correspond to Hartree-Fock wave function
(8), which is a single permanent of the one-particle orbitals. These expressions involve
only matrix elements between equal many-body wave functions. Further in the Thesis
we describe a new method, based on the Hartree-Fock method, which gives better results
than the Hartree-Fock method. This new method requires calculation of the expressions
(which are not shown here because they are more cumbersome) for the matrix elements and
overlaps between non-equal bosonic many-body wave functions.
202.5.3 Diﬃculties of self-consistent unrestricted Hartree-Fock for bosons.
Inspired by the usefullness of the self-consistent Hartree-Fock method for fermions, one can
try to build a Hartree-Fock method for bosons. However, very soon one realizes that this is
not so simple. In this paragraph we describe why the self-consistent Hartree-Fock method
can not be reduced to the simple eigenvalue problem as in the case of fermions.
We start with equation (10). In order to get the ground state of the system, we should
ﬁnd the minimum of the quantity (10). Since orbitals should satisfy the normalization
condition  m|m  =
 
φ∗
m(x)φm(x)dx = 1, the problem reduces to minimization of the
functional
L =  ΨN|H|ΨN / ΨN|ΨN  − N
 
m
λm( m|m  − 1). (25)
Notice at ﬁrst that since bosons (unlike fermions) can occupy the same state, orbitals are
not necessarily mutually orthogonal, i.e. scalar products  m|k  may not be equal to zero
even if m  = k. The ﬁrst obvious consequence of this fact is that equation (25) has only N
free parameters, instead of N(N + 1)/2 as in the case of fermions. To understand better
the diﬀerences between bosons and fermions, let us consider ﬁrst the simplest case of only
N = 2 particles. The Hamiltonian for two bosons is:
H = ˆ h(1) + ˆ h(2) + U(2)(1 − 2) , (26)
where h(1) is the single particle Hamiltonian, and the therm U(2) describes interparticle
interaction. The wave function for two indistinguishable bosons is simply
|Ψ2  = φ1(1)φ2(2) + φ1(2)φ2(1). (27)
Taking into account the diﬀerent symmetry relations between the matrix elements,
such as  i|ˆ h1|k  =  i|ˆ h2|k  =  i|ˆ h|k  and  12|U(2)|12  =  21|U(2)|21  ,  21|U(2)|12  =
 12|U(2)|21 , we can write the matrix elements of the Hamiltionan in the form
 Ψ2|H|Ψ2  = 2 2|h|2  1|1  + 2 2|h|1  1|2  + (28)
+2 1|h|2  2|1  + 2 1|h|1  2|2  + 2 12|U|12  + 2 12|U|21 . (29)
21The function that we should minimize for this speciﬁc case is
L =
 Ψ2 |H |Ψ2 
 Ψ2|Ψ2 
+ λ1( φ1|φ1  − 1) + λ2( φ2|φ2  − 1), (30)
and the variational procedure results in the system of two equations

    
    
Γ
 
s11ˆ h + w22
 
|φ1  + Γ
 
s21ˆ h + w21 +  21
 
|φ2  = λ1|φ1 
Γ
 
s22ˆ h + w11
 
|φ2  + Γ
 
s12ˆ h + w12 +  12
 
|φ1  = λ2|φ2 
(31)
where
sik =  i|k  ,  ik =  i|ˆ h|k  − Esik , Γ = 1/
 
1 + |s12|2 
σik = γsik = sik/
 
1 + |s12|2 
, wik =
 
dyφ∗
i(y)U(x − y)φk(y) (32)
(33)
For the energy we have
E = Γ
2  
i,k=1
sik i|ˆ h|k  +  12|U|12  +  12|U|21 .
To write these equations in matrix form, we need to introduce a basis of orthonormal
functions {θα} and expand the orbitals in terms of these functions
φl(x) =
k  
α=1
Cα
l θα(x). (34)
After substitution of the expansions of the orbitals into the equation (31), we get

      
      
Γ
 
β
 
(s11hαβ + g
αβ
2 )C
β
1 + (s21hαβ +  21∆αβ)C
β
2
 
= λ1Cα
1
Γ
 
β
 
(s12hαβ +  12∆αβ)C
β
1 + (s22hαβ + g
αβ
1 )C
β
2
 
= λ2Cα
2 ,
(35)
hαβ=
 
dx θ∗
α(x)ˆ h(x)θβ(x) , Uαβγδ=
 
dx
 
dy θ∗
α(x)θ∗
β(y)U(x−y)θγ(x)θδ(y),
22g
αβ
i =
 
γδ
(Uαγδβ + Uαγβδ)(C
γ
i )∗Cδ
i , sik =
 
α
(Cα
i )∗Cα
k ,
 ik =
 
αβ
(Cα
i )∗hαβC
β
k − E
 
α
(Cα
i )∗Cα
k , (36)
E = Γ
  
ik
 
αβ
sikhαβ(Cα
i )∗C
β
k +
 
αβγδ
Uαβγδ(Cα
1 )∗(C
β
2 )∗
 
C
γ
1Cδ
2 + C
γ
2Cδ
1
  
.
The system (35) of Hartree-Fock equations for bosons can be written in the form

 
 
F
αβ
11 C
β
1 + F
αβ
21 C
β
2 = λ1Cα
1
F
αβ
12 C
β
1 + F
αβ
22 C
β
2 = λ2Cα
2
, (37)
which can be rewritten in compact form
 
k
 
ν
F
 ν
ik Cν
k = λiC
 
i . (38)
This equation is similar to the system of Roothaan equations for fermions, namely [15]
 
ν
F νCν
i = λiC
 
i , (39)
where F ν are the matrix elements of the Fock operator f(1) = h(1)+
 
b
 
Jb(1)−Kb(1)
 
.
The obvious diﬀerence between (38) and (39) is that the equations for diﬀerent bosonic
orbitals i are coupled, whereas for fermions one has a separate equation for each index i.
Mixing of the bosonic orbitals happens because of the absence of Pauli exclusion principle
for bosons. In fact, several or all bosons can occupy the same state. In the case of fermions,
orthogonalization of orbitals is achieved using unitary transformations. Indeed, the wave
function of the system of fermions is the Hartree-Fock approximation is a determinant made
of orbitals, |Ψ  = det(A). A change of the basis is equivalent to the matrix transformation
A′ = AU, and therefore, using the property of the determinants, det(AB) = det(A)det(B),
we can write |Ψ′  = det(A′) = det(AU) = det(U)det(A) = det(U)|Ψ  = eiφ|Ψ , i.e. a
unitary transformation on the orbitals changes the HF wave function only by a phase
factor, which cannot aﬀect the physical observables. Thus, in order to orthogonalize the
orbitals of the Hartree-Fock wave function for fermions one needs to ﬁnd a proper unitary
transformation.
Orthogonalization of the orbitals in the case of bosons is not as simple as for fermions.
If some state is occupied by more than one particle, then the orbitals are not linearly
23independent, which in turn means that the system should be described by a smaller basis
φ
′
 , where   = 1,2,...,M < N. A transformation X that orthogonolizes the orbitals,
automatically reduces the number of orbitals. It is also unclear how to build in a reduced
basis an orthogonalization procedure that does not spoil the many-body wave function |Ψ ,
which in the case of bosons is a permanent of the matrix of the orbitals, |Ψ  = perm(A).
Indeed, unlike the case of determinant, the permanent of a product of matrices is not
equal to the product of permanents perm(AB)  = perm(A)perm(B). Thus, methods of
orthogonalization using unitary transformations that worked for fermions are not applicable
to bosons. One of the possible ways around this problem is to use method developed by
Goddard [16, 17, 18] His method does not require orthogonalization of the basis but is
very complicated, and as a result it is used in quantum chemistry for only a small number
of cases, in particular for systems involving a small number of valence electrons forming
pairwise covalent bonds. Moreover, the self-consistent solution of the equation (38) in its
original form is computationally much more expensive than the solution of the corresponding
Hartree-Fock equation for fermions (39), especially in the case of more than two particles,
because the self-consistent procedure involves recomputation of the permanents of large
matrices at each iteration.
2.6 Projection techniques.
The wave function of a system must have the same symmetry as the many-body Hamilto-
nian. If the Hamiltonian ˆ H of a system is invariant under some transformations {ˆ S}, its
wave function should also be invariant under the same transformations. However, when
solving the Schr¨ odinger equation in the mean ﬁeld approximation, many times, instead of
getting a single solution with correct symmetry one gets a manifold of solutions |ψi(r) .
These multiple mean ﬁeld solutions have the same energy, but their symmetry is lower than
that of the Hamiltonian (symmetry breaking). Moreover any two of the solutions |ψi(r)  are
related to each other by a symmetry transformation which commutes with the Hamiltonian
(|ψi(r)  = ˆ Sik|ψk(r) ). Symmetry breaking presents a dilemma, but this dilemma can be
resolved. The solution with correct symmetry |ΨS(r)  can be constructed from mean ﬁeld
24solutions using projection techniques [19, 20, 21]. The symmetric wave function is a linear
combination of diﬀerent broken-symmetry mean-ﬁeld solutions |ψi(r) :
|ΨS(r)  =
 
i
fi|ψi(r) , (40)
where fi are proper coeﬃcients, chosen in such a way as to minimize the expectation value
of the Hamiltonian. In the case of breaking of a continuous symmetry, the sum over discrete
index i is replaced by the integral over the continuous variable (for the rotational symmetry
in two dimensions, it is the azimutal angle θ around the axis of rotation). We will discuss
this method in detail below when we restore the rotational symmetry of the many-body
variational wave function of the ground state.
2.7 Going beyond the mean-ﬁeld. Two Step Method.
We describe the strongly repelling bosons through symmetry breaking at the unrestricted
Hartree-Fock mean-ﬁeld level followed by a post-Hartree-Fock symmetry restoration, thus
taking into account correlations beyond the GP solution. This two-step method, which
has not been applied yet to bosonic many-body systems, is successfully used to describe
strongly correlated electrons in 2D semiconductor quantum dots [22, 23, 24, 25, 24].
2.8 Step I. Choice of the orbitals. Symmetry breaking.
Since the self-consistent Hartree-Fock method appears to be computationally unfeasible,
we describe our system using non-selfconsistent unrestricted Hartree-Fock. The lack of self-
consistency is compensated by a very good initial guess for the form of the atomic orbitals.
Further improvements of the many-body wave function are achieved via variations of the
parameters of the single particle orbitals. Because of the strong repulsion, bosons avoid
occupying the same position in space, i.e. they occupy diﬀerent orbitals. On the other
hand, if the repulsion is not very strong, the shape of the orbitals of the interacting bosons
not very diﬀerent from the shape of the orbitals of free bosons. Thus we assume that the
interaction between atoms only modiﬁes some parameters and the position of the orbitals,
but their shape remains essentially the same. In other words, we model the atomic orbitals
25of interacting atoms by displaced and deformed orbitals of free atoms. This approach turns
out, at the end, to be a really good approximation.
In the following we will consider the orbitals and energy spectrum of a system of bosonic
atoms in harmonic trap in two diﬀerent situations: i) stationary frame and ii) in a frame
that rotates around the symmetry axis of the external parabolic well.
2.8.1 Charged particles in a magnetic ﬁeld in harmonic trap.
The Hamiltonian of a single charged atom in parabolic potential well in magnetic ﬁeld is
given by the formula
ˆ H =
~2
2ma
 
ˆ p −
e
c
A
 2
+
maω2
0
2
r2. (41)
In the symmetric Landau gauge A = 1
2[B,r] this Hamiltonian can be written in the form
ˆ H = −
~2
2ma
 
∂2
∂x2 +
∂2
∂y2
 
− i~
ωc
2
 
x
∂
∂y
− y
∂
∂x
 
+
ma˜ ω2
2
(x2 + y2) , (42)
where ωc = eB/mac is the cyclotron frequency, and ˜ ω =
 
ω2
0 + ω2
c/4 is the new eﬀective
conﬁnement. Introducing the characteristic length lA =
 
~/ma˜ ω, in the dimensionless
polar coordinates (ρ,ϕ) where the radius ρ is deﬁned as ρ = r2/l2
A, and the angle ϕ is such
that tanϕ = y/x, the eigenfunctions of Eq.(42) can be expressed via associated Laguerre
polynomials L
(α)
n (x)
ψ(ρ,ϕ) = R(ρ)eilϕ , R(ρ) = ρ|l|/2e−ρ/2L(|l|)
n (ρ)
(43)
L(α)
n (x) =
x−αex
n!
dn
dxn
 
xn+αe−x 
.
The spectrum of single-particle energies that corresponds to wave functions (43) is shown
in Fig.4, and is known in the literature as the Darwin-Fock spectrum:
El
n
~ω0
= (2n + |l| + 1)
 
1 +
 η
2
 2
−
l
2
η , η = ωc/ω0 . (44)
If the magnetic ﬁeld is very strong, ωc ≫ ω0, we can approximately neglect the external
conﬁning potential, and the spectrum of energies (44) reduces to the spectrum of levels of
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Figure 4: Spectrum of energy levels of a single atom in harmonic potential as a function
of magnetic ﬁeld (Eq. (44)). Diﬀerent colors correspond to diﬀerent indexes n. For the
strong magnetic ﬁeld (ωc ∼ ω0), when the inﬂuence of the trap potential is small but still
can not be neglected, the energy level form Landay bands (LB), with energy of each band
approaching the energy of some speciﬁc Landau level (LL)
a free particle in a strong magnetic ﬁeld, i.e., to the Landau spectrum (LS).
En = ~ωc
 
n +
1
2
 
. (45)
Each level of the Landau spectrum is inﬁnitely degenerate. Each Landau level contains
levels with all possible angular momenta. The distance between levels in the Landau spec-
trum grows with the magnetic ﬁeld. For ﬁnite strengths of the ﬁeld (ωc ∼ ω0), when the
inﬂuence of the trap can not be neglected, the energy levels form Landau bands (LB), with
energy of each band approaching the energy of some speciﬁc Landau level (LL) (see Fig.4).
The distance between levels within each band decreases with increasing magnetic ﬁeld. For
strong ﬁelds the energy levels withing the Landau bands are so close that any small per-
turbation strongly mixes them. From the Eq.(44) and Fig. (4), one can see that for the
free noninteracting particles the lowest state in the spectrum is always a state with zero
angular momentum. But if there is some even small perturbation, then, in a suﬃciently
strong ﬁeld, one may achieve a situation when some other state, with nonzero l becomes
27lower than the state with zero l.
The wave function of the lowest Darwin-Fock level (which corresponds to zero angular
momentum l and zero node number n, and has energy E0
0 = ~
 
ω2
0 + (ωc/2)
2 is given by
the expression
ψ(r) =
1
√
πσ
exp
 
−
1
2σ2(x2 + y2)
 
, (46)
where σ =
 
~/(m˜ ω) is an eﬀective oscillator length, with ˜ ω =
 
ω2
0 + ω2
c/4. On the other
hand, the wave function of the lowest Landau level, corresponding to the ground state
energy E0 = ~ωc/2 can be written in the form
ψ(r) =
1
√
2πlB
exp
 
−
1
4l2
B
((x − X)2 + (y − Y )2) −
i
2l2
B
(xY − yX)
 
, (47)
where lB =
 
~c/eB =
 
~/mωc is the Larmor radius, and R = (X,Y ) is an arbitrary
shift of coordinates since in this (ωc ≫ ω0) limit all points of the space are equivalent (no
conﬁnement). Notice, that this wave function can be considered as a ground state wave
function of the unperturbed system and it can be used for calculations of the spectrum in
the strong magnetic ﬁelds, where an external potential is treated as a small perturbation.
Equations (46) and (47) suggest us that, in a ﬁrst approximation, orbitals of the interacting
bosons can be described by the expression
ψi(x,y) =
1
√
πλ2 exp
 
−
1
2λ2((x − Xi)2 + (y − Yi)2) −
i
2l2
B
(xYi − yXi)
 
, (48)
where λ, the width of the orbital, is a variational parameter. λ as well as coordinates of the
shift, Xi and Yi, must be determined by minimizing the energy (10) of the system. In the
weak magnetic ﬁeld, the width λ should be approximately equal to the oscillator length l0,
whereas for strong ﬁelds λ, it approaches the value
√
2lB.
2.8.2 Neutral particles in a rotating harmonic trap.
There are very many analogies between the system in a rotating frame and the system in
a magnetic ﬁeld. In a rotating frame, the eﬀect of rotation manifests itself in the form of
Coriolis and centrifugal force. The Coriolis force is
Fcor = 2m[v,Ω] . (49)
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Figure 5: Spectrum of energy levels of a single atom in harmonic potential in the rotating
frame as a function of frequency of rotation Ω (Eq. (55)). Diﬀerent colors correspond to
diﬀerent indexes n.
This ﬁctitious velocity-dependent force is analogous in form to the Lorentz force on the
charged particle in the presence of a magnetic ﬁeld,
Flor =
e
c
[v,B] . (50)
Comparing the previous two formulas, we can relate the strength of the magnetic ﬁeld to
the angular velocity of rotation
B →
2mc
e
Ω. (51)
The applicability of this analogy becomes even more apparent if we recall that the canonical
momentum in the rotating frame is given by
P = p + m[Ω,r] , (52)
whereas for a charged particle in the magnetic ﬁeld the canonical momentum is
P = p + (e/c)A , (53)
29where, for the spatially uniform magnetic ﬁeld B, the vector potential is A = [B,r]/2. The
Hamiltonian of the particle in the rotating frame in a parabolic conﬁning potential is
ˆ H = −
~2
2me
 
∂2
∂x2 +
∂2
∂y2
 
+ i~Ω
 
x
∂
∂y
− y
∂
∂x
 
+
me
2
ω0
2(x2 + y2) , (54)
where Ω is the frequency of rotation and ω0 is the frequency of the conﬁning potential. The
spectrum of a particle in the rotating frame is obtained similarly to (44) and is shown in
Fig.5
E
~ω0
= (2n + |l| + 1) + l
Ω
ω0
(55)
Repeating the same arguments that led us to expression (48), we can write the expression
for the orbitals in the rotating frame as
ψi(x,y) =
1
√
πλ2 exp
 
−
1
2λ2((x − Xi)2 + (y − Yi)2) +
i
2l2
Ω
(xYi − yXi)
 
. (56)
The only diﬀerence between (56) and (48) is that instead of lB =
 
~/mωc, one has lΩ =
 
~/2mΩ. In the same sense as for magnetic ﬁelds, one can say that at Ω = ω0 the system
is in the lowest Landau level.
2.9 Step II. Restoration of rotational symmetry.
The second step of our method is an improvement of the mean-ﬁeld solution via projection
of the many-body wave function on a state with good total angular momentum. After this
step, the symmetry of the projected wave function is the same as the symmetry of the
Hamiltonian. The speciﬁc value of the angular momentum for which the projection should
be made is determined from the condition that energy calculated for the projected wave
function is minimal. Methods of restoration of symmetries are widely used in nuclear theory
(See Ref. [20]). The formula (40) for a rotationally invariant 2D Hamiltonian reads
|ΨS(r)  =
2π  
0
dθf(θ)|ψ(θ,r) , (57)
where the wave function |ψ(θ,r)  is produced by means of a rotation by an angle θ from
the function |ψ(0,r)  = |ΨMF(r) . The weight f(θ) is chosen in such a way as to minimize
30the expectation value of the Hamiltonian. Namely, the form of the f(θ) is determined from
the equation
δ
 ΨS| ˆ H|ΨS 
 ΨS|ΨS 
= 0 or, equivalently δ ΨS| ˆ H|ΨS  − ǫδ ΨS|ΨS  = 0 (58)
Substituting relation (57) into (58) we get an integral equation for f(θ)
2π  
0
h(θ′ − θ)f(θ)dθ − ǫ
2π  
0
n(θ′ − θ)f(θ)dθ = 0 (59)
where
h(θ′ − θ) =  ψ(θ′)| ˆ H|ψ(θ)  and n(θ′ − θ) =  ψ(θ′)|ψ(θ)  (60)
are functions only of diﬀerences between angles. The integral equation (59) has solutions
f(θ) = Ceimθ, with an arbitrary constant C and integer parameter m. If we insert this f(θ)
into (59), and make substitution of variables θ′ − θ = ξ, we get
eimθ′


θ′  
θ′−2π
h(ξ)e−imξdξ − ǫm
θ′  
θ′−2π
n(ξ)e−imξdξ

 = 0. (61)
The functions h(ξ) and n(ξ) are periodic in ξ with period 2π; therefore, the two integrals
in (61) are just scalar numbers and, provided the parameter ǫm is chosen as
ǫm =
2π  
0
h(θ′)e−imθ′
dθ′
2π  
0
n(θ′)e−imθ′dθ′
, (62)
the left and right hand sides of the equation (61) become identical. Thus, functions f(θ) =
Ceimθ are indeed solutions of (59). Moreover they form a complete orthogonal basis, and
therefore there is no other solutions to equation (59). As a result, the symmetry-restored
wave function can be written as
|ΨS(r)  =
1
2π
2π  
0
dθeimθ|ψ(θ,r) . (63)
If we take into account the properties of the angular momentum operator, namely that
operator of angular momentum is a generator of rotations,
|ψ(θ,r)  = e−iθˆ L|ψ(0,r)  = ˆ R(θ)|ψ(0,r) , (64)
31the symmetric wave function can be represented in the form
|ΨS(r)  =
1
2π
2π  
0
dθeiθ(m−ˆ L)|ψ(0,r)  = ˆ Pm|ΨMF(r)  (65)
Thus, multiplying the wave function |ψ(θ,r)  with the weight f(θ) = eimθ/2π and carrying
out the integration is equivalent to applying the projection operator
ˆ Pm =
1
2π
2π  
0
dθeiθ(m−ˆ L) = δ(m − ˆ L) (66)
which extracts from the function |ψ(0,r)  only states with a given angular momentum
ˆ L = m. The wave function |ΨS(r)  gives an energy lower than the energy of |ψ(θ,r) . To
see why the operation of projection lowers the energy, we can expand the mean ﬁeld wave
function |ΨMF(r)  = |ψ(0,r)  in terms of the eigenfunctions ψm(θ) =  θ|m  = eimθ/
√
2π of
angular momentum, namely
ΨMF(r) =
 
m
am(r)ψm(θ) (67)
Then, since, the wave functions ψm with diﬀerent indices m are orthogonal, we can express
the matrix elements as a sum of squares of absolute values of amplitudes am:
 Ψ| ˆ H|Ψ  =
 
m
ǫm|am(r)|2 = ǫ0n0 + ǫ1n1 + ǫ2n2 + ... (68)
 Ψ|Ψ  =
 
m
|am(r)|2 = n0 + n1 + n2 + ..., (69)
where ǫ0,ǫ1,ǫ2,... are the energies for states with diﬀerent angular momenta. Thus, energy
of the unprojected wave function is
EMF =
 ΨMF| ˆ H|ΨMF 
 ΨMF|ΨMF 
=
ǫ0n0 + ǫ1n1 + ǫ2n2 + ...
n0 + n1 + n2 + ...
(70)
On the other hand, the energy of the projected state is
ES(m) =
 ΨS| ˆ H|ΨS 
 ΨS|ΨS 
=
  ˆ PmΨ| ˆ H| ˆ PmΨ 
  ˆ PmΨ| ˆ PmΨ 
=
 Ψ| ˆ H| ˆ PmΨ 
 Ψ| ˆ PmΨ 
= ǫm (71)
where we used the fact that the projection operator Pm commutes with the Hamiltonian of
the system, i.e. Pm ˆ H = ˆ HPm, and that P2
m = Pm. If we assume that wave function with
angular momentum m has the lowest energy, then from inequality
ǫm(n0 + n1 + n2 + ... + nm + ...) < ǫ0n0 + ǫ1n1 + ǫ2n2 + ... + ǫmnm + ... (72)
32we conclude that energy of projected ground state function is smaller than energy of un-
projected function ES(m) < EMF.
The energy, obtained by minimization of the expectation value of the energy of an
arbitrary trial wave function is, according to the variational principle, an upper bound to
the true ground state energy. Thus the minimization with projected wave function gives
not just smaller energy, but one, which is closer to the true ground state energy than the
energy obtained by varying the unprojected wave function.
The projection of the wave wave function can be done in two diﬀerent ways. One
can minimize the expectation value of energy using unprojected wave function, and then,
perform the operation of projection, and calculate the energy of projected wave function.
This approach is called minimization before projection (MBP). The second way, which is
known as minimization after projection (MAP), is to use the energy of the projected wave
function during minimization. This requires the projection to be carried out at every step
of minimization procedure and, therefore takes more time, but energies obtained are better
than obtained by the ﬁrst method.
2.10 Two-step method versus other methods.
Earlier attempts [26, 27, 28] to describe the systems of few bosons in the rotating frame of
reference were inspired by the success of the theory of integer and fractional quantum Hall
eﬀect. The main idea behind these attempts was to apply the concepts and the methods
previously used for highly correlated electrons in strong magnetic ﬁeld to the systems of
highly correlated trapped bosons in rotating frames. In these works, the system of trapped
bosons is considered in the limit of rapid rotation, i.e., when all particles are restricted to
the lowest Landau level. Limit of rapid rotation corresponds to angular frequencies Ω that
are close to the frequency of harmonic conﬁnement ω0. In this limit external potential is
almost canceled by the centrifugal potential of rotation. Taking into account only the lowest
Landau level, and neglecting all other levels, considerably simpliﬁes the problem for such
methods as exact diagonalization, or Hartree Fock. Further simpliﬁcations are achieved by
constructing explicit relations for many-body wave functions, based on general principles of
33symmetry and taking into account speciﬁc properties of the interaction potential between
particles. The many-body wave function, used by the authors of [26, 27, 28], has the general
form
Φν(z1,...,zN) = P(z1,...,zN)
 
k
e−|zk|2/4l2
B (73)
where P(z1,...,zN) is an homogeneous function of the atomic coordinates zk = xk + iyk.
Due to the symmetry properties of the bosonic wave function, function P(z1,...,zN) should
be symmetrical under interchange of coordinates of any two particles. For the hard-core
bosons P(z1,...,zN) is usually chosen in the form
P(z1,...,zN) = Q(z1,...,zN)
 
i<j
(zi − zj)2m (74)
where Q(z1,...,zN) is some totally symmetric homogeneous polynomial of coordinates
z1,...,zN, and m is an integer number. Relation (74) is chosen in such way in order to
make all formulas for boson similar to the formulas for fermions. The wave function (73),
(74) is symmetric and it becomes zero if coordinates of any two particles are the same. This
property of the wave function correctly reﬂects the fact that bosons are strongly repelling
and, as a result, avoid each other. The ground state of the system, which is the state with
the lowest possible total angular momentum has Q(z1,...,zN) = 1, and mathematically
is the same as Laughlin wave function for bosons in the fractional quantum Hall eﬀect for
ﬁlling factors ν = 1/2m:
Φ2m(z1,...,zN) =
 
j<k
(zj − zk)
2m exp
 
−
1
4l2
B
 
i
|zi|2
 
(75)
Notice that analogies between fermions and bosonic systems were explicitly introduced on
the stage of building the anzats of the many-body wave function. Function (75) describes
bosons in the limit of strong repulsion, but it may not be accurate if repulsion is not very
strong when there still exist some nonzero probability of the particles to occupy the same
orbital.
The more general theory that takes into account other forms of many-body wave function
of the ground state is a theory of composite bosons. In this theory, like in the theory
34of composite fermions, strongly interacting particles in high magnetic ﬁeld (or at high
frequencies of rotation Ω ∼ ω0) transform into a new kind of weakly interacting particles in
a weaker eﬀective magnetic ﬁeld (smaller frequencies of rotation). Bosons transmute into
composite bosons by capturing 2m vortices because that is how they screen the repulsive
interaction between them. The interaction between composite bosons is weak because most
of the interaction was screened out. The many-body wave function of the ground state is
given by the relation
ΦCB
2m,L(z1,...,zN) = ˆ PLLL
 
j<k
(zj − zk)
2m Ψ0
ν∗,L∗ (76)
here Ψ0
ν∗,L∗ is the wave function of N noninteracting bosons of total angular momentum
L∗ = L − 2mN(N − 1); it is constructed from the Darwin-Fock orbitals ψp,l(z), where p is
the principal quantum number, and l is an angular quantum number. To take into account
Bose statistics, the product of single-particle orbitals should be properly symmetrized so
that interchange of coordinates of any two particles will not change the wave function. In
fact, wave function Ψ0
ν∗,L∗ can be written as a permanent of the single particle orbitals.
Factor q(z1,...,zN) =
 
j<k
(zj − zk)
2m, in front of the Ψ0
ν∗,L∗, which is called in the
literature “Jastrow factor”, is introduced to represent strong repulsion between particles.
For any integer number m this factor is a totally symmetric function of coordinates zi,
and it can be viewed as the consequence of the attachment of 2m vortices to each boson
Ψ0
ν∗,L∗ to convert it into composite boson. Whereas in the limit of rapid rotation all bosons
occupy lowest Landau level, the composite bosons may occupy several Landau levels. The
ﬁlling factor for composite bosons is related to the ﬁlling factor of real particles via ν =
ν∗/(4mν∗ +1). The projection operator ˆ PLLL was introduced to guarantee that composite
boson is restricted only to the lowest Landau level (in general function Ψ0
ν∗,L∗ is not in the
lowest Landau level).
Laughlin-type state (75) is an exact ground state for the particles interacting via short-
range potential in the lowest Landau level [29]. The situation with the composite boson
wave function is similar. For long-range interactions, like Coulomb interaction, the Laughlin
state or composite bosons wave function are just approximations to the real wave function.
35This means that Laughlin and composite bosons wave function are good only for qualitative
description of the system, but cannot be good quantitatively, especially for frequencies of
rotation not very close to the critical frequency. For Coulomb interactions one should use
other, better approximations.
Besides these diﬃculties of the Laughlin and composite boson theories, there is one more
problem, which was neglected and forgotten for a long time, but recently attracted attention
again. This problem is related to the validity of the lowest Landau level approximation. As
was noticed in the paper [30], the Lowest Landau Level approximation is valid only in the
weakly interacting regime. The criteria for the lowest Landau level approximation are, in
general, too restrictive. At high strengths of repulsion between particles energy levels from
other Landau levels can approach very close to the lowest Landau level and thus should not
be ignored. The importance of higher Landau levels can be estimated by comparing critical
frequencies of rotation for diﬀerent ground states. Using exact diagonalization method
authors of [30] found that for contact potential, critical interaction strength γc, at which
diﬀerences of the critical frequencies exceeds 10%, is of the order γ ∼ 1, and decreases with
the number of particles in the system. This means that for γ ≫ 1 Lowest Landau level
approximation becomes inappropriate.
In our two-step method many of these problems are avoided. We construct the many
body projected wave function from the displaced orbitals (48) or (56). Like the Laughlin
wave function or composite the boson wave function, our wave function has good angular
momentum. Unlike the case of the wave functions (75) or (76), we do not explicitly restrict
bosons from occupying the same orbital. The arrangement of atoms and values of the
overlaps of the orbitals are determined during variation and, therefore, should give a better
wave function, especially if the repulsion is very strong. Our wave function does not restrict
particles to the lowest Landau level. As shown in the Appendix C, unless the width of the
orbitals is equal to λ =
√
2lB (or λ =
√
2lΩ), the many body wave function always contains
contributions from higher Landau levels. Since the width of the orbitals is also a variational
parameter, our wave function will be more accurate at high strengths of repulsion than
wave functions (75) or (76).
362.11 Results of Calculations.
2.11.1 Neutral and charged bosons in the laboratory frame.
Let us ﬁrst consider a simple case of a system of N neutral bosons trapped in a harmonic
trap in the laboratory frame. The Hamiltonian of a such system is
ˆ H = −
~2
2me
 
∂2
∂x2 +
∂2
∂y2
 
+
me
2
ω0
2(x2 + y2) , (77)
The wave function of the system in this case can be taken to be real. The single-particle
orbitals according to the discussion in the previous chapter are approximated by simple
Gaussians
ψi(x,y) =
1
√
πλ2 exp
 
−
1
2λ2((x − Xi)2 + (y − Yi)2)
 
, (78)
and, therefore, the trial wave function of N bosons is automatically real. After substitu-
tion of the orbitals (78) into the expression for energy (24), and performing the variation
over parameters Xi,Yi and λ, we get an unrestricted mean-ﬁeld many-body wave function
|ΦUBHF  of the ground state. The single-particle density, which corresponds to this wave
function (see Appendix B), is shown in Fig. 8. Although Hamiltonian (77) is symmetric
toward rotation around the axis z (which intersects xy plane at the point (0,0)), the wave
function |ΦUBHF  does not have this circular symmetry and does not have good total an-
gular momentum. To restore the symmetry we have to perform a projection on the state
with given angular momentum. Since in the stationary frame without a magnetic ﬁeld both
clockwise and counterclockwise directions of rotation are equivalent, the ground state of
the system has zero angular momentum, and according to Eq.(63), the projected (PRJ)
Hartree-Fock wave function can be written as
|ΨPRJ(r)  =
1
2π
2π  
0
dθ|ΨUBHF(θ,r)  (79)
The expression for the energy of the projected function is according to (62)
EPRJ =
 ΨPRJ| ˆ H|ΨPRJ 
 ΨPRJ|ΨPRJ 
=


2π  
0
h(θ′)dθ′

/


2π  
0
n(θ′)dθ′

 , (80)
where h(θ) =  ΨUBHF(0)| ˆ H|ΨUBHF(θ)  and h(θ) =  ΨUBHF(0)|ΨUBHF(θ) . Energies of the
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Figure 6: Total energies of the system of six strongly interacting neutral and charged
bosons in harmonic trap as a function of interaction strength γ for various approximation
levels. Energies in units of ~ω0. The top ﬁgure shows results for neutral bosons. The lowest
energy conﬁguration for six neutral bosons is (1,5). Notation: RBHF/G - Restricted Bose-
Hartree-Fock energy, with the common orbital φ0 approximated by a Gaussian centered at
the trap origin. GP - Gross-Pitaevskii energy; PRJ - energy of the symmetry-restored state
obtained via projection of the unrestricted Bose-Hartree-Fock (UBHF) state. The bottom
ﬁgure shows results for charged bosons. The energies for the charged bosons are referred to
the classical energies of point charges in their equilibrium (1,5) conﬁguration.
38unprojected and projected wave function are shown in Fig.6. Notice that, as was proven
above, the energy of projected wave function is always smaller than the energy of the
unprojected wave function. For the stationary frame and without magnetic ﬁeld the gain
in the energy is not very large, but, we will see later that in the rotating frame (and for
magnetic ﬁeld) for the angular momenta which are not zero the gain in energies is larger. For
N = 6 it turns out that for both cases of the projected and unprojected wave function, the
ground state of the system corresponds to a (1,5) crystalline conﬁguration of the bosons, i.e.
there is one boson in the center and the remaining ﬁve bosons surround it, forming a regular
pentagon. The Gross-Pitaevskii energies are slightly smaller than the energies ERBHF/G of
restricted Bose-Hartree-Fock with a common orbital approximated by a Gaussian, this is due
to the self-consistent nature of GP solution: the shape of the Gross-Pitaevskii solution can
signiﬁcantly deviate from the Gaussian form at high repulsion strengths. As it can be seen
from Fig.6 for neutral bosons, both ERBHF/G and EGP exhibit unphysical behavior for high
repulsion strengths - i.e., energies of the restricted mean-ﬁeld methods diverge as γδ → ∞.
This behavior contrasts sharply with that of the unrestricted Hartree-Fock energies, EUBHF
and those of the projected states EPRJ, which saturate as γδ → ∞. In fact, a value close
to saturation is achieved already for γδ(γW) ∼ 10. We have checked that for all cases with
N = 2 − 14, the total energies exhibit similar behavior. The saturation of UBHF energies
is associated with the ability of the trapped bosons to minimize their energy of interaction
by occupying diﬀerent positions in space, thus minimizing their mutual overlap. For N ≤ 5
the preferred UBHF crystalline arrangement is a single ring [usually denoted as (0,N)].
N=6 is the ﬁrst case having one boson at the center and [designated as (1,N-1)] and the
(0,6) arrangement is a higher energy isomer. For numbers of particles N ≥ 8, the situation
becomes more complicated. The structure of the bosonic molecules in these cases cannot in
general be reduced to the series of the rings with symmetrical arrangement of the particles on
them. For strong enough interaction between atoms, they start to behave like impenetrable
circles with radius λ ∼ l0 and the problem of ﬁnding the optimal conﬁguration with the
lowest energy is similar to the problem of dense packing of circles on the 2D plane. The
saturation of energy of strongly interacting bosons is a manifestation of the fermionization
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Figure 7: Variationally determined widths (λ) and ring radii (a) for N = 6 harmonically
conﬁned 2D bosons as a function of (a) γδ and (b) γW, obtained according to various ap-
proximations. RBHF/G - corresponds to the restricted Bose-Hartree-Fock where the single
orbital is approximated by Gaussian. UBHF - unrestricted Bose-Hartree-Fock, particles
occupy diﬀerent orbitals modeled by shifted gaussians.
40phenomenon. The similar energy saturation has been shown in 1D for the Tonks-Girardeau
gas [10, 31]. Saturation of the energy and the length of the trapped atom cloud (and thus the
saturation of the interparticle distance) has been measured recently for the gas of neutral
atoms trapped in long cigar-shaped traps [4] (compare, in particular, Fig. 3 and Fig. 4 of
[4] with our ﬁgure 6).
For the Coulomb potential the displayed energies have been referenced to the classical
energy Ecl (plus zero point energy of noninteracting bosons) of six trapped point charges
in the (1,5) conﬁguration, since the total energy of a Wigner crystallite (independently of
whether it consists of bosons or fermions) is expected to approach the classical limit Ecl as
γW → ∞. We see again that ERBHF/G (i.e. restricted Hartree-Fock with a common orbital
in form of a Gaussian) diverges as γW → ∞. In contrast, the unrestricted HF energies grow
much slower and approach slowly to Ecl. We checked that a similar behavior is exhibited
by the total energies of N = 2 − 14 charged bosons.
In Fig.7 we display for the N = 6 bosons the radii of the polygonal rings a and width
λ of the Gaussian orbitals obtained in various approximations, as a functions of γδ (a)
and γW (b). For the contact potential in the RBHF/G approximation the width of the
orbital keeps increasing continuously as γδ → ∞ (this reﬂects the unsuccessful attempt of
the common orbital to minimize the mutual repulsion between the bosons by spreading
out as far as possible). In contrast, the unrestricted width λUBHF associated with the
displaced Gaussian orbitals (that corresponds to lower energies, see Fig.6) saturate to a
constant value. Similar behaviors are also exhibited by λRBHF/G and λUBHF in the case
of the Coulomb force, see Fig.7 (b). The radii a associated with the pentagonal ring of
localized orbitals, however, exhibit diﬀerent behavior depending whether the repulsive force
is a contact or a Coulomb one. In the Coulomb case, the radii aUBHF keep increasing with
γW approaching equilibrium radius of six classical point charges in a harmonic trap in the
(1,5) conﬁguration. In contrast, for a repulsive contact potential the radii aUBHF saturate to
a constant value ≈ 2l0 The diﬀerent behavior of the boson positions in the UBHF crystallite
is a natural consequence of the long-range character of the Coulomb potential versus the
short-range contact potential.
41(a)
(b)
(c)
(d)
Figure 8: Four single-particle densities for N = 6 2D harmonically trapped neutral bosons
with a contact interaction and γδ = 25. (a) Single orbital self-consistent Gross-Pitaevskii
wave function. This solution was obtained using fastest descent method. As strength of
repulsion increases, the wavefunction spreads out trying to minimize the total energy of
the system. Although GP wave function has the same symmetry as Hamiltonian (77), due
to the restriction that all orbitals should be the same, energy of the wave function is very
hight for high repulsion strengths. (b) Probability density of unprojected Bose-Hartree-
Fock wave function. The overlap between diﬀerent humps (orbitals) becomes negligible
for high repulsion strengths. The wave function does not have a circular symmetry of the
Hamiltonian, and therefore, does not have good angular momentum. (c) The projected
(symmetry-restored) wave function. The crystalline structure of the outer ring is now
hidden, but it can be revealed in the conditional probability distribution (see Fig. (d)).
Notice that the width of the projected wave function is smaller than the width of self-
consistent Gross-Pitaevskii wave function. (d) Conditional probability P(x|x0) distribution
for bosons in the trap, calculated using projected wave function. The observation point is
denoted by a black dot.
422.11.2 Bosons in rotating traps and under a magnetic ﬁeld.
Results of the previous paragraph are rather intuitive: bosons behave exactly in the same
way as we expect the classical particles should behave in the same situation. However, one
should keep in mind that our solution is not classical and that the wave function obtained
via our two-step method takes into account correlations beyond mean ﬁeld. The merits
of our approach will become obvious when we try to use our two-step method to build a
wavefunction of bosons in the rotating frame of reference or (if bosons are charged) in a
magnetic ﬁeld.
For applications, we consider two kinds of systems: bosons in the quasi-one dimensional
rotating rings and bosons in the rotating harmonic traps. Problem of bosons in a ring is
interesting for us because it is analogous to the well studied problem for electrons in the
ring-shaped quantum dots [32]. Ring structures with bosonic particles are recently being
realized in experiments [33]; however, at the present time, those ring traps are very big
and contain a large number of particles. There are some ideas, however, about how to
make smaller traps. For example, the authors of Ref. [34] propose a method to create a 1D
stack of ring traps through interference of two counter propagating beams with modulated
intensities.
In our calculations we assume that the potential of the ring trap has the functional form
U
(1)
ring(R) =
mω2
0
2
(R − R0)2. (81)
This speciﬁc functional form is such that the case of harmonic trap is just a limiting case
of this potential when the radius R0 of the ring is set to zero. The external potential
(81) is thus a generalization of harmonic potential. The potential (81) represents a soft-
walled ring. This ring can be destroyed by rotation. The angular velocity that destroys the
ring is Ω = ω0. As well as for the harmonic trap, one can introduce an oscillator length
l0 =
 
~/(mω0) and measure of energy in terms of ~ω0; then the only free parameter that
characterizes the ring is the dimensionless radius r0 = R0/l0.
A more general potential for the ring trap with radius r0 can be speciﬁed by the formula
U
(1)
ring(R) =
~ω0
2
(R − R0)n
ln
0
(82)
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Figure 9: Six bosons in the rotating harmonic trap and in the magnetic ﬁeld. 1(a,b,c)
Neutral bosons in the rotating trap. Interaction strength between particles is γδ = 50. 1(a)
graph shows the total energies of the system of six neutral bosons in (1,5) conﬁguration as a
function of rotation frequency. Inset shows magniﬁed region for small frequencies of rotation.
Energy curve consists from line segments. Each segment corresponds to diﬀerent angular
momentum of the system. 1(b) graph shows diﬀerences between energy of projected wave
function and energy of unprojected wave function. And the 1(c) graph shows absolute value
of the total angular momentum of the system. Angular momentum of the system grows
in steps. The height of each step is equal to the number of the bosons on the outer shell
of the bosonic crystallite. 2(a,b,c) Charged bosons in the harmonic trap in the external
magnetic ﬁeld. Interaction strength between particles is γW = 10. First graph shows the
total energy of the system as a function of cyclotron frequency. As well as for the case
of neutral bosons, energy curve consists from segments which correspond to diﬀerent total
angular momenta of the system. Unlike the case of rotating trap segments are not straight
lines, but are rather pieces of parabolas. Angular momentum again grows in steps. As well
as in the case of the rotating trap, angular momentum takes values that are the multiples
of the number of the particles in the outer shell of bosonic crystallite.
44h
Ε
/
 
 
 
ω
 
 
 
0
L
Z
h
Ε
/
 
 
 
ω
 
 
 
0
L
Z
h
 
 
 
0
Ε
/
 
 
 
ω
h
Ε
/
 
 
 
ω
 
 
 
0
δ γ
a) b)
γ W
(1a)
(1b)
(1c)
(2b)
(2a)
(2c)
PRJ E
PRJ−EUBHF E
PRJ−EUBHF E
PRJ E
L PRJ
L UBHF
L PRJ
L UBHF
 6
 8
 10
 12
 14
 16
 18
 12
 10
 8
 6
 4
 2
 0
 0  20  40  60  80
 0.0
−0.2
−0.4
−0.6
 100  0  1  2  3  4
 10
 0
 30
 20
 0.0
−0.1
−0.2
−0.3
 40
 10
 20
 30
 50
Figure 10: Six bosons in the rotating harmonic trap and in the magnetic ﬁeld. Repulsion
between bosons causes them to shift further from the center of the rotational symmetry of
harmonic trap. At certain values of the repulsions strength (at ﬁxed rotation frequency)
some states with nonzero angular momenta (namely, the states that have angular momenta
multiple to the number of particles in the outer shell of boson crystallite) become lower
than state with Lz = 0. The meaning of the graphs in each row of this ﬁgure is the same as
in the Fig.9. 1(a,b,c) Neutral bosons in the rotating harmonic trap. Frequency of rotation
of the trap Ω = 0.5ω0. Note that in case of neutral bosons growth of total energy and
angular momentum has tendency to saturation. 2(a,b,c) Charged bosons in the harmonic
trap in the external magnetic ﬁeld. Cyclotron frequency for the magnetic ﬁeld is equal to
the trapping frequency ωc = ω0.
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Figure 11: Eight bosons in the rotating ring-shaped trap and in the magnetic ﬁeld. The
meaning of the graphs in each row of this ﬁgure is the same as in the Fig.9. 1(a,b,c)
Neutral bosons in the rotating ring-shaped trap. 2(a,b,c) Charged bosons in the ring trap
in the magnetic ﬁeld. The ﬁgures for the ring trap look very similar to the analogous ﬁgures
for rotating frame. The only small diﬀerence between Fig.9 and this ﬁgure is that angular
momentum grows with the frequency of rotation and strength of magnetic ﬁeld faster.
For n ≫ 2 the walls of the potential become very steep and cannot be destroyed by rotation
at any frequency. If additionally l0/R0 → 0 the ring becomes quasi-one dimensional. The
problem of bosons trapped in a quasi-one dimensional potential has been considered often
in previous theoretical studies (see e.g. Ref. [35]). We, however, think that the soft-wall
potential (81) is more realistic, and in what follows we consider only this case.
As it can be seen from ﬁgures 9, 10 and 11, bosons in rotating harmonic trap and
in rotating soft-walled ring trap behave similarly. For rotating traps (both harmonic and
ring), the total energy diminishes with increasing rotation frequency (this is the eﬀect of
the centrifugal force); the energy curves in both cases consist from linear segments, each
46one associated with a given angular momentum L. The angular momentum of the system
is quantized and grows when the frequency of rotation increases. Quantization means that
angular momentum grows in steps. At small frequencies the angular momentum is equal
to zero and the system remains irrotational till some ﬁnite threshold frequency Ω∗. This
behavior is analogous to the eﬀect of superﬂuidity in condensates. When repulsion between
atoms is increased, range of zero angular momentum shrinks and the system switches to new
regimes (with nonzero total angular momentum). The energy curves for charged bosons in
a magnetic ﬁeld diﬀer from the energy curves for rotating traps. In a magnetic ﬁeld the
energy of the system grows as the ﬁeld increases and, instead of linear segments energy,
the curve consists from pieces of parabolas, each piece corresponding to a diﬀerent angular
momentum. The energy curves for ring and harmonic traps for bosons in a magnetic ﬁeld
look similar.
The diﬀerence between the behavior of bosons in a ring and harmonic trap is that, unlike
in the ring trap, where all particles are forced to be at the same distance from the center
of the trap, in the harmonic trap particles can form crystallite structures with particles
occupying positions at diﬀerent distance from the center of the trap. This diﬀerence shows
itself in the fact that for the ring trap, the angular momentum is always quantized in
steps of the total number of the particles in the system, whereas for the harmonic trap, the
quantization pattern is more complicated and deﬁned by the speciﬁc symmetry of crystalline
phase without direct connection to the total number of particles. As it is seen from Fig. 10,
an increase of the strength of interaction at constant frequency of rotation causes changes
in the total angular momentum of the system. This eﬀect is a result of the growth of the
size of the crystallite.
In the Fig. 12 we display the rotating Bose molecule and mean-ﬁeld Gross-Pitaevskii
ground-state energies of N = 6 strongly repelling (i.e., γδ = 50) neutral bosons in a harmonic
trap as a function of the reduced angular frequency of the trap (Figs 12(1a) and 12(1b))
and as a function of the repulsion strength (Figs. 12(2a) and 12(2b)). The Gross-Pitaevskii
curve (thin red line) remains well above the rotating Bose molecule curve (thick green line)
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Figure 12: Properties of Gross-Pitaevskii solutions (thin solid red line) versus those of
rotating Bose molecule wave functions (thick solid green line) for N = 6 neutral bosons in
harmonic trap. Figures (1a) and (1b) show ground state energies and associated angular
momenta as a function of the reduced rotational frequency Ω/ω0 for the interaction strength
γδ = 50. Figures (2a) and (2b) show the same properties as a function of repulsion strength
for ﬁxed rotating frequency Ω/ω0 = 0.85
in the whole range 0 ≤ Ω/ω0 ≤ 1 and 0 < γδ ≤ ∞. The rotating Bose molecule ground-
state angular momenta exhibit again the periodicity in steps of ﬁve units [Figs.12(1b) and
12(2b)]. As expected, the Gross-Pitaevskii total angular momenta are quantized [Lz = 0
(no-vortex) or Lz = 6 (one central vortex)] only for an initial range 0 ≤ Ω/ω0 ≤ 0.42.
For Ω/ω0 ≥ 0.42, the Gross-Pitaevskii total angular momentum takes non-integer values
and ceases to be a good quantum number, reﬂecting the broken-symmetry character of the
associated mean ﬁeld, with each kink signaling the appearance of a diﬀerent vortex pattern
of p-fold symmetry (p = 1,2,3,4,...) [36].
The energetic superiority of the RBM wave function over the GP solution demonstrated
in Fig.12 was to be expected, since we considered the case of strongly repelling bosons.
Unexpectedly, however, for a small number of neutral bosons the energetic advantage of the
48RBM persists even for weakly repelling bosons, as illustrated in Fig. 12(2a). Indeed, Fig. 12
(2a) displays the rotating Bose molecule (thick solid green line) and Gross-Pitaevskii (thin
solid line; online red) ground-state energies for N = 6 neutral bosons in a trap rotating
with Ω/ω0 = 0.85 as a function of the interaction parameter γδ. The surprising result
in Fig.12(2a) is that the Gross-Pitaevskii curve remains above the rotating Bose molecule
curve even for γδ → 0. Of course the RBM wave function is very close to that of a BEC
without vortices when γδ → 0 (BECs without vortices are approximately feasible for small
N). However, for small N, our results show that BECs with vortices (i.e., for Lz ≥ N) are
not the preferred many-body ground states; instead, formation of RBMs is favored. Note
that the energy diﬀerence EGP − EPRJ increases rapidly with increasing γδ, reﬂecting the
fact that the RBM energies saturate (as is to be expected from general arguments), while
the GP energies (even with vortices fully accounted for) exhibit an unphysical divergence
as γδ → ∞; we have checked this trend up to values of γδ = 100 (not shown). Of interest
again is the fact that the RBM and GP ground-state angular momenta [Figs.12(1b) and
12(2b)] exhibit a diﬀerent behavior.
Figure 13: (a) Gross-Pitaevskii (BEC) single particle density at Ω/ω0 = 0.65 having seven
vortices with a six-fold symmetry (thus exhibiting breaking of the circular symmetry).
(b) Rotating Bose molecule single particle density at Ω/ω0 = 0.65 which does not break
the circular symmetry. (c) Conditional probability density of the rotating Bose molecule
at Ω/ω0 = 0.65 revealing the intrinsic (1,5) crystalline pattern. The white dot denotes
the observation point r0. Note the dramatic diﬀerence in spatial extent between the Gross-
Pitaevski and rotating Bose molecule wave functions [compare (a) with (b) and (c). Lengths
in units of l0. The vertical scale is the same for (b) and (c), but diﬀerent for (c).
49Figure 14: Single-particle densities and CPDs for N = 8 bosons in a rotating ring trap with
Ω/ω0 = 0.2 and γδ = 50. Radius of the ring R0 = 3. (a) Gross-Pitaevskii single particle
density. (b) Unrestricted Bose-Hartree Fock single particle density exhibiting breaking of
the circular symmetry. (c) rotating Bose molecule single particle density exhibiting circular
symmetry. (d) conditional probability density for the rotating Bose molecule wave function
[PRJ wave function, see Eq. (63)] revealing the hidden point-group symmetry in the intrinsic
frame of reference. The observation point is denoted by a white dot. The rotating molecule
ground-state angular momentum is Lz = 16. Lengths in units of l0. The vertical scale is
the same for (b), (c), and (d), but diﬀerent for (a).
2.12 Summary.
In conclusion, we have introduced (and studied the ground-state properties of) a varia-
tional many-body wave function for repelling bosons in rotating traps that incorporates
correlations beyond the Gross-Pitaevskii mean-ﬁeld approximations. This variational wave
function describes rotating boson molecules, i.e., localized bosons arranged in polygonal-
ring-type patterns in their intrinsic frame of reference. For small numbers of neutral bosons,
and in particular in the case of GP vortex formation, the RBM ground-state energies are
lower than those associated with the corresponding Gross-Pitaevskii BEC solutions. Given
the large diﬀerences between the properties of the RBM and BEC wave functions (which be-
come more pronounced for larger interaction parameter γδ), and the recently demonstrated
ability to experimentally control γδ [36, 37, 38, 4], we anticipate that our results could be
50tested in experiments involving rotating optical lattices. Detection of RBMs could be based
on a variety of approaches1, such as the measurement of the spatial extent [contrast the
RBM and BEC spatial extents in Figs.14(a)-14(b)], or the use of Hanbury Brown-Twiss-type
experiments [39] to directly detect the intrinsic crystalline structure of the RBM.
1A more detailed discussion on possible detection approaches of strongly correlated bosonic states is given
in N. Barberan et al. cond-matt/0603200
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THERMOPOWER OF LUTTINGER LIQUID.
3.1 Electrons in a one-dimensional conductor.
Theory of metals is one of the most successful theories in condensed matter physics. Al-
though interactions between electrons in the metal are strong, as well as the interactions
between electrons and atoms of a crystal lattice, it is still possible to use relatively simple
models to describe many phenomena. Bulk metals are usually described either within the
approximation of a free Fermi gas or within the model of a Fermi liquid. The Fermi gas
model is used for metals with weakly correlated electrons. In this model electrons are viewed
as free particles. Fermi liquid theory describes metals with strongly correlated electrons.
This theory is based on a conjecture of ”electron” and ”hole” quasiparticles that evolve
from electrons and holes of a Fermi-gas upon adiabatically turning on interactions. These
electron/hole quasiparticles are in one-to-one correspondence with bare electrons, have the
same charge and obey Fermi-Dirac statistics.
One-dimensional metals are diﬀerent. In one dimension the Fermi surface is just two
points ±kF. In this case one can translate one end of the Fermi surface to the opposite
end by adding a single wave vector ±2kF. If the reciprocal vector of the crystal lattice is
equal to 2kF, the system becomes unstable. This instability leads to modulation of the
particles density, accompanied by displacements of the crystal lattice, and to opening of the
gap in the single-electron density of states at the Fermi level so that the system becomes
insulating. If the reciprocal crystal lattice is incommensurate to the vector 2kF properties
of the 1D Fermi gas are still very diﬀerent from the properties of the Fermi gas in higher
dimensions. There are several reasons for these diﬀerences.
At ﬁrst, the elementary excitations in a 1D metal cannot be the same as in higher dimen-
sions. This fact follows from conservation laws in one dimension. To excite an electron-hole
pair with the total momentum q one needs to create an electron above the Fermi level with
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Figure 15: Spectrum of energies for electron-hole excitations. The distinctive feature of
the resulting excitation diagram Fig. 15 is absence of the low-energy electron-hole pairs
with wave numbers 0 < q < 2kF (in higher dimensions this region is ﬁlled in). Because of
the linear one-particle dispersion near the Fermi level, the pairs have narrow, quasiparticle-
like dispersion near zero momentum: they can propagate coherently with the same group
velocity. Any weak particle-hole interaction has a dramatic eﬀect - it will bind the pair into
a new particle - the bosonic excitation.
wave number ke and a hole with wave number kh = ke − q. The energy of the electron
relative to the Fermi level is ε = k2
e/2m − εF, and the energy of the hole ε = εF − k2
h/2m.
The total energy, which is a sum of electron and hole energies can take on a range of values,
depending on the value of the wave vector q of the pair. The distinctive feature of the
resulting excitation diagram (Fig.15) is the absence of the low-energy electron-hole pairs
with wave numbers 0 < q < 2kF (in higher dimensions this region is ﬁlled in). The sec-
ond reason for very special behavior of electrons in 1D is related to the statistics of the
particles. Electrons are fermions and, therefore, they obey the Pauli principle, i.e. they
cannot occupy the same location. For the case of a one-dimensional electrons this means
that they are unable to pass each other to exchange places. Suppose that we excite one
electron in the system, the excited electron will move till it collides with another electron.
Since electrons move along the same line, as a result of the collision the ﬁrst electron will
53transfer its momentum to the second electron, and decelerate, while the second electron
will accelerate. The second electron, in turn, will move till it collides with next electron on
the line etc. Thus, the one-particle excitations in 1D quickly decay, turning into collective
excitations, similar to sound waves in elastic media.
3.2 Realization of one-dimensional systems.
The real samples are three-dimensional. But if the size of a sample in some direction becomes
comparable to the Fermi wavelength L ∼ λF of the electrons, then the motion of electrons
along that direction becomes quantized. The spacing between energy levels of the discrete
spectrum increases when the size of the sample becomes smaller. If the temperatures are
very low and the size of the sample in some direction is suﬃciently small, there will be
no motion in that restricted direction and the system becomes eﬀectively two-dimensional.
If a sample has its two dimensions comparable to the Fermi wavelength, then the system
becomes eﬀectively one-dimensional.
There are several systems where the motion of electrons is restricted to one or two
dimensions. One class of such systems is semiconductor heterostructures with modulated
doping. Most popular of these are GaAs/AlxGa1−xAs heterostructures. Both materials
AlGaAs and AlGaAs are semiconductors, but AlGaAs semiconductor has a larger band
gap than GaAs. When these two materials are connected together in one piece, the system
becomes unstable and to restore the equilibrium some electrons should go from AlGaAs to
GaAs. The motion of electrons from AlGaAs to GaAs is stopped by electrostatic attrac-
tion by positively charged ionized donors in the AlGaAs. As a result of these processes, the
band structure in both materials becomes distorted near the interface and forms a narrow
and deep potential well for conducting electrons. Some ﬁnite number of the conducting
electrons becomes trapped in this well between two semiconductors, forming a narrow con-
ducting layer with relatively high concentration of carriers. The motion of the electrons in
this layer is two-dimensional. To reduce scattering of conducting electrons in the layer the
doped AlGaAs is additionally separated from the GaAs by an undoped AlGaAs layer. The
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Figure 16: Two-dimensional electron gas. Fig.(a) shows a schematic cross sectional view of
a gallium arsenide heterojunction, which is composed of layers of dissimilar semiconductor
materials GaAs and AlGaAs. Doped AlGaAs is separated from the GaAs by the layer of
undoped AlGaAs, the spacer layer, to reduce recombination scattering of the electrons of
the 2DEG from the donors. The negatively charged split-gate electrodes are put on the
top of the heterostructure to produce narrow quasi-one-dimensional conducting channels.
Fig.(b) is the energy band diagram of this heterostructure. Due to exchange of the electrons
between semiconductors, energy bands in both materials are distorted at the interface.
The conduction electrons become trapped in the narrow potential well, producing a two-
dimensional electron gas.
conductivity electrons in the layer between semiconductors have low eﬀective mass, high mo-
bility, large mean free path and large Fermi wavelength. The narrow quasi-one-dimensional
conducting wire can be constructed out of a two-dimensional electron gas by constriction of
motion within the conducting layer laterally using various techniques such as electron-beam
lithography [40], ion-beam exposure [41], etching [42], split-gate technique [43, 44], etc. In
the split-gate technique a pair of parallel electrodes (the gate) is attached on the top of the
heterostructure (see Fig.16). A negative voltage applied to the gates depletes electrons in
the two-dimensional layer under the electrodes, leaving the central part of the 2DEG unde-
pleted. Varying the voltage of the gates will change the width of the 2D conducting channel.
When the width of the 2DEG stripe becomes comparable to the Fermi wavelength, the the
motion of the electrons in the lateral directions becomes quantized. For suﬃciently high
voltages of the gates motion of electrons in the lateral directions becomes impossible, i.e.
electrons can move only in the direction parallel to the electrodes. Further increase of the
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Figure 17: Quantum Hall edge states. Figure (a) shows the single-electron energy spectrum
given by Eq.(85). The wave function with wavevector k in the x direction is localized about
y0 = k~/(mωc). The red dots indicate edge states at the Fermi level. Figure (b) shows
the top view of the sample. Red lines with arrows show positions of edge states in the
sample and direction of the electron propagation. Electron-electron interactions modify the
velocities of the electrons in the edge states, but not the direction of their motion. Figure
(c) demonstrates a popular experimental setup. The opposite edge states can be brought
together by electrostatically charged gates, which makes it possible to study tunneling of
Quantum Hall quasiparticles between edges and backscattering processes in one-dimensional
quantum wires.
voltage will pinch-oﬀ the conducting channel. Another class of systems that demonstrate
quasi-one dimensional behavior of the electrons are the quantum Hall edge states. The
quantum Hall edge states are produced by placing a two-dimensional electron gas into the
strong magnetic ﬁeld. The mechanism of formation of edge states can be easily understood
for noninteracting electrons [45]. Consider a sample in the form of an inﬁnite stripe along
the axis x. The magnetic ﬁeld B is taken in the z direction, perpendicular to the plane
of the sample. The Hamiltonian of the particle in the noninteracting electron gas in the
Landau gauge can be written in the form
H =
1
2m
 
px +
e
c
By
 2
+
1
2m
p2
y + V (y) (83)
where V (y) is the conﬁning potential of the stripe. For slow varying potentials V (y), the
56eigenfunctions of the Hamiltonian (83) can be approximately written as
ψ(x,y,t) =
1
2π
ei(kx−Ekt)Φn
 
y −
k~
mωc
 
(84)
where Φn(x) are the eigenfunctions of the harmonic oscillator, and k = kx is the momentum
along the stripe in the x direction. Notice that the wave function (84) with the momentum
k is localized near the point y0 = k~/(mωc). States with higher momenta k are conﬁned
closer to the edges of the sample. The functions (84) correspond to the energies
Ek = ~ωc
 
n +
1
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+ V
 
k~
mωc
 
. (85)
The energy levels (85) are sketched in Fig.17. States with small momenta k are located
near the middle of the sample and have energies far from the Fermi level. These states do
not aﬀect thermodynamic or transport properties of the system. On the other hand, as
shown in Fig. 17 , near the boundaries of the sample, bulk Landau levels are pushed up by
the conﬁning potential and cross the Fermi level. States that correspond to the momenta
k = kF, such that EkF = EF are conﬁned near the opposite edges of the sample, and are
responsible for low-lying gapless excitation of the system. These states come in pairs - two
states per each bulk Landau level. Each state carries a current. One can consider these
states as one-dimensional chiral conducting channels. Since counter-propagating states are
located near the opposite edges of the sample, the backscattering on the impurities and
irregularities is weak. While a quantum wire, created by a split-gate technique, must be
extremely clean, the quantum Hall edge states are relatively insensitive to disorder. This
makes edge states an ideal system for the study of quantum transport in one dimension.
The third remarkable realization of one-dimensional quantum wires are carbon nan-
otubes. Carbon nanotubes are the large cylindrical carbon structures which belong to the
family of fullerenes. The diameter of the carbon nanotubes is approximately 1nm and
the length can be many times larger. There are diﬀerent kinds of nanotubes. The sim-
plest single-walled nanotube can be viewed as a one-atom-thick layer of graphite (called
graphene) wrapped into a seamless cylinder. The graphene sheet can be wrapped into a
cylinder in many diﬀerent ways. The way the graphene sheet is wrapped is represented
57by a pair of indices (n,m). Integers n and m are the numbers of primitive translation vec-
tors of the honeycomb lattice of graphene. Depending on the combinations of numbers m
and n, a carbon nanotube will have either semiconductor or metallic electronic structure.
For a given (n,m) nanotube, if 2n + m=3q (where q is an integer), then the nanotube
is metallic, otherwise the nanotube is a semiconductor. In particular, carbon nanotubes
with m = n are conductors. The current in the single-walled metallic nanotube is car-
ried by a pair of one-dimensional subbands. Carbon nanotubes were discovered by Iijima in
1991 [46]. Experimentally, carbon nanotubes are produced by the carbon-arc technique [47],
laser vaporisation of cobalt-nickel graphite targets [48], and chemical vapor deposition [49].
Nanotubes are very stiﬀ structures, with very few defects and almost no phonons. These
properties make them nearly ideal 1D conductors.
3.3 Model description of fermions in 1D. Bosonization.
There are many models of interacting fermions in one dimension. One of them is the very
famous 1D Hubbard model. The Hamiltonian of the Hubbard model, written in second
quantization notation, is
ˆ H = −t
 
iσ
 
a+
i,σai+1,σ + a+
i+1,σai,σ)
 
+ U
 
i
ni↑ni↓ . (86)
in this model electrons hop between Wannier states of neighboring lattice sites. Operators
a+
i,σ and ai,σ are creation and annihilation operators for electrons on the lattice site i with
spin projection σ, and niσ = a+
i,σai,σ is the electron density on the site i. The ﬁrst term
corresponds to the tight-binding model of the regular band theory, the coeﬃcient t is called
the “hopping rate”. One can diagonalize the ﬁrst term of the Hamiltonian (86) in the basis
of plane waves and ﬁnd the dispersion relation for electrons Ek = −tcos(k) for momentum
−π < k < +π. The Fermi velocity is thus equal to VF = tsin(kF). The second term of
Eq.(86) describes interaction between electrons. It says that electrons interact only if they
occupy the same site. Parameter U in Eq.(86) is the energy of on-site interactions between
electrons. The Hubbard model was ﬁrst solved exactly by Lieb and Wu [50] using the
Bethe Ansatz method. However, the wave functions they obtained are very complicated,
and hardly can be used for calculation of anything useful. Only in the limiting cases of
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Figure 18: Single particle dispersion relation for Luttinger model. The dispersion relation
of the Luttinger model consists of two branches, (shown in red and blue). Momentum
in each of two branches can take any values from plus to minus inﬁnity, which leads to
appearance of unphysical states (dashed red and blue lines).
very large or very weak on-site repulsion, wave functions can be made simple enough for
calculation of correlation functions and other quantities.
The Luttinger liquid model is another exactly solvable model, which describes interacting
one-dimensional fermions. It was introduced in 1963 by Luttinger [51] and solved in 1965
by Mattis and Lieb [52]. Unlike the Bethe Ansatz solution for the Hubbard model, the
solution of the Luttinger model is simple enough to allow calculation of diﬀerent physical
quantities. The initial solution by Mattis and Lieb was improved by Haldane [53], who
found an elegant bosonic representation for fermionic operators. Bosonic treatment not
only makes calculations simpler, but also clariﬁes physics of the phenomena under study.
The Luttinger Liquid model is based on several approximations. In the Luttinger model
the dispersion relation of fermions ε(k) is linearized around the Fermi points ±k, and, in
addition, the Luttinger liquid considers unconstrained momentum −∞ < k < +∞. These
approximations are justiﬁed by the fact that we are interested in low-energy excitations of
the system. These excitations cannot involve the states far away from the Fermi surface.
The dispersion relation now contains two disconnected branches (see Fig 18). One of the
59branches corresponds to right-moving electrons (red) and the other (blue) - to the left-
moving electrons. Thus the Hamiltonian of the one-dimensional free electrons within the
Luttinger model approximations can be written in the form
H0 = VF
 
mr
(rkm − kF) : C+
mrCmr : (87)
where now C+
mr and Cmr are the creation and annihilation operators of the electrons with
momentum km (for a ﬁnite system of length L, momentum k is quantized, km = 2πm/L,
m = 0,±1,±2,...). Index r = ±1 labels two branches of the dispersion relation. Electrons
on the branch r = +1 move with velocity VF, and electrons on the branch r = −1 move
with velocity −VF. Double points : ... : around operators denote normal ordering, i.e.
: ˆ A ˆ B ... ˆ Z := ˆ A ˆ B ... ˆ Z −   ˆ A ˆ B ... ˆ Z 0 . (88)
The normal ordered expressions of operators have zero expectation values in the ground
state. The Fourier components of the particle density operators for right and left moving
electrons (q = 2πl/L)
ρr(q) = ρlr =
 
m
: C+
m+l,rCm,r :=

  
  
 
m
C+
m+l,rCm,r, (l  = 0)
Nr ≡
 
m
(nmr −  nmr 0), (l = 0)
(89)
obey Bose type commutation relations (that can be checked by straightforward calculations
using anticommutation properties of fermion operators).
 
ρr(q),ρr′(q′)
 
= δrr′δqq′
rqL
2π
(90)
In addition to the relation (90), the noninteracting Hamiltonian (87) obeys the commutation
relation
[H0,ρr(q)] = VFrqρr(q) (91)
this relation means that states created by operators ρr(q) are the eigenstates of the Hamil-
tonian H0 with energies rVFq. One can use this property to express the Hamiltonian (87)
in terms of the density operators
H0 =
πVF
L
 
q,r
ρr(q)ρr(−q) (92)
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Figure 19: Types of interactions between electrons. The ﬁrst two diagrams describe forward
scattering processes, when electrons exchange small momentum q ≈ 0 and after interaction
continue their motion in the same directions. The third diagram describes backscattering
process. In the last case q ≈ 2kF, and electrons change to the opposite direction of motion.
Both representations fermionic (87) and bosonic (92) are absolutely equivalent. While
fermionic description becomes very complicated when interaction between particles are in-
troduced, description of the system in terms of bosonic operators remains simple. To write
the Hamiltonian which describes interaction between fermions we should take into account
the processes of forward and backward scattering (see Fig.19). Forward scattering of elec-
trons which belong to the same branch, i.e. processes of the type (kF,kF) → (kF,kF) are
described by the term
H
(a)
int =
1
2L
 
q,r
g(a)(q)ρr(q)ρr(−q) (93)
Forward scattering of electrons from diﬀerent branches, i.e. processes (kF,−kF) → (kF,−kF)
are described by the term
H
(b)
int =
1
2L
 
q,r
g(b)(q)ρr(q)ρ−r(−q) (94)
where g(a)(q) and g(b)(q) are the Fourier transforms of a real space interaction potential.
Since forward scattering involves small momentum transfer, one can in many cases neglect
q dependence of g(a)(q) and g(b)(q), and use a q independent parameters g(a) = g(a)(0) and
g(b) = g(b)(0). There are also possible backward scattering processes, (see Fig. 19c) when
electrons exchange branches, i.e. processes of the type (kF,−kF) → (−kF,kF). In the case
of spinless electrons, the corresponding interaction term in the Hamiltonian can be written
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H
(c)
int =
1
2L
 
k1,k2
 
q,r
g(c)(q) C+
r (k1 − 2kF − q)C+
−r(k2 + 2kF + q)Cr(k1)C−r(k2). (95)
Now, if we take into account relations C+
R(k1−2kF −q) = C+
L(k1−q) and C+
L(k2+2kF +q) =
C+
R(k2 + q), the equation (95) can be rewritten in the form
H
(c)
int =
1
2L
 
k1,k2
 
q,r
g(c)(q) C+
−r(k1 − q)C+
r (k2 + q)Cr(k1)C−r(k2). (96)
If we introduce ne variable Q = q − (k1 − k2), then (95) becomes
H
(c)
int =
1
2L
 
k1,k2
 
Q,r
˜ g(c)(Q) C+
r (k1 + Q)Cr(k1)C+
−r(k2 − Q)C−r(k2) = (97)
=
1
2L
 
Q,r
˜ g(c)(Q) ρr(Q)ρ−r(−Q) (98)
where ˜ g(c)(Q) = g(c)(k1 − k2 + Q) ≈ g(c)(2kF + Q). Comparing Eqs. (94) and (98), we see
that the backward scattering term can be written in the same form as forward scattering
terms and, therefore, does not constitute a new type of interaction. (Unfortunately, for
electrons with spin, backward scattering cannot be rewritten in the same form as forward
scattering, however, renormalization group techniques show that even in this case backward
scattering is irrelevant for repulsive electron-electron interactions and therefore does not
result in any new physics). Besides forward and backward scattering processes there is
also a process called “Umklapp scattering”, when two particles, which move in the same
direction are scattered into the opposite direction. Umklapp scattering makes the Luttinger
model unsolvable, but, similar to the backward scattering, renormalization group analysis
shows that this process is an irrelevant perturbation (and does not aﬀect the low-energy
physics of the Luttinger Liquid). The total Luttinger Liquid Hamiltonian, which is the sum
of the kinetic part H0 and the interactions H
(a)
int,H
(b)
int,H
(c)
int, can be written as [53]
HLL =
πVF
L
 
q,r
ρr(q)ρr(−q) +
1
2L
 
q,r
V1(q)ρr(q)ρr(−q) + (99)
+
1
2L
 
q,r
V2(q)ρr(q)ρ−r(−q) (100)
where we introduced parameters V1(q) = g(a)(q) and V2(q) = g(b)(q) + ˜ g(c)(q). Now if we
deﬁne charge and current densities ρN =
 
r ρr and ρJ =
 
r rρr, we will be able to rewrite
62Eq. (99) in the form [53]
HLL =
πs
2L
 
q
 1
g
ρN(q)ρN(−q) + gρJ(q)ρJ(−q)
 
(101)
here s =
√
VNVJ and g =
 
VN/VJ, with VN = VF + (V1(q) + V2(q))/2π and VJ = VF +
(V1(q) − V2(q))/2π. Very often interaction between electrons is approximated by a delta
function U(x − x′) = U0δ(x − x′). In this case V1(q) = V2(q) = U0
g =
 
1 +
U0
πVF
 −1/2
and s = VF
 
1 +
U0
πVF
 1/2
= VF/g (102)
therefore, in the case of repulsive forces parameter g < 1 and for attractive forces g > 1.
The sound velocity for the repelling electrons is higher than for noninteracting electrons.
The procedure of reexpression of the Hamiltonian of the fermionic system in terms of
Bose operators is called bosonization. Details of the bosonization procedure for Luttinger
model and the derivation of some other important formulas that were used in our calcu-
lations can be found in the work by Haldane [53] and in the review [54]. For example,
annihilation and creation operators for bosonic excitations can be expressed in terms of
densities
a+
m =
 
2π
L|km|
 1/2  
r
θ(rm)ρmr, am =
 
2π
L|km|
 1/2  
r
θ(rm)ρ−mr. (103)
One usually introduces the following pair of ﬁeld operators
Φ(x) =
2πN
L
x + i
 
m =0
 
2πsg
Lǫm
e−ikmx−α|km|/2  
am + a+
−m
 
sign(m) (104)
Π(x) = −
J
2L
−
1
2
 
m =0
 
ǫm
2πsgL
e−ikmx−α|km|/2  
am − a+
−m
 
sign(m) (105)
where N = NR +NL +kFL/π, and J = NR −NL. Field Φ(x) is related to the local charge
density operator via relation ∂Φ(x)/∂x = 2π(ρ(x) − ρ0) where ρ0 is the average density in
the ground state with NR = NL = 0. Fields Φ(x) and Π(x) are canonically conjugate
[Π(x),Φ(x′)] =
i
L
− i
+∞  
n=−∞
δ(x − x′ + nL) (106)
Fermion operators in the coordinate representation can be written as
Ψr(x) = lim
α→0
1
√
2πα
U+
r exp
 
−
i
2
(rΦ(x) + Θ(x))
 
(107)
63where
Θ(x) = −4π
x  
0
Π(x′) dx′ =
2πJ
L
x + i
 
m =0
 
2πs
gLǫm
e−ikmx−α|km|/2  
am − a+
−m
 
(108)
Operators Ur and U+
r , which are also called ’Klein factors’, change the total number Nr
of particles on a branch r by one. They are necessary because bosonic operators and any
combination of bosonic operators conserve the total number of particles. One can interpret
the expression for the fermion operator (107) in the following way: creating a particle at
the point x introduces a peak of particle density ρ(x) = δ(x), and, since density is related
to phase Φ, the peak of density means a step kink of the phase Φ(x) = 2πθ(x). To create
this kink one should shift all phases at the points x′ > x by the value δΦ = 2π . The
displacement of phases is achieved by the shift operator exp(2πi
x  
−∞
Π(x′) dx′). In order to
satisfy anticommutation relation one should also multiply the shift operator by the factor
exp(−irΦ(x)), and one gets the ﬁnal expression (107) for the fermion operator.
In terms of ﬁelds Φ(x) and Π(x) the Hamiltonian of the Luttinger Liquid is
HLL =
1
2
L  
0
dx
 
4πsgΠ2 +
s
4πg
(∇Φ)2
 
(109)
this Hamiltonian is mathematically equivalent to the Hamiltonian of an elastic string. The
ﬁeld Φ(x) is called a “displacement ﬁeld”, and it corresponds to the shift of electrons due to a
charge density wave. The elementary excitations described by the Eq.(109) are the collective
sound-like density ﬂuctuations, which propagate with the sound velocity s = VF/g. These
collective excitations are the only low-energy excitations in the system: there is no single
quasiparticle excitations similar to the excitations in the Fermi liquid.
3.4 Transport properties of 1D quantum wires.
The fundamental problem of electron transport is response of the system to an external
applied electric voltage and temperature diﬀerence. This problem can be solved in diﬀerent
ways, depending on speciﬁc properties of the system.
Let us ﬁrst consider a one-dimensional ballistic quantum wire with free spinless fermions.
In a typical transport experiment a one-dimensional quantum wire is connected to higher-
dimensional Fermi liquid reservoirs, which we call leads, or electrodes. Suppose that a small
64voltage V = ( L −  R)/(−e) is applied between right and left leads. Experimentally it is
also possible to heat up one lead to create a temperature diﬀerence ∆T = TL −TR between
the leads. The current through a such wire can be found using the Landauer formula [55]
I = e
 
dE ρ(E)v(E)τ(E)[fL(E) − fR(E)] , (110)
where ρ(E) = (2π~v(E))−1 is the one-dimensional density of states, and v(E) is the velocity
of electrons with energy E in the wire. The product of density of states and velocity
along the wire is just a constant ρ(E)v(E) = 1/h, which can be moved out of the integral
sign. τ(E) is the transmission probability for the particles with energy E. Functions
fR(E) and fL(E) are the Fermi distributions for the electrons in the right and left lead
fi(E) = 1/(exp((E −  i)/Ti) + 1). Assuming that voltage and temperature diﬀerence are
small (i. e. |∆T| ≪ T and |eV | ≪  ), one can expand the distribution functions in the
leads and write
fi(E) = f0(E) +
∂f0(E)
∂E
( i −  ) +
∂f0(E)
∂E
(Ti − T)
T
(E −  ) (111)
where f0(E) is the Fermi distribution of electrons in the leads when voltage and temperature
diﬀerences are zero. Substituting this expansion into the Landauer formula (110) we get
I =
e2V
h
 
dE τ(E)
∂f0(E)
∂E
+
e∆T
hT
 
dE τ(E)(E −  )
∂f0(E)
∂E
(112)
For the low temperatures (T ≪  ) derivative of the Fermi distribution is a sharp peak,
centered at the Fermi energy. One can use this fact to simplify the integrals in Eq.(112).
In general, when calculating integrals containing derivatives of a Fermi distribution, the
following approximate relation can be used
+∞  
−∞
F(E)f′(E) dE ≈ −F( ) −
π2T2
6
F′′( ) (113)
This relation can be proved by replacing the function F(E) by its Taylor expansion (to the
third term) near the point E =   and calculating exactly the resulting integrals. The total
current through the wire takes simple form
I = −
e2τ( )
h
V −
eπ2Tτ′( )
3h
∆T (114)
65The conductance of the system, the ratio of the current through the system versus the
voltage which induced this current (in the limit when temperatures of the right and left
leads are the same), can be written as
G =
e2
h
τ( ) (115)
This formula says that even in the perfect ballistic contact with no scattering (τ( ) = 1),
conductance is not inﬁnite. If there are several noninteracting one-dimensional quantum
channels then the conductance of the system is the sum of conductances of individual chan-
nels. By setting the current (114) through the junction to zero we can obtain thermopower
of the contact
S ≈ −
π2
3
T
e
τ′( )
τ( )
= −
π2
3
T
e
∂ lnG(E)
∂E
   
   
E→ 
(116)
Thermopower expresses the ability of a system of charged particles to generate an electro-
motive force when a temperature gradient is applied across the system. Equation (116)
is the so called Mott’s formula for thermopower. This formula is also true for noninter-
acting electrons in higher dimensions with diﬀusive motion of the particles [56]. While for
noninteracting particles formulas for low dimensional systems look similar to formulas in
higher dimensions, when interaction are turned on, low dimensional systems start to ex-
hibit some new phenomena, which cannot be found in higher-dimensional systems. One
of the most interesting examples which demonstrates importance of interactions in low-
dimensional systems is charge transport through an impurity. Within a Luttinger Liquid
model Kane and Fisher showed [57, 58] that in the case of repulsive interactions the cur-
rent in a one-dimensional system is strongly suppressed, compared to a non-interacting
situation. Even a weak impurity leads to zero conductance of Luttinger liquid at zero
temperature. For ﬁnite temperatures conductance of the Luttinger Liquid wire scales as
G(T) ∝ T2(1/g−1), where g is the correlational parameter of the Luttinger Liquid. Notice
that for a wire with noninteracting electrons conductance does not depend on temperatures
for small temperatures. The major suppression of the current in the Luttinger Liquid by an
impurity can be explained by the orthogonality catastrophy. Namely, since the potential of
the typical impurity is very sharp and high, the charged collective excitations that normally
66are responsible for current in a Luttinger Liquid cannot easily pass through the barrier.
The current through the potential barrier (impurity) is transmitted by the single electrons.
Therefore, during a single tunneling process one electron near the barrier should be removed
and, when the tunneling is over, this electron should be absorbed back into the Luttinger
Liquid on the other side of the barrier. Removal of an electron from a Luttinger Liquid or
addition of an electron to a Luttinger Liquid requires a modiﬁcation of wave functions of
all other electrons in the system. For a long wire the resulting eﬀect is dramatic, and this
is the reason why conductance of a one-dimensional system is so sensitive to interaction be-
tween electrons. Thermopower is also strongly aﬀected by the interaction between electrons.
However, it turns out [59, 60] that thermopower is aﬀected less than conductance, that is,
it remains a linear function of the temperature as in the case of noninteracting electrons.
It has been shown in the [60] via a phenomenological model that for a Luttinger Liquid
connected to leads of noninteracting electrons the thermopower can still be represented by
a Mott-like formula with an additional interaction-dependent renormalization factor. Al-
though the assumptions made in the Ref. [60] are reasonable and the model gives a simple
and qualitatively correct description of charge transport in Luttinger Liquid wires, there
was no consistent quantitative theory of thermoelectric eﬀects in Luttinger Liquids. This
chapter of the Thesis presents results of the study [61] of the thermopower of the inﬁnite
Luttinger liquid of spinless electrons. We consider two diﬀerent systems: i) inﬁnite Lut-
tinger liquid with an impurity, and ii) inﬁnite Luttinger liquid without impurity, but with
nonlinear electron spectrum.
3.5 Dispersion induced thermopower.
For an ideal impurity-free Luttinger liquid thermopower is zero. This is a direct consequence
of the linear spectrum of electrons in the Luttinger model. Nonlinear corrections to the
electron spectrum in the energy region ǫ ∼ EF will induce a ﬁnite thermopower. When the
corrections are small, they can be treated by the perturbation theory. We will take into
account only quadratic corrections to the linearized electron spectrum at ǫ ∼ EF (in the
67following formulas we use a system of units with ~ = kB = 1)
Er(k) = vFr(k − kF) + A(k − kF)2, A = (vF/2)(∂vF/∂EF) (117)
where nonlinearity parameter A is assumed to be small A ≪ vF/pF.
According to Eq.(101), in the case of the perfect linear spectrum for electrons (A = 0),
the Hamiltonian of the spinless Luttinger liquid in coordinate representation is
H0 =
πs
2
+∞  
−∞
dx
 
gρJ(x)ρJ(x) +
1
g
ρN(x)ρN(x)
 
(118)
Here s = vF/g is the velocity of plasmons and g−1 =
 
1 + U0/πvF is the correlational
parameter for spinless electrons. The density operators ρN(J) obey commutation relations
[ρN(x),ρJ(x)] = −(i/2π)∂xδ(x − x′). The nonlinearity in the dispersion relation of the
electrons leads to unharmonic bosonic term that describes the interaction between plasmons
HA = A
π2
12
+∞  
−∞
dx
 
ρ3
N(x) + 3ρNρ2
J(x)
 
+ H.c. (119)
It is useful to reexpress densities ρN(x) and ρJ(x) in terms of the bosonic ﬁelds Φ(x) and
Π(x) = (4πsg)−1∂tΦ(x), obeying canonical commutation relations
[Π(x),Φ(x′)] = −iδ(x − x′) (120)
as a result, the total Hamiltonian of our model, which is the sum of Hamiltonians (118) and
(119) takes the form
H = H0 + HA =
1
8πsg
+∞  
−∞
dx
 
(∂tΦ)2 + s2(∂xΦ)2 
+ (121)
+
A
96π
+∞  
−∞
dx
 
(∂xΦ)3 +
3
(sg)2(∂xΦ)(∂tΦ)2 + H.c.
 
In the linear response approximation the average direct current
J(x) =
 
dx′σ(1)(x,x′)E(x′) +
1
T
 
dx′σ(2)(x,x′)∇T(x′) (122)
68is determined by two kinetic coeﬃcients σ(1),(2), which can be expressed via current-current
or current - heat ﬂux correlation functions using Kubo formulas
σ(1)(x,x′) =
  ∞
0
dt
  β
0
dλ  j(−iλ,x) j(t,x′)  (123)
σ(2)(x,x′) =
  ∞
0
dt
  β
0
dλ  q(−iλ,x) j(t,x′)  (124)
where β = 1/T is the inverse temperature, j = −(e/2π)∂tΦ is the charge current operator,
and q(x) is the energy current operator, which is deﬁned by energy conservation equation
∂th(x) + ∂xq(x) = 0 with the Hamiltonian density h(x) given as H0 =
 
dxh(x). It is easy
to ﬁnd that in terms of the density operators the energy current can be written as
q(x) =
πs2
2
ρJ(x)ρN(x) + H.c. = −
s
8πg
∂tΦ∂xΦ + H.c. (125)
In a homogeneous system the kinetic coeﬃcients do not depend on coordinate, therefore
thermopower coeﬃcient S is given by the ratio of two transport coeﬃcients
S|J=0 = −
σ(2)
Tσ(1) (126)
Since the electron dispersion at the Fermi energies is weak (pF(∂vF/∂EF) ≪ 1), we can
evaluate the thermopower coeﬃcient perturbatively. To the lowest order in perturbation
theory with respect to nonlinearity coeﬃcient (A), one gets
σ(1)(x,x′) ≈
  ∞
0
dt
  β
0
dλ  ˆ Tc j(−iλ,x)j(t,x′) 0 (127)
σ(2)(x,x′) ≈ πes3g
  ∞
0
dt
  β
0
dλ  ˆ Tc q(−iλ,x)j(t,x′)S1(−iβ,0) 0 (128)
where
S1(−iβ,0) =
 
C
ˆ HA(τ′)dτ′ (129)
Time-dependent operator ˆ HA(τ′) in the Eq. (129) is the non-harmonic part (119) of the
Hamiltonian in the interaction representation. The thermal average  ... 0 is taken with
respect to unperturbed Hamiltonian H0, and the symbol ˆ Tc denotes the ordering of operators
along the contour C in the complex plane (see Fig.20). The calculation of coeﬃcients GV
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Figure 20: The integration contour C in the complex time plane. To ﬁnd necessary kinetic
coeﬃcient we need to calculate so-called contour-ordered Green functions (see Eqs.(127)
(128),(129)). Contour C starts at the point t0, passes through t once and then returns back
to t0 and then goes along imaginary axis through the points −iλ to the point −iβ. The
contour deﬁnes the procedure of the time ordering in the Green function. The detailed
explanation of this shape of the contour can be found in the Ref. [62]
and G∆T is straightforward, although quite lengthy, and it is outlined in the Appendix D.
However the functional dependence of the thermopower on correlation parameter g can be
determined even without explicit calculations.
Let us consider the canonical transformation
Φ(x,t) =
√
gχ , Πφ =
1
√
g
Πχ. (130)
This transformation allows us to eliminate the factor g in the harmonic part of the Luttinger
liquid Hamiltonian, Eq.(121). The current operators j and q in the correlation functions
in Kubo formulas (127) and (128) can be reexpressed in terms of the current operators
j(0) = −(e/2π)∂tχ and q(0) = −(s/4π)∂xχ∂tχ as follows:
j = −
e
2π
∂tΦ =
√
gj(0) , q = −
s
4π
∂xΦ∂tΦ = q(0) (131)
70Using these equations one can easily ﬁnd the structure of transport coeﬃcients
σ(1)(x,x′) ≈ g
∞  
0
dt
β  
0
dλ  ˆ Tcj(0)(−iλ,x)j(0)(t,x′) 0 =
ge2
2π
(132)
σ(2)(x,x′) ≈
√
g
∞  
0
dt
β  
0
dλ  ˆ Tcq(0)(−iλ,x)j(0)(t,x′)S1(−iβ,0) 0 =
= AT(g2 + C1)W(s,T) (133)
where C1 is a numerical constant (its value is determined by straightforward perturbational
analysis: see Appendix D). W(s,T) is some function of the plasmon velocity s and the
temperature of the systemT. The thermopower coeﬃcient can be written in the form
S(T,g) = −
2πT(g2 + C1)W(s,T)
ge2 A (134)
Notice that the function W(s,T) can not depend explicitly on either Fermi velocity or on
the correlational parameter g. The exact form of of this dependence (up to a constant) can
be found by considering the limiting case of noninteracting electrons, i.e. the limit g = 1.
For noninteracting electrons dispersion-induced thermopower is known [63]
SF(T) = −
π
3
T
evF
∂vF
∂EF
(135)
Comparing equations (135) and (134) we can ﬁnd that
W(s,T) =
π
3
e
s2
1
(1 + C1)
(136)
Thus, by making use of dimensional analysis supplemented with scaling arguments, one can
get (up to a numerical constant) the expression for the dispersion induced thermopower:
S(T,g) = −
π2
3
g(g2 + C1)
1 + C1
T
evF
∂vF
∂EF
(137)
In the Appendix D it is shown, by a direct calculation of the correlation functions in
perturbation theory, that numerical constant C1 = 1, and our ﬁnal result for the dispersion-
induced thermopower is
S(T,g) =
1
2
g(g2 + 1)SF(T) (138)
71As follows from the Eq.(138), the repulsive electron-electron interaction (g < 1) suppresses
the thermopower of a homogeneous Luttinger liquid. For very strong repulsion strength
(g ≪ 1) thermopower changes approximately linearly with parameter g: S(T,g) ∼ gSF.
3.6 Luttinger liquid with an impurity.
In the previous section we considered thermopower of the Luttinger liquid due to nonlin-
earities in the dispersion relation. The thermopower of a Luttinger liquid can be induced
also by the backscattering of the electrons from impurities in the wire. In this section we
consider an inﬁnite Luttinger liquid with a single impurity. We assume that the impurity is
neutral and nonmagnetic. Due to the neutrality of the impurity its potential is short-range.
Conductance GV of an inﬁnite Luttinger liquid with impurity was calculated for the
ﬁrst time in the Ref. [57], where it has been shown that GV scales with the temperature as
the power-law function with the exponent that depends strongly on coupling constant. It is
natural to assume an analogous behavior of the thermo-electric coeﬃcient G∆T. Thus, from
purely dimensional considerations , one could expect a linear temerature behavior of “impu-
rity induced” thermopower S
(i)
LL(T,g) even for strongly interacting systems. However, unlike
the case of dispersion-induced thermopower, the exact form of dependence of S
(i)
LL(T,g) on
the dimensionless parameter g can not be obtained from dimensional considerations.
Renormalization group analysis of the system shows that for repulsive interaction po-
tential the impurity potential that causes backscattering of the electrons is a relevant per-
turbation, and thus at low temperatures, studying low-energy properties of the system it
is good approximation to replace the single Luttinger liquid, which is inﬁnite in both di-
rections by a pair of semi-inﬁnite Luttinger liquids connected via a weak link (junction).
The charge transport can in this case be evaluated perturbatively by making use of the
tunneling Hamiltonian method.
3.6.1 Tunneling Hamiltonian method
The tunneling Hamiltonian method is used to describe the tunneling processes between
two conducting media like normal metals, superconductors etc. The method is based on
the assumption of weakness of the link between the media, when one can consider only
72single-particle tunneling and neglect all other types of processes. Calculation of tunneling
current starts from replacement of the original Hamiltonian of the system by the eﬀective
Hamiltonian
H = HR + HL + HT (139)
where HR and HL are the Hamiltonians of the left and right media and HT is the tunneling
Hamiltonian, which describes transition of the electrons between these media.
In our speciﬁc problem of Luttinger liquid with impurity HR and HL are the Hamiltoni-
ans of the right and left semi-inﬁnite Luttinger liquids, and Hamiltonian HT can be written
in the form
HT =
0  
−∞
dx1
+∞  
0
dx2
 
 x2|ˆ T|x1 ψ
†
2(x2)ψ1(x1) +  x1|ˆ T|x2 ψ
†
1(x1)ψ2(x2)
 
(140)
where ψm(ψ
†
m) is the electron annihilation (creation) operator, index m labels two identical
semi-inﬁnite segments of the LL-wire,  x2|ˆ T|x1  is the tunneling matrix element in the
coordinate representation, i.e. the amplitude for the process of electron tunneling from the
point x1 to the point x2. In general amplitudes  x2|ˆ T|x1  are nonlocal, but if the range
of the potential of the impurity is very small, then expression (140) can be signiﬁcantly
simpliﬁed.
In the Luttinger liquid one can introduce the ”slow” annihilation and creation operators
of two types – for right and left moving electrons: ψm(x) = eipFxΨm,R(x)+e−ipFxΨm,L(x).
Then in the ﬁrst approximation, for a point-like neutral impurity  x2|ˆ T|x1  = λ0δ(x2 −x1)
and the tunneling Hamiltonian (140) of the contact is reduced to the expression
HT =
 
r1,r2
 
λ0Ψ
†
2,r2(0)Ψ1,r1(0) + h.c.
 
, (141)
It turns out, however, that Eq.(141) does not allow one to evaluate eﬀects related to temper-
ature diﬀerence between two semi-inﬁnite Luttinger liquids. To obtain temperature induced
eﬀects we have to take into account the ﬁnite size of the barrier. We can do it by modifying
the tunneling Hamiltonian. The modiﬁed Hamiltonian comprises the extra-terms with the
73derivatives of the ﬁeld operators
Ht =
 
r1,r2
 
λ0Ψ
†
2,r2(0)Ψ1,r1(0) + h.c.
 
+
(142)
+
 
r1,r2
 
−i~λ1
 
r1Ψ
†
2,r2(0)∂xΨ1,r1(0) − r2∂xΨ
†
2,r2(0)Ψ1,r1(0)
 
+ h.c
 
.
Here |λ1| is a small additional parameter (|λ1|pF ∼ |λ0|).
Tunneling Hamiltonian can be written in the momentum representation
HT =
 
p1,p2
 
Tp1,p2c
†
1,p1c2,p2 + T∗
p1,p2c
†
2,p2c1,p1
 
= (143)
=
 
r1,r2
 
q1,q2
 
Tr1,r2(q1,q2)C
†
1,r1(q1)C2,r2(q2) + T∗
r1,r2(q1,q2)C
†
2,r2(q2)C1,r1(q1)
 
where Tp1,p2 =  p1|ˆ T|p2  is the tunneling amplitude, operators cn,pn c
†
n,pn are annihila-
tion and creation operators for electrons in the momentum representation and operators
Cn,rn(pn) and C
†
n,rn(pn) are the Fourier transforms of the ﬁelds Ψ
†
n,rn(x) and Ψn,rn(x) (see
Eq. (107)). Notice that form (142) of the tunneling Hamiltonian corresponds to the tun-
neling amplitude which depends upon the momentum of the tunneling electron
Tp1,p2 = Tr1,r2(q1,q2) = λ0 + λ1r1q1 + λ1r2q2 (144)
where qm = (pm − rmpF) is the momentum of the electron toward the Fermi level. Finite
size of the impurity leads to the tunneling amplitude which depends on the momentum of
tunneling electrons.
We assume that tunneling amplitude is so small that the tunneling rate of electrons
through the barrier to the leading order can be obtained from the Fermi’s “golden rule”.
For noninteracting electrons current through the junction can be written in the form
J = 2πe
 
p1,p2
|Tp1,p2|2δ(E1 − E2 − eV )[f(E1) − f(E2)] (145)
where f(E) = 1/[eβE + 1]. Formula (145) assumes rigid relation between momentum and
energy. When interactions between electrons are taken into account such rigid relation
becomes wrong. Interactions between particles lead to smearing of dispersion relation. The
74smearing of dispersion relation for particles is described by the spectral density function
A(k,E). Spectral density is proportional to a probability that electron with a momentum
k has energy E. For noninteracting particles spectral density is just a Dirac delta function.
For example, for 1D noninteracting free electrons spectral density is
A(0)(k,E) = 2πδ
 
E −
~2k2
2m
 
(146)
interactions will smear the delta peak over some range of energies. Spectral density is
related to the imaginaly part of Fourier transform of retarded electron Green function:
A(k,ω) = −
1
π
Im[GR(k,ω)] (147)
and obeys integral relations
1
2π
 
dEA(k,E) = 1 and
1
2π
 
dk
2π
A(k,E) = ρ(E) (148)
The ﬁrst of the Eqs.(148) is a normalization relation and the second is a deﬁnition of density
of states ρ(E), which is a probability for an electron to have energy E. Using the spectral
densities, we can write expression for the tunneling current of interacting electrons
J = 2πe
 
p1,p2
|ˆ Tp1,p2|2
 
E1
2π
A(p1,E1)
 
E2
2π
A(p2,E2)δ(E1 − E2 − eV )[f(E1) − f(E2)](149)
3.6.2 Thermopower of the Luttinger liquid with an impurity.
In this section we show how to evaluate analytically the current induced by the temperature
diﬀerence J∆T, and determine the dependence of the thermopower of a Luttinger liquid on
the interaction strength. We start with a general expression (149) for the tunnel current in
a system of interacting electrons
J = 2πe
+∞  
−∞
dp1
+∞  
−∞
dp2 |ˆ Tp1,p2|2
+∞  
−∞
dεAT1(p1,ε)AT2(p2,ε + eV )[fT2(ε + eV ) − fT1(ε)] (150)
where fT(ǫ) = 1/[exp(ε/T) + 1] is the Fermi-Dirac distribution function and AT(p,ε) is
the electron spectral density, and ˆ Tp1,p2 is the bare tunneling amplitude. We assume that
tunneling amplitude depends on the momentum of the electrons
|ˆ Tp1,p2|2 = |ˆ Tr1,r2(q1,q2)|2 = δr1,r2
 
t2
S +
∂t2
S
∂EF
VF(r1q1 + r2q2)
 
+ (151)
+δr1,−r2
 
t2
R +
∂t2
R
∂EF
VF(r1q1 + r2q2)
 
75Here pm = rmpF + qm, m = 1,2 and rm = ±1. First term in the Eq.(151) describes
straightforward tunneling processes when electron after tunneling continues its motion in the
same direction. The second term describes processes of reversing scattering when electron
after interaction with impurity barrier changes its direction of motion. In the ﬁrst case
momentum does not change signiﬁcantly p1 −p2 ≈ 0, whereas in the second case particle is
reﬂected to the opposite branch r of the dispersion relation and p1 − p2 ≈ ±2kF.
In the linear response approximation the tunnel current is a sum of two currents, J =
JV (T) + J∆T(T): one induced by the voltage drop V across the junction and the other
induced by the temperature diﬀerence ∆T between two segments of the wire, i. e.
JV = 2πe2V
 
r1,r2
+∞  
−∞
dq1
+∞  
−∞
dq2
+∞  
−∞
dε |ˆ Tr1,r2(q1,q2)|2AT(r1,q1,ε)AT(r2,q2,ε)
∂f(ε)
∂ε
(152)
J∆T = 2πe∆T
 
r1,r2
+∞  
−∞
dq1
+∞  
−∞
dq2
+∞  
−∞
dε |ˆ Tr1,r2(q1,q2)|2AT(r1,q1,ε)AT(r2,q2,ε)
∂f(ε)
∂T
(153)
Where now the spectral functions AT(r,q,ε) of the electrons are taken at a mean temper-
ature T = (T1 + T2)/2 and the derivatives of the distribution function are given by the
formulas
∂f(ε)
∂ε
= −
1
4T
1
cosh2 (ε/2T)
,
∂f(ε)
∂T
=
ε
4T2
1
cosh2 (ε/2T)
(154)
To evaluate the kinetic coeﬃcients GV and G∆T, one needs to know the exact analytic
expression for the spectral function AT(r,q,ε) at a ﬁnite temperature.
ATm(rm,q,ω) = −
1
π
Im[GR
m,rm(q,ω)] (155)
where GR
r (q,ω) is an imaginary part of Fourier transform of retarded Green’s function:
GR
m,rm(x,t) = −iΘH(t)
  
Ψm,rm(x,t),Ψ†
m,rm
 
+
 
= (156)
= ΘH(t)
 
G>
m,rm(x,t) − G<
m,rm(x,t)
 
(157)
76To calculate these Green’s functions we will use a bosonization technique, described in
the previous chapters. Namely, we represent fermion operators Ψr(x,t) as an exponential
of the boson ﬁelds Φ(x,t) and Θ(x,t) then using formula
Ψm,rm(x) = lim
α→0
1
√
2πα
U+
m,rm exp
 
−
i
2
(rmΦm(x) + Θm(x))
 
(158)
and relation
 eiφ(t)e−iφ  = e φ(t)φ − φφ  = e  φ(t)φ   (159)
If we completely neglect tunneling through the impurity, we will have two semi-inﬁnite
Luttinger liquids with an open boundary, which reﬂects all electrons. To describe an open
boundary we can use a method of reﬂections, i.e., assuming that the impurity is located
at the point x = 0, we describe the perfect reﬂection from the boundary by imposing on a
fermion ﬁeld condition
Ψm,rm(x) = −Ψm,rm(−x). (160)
The boson ﬁeld that yield this boundary condition in the momentum representation take
the form (see Appendix E)
Θm(x) = i
+∞  
−∞
dp
 
2s
gǫp
 
bp − b†
p
 
cos
 ǫp
s
x
 
(161)
Φm(x) = i
+∞  
−∞
dp
 
2sg
ǫp
 
bp + b†
p
 
sin
 ǫp
s
x
 
(162)
where bp and b
†
p are the standard bosonic annihilation and creation operators that obey
commutation relations [bp,b
†
p′] = δp,p′, and ǫp = s|p| is the energy of the bosonic excitations
with momentum p. With the help of Eqs. (161), (162) and Eq.(158) it is straightforward
to evaluate the fermion Green’s functions. In particular, for iG> one gets in the vicinity of
the contact (x ∼ 0) the following expression
 Ψm,rm(x,t)Ψ†
m,rm  ≃
1
2πa
 
1
(1 + i
vFχ
a )
πTmχ
sinh(πTmχ)
  1
2( 1
g+rm)
×
×
 
1
(1 + i
vFη
a )
πTmη
sinh(πTmη)
  1
2( 1
g−rm)
, (163)
77where χ = t − x/s and η = t + x/s.
The next step is to calculate the Fourier transform of the Green’s functions. It is
helpful now to introduce new variables X± = πT(t ± x/s) and Ω± = (ω ± ks)/2, and the
dimensionless temperature ¯ T = πTa/vF . In terms of these variables the Fourier transform
of iG> has the form
iG>
m,rm(Ω+,Ω−) =
¯ T
1
g−1
8π2gT
exp
 
−i
π
2
1
g
  ∞  
−∞
dX+
∞  
−∞
dX− exp
 
i
πT
(Ω+X− + Ω−X+)
 
×
×
 
1
X− − i¯ T
X−
sinhX−
 1
2( 1
g+rm)  
1
X+ − i¯ T
X+
sinhX+
 1
2( 1
g−rm)
. (164)
The spectral density A(ω,q) is expressed through G>(ω,q) by the standard relation
Am,rm(Ω+,Ω−) =
1
2π
Im
 
iG>
m,rm(Ω+,Ω−) + iG>
m,rm(−Ω+,−Ω−)
 
. (165)
Since we are interested in the limit ¯ T ≪ 1 the integrals in Eq.(164) can be taken analytically.
After some algebra we get the analytic expression for the spectral density function of a
spinless Luttinger Liquid with an open boundary, at ﬁnite temperatures T ≪ EF,
Am,rm(Ω+,Ω−) =
1
(2π)3gT
¯ T
1
g−1 cosh
 
Ω+ + Ω−
2T
 
×
×
∞  
−∞
dX− cos
 
Ω+X−
πT
  
1
coshX−
  1
2( 1
g+rm)
×
×
∞  
−∞
dX+ cos
 
Ω−X+
πT
  
1
coshX+
  1
2( 1
g−rm)
= (166)
=
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￿ , if g < 1.
δ(ω − rmvFk) , if g = 1.
Substituting Eq.(166) into Eqs. (152) and (153) and performing the integration over the
momenta and energy (see Appendix F) one gets the desired kinetic coeﬃcients (here we
restore the normal dimensionality)
GV =
e2
2π~
t2
0R(j)
g (T) , G∆T =
π2
3
e
~
k2
BT
∂t2
0
∂EF
R(j)
g (T) , (167)
where the renormalization coeﬃcients R
(j)
g (T) (j = 1,2) are given by
R(j)
g (T) =
2j + 1
2
B
 
2j + 1
2
,
1
g
  
π
kBTa
~vF
 2( 1
g−1)
. (168)
78Here B(x,y) = Γ(x)Γ(y)/Γ(x + y) is the Beta function and the eﬀective transmission
probability t2
0 ≪ 1 at the Fermi energy is deﬁned as
t2
0 =
 
2π
~vF
 2  
r1,r2
(t2
Sδr1,r2 + t2
Rδr1,−r2) . (169)
The expression for the conductance given in Eq.(167) coincides with the known result
[57, 64]. One can see from Eqs.(167) and (168) that the thermoelectric cross-coeﬃcient
G∆T is renormalized by the interaction in analogy with the conductance. Consequently,
the inﬂuence of the interaction on the thermopower is far less dramatic than that on the
transport coeﬃcients. The thermopower of a LL is still a linear function of temperature
[59, 60] as is the thermopower of a system of noninteracting electrons. The electron-electron
interaction in a Luttinger liquid model leads only to a temperature independent multiplica-
tive renormalization of the thermopower S0 of the free electrons
S
(i)
L (T,g) =
3g
2 + g
S0(T) . (170)
For an inﬁnite LL the renormalization factor decreases with increase of the interelectron
interaction, and for strongly interacting particles S
(i)
L (g ≪ 1) ≃ (3/2)gS0 .
3.7 Summary.
We have evaluated the thermopower of an inﬁnite spinless LL induced by (i) the disper-
sion of the electron spectrum near the Fermi energy, and by (ii) the backscattering of the
electrons by an impurity. We showed that the thermopower treated by perturbation theory
(with respect to the nonlinearity of the electronic spectrum and the bare electron tunneling
amplitude), is described by the Fermi liquid formulas renormalized by interaction-dependent
factors.
We found that for an inﬁnite Luttinger in the case of dispersion induced thermopower
Eq.(138) as well as in the case of the impurity induced thermopower Eq.(170), renormal-
ization coeﬃcient decreases with repulsion strength V0, (since the correlation parameter is
equal to g−1 =
 
1 + V0/π~vF for spinless electrons). We should emphasise again that
Eqs.(138) and (170) stand for an inﬁnite LL. In real experiments, however, the Luttinger
Liquid wire (e.g. a carbon nanotube [65]) is connected to 3D or 2D metallic leads where
79the electrons can be regarded as noninteracting particles. It is known that the transport
properties of a Luttinger Liquid wire connected to (noninteracting) electron reservoir diﬀer
from the transport properties calculated for an inﬁnite LL, even for adiabatic contacts. The
best known example of such a behavior is the conductance GL of an impurity-free LL wire.
For an inﬁnite LL, formally GL = gG0 (G0 is the conductance quantum, G0 = e2/h for
spinless electrons), while for a LL wire connected to leads, GL = G0 (the so called ”no
renormalization theorem” for the conductance of a Luttinger liquid [66, 67, 68]). Note that
the heat conductance GT is also diﬀerent for the above two situations (see Ref. [69, 70]).
To estimate the thermopower of a ﬁnite LL wire adiabatically connected to leads of
noninteracting electrons we will follow the approach proposed in Ref. [71]. In the case
of weak tunneling through the impurity, the voltage drop across the impurity and the one
measured between the leads are diﬀerent quantities. This fact is evident in the limit of strong
interaction g2 ∼ ~vF/e2 ≪ 1 when the Coulomb blockade is pronounced; the shift of the
chemical potentials of the leads ∆ L = eU can not change signiﬁcantly the voltage drop V
across the impurity (placed in the middle of a suﬃciently long LL wire). In a previous study
it has been shown that V = g2U for arbitrary interaction strength [71]. Therefore, to relate
(at least qualitatively) the thermopower S
(i)
L (T,g) evaluated above to the thermopower
S
(i)
W (T,g) of a LL wire adiabatically connected to leads of noninteracting electrons, we have
to replace ﬁrst the voltage V in our formulae by g2U . Since this substitution aﬀects only
the voltage induced current, it inﬂuences the thermopower S
(i)
W (T,g) ≃ S
(i)
L (T,g)/g2 and
now S
(i)
W (T,g) ∼ S0(T)/g ≫ S0(T) for strongly interacting particles. We see that in a
real situation, when the voltage drop is measured between the leads the electron-electron
interaction in the wire enhances the impurity-induced thermopower. It supports our claim
[60] based on estimation of the thermopower in a phenomenological model of charge and
heat transport in a LL.
Finally, we may inquire about the eﬀect of the leads on the dispersion-induced ther-
mopower. In the absence of electron backscattering the leads keep the conductance of a
LL wire unrenormalized [66, 67, 68], i.e. GL = e2/h. Therefore, the dispersion-induced
thermopower of a ﬁnite LL wire S
(d)
W (T,g) = gS
(d)
L (T,g) is suppressed even stronger by the
80interelectron interaction than the above calculated quantity S
(d)
L . For strongly interacting
(g ≪ 1) particles S
(d)
W (T,g) ∼ g2SF(T) ≪ SF(T) (SF is the corresponding Fermi-liquid
thermopower, Eq.(138)). Thus, one could expect that in experiments involving wires of
strongly correlated electrons the measured thermopower would be associated mostly with
imperfections in the wire (impurities, barriers at the boundaries between the 1D wire and
the leads, etc.).
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FORCE AND MAGNETIZATION OSCILLATIONS IN
S/N/S AND S/2DEG/S JUNCTIONS.
Small superconductor – normal metal – superconductor (S/N/S) junctions can be formed
either straightforwardly by attaching separately fabricated metallic nanowires to the bulk
superconducting leads, or by using a scanning tunneling microscope in which the tip of
the scanning tunneling microscope is pushed into the surface and then slowly retracted.
Formation and mechanical properties of such metallic nanojunctions (formed with a scan-
ning tunneling microscope) were predicted in numerical simulations long ago [72] (see also
Fig.21), and they have been the subject of subsequent research endeavors [73]. It has been
shown that for normal junctions (i.e. when both tip, surface and the narrow part of the
junction are in the normal state) the oscillatory behavior of the elongation force is correlated
with a quantized staircase behavior of the electrical conductance [74, 75, 76, 77]. How-
ever, the inﬂuence of superconductivity on nanomechanical properties of such nanowires has
not been explored yet, they are the subject of this part of the Thesis. In this chapter we
consider superconductivity-induced eﬀects of magnetization and force oscillation in small
S/N/S, and superconductivity-induced magnetization oscillations in the superconductor –
two-dimensional electron gas – superconductor (S/2DEG/S) junctions.
4.1 Model of the nanowire junction between two supercon-
ductors.
We assume that both the tip and the surface of the junction are made from the same
material and that the magnitude of the superconductivity order parameter is the same,
but phases of the order parameter in the tip and the surface can be diﬀerent and can be
controlled. Furthermore, we additionally simplify our model by modeling the normal part
of the S/N/S junction by a cylinder of length L and cross-section area S = V/L. The
82Figure 21: Nanocontact formation in the scanning tunneling microscope experiment. These
pictures are from the Ref. [72]. I want to thank David Luedtke for giving me these results.
The contact is formed by pushing the sharp tip into the surface being studied by the
scanning tunneling microscope and then, after some time, slowly pulling it back. Fig.(a)
shows diﬀerent stages of contact formation process, and Fig.(b) gives a close look at the
atomic structure of the created nanocontact.
diameter of the narrow part of the junction can be made as thin as few atoms. As a result,
the motion of the electrons in the narrow part, in the directions perpendicular to the axis
of the junction becomes quantized. At low temperatures only a few transverse modes are
occupied and can conduct current, all the other higher modes are empty. The motion of
electrons in each open channel is eﬀectively one-dimensional.
The junction can be stretched or compressed by applying force F (see Fig. 22). We
assume that the volume of the junction remains constant during elongation process [72].
Therefore, the elongation of the wire decreases the area of cross-section of the narrowest
part of the contact. The number of the open channels (i.e. occupied transverse modes) is
proportional to the area of cross section and therefore also decreases with elongation of the
wire. We assume that the connection between narrow part of the junction and the leads is
adiabatic (i.e. potentials in the points of connection are suﬃciently smooth and do not cause
transition of electrons from one open channel to another). Adiabatic boundaries between
tip and surface and nanowire make the open conducting channels independent from each
other so that any property (like conductance force or magnetization) of the total junction is
the sum of the properties of independent open channels. For example, in the case when bulk
leads are not superconducting, each transverse mode has the same conductance G1 = 2e/h,
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Figure 22: Model of the nanoscopic junction created in the STM experiment. The real junc-
tion is modeled by two bulk superconductors connected via cylindrical nanoscopic junction.
Since the diameter of the junction in its cylindrical part is comparable to the Fermi wave-
length, the motion of the electrons in this part in perpendicular directions is quantized.
Moreover, due to the phenomenon of Andreev reﬂection, motion of the electrons in the
direction along the axis of the contact is quantized. The superconducting leads of our small
junction can have diﬀerent phases of the order parameter. When we discuss the magnetic
properties of such a junction, we assume that the magnetic ﬁeld is acting only on the normal
part of the junction and is zero near superconductors.
so that the total conductance of the contact with N⊥ open transverse modes is equal to
GN = 2eN⊥/h. When the junction is stretched the number of channels in the junction
decreases one by one, leading to the staircase behavior of conductance and to peaks of force
[74]. Transition of the bulk parts of the contact into a superconducting state should change
the spectrum of quasiparticles in these parts of the system, which in turn will aﬀect the
properties of each channel and of the whole junction. In the next section we estimate the
magnitude of the eﬀects related to superconductivity.
4.2 Estimates of magnitude of the force due to supercon-
ductivity.
In normal metals the cohesive force in an atomic-scale contact can be estimated as Fn ∼
εF/λF, where εF and λF are the Fermi energy and wavelength. The onset of supercon-
ductivity introduces a new energy scale, i.e. the superconducting gap ∆ ≪ εF, and a new
length scale, i.e. the superconductivity coherence length ξ0 = ~vF/π∆ . On ﬁrst sight, the
resulting superconductivity-induced forces are expected to be of the order of Fsc ∼ ∆/ξ0,
84and when added to the aforementioned normal-metal forces (Fn , which are of the order of
several nN ), they are estimated to be below the atomic force microscopy (AFM) detection
limit [78]. However, in the superconducting regime, under certain conditions all the trans-
verse channels (N⊥) supported by the junction will contribute coherently to the free energy,
and when N⊥ ≫ 1 the above consideration may result in a gross underestimation of Fsc.
4.3 Quasiparticle excitations in the superconductors. An-
dreev reﬂection.
According to BCS theory of superconductivity, quasiparticles of Fermi liquid at low temper-
atures (if there is attractive interaction between them) form bound pairs, so-called ’Cooper
pairs’. Cooper pairs obey Bose statistics and at low temperatures condense, forming a
quantum ﬂuid. Condensation of pairs leads to opening of the energy gap in the spectrum of
quasi-particle excitations (see Fig. 23). The value of the gap corresponds to the minimum
energy (per particle) needed to break the Cooper pair.
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Figure 23: Dispersion relation for elementary excitations in normal metal and in supercon-
ductor. Black curve shows dispersion relation in the normal state ∆ = 0. Blue curve shows
dispersion relation for superconductor. Energy spectrum for excitations in superconductor
”bogolons” has a gap ∆. Bogolons are created when a Cooper pair is torn apart. The gap
in the spectrum of bogolons is equal to half of the minimum energy necessary to break a
Cooper pair. There is no electron-like or hole-like quasiparticles with energies E < ∆ in
superconductor.
When a superconductor is brought into contact with a normal metal, many interesting
85quantum phenomena can be observed. One such phenomena is the Andreev reﬂection,
named after Andreev who ﬁrst noticed that an electron is reﬂected at the N/S interface in
an unusual way. The diﬀerence between normal and Andreev reﬂection is demonstrated in
Fig. 24. In the Andreev reﬂection an electron is transformed into a hole with almost the
same momentum, but with opposite group velocity. The reasons for such strange behavior
are the following. From one side, an electron with energy |E| < ∆ in the normal part of
the N/S contact that approaches the interface cannot penetrate into superconductor since
there are no single-particle excitations with such energy in the superconductor. On the
other hand, there is no mechanism for normal scattering process at the interface which is
able to reverse the momentum of the electron and bounce it back. The solution of this
problem suggested by Andreev is that an electron is reﬂected as a hole, moving with the
same momentum, but with opposite velocity. Transformation of the electron into the hole
at the interface during Andreev reﬂection is accompanied by the creation of a Cooper pair
on the side of the superconductor, so that total charge in the system is conserved. Andreev
reﬂection is a very nonlocal process. Formation of the Cooper pair that is to be injected
into the superconductor starts already in the normal metal. On the other hand, electrons
and holes penetrate inside the superconductor over the distances of the order of coherence
length ξ = ~vF/∆, which is greater than any microscopic lengthscale. In other words,
Andreev reﬂection is a proximity eﬀect.
A system in which a normal conductor is sandwiched between two superconductors is
called a metallic Josephson junction. Properties of the bulk S/N/S junctions are somewhat
diﬀerent from the properties of regular Josephson junctions, where two superconductors are
separated by a thin insulating ﬁlm. The interference of the incident electron waves and
those reﬂected from N/S interfaces as hole waves produces in a normal part of the junction
a set of discrete Andreev-Kulik (AK) states [79], that are responsible for a nondissipative
equilibrium current through the system (Josephson current).
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Figure 24: Normal reﬂection versus Andreev reﬂection. Formation of Andreev levels in
the S/N/S junction. Fig.(a) shows normal specular reﬂection and Fig.(b) shows Andreev
reﬂection. In the normal side in Andreev reﬂection an electron incident on the NS surface
is reﬂected as a hole. The total charge in the system is conserved because as a result of
Andreev reﬂection a Cooper pair with the total charge 2e is absorbed in the superconductor.
Fig.(c) demonstrates the principle of formation of an Andreev level in the normal part of
S/N/S junction: an electron is reﬂected as a hole on the ﬁrst surface and then the hole is
reﬂected back into the electron on the second surface.
4.4 One -dimensional model for transverse modes.
Bogolubov - de Gennes equation.
Since the motion of the electrons in each transverse mode of the contact is eﬀectively one-
dimensional and modes in an adiabatic junction are independent from each other, we model
each transverse mode as a one-dimensional metal. We totally neglect interactions between
electrons inside the normal part of the junction 1.
To ﬁnd the spectrum of Andreev levels we use the Bogolubov-de Gennes equation [82],
1We could as well have used the Luttinger Liquid model to describe one-dimensional transverse channels
between superconductors (see e.g. Refs. [80] and [81] ). It turns out, however, that for adiabatic constrictions
both models produce the same ﬁnal result.
87which is a Schr¨ odinger equation for a two-component wave function Ψ =
 
χ
η
 
of quasipar-
ticles, with components χ and η satisfying normalization condition |χ|2 + |η|2 = 1:



H0(r) ∆(r)
∆∗(r) −H∗
0(r)






χ(r)
η(r)


 = E



χ(r)
η(r)


 (171)
In this equation H0(r) = (1/2m)[ˆ p−(e/c)A]2 +V (x)−  is the Hamiltonian of the system
in the normal state, ∆(r) is the complex order parameter of superconductivity, and   is the
Fermi energy.
Let us ﬁrst consider normal and superconducting states of the uniform one-dimensional
conducting channel in the case of zero external magnetic ﬁeld. Equation (171) is an eigen-
value problem. Eigenfunctions of this eigenvalue problem are the elementary excitations of
the system. And the eigenvalues are the energies of these elementary excitations. In the
uniform system (V (x) = 0 for all x) in the absence of superconductivity, the spectrum of
eigenvalues of Eq.(171) is continuous from −∞ to +∞ without gaps. For a given energy E
there are four eigenfunctions
Ψe =
 
1
0
 
e±ipex and Ψh =
 
0
1
 
e±iphx (172)
where wave vectors pe and ph are given by the formulas
pe = pF
 
1 + E/  and ph = pF
 
1 − E/  (173)
Functions Ψe in the (172) correspond to electrons and functions Ψh describe a hole.
In the superconducting state the order parameter ∆ is not zero, and the matrix of
Bogolubov-de Gennes equation is not diagonal and the functions Ψe and Ψh are not the
eigenvectors. This means that electrons and holes are not the elementary excitations of the
system in superconducting the state. For a superconductor with order parameter ∆(x) =
∆eiφ, eigenfunctions of the Bogolubov - de Gennes equation can be written in the form
Ψqe =
 
veiφ/2
ue−iφ/2
 
e±iqqex and Ψqh =
 
ueiφ/2
ve−iφ/2
 
e±iqqhx (174)
88where
u =
       1
2
 
1 +
√
E2 − ∆2
E
 
and v =
       1
2
 
1 −
√
E2 − ∆2
E
 
(175)
Comparing the wave functions Ψqe and Ψqh with the wave functions Ψe and Ψh given by
Eq.(172) we see that elementary excitations of the superconductor are the coherent combi-
nations of the electron-like and the hole-like excitations. Elementary excitations Eq.(174)
are called ”bogolons”. Electric charge of the bogolons is not an integer multiple of the
electron charge e, but equals Q = e(u2 − v2). Energy of the bogolons is related to their
quasi-momentum according to the dispersion relation
Ep =
 
ε2
p + ∆2 (176)
where εp = ±
 
p2
2m
− ǫF
 
is the energy of an electron or hole with momentum p. This
dispersion relation is shown on the Fig. 23.
Now let us consider a one-dimensional conductor in the S/N/S state. We can solve
the Bogolubov-de Gennes equation for every region separately and then we will join the
solutions at the interfaces between the regions. Let us assume that there is no conventional
specular reﬂection at the N/S interfaces, that is potential V (x) is zero everywhere. We
also assume that the absolute value of the order parameter is the same on both ends of
the contact, since the tip and the surface of the scanning tunneling microscope are made
from the same material and are at the same temperature, namely, we assume that the order
parameter across the system is
∆(x) =

  
  
∆exp(iφ1), for x < −d
0, for −d < x < d
∆exp(iφ2), for x > d
(177)
For the normal part of our system the Bogolubov-de Gegennes solution can be written in
general form as
ΨN = CR
 
1
0
 
eipex + CL
 
1
0
 
e−ipex + DR
 
0
1
 
e−iphx + DL
 
0
1
 
eiphx (178)
where the ﬁrst two terms describe electrons moving in opposite directions and the last two
89terms describe holes. For the left superconductor wave function we can write
ΨS1 = Ain
R
 
ueiφ1
v
 
eiqe
1 + Bin
R
 
veiφ1
u
 
e−iqh
1 + Aout
L
 
ueiφ1
v
 
e−iqe
1 + Bout
L
 
veiφ1
u
 
eiqh
1 (179)
whereas for the right superconductor it should be
ΨS2 = Fout
R
 
ueiφ2
v
 
eiqe
2 + Gout
R
 
veiφ2
u
 
e−iqh
2 + Fin
L
 
ueiφ2
v
 
e−iqe
2 + Gin
L
 
veiφ2
u
 
eiqh
2 (180)
where parameters A,B,C,D,F,G should be found by matching solutions (178,179,180) at
the interfaces. Components u and v in the Eqs.(178,179,180) are given by the Eqs.(175), and
the wave vectors pe and ph are given by the Eqs.(173). Wave vectors for the quasiparticles
in the left and right superconductor are
qe = kF
 
1 +
√
E2 − ∆2
 
≈ kF +
i
 
 
∆2 − E2 (181)
qh = kF
 
1 −
√
E2 − ∆2
 
≈ kF −
i
 
 
∆2 − E2 (182)
Since E < ∆ wave vectors qe and qh are not real, but contain some imaginary part. The
imaginary part means that the wave functions of the quasiparticles Ψs1 and Ψs2 is decaying
in the superconductors away from the normal region because quasiparticles below the gap
cannot exist; they form Cooper pairs and disappear.
The normal part of the junction is the source of the quasipasticles. At low temperatures
Cooper pairs are being broken mostly at the interfaces to the superconducting sections and
there are no other sources of bogolons with E < ∆ in the system. Thus, the amplitudes
Aout
L ,Bout
L ,Fout
R ,Gout
R of particles going inside normal part should be zero. For the remain-
ing parameters A,B,C,D,F,G we have four boundary conditions - two on each interface,
namely:
ΨS1(−d) = ΨN(−d)
dΨS1
dx
 
     
x=−d
=
dΨN
dx
 
     
x=−d
(183)
at the ﬁrst interface, and
ΨN(−d) = ΨS2(−d)
dΨN
dx
     
 
x=−d
=
dΨS2
dx
     
 
x=−d
(184)
90at the second interface. As a result we get a homogeneous system of eight equations with
eight unknowns. From the requirement of zero determinant of this system we get an equation
for energies
(v2eiφ−ikhL − u2e−ikeL)(v2eiφ+ikeL − u2eikhL) = 0 (185)
where φ = φ2 − φ1 phase diﬀerence across the junction and L = 2d is the length of the
normal part. After some algebraic manipulations with equation (185) we reproduce the well
known Andreev-Kulik spectrum [79]
 
2arccos
E
∆
− 2
E
∆L
 
= ±φ + 2πn n = 0,±1,±2,... (186)
where ∆L = ~vF/L.
Spectrum (186) consists from two families of levels. The ﬁrst family corresponds to the
plus sign in the Eq.(186) , and the other to the minus sign. At zero phase diﬀerence these
two families of levels are degenerate. When the phase diﬀerence is changed, the levels of the
ﬁrst set increase their energies whereas the levels of the second set decrease. The ﬁrst set
of levels is responsible for Josephson current in the right direction, and levels of the second
set - for the Josephson current in left direction. At nonzero phase diﬀerence φ there is some
imbalance between population of these families of levels so that the total current through
the junction is nonzero.
Equation (186) describes a clean junction. For the the junction with impurities it is
replaced by the equation
 
2arccos
E
∆
− 2
E
∆L
 
= ±α + 2πn n = 0,±1,±2,... (187)
where
cosα = R + Dcosϕ and R = 1 − D. (188)
parameter D is the transparency of the impurity. This spectrum was previously used to
calculate Josephson current through the S/N/S junctions [83, 84]. We use the spectrum
(186) to ﬁnd superconductivity- induced force and magnetization. Equation (186) is a
transcendental equation for energies E of Andreev levels. Before we can use this equation
91in our calculations, it should be simpliﬁed and written in a more explicit form. Luckily,
such simpliﬁcation is possible in cases of short (L ≪ ξ) and long junctions (L ≫ ξ). For a
short junction, the discrete spectrum of Andreev levels is
E0 ≃ ∆W(ϕ)
 
1 −
L
√
D
ξ0
     sin
ϕ
2
     
 
, (189)
where W(ϕ) =
 
1 − Dsin2 ϕ
2 . In this case, the discrete spectrum has only a single, twice-
degenerate level. For the long junction energy levels are very dense, and if we consider
only the ﬁrst few Andreev levels near the Fermi energy, then for such levels E ≪ ∆ and
spectrum (186) is approximated by
E±
L = π∆L
 
±
α
2π
+
1
2
+ n
 
(190)
where phase α deﬁned by Eq.(188). Knowing the energy spectrum of electrons in each
transverse mode of the junction we are ready to calculate the forces in the junction.
4.5 Force in S/N/S junctions.
We assume that the junction is in the state of thermodynamical equilibrium. The super-
conducting bulk parts of the system (tip and surface) are big and can exchange electrons
with macroscopic superconducting reservoirs which can be regarded as inﬁnite. As is well
known from thermodynamics, the force equals the spatial derivative of the thermodynamical
potential Ω, i.e.
F = −∂Ω/∂L. (191)
There are two contributions to the Andreev force FA = F⊥ + FL, where F⊥ is related
to the dependence of the number of quantized transverse channels, N⊥, on the degree of
elongation, and FL originates from the dependence of the Andreev bound states on the
length of the junction.
Let us denote a grand-canonical thermodynamic potential of the single channel by
Ωn(ϕ,L). The total grand canonical potential of the whole junction is simply the sum
Ω(ϕ,L) =
 
n Ωn(ϕ,L) To simplify the physical picture, to make further considerations
92more intuitive we use semiconductor model of our semiconductor-normal-semiconductor
structure [85, 86]. In this model superconductor is modeled with a semiconductor with a
gap 2∆. Electron-like and hole like bogolons are replaced by electrons and holes. Energies
of electrons with k > kF are positive, whereas energies of holes with the same wave vectors
is negative, and vice versa for k < kF. Probability of an electron excitation is f, whereas
probability of a hole excitation is (1−f). Such model is simply a new way of representation
of the same concepts.
4.5.1 Short junctions.
Let us consider ﬁrst the superconductivity-induced force oscillations in short junctions.
Since the Andreev states in the short junctions are independent of the mode index [87],
total thermodynamic potential of the junction is equal to the thermodynamical potential
of a single mode times the number of modes in the junction, Ωs(ϕ,L) ≈ N⊥(L)ΩA(ϕ,L)
where ΩA(ϕ,L) corresponds to a single-channel S/N/S junction. In a cylindrical geometry
number of transverse modes is given by the expression N⊥(L) ≃ πV /λ2
FL, where V is the
volume of the normal part of the junction. In general, both bound (superscript (b) below)
and scattering Andreev states contribute to ΩA(ϕ,L); for our purpose only the bound states
are important (see below), and thus F
(b)
A = F
(b)
⊥ + F
(b)
L , where
F
(b)
⊥ =
N⊥
L
Ω
(b)
A (ϕ,L), F
(b)
L = −N⊥
∂Ω
(b)
A (ϕ,L)
∂L
. (192)
Withing the semiconductor model, thermodynamical potential ΩA of the single channel in
the short junction can be calculated simply as the thermodynamic potential for a two-level
system (E(+),E(−)) = (E0,−E0), where energy E0 is given Eq. (189). Straightforward
calculation yields
F
(b)
⊥ ≃ −2N⊥
T
L
ln
 
cosh2 (W(ϕ)∆/2T)
cosh2(∆/2T)
 
, (193)
F
(b)
L ≃ 2N⊥
∆
ξ0
W(ϕ)
 
Dsin2 ϕ
2
tanh
 
∆
2T
W(ϕ)
 
. (194)
where W(ϕ) =
 
1 − Dsin2 ϕ
2 . For low transparency junctions (D ≪ 1) force F
(b)
⊥ may be
approximated as
F
(b)
⊥ ≃
N⊥∆
L
Dsin2 ϕ
2
tanh
 
∆
2T
 
∼
N⊥∆
L
D , (195)
93and since F
(b)
L ∼ N⊥(∆/ξ0)
√
D it is evident that |F
(b)
⊥ | ≫ |F
(b)
L |, provided that D ≫ (L/ξ0)2.
In contrast, when D ≪ (L/ξ0)2 ≪ 1 the F
(b)
L contribution dominates.
For point contacts (i.e. extremely short junctions) the Andreev force can be calcu-
lated (when D ≫ (L/ξ0)2 ) by taking the limit L/ξ0 → 0 for the Andreev bound states
Eq.(189). In this case, continuum states do not aﬀect the free energy (see e.g. Ref.[88]) and,
therefore, they do not contribute to the force. In contrast, for low transparency junctions
the L/ξ0-corrections to the bound state energies determine the force oscillations. To this
order the continuum states do contribute to the free energy and they can change the depen-
dence of the AF on the phase diﬀerence. Thus, Eq.(194) can be considered as an estimate
of the AF in a short junction. the contribution of the continuum states (F
(c)
A ) is extremely
small, i.e. F
(c)
A (D ≪ 1) ≪ (L/ξ0)3(εF/λF).
The phase-dependent force in a superconducting quantum point contact (QPC) (D = 1)
is related to the quantized Josephson current Js (see Ref.[87])
Js =
e
~
 
−L
∂F
(b)
A
∂ϕ
 
= N⊥
e∆
~
sin
ϕ
2
. (196)
The force oscillations (portrayed by the dependence of the force on the contact size) are
determined by two distinct contributions: (i) a large phase-independent term ( operative also
in normal-metal NWs ) of the order of N⊥εF/λF originating from incoherent contributions
of all the conducting electrons to the thermodynamic potential [76, 77, 89], and (ii) a
coherent SC-induced force (Eqs.(193) and (194)). It is the latter, phase-dependent, term
that is directly related to the quantized Josephson current.
The amplitude of the Andreev force oscillations may be readily estimated as follows:
for D ∼ 1 and L ≪ ξ0 the amplitude of the Andreev force is of the order of F
(b)
A ∼
N⊥∆/L ∼ LεF/ξ0λF ∼ (L/ξ0)[nN]; in the ballistic regime for a non-transition metal ξ0 ∼
10−5 − 10−4cm. Using state-of-the-art instrumentation such forces (e.g. 10−2 − 10−1nN),
can be measured [90].
4.5.2 Long junction.
In long junctions spectrum of Andreev levels is approximated by Eq.(190). Since this
spectrum does not depend on the superconducting gap ∆, for low temperatures (T ≪
94∆) all the thermodynamic properties of a long ballistic junction are essentially material
independent. Evaluation of the Josephson current in this case is equivalent to the calculation
of the persistent current for chiral fermions on a ring [91].
We will consider only clean long junctions, so that α = φ. The corresponding phase-
dependent part of the thermodynamic potential ΩA(φ) for the Andreev-Kulik spectrum
(190) can be evaluated as follows. The thermodynamic potential of the particles in the
Andreev state (n,±) is
Ωs
n = −T ln
 
1 + e−βE±
n
 
= −T ln
 
1 + exp
 
−βπ∆L
 
s
φ
2π
+ n +
1
2
   
(197)
where number s = ±1 indexes families of Andreev levels. Thermodynamical potential ΩA of
a single transverse mode is equal to the sum of thermodynamical potentials of all Andreev
levels
ΩA =
 
s=±
 
n
Ωs
n (198)
Summation over index n can be performed using Poisson formula
+∞  
n=−∞
Ω±
n = 2Re
∞  
k=1
+∞  
−∞
Ω±(x)e2πikxdx +
+∞  
−∞
Ω±(x)dx (199)
where Ω±(n) is the same as Ω±
n, except that index n is a continuous variable. The last
integral in right hand side of the equation (199) is diverging. The divergence is a consequence
of the simpliﬁcations made to the Andreev spectrum in the limit L ≫ ξ. Namely, spectrum
(190) corresponds to the inﬁnite gap in the dispersion relation of quasiparticles. For |n| ≫ 1
this approximation is not valid. Moreover we assume that spectrum of levels is inﬁnite
in both directions and that separation between levels is constant at all energies. These
assumptions are also not good if |n| ≫ 1. To ﬁx the problem with divergence in the (199)
we should subtract from (198) a thermodynamic potential of the normal (and therefore
gapless) system. Spectrum of normal system is continuous and, as it is easily to see, its
contribution to the thermodynamic potential equals exactly to the diverging integral in
the formula (199). The remaining integrals in the Poisson formula are ﬁnite and describe
only eﬀects related to the superconductivity of the tip and surface. The straightforward
95evaluation of the integrals in Eq. (199) yields for superconductivity induced thermodynamic
potential ˜ ΩA(φ) relation
˜ ΩA(φ) = 4T
∞  
k=1
(−1)k
k
coskφ
sinh(2πTk/∆L)
. (200)
Force oscillations, induced by the Andreev-Kulik level structure in a single-channel long
S/N/S junction, according to formula (191), can be found by simply taking the derivative
of (200). In the limit of high (T ≥ ∆L) and low (T ≪ ∆L) temperatures, superconductivity-
induced force in one transverse mode can be written as (|ϕ| ≤ π)
˜ FA ≃

    
    
∆L
2πL
 
ϕ2 − π2
3
 
, T ≪ ∆L
−16π T2
L∆L exp
 
−2πT
∆L
 
cosϕ , T ≥ ∆L .
(201)
We focus here only on the phase-dependent part of the thermodynamic potential, ˜ ΩA(ϕ),
and the resulting Andreev (or, equivalently, Casimir [81]) force ˜ FA , since, as aforemen-
tioned, the force in superconducting junctions (Eq.(201)) is added to a much larger phase-
independent term (∼ εF/λF) that dominates the cohesive force in metallic NWs. In a
multi-channel junction the thermodynamic potential is the sum over transverse channels
(ln)
˜ Ω =
 
ln
˜ Ω
(ln)
A (ϕ), (202)
where ˜ Ω
(ln)
A (ϕ) is given by Eq.(200) with ∆
(ln)
L = ~v
(ln)
F /L substituted for ∆L. For a long
junction the Fermi velocity enters explicitly the expression for a single channel supercur-
rent, and the total current in a multichannel junction strongly depends on the junction
geometry [92]. As mentioned earlier, we model the normal part of a long S/N/S junction
by a cylinder of length L and cross-section area S = V/L. The Schr¨ odinger equation of
motion of electrons in the cylindrical coordinates (ρ,φ,z) is
−
~2
2m
 
∂2
∂ρ2 +
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂φ2 +
∂2
∂z2
 
Ψ = EΨ (203)
If we write Ψ(ρ,φ,z) = R(ρ)Φ(φ)Z(z) we can reduce the partial diﬀerential equation (203)
96to a system of ordinary diﬀerential equations for the functions R(ρ), Φ(φ) and Z(z):

   
   
1
Z(z)
d2Z
dz2 = −k2
z
1
Φ(φ)
d2Φ
dφ2 = −l2
ρ2
R(ρ)
d2R
dρ2 +
ρ
R(ρ)
dR
dρ − l2 + ρ2(2mE
~2 − k2
z) = 0
(204)
where kz and l are some constants. Due to periodic condition Φ(φ+2π) = Φ(φ) parameter
l should be integer. Parameter kz is the longitudinal wave vector of electrons, and l is the
angular momentum of motion around z axis. Solutions of the system (204) are

   
   
Z(z) = A1e+ikzz + B1e−ikzz
Φ(φ) = A2e+ilφ + B2e−ilφ
R(ρ) = A3Jl(ρξ) + B3Nl(ρξ) , where ξ =
 
2mE
~2 − k2
z
(205)
where Jl and Nl are Bessel and Neumann functions of l-th order. Since wave function should
be ﬁnite everywhere inside the cylinder we have to take B3 = 0 since Nl → ∞ when ρ → 0.
Assuming hard-wall boundary conditions for electrons at the lateral surface of the cylinder,
wave function should satisfy boundary condition Ψ(R,φ,z) = 0, which in turn means that
R(R) = A3Jl
 
R
 
2mE
~2 − k2
z
 
= 0. (206)
Equation (206) gives energy eigenstates of the electrons in the cylindrical contact, it can be
rewritten in the explicit form
Eln =
~2γ2
ln
2mR2 +
~2k2
z
2m
(207)
where γln are the Bessel function zeroes: Jl(γln) = 0. We can use equation (207) to ﬁnd
the longitudinal velocities of electrons at the Fermi-level in diﬀerent conducting channels.
Setting in the Eq.(207) Eln = εF and rewriting kinetic term associated with motion along
the axis of the cylinder as Ez = mv2
F/2, we ﬁnd that the longitudinal velocity of electrons
at the Fermi surface in the (ln)−th channel is
v
(ln)
F (L) =
 
2
 
εF −
~2πL
2mV
γ2
ln
 
/m. (208)
The dependencies of the Andreev force on the phase diﬀerence (ϕ) and on the length
(L) of the nanowire are displayed, respectively, in Figs. 25 and 26, where we show ∆F(ϕ) =
970 1 2 3 4
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Figure 25: Force ∆F in the nanowire S/N/S junction as a function of phase diﬀerence ϕ.
We use the physical parameters for Pb, i.e. εF = 1.5×10−11erg, and vF = 1.83×108cm/s.
The volume V = 5 × 10−15cm3, and the length of the junction L = 10−4cm. Results are
shown for two temperatures, both below Tc(Pb) = 7.18K. The force was calculated as
follows: ﬁrst, using Eq.(198), the grand canonical potential was found for each transverse
mode (each with a diﬀerent ∆ln
L = ~vln
F /L, see Eq.(208)). The total potential is the sum
over all the transverse modes (Eq.(202)), and its derivative with respect to L was evaluated
numerically.
FA(ϕ) − FA(0). From Fig. 26 we observe that the force is enhanced at special values of
the phase diﬀerence ϕr = π(2r + 1), (r = 0,±1,±2,...). At ϕ = ϕr one of the AK bound
states coincides with the Fermi energy and, most signiﬁcantly, this state is 4N⊥-fold degen-
erate [93], thus amplifying its contribution. Direct observation of the superconductivity-
induced nanomechanical eﬀect predicted here may be obtained through : (i) generation of
a nanowire of length L via separation of an antiferromagnetic tip-surface contact, using a
superconducting material (e.g. Pb) at T < Tc, followed by (ii) measurement of the force re-
quired to maintain the nanowire length (L) as a function of variations of the phase-diﬀerence
across the S/N/S junction (as seen from Fig. 26 this force maximizes at ϕ = π ).
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Figure 26: Force in S/N/S junction as a function of length of the junction calculated for
diﬀerent temperatures. The parameters of the junction and the method of calculation are
as in Fig.25.
The variation of the elongation force (for ϕ = π) with the NW length is shown in
Fig. 26. We note ﬁrst that even though the number of open channels is very large for
the NW junction shown in Fig. 26, the magnitude of the forces is signiﬁcantly smaller
than in the case of short junctions (see previous subsection) 2. The aperiodic variations
of the Andreev force originating from the change in the number of open channels upon
elongation, are particularly pronounced at lower temperatures. Note however, that such
aperiodic variations occur also for normal metal NW [76, 77] and consequently separation
of the superconductivity-induced contribution may be diﬃcult.
2For a long junction (L ≫ ξ0) with only a very small number of channels (N⊥ ∼ 1), the force is negligibly
small ˜ FA ∼ ~vF/L
2 ∼ (εF/λF)(λF/L)
2. On the other hand, for a relatively short ( i.e. L ∼ 0.1ξ0 ∼ 10
nm) ballistic NW, the SC-induced contribution to the force can become quite large. For such a NW with a
diameter 2R = L we estimate ( using the Sharvin expression k
2
F/4π, where kF(Pb) ∼ 10
8 cm
−1 ) that the
number of channels is ∼ 1500. From Eqs. (4) and (5) we obtain an AF (evaluated at ϕ = π) of 10
−1nN for
T = 0.1K, and half this force for T = 6K.
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Figure 27: Magnetization of the junction in a magnetic ﬁeld of 5 Oe, plotted versus the
phase diﬀerence φ for several temperatures. The parameters of the junction are as in
Fig.26. Notice that away from the resonance magnetization can become negative. This at
ﬁrst glance strange result is simply a consequence of our regularization procedure when we
dropped the second divergent term in the equation (199). The more delicate regularization
(see later) shows that there is an additional phase independent term which is equal to Pauli
paramegnetizm of the sample in the normal state. In other words, this ﬁgure demonstrates
only phase dependent part of magnetization.
4.6 Magnetization of S/N/S junctions in magnetic ﬁeld.
Superconductivity of the bulk parts of the nanocontact inﬂuences not only its mechanical
properties, but also its magnetic properties. In this section we consider a multichannel
superconducting long junction in a weak magnetic ﬁeld  BB ≪ ∆ (where  B is the Bohr
magneton), applied locally (i.e. only to the normal metal nanowire part of the S/N/S
junction).
B(x) =

 
 
B, if |x| < L/2
0, otherwize
.
These requirements are important to guarantee that the ﬁeld does not create currents (
or, equivalently, phase gradients) along S/N interfaces. When the magnetic ﬁeld inﬂuences
100both the normal and the superconducting parts of a S/N/S junction the supercurrent may
be suppressed even for weak ﬁelds. Under such circumstances the AK level structure may be
globally destroyed (see e.g. [94]) We totally neglect all magnetic eﬀects due to spatial motion
of electrons in the junction. The only signiﬁcant inﬂuence on the Andreev-Kulik levels is
through the Zeeman coupling of the electron spin s to the magnetic ﬁeld, HZ = g Bs B (g
is the g-factor). The thermodynamic potential δΩA(ϕ,B) ≡ ΩA(ϕ,B) − ΩA(0,0) takes the
form (see. Eq.(200))
δΩA(ϕ,B) = −4T
∞  
k=1
(−1)k
k
(1 − coskϕcoskχ)
sinh(2πkT/∆L)
, (209)
where χ ≡ ∆Z/∆L and ∆Z = g BB is the Zeeman energy splitting. Note that the inﬂuence
of the Zeeman interaction on the thermodynamics of the S/N/S junction is equivalent to
the inﬂuence of a gate voltage on the thermodynamic properties of quantum rings [91]. The
magnetization MA = −∂δΩA(ϕ,B)/∂B at low (T ≪ ∆L) and high (T > ∆L) temperatures
is given for a single channel junction as
MA ≃

    
    
−g B
 χ
π
 
, T = 0 ; |χ| ≤ π, |φ| ≪ π
−8g B
T
∆Le
− 2πT
∆L cosϕsin(χ), T ≥ ∆L .
(210)
Note, that the superconductivity-induced magnetization MA, can be of the order of several
 B (if g ≫ 1) even for a single-channel junction, and withing certain range of phases it is
insensitive to the superconducting phase diﬀerence at low temperatures.
For a multichannel quantum junction at low temperatures the dependence of MA(ϕ)
exhibits typical resonant behavior at the resonant phases ϕr, as shown in Fig. 27. This
is a manifestation of the eﬀect of ”giant oscillations”, known previously for conductance
oscillations [95]. At these phases Andreev states of energies EA = ±g BB become 2N⊥-fold
degenerate [95], leading to giant enhancement of thermodynamic and kinetic characteristics
of ballistic junctions in magnetic ﬁelds.
Since at resonance the coherent contribution (∝ N⊥) of all transverse modes dominates
the magnetization, we predict at low temperatures (T ≪ ∆Z): (i) a giant response (∝ N⊥)
of an S/N/S junction to a magnetic ﬁeld, and (ii) a step-like behavior of the magnetization as
101a function of the wire diameter. At other values of the phase diﬀerence, diﬀerent transverse
channels contribute to δΩA with diﬀerent periods (i.e. in general, incoherently), resulting
in a complex structure of the magnetic oscillations.
In the most cases a supercurrent is suppressed by the Zeeman interaction [96]. A mag-
netic ﬁeld would also suppress the predicted Andreev force δFA(ϕ,B) = −∂δΩA(ϕ,B)/∂L.
At low temperatures (T ≪ ∆L) the force (which is periodic both in the phase, ϕ, and in
the dimensionless Zeeman energy splitting χ = ∆Z/∆L) can be written for a single-channel
junction as ( |ϕ|,|χ| ≤ π ): δFA ≃ (∆L/2πL)
 
(ϕ)
2 − (χ)
2
 
.
4.7 Magnetization of Superconductor – 2D Electron Gas –
Superconductor (S/2DEG/S) contact.
In this section we consider another class of systems, which are theoretically very similar to
the systems of nanoscopic S/N/S junctions considered in the previous section. We discuss
mesoscopic magnetic eﬀects in the superconductor- two-dimensional electron gas - super-
conductor (S/2DEG/S) structure schematically represented on the Fig.28. Such systems
have been recently realized experimentally [97, 98]. Like in a three-dimensional contact,
the small size of the system in its narrowest part leads to quantization of the transverse
motion of electrons. For a narrow rectangular strip of a two-dimensional electron gas bridg-
ing two bulk superconductors, motion of electrons in the direction perpendicular to the
surface of the 2D gas is forbidden completely, i.e. electrons are conﬁned to zero point oscil-
lations in that direction, whereas motion within the plane of the 2D gas, along surfaces of
superconductor, is allowed but is quantized.
We assume that the properties of the 2DEG/S interface are very similar to the proper-
ties of N/S interface, namely, the electrons and holes from the two-dimensional electron gas
part of the constriction, whose energies are lower than the gap in the spectrum of supercon-
ductors, cannot move into the superconductor, but are Andreev reﬂected. As in the case
of three-dimensional S/N/S junctions we assume that electrons from diﬀerent transverse
modes do not mix, so that we can describe each mode within a simpliﬁed one-dimensional
Bogolubov - de Gennes model. We assume that the left and right superconductors have
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Figure 28: Scheme of the S/2DEG/S junction. Two superconductors with diﬀerent phases
of the order parameter connected via two-dimensional electron gas (2DEG). Magnetic ﬁeld
is applied locally between superconductors parallel to the plane of 2DEG and is negligibly
weak near S/N interfaces. A similar system was considered in the paper [99] where eﬀects
of Zeeman splitting and spin-orbit interactions on the Josephson current was studied.
uniform order parameters of the same magnitude ∆ but diﬀerent phases φ1 and φ2 and that
the order parameter inside the two-dimensional electron gas is zero.
There are, however several important diﬀerences between S/N/S and S/2DEG/S cases.
First, the eﬀective mass of electrons ms in the superconductors can diﬀer very much from
the eﬀective mass mn in the two-dimensional electron gas. Second, we assume that the
S/2DEG/S junction is clean and, therefore, function U(x), which determines the external
potential, is zero everywhere except at the interfaces. At the interfaces (x = ±L/2) the
diﬀerence in material structure of the superconductor and semiconductor always leads to
formation of potential barriers, which can signiﬁcantly aﬀect the properties of the system
and it would be incorrect to ignore them. We model these potential barriers by Dirac
delta-functions of equal strength W.
U(x) = W(δ(x + L/2) + δ(x − L/2)). (211)
Like for a 3D S/N/S contact, we assume that the magnetic ﬁeld is weak ( g BB(x) ≪
∆ , where  B is the Bohr magneton and g is the Lande g-factor) and acts only on the
nonsuperconducting part of the junction (see Eq.209). To avoid any orbital magnetic eﬀects
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Figure 29: Model of S/2DEG/S system. As well as for three-dimensions S/N/S system,
we assume that order parameter is equal to zero in 2DEG part. In the bulk superconduc-
tors order parameter is non-zero constant. We assume that absolute value of the order
parameter is the same in the left and right superconductors, but phases can be diﬀerent.
Due to diﬀerent electronic structure of superconductor and two-dimensional electron gas,
eﬀective mass of electrons in these media can be diﬀerent. Eﬀective mass of electrons in
superconductors ms is approximately equal to the free electron mass me, whereas in typical
2DEG it is two orders of magnitude less than me, for example, in heterostructure made from
InAs the eﬀective mass is only m2D = 0.023me. At the interface between superconductor
and 2DEG one can expect presence of some potential barriers due to chemical reactions
between two materials or due to features of fabrication of the contact. Potential barriers at
the interfaces may also form due to diﬀerence in structure of electronic bands. We model
such barriers at the interfaces by delta function potentials.
we direct the magnetic ﬁeld parallel to the surface of the 2DEG.
The Andreev-Kulik levels are obtained by matching solutions of the Bogolubov - de
Gennes equation for the uniform regions at the S/2DED interfaces. The result of the
matching procedure for the system with barriers and with diﬀerent masses of electrons
in two-dimensional gas and superconductor is very cumbersome. To simplify it we will
use the Andreev approximation [100, 101]. Namely, in the lowest nonvanishing order in
max(∆,E)/ǫF we make the approximation of replacing wave vectors of electrons and holes
inside S and 2D parts of the junction with the Fermi wave vectors: ke ≈ kh ≈ k
(n)
F and
qe ≈ qh ≈ k
(s)
F , where k
(s)
F /k
(n)
F =
 
ms/mn. On the other hand if we have a diﬀerence of
wave vectors then we should take ke −kh ≈ mnǫ/(~2k
(n)
F ) and qe −qh ≈ ms∆/(~2k
(s)
F ). In a
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Figure 30: Andreev levels in a one-dimensional transverse mode in S/2DEG/S junction.
Figure (1a) shows a spectrum of Andreev levels for long clean S/N/S junction with equal
masses of electrons in the normal part and in superconductors as a function of phase dif-
ference. Figure (1b) shows Andreev levels for Josephson junction when eﬀective masses of
electrons in superconducting and in normal parts are diﬀerent or when there are barriers
at the interfaces. It turns out that the eﬀect of barriers at the interfaces on the Andreev
spectrum is the same as eﬀect of diﬀerent masses. Figures (2a) and (2b) show the eﬀect
of magnetic ﬁeld on Andreev spectrum. Magnetic ﬁeld splits levels. Red lines correspond
to the levels with magnetic moment along magnetic ﬁeld and blue lines - to levels with
magnetic moment against the ﬁeld. For a single mode magnetization is maximal when the
Fermi energy is between red and blue levels.
long junction (L ≫ ξ0 = ~vF/∆) the bound state energies close to the Fermi level, ǫ ≪ ∆,
are
ǫ(±)
n,σ(φ) = πωL
 
±
Θ
2π
+ n
 
+
σ
2
g BB, (212)
where the new phase Θ is deﬁned as
Θ ≈ π − arccos
 
R1 cos(φ) + R2 cos(2LkF) + R3 sin(2LkF)
DZ
 
DZ =
 
ms(mn + ms) + 4m2
nZ2 2 R1 = 4mnm3
s
R2 = −
 
(mn − ms)2m2
s + 8m2
n(mn − 3ms)msZ2 + 16m4
nZ4 
105R3 = 8mnmsZ
 
(mn − ms)ms + 4m2
nZ2 
.
Here Z = Wm/(~kF) is the parameter, which describes the barrier strength and ωL =
~vF/L is the energy level spacing. If the eﬀective masses of the charge carriers in the
superconducting leads and in the two-dimensional electron gas are equal, we reproduce
the results obtained in Refs.[102, 103, 104]. Eq.(212) describes two sets (±) of discrete
levels, labeled by integer indices n = 0,±1,±2,... and an additional index σ = ±1, which
characterizes the splitting of the energy levels in the magnetic ﬁeld. Since the scattering
properties of the the interfaces are assumed to be spin-independent, spin is conserved in both
Andreev and normal reﬂection. The magnetization of each populated Andreev-Kulik level,
according to Eq.(212), is g B/2. Mesoscopic harmonic factors sin/cos(2LkF) in Eq.(213)
are associated with the interference of the incident and normally reﬂected quasiparticle
waves. They appear due to strong change in the quasi-momentum of the quasiparticle at
the interface in normal reﬂection. In a transparent S/N/S junction (Z = 0) with equal
eﬀective masses these oscillations are absent since in a pure Andreev reﬂection momentum
is approximately conserved and the result (212) reduces to the Kulik spectrum (186). For a
transparent S/N/S junction in zero magnetic ﬁeld B Andreev-Kulik levels from two diﬀerent
sets (±φ) intersect at φr = π + 2πr (r = 0,±1,±2,...). At these special points the levels
are four-fold degenerate for a single channel junction. The situation changes if the junction
is not transparent. Even if the barriers are very small, levels do not intersect, they oscillate
periodically with the phase diﬀerence, approaching each other at the points φ = πk (k =
0,±1,±2). Every Andreev level is now two-fold degenerate. In the external magnetic ﬁeld
Andreev-Kulik levels split and become non-degenerate. Magnetization produced by the
Andreev state nσ(±) of the transverse mode l is
M
(±)
l,σ (n) = −
 σ
1 + exp
 
−βǫ
(±)
l,n,σ(φ)
 . (213)
Subscript l, which enters this formula, implies that transverse modes are diﬀerent. The
total magnetization of a single transverse mode is given by a sum over all Andreev states.
It is useful to combine the levels with opposite directions of magnetic moment in pairs,
M
(±)
l (n) = M
(±)
l,+1(n) + M
(±)
l,−1(n) and then sum up pair contributions M
(±)
l (n) over the
106index n using the Poisson summation formula
+∞  
n=−∞
M
(±)
l (n) =
∞  
−∞
M
(±)
l (ν)dν + 2Re
+∞  
k=1
∞  
−∞
M
(±)
l (ν)e2πikνdν. (214)
Such ordering guarantees convergence of the ﬁrst and the second term in (214). The total
magnetization of the single transverse mode is [105]
Ml =
g2 2
BB
πωL
+
4Tg B
ωL
∞  
k=1
cos(kΘ)sin(kχ)
sinh(2πkT/ωL)
, (215)
where χ = g BB/ωL. The ﬁrst term in Eq.(215) does not depend on the phase diﬀerence
or the temperature. This term describes Pauli magnetization of the junction. It remains
the same even if the tip and the surface become nonsuperconducting. It is the second term
which gives oscillations of magnetization. At high temperatures (T ≫ ωL) when the Fermi
distribution is smeared over many Andreev levels the amplitude of these oscillations is small
in comparison with the ﬁrst term in (215). The sum in Eq. (215) can be truncated at k = 1
so that magnetization of each transverse mode oscillates as Acos(Θ) with the amplitude
A = (4g2 2BT/ω2
L)exp(−2πT/ωL).
In the opposite limiting case, at low temperatures (T < g BB), only a small number of
states near the Fermi energy contribute to the magnetization. Andreev levels can be shifted
by changing the phase diﬀerence φ between superconductors. At certain values of the phase
diﬀerence some Andreev states approach very close to the Fermi energy. At these phase
diﬀerences the magnetization of the junction is maximal.
Taking into account only one pair of states which is the closest (at the given φ = φr) to
the Fermi energy and neglecting the contribution of the other states we can approximate
the previous formula by a simple expression
M
(osc)
l ≈ +
g B
exp
 
ωL
2T Θ −
g B
2T B
 
+ 1
−
g B
exp
 
ωL
2T Θ +
g B
2T B
 
+ 1
(216)
where angle Θ is deﬁned by Eq.(213). The same result can be achieved if we use the
Euler-Maclaurin summation formula to approximate Eq. (215) in the vicinity of the points
φr = π(1 + 2r).
Like in the case of 3D contacts, in order to get the total magnetization of the system we
have to sum up contributions of all open transverse modes (channels). The channel is open
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Figure 31: Magnetization of the transparent (Z = 0) S/2DEG/S junction with harmonic
lateral conﬁning potential in magnetic ﬁeld B = 10 Oe as a function of phase diﬀerence plot-
ted together with its asymptotes MA ( Eq. 220 ) and MB (Eq. 221 ). For the demonstration
we choose the materials with the same eﬀective masses We assume that superconductors
are made from niobium, therefore the Fermi energy is ǫF(Nb) = 8.52 × 10−12erg, eﬀective
masses mS
eff = mN
eff, length of the 2DEG part of the junction is L = 10−4cm, and width
d = 6 × 10−5cm. Results are shown for temperature T = 0.1K, which is much below the
critical temperature of niobium Tc(Nb) = 9.2K. Notice that resonance peaks are extremely
narrow, their width δφ ∼ g BB/ωL is approximately equal to the phase change necessary
to shift the spectrum of Andreev levels on the value of Zeeman splitting.
if the energy of its lowest longitudinal mode is smaller than the Fermi energy of the super-
conducting leads it is connected to. Since barriers at the S/2DEG interfaces are assumed
small, the motion in the longitudinal direction is almost unperturbed (the realistic case for
junctions fabricated in InGaAs heterostructures with Nb electrodes [97]). Conﬁnement in
the lateral direction is usually produced by the electrostatic potential generated by gate
electrodes etched on the surface of the heterostructure.
We provide results for two simple models of the conﬁning potential: i) hard wall potential
and ii) parabolic potential. For more accurate description one needs to solve Schr¨ odinger
and Poisson equations consistently as described in works [106] and [107].
108For hard wall boundary conditions, we can write velocity of electrons and holes with
energies near the Fermi energy in the lth channel in the form
vl =
 
2
mn
 
ǫF −
1
2mn
 ~πl
d
 2 
. (217)
The velocities of quasiparticles in a multichannel junction with parabolic conﬁnement
U(y) = mΩ2
⊥y2/2 are
vl =
 
2
me
 
ǫF − ~Ω⊥
 
l +
1
2
  
, (218)
where lateral frequency Ω⊥ =
 
8ǫF/(mnd2) is chosen such that U(y = ±d/2) = ǫF.
The separation between Andreev levels ω = ωl = ~v
(l)
F /L is diﬀerent for diﬀerent trans-
verse modes. If the 2DEG junction is wide, the number of the transverse modes is large,
we can replace the summation over the modes by integration and write the magnetization
of the S/2DEG/S junction as
M ≈ N⊥g B
1  
0
D(ξ,α,β)λ(ξ)dξ . (219)
Here function D(ξ,α,β) = f(αξ − β) − f(αξ + β) is the diﬀerence between occupation
of two states with opposite momenta, f(η) = 1/(eη + 1) is the Fermi distribution and
α = ~vFΘ/(2LT) , β = g BB/(2T). Weight function λ(ξ) is equal to 2ξ for a ”soft wall”
potential and to ξ/
 
1 − ξ2 for ”hard wall” potential.
The integral in the right hand side of the Eq. (219) unfortunately cannot be calculated
analytically, but we can ﬁnd an asymptotic behavior of magnetization at several diﬀerent
values of the phase diﬀerence φ. In the vicinity of the resonance points φr where Θ ≪
LT/(~vF), magnetization is the highest, and is approximately equal to
M ≈ N⊥g B tanh(g BB/4T)
 
1 −
C1
12
 
Θ~vF
LT
 2
sech2 (g BB/4T)
 
(220)
The constant C1 is equal to 1/2 in the ’hard walls’ potential and to 2/3 in the ’soft walls’
potential. On the other hand, if the phase is far away from the resonance (Θ ≫ LT/(~vF))
magnetization slowly approaches to
M ≈ C2N⊥g2 2
BBT
 
2L
~vFΘ
 2
ln2 (221)
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Figure 32: Magnetization of the transparent S/2DEG/S junction in a magnetic ﬁeld B =
10Oe at several temperatures plotted versus phase diﬀerence. Width of the junction d =
5 × 10−5cm. All other parameters of the junction are as in Fig.31
In Fig.31 we show the result of numerical calculation for the total magnetization as
a function of the phase diﬀerence and compare this numerical result with the asymptotic
behavior in Eqs.(220) and (221). Fig. 32 shows behavior of the magnetization at several
diﬀerent temperatures. Higher temperatures lead to smearing of the Fermi distribution and
the resonance peaks become smaller and broader. Since in the transparent clean junction
condition for resonance φ = φr is the same for all transverse modes, magnetization at the
resonances is proportional to the number of transverse modes. This eﬀect is analogous to
giant oscillations of conductance considered in Ref. [108]. Therefore, the wider the junction,
the larger heights of the peaks at the resonances. This behavior is illustrated in Fig. 33.
On the other hand, if we vary length of the junction, it will aﬀect only width of the peaks,
whereas height of the peaks will remain unchanged (see Fig. 34).
If the junction is not transparent, electrons and holes incident on the surface may be
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Figure 33: Magnetization as a function of the width of 2DEG part of transparent S/2DEG/S
junction. Length of the junction L = 10−4cm. Temperature T = 0.1K. Strength of the
magnetic ﬁeld and all other parameters are the same as for Fig.31.
reﬂected normally from a S/2DEG interface. This processes modiﬁes the spectrum of An-
dreev levels. Andreev levels do not intersect and do not cross the Fermi energy at any value
of the phase φ. As a consequence, the amplitude of the magnetization peaks decreases.
Diﬀerence in the eﬀective masses of the 2DEG and superconductors has similar eﬀect on
magnetization as the presence of barriers at the interfaces. Namely, due to mismatch of the
Fermi velocities, some of electrons are being normally reﬂected the 2DEG/S surface. The
larger the diﬀerence between eﬀective masses, the larger the fraction of all incident electrons
that are reﬂected from the interfaces normally.
In the clean S/2DEG/S or S/N/S junction every Andreev reﬂected electron, picks up an
additional phase δφ = ±φ1,2 + arccos(E/∆) at the interface, whereas normal electrons do
not pick up such phase. Reﬂected electron-hole wave function is a mixture of Andreev and
normally reﬂected electrons and holes. Resonance conditions for this mixture are diﬀerent
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Figure 34: Magnetization of the transparent S/2DEG/S junction versus phase diﬀerence φ
for diﬀerent lengths of the 2DEG part. Width of the junction is d = 5×10−5cm, temperature
T = 0.1K and magnetic ﬁeld B = 10Oe.
from resonance conditions for wave functions in the clean S/2DEG/S junction, where only
Andreev reﬂection can occur. Resonance conditions in the junction with barriers or with
diﬀerent eﬀective masses depend not only on the phase diﬀerence, but also on the length
of the junction. Although it is always possible to achieve resonance for one channel, since
diﬀerent transverse channels have diﬀerent longitudinal velocities, it is diﬃcult to satisfy
resonance conditions for many channels at once. Resonant peaks for magnetization of each
single channel are very narrow; the majority of the channels are oﬀ resonance even for small
barriers or slightly diﬀerent materials. As a result total magnetization of the junction in
both cases of barriers and diﬀerent masses is strongly suppressed. Therefore, for observation
of strong resonance we recommend the use of materials with close eﬀective masses.
Magnetization, as well as superconducting current in a S/2DEG/S junction, is a result
of diﬀerence in the population of diﬀerent Andreev levels. Josephson current through the
112junction is possible only when energy levels of two sets ( dEn/dφ > 0 and dEn/dφ <
0 ) are unequally populated. Similarly, magnetization of the S/2DEG/S junction is a
result of diﬀerent population of the states with opposite directions of magnetic moments.
Magnetization is more sensitive to the barriers and mass diﬀerences than Josephson current.
The explanation to this high sensitivity is the following. Since we are constrained to use
weak external magnetic ﬁelds to avoid destruction of superconductivity, Zeeman splitting
of Andreev levels is small ( BB = ∆Z ≪ ωL); in this situation impurities, barriers or mass
diﬀerence that modify the spectrum of Andreev levels can move them away from the region
( ∼ T) where gradient of the Fermi distribution is high. Even small shift ∆b of energy
levels from the Fermi level may result in the situation T ≪ ∆Z ≪ ∆b when both levels
with opposite direction of magnetic moment are almost equally populated, giving together
small magnetization Ml ≪  B. This situation does not happen with levels that belong to
diﬀerent sets. These levels are well separated ∼ ∆L and small change ∆b ≪ ∆L in their
position cannot signiﬁcantly aﬀect their population.
4.8 Summary
In summary, we considered mechanical and magnetic eﬀects in the ballistic small junctions
formed in scanning tunneling microscope experiments where tip and surface are in a super-
conducting state and in the similar systems of two-dimensional electron gas connecting two
superconductors. We predicted and illustrated that superconductivity induces in quantum
wires phase-dependent forces and magnetic response correlated with the supercurrent. At
special values φr = π + 2πr of the phase diﬀerence φ = φ1 − φ2 of the order parameter
between two superconductors, force and magnetization become maximal.
The superconductivity induced forces and magnetization for any single transverse mode
of the junctions are very small, but since for transparent junctions the resonance conditions
are identical for all transverse modes, the magnetization and total force of the junction at
resonances at low temperatures is proportional to the number of transverse modes and, if
the the number of transverse modes is big, the total magnetization of the junction will be
large enough to be detected in experiments.
113CHAPTER V
AHARONOV-BOHM EFFECT AND PLASMA
OSCILLATIONS IN SUPERCONDUCTING TUBES AND
RINGS
5.1 Introduction.
In this part of the thesis we consider collective excitations of charge density, so called plasma
oscillations, in the small low-dimensional multiply connected superconducting structures in
a magnetic ﬁeld. More precisely, we consider two similar types of systems: i) an inﬁnitely
long thin superconducting cylinder and ii) thin superconducting ring (see Fig.35). By
varying the parameters of the cylinder and the ring we expect to recover results for simpler
cases - plasma oscillations in a thin inﬁnite superconducting thread and plasma oscillations
in a thin superconducting plane, ( these cases have been studied earlier in [109]) . For
example, by increasing the radius of the thin-walled superconducting cylinder the curvature
of its walls decreases and if the wavelength of the excitations is much smaller than radius of
the cylinder, the cylinder starts to behave like a ﬂat superconducting 2D plane. On the other
hand, if one decreases the radius of the cylinder, making it smaller than the wavelength
of the collective excitation, the cylinder behaves like a 1D thread. We are studying the
possibility to observe both 1D and 2D regimes for the same sample. Similarly with the ring
- it can be transformed into the inﬁnite straight wire by increasing its radius to inﬁnity.
Therefore the result that we get can be considered as generalizations of the results achieved
in [109].
The cylinder and ring geometries are also interesting to us because they allow us to
study the Aharonov-Bohm eﬀect [110] for collective excitations in quasi-low-dimensional
superconductors. The Aharonov-Bohm eﬀect was studied previously for various collective
114excitations in diﬀerent kinds of small rings and tubes. For the normal rings, the Aharonov-
Bohm eﬀect usually manifests itself in periodic dependence of the transmission coeﬃcient
for an electron traversing the ring on the magnetic ﬂux Φ through the ring and in such eﬀects
as persistent current in the normal rings and in quantization of magnetic ﬂux through the
ring. The period of oscillations in the clean normal rings and cylinders is equal to hc/e [111].
For the dirty (with impurities) rings and cylinders, the situation is more complicated. Due
to the weak localization eﬀects [112, 113], the period of Aharonov-Bohm oscillations in the
dirty cylinder is hc/2e.
For the dirty rings, the period of the Aharonov-Bohm eﬀect depends on the parameters
of the ring, but in general, for moderately resistive mesoscopic rings one can observe both
periods hc/e and hc/2e (with diﬀerent amplitudes) [113, 114, 115].
The Aharonov-Bohm eﬀect can also be found in the semiconductors with a hopping
conductivity mechanism. Even more amazing is that the Aharonov-Bohm eﬀect can be
observed for the neutral collective excitations such as electron-hole pairs (excitons) [116, 117]
or for the systems without free carriers such as Pierls dielectrics [118] where collective
excitations are the charge density waves (instantons) [119]. In this work we study the
Aharonov-Bohm eﬀect for the acoustic plasmons in the thin superconducting wires and
thin superconducting ﬁlms.
5.2 Collective excitations in superconductors.
There are two types of collective excitations that can exist in superconductors. The ﬁrst
type is so-called Carlson-Goldman mode [120]. In this mode the superconductor current os-
cillations are balanced by the current of normal electrons and the charge densities produced
by superconducting and normal electrons are mutually compensated. This mode can exist
only at temperatures that are very close to a critical temperature; at lower temperatures
it is damped due to Ohmic dissipation of normal electrons. The other type of collective
excitations are plasma oscillations which are very similar to the plasma oscillations in the
normal metals. It is necessary to say, however, that unlike in the case of the normal met-
als, such plasma excitations cannot exist in the bulk samples of superconductors because
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Figure 35: Superconducting cylinder and ring. We assume that width of the cylindrical
shell and diameter of the wire of the ring are thin d ≪ R and d ≪ ξ0 where ξ0 is the
correlation length of the superconductor.
typical frequencies of plasma oscillations in the bulk, 1016 Hz, are far above the supercon-
ducting gap ∆ (∼ 1010 − 1011 Hz). However, in small systems like superconducting wires,
thin ﬁlms and tubes, Coulomb interaction (which is responsible for high frequencies in the
bulk) is not so eﬃcient and the dispersion relation for plasma excitations has sound-like
(acoustic) character. These excitations are very similar to acoustic plasma excitations in the
normal (non-superconducting) ﬁlms [121, 122] and in graphene structures such as carbon
nanotubes and fullerenes (see [123, 124]), the only diﬀerence between these plasma oscil-
lations and plasma oscillations in superconductors is that oscillations in superconductors
are the oscillations of condensate. In what follows we will consider only acoustic type of
plasma excitations which have frequencies below the gap (ω < kB∆/~ ∼ kB
√
Tc). The
existence of such (acoustic) plasmons in superconductors was predicted theoretically by
I.O. Kulik [109]. In his work he considered plasma excitations in the thin inﬁnite ﬁlament
and plasma excitations in the inﬁnite plane. For these two geometries he found that the
dispersion relation for the ﬁlament is linear function of wave vector k along the wire (ω ∼ k)
whereas for the inﬁnite plane frequency of plasmons is proportional to the square root of
the wave vector (ω ∼
√
k) His predictions were veriﬁed later in a series of experiments (see,
116for example, [125, 126]). The method, used by Kulik to describe superconducting thread
and superconducting plane is based on the Ginzburg Landau theory - a phenomenological
theory of superconductivity, which he modiﬁed to take into account Ohmic disipation due to
oscillations of normal electrons. In our work we use the same phenomenological approach.
In the next chapter I note some important relations from the macroscopic theory of
superconductivity and rederive the formula for supercurrent in the thin superconducting
ﬁlm. This formula will be important for us later.
5.3 Ginzburg-Landau Theory. Current in thin supercon-
ducting ﬁlm or thin superconducting wire.
Superconducting state of the cylinder and the ring can be described within Ginzburg-Landau
theory ( see e.g. [82, 127]), which is probably the most popular phenomenological theory
for superconductors. In the heart of this theory lies an expression for the superconductor
free energy density in terms of the order parameter ψ:
fS(r,T) = fN(r,T) + a|ψ(r)|2 +
b
2
|ψ(r)|4 +
1
2m
     
 
 
−i~∇ −
2e
c
A
      
 
2
+
H2
8π
(222)
Minimizing the total free energy Fs =
 
d3rfS with respect to the order parameter ψ and
with respect to vector potential A, we obtain two relations. The ﬁrst relation is called
Ginzburg-Landau equation
1
2m
 
−i~∇ −
2e
c
A
 
ψ + aψ + b|ψ|2ψ = 0 . (223)
Solution of this equation gives order parameter ψ. And the second equation is the expression
for superconducting current density
j = −i
e~
m
(ψ∗∇ψ − ψ∇ψ∗) −
4e2
mc
|ψ|2A (224)
These equations became an extremely powerful tool in the macroscopic theory of supercon-
ductivity. Ginzburg - Landau theory predicts existence of two characteristic lengths in a
superconductor - the coherence length ξ and the magnetic ﬁeld penetration depth λ. The
coherence length ξ =
 
~2/(2m|a|) is approximately equal to the spatial extent of Cooper
pairs in the superconductor and is a characteristic length over which density of Cooper
117pairs changes in space. The magnetic penetration depth λ =
 
mb
4e2|a|
is the characteristic
distance of exponential decay of magnetic ﬁeld inside the superconductor due to the Meiss-
ner eﬀect. Both coherence length and magnetic penetration depth are much larger than
any microscopic lengths in a superconductor. For example, for aluminum ξ ≈ 1600 nm and
λ ≈ 16 nm, whereas for niobium ξ ≈ 38 nm and λ ≈ 39 nm, in both cases these lengths
are much larger than the crystal lattice constant ∼ 0.1 nm. It is therefore experimentally
possible to lower the eﬀective dimensionality of the superconducting system from 3D to 2D
or to 1D by reducing its size d in one or two dimensions till it becomes smaller than the
coherence length and penetration depth.
Let us consider a thin superconducting ﬁlm. Let us assume that the width of the ﬁlm is
much smaller than coherence length (d ≪ ξ) and is much smaller than London penetration
depth (d ≪ λ). For such a ﬁlm amplitude of the order parameter is constant in the direction
perpendicular to the surface. Thus the order parameter can be written in the form
ψ = |ψ|eiφ(r) (225)
where amplitude |ψ| is constant. Substituting (225) into equation (224) we get the ex-
pression that connects superconducting current to velocity of condensate electrons (Cooper
pairs)
j = 2e|ψ|2v where v =
1
m
 
~∇φ −
2e
c
A
 
(226)
similarly one can get the expression for free energy density
fS = fN + |ψ|2
 
a +
b
2
|ψ|2 +
1
2
mv2
 
+
H2
8π
. (227)
which after minimization gives expression for order parameter
|ψ|2 = −
1
b
(a +
m
2
v2) (228)
The uniform solution of Ginzburg-Landau equation for the case when magnetic ﬁelds and
currents are absent is ψ2
0 = −a/b and from deﬁnition of the Ginzburg-Landau coherence
length ξ = ~/
√
2ma, the expression for current in the thin ﬁlm becomes
j = e|ψ0|2
 
1 −
 
ξmv
~
 2 
v (229)
118The current is linearly proportional to velocity at small velocities, but at higher velocities
Cooper pairs start to dissociate spontaneously into quasi-particles and this will decrease
supercurrent. The maximum current vm can be found from the requirement ∂js(v)/∂v = 0,
and is equal to vm = ~/
√
3ξm . At higher velocities the order parameter and, therefore,
supercurrent become zero.
5.4 Dissipation of energy by normal electrons.
To describe superconductivity we can adopt a very simple two-ﬂuid phenomenological
model. This model divides the electrons of a superconductor into two groups: some of
the electrons are called ”superconducting electrons”, others - ”normal electrons”. Supercon-
ducting electrons move without any dissipation of energy, whereas normal electrons interact
with impurities inside material and dissipate energy. The parameter that characterizes dis-
sipation of normal electrons is τ - the average time between inelastic collisions of a normal
electron in a superconductor. Unless this collision time is very small there is no signiﬁcant
diﬀerence between normal and superconducting electrons since both superconducting and
normal electrons contribute to the electron density. On the other hand, if collision times
are small (ωτ ≪ 1) the normal carriers almost do not participate in the plasma oscillations.
In the intermediate regime, when the collision times are neither too small nor too large the
total current in the thin superconducting ﬁlm or thin superconducting thread is the sum
of the current created by superconducting electrons and the current created by the normal
electrons [109]:
j = eNsv
 
1 −
v2
v2
c
 
+ σnE (230)
The ﬁrst term in this expression describes supercurrent, whereas the second term describes
current due to normal electrons. The second term is responsible for all dissipation in our
system and the higher the normal conductivity σ, the more dissipation of the energy of the
plasma oscillations occur. This initially odd looking result can be explained qualitatively by
the following arguments: in the situation when collision time is small the coherent motion
in a plasma wave is created by superconducting electrons, whereas normal electrons are
only partly involved in this motion and the sooner they are brought into equilibrium by
119collisions, the better they follow the motion of other electrons in the plasma wave, and, as
a result, the system evolves more adiabatically with less dissipation.
The two-ﬂuid model, though simple and physically clear, describes superconductor very
qualitatively. Phenomenologically introduced concentration of superconducting electrons
Ns and conductivity due to normal electrons σ do not tell us how to calculate their temper-
ature and frequency dependence. Quantitatively the two-ﬂuid model is rather unsatisfactory
for evaluation of the dissipation in the superconductor. In what follows we consider very
dirty materials, we totally neglect the normal conductivity, i.e. we will neglect all dissipation
in the system.
5.5 Aharonov Bohm eﬀect.
Aharonov-Bohm eﬀect is a quantum-mechanical phenomenon which can be observed in
various multiply connected systems. This is the phenomenon when a charged particle is
aﬀected by electromagnetic ﬁelds in regions where these ﬁelds are zero [110]. Due to
requirement of gauge invariance for the electromagnetic ﬁeld, the wave function of the
charged particle acquires a phase shift when traveling in the regions of space with nonzero
vector potential, even if the associated ﬁeld strengths are zero in those regions. The eﬀect
B
A
Φ
2 1
Figure 36: Aharonov-Bohm eﬀect. Although electrons move in the space where magnetic
ﬁeld is zero, they feel the presence of the magnetic ﬂux via vector potential that aﬀects
phases of the wave functions of the electrons, changing conditions for the interference of
waves going along diﬀerent paths.
120is usually demonstrated on the system where electrons propagate from point 1 to point
2 along diﬀerent paths in the ring-shaped waveguide (e.g. mesoscopic metallic ring) with
magnetic solenoid with ﬂux Φ, inserted in the hole (see Fig.36). There is no magnetic or
electrical ﬁeld that can aﬀect the motion of the electrons in the classical way, nevertheless
conductance of the system shows ﬂuctuations with the total magnetic ﬂux through the hole.
The reason for these ﬂuctuations is the following. The electrons moving along the path A
and path B (see Fig.36), accumulate phases
φA =
e
~
 
A
A   dx and φB =
e
~
 
B
A   dx (231)
Conductance of the system between points 1 and 2 is proportional to the probability of
electron transmission from point 1 to point 2 which equals to the square of the absolute
value of sum of amplitudes of electron propagation along paths A and B
|ψ(2)|2 = |ψA(2) + ψB(2)|2 = |χA|2 + |χB|2 + 2Re
 
χAχ∗
Bei(φA−φB)
 
(232)
where amplitudes
χA = ψ(1)exp
 
i
~
 
A
pdx
 
and χB = ψ(1)exp
 
i
~
 
B
pdx
 
(233)
correspond to phase shifts in the absence of the magnetic ﬂux through the hole of the ring.
The interference term in the Eq.(232) can be rewritten in the form
PI = 2Re
 
χAχ∗
B exp
 
i
e
~
 
A   dx
  
= 2Re
 
χAχ∗
B exp
 
iπ
Φ
Φ0
  
. (234)
From this equation we see that the transition probability depends on the magnetic ﬂux
through the hole of the waveguide despite the fact that electrons never enter the region
with magnetic ﬁeld. As follows from the formula (234), the period of oscillations is Φ =
2Φ0 = hc/e. In other systems it can be diﬀerent. In particular, it turns out that for
superconducting cylinders or rings, the period of oscillations is equal to Φ0.
5.6 Aharonov-Bohm eﬀect in superconductors.
Quantization of ﬂux, and quantization of ﬂuxoid.
Little-Parks Eﬀect.
Due to the fact that electrons in superconductors couple and form Copper pairs with total
charge 2e, the Aharonov-Bohm eﬀect in a superconductor has two times smaller period than
121that in the normal metal. Here we want to mention two very famous eﬀects in supercon-
ductors that are related to the Aharonov-Bohm eﬀect. One of these eﬀects is quantization
of magnetic ﬂux and the other is the quantization of ﬂuxoid [127, 82].
Quantization of ﬂux can be observed in superconducting rings or cylinders with width
of the walls or diameter of cross section large enough (d ≫ λ) to screen external magnetic
ﬁeld. Deep inside the superconductor, the amplitude |ψ| of the order parameter is con-
stant. If we integrate the velocity vector of superconducting electrons v = 1
m(~∇θ − 2e
c A),
which is proportional to the superconducting current, over the contour which goes inside
the superconductor and never approaches close to the surface, we will get zero, since the
superconducting current in the bulk of superconductor far from the surface is zero. One
can write this mathematically as
   
~∇θ −
2e
c
A
 
dx = 0 (235)
or, equivalently,
Φ =
~c
2e
[θ] = Φ0 2πn (236)
where [θ] is the total increment of the phase of the order parameter on the contour around
the hole. Since order parameter ψ(x) is a single-valued function of coordinate, the total
increment of phase should be equal to [θ] = 2πn, n = 0,±1,±2,.... Equation (236) gives
us the relation for allowed magnetic ﬂux values. It says that ﬂux through the hole of the
cylinder or ring can take only values that are the multiple of the ﬂux quantum Φ0 =
ch
2e
.
In thin superconducting cylinder or in a thin superconducting ring, (i.e. when the
thickness is comparable to penetration depth) screening currents are insuﬃcient to make
current j = 0 inside superconductor and as a result the ﬂux through the hole of the cylinder
or ring is not quantized, but many properties of the junction remain very sensitive to the
ﬂux and are periodic functions of the ﬂux. For example, if we integrate formula (229) over
the circle lying within the cylinder (or the ring) and enclosing the hole, we ﬁnd that
 
vdx =
~
m
[θ] −
2e
mc
 
Adx (237)
122where [θ] is the increment of phase of the order parameter over the contour (since order
parameter should be single-valued [θ] = 2πn, where n = 0,±1,±2,...) 1. After some
simpliﬁcations expression (237) can be written in the form
2πRv =
2π~
m
 
n −
Φ
Φ0
 
(238)
Although number n can take arbitrary integer values, according to formula (227) the mini-
mum of free energy is achieved when velocity v is minimal, therefore, the actual dependence
of absolute value of the velocity on the ﬂux Φ is given by the formula [82]
v = min
n
 
~
mR
 
     n −
Φ
Φ0
 
     
 
(239)
taking into account equation (228) we see that magnetic ﬂux can inﬂuence the critical
temperature of the ring. Indeed, since a ≈ α(T − Tc) (where Tc is the critical temperature
of bulk superconductor without magnetic ﬁeld), and from the requirement |ψ| = 0 at critical
temperature, we ﬁnd that
T∗
c = Tc − min
n
 
~2
2mR2α
 
     n −
Φ
Φ0
 
     
2 
(240)
The transition temperature is not the only parameter that is aﬀected by the ﬂux. In this
part of Thesis we study how dispersion relations of plasma oscillations change with magnetic
ﬂux through the hole.
5.7 The dispersion relation for plasma oscillations
in a hollow superconducting cylinder.
This chapter explains details of our calculation of dispersion relation of plasmons in the thin
superconducting cylinder. Let us take the symmetry axis of the cylinder as a coordinate axis
z of cylindrical system of coordinates and let r = (r,θ), to be radius-vector perpendicular
to this axis z. Since the motion of charge carriers is restricted to be within the material of
the cylinder the charge and current densities can be written in the form
ρ = ρ2δ(r − R) j = j2δ(r − R) (241)
1Equation (237) can be represented in the form similar to the form of equation (236) where instead of
ﬂux Φ one has so-called ”ﬂuxoid”, deﬁned as ˜ Φ = Φ +
mc
2e
H
vdx
123where δ(r − R) is Dirac delta function and j2 and ρ2 are two-dimensional (areal) current
and charge densities. Both current ﬂows and uncompensated charges will produce electrical
and magnetic ﬁelds around the cylinder. To ﬁnd the dispersion relation for plasmons in the
cylinder we have to solve Maxwell equations for electromagnetic ﬁelds created by charge
and current oscillations. For the oscillations with frequency ω and wave numbers kz, m we
can write densities and potentials in the form
ρ2(R) = ˜ ρ eiωte−imϕe−ikzz j2(R) = ˜ j eiωte−imϕe−ikzz (242)
ϕ(r) = ˜ ϕ(r) eiωte−imϕe−ikzz A(r) = ˜ A(r) eiωte−imϕe−ikzz (243)
Substituting formulas (242) and (243) into the Maxwell equations, we ﬁnd that Fourier
components ˜ ϕ(r) and ˜ A(r) of ﬁeld potentials obey relations
1
r
∂
∂r
 
r
∂ ˜ ϕ
∂r
 
−
 
κ2 +
m2
r2
 
˜ ϕ = −4π˜ ρ δ(r − R) (244)
1
r
∂
∂r
 
r
∂ ˜ A
∂r
 
−
 
κ2 +
m2
r2
 
˜ A = −
4π
c
˜ j δ(r − R) (245)
where κ =
 
k2
z − (ω/c)2 is the modiﬁed wave vector that takes into account retardation
eﬀects. From the requirement that potentials ˜ A and ˜ ϕ must be continuous and ﬁnite
everywhere, one readily gets for the ﬁeld on the surface expressions

    
    
˜ ϕ = −4π˜ ρRIm(Rκ)Km(Rκ)
˜ A = −4π
c
˜ jRIm(Rκ)Km(Rκ)
(246)
For the Fourier components of the electric ﬁelds inside the cylinder we ﬁnd that
˜ Ez = 4πi
  ω
c2
˜ jz − kz˜ ρ
 
RIm(κR)Km(κR) (247)
˜ Eθ = 4πi
  ω
c2
˜ jθ −
m
R
˜ ρ
 
RIm(κR)Km(κR) (248)
To proceed further we need make some assumptions about electrons in superconductors.
At ﬁrst, since the number of electrons on the surface of a superconducting cylinder remains
constant, electrons should obey the continuity equation
∂˜ ρ
∂t
= −div˜ j (249)
124At second, by modeling the electrons as classical particles with mass me, we assume that
they are described by the Newtonian mechanics, namely, the equation of motion of an
electron in superconductor is
me
∂v
∂t
= eE (250)
Substituting continuity equation and equation of motion written in Fourier representation
˜ ρ =
m
ωR
˜ jθ +
kz
ω
˜ jz ˜ v = −i
e
ωme
˜ E (251)
into the formulas (247) and (248) we derive the expression between currents and velocities
of electrons in the superconductor, which can be written in the matrix form



˜ vz
˜ vθ


 =



azz azθ
aθz aθθ






˜ jz
˜ jθ


 (252)
where components of the matrix aαβ are given by the formulas
azz =
4πeR
meω2
 
ω2
c2 − k2
z
 
Im(Rκ)Km(Rκ) (253)
aθθ =
4πeR
meω2
 
ω2
c2 −
m2
R2
 
Im(Rκ)Km(Rκ) (254)
aθz = azθ = −
4πekzm
meω2 Im(Rκ)Km(Rκ) (255)
Until now we did not use the fact that our cylinders are superconducting. In fact equations
(252) and (253) are the same as for normal tubes. To take into account superconductivity
we have to use material equation (230) between current and velocity of superconducting
electrons. This relation is nonlinear. We are interested only in small oscillations when the
amplitude of velocity changes in the plasma wave is much smaller than the critical velocity
vc. For such small oscillations we can linearize (230) around some homogeneous state u
v = u + δv , u = (uz,uθ) = const (256)
The Fourier transformed linearized relation between perturbations of velocity δv = (δvz,δvθ)
and the perturbations of the current density δj = (δjz,δjθ) can be written as well as (252)
in the matrix form



δ˜ jz
δ˜ jθ


 =



bzz bzθ
bθz bθθ






δ˜ vz
δ˜ vθ


 (257)
125with matrix coeﬃcients
bzz = Nsed
 
1 −
u2
θ + 3u2
z
v2
c
 
(258)
bθθ = Nsed
 
1 −
u2
z + 3u2
θ
v2
c
 
(259)
bzθ = bzθ = 2Nsed
uzuθ
v2
c
(260)
Combining equations (252) and (257) we get a lineal algebraic system of equations



azz azθ
aθz aθθ






bzz bzθ
bθz bθθ






δ˜ vz
δ˜ vθ


 =



δ˜ vz
δ˜ vθ


 (261)
which can be written in more compacter as
 
˜ A˜ B −˜ I
 
δ˜ v = 0 where ˜ I is the identity
matrix. This system has nontrivial solutions if the determinant of the matrix ˜ C = ˜ A˜ B −˜ I
is zero. The coeﬃcients of matrices ˜ A and ˜ B are functions of k, m and ω, the condition
∆(kz,m,ω) = det(˜ A˜ B −˜ I) = 0 gives in the implicit form the desired dispersion relation for
the plasma excitations in the cylinder.
A general relation for the plasma frequency can be approximately written in the form
ω2 = ω2
s
 
d
R
 
Im(κR)Km(κR) ×
×
 
k2
zR2
 
1 −
3u2
z + u2
θ
v2
c
 
+ m2
 
1 −
u2
z + 3u2
θ
v2
c
 
− 4mkzR
uzuθ
v2
c
 
(262)
where ωs = ω0
 
Ns/N , N is total number of electrons, Ns number of superconducting
electrons and ω0 =
 
4πe2N/me is a frequency of plasma oscillations in a bulk piece of
normal metal. Deriving equation (262), we neglected terms of the order ω2
s
Rd
c2 ≪ 1.
There are two very important cases when the dispersion relation for plasma oscillations
can be written explicitly in the simple form. These limiting cases correspond to plasma wave
propagation in a one-dimensional inﬁnite superconducting ﬁlament and plasma oscillations
in two-dimensional inﬁnite ﬂat superconducting plane. The ﬁrst case is realized at small
wave vectors (kzR ≪ 1). For low-energy excitations the wavelength of the excitation is
larger than the radius of the cylinder and the ﬁelds around it are the same as around a 1D
wire. Moreover since size, d, of the cross section of the cylinder that we get in this procedure
is smaller than the coherence length, the motion of Cooper pairs in it will be eﬀectively
126one-dimensional and we reproduce the result of Ref.[109] - the linear dispersion relation. To
reproduce result of Ref.[109] up to numerical coeﬃcient, the radius of the cylinder R should
be taken equal to the width of the ﬁlm d of superconductor so that the cylinder becomes a
thin wire without a hole inside.
ω1D = ωskzd
  
1 −
3u2
z
v2
c
 
log
 
2
γkzd
 
, (kzR ≪ 1) (263)
The second limiting case is realized if the wavelenght of plasma oscillation is much smaller
than the radius of the cylinder.
ω2
2D =
ω2
skzd
2
 
1 −
3u2
z
v2
c
 
, (Rkz ≫ 1) (264)
The frequency of plasmons in this case is not linear anymore, it grows as a square root of
wave number (ω ∼
√
kz). Formula (262) as well as its limiting cases (263) and (264) at the
limit u2
z/v2
c → 0 reproduce results [124] for normal clean metallic cylinders and rings. Notice
that frequency of plasma oscillations can be decreased by passing electric current through
the tube. The relation for the velocity of the superconducting electrons as a function of the
current can be found by inverting the Eq. (229). In the ﬁrst approximation, for uz ≪ vc one
may write uz =
jz
e|ψ|2 ≈
jz
eNs
. By increasing the current and making it close to the critical
current of electrons in the ﬁlm jmax one can lower the frequency of plasmons to make it
below the energy gap in the range of the wave vectors big enough to allow observation
of the crossover from 1D (qR ≪ 1) to 2D (qR ≫ 1) behavior. Frequencies of charge
density oscillations can also be lowered by making the temperature very close to the critical
temperature of the superconductor and thus decreasing the number of superconducting
electrons Ns.
5.8 Aharonov-Bohm eﬀect for plasma oscillations
in the thin superconducting cylinder.
Let us consider what happens when the superconducting thin cylinder is placed in the
magnetic ﬁeld. (Or, if the radius of the cylinder is large enough, one can put a solenoid
inside the cylinder.) The external ﬁeld is parallel to the symmetry axis of the cylinder and is
weak enough so it does not destroy the superconductivity in the system. From the formula
127Eq.(239), the average circular velocity uθ of electrons in the cylinder is a periodic function
of magnetic ﬂux.
uθ = min
n
 
~
meR
 
n −
Φ
Φ0
  
(265)
where Φ is the magnetic ﬂux through the cylinder and Φ0 = π~c/e is the quantum of
magnetic ﬂux. In order to observe the periodicity of the circular velocity, the radius of the
cylinder should be large enough to make possible even for weak ﬁelds that do not destroy the
superconductivity to create ﬂuxes Φ of the order of several ﬂux quanta. This requirement
can be expressed mathematically as R2Hc ≫ Φ0, where Hc is the critical magnetic ﬁeld.
The expression for the velocity uθ should be inserted into the general formula (262). We
consider only the case m = 0. For the cylinders with small diameter modes with m > 0
have frequencies that are higher than energy gap in the superconductor
ω2 = ω2
sRd
 
1 − 3
u2
z
v2
c
−
~2
m2
eR2v2
c
min
n
  
n −
Φ
Φ0
 2  
k2
zI0(kzR)K0(kzR) (266)
The dispersion relation (266) is a periodic function of magnetic ﬂux. The period of oscilla-
tions of the frequency is equal to the quantum of magnetic ﬂux Φ0. Figure 37(a) shows the
reduced frequency of plasma oscillations as a function of magnetic ﬂux for a ﬁxed tempera-
ture T = 8.5K for diﬀerent values of the current along the tube. Higher currents correspond
to smaller density of superconducting electrons in the samples, and, as a consequence, to
smaller frequencies of plasmons. Figure 37(b) shows reduced frequency of plasma oscilla-
tions as a function of magnetic ﬂux for a ﬁxed current along the tube (Iz = 0.5mA) for
diﬀerent temperatures. The temperature T = 8.5K is close to the critical temperature of
the superconductor (TNb = 9.3K), according to Ginzburg-Landau theory the number of the
superconducting electrons depends on the temperature as NS = 2N(1−T/Tc), and the gap
in the spectrum as ∆ ≈ Tc
 
1 − T/Tc (see e.g. [127]). We substitute these expressions into
the formula for critical velocity vc = ∆/pF and into the expression for plasma frequency
due to superconducting electrons ωs = ω0
 
Ns/N (where ω0 =
 
4πe2N/me) and use them
in the formula (266). Reduced frequency grows with the temperature because gap ∆ in the
spectrum of the superconductor decreases faster than the frequency of plasmons ω.
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Figure 37: Aharonov Bohm oscillations of dispersion relation for plasmons in the thin
superconducting cylindrical tube. The parameters of the tube are the following: radius
R = 5 × 10−4cm, width of the walls d = 10−7cm, tube is made from niobium (Tc = 9.3K).
Both ﬁgures correspond to plasmons in the zero circular mode k = 0 and to longitudinal
wave vector kz = 0.01/R. Figure (a) shows reduced frequency of plasma oscillations as a
function of magnetic ﬂux for a ﬁxed temperature T = 8.5K for diﬀerent values of the current
along the tube. Figure (b) shows reduced frequency of plasma oscillations as a function of
magnetic ﬂux for a ﬁxed current along the tube (Iz = 0.5mA) for diﬀerent temperatures.
5.9 Thin superconducting ring in magnetic ﬁeld.
Let us consider a superconducting ring made from a wire of diameter d such that its radius
R is much larger than its diameter d i.e. (R ≫ d). If current through the ring is quite
small, we can neglect interaction between diﬀerent parts of the wire and consider the ring
as a straight superconducting wire with periodic boundary conditions imposed. Let us take
some point on the ring as origin of a local coordinate system and let x be the coordinate
along the wire and ρ the coordinate perpendicular to the wire.
It can be readily deduced from the previous formulas for the cylinder that small pertur-
bations of linear charge density δ ˜ Qk(ω) and small perturbations of electrostatic potential
Uk(ω) satisfy the relation
δ ˜ Uk(ω) = δ ˜ Qk(ω)log
 
k2 + k2
c
k2
 
. (267)
where k = 1,2,3,... is the discrete wave number of plasma oscillations along the ring and
kc is the cut-oﬀ parameter kc ∼ R/d. Using the expressions between the scalar potential
and electric ﬁeld ˜ Ek(ω) = ik ˜ Uk(ω)/R, equation of motion ω˜ vk(ω) = −ie ˜ Ek(ω)/me and con-
tinuity equation k˜ Ik(ω) = ω ˜ Qk(ω)R written in Fourier components we ﬁnd the connection
129of carrier velocity perturbations to the perturbations of the current
δ˜ vk(ω) = δ˜ Ik(ω)
ek2
ω2meR2 log
 
k2 + k2
c
k2
 
. (268)
Combining this relation with the linearized equation for the superconducting current
δI = eNsS
 
1 −
3u2
0
v2
c
 
δv (269)
where now S is the cross section of the wire of the ring, and u0 = min
n
 
~
meR
 
n −
Φ
Φ0
  
is the uniform background velocity due to the ﬂux, and using the same arguments and
procedures as for the thin cylinder in a magnetic ﬁeld we get the dispersion relation for
plasma oscillations in the ring:
ω2 =
Nse2k2S
meR2
 
1 −
3~2
m2
eR2v2
c
min
n
  
n −
Φ
Φ0
 2  
log
 
k2 + k2
c
k2
 
(270)
For small wave numbers k ≪ 1 spectrum of plasmons is acoustic (ω ∼ ck) with velocities
that are periodic function of magnetic ﬂux. Figure 38(a) shows frequency of plasmons as
a function of circular wave number k (discrete). Due to induced circular currents, and
as a result, reduced density of superconducting electrons, higher ﬂux Φ through the ring
gives lower frequencies ω. Figure 38(b) shows frequencies of the plasmons in the ring as a
function of magnetic ﬂux for several circular modes k.
5.10 Summary.
In summary we considered low frequency acoustic plasma oscillations in superconducting
multiply-connected low-dimensional structures. We predict that for plasma oscillations in
superconducting tubes it is possible to observe two diﬀerent dimensionality regimes. For
the small wave vectors (qR ≪ 1) dispersion relation for plasmons is linear, the same as
for a thin superconducting wire, whereas for the large wave vectors (qR ≫ 1) frequency is
proportional to the square root of wave vector, which is similar to the dispersion relation
for an inﬁnite superconducting plane. In both regimes, velocities (and, therefore, energies)
of plasmons demonstrate periodic behavior of magnetic ﬂux with the ﬂux quantum period
hc/2e. Acoustic plasma oscillations in the thin ring show similar periodic behavior. This
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Figure 38: Frequency of plasma oscillations in a superconducting ring. The results are
shown for the niobium ring with the radius R = 2×10−3cm. The cross sectional area of the
wire (from which the ring is made from) is S0 = 5 × 10−14cm. Figure (a) shows frequency
as a function of the mode number. Figure (b) shows frequency as a function of magnetic
ﬂux.
periodicity is a manifestation of the Aharonov-Bohm eﬀect for plasma oscillations in super-
conductors and is analogous to the Little-Parks eﬀect. We derived dispersion relations of
plasma oscillations for both cylinders and rings and found that the relative amplitude of
frequency or velocity variations due to Aharonov-Bohm eﬀect is proportional to (ξ0/R)2,
where ξ0 is the superconducting coherence length.
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CONCLUSION
In this thesis we considered four diﬀerent problems. The ﬁrst problem that we considered
was the behavior of few strongly repelling atoms in harmonic and ring trap at zero temper-
ature. We solved this problem numerically and found that the ground state of the system
of few strongly repelling bosons can not be described by single-orbital theories such as
Gross-Pitaevskii theory, since at high repulsion strength bosons occupy diﬀerent localized
orbitals, forming a crystalline structure similar to the crystalline structures of electrons in
quantum dots. The wave function of the ground state that we found using our method
has good angular momentum and has lower energy at all repulsion strengths and is more
compact in space than the Gross-Pitaevskii wave function. The crystalline structure of our
wave function is hidden (the function is rotationally symmetric) but it can be revealed via
a conditional probability density. Our description of few strongly interacting bosons can be
considered as a ﬁrst attempt to get detailed understanding of the mechanism of destruction
of the condensate and as a prediction of new possible quantum phases of trapped bosons at
zero temperature.
The second part of this thesis addressed a problem of thermopower in one-dimensional
quantum wires. We considered thermopower induced by nonlinearities of the dispersion
relation of electrons and by impurities. Within the Luttinger Liquid model we found
analytical expressions for both cases. It turns out that thermopower decreases with the
increase of repulsion between electrons. For both dispersion-induced thermopower and
for impurity-induced thermopower electron-electron interaction leads to simple renormal-
ization of the thermopower. For the impurity-induced thermopower the renormalization
coeﬃcient is Ci = 3g/(2 + g) and for dispersion-induced thermopower Cd = g(g2 + 1)/2,
where g−1 =
 
1 + U0/πvF. All results that we obtained are valid for an inﬁnite quantum
132wire. The real quantum wires are, however, ﬁnite and connected to the macroscopic elec-
tron reservoirs (leads). Thermoelectric characteristics of a ﬁnite piece of a quantum wire
connected to macroscopic leads depend strongly on the properties of the contact between
the wire and leads. So far we have not been able to derive an analytical expression for
the thermopower of the ﬁnite system using existing models of the contact. Our work is,
however, a signiﬁcant step toward solution of this problem.
The third problem, that we considered, was the problem of the force and magnetization
in S/N/S and S/2DEG/S junctions. We showed that at certain values of the supercon-
ducting phase diﬀerence between superconductors, due to the properties of Andreev levels
all transverse modes in the normal narrow part of the S/N/S or S/2DEG/S junction can
contribute in unison to the force or magnetization resulting in giant oscillations of the
magnitude of the force and magnetization. Although force and magnetization due to su-
perconductivity are small, they are within measurable ranges of values.
And, ﬁnally, the fourth part of the thesis deals with plasma excitations in the small
and thin superconducting tubes and rings. We have found analytical expressions for the
frequency of plasmons as a function of longitudinal wave vector and circular wave number.
We predict the Aharonov-Bohm eﬀect for plasmons, which manifests itself in the periodic
variations of frequency as a function of the magnetic ﬂux. Moreover, we have found that
for low frequency plasmons, the dispersion relation is approximately linear, like for plasma
oscillations in the superconducting wire, whereas for high frequencies the dispersion relation
is similar to the dispersion relation in the thin superconducting plane, i.e. frequency is
proportional to the square root of wave vector.
Some of the results of the ﬁrst part (dealing with bosons) were published in the Ref. [128]
and other results are submitted for publication. The results of the part about thermopower
in the Luttinger Liquid were published in Refs. [129] and [61]. The results of the third
part about force and magnetization in the S/N/S junction were published in [105] and the
results of the fourth part are being prepared for publication.
133APPENDIX A
EXPRESSIONS FOR MATRIX ELEMENTS.
In this appendix we give explicit expressions for matrix coeﬃcients of various operators,
that we used in our numerical solution. Hamiltonian ˆ HB of the system of particles in the
magnetic ﬁeld A = 1
2[B,r] is
HB =
N  
i=1
 
1
2ma
 
pi −
e
c
A
 2
+
ma
2
ω2
0r2
i
 
+
 
i<j
U(2)(ri − rj) (271)
Hamiltonian ˆ HΩ of the system in the rotating frame can be rewritten in the form
HΩ =
N  
i=1
 
1
2ma
(pi − mΩ[z,ri])
2 +
ma
2
(ω2
0 − Ω2)r2
i
 
+
 
i<j
U(2)(ri − rj) (272)
As it was shown in the text, the orbital of the single particle in the rotating frame as well
as in the magnetic ﬁeld can be quite accurately described by the function
φi(r) =
 
1
πλ2 exp
 
−
(r − Ri)2
2λ2 − i(b,[Ri,r])
 
(273)
where vector b = mΩ/~ for the case of rotating frame, and b = −eB/2~c for the case of
the system in magnetic ﬁeld. In the momentum representation
φi(p) =
λ
~
√
π
exp
 
−
p2λ2
2~2 − i
(Ri,p)
~
 
(274)
The overlap matrix Sij = (i|j) =
 
φ∗
i(r)φj(r)dr between two orbitals is
Sij = (i|j) =
1
πλ2
 
drexp
 
−
(r − Ri)2
2λ2 −
(r − Rj)2
2λ2 + i(b,[(Ri − Rj),r])
 
= (275)
= exp
 
−
1
4λ2(1 + b2λ4)(Ri − Rj)2 + i(b,[Ri,Rj])
 
other matrix elements, needed for computation of the energy of the system, are
(i|p2|j) =
~2
λ2
 
1 +
1
4λ2
 
−(Ri − Rj)2 + b2λ4(Ri + Rj)2 + 4iλ2(b,[Ri,Rj])
  
Sij (276)
(i|r2|j) = λ2
 
1 +
1
4λ2
 
(Ri + Rj)2 − b2λ4(Ri − Rj)2 + 4iλ2(b,[Ri,Rj])
  
Sij (277)
134(i|r|j) =
√
πλ2 exp
 
−
R2
ij
2λ2
   
1 +
R2
ij
λ2
 
I0
 
R2
ij
λ2
 
+
R2
ij
λ2 I1
 
R2
ij
λ2
  
Sij (278)
where Rij = (Ri+Rj +iλ2[b,(Ri−Rj)])/2, and function I0(z) and I1(z) are the modiﬁed
Bessel function of the ﬁrst kind of the zero and ﬁrst order.
Matrix element of the angular momentum operator is
(i|ˆ Lz|j) = −i~(i|(x∂y − y∂x)|j) =
= −
~
2λ2b
 
i(b,[Ri,Rj])(1 + b2λ4) + 2b2λ2(Ri,Rj)
 
Sij (279)
Matrix elements of interaction terms:
1) contact potential U(2)(ri − rj) = U0δ(ri − rj)
(ij|U(2)|kl) =
U0
2πλ2 exp
 
−
R2
i + R2
j + R2
k + R2
l
2λ2
 
exp
 
(Ri + Rj + Rk + Rl)2
8λ2
 
×
×exp
 
−b2λ2
8
(Ri + Rj − Rk − Rl)2
 
exp
 
i
2
(b,[(Ri + Rj),(Rk + Rl)])
 
(280)
2) Coulomb potential U(2)(ri − rj) = e2/|ri − rj|
(ij|U(2)|kl) =
e2
λ
 
π
2
exp
 
−
1
2λ2(R2
i + R2
j + R2
k + R2
l )
 
×
×exp
 
1
8λ2(iλ2G + Ri + Rj + Rk + Rl)2
 
exp
 
D2
8
 
F
 
D2
16
 
(281)
where we introduced vectors G = [b,(Ri + Rj − Rk − Rl)], and D = 1
λ(Ri − Rj + Rk −
Rl) − iλ[b,(Ri − Rj − Rk + Rl)], and where F(x) = e−xI0(x).
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EXPRESSIONS FOR DENSITIES.
One particle density i.e. the probability to ﬁnd any particle in some position r multiplied
by the number of particles, for unprojected wave function, is given by the equation
ρ(r) =
 ΨN|
N  
i=1
δ(r − Ri)|ΨN 
 ΨN|ΨN 
(282)
this formal expression can be rewritten in terms of orbital matrix elements (here we use
notation |i) = |φi))
ρ(r) =
N!
 ΨN|ΨN 
 
k,l
(k|r)(r|l)perm(Sk
l ). (283)
Substituting overlap matrix elements (see Eq.275) into this formula we get
ρ(r) =
1
πλ2
 
kl
exp
 
−
(r − Rk)2 + (r − Rl)2
2λ2 + i(r,[(b,Rk − Rl)])
 
perm(Sk
l )
perm(S )
(284)
The expression for momentum distribution can be calculated similarly
ρ(p) =
λ2
π~2
 
kl
exp
 
i
(Rl − Rk)p
~
 
exp
 
−
λ2p2
~2
 
perm(Sk
l )
perm(S )
. (285)
The conditional probability, which is the probability to ﬁnd the second particle in some
position r if the ﬁrst particle is in the position r0, for unprojected wave function, can be
written as
ρ(r|r0) =
 ΨN|
 
i =j
δ(r − Ri)δ(r0 − Rj)|ΨN 
 ΨN|ΨN 
(286)
which, as can be easily found, is equivalent to
ρ(r|r0) =
N!
 ΨN|ΨN 
 
k =m,l =n
(k|r)(r|l)(m|r0)(r0|n)perm(Skm
ln ) (287)
136ρ(r|r0) =
 
k =m,l =n
exp
 
−
(r − Rk)2 + (r − Rl)2 + (r0 − Rm)2 + (r0 − Rn)2
2λ2
 
×
×exp
 
i(r,[(b,Rk − Rl)]) + i(r0,[(b,Rn − Rm)])
2λ2
 
perm(Skm
ln )
perm(S)
(288)
Notice again that formulas (282)-(284), as well as (285) and Eqs.(286)-(288) stand for
unprojected wave function. The expressions for a single-particle probability density and a
conditional probability density for projected wave function are more cumbersome and are
not shown here. Computation of densities of projected wave function requires derivation of
the matrix elements and overlaps between equal or non-equal bosonic wave functions.
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GAUSSIAN ORBITALS AND THE LLL.
In this appendix we provide a proof that Gaussian orbitals with width λ = lΩ
√
2 are in the
lowest Landau level. We start from the formula (47) and show that it is a superposition of
the Darwin-Fock single-particle wave functions with zero nodes, i.e. it is a superposition of
the Lowest Landau level states. Introducing complex variables z = x+iy and Z = X +iY ,
one can write
ψ(r) =
1
√
2πlΩ
exp
 
−
1
4l2
Ω
((x − X)2 + (y − Y )2) −
i
2l2
Ω
(xY − yX)
 
= (289)
=
1
√
2πlΩ
exp
 
−
zz∗ + ZZ∗ − 2zZ∗
4l2
Ω
 
= (290)
=
1
√
2πlΩ
exp
 
−
zz∗ + ZZ∗
4l2
Ω
  ∞  
l=0
 
zZ∗
2l2
Ω
 l
= (291)
=
∞  
l=0
Cl(Z∗)ψl(z) (292)
where coeﬃcients Cl are equal to
Cl(Z∗) =
1
√
l!
 
Z∗
√
2lΩ
 l
e
− ZZ∗
4l2
Ω =
1
√
l!
 
X − iY
√
2lΩ
 l
exp
 
−
X2 + Y 2
4l2
Ω
 
(293)
and functions
ψl(z) =
1
√
2πl!lΩ
 
z
√
2lΩ
 l
e
− zz∗
4l2
Ω =
1
√
2πl!lΩ
 
x + iy
√
2lΩ
 l
exp
 
−
x2 + y2
4l2
Ω
 
(294)
are (see Eq. (43) ) the Darwin-Fock single particle wave functions with zero nodes, i.e.
wave functions from the lowest Landau level. Thus, shifted gaussians with λ = lΩ
√
2 are
the linear combinations of the states from the lowest Landau level only. If λ  = lΩ
√
2, the
above decomposition can not be made - the expansion will necessary include states from
the higher Landau levels. This means that by allowing Gaussians to change their width we
are taking into account eﬀects related to higher Landau levels, i.e. we are going beyond the
lowest Landau level approximation.
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TRANSPORT COEFFICIENTS.
In this appendix we show details of perturbational calculation of transport coeﬃcients. The
density operators ρN,J(t,x) in momentum representation take the form (see e.g. Ref. [156])
ρN(x,t) =
N0
L
+
1
2π
+∞  
−∞
dp
 
gǫp
s
 
bpe−i(px−ǫpt) + b†
pei(px−ǫpt)
 
, (295)
ρJ(x,t) =
J0
L
+
1
2π
+∞  
−∞
dp
 
ǫp
sg
sgn(p)
 
bpe−i(px−ǫpt) + b†
pei(px−ǫpt)
 
, (296)
where L is the size of the system (L → ∞), N0 is the number of extra (above the Fermi level)
electrons, J0 is the zero-mode current, bp and b
†
p are the standard bosonic annihilation and
creation operators ([bp,b
†
p′] = δp,p′ ), and ǫp = s|p| is the energy of bosonic excitation with
momentum p.
By making use of Eqs.(295) and (296) it is straightforward to calculate the Matsubara
Green functions for the density operators (L → ∞)
 ˆ TτρN(−iτ,x)ρN(0,y)  = −
g
2πs2β
 
n
ei¯ ωnτ ¯ ωn
cosh
  ¯ ωn
s (x − y − L
2)
 
sinh
  ¯ ωn
s
L
2
  , (297)
 ˆ TτρJ(−iτ,x)ρJ(0,y)  = −
1
2πs2gβ
 
n
ei¯ ωnτ ¯ ωn
cosh
  ¯ ωn
s (x − y − L
2)
 
sinh
  ¯ ωn
s
L
2
  , (298)
 ˆ TτρN(−iτ,x)ρJ(0,y)  = −
1
2πs2β
 
n
ei¯ ωnτ ¯ ωn
sinh
  ¯ ωn
s (x − y − L
2)
 
sinh
  ¯ ωn
s
L
2
  . (299)
Here ρN,J ≡ ρN,J(0,0)and ¯ ωn = i2πn/β is the Matsubara frequency (β = T−1 , n =
0,±1,±2,...). One readily gets from Eqs.(297)-(299)
 ρNρN  =
g
πsL
 
m
εm
eβεm − 1
,  ρJρJ  =
1
πsgL
 
m
εm
eβεm − 1
,  ρJρN  = 0 .
(300)
In perturbation theory the kinetic coeﬃcients can be represented as the time-ordered prod-
uct of the ρN and ρJ density operators. In particulary, for σ(2) in the static limit, ω → 0
139(see Eq.(128)), one gets
σ(2) = A
eπ3s3g
6
lim
¯ ω→0
L→∞
1
¯ ω
β  
0
dλ
β  
0
dτ1
L  
0
dx1 exp(iλ¯ ω) × (301)
×
 
 ˆ TτρJ(−iλ,x)ρN(−iλ,x)ρJ(0,x)ρN(−iτ1,x1)ρN(−iτ1,x1)ρN(−iτ1,x1) +
+3 ˆ TτρJ(−iλ,x)ρN(−iλ,x)ρJ(0,x)ρJ(−iτ1,x1)ρJ(−iτ1,x1)ρN(−iτ1,x1) 
 
.
Wick’s theorem allows us to reduce the time-ordered product of operators to the sum of the
product of Green’s functions. In our case the thermoelectric coeﬃcient takes the form
σ(2) = A
eπ3s3g
2
lim
¯ ω→0
L→∞
1
¯ ω
β  
0
dλ
β  
0
dτ1
L  
0
dx1 exp(iλ¯ ω) × (302)
×
 
 ˆ TρJ(−iλ,x)ρJ(0,x)  ˆ TρN(−iλ,x)ρJ(−iτ1,x1) 
 
( ρJρJ  +  ρNρN ) ,
where ¯ ω = iω . The substitution of the Green’s functions into the last equation yields
σ(2) =
Ae
s2β2
π(g2 + 1)
6
(303)
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SEMI-INFINITE LUTTINGER LIQUID.
Here we derive following Ref.[151] the expressions for the momentum representation of the
bosonic ﬁelds Φ(x) and Θ(x) for a LL with an open boundary. The impurity potential at
x = 0 is modeled by the boundary which reﬂects electrons perfectly. Thus one may regard
the LL wire as consisting of two independent (in the absence of tunneling) segments. Let
us continue the fermion ﬁeld Ψrm(x) from the segment ”1(2)” to the segment ”2(1)”. The
fermion ﬁeld Ψ must satisfy the condition
ΨL,m(x) = −ΨR,m(−x) (304)
on each segment m = 1,2. Hence the densities ρN,J,L,R and the ﬁeld operators have
to obey the relations: ρL(x) = ρR(−x), ρN(x) = ρN(−x), ρJ(x) = −ρJ(−x), Θ(x) =
Θ(−x), Φ(x) = −Φ(−x) . It is natural to consider that for the case of noninteracting
electrons (g = 1) the ﬁelds Θ and Φ are the stationary waves
Θ(0)
m (x) = i
+∞  
−∞
dp
 
2vF
ǫp
(bp − b†
p)cos(
ǫp
vF
x), Φ(0)
m (x) =
+∞  
−∞
dp
 
2vF
ǫp
(bp + b†
p)sin(
ǫp
vF
x) ,
(305)
where bp and b
†
p are bosonic annihilation and creation operators ([bp,b
†
p′] = δp,p′ ), and ǫp =
vF|p|. Substituting Eq.(305) into the Luttinger liquid Hamiltonian Eq.(118) we observe
that the Hamiltonian is not diagonal in the annihilation and creation operators. It is
diagonalized by the Bogoliubov’s transformation, and the transformed ﬁelds Θm(x) and
Φm(x) take the form
Θm(x) = ˆ UΘ0
m(x)ˆ U−1 = i
+∞  
−∞
dp
 
2s
gǫp
(bp − b†
p)cos(
ǫp
s
x) , (306)
Φm(x) = ˆ UΦ0
m(x)ˆ U−1 =
+∞  
−∞
dp
 
2sg
ǫp
(bp + b†
p)sin(
ǫp
s
x) , (307)
141where the unitary operator ˆ U is
ˆ U = exp

1
2
ϕ
+∞  
−∞
dq [b†
qb
†
−q − bqb−q]

 . (308)
Here tanh(2ϕ) = (1 − g2)/(1 + g2). The energy ǫp in Eqs.(B3),(B4) is now the energy of
plasmons ǫp = s|p| in a Luttinger liquid.
142APPENDIX F
INTEGRALS OF THE GAMMA FUNCTIONS.
In this appendix, for completeness, we list the analytical expressions for the integrals of the
Euler Gamma functions appearing in the evaluation of the Luttinger liquid thermopower:
+∞  
−∞
dx|Γ(α + ix)|2|Γ(β + ix)|2 = 2π
Γ2(α + β)Γ(2α)Γ(2β)
Γ(2(α + β))
(309)
+∞  
−∞
dx
 
x
 
     Γ
 
α +
i
2
(x + z)
  
     
2  
     Γ
 
β +
i
2
(x − z)
  
     
2 
= 2πz
Γ2(α + β + iz)Γ(2α)Γ(2β)
(α + β)Γ(2(α + β))
(310)
+∞  
−∞
dx
 
x2 |Γ(α + ix)|
2 |Γ(β + ix)|
2
 
=
2παβ
(2α + 2β + 1)
Γ2(α + β)Γ(2α)Γ(2β)
Γ(2(α + β))
(311)
The ﬁrst integral can be found in the tables of integrals (see, e.g., Ref. [163]), it follows from
Barnes’ Lemma (see proof in [164]). The two other integrals (310) and (311) are readily
derived from Eq.(309) using property Γ(1 + z) = zΓ(z).
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