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El Máster Ocial en Sistemas Inteligentes de la Universidad de Salaman-
ca tiene como principal objetivo promover la iniciación de los estudiantes en
el ámbito de la investigación. El congreso organizado por el Departamento de
Informática y Automática que se celebra dentro del Máster en Sistemas Inteli-
gentes de la Universidad de Salamanca proporciona la oportunidad ideal para
que sus estudiantes presenten los principales resultados de sus Trabajos de Fin
de Máster y obtengan una realimentación del interés de los mismos.
La duodécima edición del workshop Avances en Informática y Automática,
correspondiente al curso 2017 - 2018, ha sido un encuentro interdisciplinar don-
de se han presentado trabajos pertenecientes a un amplio abanico de líneas de
investigación. Todos los trabajos han sido supervisados por investigadores de
reconocido prestigio pertenecientes a la Universidad de Salamanca, proporcio-
nando el marco idóneo para sentar las bases de una futura tesis doctoral. Entre
los principales objetivos del congreso se encuentran:
Ofrecer a los estudiantes un marco donde exponer sus primeros trabajos de
investigación.
Proporcionar a los participantes un foro donde discutir ideas y encontrar nue-
vas sugerencias de compañeros, investigadores y otros asistentes a la reunión.
Permitir a cada estudiante una realimentación de los participantes sobre su
trabajo y una orientación sobre las futuras direcciones de investigación.
Contribuir al desarrollo del espíritu de colaboración en la investigación.
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Departamento de Informática y Automática de la Universidad de Salamanca.
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Resumen El presente estudio analiza la utilización de los sistemas inte-
ligentes para la creación de aplicaciones que se adapten a las necesidades
habituales de las personas. En particular, se ha abordado la interacción
de los usuarios con la música durante una actividad física: correr. A lo
largo de este proyecto se desarrolló una aplicación tness1 para móvil
que reproduce y adapta canciones mientras el usuario está en movimien-
to. Mediante el uso de los sensores del dispositivo móvil, la aplicación
es capaz de ajustar el ritmo o tempo2 de una canción a la velocidad de
carrera del individuo. Previo al desarrollo ha sido necesario realizar una
revisión del estado actual del mercado de las aplicaciones tness.
Un grupo de voluntarios (n=12) con experiencia previa en el uso de
aplicaciones tness fue seleccionado para probar la aplicación. Los par-
ticipantes fueron encuestados sobre su impresión al usar esta aplicación
en comparación con las aplicaciones tness clásicas y se les pidió estimar
los límites aceptables de distorsión del tempo de las canciones.
Los resultados revelan que a más de un 50% de los participantes le resul-
taría incómodo correr sin música. Los límites aceptables de alteración del
tempo en las canciones están entre el 26% de aumento y 15% de dismi-
nución respectivamente. Un 83% indicó que le gustaría que su aplicación
tness de uso cotidiano incluyera un ajuste manual o adaptativo del tem-
po de las canciones. Se comprueba que existe un margen desaprovechado
que puede permitir a los usuarios beneciarse en el uso de sus canciones
favoritas ajustadas a su medida. Benecios más allá de psicológicos que
aumentarían nuestro rendimiento en las actividades aeróbicas.
Keywords: Sistemas inteligentes, Correr, Tempo, Fitness, Adaptable
1 Aplicación para el entrenamiento físico y cuidado de salud
2 Ritmo, o grado de celeridad de una composición musical
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1. Introducción
En un mundo donde la generación de contenidos multimedia crece a un ritmo
exponencial, la música se ha convertido en parte inseparable de nuestra vida
cotidiana. Ya sea en un mercado, una tienda de ropa, una esta en la plaza: la
música nos acompaña muchas veces sin darnos cuenta.
Resulta que, con el continuo avance de las tecnologías, la música se ha con-
vertido en un espectro gigantesco de géneros y formas que alcanzan a cubrir la
gran mayoría de los gustos de los consumidores. Pareciera como si esta forma de
arte intentara cubrir cada posible nicho cultural y social donde exista un público
que se pueda identicar con una nueva forma de hacer música. Siguiendo, a to-
das luces, los patrones de la naturaleza dinámica de los fenómenos de demanda
y oferta dentro de la sociedad. (Jacobson et al. 2016)[9] destaca que el descubri-
miento y la personalización es parte clave de la experiencia y fundamental para
el éxito del creador y el ecosistema de consumo.
El impacto de la moda es especialmente obvio en la música popular. En las
sociedades modernas, el cambio cultural parece incesante. (Mauch et al. 2015)[17]
resaltan en su trabajo que aunque mucho se ha escrito sobre el origen y evolución
de los géneros musicales la mayoría de las armaciones sobre la evolución de la
música popular suelen ser de naturaleza anecdótica en lugar de cientíca. Esto
se debe, en gran parte, a que la música no suele cambiar de forma brusca de
la noche a la mañana. Los géneros musicales van evolucionando y engendrando
otros nuevos. En cualquier caso, algo queda claro, existe una tendencia natural a
que la música se acerque cada vez más al público y se adapte a los más disímiles
oídos y gustos. Esto es especialmente cierto en el mundo de la música orientada
a acompañar rutinas de ejercicios o para hacer running donde tanto el ritmo,
intensidad y carga emocional de las canciones están destinadas a motivar a los
corredores y proveer un paso consistente. La cadencia de la música prueba ser
importante en cuanto puede impactar espontáneamente en el ritmo de carrera,
como observaron (Van Dyck et al. 2015)[25].
1.1. Objetivos
1. Hacer un estudio del estado del arte de las aplicaciones tness para correr.
2. Desarrollar una aplicación móvil tness que, con el uso de sistemas inteli-
gentes, permita la adaptación del tempo de las canciones a las necesidades
del usuario.
3. La aplicación incluirá las funcionalidades básicas de las aplicaciones tness
para correr: contador de pasos, cálculo de distancia, estimación de pasos por
minuto y reproductor de audio.
4. La aplicación será capaz del calcular, en tiempo real, el tempo del paso del
usuario y ajustar la canción en curso para que su BPM1 coincida.
5. Realizar una encuesta para comprobar cómo los usuarios usan la música para
correr y comprobar la aceptación de las nuevas funcionalidades ofrecidas por
la aplicación en comparación a las aplicaciones tness clásicas.
1 Unidad de medida del tempo. Número de pulsaciones por minuto
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6. Determinar los límites tolerables de distorsión del tempo en las canciones a
través de la información proporcionada por los participantes.
2. Estado del Arte
La música representa para la mayoría de los corredores un empuje moti-
vacional que se asocia con un mejor rendimiento, especialmente en carreras y
otros ejercicios aeróbicos (Lane et al. 2011)[13]. La predisposición natural de los
humanos para responder a las características rítmicas de la música ha sido reco-
nocida y documentada desde principios del siglo XX (Macdougall 1903)[16]. En
sus estudios entre los años 1999 y 2006, Karageorghis et al. se rerieron a este
fenómeno como: rhythm response (respuesta rítmica) mientras desarrollaban de
su Inventario de Calicación Musical de Brunel (BMRI), una medida utilizada
para calicar las cualidades motivacionales de la música (Karageorghis et al.
1999)[11], (Karageorghis et al. 2006)[10].
En las personas sedentarias o sin preparación física podría parecer obvio el
efecto favorable del uso de la música, especialmente para impulsarles a iniciar
a correr y empezar de forma más motivada la actividad física (Tenenbaum et
al. 2004)[22]. Investigaciones más recientes muestran que lo anterior es también
cierto para deportistas de alto nivel.
En un estudio desarrollado por la Universidad de Southern Queensland en
Australia sobre los efectos del uso de música síncrona en 11 triatletas de élite
mientras corren sobre cintas de correr o treadmills (Terry et al. 2012)[23], se
encontró que la música proporciona benecios psicológicos y siológicos durante
el entrenamiento aeróbico intenso, benecios que están probablemente interco-
nectados.
Los autores de dicho trabajo condujeron una serie de pruebas para medir
el rendimiento de los triatletas (n=11) durante el ejercicio. Los participantes
fueron sometidos a tres tareas en donde se les pidió previamente elegir música
motivacional de gusto personal y música que consideraban neutral con el mismo
tempo.
El estudio intentó demostrar la correlación entre el uso de la música síncrona1
y un mayor rendimiento de los atletas durante el entrenamiento. Las tres pruebas
del experimento desarrollado por (Terry et al. 2012)[23] fueron:
1. Correr al ritmo de música motivacional de elección personal
2. Correr al ritmo música neutral al mismo tempo que la motivacional
3. Correr sin música
El estudio obtiene, entre otros resultados, medidas del rendimiento de los
atletas considerando tres medidas de rendimiento bajo las tres condiciones men-
cionadas anteriormente:
Tiempo de actividad física hasta la fatiga
1 Se entiende por música síncrona aquella con un tempo bien marcado y estable
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Intensidad del ejercicio: RPE1 (Rated Perceived Exertion) en el momento
de alcanzar la fatiga
Concentración de lactato2 en el momento de fatiga
Los resultados se muestran de forma resumida en la Tabla 1. Desde donde
el estudio conrma que la música síncrona puede potencialmente proporcionar
benecios a todo tipo de actividades aeróbicas y actividades de ejercicios has-
ta la fatiga. Aunque la música neutral no produjo, en general, el mismo nivel
de benecios psicológicos que la música motivacional, resultó igualmente bene-
ciosa en términos de rendimiento hasta la fatiga y en el consumo de oxígeno.
En términos funcionales, por lo tanto, las cualidades motivacionales percibidas
de la música pueden ser menos importantes que, por ejemplo, la prominencia
de su ritmo y el grado en que los participantes son capaces de sincronizar sus
movimientos con su tempo (Terry et al. 2012)[23].
Prueba Motivacional Neutral Sin Música
Tiempo hasta fatiga (s) 509 516 431
Intensidad (fátiga) (RPE) 17.91 17.82 17.73
Lactato (mmoll−1) 6.47 6.16 5.94
Tabla 1: Rendimiento hasta fatiga, RPE, y concentración de lactato para 11
triatletas. Media estándar.
El estudio concluye determinando que el uso de música síncrona durante el
entrenamiento debería ser considerado debido a que muestra claras ventajas.
Hallazgos clave del estudio
Se debe asegurar que el tempo de la música corresponde con el tempo del
movimiento deseado.
Realizar un análisis de la marcha puede ayudar a la elección de la música
con tempo óptimo para diferentes cadencias de ejecución.
Se debe alentar a los atletas a seleccionar su propia música motivacional, ya
que prueba ser más efectiva.
2.1. Las Aplicaciones tness
Cada vez con más frecuencia, el consumo de música durante la realización
de actividades físicas se realiza a través de alguna aplicación destinada al en-
trenamiento o a cumplir unas metas de salud. Según un estudio de (Krebs et
al. 2015)[12] dentro de USA un 58.23% de los usuarios de móviles habían usado
alguna vez alguna aplicación tness o de nutrición.
1 Rated Perceived Exertion, una escala para medir la intensidad de una actividad
física
2 Forma ionizada del Ácido Láctico. Producido en los músculos durante la actividad
física
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Si bien el mercado online está saturado de aplicaciones tness, la gran ma-
yoría ofrecen poca personalización o bien ofrecen listas de reproducción prede-
nidas con ritmos estrictos. En la Tabla 2 se exponen algunas de las aplicaciones
tness para correr más populares en Google Play que de alguna forma permitan
interactuar con la música.
Aplicación Características
Spotify Running Busca canciones con Tempo similar, selección libre. Carece
de ajuste personalizado del tempo para cada canción. La
aplicación fue cancelada en febrero de 2018.
RockMyRun Selección de canciones para correr, diferentes ritmos. Selec-
ción ja, tempo de canciones no puede ser ajustado.
Runkeeper Registro de actividad física, carece de información de tempo.
Sin música.
Nike+ Run Club Entrenador en audio personalizado, no usa indicadores de
tempo.
TempoRun Sin tempo objetivo, solo registra la actividad física
Tabla 2: Características de las aplicaciones más populares para correr
Aunque existe una tendencia creciente al uso de aplicaciones para acompa-
ñar las actividades físicas, el abandono de estas es también bastante común. En
USA cerca de la mitad de los usuarios reportó haber abandonado una aplicación
tness a causa de una exigencia alta de entrada de datos personales para el re-
gistro, falta de interés o costes ocultos (Krebs et al. 2015)[12]. Los hallazgos de
(Krebs et al. 2015)[12] sugieren que si bien muchas personas usan aplicaciones
de salud, una proporción sustancial de la población no lo hace, y que incluso
entre quienes usan aplicaciones de salud, muchos dejan de usarlas. Estos datos
sugieren que los desarrolladores de aplicaciones deben abordar mejor las preo-
cupaciones del consumidor, como el costo y la alta carga de entrada de datos, y
que los ensayos clínicos son necesarios para probar la ecacia de las aplicaciones
de salud para ampliar su atractivo y adopción.
Hemos comprobado que efectivamente, varios estudios demuestran que el uso
de la música, especialmente música síncrona puede resultar muy efectiva para
aumentar tanto la motivación como el rendimiento de los corredores (Lane et
al. 2011)[13], (Van Dyck et al. 2015)[25], (Terry et al. 2012)[23]. Esto claro está,
siempre y cuando el ritmo de la música sea bien marcado, estable y el tempo de
la música se ajuste a los requisitos de la actividad física. La solución a estos re-
quisitos sería trivial si todas las personas corriéramos a un ritmo similar, pero la
realidad es que la cadencia natural de los corredores recreacionales se encuentra
entre los 130 y 200 pasos por minuto, según conrma (Van Dyck et al. 2015)[25].
Este es un intervalo considerablemente amplio. Pasa que, por ejemplo, cancio-
nes de 180 pulsaciones por minuto (BPM) comúnmente utilizadas en muchas
aplicaciones funcionarían bien para algunas personas, pero denitivamente no
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para todas, por eso muchas personas terminan seleccionando manualmente sus
propias listas de reproducción desechando muchas veces sus canciones favoritas
para quedarse con aquellas que se acercan más a su propio paso.
Aún con el gran número de aplicaciones que brindan la reproducción de músi-
ca a modo de guía o efecto motivador, son pocas las que ofrecen la funcionalidad
de ajustar el tempo a medida y todas carecen de la posibilidad de modicar el
tempo de una canción.
Es por eso que en este estudio se intentan cubrir las posibles ventajas y
límites que tiene el uso del control procedural del tempo de las canciones de
forma personalizada a través de los requisitos del usuario. Con este n hemos
desarrollado este prototipo de aplicación adaptable, a la que se ha llamado Tempo
Running, con la que intentaremos comprobar si este enfoque es un paso en la
dirección correcta.
3. Métodos y Herramientas
3.1. La Aplicación: Tempo Running
Como prueba de concepto se ha desarrollado un prototipo de aplicación An-
droid que cubre las funcionalidades básicas de las aplicaciones tness para ca-
rrera. Se ha evitado el uso de cualquier tipo de registro o forma de enlace a redes
sociales. En su estudio (Gowin et al. 2015)[7] comprobaron que la mayoría de los
usuarios (especícamente jóvenes estudiantes) se oponen fuertemente a enlazar
sus cuentas sociales con aplicaciones de tness o de alguna forma proporcionar
datos personales que puedan ser usados por el desarrollador del software.
Una de las formas de incentivar al usuario al uso de una app tness es hacer
que esta contenga mini retos o sistemas dinámicos que hagan que la interacción
entre el usuario y la aplicación sea más divertida y graticante. Elementos y téc-
nicas que son conocidos popularmente con el anglicismo gamicación que in-
tentan potenciar la motivación y el refuerzo de conductas (Sandí et al. 2013)[19].
La gamicación en si no es un juego; la gamicación es un concepto distinto y
que tiene menos que ver con los juegos que con el marketing, la motivación o la
delización de los usuarios (Cortizo et al. 2011)[4].
Esta tendencia a insertar elementos de juego en las aplicaciones de salud y
tness se ha vuelto inmensamente popular, como lo demuestra la cantidad de
aplicaciones que se encuentran en la App Store de Apple que contienen minijue-
gos (Lister et al. 2014)[15]. Sin embargo, existe una falta de consenso sobre qué
elementos son importantes en la teoría del comportamiento en la industria de las
aplicaciones, lo que puede afectar a la ecacia de estas aplicaciones para inducir
y conservar comportamientos más activos con hábitos saludables en los usuarios.
Las aplicaciones tness representan un mercado creciente y muy prometedor en
el que difundir intervenciones de cambio de comportamiento de salud (Lister et
al. 2014)[15]. Por esta razón resulta importante tener en cuenta el carácter inter-
activo y dinámico de la aplicación que vamos a desarrollar utilizando pinceladas
de técnicas de gamicación.
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Inclusión de Funcionalidades Dinámicas, Retroalimentación:
1. Detección de cantidad de pasos y distancia recorrida en tiempo real.
2. Detección del ritmo de carrera en pulsaciones por minuto (BPM).
3. Reproducción de música con indicación explícita y gráca de su BPM base.
La clave del triunfo de una app tness es lograr incentivar la actividad física.
A pesar de la proliferación de aplicaciones de smartphones comercialmente dis-
ponibles orientadas a tness, hay una escasez de evidencia empírica para apoyar
su efectividad en crear hábitos más saludables (Direito et al. 2015)[5].
Entorno de Desarrollo La aplicación Android ha sido desarrollada desde el
sistema operativo Windows mediante el uso del Entorno Integrado de Desarrollo
(IDE): Android Studio en su versión 3.1.3 (Smyth 2017)[21]. El lenguaje de pro-
gramación principal utilizado para los procedimientos y programación de algo-
ritmos es Java, un lenguaje de alto nivel muy avanzado que permite desarrollar
de forma rápida y eciente con abundante documentación disponible (Schildt
2014)[20]. La interfaz gráca ha sido programada usando XML para la cons-
trucción de elementos de visualización de forma modular y sencilla (Benz et al.
2004)[3].
La Interfaz Gráca La aplicación ofrece una vista única donde se disponen
todos sus elementos:
Figura 1: Interfaz de Tempo Running
Elementos de Interfaz
1. Controles de ajuste de tempo
2. Lista de Reproducción
3. Elementos de visualización
En la Figura 1 se pueden apre-
ciar los tres componentes princi-
pales mencionados con anteriori-
dad que intentan responder a los
requisitos de funcionalidad bási-
cos para una aplicación tness de
este estilo. Se ha utilizado co-
mo referencia de diseño la aplica-
ción móvil Spotify Running (ac-
tualmente fuera de funcionamien-
to), la cual gozó de una gran una
gran aceptación, pero a diferencia
de la aplicación desarrollada en es-
te proyecto, Spotify Running era
incapaz de modicar el tempo de las canciones. Su función principal era la de re-
comendar canciones dado un tempo prejado por el usuario usando botones para
incrementar o disminuir el valor en 10 BPM (Greenhalgh et al. 2016)[8]. Esta
funcionalidad fue contemplada en el desarrollo de la aplicación Tempo Running.
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Controles Los elementos de control marcados en color azul en la Figura 1 se
encuentran separados en dos grupos. Elementos de Control
1. Controles relativos en la parte superior (en colores rojo, amarillo y verde)
2. Controles absolutos en la parte inferior
Los Controles Relativos están compuestos por tres botones:
1. Aumentar el tempo en 10 BPM (Triángulo rojo)
2. Restaurar el tempo original de la canción (Rectángulo amarillo)
3. Disminuir el tempo en 10 BPM (Triángulo verde)
Los controles absolutos (Figura 1) están compuestos por una barra de bús-
queda y cuatro botones. Se han utilizado los valores prejados de 120, 140 y 180
BPM para tener un paso inicial ligero hasta cubrir el ritmo de 180 BPM el más
alto comúnmente utilizado dentro del intervalo de 130 y 200 BPM predominan-
te en los corredores recreacionales según comprobaron (Van Dyck et al. 2015)[25].
Controles Absolutos
1. Barra de búsqueda para selección manual de tempo (60 - 200 BPM)
2. Botón de 120 BPM para poner el ritmo de reproducción actual a ese valor
3. Botón de 140 BPM
4. Botón de 180 BPM
5. Botón AUTO: Activa el modo de detección del tempo del usuario y lo aplica
a la canción actual
El límite superior de tempo de 200 BMP para nuestra aplicación quedó con-
rmado en consonancia con los hallazgos de (Van Dyck et al. 2015). Por otro
lado según varias varias bases de datos de tempo (SongBpm, bpmdatabase.com)
la gran mayoría de las canciones está por encima de los 60 BPM. De esta forma
nuestra aplicación tendrá un rango dinámico de ajuste de BPM entre los 60 y
200 BPM.
Vistas En la Figura 1 se pueden apreciar en la esquina superior izquierda tres
iconos que representan, de arriba hacia abajo: Iconos
1. Número de pasos dados desde iniciar la aplicación
2. Distancia en metros recorrida
3. Tempo actual de carrera del usuario en pasos por minuto
A la derecha del Área de Vista se observa un anillo con un gradiente de color
que se mueve entre verde, amarillo y luego rojo para simbolizar el tempo actual
con que se está reproduciendo la canción. Dentro del anillo el valor en pasos por
minuto que representa el tempo de reproducción actual de la canción en curso.
Debajo, el factor de deformación ya sea incremento (o decremento) del tempo
original de la canción en curso.
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Manejo de sensores A partir de la API 19 los dispositivos Android cuentan
con el acceso de sensores de detección de pasos (Smyth 2017)[21]. En particular,
2 de ellos son candidatos para su uso en nuestra aplicación ya que directamente
son capaces de detectar posibles pasos del usuario utilizando el acelerómetro
interno del dispositivo móvil.
Sensor Detector de Pasos (Step Dectector Sensor) El sensor del detector de
pasos activa un evento cada vez que el usuario da un paso. Se espera que la
latencia sea inferior a 2 segundos, su precisión es bastante baja y da muchos
falsos positivos.
Sensor Contador de Pasos (Step Counter Sensor) El sensor contador de pasos
proporciona la cantidad de pasos que ha dado el usuario desde el último reinicio
del sistema siempre y cuando el sensor esté activo. El sensor contador de pasos
tiene una mayor latencia (hasta 10 segundos), la ventaja de su eso está en la
mayor precisión que este aporta en comparación con el sensor detector de pasos.
Debido a que nos interesa tener un mayor grado de precisión para poder detectar
el ritmo del corredor en tiempo real de forma aceptable, se ha utilizado el sensor
contador de pasos.
Para recibir las actualizaciones de este sensor se ha implementado un Senso-
rEventListener en la clase principal. Esta implementación exige la denición
de dos métodos:
onSensorChanged: Se ejecuta cuando el sensor lanza que ha detectado
una cantidad X de pasos. La variable event de tipo SensorEvent contiene
la información relativa al evento que incluye, entre otros datos, el instante
de tiempo en el que fue lanzado el evento (timestamp) y la cantidad de
pasos que ha dado el usuario desde el último reinicio del sistema hasta este
momento.
onAccuracyChanged: Este evento es llamado cuando el sensor sufre algún
cambio de precisión, para este sensor en particular no se producen cambios
de precisión.
Finalmente solo es necesario registrar nuestro SensorEventListener para
que quede a la escucha de actualizaciones del Sensor Contador de Pasos. Para
ello basta con hacer el registro a traves de un SensorManager.
Estimación de la Distancia Recorrida Diversos acercamientos se han valo-
rado a lo largo de los años para estimar la distancia recorrida por una persona
a partir de la cantidad de pasos que esta persona ha dado. En su estudio sobre
la relación entre la distancia de los pasos y las características morfológicas en
adultos (Tripathy 2004)[24] analiza un total de 209 individuos y obtiene que la
longitud media de los pasos es de 61.175 cm con un error estándar de 0.595 cm.
A partir de este hallazgo se puede implementar una sencilla estimación de la
longitud recorrida por el usuario usando este valor como factor de conversión:
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\Cantidad de pasos recorrida desde el inicio de la aplicación
steps = (int) event.values[0] - reset;
distance=61.175*steps/100.0;
Estimación del Tempo y Adaptación de las Canciones El corazón de
la aplicación está en su capacidad de hacer una estimación en tiempo real y a
demanda del ritmo de carrera del usuario en BPM. Todas las piezas musicales,
por variadas y únicas que sean, suelen contar un ritmo o tempo bien claro y
marcado (New World Encyclopedia 2015)[6].
Las canciones utilizadas en el presente estudio han sido sometidas a un pro-
cesamiento inicial para el cálculo de su BPM base. Se ha utilizado un algoritmo
basado en la detección de picos de energía para la estimación de la frecuencia de
los pulsos del ritmo de la canción. Este algoritmo fue desarrollado como parte
de mi Trabajo de Fin de Grado: Grado en Ingeniería Informática, Universidad
de Salamanca (Acosta 2017)[1].
El algoritmo desarrollado se puede separar unas 5 fases que se mencionan a
continuación:
1. Cálculo de energías medias en intervalos de 1024 y 44100 muestras de audio.
2. Detección de picos de energía dentro de los intervalos.
3. Cálculo de intervalos de tiempo de separación entre picos de energía.
4. Cálculo de intervalos de separación con mayor presencia en la canción.
5. Estimación de BPM a través de la media aritmética de los intervalos con
mayor frecuencia
Figura 2: Cálculo de BPM
Este algoritmo fue inspirado en el
estudio realizado por (Patin 2003)[18]
donde describe matemáticamente un
método de estimación del tempo en
una pieza musical a través del análi-
sis de sus energías. En la Figura 2 se
muestra la representación gráca ge-
nerada por la aplicación del proceso
de detección de picos de energía que
marcan el tempo de la canción (seña-
lados con un borde azul).
Finalmente, una vez obtenido el
tempo para cada una de las pistas de
audio, la información fue añadida en
los metadatos a través de la etiqueta
ID3 (Baumann et al. 2003)[2] de los
cheros MP3 utilizando la aplicación Mp3tag.
La siguiente cuestión a resolver es ser capaces de detectar el tempo al que
se mueve el usuario que porta el dispositivo móvil. Con esta información ya se-
ríamos capaces de reajustar el tempo de la música para hacerlo coincidir con el
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del usuario a través de un factor de conversión. Este factor de conversión puede
ser alimentado al reproductor de audio del dispositivo móvil para que aumente
o disminuya el tempo.
Para estimar el tempo al que se esta moviendo el usuario se han utilizado
dos mecanismos:
El cálculo del tempo instantáneo (livebpm) que se muestra a la izquierda y
arriba en el área de visualización en Figura 1. Con cada actualización del
evento onSensorChange este valor es actualizado.
Cálculo del tempo promedio para un intervalo de 5 actualizaciones del evento
onSensorChange. Utilizado para la funcionalidad de detectar el ritmo de
carrera del usuario de forma más precisa.
Una vez calculado el tempo instantáneo (livebpm), se procede a vericar si
ha sido activado el modo automático teniendo en cuenta también que el usuario
esté en movimiento. Esto es, no basta con que el usuario presione el botón para
el modo automático, el sistema ha de detectar que el usuario está en movimiento
(moviéndose a un ritmo entre 130 y 200 BPM) [25] para iniciar su cálculo del
promedio del tempo en 5 instancias del evento onSensorChanged (aprox. 5-10
segundos)
Figura 3: Activación del modo AUTO
Una vez presionado el botón de
control AUTO, el sistema actuali-
zará la interfaz gráca para mos-
trar el mensaje RUN (Figura 3)
en el indicador de tempo de can-
ción. De esta forma se notica al
usuario de que ya puede empe-
zar a correr. Entonces, de forma
resumida, para el cálculo automá-
tico del tempo para ajustarse al
ritmo de usuario el sistema sigue
los siguientes pasos, ver en Figura
4:
Caso de uso
1. El usuario presiona el botónAUTO y el sistema registra el evento marcando
una bandera lógica
2. El sistema espera a que se dé un tempo instantáneo entre 130 y 200 bpm
(usuario está en movimiento)
3. Al detectar un valor adecuado el sistema registra la cantidad de pasos (entra
en la zona activa) Figura 4 en el momento y la marca de tiempo
4. Transcurridas 5 llamadas al evento onSensorChanged el sistema calcula el
BPM promedio y lo asigna a canción actual en curso a través del reproductor.
La distorsión del tempo se asigna a las canciones activas en forma de pará-
metro de reproducción. Para encontrar este factor de distorsión solo es necesario
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dividir el tempo de los movimientos del usuario con el tempo de la canción que
quedó anteriormente registrado en su etiqueta ID3.
Figura 4: Diagrama de la zona activa de detección del tempo del usuario
3.2. Participantes en el estudio
Los participantes en el estudio son un grupo de 12 jóvenes entre 19 y 33 años,
8 hombres y 4 mujeres. El grupo es de composición heterogénea en cuanto a la
frecuencia en que corren. Del total de participantes 4 indicaron que corren unas
3 veces a la semana, 6 indicaron que corren al menos una vez a la semana y 2
que no corren todas las semanas. Los 12 participantes han indicado que suelen
escuchar música mientras corren. Todos cuentan con un móvil Android.
3.3. Elementos de Encuesta
Las encuestas realizadas a los usuarios están compuestas de 8 preguntas.
El cuestionario fue desarrollado a través de los formularios de Google (Google
Forms) que facilitan la distribución de la encuesta a través de un enlace1 directo.
Para determinar los límites aceptables de distorsión de las pistas de audio
sin afectar su naturalidad percibida, los participantes han sido introducidos con
el concepto de radio de distorsión, que caracteriza el factor multiplicativo
de incremento o decremento al que ha sido sometida la canción para poder
jar un tempo especico. Teniendo en cuenta que el tempo promedio de las
canciones modernas se encuentra entre los 90 y 120 BPM (Elias 2017)[14], se ha
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determinado usar un radio de distorsión entre 0.5 y 2.0 pare así poder cubrir
cómodamente los límites de nuestra aplicación (entre 60 y 200 BPM)
Datos recogidos en la encuesta:
1. Edad y Sexo
2. La música me es indispensable para correr (1-5) (En total desacuerdo - Muy
de acuerdo)
3. Suelo escuchar predominantemente este género musical cuando hago running
(Reggaetón, Rock, Pop, Indie, Electrónica-Disco, Listas de Reproducción
para Entrenamiento)
4. Me encuentro satisfecho|a con mi aplicación tness habitual (1-5) (En total
desacuerdo - Muy de acuerdo)
5. Me gustaría que mi app tness habitual contara con un ajuste personalizado
del tempo al igual que Tempo Running (1-5) (En total desacuerdo - Muy de
acuerdo)
6. Radio de máximo aumento del tempo de una canción que te resulta natural,
entre 1.0 y 2.0
7. Radio de máximo decremento del tempo de una canción que te resulta na-
tural, entre 0.5 y 1.0
3.4. Procedimiento
Se les entregó a los participantes la aplicación Android en forma de apk r-
mada para su instalación. Posteriormente se les pidió que probarán la aplicación
con las diferentes canciones disponibles con el n de responder a la encuesta.
Las canciones instaladas con la aplicación cubren un intervalo de 78 a 180 BPM.
El BPM de cada canción ha sido leído directamente a través de su etiqueta ID3
para su indicación en pantalla y posterior procesamiento por la aplicación como
se explicó con anterioridad.
4. Resultados
Un total de 12 individuos respondieron a todas las preguntas de la encuesta.
De ellos 8 hombres y 4 mujeres con edades entre 19 y 33 años. La media de edad:
25.8 años.
4.1. Papel de la Música para los Corredores. La respuesta a la
nueva iniciativa.
El 50% de los participantes siente que está muy de acuerdo con que el uso
de la música le es indispensable para correr. En total solo el 16.3% de los parti-
cipantes arma que denitivamente no necesita de la música para realizar esta
actividad física.
1 Las apk son paquetes para el sistema operativo Android usados para instalar y
distribuir componentes
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El género musical más utilizado son las Listas de Reproducción para Entre-
namiento con un 41.7% de los participantes. Este resultado era previsible puesto
que las listas de reproducción orientadas al entrenamiento gozan de gran popu-
laridad. Suelen estar llenas de música energética y con un ritmo bien marcado y
consistente que resulta atractivo y motivante. En muchos casos, el tempo base
de las canciones, que suele ser generalmente 180 bpm, resulta no adecuado para
muchas personas frenando su potencial rendimiento (Terry et al. 2012)[23].
El Reggaetón resultó ser el segundo estilo musical más usado siendo selec-
cionado por el 25% de los participantes. Resulta interesante comprobar que el
66.7% de los entrevistados manifestó no estar satisfecho con su aplicación tness
habitual. Por otro lado, la aceptación del nuevo enfoque adaptativo introduci-
do por nuestra aplicación Tempo Running tuvo muy buena recepción, solo un
8.3% mostró rechazo al a iniciativa de utilizar la nueva funcionalidad de tempo
personalizado y adaptativo. La gran mayoría, un 83.4% mostró interés en que
se introdujeran estas funcionalidades en sus aplicaciones tness habituales.
4.2. Límites Tolerables de alteración de Tempo
Como se comprueba en la Tabla 3, existe un potencial margen de ajuste
para el tempo de las canciones sin que la aparición de artefactos o distorsiones
apreciables ocurra para las pistas de audio. En particular se comprueba que de
forma comparativa los usuarios son mucho más tolerantes al incremento del tem-
po que a su disminución. Destaca la similitud de los resultados con una tendencia
musical moderna llamada NightCore, una forma de edición musical que con-
siste en acelerar su material fuente en un 15-30% y aumentar su tono (Winston
2017)[27], (Wikipedia contributors 2018)[26].
Factor Radio (media)
Límite máximo de incremento de tempo 1.26 (126%)
Límite mínimo de decremento de tempo 0.85 (85%)
Tabla 3: Límites tolerables de disminución y aumento del tempo
5. Discusión
Los resultados son increíblemente alentadores y conrman que existe una di-
mensión bastante desaprovechada en el mercado de las aplicaciones tness. Se
comprueba en consonancia con los resultados de ediciones musicales modernas
como Nightcore (Winston 2017)[27] que las pistas musicales pueden ser acelera-
das hasta un 30% sin que sufran distorsiones serias, y que además el resultado
podría ser incluso más llamativo para algunos usuarios (Wikipedia contributors
2018)[26].En el futuro se podría añadir la funcionalidad NightCore a la aplicación
para comprobar su recepción con los entrevistados.
Tengamos, por ejemplo, una canción que Enrique considera en extremo mo-
tivante, pero resulta que el tempo base es de la canción 120 BPM y a Enrique
15
le gustaría empujar sus límites hasta los 140 BPM en una carrera usando su
canción favorita, bastaría con aumentar su tempo en la aplicación llegando a un
radio de 1.17 (un aumento del 117%) y listo. Ahora puede correr cómodamente
siguiendo el ritmo de la canción con la tranquilidad de que mantendrá el paso y
ganará motivación y mayor rendimiento como conrman (Lane et al. 2011)[13].
Es válido destacar que no todas las canciones son aptas para correr, si una
pista de audio cuenta con un tempo base de 80 BPM o menos, resultaría muy
difícil ajustarla para poder tener un ritmo consistente de carrera dentro de los
130 - 200 BPM sin que sufra de distorsiones serias.
La inmensa mayoría de los usuarios (83%) mostró interés en esta nueva fun-
cionalidad y en su inclusión en las aplicaciones tness habituales. Al mismo
tiempo el 66,7% manifestó no estar satisfecho con los servicios que brinda su
aplicación, insatisfacciones que podrían llevar al abandono apoyando los resul-
tados del estudio de (Krebs et. al 2015)[12]
Estos hallazgos podrían indicar que un enfoque de mínima entrada de datos
y alta personalización podría ser un paso en la dirección correcta. Para aumentos
de rendimiento y motivación con el uso de música síncrona ajustada para cada
individuo(Terry et al. 2012)[23], (Lane et al. 2011)[13].
6. Conslusiones
La investigación sugiere que muchas mejorías se pueden hacer aún en el
mundo de las aplicaciones tness. La mayoría de los usuarios siente la presión
de una gran exigencia en la entrada de datos que contrasta con un bajo nivel de
personalización en respuesta en sus aplicaciones tness.
Existe un gran potencial en el uso de música síncrona como estimulante tanto
psicológico como físico para lograr mayores rendimientos y hacer de la actividad
física un momento más ameno. La personalización y ajuste adaptativo parecen
llevar en la dirección correcta.
Investigaciones futuras podrían llevarse a cabo para comprobar los efectos
en el estado emocional, motivación y rendimiento del uso de este ajuste per-
sonalizado y adaptativo del tempo de las canciones durante la carrera de los
usuarios.
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Resumen La robótica es una de las áreas más estudiadas dentro del
campo cientíco, apareciendo constantemente nuevas formas de inter-
acción con los robots. Una de ellas es el reconocimiento de gestos y el
seguimiento automático del usuario. De igual modo la localización de
interiores es un campo en el que se realizan continuamente estudios e
investigaciones, con el objetivo de conocer la posición en tiempo real de
un objeto o usuario en el interior de un edicio.
Se realiza una propuesta de un robot que sea capaz de seguir automática-
mente a los usuarios haciendo uso de técnicas de visión articial, teniendo
la capacidad de ser localizado desde una plataforma web, haciendo uso
de las tecnologías ya instaladas en él, como pueden ser las redes Wi-Fi o
las balizas Bluetooth.
La propuesta, esta se aplica al caso de estudio de un carro de la com-
pra de supermercado, que, aparte de permitir realizar un seguimiento
del usuario facilitando el proceso de la compra a personas con movilidad
reducida, es capaz de ser localizado dentro del supermercado. Además
permite indicar al usuario en todo el momento los productos que tiene
en la cesta y obtener la lista de la compra que se haya realizado ante-
riormente con una aplicación para ello.
Tanto el vehículo de seguimiento como el sistema de localización han
superado pruebas de testeo y funcionalidad en las cuales se puede ver
como el robot sigue al usuario y como, a su vez, este es localizado dentro
del edicio desde la plataforma web.
Keywords: Seguimiento de Usuarios; Robots; Localización de interiores
1. Introducción
La robótica en es una de las áreas más estudiadas dentro del campo cientíco,
dentro de la cual constantemente aparecen nuevas técnicas de interacción del ser
humano con ellos. El reconocimiento de gestos permite interactuar de forma
remota sobre estos sin que sean comandados mediante una iteración física con
un controlador.
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Un tipo de interacción con los robots es el seguimiento automático de los
usuarios, el cual tiene una amplia aplicación en diferentes entornos como puede
ser la carga de productos, transporte de máquinas en entorno hospitalario o
industrial, transporte de materiales peligrosos al contacto humano, etc.
La primera característica para que un robot sea capaz de realizar el segui-
miento del usuario es que este debe ser capaz de obtener la posición relativa del
usuario de modo que pueda desplazarse para seguir su trayectoria.
Para obtener la posición relativa en la cual se encuentra el usuario existen
varios métodos, estos se pueden clasicar por métodos intrusivos y métodos no
intrusivos. Los intrusivos son los que el usuario tiene que llevar encima algún
dispositivo para que el robot le permita localizar. Los métodos no intrusivos son
los cuales funcionan sin que el usuario tenga un dispositivo especial. Para esto
la técnica más utilizada es la visión articial.
En cuanto a los sistemas de localización de interiores se realizan constan-
temente estudios e investigaciones con el objetivo de conocer con exactitud la
posición en tiempo real de un objeto o usuario, en este caso del robot, permi-
tiendo ofrecer una variedad de servicios como puede ser la realización de rutas
automáticas, guiar a los usuarios o gestionar otas de robots dentro de un edi-
cio.
Los sistemas de localización de interiores están en constate desarrollo debido
a que el sistema de posicionamiento global, conocido el nombre de GPS, no está
disponible en los interiores de los edicios debido a cuestiones físicas de la propia
tecnología.
1.1. Objetivos
El trabajo tiene como objetivo el diseño de un vehículo o robot que sea capaz
de realizar un seguimiento de los usuarios proporcionando una mayor movilidad
al reducir la interacción gestual del usuario con el vehículo. Además, se tiene
como objetivo la introducción de un sistema de localización en interiores dando
a conocer en todo momento donde se encuentran los robots y a su vez los usuarios.
Las principales tareas que se persiguen con el trabajo son:
Realizar un estudio del estado del arte de los diferentes vehículos de segui-
miento de usuarios existentes hasta el momento, de las diferentes técnicas y
algoritmos de visión articial, realizar comparativas de las diferentes técnicas
y tecnologías de localización de interiores.
Elección del hardware para la construcción del robot que cumpla con los
objetivos anteriores.
Desarrollo e implementación del algoritmo de seguimiento teniendo en cuenta
la tecnología y las técnicas elegidas.
Denición de la arquitectura para el sistema de localización de interiores,
que sea distribuida y que haga uso de tecnologías de bajo coste permitiendo
obtener una precisión adecuada al problema.
Creación de una plataforma web para la gestión de todo el sistema de locali-
zación que permita visualizar la posición en la que se encuentran los robots
en tiempo real y los históricos de las rutas que estos hayan realizado.
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Aplicación de la propuesta, tanto del robot que sigue usuarios, como la lo-
calización de interiores a un caso de estudio real.
2. Estado del arte
En este apartado se tiene como objetivo realizar una recolección general
de los diferentes sistemas de vehículos existentes que permitan el realizar el
seguimiento de usuarios, técnicas de visión articial para la detección de objetos
y usuarios y los diferentes algoritmos para la extracción de características en
imágenes. También se revisarán las técnicas de localización que permitan realizar
el posicionamiento en interiores.
2.1. Vehículos de seguimiento autónomo
La localización del movimiento humano es una de las tecnologías más impor-
tantes y fundamentales en las aplicaciones prácticas de interacción del robot con
los humanos.
En 2002 han desarrollado un robot que es capaz de seguir la trayectoria de
un usuario el cual lleva encima un anillo de leds que emiten luz y que pueden
ser fácilmente detectables por la máquinas que está situada en el robot [1] .
En 2010 se desarrolló un sistema para el seguimiento de personas para espa-
cios que tengan condiciones de visibilidad reducida, como pueden ser espacios
con elevada concentración de humo de incendio [2]. Durante su estudio realizan
pruebas de detección con sonares láser y sensores de ultrasonidos. Tras los es-
tudios que han realizado han comprobado que los ultrasonidos ofrecen mejores
resultados en esas situaciones de luminosidad, para la localización del usuario
le dotan de un anillo emisor colocado en una de las piernas, mientras que en
el robot instalan múltiples receptores de ultrasonidos, permitiendo de esa ma-
nera realizar una triangulación con la diferencia de los tiempos de llegada. Los
sensores en la plataforma y el anillo se pueden ver en la Figura 1.
Figura 1: sensores de ultrasonido y anillo emisor
En 2012 desarrollan un robot que pueda realizar un seguimiento de una per-
sona, manteniendo una cierta distancia al usuario objetivo, basando el funciona-
miento del sistema en el uso de sensores de infrarrojos [3]. El motivo por el cual
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han usado estos sensores es que los valores de las medidas son prácticamente
inmutables a los cambios de radiación infrarroja del medio ambiente pero, en
cambio, si que son bastante sensibles a los cambios de la radiación inducida por
el movimiento humano.
Para la detección de movimiento usan un conjunto de sensores infrarrojos
en la parte superior de la plataforma robótica. Mediante el reparto del área
frontal del robot en 8 zonas, y haciendo uso de los sensores que el sistema es
capaz de posicionar al usuario en una de esas zonas en cada instante y ver como
se desplaza entre ellas. Este sistema se caracteriza por ser capaz de ofrecer un
tiempo de respuesta bastante bajo, frente a sistemas que usen técnicas de visión
articial debido a que los costes computacionales de sus cálculos son menores.
En contrapartida este sistema no tiene la capacidad de identicar a diferentes
usuarios.
En 2014 desarrollan un robot que permite la iteración con el usuario mediante
gestos, en su desarrollo hacen uso se una cámara con sensor de profundidad, la
Kinect de Microsoft, que permite obtener la posición de los usuarios [4].
Figura 2: robot de seguimiento con Kinect
Mediante diferentes gestos pueden controlar el robot, indicándoles, que siga
al usuario, se mueva, Figura 2.
2.2. Visión articial
La visión articial se puede denir como un campo de la inteligencia arti-
cial que permite la obtención, procesamiento y análisis de cualquier tipo de
información especial en imágenes digitales. Los sistemas de visión articial están
basados en la visión humana, pero a la falta de entender cómo llevan a cabo
los procesos del cerebro, los sistemas articiales han resultado imprácticos y ha
llevado a que la visión articial se basara en métodos y algoritmos matemáticos.
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Las principales aplicaciones de la visión articial en robótica actualmente son
la identicación e inspección de objetos, determinación de la posición de objeto
en el espacio, establecimiento de relaciones entre objetos, etc.
Imagen digital: en visión articial la captación de imágenes es realizada digi-
talmente.Estas permiten realizar un tratamiento de estas haciendo uso de dife-
rentes técnicas para el descubrimiento y el resaltado de la información que esta
contenga. La imagen digital puede ser clasicada en vectorial o en mapa de bits.
La imagen vectorial está descrita por formulas, su característica principal es que
es escalable sin la pérdida de calidad, mientras que la imagen basada en mapas
de bits está descrita mediante pixeles. En cada uno de los pixeles se guarda la
información de ese punto.
Reconocimiento objetos: para llevarlo a cabo es necesario realizar un pro-
cesamiento de las imágenes. donde se elimina la mayor parte de la información
para realizar el reconocimiento, extrayendo únicamente las características para
realizar una distinción de los otros elementos de la imagen. El proceso de reco-
nocimiento consiste en la interpretación de los parámetros seleccionados en el
procesado, esto se realiza mediante una comparación de los modelos extraídos
de la imagen que se está analizando con la del modelo obtenido anteriormente,
es un proceso de elevado coste computacional.
El reconocimiento basado en marcas de referencias hace uso de un
objeto que se encuentra en el campo de visión de la imagen, proporcionando
un punto de referencia y unas dimensiones que facilitan el proceso de recono-
cimiento. Este método ha sido presentado en 1999 por Kato, para encontrar la
posición de la cámara en relación a un objeto [5], mientras que Stricker lo usa pa-
ra determinar las coordenadas de un en tres dimensiones de un objeto cuadrado
[6].
El reconocimiento basado en puntos de interés, en visión articial, ha-
ce referencia a la localización de puntos relevantes en cuanto a la cantidad de
información del entorno. Estos deben ser estables a perturbaciones y transfor-
maciones que puede sufrir la imagen. La característica más importante es que
el sistema sea lo más coherente posible detectando en instantes consecutivos el
mismo punto característico en caso que se encuentre en el foco de visión. Las
fases del reconocimiento son:
Extracción: se basa en la búsqueda de puntos en la imagen con diferente
apariencia a las de su alrededor, como puede ser los bordes, esquinas, o
zonas más brillantes u oscuras. Los algoritmos más usados en esta fase es el
detector de esquinas de Harris [7], el Features From Accelerated Segment Test
(FAST) que obtiene los pixeles con valores máximos o mínimos en relación
a los pixeles vecinos [8].
Descripción: se calcula el vector que describe las características de los
puntos que se han extraído en la fase anterior para que sean comparados
posteriormente con otros puntos de interés. Estas descripciones pueden ser
divididas en histograma de gradientes o en prueba binaria.
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El histograma de gradientes se calcula a partir de la cuanticación de los
gradientes de un área local. Algunos de los algoritmos que lo usan son Sca-
le Invariant Feature Transform (SIFT) [9], Speeded Up Robust Features
(SURF) [10] .
La prueba binaria se basa en la realización de comparaciones de la intensidad
de los dos pixeles obteniendo como resultado un binario indicando cuál de
ellos es más brillante. Los algoritmos más conocidos que usan pruebas bi-
narias son Binary Robust Independent Elementary Features (BRIEF) [11],
Binary Robust Invariant Scalable Keypoints (BRISK) [12] y Oriented FAST
and Rotated BRIEF (ORB) [13].
Búsqueda de coincidencias: se compara el vector de características de
la imagen que se está actualizando con los que se hayan almacenado ante-
riormente y clasicado anteriormente. Esta búsqueda es imposible que sea
realizada en tiempo real debido a las dimensiones de los algoritmos como
puede ser el SIFT[9], como alternativa a ello se usan algoritmos como el del
vecino más cercano [14].
Un descriptor de características debe tener la capacidad de buscar co-
rrespondencias entre las imágenes a analizar y las analizadas previamente. Para
que se considere un descriptor de características este debe ser reproducible, ro-
busto y rápido. Con ser reproducible se indica que debe ser capaz de encontrar
los mismos puntos de interés en diferentes iteraciones y diferentes condiciones
de visibilidad, siendo able y de alta precisión. Con el termino robusto, indica
la capacidad de identicar el mismo punto entre imágenes consecutivas obteni-
das con una cámara, aunque existan cambios de iluminación o ruido. Por n el
descriptor debe ser rápido, es decir, que el sistema debe ser capaz de extraer
los puntos y compáralos con una base de datos en el menor tiempo posible y si
puede ser, en tiempo real.
Los algoritmos más usados para la descripción de características son el SIFT[9]
y el SURF [10].
El algoritmo SIFT [9] fue propuesto por David Lowe en 1999, las caracte-
risticas más importantes es que el algoritmo es invariante a cambios de escala,
rotaciones, cambios de iluminación lineales, borrosidad y ruido.
El algoritmo SURF [10] es uno de los más utilizados para la extracción de
puntos de interés en imágenes [15]. La extración se realiza detectando en primer
lugar los puntos de interés y su localización dentro de la imagen.
Tracking: un problema, que puede ser denido como un problema de la esti-
mación de la posición y la trayectoria que están realizando los humanos o van
a realizar en momentos cercanamente futuros. El tracking consiste en encon-
trar correspondencia de puntos en dos frames seguidos. Para la realización del
tracking existen dos técnicas:
Teniendo en cuenta un objeto de referencia: en cada instante el tracking es
realizado calculando a partir de la posición que tiene el objeto que se pretende
realizar el tracking en relación a la referencia que se conoce la posición.
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Teniendo en cuenta la posición inicial del objeto: las posiciones de tracking
que se obtienen son relativas a la posición inicial del objeto.
Flujo óptico: hace referencia al movimiento aparente de los patrones de inten-
sidad en una imagen. El movimiento de los objetos implica un movimiento en
los patrones de intensidad en el plano de la imagen, el ujo óptico puede relacio-
narse directamente con el movimiento de los objetos de escena [16]. Las técnicas
para su estimación se clasican en la comparación de regiones, las basadas en
fase y las basadas en energía. En todas ellas para la estimación se parte de los
niveles de gris que permanecen constantes ante los movimientos espaciales en un
instante dado.
Cámaras: son el elemento esencial en visión articial, encargados de realizar la
captura de una escena y almacenar una imagen de modo que pueda ser tratada
por los métodos descritos anteriormente.
Visión estereoscópica es el proceso que se realiza de manera natural cuando
un observador mira simultáneamente dos imágenes de un mismo objeto que han
sido captadas desde distintas posiciones. Cada ojo ve una imagen y el resultado
de ese proceso es la percepción de la profundidad o las tres dimensiones. [17].
Para lograr percibir las 3 dimensiones se hace uso las sombras, tamaño relativo
o mediante la perspectiva. El ojo humano para la observación de un objeto
realiza movimientos de acomodación y convergencia que se producen de manera
simultanea para garantizar la comodidad en la observación.
Los pasos a seguir de visión espectroscópica son la adquisición de las imá-
genes, el modelado de la cámara, la extracción de características y obtener la
correspondencia entre las imágenes y por ultimo determinar la distancia de pro-
fundidad.
Kinect de Microsoft: inicialmente ha sido pensado como controlador de juego,
pero gracias a los componentes que lo integran: sensor de profundidad, cámara
RGB, arreglo de micrófonos y sensor de infrarrojos, es capaz de capturar el
exoesqueleto humano, reconocerlo y posicionarlo en el plano. De esta manera
permite a los usuarios interactuar con la consola sin necesidad de tocar ningún
controlador de juego físicamente. Aunque el dispositivo haya sido desarrollado
para el mundo de los videojuegos, ha tendido un gran éxito fuera de ese mundo,
como puede ser escáneres 3d [18] o creación de entornos virtuales [19]. Lo que
ha llevado a cabo que se use en la multitud de proyectos es la aparición de kits
de desarrollo completos como es el SDK Kinect de Windows [20] y OpenNI [21].
Los sensores principales de sensor son la cámara RGB que es capaz de operar
con varios formatos de imagen, el sensor de profundidad usa luz estructurada
infrarroja en su funcionamiento y el array de micrófonos. Con este conjunto de
sensores se puede obtener el conjunto de puntos que forman el esqueleto de los
usuarios en un espacio tridimensional. En la gura 3, se puede ver un ejemplo
de los puntos que forman un esqueleto obtenido a través de la Kinect.
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Figura 3: Esqueleto obtenido con el sensor Kinect
2.3. Sistemas de localización interiores
El termino de localización hace referencia a la determinación del lugar en
que se encuentra una persona o cosa. Las investigaciones sobre sistemas de lo-
calización de interiores se realizan debido a la incapacidad que tiene el sistema
de posicionamiento global (GPS) para la realización de localizaciones en ese
contexto.
Antes de abordar las técnicas y los algoritmos de localización se especican
algunas características de los sistemas de localización que son independientes de
la tecnología o algunas técnicas que estos utilicen.
Posición física y simbólica: la posición física es la proporcionada, por ejemplo,
por un sistema GPS, mientras que una simbólica puede ser en Salamanca,
en el salón o en la cocina.
Posición absoluta frente a relativa, en un sistema de posicionamiento absolu-
to usan un sistema de rejilla de referencia compartida para todos los objetos
a ser localizados. Mientras que un sistema relativo usan usa un sistema de
coordenadas proprio.
Privacidad del cálculo de la localización: dependiendo de quien realiza los
cálculos, en el cliente o en el servidor, se pueden clasicar como un sistema
privativo o un sistema que pueda ser rastreado.
Exactitud y precisión: un sistema de localización debe ser capaz de situar
a un objeto con exactitud y precisión constante. Cuando se indica que un
sistema es más preciso que otro se indica que el primer obtiene menos error
en las estimaciones.
Área de localización: hace referencia a la zona que el sistema es capaz de dar
cobertura y a su vez ofertar localizaciones.
Variedad de costos: costos relacionados con varias entidades, como puede ser
tiempo de instalación, infraestructura, costos futuros como ampliación de la
zona o de manutención.
Limitaciones: están denidas por el entorno en que se encuentran, en los
sistemas basados en GPS pueden existir zonas ubicaciones donde la señal
de GPS sea nula o no exista el número de satélites necesarios. En sistemas
basados en radiofrecuencia pueden estar limitados por las paredes de los
edicios.
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De las características anteriores, cuando se trata de un sistema de localización
de interiores el tipo de posiciones más importante es saber donde se encuentra
el usuario, en el salón, cocina que unas coordenadas, en cuanto al cálculo de
posición se suele distribuir entre los diferentes nodos de modo que no exista una
carga elevada en algunos de ellos. En cuanto a la precisión y exactitud para
ciertos casos basta saber la zona o la habitación donde se encuentra, lo que hace
referencia a la área de localización que suele estar establecida en un edicio o un
conjunto de estos, sobre los cuales se pretende realizar la localización.
Técnicas de posicionamiento: a continuación se verá un resumen de las
técnicas de localización basadas en la realización de características de señales
electromagnéticas para la estimación de la posición.
Basadas en la detección de la proximidad: se basa en la conectividad entre
los dispositivos, la posición que ofrece es una posición simbólica relativa a la
estación base. La posición que indican este tipo de sistemas es la que tiene
la estación base de origen[22].
Basadas en análisis del entorno: también llamada ngerprint, se basa en la
realización de mediciones de las fuerzas de las señales, que se están emitiendo
de los diferentes puntos , en un punto determinado. Usando las fuerzas en
conjunto con diferentes algoritmos se puede obtener la posición del objeto
[23]. Esta técnica consta de dos fases, la primera es una fase de calibración,
en la cual se genera una base de conocimiento y una segunda, la fase de
operación, donde se calculan las localizaciones.
Basadas en triangulación: para determinar la posición hace uso de las dis-
tancias que obtiene desde puntos de referencia. Para que se lleve a cabo
satisfactoriamente se deben tener 3 puntos de referencia. Estas técnicas se
basan en:
 Dirección: llamada ángulo de llegada, se basa en el uso de antenas que
son sensitivas a la dirección del receptor de manera que se puede obtener
la dirección de la onda de llegada desde el emisor[24].
 Distancia: para el cálculo de la distancia están basados en el tiempo
de transcurso de la onda o en alguna propriedad física que permita la
orientación de la distancia.
Las técnicas basadas en tiempo pueden ser tiempo de llegada, diferencia
del tiempo de llegada, y tiempo de retorno de la señal.
Las que se basan en propiedades de la señal, suelen estar basadas en la
atenuación de la señal, la estimación se lleva a cabo a partir de medidas
de potencias recibidas, mediante el calculo de pérdidas de propagación.
Estos cálculos se ven afectados por los efectos del multitrayecto de las
ondas reduciendo la precisión.
Tecnologías de posicionamiento: Las tecnologías más usadas para el posi-
cionamiento de interiores suelen ser las que basan su funcionamiento sin cables.
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El Bluetooth de baja energía es una de las más usadas debido a que su
tecnología se basa en el bajo consumo, es bajo en latencia, tiene altos niveles de
seguridad y unos costes reducidos.
El WIFI, esta es la que se encuentra con mayor disponibilidad a nivel de
puntos de acceso en la mayoría de edicios modernos, puede ofrecer localización
de bajo coste de instalación [25], la desventaja de esta frente a Bluetooth de baja
energía es el consumo.
La navegación inercial, en su funcionamiento hace uso de sensores de mo-
vimiento del dispositivo, como pueden ser el acelerómetro y el giroscopio. Esta
tecnología requiere que se realice una localización inicial, pero el error que se
genera es acumulativo y debe ser corregido en intervalos periódicos con una
tecnología externa al sistema.
Los ultrasonidos también son usados para localización, con esta se pueden
obtener precisiones de centímetros. La técnica usada es la de tiempo de llegada,
que se basa en una red de sensores jos en el techo y el usuario lleva un emisor
de ultrasonidos encima.
Los sistemas basados en infrarrojos se utilizan en dispositivos que transmiten
datos a través de esta tecnología, una de las características importantes es que
la luz infrarroja no atraviesa paredes, ofreciendo una mayor precisión que las
ondas de radio frecuencia.
La trasmisión de datos mediante iluminación LED se llama LI-Fi. Una par-
ticularidad de esta iluminación LED es que la onda de luz puede ser modulada a
alta velocidad permitiendo la transmisión de datos. Esta modulación es captu-
rada a través de la cámara de los dispositivos móviles [26], permitiendo conocer
la posición con un alto grado de precisión.
La tecnología GPS Pseudolites, tiene una orientación industrial, la cual se
basa en realizar un despliegue de una constelación virtual de satélites en interio-
res, se logran precisiones de centímetros, pero es una tecnología de elevado costo
tanto iniciales como para la ampliacion de los dispositivos ya que son especiales.
La identicación por radio está altamente extendida. Su principal orientación
es la gestión de productos, distribución o presencia, Se utilizan en soluciones de
proximidad o presencia.
Algoritmos de posicionamiento basados en el reconocimiento de pa-
trones: son los responsables de encajar el vector de potencias recibidas, que
proceden de diferentes estaciones base, con una muestra que se haya obtenido
anteriormente. Estos algoritmos se usan en las técnicas de análisis del entorno.
Vecinos más cercanos (KNN) ha sido usado en los últimos años para el desa-
rrollo de sistemas de localización de interiores. Es una técnica de clasicación
de los K vecinos más cercanos del vector de distancias de las potencias RSS
que se han obtenido en el punto que se encuentra. Los pesos normalmente
en estos sistemas toman el valor de 1 ya que la estimación es un promedio
de todas las medidas.
Bayesianos: en el estudio nombrado Localización de personal en entornos
interiores con tecnología RFID [27] usan algoritmos de redes bayesianos que
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modelan la posición del usuario en un instante determinado con una variable
aleatoria que se obtiene a partir de las probabilidades obtenidas hasta el
instante actual.
Redes neuronales articiales: estas son usados para la clasicación de con-
juntos, las entradas del preceptrón multicapa, es cada una de las potencias
recibidas de cada estación base, y la salida es la posición que estima. La des-
ventaja es el tiempo de entrenamiento y que que no se realicen sobreajustes
provocando resultados erróneos a la hora de usar el sistema.
Máquinas de soporte vectorial: con este algoritmo se procesan los vectores
de las muestras con el n de obtener un hiperplano que separe linealmente
las observaciones permitiendo obtener la localización mas able posible.
3. Arquitectura propuesta
Tras la realización del estudio de cómo se encuentra el estado del arte, para
la propuesta se deben tener en cuenta las siguientes funcionalidades:
Seguimiento del usuario: el vehículo o robot debe ser capaz de realizar
un seguimiento del usuario, tanto por interiores como por exteriores, con la
posibilidad de esquivar obstáculos y otros usuarios que se puedan encontrar
en su trayectoria.
Localización de interiores: el sistema debe ser capaz de realizar una lo-
calización de interiores, de modo que se pueda conocer cuáles han sido las
rutas que han realizado los usuarios, para la realización de estudios de esas
rutas o para el realizado de guiados de interiores.
La propuesta para la realización del seguimiento del usuario se basa en un
robot que tenga la capacidad de realizar el seguimiento haciendo uso de técnicas
de visión articial. El sistema debe ser capaz de identicar a los usuarios para
la realización de la sincronización y conocer su posición de modo a seguir su
trayectoria.
Debido al tamaño del sistema se propone la realización de un sistema mo-
dular. De esa manera los módulos pueden ser usados de forma independiente,
todos en conjunto o solamente una combinación nita de ellos.
Módulo de soporte: representa la estructura base sobre los cuales van todos
los componentes electrónicos. La estructura se puede ver en la gura 4, los ma-
teriales propuestos para su construcción son tubos metálicos de 2cm, de modo
que pueda ser usada en varios entornos.
Módulo central: responsable de unir los diferentes módulos del sistema. Para
ello se propone usar un Tablet que tenga como sistema operativo Windows ya
que en necesario para dependencias que tienen los siguientes módulos.
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Figura 4: Estructura base del robot
Módulo de seguimiento: Encargado de realizar la sincronización con el
usuarios y obtener en cada momento la posición de este. Como sensor para
la captura de imágenes se propone usar el sensor Kinect de Microsoft ya que
mediante sus librerías permite posicionar al usuario fácilmente en un espacio
tridimensional, abstrayendo toda la capa de implementación de bajo nivel. Para
la sincronización del usuario se propone realizarlo mediante un gesto, como puede
ser mantener levantados los brazos por un instante predenido de tiempo.
Figura 5: Algoritmo de seguimiento
El algoritmo de seguimiento es el que se puede ver en gura 5. El paso
inicial es la identicación de los usuarios, seguidamente la comprobación de que
se está realizando el gesto de sincronización o desincronización, en caso de que
lo esté realizando y no esté sincronizado con ningún usuario se sincroniza con
ese usuario. En el caso que sea el propio usuario sincronizado el que realiza el
gesto se desincroniza, en otro caso se descarta. En el caso que el usuario no esté
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realizando ningún gesto y coincida con el usuario sincronizado el sistema obtiene
la posición del usuario, verica que no existen obstáculos en la ruta que debe
seguir el robot, y en el caso que sea segura la trayectoria se mueve.
Módulo de detección de obstáculos: debe ser capaz de indicar que se
encuentran obstáculos en la trayectoria que sigue el robot o en los laterales.
Dentro del campo de visión de la Kinect se propone usar el mismo sensor que se
usa en la identicación de los usuarios, ya que ofrece una nube de puntos con la
distancia de profundidad a cada uno de ellos. Para la detección de los obstáculos
laterales se propone usar los sensores hc-sr04 ya que su funcionamiento de basa
en propiedades de los ultrasonidos y tienen un rango de 2 a 250cm.
Módulo actuador: es el encargado de dar movimiento al robot. Debe conec-
tarse con el módulo central para recibir las ordenes de movimiento y al mismo
tiempo usar los motores de corriente continua para dar movimiento al robot.
Como microcontrolador se propone usar el Arduino nano ya que cumple con re-
quisitos. Para la regulación de la intensidad y la dirección de giro de los motores
se propone usar los drivers de motores IBT_2.
Módulo localización: responsable de la realización del posicionamiento en in-
teriores. Se propone que la arquitectura haga uso de las redes WI-FI en conjunto
de balizas Bluetooth, ya que las redes WIFI se encuentran instaladas en la ma-
yoría de los edicios y que las balizas Bluetooth son de bajo coste. Otra ventaja
de estas tecnologías es que no se necesita de ningún adaptador especial para la
obtención de estas señales.
Como técnica se propone el ngerprint, ya que es el que mayor precisión ofre-
ce. Esto se debe a la calibración previa del entorno donde se mide las potencias
recibidas en cada uno de los puntos por donde se mueve el usuario.. Consta de
dos fases:
Fase de calibración: fase en la cual se genera una base de conocimiento con
los valores de las fuerzas de las señales que emiten las estaciones base en las
diferentes posiciones siendo capturadas por el dispositivo.
Fase de operación: el dispositivo que pretende realizar la localización envía
al servidor los valores de potencia capturados en ese momento. El servidor
los usa junto a los obtenidos en la fase de calibración para la obtención de
la localización.
Para que no sea necesario realizar la fase de calibración en cada uno de los
robots, se ha decantado por realizar una arquitectura distribuida, es decir, en la
cual la base de datos y los servicios de obtención de la localización se encuentren
en un servidor remoto y todos los robots realizan las peticiones a ese servidor.
La arquitectura del sistema de localización es la que se puede ver en la gura
6 , está constituida por un servidor que contiene la base de datos y el algoritmo de
clasicación. El servidor debe contener los servicios de conguración de mapas
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mediante una interfaz web que pueda ser accedida desde un navegador. Por
último, debe permitir a los robots móviles realizar la calibración y la consulta
de predicciones de la posición en la que se encuentra.
Figura 6: Arquitectura sistema de localización
4. Caso de estudio
La propuesta presentada ha sido aplicada al caso de estudio de un carrito
de supermercado, el cual se puede considerar como caso optimo sobre el cual se
puede aplicar toda la propuesta.
El seguimiento del usuario permite que el usuario se desplazarse por el su-
permercado sin tener que realizar la tarea de empujar el carro de la compra, esto
puede parecer una tarea sencilla, pero si se piensa en el caso de un usuario que
esté en una silla de ruedas o esté usando las muletas esta tarea sencilla puede
complicarse.
La localización de interiores en un supermercado permite guiar a los usua-
rios durante el proceso de compra. También permitirá realizar recomendaciones
dependiendo de la posición que se encuentre o realizar estudios de cuales son las
rutas más comunes entre los usuarios para la aplicación de técnicas de marketing.
4.1. Carro de la compra
En cuanto a hardware se puede decir que la estructura es bastante parecida
a la propuesta. En cuanto a la tablet usada en el módulo central es una Tablet
Surface de Microsoft con un procesador i5 y 4GB de ram. Como añadido a
la propuesta se han incorporado sensores RFID que permiten saber cuales son
los productos que se encuentran dentro de la cesta de compra, en total se han
incorporado 3 sensores, uno en el interior de la cesta, para detectar los productos
que se añaden, uno en el lateral para ver los productos que se quitan de la cesta,
y uno en la parte frontal para ver la información sobre los productos.
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La apariencia nal que tiene el carro de la compra con todos los componentes
es la que se puede ver en la gura 7, aparte de los módulos descritos se puede ver
también un adaptador USB e WIFI que es usado para la obtención de la potencia
de las señales, ya que el interno es usado para la realización de la comunicación
con el servidor.
Figura 7: carro de la compra con los componentes electrónicos
La aplicación que se encuentra ejecutando en la tablet tiene como fun-
cionalidad principal ver la información de los productos de la cesta de la compra,
gura ?? en ventana de la izquierda , realizar la sincronización y desincroniza-
ción, ver la lista de la compra y realizar el calibrado del sistema de localización.
El estado de la sincronización de los usuarios se ha representado con los
diferentes colores. Si el usuario se encuentra desincronizado color es rojo, si
es el usuario que está seleccionado entonces verde, azul en el caso del usuario
sincronizado y por n blanco de desincronizado. La ventana de sincronización se
puede ver en la gura ??.
Figura 8: Aplicación carro de la compra
Una vez que se había desarrollado el carro de la compra, durante las pruebas
en el supermercado, apareció la necesidad de la existencia de una lista
de compra en la pantalla de la aplicación que se ejecuta en la tablet
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del carro, con los productos que el usuario necesitaba comprar. Para ello se ha
desarrollado una aplicación que permitiera realizar la lista de la compra en casa
y que cuando el usuario esté utilizando el carro de la compra pueda usar esta
lista.
La aplicación desarrollada ha sido realizada para la plataforma Android. Es
una simple aplicación que permite el control de una lista mediante comandos de
voz, al mismo tiempo que permite enviar al carrito de la compra la lista una vez
que esta se haya realizado.
Debido a que se han añadido los sensores RFID para la identicación de los
productos, la aplicación que se ejecuta en el carro debería obtener la información
desde una fuente de datos. Para ello se ha creado una plataforma web de
gestión, gura 9, donde se pueden registrar los productos por categorías y al
mismo tiempo ver las ventas que se han realizado haciendo uso del carro de
la compra pudiendo de este modo realizar estadísticas sobre los productos más
vendidos.
Figura 9: Plataforma web de gestión de productos
4.2. Sistema de localización
Para el sistema de localización, aunque la tablet ya contuviera incorporado
un receptor WIFI, se ha añadido uno externo de manera que se pudiera realizar
al mismo tiempo escaneos y que estuviera conectado al servidor remoto tanto
para el sistema de localización como para la obtención de la información sobre
los productos.
En la plataforma web se pueden, gura 10,dar de alta modicar e eliminar
los dispositivos a localizar, edicios con sus diferentes plantas, ver la localización
en tiempo real de carros de la compra y por n ver un histórico de los recorridos
que han realizado los usuarios.
Aparte de la plataforma web se ha creado una API donde se conecta la
aplicación que se ejecuta en el carro de la compra para la realización del calibrado
del sistema y para la obtención de la localización.
Las balizas Bluetooth que se han utilizado son las IBKS 105, gura 11, de
AccentSystems, que usan el protocolo Ibeacon o Edistone.
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Figura 10: Plataforma web localización
Figura 11: Beacon ibks 105
5. Resultados
Para la comprobación de los resultados se realizó un proceso heurístico a
través de diferentes circuitos de prueba con diversos objetivos y posteriormente
una prueba en un entorno de aplicación real.
Las pruebas de laboratorio han consistido en una batería de test en las cuales
diferentes usuarios realizan el proceso de sincronización, e desincronización en
conjunto por cada una de las 3 rutas que se han denido.
Los test se propusieron como un proceso de desarrollo iterativo con un total de
20 usuarios, de manera tras ellos se obtuvieron modicaciones sobre los aspectos
estudiados.
De esta manera, en el primer test el objetivo fue validar un correcto funciona-
miento del carro de la compra, en un espacio amplio, y con elevada iluminación,
para ello se ha usado la ruta con el color amarillo de la gura 12. Con esta
prueba se llegó a la conclusión que el robot tenia la capacidad de realizar el se-
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Figura 12: rutas de prueba
guimiento, pero en este punto se han detectado dicultades con algunos usuarios
para realizar la sincronización mediante gestos, con esto se ha llevado a cabo la
implantación del nuevo método que usa el botón de la interfaz gráca para ello.
En el segundo, el circuito diseñado tenia como objetivo evaluar la validación
del desplazamiento entre pasillos, para la simulación de los desplazamientos en
los supermercados entre las estanterías, en la gura 12 se encuentra represen-
tada de color verde. Una vez obtenidos los resultados, se detectó que el robot
debería mejorar en cuanto a la posición de las ruedas, debido a que en algunas
situaciones colisionaban con alguna esquina o al pasar por las puertas. Como no
era posible modicar fácilmente la estructura se han aumentado los margenes
laterales, logrando que el carro haga los giros con una mayor amplitud, pero
evitando las colisiones.
El último circuito de prueba realizado el objetivo era la evasión de los objetos
y personas que se pudieran interponer en la ruta del carro, para ello se ha usado la
ruta de color naranja de la gura 12. En esta última prueba no se han detectado
anomalías en el funcionamiento debido a los ajustes realizados anteriormente.
Las pruebas de entorno real han sido realizadas en un supermercado real
gura 13, una vez realizadas las de laboratorio, estas se pueden clasicar como
pruebas de validación del prototipo.
Durante estas pruebas se han obtenido una gran adhesión por parte de los
clientes, especialmente personas mayores, se ha detectado el siguiente problema:
La interferencia del refresco del sistema de iluminación compuesto por uo-
rescentes, estos tenían una frecuencia de 50hz y la cámara de Kinect 30hz,
esto lleva a cabo que el sistema descincronizara al usuario automáticamen-
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Figura 13: pruebas entorno real
te. La solución ha pasado por actualizar el sistema de iluminación a nuevas
tecnologías.
Para la validación del sistema de localización de interiores, las pruebas han
sido realizadas en el edicio I+D+I de la Universidad de Salamanca. En cuanto
a las redes WI-FI se han usado las que se encuentran preinstaladas en el edicio
mientras que para el Bluetooth se han instalado en total de 56 Beacons.
La conguración de la frecuencia de escaneo usada durante las pruebas ha
sido de aproximadamente 4.6 escaneos por segundo para el Wi-Fi, mientras que
para los escaneos Bluetooth han sido 1.6 veces por segundo. La conguración
para frecuencia de emisión de las balizas Bluetooth se ha establecido en 300
milisegundos.
Cada vez que se naliza un escaneo Wi-Fi se procede a almacenar en el
servidor los valores obtenidos para el Wi-Fi y de igual modo para las balizas
Bluetooth. Durante la fase de calibración se han realizado un total 1596 medidas.
Para la determinación de eciencia se han obtenido un total de 10824 medi-
ciones de redes Wi-Fi y Bluetooth asociando a cada una de ellas las coordenadas
en el plano correspondiente.
Para la predicción de las posiciones se han usado diferentes algoritmos que
permiten realizar la clasicación, en la tabla 1, se puede ver el error en metros






Tabla 1: Clasicadores redes WI-FI
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Entre los algoritmos probados, las redes bayesianas, el j48, el random orest y
el random tree, el que mejores resultados ofrece en la predicción de las posiciones
es el de redes bayesianas que ofrece resultados con un error inferior a 2.4 metros.
Con el error que se ha logrado permite localizar el robot y a su vez el usuario
en una zona determinada, como puede ser una sala o un pasillo.
6. Conclusiones y líneas de trabajo futuro
Con este trabajo se ha llevado a cabo una investigación y desarrollo de un
vehículo de seguimiento autónomo de usuarios, y una localización de interiores
aplicada a un caso de estudio real. El resultado es un prototipo en su fase nal
que permite al usuario interactuar con el robot sin la existencia de contacto
físico.
Para el desarrollo de la propuesta, como se ha dicho con anterioridad, se
han estudiado diferentes algoritmos de detección de usuarios y características en
imágenes. Sin embardo a la hora de implementación se han hecho uso de librerías
que los implementan internamente, logrando una capa de abstracción reduciendo
la complejidad del trabajo, además estas librerías tienen como ventaja añadida
estar optimizadas para él hardware empleado.
El uso de la tecnología infrarroja de la nube de puntos permite omitir los
sensores de distancia frontales ya que de esta nube de puntos se ineren las
distancias a los diferentes objetos y usuarios que se puedan encontrar en la
trayectoria del robot. Estas medidas inferidas son mucho más precisas a las
equivalentes que se puede obtener con otras tecnologías.
El haber hecho uso de las tecnologías Wi-Fi y Bluetooth ha permitido la
creación de un sistema económico ya que hace uso de las tecnologías existentes
ya instaladas en los edicios.
Debido a que el caso de estudio fue aplicado a un caso real, el carro de la
compra del supermercado ha permitido ser expandido con la visualización de
estadísticas sobre las ventas realizadas y la aplicación de realizar la compra.
El sistema desarrollado además de las funcionalidades aquí descritas permite
muchos más usos e implementaciones, algunos de ellos se reejarán dentro del
apartado de líneas de trabajo futuras, otras que no tienen relación con el caso de
estudio, como por ejemplo el transporte de maquinaria en hospitales, robots asis-
tentes de carga, transporte de materiales peligrosos evitando el contacto directo
de los usuarios con estos.
Líneas de trabajo futuras
Añadir al robot un sensor magnético, ya que este valor tiene ligeras altera-
ciones entre posiciones cercanas, de este modo se añade otra característica
para la estimación de las posiciones.
Añadir al robot sensores de tipo encoder o acelerómetro para la detección
de la velocidad en cada instante, de manera que puedan ser combinados con
las técnicas desarrolladas de ngerprint con el WIFI y Bluetooth para un
incremento de la precisión
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Generación de mapas de calor para que se permita realizar un estudio de
manera más sencilla de las zonas más transitadas dentro del supermercado.
En el caso de estudio incorporar un sistema de recomendación, que tenga
en cuenta la localización del usuario y de esta manera pueda recomendar
productos al usuario en el supermercado que se encuentren en la zona que
esté el usuario.
Incorporar al sistema de localización de interiores la funcionalidad de guiado.
En el caso de estudio permitiría al usuario viajar dentro del supermercado
optimizando los tiempos de compra de los usuarios.
Exportación del algoritmo de reconocimiento de usuarios a dispositivos más
ecónomos, como puede ser cualquier tipo de cámara que haga uso de librerías
como por ejemplo opencv [28] .
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Resumen Los sistemas de recomendación han adquirido gran impor-
tancia en los últimos años con el éxito de las plataformas de streaming.
Ante un catálogo que se hace cada día más grande, es necesario imple-
mentar soluciones que ayuden a los usuarios a encontrar los ítems que
realmente le interesen. Existen dos grandes tipos de técnicas para reco-
mendaciones: ltrado basado en contenido y ltrado colaborativo siendo
estos últimos los más usados. Recientemente han adquirido gran interés
los sistemas de recomendación sensibles al contexto, los cuales tienen en
cuenta el contexto en el que se encuentra el usuario para poder realizar
una recomendación más precisa. En este artículo, aplicaremos los algo-
ritmos más populares de ltrado colaborativo para recomendación de
música y veremos como la incorporación de datos contextuales afectan a
la precisión de los mismos. Además, se aplicarán técnicas para obtener
ratings de forma implícita, lo cual ha sido necesario debido a la escasez
de datasets con información contextual y ratings explícitos de los usua-
rios. Finalmente se concluye que la inclusión de la dimensión de contexto
al proceso de recomendación supone una mejora en la abilidad de los
sistemas evaluados.
1. Introducción
Los sistemas de recomendación se han convertido en una parte crucial se los
servicios de streaming de música. Ante un catálogo que es cada vez más grande,
las diferentes plataformas deben buscar soluciones que ayuden a los usuarios a
navegar a través de él y a encontrar los ítems que realmente son de su interés.
Se han desarrollado diferentes soluciones para generar recomendaciones como
las técnicas de ltrado basado en contenido [1] que realizan recomendaciones en
base a las características intrínsecas de los ítems y unos perles de usuario; las
técnicas de ltrado colaborativo [2,3] que realizan recomendaciones basándose
en los ratings que han dado los usuarios a los ítems y los sistemas de recomen-
dación híbridos, que combinan diferentes enfoques con el objetivo de mejorar la
precisión del sistema quedándose con lo mejor de uno y de otro. Los sistemas
de recomendación de ltrado colaborativo son los más usados actualmente y los
que mejores resultados arrojan.
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Estos sistemas son bastante precisos pero fallan en cuanto al contexto del
usuario. Por ejemplo, supongamos que una familia se dispone a ver una pelícu-
la en un servicio de streaming como Netix1 y el sistema recomienda películas
clasicadas para mayores de 18 años. Suponiendo que en dicha familia hay me-
nores de edad, ¾podemos considerar correcta la recomendación? Este problema
se soluciona aplicando información de contexto al proceso de recomendación y
es lo que llamamos un Sistema de Recomendación sensible al Contexto.
El objetivo principal de este proyecto es el de utilizar las técnicas de ltrado
colaborativo más populares e incorporar información contextual del usuario al
proceso de recomendación obteniendo así un sistema de recomendación sensible
al contexto. La idea, es la de generar recomendaciones teniendo en cuenta el
contexto en el que se encuentra el usuario ya que las preferencias de un usuario
pueden variar dependiendo su estado de ánimo, día de la semana, época del
año, su ubicación y demás. Una vez implementado el sistema, se someterá a
evaluación y sus resultados serán comparados con los de otros enfoques para
analizar cómo afecta la incorporación del contexto al rendimiento del sistema
2. Estado del arte
2.1. Sistemas de recomendación
Los sistemas de recomendación (SR) son herramientas que, mediante técnicas
matemáticas o más recientemente mediante técnicas de machine learning (ML)
[4], ofrecen/recomiendan contenido o productos (ítems) a los usuarios que pueda
ser de su interés. Estos sistemas nacen con la necesidad de ltrar productos de
un catálogo que se hace más grande cada día en diferentes tipos de servicios.
Existen muchos tipos de sistemas de recomendación y diferentes autores pue-
den diferir en la forma de clasicarlos. Para dar una visión general de los sistemas
de recomendación vamos a basarnos en la taxonomía clásica usada en [5,2]:
Sistemas de recomendación basados en contenido: generan recomen-
daciones basándose en dos fuentes de información: las características aso-
ciadas a los ítems y los ratings que los usuarios han dado a dichos ítems.
Recomiendan ítems cuyas características son similares a las de otros ítems
que han sido valorados positivamente en el pasado.
Sistemas de recomendación de ltrado colaborativo: generan reco-
mendaciones usando solo la información existente de los perles de los dife-
rentes usuarios. En su forma más simple, recomiendan al usuario activo los
ítems que otros usuarios con gustos similares han valorado de forma positiva
en el pasado. La similitud de unos usuarios con otros es calculada en base a
la similitud de los ratings dados por ambos usuarios a los mismos ítems en
el pasado.
Sistemas de recomendación híbridos: combinan diferentes tipos de téc-
nicas como las mencionadas anteriormente con el objetivo de intentar cubrir
1 http://www.netix.com/
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las desventajas de un tipo de sistema con las ventajas de otro. Por ejemplo,
RS de ltrado colaborativo no pueden generar recomendaciones ante la pre-
sencia de ítems nuevos ya que no pueden recomendar ítems que no poseen
ninguna valoración de ningún usuario anteriores. En un RS basado en con-
tenido no tendríamos este problema puesto que solo se tendrían en cuenta
las características del ítem para encontrar otros ítems que sean similares a
él.
Sistemas de recomendación sensibles al contexto: añaden una dimen-
sión más al problema de la recomendación: el contexto. Esto es debido a que
las preferencias de un usuario pueden variar dependiendo del contexto en el
que se encuentren, ya sea el día, el tiempo, su ubicación, su estado de ánimo,
etc.
La salida de los sistemas de recomendación suele ser una lista de ítems que
son recomendados al usuario activo, en cuyo caso decimos que se trata de un
sistema de recomendación de ítems (o recomendaciones top-N) o una predicción
de ratings a un conjunto de ítems que han sido pasados como entrada, en cuyo
caso decimos que es un sistema de predicción de ratings.
2.2. Filtrado colaborativo
Los sistemas de recomendación de ltrado colaborativo (Figura 1) se basan
en la suposición de que, si dos usuarios han compartido los mismos intereses
en el pasado, lo harán también en un futuro. De esta forma si un usuario A y
un usuario B tienen gustos musicales similares y el usuario A recientemente ha
escuchado canciones de Nirvana que no han sido escuchadas por el usuario B, la
idea es recomendar estas canciones al usuario B.
Figura 1: Filtrado colaborativo
Existen dos tipos de sistemas de recomendación de ltrado colaborativo [5]:
Filtrado colaborativo basado en usuarios: en este tipo de sistemas las
recomendaciones son generadas teniendo en cuenta las preferencias de los
usuarios que componen el vecindario del usuario activo. La idea es obtener
un grupo de usuarios similares al usuario activo en base a sus preferencias
(un vecindario) y generar recomendaciones basándose en los ratings que han
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sido dados por usuarios del vecindario en ítems que el usuario activo no ha
valorado y se recomiendan.
Filtrado colaborativo basado en ítems: similar al anterior, pero en este
caso se tienen en cuenta los ítems en lugar de los usuarios. Se parte de los
ítems que el usuario ha valorado positivamente en el pasado y se buscan
ítems que sean similares a estos y que no hayan sido valorados por el usuario
activo y se recomiendan.
Como mencionan en [5,2], también podemos clasicar estos sistemas en dos
clases generales:
Enfoques basados en memoria: también conocidos como enfoques de
vecinos más cercanos, utilizan directamente los ratings almacenados en el
sistema para predecir los ratings que dará el usuario a un ítem nuevo. In-
volucran cálculos de similitud en memoria para encontrar los vecinos más
cercanos ya sea entre usuarios o ítems.
Enfoques basados en modelos: usan los ratings para entrenar un modelo
predictivo. Transforman los usuarios y los items a el mismo espacio de varia-
bles latentes e intenta encontrar una relación entre los ratings y las relaciones
usuario-ítem, caracterizándolos con variables que son inferidas directamente
del feedback.
Los enfoques basados en modelos han demostrado ser superiores a los enfo-
ques basados en memoria ya que en los últimos, los datos deben ser cargados
en memoria y deben realizarse los cálculos para realizar las recomendaciones en
tiempo de recomendación. Sin embargo, los enfoques basados en modelos care-
cen de un principio que ha empezado a tomar gran importancia de cara a la
satisfacción del usuario nal: la serendipia.
La serendipia extiende el concepto de novedad ayudando al usuario a des-
cubrir ítems que son de su agrado y que de otra forma no habría descubierto
puesto que no se adapta a su perl habitual de gustos. Los sistemas basados
en modelos son bastante buenos a la hora de caracterizar las preferencias de un
usuario, por ejemplo, un sistema basado en modelo sería capaz de inferir que
un usuario en concreto tiene preferencia por música rock y recomendarle música
de este mismo tipo que el usuario tal vez no haya escuchado, sin embargo, este
sistema podría no ser capaz de recomendar canciones que no sean de rock pero
que para el usuario pueden resultar de su agrado.
La ventaja de estos sistemas es que son fáciles de implementar y muy precisos.
Sin embargo, tienen sus limitaciones:
Dispersión: este problema se debe a que generalmente en los datos dis-
ponibles para generar el modelo de recomendación, se dispone de una gran
cantidad de ítems de los cuales sólo una pequeña porción ha sido valorada.
Escalabilidad: este tipo de sistemas presentan un problema de escalabilidad
ya que a medida que crece el número de usuarios y el número de ítems,
aumenta también el tiempo de computación.
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Primera Valoración (early rater): problema que se produce cuando un
ítem nuevo es introducido al sistema y no existe ninguna valoración sobre él.
Arranque en frío (Cold-start): problema ante la presencia de usuarios
nuevos que, al no haber realizado ninguna valoración, no es posible generar
recomendaciones.
Oveja negra (Gray Sheep): usuarios cuyas preferencias no coinciden con
las de ningún grupo
2.3. Contexto
Aplicando información del contexto del usuario al sistema de recomendación
evitamos, por ejemplo, recomendar a un usuario que está haciendo ejercicio, mú-
sica lenta o con poco ritmo o usando el ejemplo anterior, el sistema recomendaría
películas clasicadas como aptas para todo público.
La abilidad de las recomendaciones puede verse altamente afectada por
la información contextual del usuario. Esta información puede ser estática, si es
inmutable con el tiempo o dinámica, si cambia con el paso del tiempo. Un ejemplo
de información contextual estática sería, por ejemplo, la fecha de nacimiento del
usuario y un ejemplo de información contextual dinámica su localización, las
condiciones meteorológicas y la actividad que esté realizando.
Tipos de contexto En [6], Villegas et al. clasican el contexto en cinco cla-
ses generales: contexto individual, contexto de ubicación, contexto temporal ,
contexto de actividad y contexto relacional:
Contexto individual se corresponde con la información observada de enti-
dades independientes (usuarios o ítems) que pueden tener características en
común. Este tipo de contexto se subdivide a su vez en contexto natural, con-
texto humano, contexto articial y contexto de grupo de entidades. El con-
texto natural representa las características de entidades vivas y no vivas que
ocurren de forma natural, es decir, sin intervención humana, por ejemplo, la
información meteorológica. El contexto humano describe el comportamiento
y preferencias del usuario, por ejemplo, el método de pago preferido por el
usuario. El contexto articial describe las entidades resultantes de acciones
humanas o procesos técnicos, por ejemplo, conguraciones de hardware y
software usadas en plataformas de comercio electrónico. Por último, la in-
formación contextual de grupos de entidades se reere a grupos de sujetos
independientes que comparten características comunes y que pueden relacio-
narse entre sí, por ejemplo, las preferencias de los usuarios en la red social
del usuario activo.
Contexto de ubicación: este tipo de contexto se reere al lugar asociado
a la actividad del usuario, por ejemplo, la ciudad en la que vive. Al igual que
el anterior, este tipo de contexto puede subdividirse en dos tipos distintos:
físico, por ejemplo, las coordenadas de la ubicación del usuario o la dirección
del sitio en el que se encuentra y virtual, como por ejemplo la dirección IP
del ordenador desde la que está conectado el usuario.
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Contexto temporal: se reere a información como la parte del día (ma-
ñana, medio día, tarde, noche y media noche), la fecha, día de la semana y
temporada del año. El contexto temporal se puede subdividir en denido,
si representa un marco de tiempo con un punto especíco de inicio y n e
indenido si representa eventos recurrentes que suceden cuando otro evento
sucede, por lo cual no tienen un tiempo denido como tal. Por ejemplo, la
sesión de un usuario en un comercio electrónico.
Contexto de actividad: se reere a las tareas realizadas por los usuarios
en el momento de la recomendación. Por ejemplo, hacer ejercicio es una tarea
que el usuario realiza en un tiempo especíco.
Contexto relacional: se reere a las relaciones entre entidades que se pro-
ducen debido a las circunstancias que las rodean. El contexto relacional
puede ser social, por ejemplo, asociaciones o aliaciones y funcional, por
ejemplo, el uso que una entidad hace de otra.
Obtención de información contextual La información contextual puede ser
obtenida de diferentes formas [7]:
Explícitamente:se pregunta directamente al usuario o se obtiene informa-
ción mediante otros medios.
Implícitamente:de los datos en entorno, como cambios en la localización
del usuario aprovechando los sensores de un teléfono móvil. Otro ejemplo
sería obtener información contextual temporal en un sistema transaccional
observando el timestamp en que se realiza una transacción. A diferencia
del explicito, aquí no interviene el usuario de forma directa. Los datos son
inferidos por el sistema a través de los datos de interacción del usuario con
el sistema.
Inferencia: se puede inferir también el contexto aplicando técnicas de mine-
ría de datos. Por ejemplo, una compañía de streaming de series como Netix
no puede saber de forma directa qué tipo de persona o personas están usando
el servicio. Sin embargo, sí que se puede inferir con una precisión razonable
observando el tipo de series o películas que ha visto usando diferentes mé-
todos de minería de datos. El problema de esto es que para que el sistema
sea capaz de inferir, tiene que haber una gran cantidad de datos disponibles
para crear un modelo predictivo2 lo sucientemente preciso para inferir el
contexto del usuario.
Integración del contexto en los SR Hasta ahora hemos considerado las
recomendaciones como un problema de 2 dimensiones, es decir, preferencias de
usuario y representaciones de ítems. Con la inclusión del contexto como una
nueva dimensión (Figura 2), podemos construir recomendaciones basadas en el
contexto como un problema de 3 dimensiones [7]:
En un sistema de recomendación tradicional, el proceso de recomendación
comienza con la especicación inicial del conjunto de ratings que, como hemos
2 Un clasicador, por ejemplo.
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Figura 2: Recomendación sensible al contexto
mencionado antes, puede ser proporcionado explícitamente por los usuarios o
inferido implícitamente por el sistema. Una vez estos ratings son especicados,
el sistema de recomendación intenta estimar la función de rating R para los pares
(usuario, ítem) que no han sido calicados aún por los usuarios.
R : User × Item→ Rating (1)
Este enfoque busca mejorar el modelado y predicción de los gustos del usuario
incorporando información adicional sobre el contexto del usuario como categorías
adicionales de datos explícitos. En este caso, la función de rating seria como
muestra la ecuación 2:
R : User × Item× Context→ Rating (2)
Para la integración, existen tres paradigmas para integrar la información
contextual en el proceso de recomendación (Figura 3). Según la forma en que se
realiza esta incorporación, podemos hablar de hasta 3 formas distintas de hacerlo
[5,7,8]:
Pre-ltrado contextual: en este enfoque la información contextual es uti-
lizada para ltrar los datos antes de ser usados en la recomendación. De
esta forma, primero se escoge un subconjunto de datos del conjunto de datos
total el cual coincide con el contexto que queremos ltrar. Luego este sub-
conjunto es pasado a un sistema de recomendación tradicional en donde se
predicen los ratings usando las dos dimensiones tradicionales de los sistemas
de recomendación User × Item
Post-ltrado contextual: en este enfoque, los datos contextuales son ig-
norados en el principio de la recomendación. Se realiza la predicción de los
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ratings usando cualquier sistema de recomendación tradicional de dos dimen-
siones sobre todos los datos. Una vez se obtienen los resultados, se obtiene
un subconjunto de ítems del resultado en el cual la información de contexto
coincide con el contexto que se está evaluando. Este subconjunto de datos
es el producto nal.
Modelado contextual: en este enfoque el contexto es usado directamente
como parte de la estimación de ratings.
Figura 3: Filtrados contextuales
2.4. Trabajos relacionados
En esta sección se hablará brevemente sobre diferentes investigaciones recien-
tes en las que se ha aplicado información contextual al proceso de recomendación.
En [9] Viktoratos et al. proponen un sistema híbrido en el que las recomen-
daciones son realizadas mediante reglas de asociación y los parámetros contex-
tuales son introducidos en la precondición con el objetivo de aliviar el problema
de arranque en frío.
Wang et al. [10] utilizan un modelo probabilístico que integra información
contextual sobre las actividades diarias del usuario, obtenidas mediante un dis-
positivo móvil.
Lee et al. [11] presentan una arquitectura muy similar al anterior pero en
este caso tienen en cuenta lo que llaman micro actividades que ocurren en un
intervalo muy pequeño de tiempo.
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Ostuni et al. [12] presentan un sistema de recomendación de películas que
explota la información contextual espacio-temporal para mejorar un sistema de
recomendación basado en contenido.
Otros contextos en los que se ha puesto especial interés es en el que el usuario
está conduciendo, así, en [13] realizan un estudio sobre la inuencia del tipo de
música que preere escuchar un usuario en diferentes escenarios de conducción
simulados estudiando también la carga cognitiva del conductor en cada uno de
ellos y en [14], desarrollan un framework en Java en el que de forma interactiva, se
va a ajustando el modelo de recomendación según las preferencias del conductor
que concluye en conrmar que el tipo de música que se escucha mientras se
conduce afecta a la carga cognitiva de manera distinta en casos donde la música
es rápida y en otros casos donde la música es lenta.
Otro enfoque bastante interesante es el presentado por Pichl et al. [15] en
el cual la información contextual es extraída a partir del nombre que dan los
usuarios a listas de reproducción creadas por ellos, obteniendo un rendimiento
un 33% superior al de los enfoques tradicionales.
En [16] Dao et al. crean un sistema para recomendación basada en la loca-
lización, en el cual extraen la información del contexto de los usuarios a partir
de sus dispositivos móviles y hallan similitudes entre los contextos (ltrado co-
laborativo) para realizar las recomendaciones pertinentes obteniendo nalmente
una mejora clara en la efectividad de otros enfoques que usan como base.
Lifetrak [17] es un sistema que genera una lista de reproducción a partir de la
biblioteca de música del usuario teniendo en cuenta factores relativos al contexto
físico de éste como localización, hora, día, tráco, nivel de ruido, temperatura y
tiempo atmosférico. El sistema sigue un enfoque de post-ltrado contextual en
el que se generan recomendaciones a partir de una biblioteca etiquetada previa-
mente por el usuario con etiquetas que representan situaciones contextuales en
las que son apropiadas.
El humor o los sentimientos de los usuarios también son factores contextuales
muy utilizados en la recomendación de música. Además, el contexto emocional se
puede utilizar para establecer un puente entre ítems de música e ítems de otros
dominios permitiendo, de esta forma, hacer recomendaciones de medios cruzados
[18]. Como ejemplo, podemos hablar del trabajo de Cai et al. [19] en el que se
propone un sistema que recomienda música mientras el usuario lee páginas web.
Las canciones, descritas por su letra y revisiones on-line, y los documentos web
se representan como texto. De esta forma, se clasican en una escala emocional
basándose en las palabras que contienen y posteriormente establecen su similitud.
Hay ocasiones en las que la información contextual no se puede recoger como
un conjunto de factores estáticos debido a que es información dinámica que
puede inferirse a partir de la interacción de los usuarios con el sistema. Esto es
usual en el dominio de la recomendación de música en el que el contexto puede
derivarse de la secuencia de canciones que escucha el usuario. En [20] se presenta
un sistema de recomendación de música que captura esos cambios contextuales
del usuario y adapta dinámicamente las preferencias. Para ello, se aplica una
técnica de obtención de patrones secuenciales, cada uno de los cuales representa
un contexto diferente.
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En [21] se utilizan modelos ocultos de Markov para capturar los cambios en
las preferencias de los usuarios. La secuencia de ítems obtenida del usuario se
utiliza para obtener el modelo, cuyas variables ocultas representan el contexto del
usuario. La predicción del contexto se utiliza para generar las recomendaciones.
Con esta propuesta, que se valida con datos de listas de reproducción de música,
se consiguen mejorar los resultados de exactitud y diversidad proporcionados
por otros métodos examinados.
Recientemente, muchos sistemas de recomendación híbridos explotan las re-
des sociales y otras fuentes web con el n de reunir información que puede ser
útil en el proceso de recomendación [22,23]. En el trabajo descrito anteriormen-
te [20] se utiliza el etiquetado social para derivar los temas latentes asociados
a las canciones a partir de las etiquetas más frecuentes asociadas a ellas. En
[24] se propone un sistema de recomendación que también utiliza etiquetas de
medios sociales para establecer la similitud entre las canciones. Además, se apro-
vecha la información de las etiquetas para capturar las preferencias del usuario.
Los resultados revelan que el etiquetado social es un medio válido para predecir
preferencias musicales.
Además de las etiquetas, en los sistemas de recomendación se pueden utilizar
otras características de las redes sociales. En [25] se hace uso de las relaciones
sociales implícitas, para ello proponen un modelo, Explicit and Implicit Social
Relation (EISR), y un algoritmo, Possibility of Friendship Between Non-Friends
(PFNF), para extraer la relación implícita (relación social escondida) en los
grafos no dirigidos de redes sociales mediante la explotación de las técnicas de
predicción de enlace. Tanto las amistades explícitas como implícitas se incorpo-
ran en el modelo propuesto. La evaluación de este modelo con un conjunto de
datos de last.fm3 obtiene buenos resultados.
Por otra parte, en [26] se examina el papel de las emociones en los sistemas
de recomendación sensibles al contexto, incluyendo la denición y obtención de
características emocionales, así como la incorporación de dichas características
en los algoritmos de recomendación. La recomendación de música es un campo
muy propicio para explotar las emociones [27]. En [28] se utiliza el estado de
ánimo como contexto para hacer recomendaciones de música. En [23] se proponen
métodos sensibles a la emoción con el mismo propósito. Se utilizan microblogs
para extraer las emociones del usuario con diferentes grados de granularidad y
durante diferentes ventanas de tiempo.
En el contexto del etiquetado social y el análisis del sentimiento, los mé-
todos de clasicación multietiqueta han resultado ser de gran utilidad. Estos
algoritmos se han aplicado en la recomendación de etiquetas en algunos siste-
mas como Bibsonomy [29]. En él se ayuda a los usuarios de la red social en el
etiquetado de los recursos que manejan, los cuales pueden tener múltiples eti-
quetas. Para realizar el aprendizaje automático de las mismas y asignarles su
grado de relevancia, utiliza un conjunto de recursos previamente etiquetado por
los usuarios de la red. Por otra parte, los métodos de clasicación multietiqueta
Multi-Label k-Nearest Neighbors (MLkNN) y Binary Relevance k-Nearest Neigh-
3 https://www.last.fm
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bors (BRkNN), se han usado en aplicaciones de clasicación multietiqueta de
emociones en música [30]. Otros clasicadores multietiqueta como Calibrated
Label Ranking (CLR) y Random k-Labelsets (RAkEL) han demostrado ser ade-
cuados para la clasicación automatizada de grandes colecciones de música con
múltiples emociones, aplicándose en sistemas de recomendación de música [31]
basados en las emociones del usuario.
Utilizando pre-ltrado contextual, en [32] crean microperles para ltrado
colaborativo sensible al tiempo. Se probaron varias divisiones de tiempo pa-
ra obtener los microperles que mejor representan al usuario en cada periodo
particular. Este método fue validado con el dataset de last.fm para recomen-
dación de canciones. En [33] realizan un estudio comparativo de los enfoques
de pre-ltrado y post-ltrado colaborativo considerando la época del año como
dimensión de tiempo.
Los trabajos que proponen métodos que aprovechan el tiempo conjuntamen-
te con otras variables contextuales son más numerosos. En [34] proponen un
enfoque multidimensional para trabajar conjuntamente con información de los
usuarios, ítems y del contexto. Los ratings son estimados usando un enfoque
basado en reducción que aplica ltrado colaborativo en segmentos contextuales.
Para validar el método, utilizan un sistema de recomendación de películas en el
cual el tiempo y la empresa son utilizados como información contextual.
3. Metodología
El objetivo principal de esta investigación es el de observar como afecta a la
abilidad de un sistema de recomendación de música la introducción de pará-
metros contextuales en el proceso de recomendación. El gran problema con el
que nos encontramos inicialmente fue la cantidad escasa de datasets disponibles
para la implementación. Se ha optado por utilizar el ya bien conocido dataset de
last.fm el cual posee información sobre usuarios y su historial de reproducción,
sin embargo, no posee información de ratings ni de reproducciones de forma
explícita, problema que ha sido abordado aplicando algunas técnicas que se ex-
plicarán con más detalle en este apartado. Dicho dataset puede ser utilizado para
recomendaciones de artistas o canciones, siendo este último el enfoque seguido
en este proyecto. Se han implementado 3 sistemas de recomendación distintos:
Filtrado colaborativo básico, en el que no se tiene en cuenta información del
contexto
Filtrado colaborativo personalizado con información sobre la temporada del
año
Filtrado colaborativo personalizado con información sobre la hora del día
(mañana, medio día, tarde, noche y media noche).
3.1. Arquitecturas utilizadas
Se han utilizado dos arquitecturas distintas, una para el enfoque básico y otra
para el enfoque con información contextual. Para el enfoque básico (Figura 4)
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contamos con un módulo de generación de ratings implícitos, que a partir de los
logs de los usuarios extraídos de last.fm, genera ratings que pueden ser usados
para el proceso de recomendación y por otro lado, un módulo de recomendación
que es un RS básico de dos dimensiones.
Figura 4: Arquitectura RS básico
Para el enfoque sensible al contexto, se ha seguido una arquitectura de pre-
ltrado contextual y es similar al anterior pero incorpora un par de módulos
extra (Figura 5): un módulo extractor de contexto, que extrae la información
de contexto temporal usando como referencia el timestamp de los logs y un
módulo de ltrado contextual, que se encarga de ltrar los datos de forma que
sólo conserva los que coinciden con el contexto actual del usuario.
3.2. Preprocesamiento de datos
El dataset utilizado es uno creado por Oscar Celma4, el cual contiene registros
del tipo < user, timestamp, artist, song > obtenidos directamente de la API
de last.fm que se corresponde con el historial de reproducción de cerca de mil
usuarios de la plataforma.
Ante la ausencia de ratings explicítos, ha sido necesario crear el sistema a
partir de ratings implícitos para lo cual, es necesario aplicar primero ciertas
transformaciones al dataset :
Obtener parámetros contextuales dado que información contextual tempo-
ral que utilizamos en los enfoques que utilizamos la temporada el año y la parte
del día no poseen unos límites claros, se ha optado por seguir la metodología
mencionada en [35] en el que se aplica lógica borrosa y cada concepto contextual
se considera como un conjunto borroso. Así, el contexto de cada log puede ser re-
presentado como un conjunto de conjuntos borrosos en el que cada subconjunto
se corresponde con un concepto contextual.
4 http://www.dtic.upf.edu/ ocelma/MusicRecommendationDataset/lastfm-1K.html
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Figura 5: Arquitectura RS contextual
Asumiendo que existe un universo de conceptos contextuales:
C = {C1, C2, C3, ..., Ck, ..., Cnc}
un contexto puede ser descrito por un conjunto de pares compuestos por un
concepto contextual Ck y un grado de pertenencia mk que indica como de fuerte
el contexto es descrito por Ck.
l.ctx = {(Ck,mk)|Ck ∈ C ∧mk = fck(l)} (3)
donde fck es una función de pertenencia que mide la pertenencia de un log
a un concepto Ck y devuelve un valor entre 0 y 1.
De esta forma, Para el enfoque de la temporada del año usamos el número
del día respecto a los días totales del año y se establecen los conceptos contex-
tuales spring, summer, autumn y winter representados con los números 1, 2, 3 y
4 respectivamente. Con una función de pertenencia trapezoidal (Figura 6), me-
dimos la pertenencia de cada log al contexto temporal y añadimos una columna,
season, con el valor que representa al concepto contextual con mayor grado de
pertenencia (Tabla 1).
Obtener número de reproducciones En el enfoque base es bastante sencillo,
basta con agrupar por los campos user-id y track-id y añadir una columna
adicional, plays, que es el sumatorio de ocurrencias de este par de atributos
(Tabla 2).
En cuanto a los otros dos enfoques, el agrupamiento de los datos no sólo
depende de los campos anteriores, sino también del contexto obtenido en el paso
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Figura 6: Lógica borrosa: Season
userid trackid season
user_000001 dc394163. . . 1
user_000001 340d9a0b. . . 1
user_000001 0b04407b. . . 2
user_000001 4e78efc4. . . 4
... ... ...
Tabla 1: Dataset con contexto
userid trackid plays
user_000001 dc394163. . . 35896
user_000001 340d9a0b. . . 22545
user_000001 0b04407b. . . 19563
user_000001 4e78efc4. . . 15236
... ... ...
Tabla 2: Dataset con plays
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anterior. Para obtener el número de reproducciones se agrupa el dataset por
user-id, track-id y season y se crea una columna adicional, plays, sumatorio del
número de ocurrencias de estos 3 atributos (Tabla 3)
userid trackid season plays
user_000001 dc394163. . . 1 25896
user_000001 340d9a0b. . . 1 22547
user_000001 0b04407b. . . 2 18563
user_000001 4e78efc4. . . 4 15247
... ... ... ...
Tabla 3: Dataset con contexto y plays
Para el enfoque de la hora del día, el procedimiento es similar al anterior
sólo que en vez de usar el número del día usamos la hora del día y establece-
mos los conceptos contextuales midnight, noon, morning, afternoon y evening
representados por los valores 0, 1, 2, 3 y 4 respectivamente. Aplicamos de nuevo
una función de pertenencia trapezoidal al log y añadimos una columna, timeday,
con el valor que representa al concepto contextual con mayor grado de pertenen-
cia. Finalmente se agrupa el dataset por user-id, track-id y timeday y se crea
una columna adicional, plays, sumatorio del número de ocurrencias de estos 3
atributos.
3.3. Cálculo implícito de ratings
Una vez calculado el número de reproducciones totales y los especícos de
cada contexto, procedemos a calcular los ratings implícitos de cada usuario a
cada canción. Para el enfoque base se calcula el rating implícito de cada par
useridtrackid con el método descrito en [36]. Para los otros dos enfoques se
ha modicado la ecuación para tener en cuenta la información del contexto, de
tal forma que para un usuario u, una canción i y un contexto c, obtenemos la






y nalmente siendo freqkc(u) la frecuencia de las k canciones más escuchadas
por el usuario u, en el contexto c, se obtiene el rating ruic con la ecuación 5:








3.4. Modelos de recomendación
Se han implementado 3 modelos de recomendación, cada uno para los enfo-
ques ya mencionados. Los 3 modelos han sido implementados mediante la librería
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Surpriselib5 para Python. Para el enfoque base cogemos el dataset correspon-
diente y nos quedamos sólo con las columnas user-id, track-id y score (el rating
implícito) como se muestra en la Tabla 4.
userid trackid score
user_000001 dc394163. . . 4
user_000001 340d9a0b. . . 3,9
user_000001 0b04407b. . . 3,5
user_000001 4e78efc4. . . 2,9
... ... ...
Tabla 4: Dataset recomendación base
Antes de ajustar el modelo con el dataset, debemos adaptarlo a la entrada del
módulo de recomendación. Siendo N el número de usuarios y M el número de
canciones del dataset, creamos una matriz de dimensión N ×M en la que cada
celda se corresponde con un rating dado por un usuario a una canción (Tabla 5).
Esta matriz es pasada como parámetro al modelo creado con Surpriselib para la
evaluación del sistema.
track1 track2 track3
user1 4 3,9 3,5
user2 1 2,1 1,2
user3 3 2,5 1
user4 4 3,9 1,2
... ... ... ...
Tabla 5: Entrada Módulo de recomendación
En cuanto a los otros dos enfoques, debemos tener en cuenta también el
contexto en el que se encuentra el usuario, de forma que obtenemos los ratings
de cada usuario, para cada ítem en cada uno de los contextos establecidos como
se muestra en la Tabla 6.
Algoritmos de recomendación Como algoritmo para la recomendación se ha
utilizado k-Nearest Neighbors (k-NN), una variante del Nearest Neighbor search
en la que al igual que en el segundo, se trata de un problema de optimización
en el que buscamos un punto que es más cercano (similar) a un punto dado
(Figura 7), solo que en este caso encontramos los k puntos más cercanos. Dado
un conjunto de puntos S en un espacio M y un punto de consulta q ∈ M, se




user1 c1 4 3,9 3,5
c2 1 3 2,2
c3 4 3,1 2,8
c4 3,7 1,9 3,1
user2 c1 4 3,9 3,5
c2 3 2 2,3
c3 2 0 3,8
c4 1 1,6 0
... ... ... ... ...
Tabla 6: Entrada Contexto Módulo de recomendación
Figura 7: Nearest Neighbor Search
Se ha experimentado con diferentes conguraciones del algoritmo, utilizando
diferentes medidas de similitud de las cuales la que mejor resultados nos ha dado
ha sido Pearson baseline, una variante del coeciente de correlación de Pearson
que viene denida en [37] con la ecuación 6.
Pearson_bsl = ρ̂(i, j) =
∑
u∈Ui,j (rui − bui)(ruj − bvi)√∑
u∈Ui,j (rui − bui)
2
∑
u∈Uij (ruj − buj)
2
(6)
donde rui es el rating dado por el usuario u al ítem i y bui es un factor residual
de un predictor de línea base [37], que compensa las desviaciones especícas
del usuario y el ítem. En cuanto a los ratings, se ha aplicado la técnica de
normalización z-score que ha ayudado a aumentar más aún la abilidad del







donde r̄u es la media de los ratings dados por el usuario u y σ la desviación
estándar. La predicción de ratings vendría denida por la ecuación 8:







donde Nj(u) es el conjunto de ítems que ha valorado el usuario u y wuv es el
peso de la similitud entre u y su vecino v.
También se ha implementado una variante utilizando el método de factori-
zación de matrices SVD [37] con el objetivo de comparar un enfoque basado en
memoria con uno basado en modelos.
4. Validación y resultados
Para la validación del sistema se ha aplicado Cross-validation, una técnica
que divide el conjunto de datos en n particiones distintas (folds) y cada una
de ellas es usada como conjunto de entrenamiento y de prueba al menos una
vez durante la ejecución del algoritmo. Consiste en repetir y calcular la media
aritmética obtenida de las medidas de evaluación sobre las diferentes particiones
[38]. Como medida de evaluación se ha utilizado Mean Absolute Error (MAE)
y Root Mean Square Error (RMSE) siendo más relevante el RMSE puesto que
es el que más penaliza los errores grandes y en este tipo de sistemas es lo más
apropiado.
Siendo Rtrain y Rtest el conjunto de ratings de entrenamiento y prueba res-







|f(u, i)− rui| (9)







(f(u, i)− rui)2 (10)
Existen otras derivadas de estas como el Normalized RMSE (NRMSE) y el
Normalized MAE (NMAE) que son versiones en las que la medida es normalizada
por el rango de los ratings y que utilizaremos para representar los resultados en
grácas.
4.1. Enfoque basado en memoria: k-NN
Para este enfoque se han realizado pruebas con diferentes valores de k: 3,
5, 8, 10, 15 y 20. Como medida de similitud se ha utilizado la ya mencionada
Pearson baseline. Los resultados del Cross-validation se pueden observar en la









Tabla 7: Cross-validation z-score, Pearson baseline
Figura 8: Cross-validation enfoque base
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Como una primera observación vemos que el valor más óptimo de k ha sido
15 ya que ha sido el valor con menor error medio. Ahora vamos a aplicar contexto
a este enfoque y compararemos los resultados del Cross-validation para analizar
el efecto que produce la introducción de parámetros contextuales al sistema. La
Figura 9 muestra los resultados de la validación del sistema base con k = 15 y
los del sistema sensible al contexto utilizando parámetros contextuales del día.
También, en la Figura 10 se compara el mismo enfoque base con el enfoque
sensible al contexto utilizando esta vez la estación del año.
Figura 9: Cross-validation contexto: timeday
Figura 10: Cross-validation contexto: season
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Vemos como la introducción del contexto ha supuesto una ligera mejora en
la precisión del sistema teniendo en cuenta el contexto en el que se encuentra el
usuario. Otro factor interesante a observar es el hecho de que hay contextos en
los que el error es menor que en otros y esto se debe, en parte, a la reducción que
hacemos cuando se aplica el ltrado contextual (lo cual hace que para algunos
contextos haya mayor información disponible que en otros) y al comportamiento
del propio algoritmo que usamos para la recomendación.
4.2. Enfoque basado en memoria: SVD
En cuanto a SVD, en la gura 11 vemos como la precisión del sistema es
mayor que en el enfoque basado en memoria en el enfoque base. En cuanto a
la introducción de parámetros contextuales, el comportamiento es similar, la
introducción de contexto ha supuesto una ligera mejora en la abilidad del sis-
tema (Figura 12, Figura 13) y volvemos a observar el mismo comportamiento de
algunos contextos en los que el error parece ser menor.
Figura 11: SVD vs kNN
Como hemos podido observar en los resultados obtenidos, las diferencias de
error no son muy grandes, pero la tendencia es claramente a mejorar cuando se
introducen parámetros de contexto al proceso de recomendación.
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Figura 12: SVD contexto: Season
Figura 13: SVD contexto: Timeday
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5. Conclusiones
En este proyecto de investigación, se han llevado a cabo un estudio experi-
mental con los sistemas de recomendación de ltrado colaborativo más populares,
utilizando diferentes algoritmos (tanto basados en memoria como en modelos)
y ajustando factores como la medida de similitud utilizada y la normalización
de ratings. De esto podemos concluir que aplicar normalización a los ratings ha
supuesto una mejora en la precisión, siendo la normalización z-score la que me-
jores resultados ha arrojado. También, en la comparativa de enfoques basados
en memoria con basados en modelos, hemos visto como los enfoques basados en
modelo tienen una mayor precisión que los basados en memoria, aunque se pier-
de el factor de la serendipia, que hace que el sistema sea capaz de recomendar
ítems al usuario que este normalmente no escucharía pero que es posible que
sean de su agrado.
Además, se han introducido factores contextuales para evaluar el rendimiento
del sistema cuando se tienen en cuenta, lo cual era el principal objetivo de
la investigación. De esto podemos concluir que la introducción de dimensiones
contextuales ha supuesto una mejora en la abilidad de los sistemas evaluados
que, aunque no es muy grande, presentan una clara tendencia a aumentar. Se han
utilizado sólo variables contextuales temporales debido a la escasez de conjuntos
de datos para realizar estos experimentos, pero lo ideal sería introducir gran
variedad de contextos y evaluar el rendimiento con cada uno de ellos.
5.1. Líneas de trabajo futuras
Como líneas de trabajo futuras, podemos implementar un sistema de reco-
mendación comercial con el objetivo de obtener más datos con los cuales trabajar
y así introducir muchos más contextos para realizar pruebas. Algo bastante in-
teresante para esta tarea sería el de implementarlo como aplicación para disposi-
tivos móviles, la cual nos permita extraer información contextual de los diferentes
sensores del dispositivo. Además, cada vez es más normal ver a personas con we-
reables como pulseras de actividad, que registran información contextual de la
persona que podría ser usada para la recomendación. Aquí habría que ver alguna
forma de integrar la aplicación con un sistema de streaming y por supuesto, que
los usuarios estén dispuestos a compartir su información, lo cual es un tema que
cada vez preocupa más a la gente.
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Resumen La música en streaming ha abierto la posibilidad de acce-
der a cantidades inmensas de canciones, hecho que ha llevado a que los
usuarios necesiten la ayuda de sistemas de recomendación personaliza-
dos para encontrar aquellas canciones que mejor se puedan adaptar a sus
preferencias y gustos. Se han propuesto distintos sistemas de recomenda-
ción durante los últimos años, el que se va a tratar en este trabajo hace
uso de características acústicas extraídas directamente por el análisis
automático de canciones, las cuales permiten la clasicación en aspectos
emocionales. Estos aspectos emocionales junto a información obtenida
de las relaciones sociales entre los usuarios se utilizarán para generar
recomendaciones e intentar mejorar los resultados obtenidos por los en-
foques clásicos de recomendación que usan ltrado colaborativo basado
en memoria. Además, se ha implementado una aplicación web que permi-
te la interacción con los distintos usuarios de forma que se obtienen datos
reales de prueba que son utilizados por el módulo de recomendación.
Keywords: Sistema de recomendación, Características acústicas, Cla-
sicación de emociones, Filtrado colaborativo, Recomendación de can-
ciones, Recomendaciones a grupos.
1. Introducción
Los avances en la tecnología han permitido que la música y las personas se
encuentren cada vez más conectadas. En la actualidad existe la posibilidad de
acceder a millones de canciones gracias a la conocida como música en streaming,
sobre todo con servicios como Spotify1. De esta forma podemos tener a nuestro
alcance la música que nos gusta, pero también nos abre la posibilidad de explorar
y descubrir nuevas canciones que podrán adaptarse a nuestras preferencias, a
través de lo que se conoce como sistemas de recomendación.
Los sistemas de recomendación aplicados al ámbito de la música permiten
a los usuarios descubrir de manera personalizada nuevos contenidos musicales
según las preferencias de los mismos. Uno de los enfoques más utilizados en
1 https://www.spotify.com/
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la actualidad en los sistemas de recomendación utiliza las valoraciones que los
usuarios hacen sobre los ítems (canciones).
En este trabajo se propone un sistema de recomendación de canciones que
haga uso de aspectos emocionales, usando características tanto de las cancio-
nes como de los usuarios y que además, tenga en cuenta valoraciones dadas por
los usuarios hacía esas canciones para poder aplicar la técnica de ltrado co-
laborativo (CF). Este sistema puede valerse de la extracción de características
acústicas de las canciones para generar las recomendaciones,también puede uti-
lizar emociones que se encuentran asociadas a la intensidad de algunas de esas
características o fundamentarse en las relaciones sociales entre usuarios.
1.1. Objetivos
El principal objetivo de este trabajo es construir un sistema de recomendación
de canciones usando CF que tenga en cuenta aspectos emocionales que puedan
ayudar a que la recomendación sea más precisa y se adapte más a los gustos de
los distintos usuarios. Además, comprobar su ecacia utilizando un conjunto de
datos de usuarios reales que han hecho uso de una aplicación web implementada.
2. Estado del Arte
2.1. Música y Emociones
La generación de sentimientos o aspectos emocionales se encuentra estre-
chamente ligado a la música. En un estudio para comprobar la relación entre
diferentes emociones y características acústicas [8], se clasicaron un conjun-
to de canciones en sentimientos de miedo, enfado, felicidad, tristeza y ternura
usando características acústicas relacionadas con el timbre, ritmo y tonalidad.
En otro experimento [3] se buscaba comprobar el efecto del tempo (asociado
a las pulsaciones por minuto (BPM)) en las emociones. Se presentaron a cada
individuo extractos musicales, los cuales tenían que valorar siguiendo la escala
de valencia y activación del SAM (Self Assesment Manikin) [10]. Con estos
valores se clasicó el extracto según una emoción correspondiente con el Modelo
Circumplejo de Russell [14]. El término valencia se asocia como la atracción
(valencia positiva) o la aversión (valencia negativa) a un evento o situación.
En cambio el valor de activación hace referencia al nivel de alteración por una
emoción fuerte y que provoca que el pulso se acelere. La correlación entre BPM
y la activación fue signicativa, se obtuvo que un incremento de BPM implica
un incremento en la activación, en cambio la correlación entre BPM y valencia
no obtuvo resultados signicativos.
En la conferencia anual de recuperación y evaluación de información musical
(MIREX) de 2007 [7] se incluyó una tarea de clasicación de canciones por
estados de animo. Se distribuyeron las canciones en conjuntos de emociones y
para la clasicación se ignoraron las letras de las canciones y se redujeron a 30
segundos cada una de ellas. Se aplicaron varios algoritmos de clasicación, los
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sistemas que usaban el algoritmo SMO [13] obtuvieron una exactitud del 58%,
LibSVM2 61% y K-nearest neighbor 47%.
2.2. Sistemas de Recomendación
Las principales metodologías de recomendación [4] y que son las más exten-
didas se clasican en dos:
Filtrado Colaborativo (Collaborative Filltering): consiste en recomen-
dar a un usuario concreto artículos que gustan a usuarios con preferencias
similares. Existen dos enfoques de ltrado colaborativo, el basado en memo-
ria (usan toda la base de datos en el momento de la recomendación) y el
basado en modelos (se crea un modelo a partir de la base de datos).
Basadas en contenido (Content-based ltering): se recomiendan ar-
tículos similares a los que gustaron al usuario en el pasado sin tener en cuenta
otros usuarios para la recomendación.
El CF se aplica construyendo una matriz M, con m ítems o elementos y
n usuarios. Esta matriz contiene en su interior las valoraciones (valoraciones
explícitas, número de reproducciones, etc.) que cada usuario ha asignado a ese
ítem.
El ltrado colaborativo basado en memoria puede presentar dos enfoques:
Basado en usuarios (User-Based): en este caso, para un usuario concreto
o usuario activo se buscan usuarios similares en función de las valoraciones
que estos hayan dado a los ítems y se recomiendan ítems que esos usuarios
similares hayan valorado con buenas puntuaciones.
Basado en ítems (Ítem-Based): en este enfoque se selecciona un ítem
concreto y se buscan otros ítems similares usando las valoraciones que los
usuarios le hayan dado. Posteriormente se tiene en cuenta para la predicción
las valoraciones del usuario activo y se le recomiendan ítems similares a los
que él valoró positivamente en el pasado.
Un avance importante para los sistemas de recomendación fue la llegada
de la Web 2.0 [6], donde los usuarios no solo consumen productos, sino que
además generan opiniones o valoraciones sobre sus experiencias con los servicios
consumidos.
2.3. Trabajos Relacionados
En un estudio [9] se realizó una evaluación durante un mes a un total de 54
individuos utilizando distintos método de recomendación. Se probaron recomen-
daciones basadas en los géneros de las canciones, usando ltrado colaborativo
y ltrado colaborativo con un ltro de emociones. Los resultados consiguieron
mejores resultados aplicando el ltro de las emociones.
2 https://www.csie.ntu.edu.tw/ cjlin/libsvm/
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Otro estudio [1] utilizó un sistema híbrido de recomendación de artistas te-
niendo en cuenta aquellos artistas que el usuario activo de la aplicación escucha
frecuentemente o selecciona directamente en la interfaz.
En la actualidad existen numerosas páginas que ofrecen sus servicios para
la clasicación de canciones ya sea por géneros o por emociones, como es el
caso de los servicios ofrecidos por 'Musicovery' 3, 'AllMusic' 4 o 'Rockola'5 y que
también utilizan el modelo bidimensional de valencia y activación para conseguir
la clasicación.
Un estudio muy interesante [16] consigue la detección de estados emocionales
según información inferida del contexto de un usuario en un momento determi-
nado.
3. Sistema de Recomendación
3.1. Arquitectura
En la Figura 1 se encuentra la arquitectura cliente-servidor de la aplicación
web, la cuál, a través de peticiones HTTP y haciendo uso del servicio de Spotify
mediante su API, se encarga del almacenamiento de canciones, la extracción de
características acústicas y la posterior clasicación por emociones de cada una
de ellas. Además cuenta con un módulo de recomendación que se encarga de
obtener los datos almacenados para poder realizar predicciones personalizadas
a los usuarios.






La idea original de MoodSically [5] era crear un administrador de conteni-
do musical y personal para la detección automática de emociones, utilizando
características acústicas extraídas de canciones subidas por los usuarios. Se ha
mejorado esta idea integrando el análisis automático de canciones con el servi-
cio de música en streaming Spotify e introduciendo un modulo que implementa
un sistema de recomendaciones personalizadas que hace uso de esos aspectos
emocionales y/o características acústicas. Además, la aplicación web tiene la
funcionalidad de actuar como red social mediante la opción de seguimiento de
usuarios. El análisis y extracción de características acústicas se realiza gracias al
uso de las bibliotecas Essentia [2] y Gaia 6 dentro de la arquitectura del servidor,
Se almacenan descriptores de bajo nivel como el modo, capacidad de baile,
pulsaciones por minuto (BPM), o el volumen; y descriptores de alto nivel como
el género musical, el timbre, la tonalidad o una clasicación de probabilidad de
emociones (tristeza, felicidad, esta o relajada).
3.3. Clasicador de emociones
La clasicación de las canciones por emociones se realiza usando valores de
valencia y activación que se obtienen a partir de valores de probabilidad de
tristeza, felicidad, esta y relajación [5] extraídos como descriptores de alto nivel.
La valencia (Ecuación 1) se calcula restando la probabilidad de que la canción
sea triste (PSad) a la probabilidad de que sea feliz (PHappy). La Activación
(Ecuación 2) se obtiene restando la probabilidad de que la canción sea relajada
(PRelax) a la probabilidad de que sea una canción de esta (PParty).
V alencia = PSad− PHappy (1)
Activacion = PRelax− PParty (2)
Una vez que el ángulo (Ecuación 3) y el valor de la distancia (Ecuación 4) se







V alencia2 +Activacion2 (4)
Las canciones almacenadas se encuentran clasicadas por alguna de las 12
emociones contempladas (feliz, exaltado, emocionado, activo, enojado, frustrado,
triste, deprimido, aburrido, calmado, relajado y sereno) siguiendo el Circumplejo
de Russell de 12 segmentos [17] (Figura 2)
6 https://github.com/MTG/gaia
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Figura 2: Circumplejo de Russell de 12 Segmentos
3.4. Metodología de Recomendación de Canciones
Para realizar la recomendación de canciones se utilizó el enfoque de ltrado
colaborativo (CF) [4] junto al ltrado basado en contenido, añadiendo atributos
tanto de las canciones como de los usuarios para la obtención de similitudes.
Para obtener las similitudes tanto entre ítems como entre usuarios se utili-
zó la medida de distancia del coseno. También se aplicó el algoritmo k-nearest
neighbors (k-NN) o de vecinos más cercanos. El objetivo es encontrar los k usua-
rios (vecinos) con el mayor coeciente de similitud con el usuario activo (usando
tanto las valoraciones explícitas, como los atributos adicionales), creando un
subconjunto de usuarios para la aplicación del ltrado colaborativo (Ecuación
5).
Pa,i = r̄a +
∑
u∈K(ru,i − r̄u)× wa,u∑
u∈K wa,u
(5)
donde Pa,i es la predicción de la valoración que el usuario activo a le asig-
naría ítem i, wa,u es la similitud entre el usuario activo y el usuario u, K es el
subconjunto de k-usuarios similares, ru,j es la valoración del vecino u al ítem j
y r̄ es la media de valoraciones de un usuario.
El enfoque de CF basado en ítems utiliza la matriz traspuesta (ítems x usua-
rios) para las predicciones. Este enfoque sigue la ecuación 6, donde se tienen en
cuenta las valoraciones realizadas por el propio usuario activo sobre k canciones
similares a la que se va a realizar la predicción.
Pa,i =
∑




donde Pa,i es la predicción para el usuario activo a sobre el ítem i, K es el
conjunto de ítems similares al ítem i y wi,j es la similitud entre los ítems i y j.
3.5. Recomendación a Grupos
La aplicación web generada actúa como red social mediante la opción de
seguimiento de usuarios. Varios estudios han demostrado la inuencia de las
redes sociales en las recomendaciones ([11],[15]). La técnica utilizada para la
recomendación de grupos consiste en calcular las predicciones de ratings para
el usuario activo y posteriormente los ratings para cada uno de los usuarios
seguidos por este usuario activo. Se utiliza la estrategia de Maximización de la
satisfacción promedio (Ecuación 7), donde el rating del grupo se calcula como







donde Ri es el rating del grupo, u es cada uno de los usuarios del grupo G
para los que se van a tener en cuenta las predicciones, ru,i es la predicción para
el usuario u sobre el ítem i y n es el número de usuarios del grupo G.
4. Conjunto de Datos
El conjunto de datos utilizado contiene información de usuarios que han








Tabla 1: Información sobre el conjunto de datos utilizado
Debido a limitaciones establecidas por el servicio de streaming, solo es posi-
ble extraer 30 segundos de canción para el análisis acústico, hecho que podría
provocar problemas en la clasicación de emociones. Para contrastar esto se han
analizado las diferencias entre la clasicación de las primeras 10 canciones (Tabla
2) del conjunto de datos utilizando usando 30 segundos y la clasicación utili-
zando la totalidad de la canción. En la mayoría de los casos la clasicación fue
la misma, las diferencias ocurren por variaciones en los valores de los atributos
tanto de alto como de bajo nivel que se usan para obtener valores de valencia
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y activación. Estas discrepancias se reejan como una clasicación en emocio-
nes adyacentes utilizando el Circumplejo de Russel de 12 segmentos (Figura 2).
Adicionalmente, en la conferencia anual de recuperación y evaluación de infor-
mación musical (MIREX) de 2007 [7], las canciones también fueron reducidas a
30 segundos, obteniendo buenos resultados.
Canciones (Titulo-Artista) Emoción(30 sec) Emoción
Future Starts Slow-The Kills Excitado Excitado
Nellie the elephant-Toy Dolls Excitado Exaltado
Wait-M83 Aburrido Calmado
El Tiburón (The Shark)-Henry Mendez Excitado Excitado
Cien Gaviotas-Duncan Dhu Exaltado Exaltado
El pensamiento circular-Ivan Ferreiro Calmado Calmado
Estadio Azteca-Andrés Calamaro Deprimido Deprimido
Morning Glory-Oasis Exaltado Exaltado
Love Illumination-Franz Ferdinand Excitado Exaltado
Caminito a Motel-Taburete Deprimido Aburrido
Tabla 2: Comparación de clasicación de emociones 10 primeras canciones
En lo que respecta a las emociones generadas automáticamente y asociadas a
las canciones del conjunto de datos, podemos observar en la Figura 3 que existe
gran variedad en la clasicación, destacando que no se ha conseguido clasicar
ninguna canción asociada a las emociones de enfado o frustración.
Figura 3: Frecuencia de aparición de emociones en el conjunto de datos
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En la aplicación se almacena una puntuación que indica el nivel de confor-
midad de los usuarios con la emoción generada por el sistema. Si el usuario
está totalmente de acuerdo con la clasicación lo valorará con un 5, utilizando
un sistema de valoración por intervalos del 1 al 5 (representación por estrellas)
(Figura 4), mientras que si está en total desacuerdo lo valorará con un 1.
Figura 4: Sistema de Valoración y Evaluación de Canciones
Las evaluaciones aportadas en cuanto a la clasicación de las emociones nos
deja el resultado de la Figura 5, donde se puede comprobar que en general, existe
una buena asociación entre la emoción y la canción según la perspectiva de los
usuarios, con puntuaciones de 3, 4 o 5 y un 74,9% del total de evaluaciones.
Figura 5: Evaluaciones hacia las emociones generadas automáticamente
En la Figura 4 también se puede observar un mecanismo de valoración me-
diante emoticonos. Este sistema permite establecer una asociación de gustos
entre el usuario y alguna de las últimas 50 canciones que ha escuchado a través
de Spotify. Esta valoración se usará como el rating necesario para aplicar en las
Formulas (5 y 6) de ltrado colaborativo.
Como información adicional que va a ser utilizada por el sistema de recomen-
dación, para cada usuario se almacenan como atributos el número de canciones
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asociadas a cada emoción que este ha escuchado. Además, de las canciones se
almacenan descriptores tanto de bajo como de alto nivel (bpm,disonancia, emo-
ción generada por el sistema, probabilidad de emociones[feliz,esta,relajado y
triste], timbre, tonal y volumen).
Figura 6: Relaciones de seguimiento entre usuarios de la aplicación
En la Figura 6 están representadas las relaciones entre usuarios que han usado
la aplicación, en la que cada nodo representa a un usuario y cada eje dirigido
simboliza que un usuario ha seguido a otro. En total existen 28 relaciones de
seguimiento en este conjunto de datos.
5. Resultados y Discusión
En este apartado se presentan los resultados de validación del sistema de re-
comendación, aplicando distintos experimentos de recomendaciones individuales
o a grupos. Para analizar estos resultados se utilizó la métrica de evaluación de
Root Mean Squared Error (RMSE - Ecuación 8) [12]. Esta medida sirve para







(xi − x̂i)2 (8)
El error utilizando esta métrica y para este sistema de valoraciones puede
variar en el rango [0,4]. También se puede utilizar el valor normalizado de este
error, el cual se encuentra en el rango [0,1] y que se obtiene dividiendo el error
por la diferencia entre el valor máximo de valoración (5) y el valor mínimo (1).
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Para la validación de los resultados se ha utilizado la técnica de cross-
validation o validación cruzada. Se ha utilizado el enfoque que consiste en realizar
10 subconjuntos del conjunto de datos (10-fold cross validation).
5.1. Experimentos Base
Para el experimento base se han utilizado los dos enfoques CF basado en
memoria, tanto el basado en usuarios como en ítems o canciones, modicando los
valores de vecindad (k). El error es más bajo para el enfoque basado en usuarios
(Tablas 3 y 4), La variación en el número de vecinos no es muy signicativa para
el error.
Enfoque k=1 k=5 k=10 k=15
Basado en Usuarios 0.909415 0.905285 0.904633 0.904643
Tabla 3: RMSE para el ltrado colaborativo basado en usuarios
Enfoque k=10 k=50 k=100 k=200
Basado en Items 1.077381 1.019513 1.016611 1.016611
Tabla 4: RMSE para el ltrado colaborativo basado en ítems
5.2. Aplicación de aspectos emocionales
Para el enfoque de CF basado en usuarios, además de tener en cuenta las
valoraciones de los usuarios para encontrar usuarios similares, se tuvieron en
cuenta las emociones de canciones escuchadas por esos usuarios. Se calcula el
porcentaje de cada una de las 12 emociones generadas automáticamente del total
de canciones escuchadas por cada uno de los usuarios y se añade una columna
nueva por cada emoción.
En las siguientes pruebas se analizó el error para distintos experimentos te-
niendo en cuenta el enfoque basado en ítems. A continuación se describen los
experimentos realizados, manteniendo en todos ellos el experimento base:
Experimento 1: Se añaden valores de probabilidad de que una canción
sea de alguna de estas cuatro emociones: Feliz,Fiesta,Relajado,Triste. Es-
tas probabilidades se obtienen como descriptores de alto nivel en el análisis
acústico.
Experimento 2: al igual que en el experimento anterior se tienen en cuenta
las probabilidades de las emociones, pero se añade un nuevo atributo que
consiste en la media aritmética de evaluaciones por parte de los usuarios
sobre las emociones de cada una de las canciones.
Experimento 3: partiendo del experimento 2, pero teniendo en cuenta úni-
camente la media de las evaluaciones sobre las emociones.
Experimento 4: Se tienen en cuenta algunas de las características acústicas
que más inuyen en la determinación de aspectos emocionales (volumen,
disonancia, timbre, bpm y tono).
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Enfoque k=1 k=5 k=10 k=15
Basado en Usuarios 0.909414 0.899356 0.889894 0.880654
Tabla 5: RMSE usando el enfoque basado en usuarios y porcentaje de emociones
Experimento k=10 k=50 k=100 k=200
Experimento 1 0.825084 0.919130 0.940295 0.960806
Experimento 2 0.839491 0.898071 0.913458 0.939962
Experimento 3 0.954245 0.915110 0.942264 0.942907
Experimento 4 0.715693 0.799224 0.846094 0.892229
Tabla 6: RMSE experimentos utilizando enfoque basado en ítems
Los resultados del error a la vista de la Tabla 5 han mejorado muy poco con
respecto al error del enfoque base, posiblemente debido al número tan pequeño de
usuarios (20) y el número tan grande de canciones (1191) que se están teniendo
en cuenta.
Figura 7: NRMSE utilizando distintos experimentos y enfoque basado en ítems
El error de los experimentos (Tabla 6) mejora los resultados obtenidos por el
enfoque base (Tabla 4). En la Figura 7 podemos apreciar los valores normalizados
de error. El experimento en el que se han obtenido mejores resultados es el 4,
usando como atributos el conjunto de características acústicas extraídas como
descriptores de alto nivel, se ha logrado una mejoría de hasta casi un 8% en el
caso de k=10.
5.3. Implementación de recomendaciones a grupos
Se pueden realizar predicciones usando el conjunto de usuarios que un usuario
activo sigue. En este caso, la recomendación se realizaría para el usuario activo
y para todos los usuarios que este ha elegido seguir.
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Enfoque k=1 k=5 k=10 k=15
Basado en Usuarios 0.909414 0.899356 0.889894 0.880654
Grupos 0.935997 0.897672 0.851857 0.825483
Grupos con Emociones 0.925370 0.789532 0.655712 0.500502
Tabla 7: RMSE para el ltrado colaborativo basado en usuarios
La recomendación individual se realiza usando tres enfoques que se explican
a continuación:
Basado en Usuarios: experimento base donde se utiliza el enfoque de
ltrado colaborativo basado en usuarios, además, se utiliza como atributos
el porcentaje de cada una de las emociones asociadas a las canciones. La
recomendación es individual y no se tienen en cuenta las relaciones entre
usuarios.
Grupos: se realiza la recomendación a grupos usando como recomendación
individual el ltrado colaborativo basado en usuarios, teniendo en cuenta
únicamente las valoraciones explícitas de los usuarios. En la recomendación
a grupos se utiliza el método de maximización de la satisfacción promedio
descrito en el apartado 3.5.
Grupos con Emociones: se realiza la recomendación a grupos usando
como recomendación individual el ltrado colaborativo basado en usuarios
teniendo en cuenta el porcentaje de emociones asociadas a las canciones.
Figura 8: NRMSE utilizando recomendaciones a grupos
A la vista de los resultados (Figura 8), el error normalizado disminuye hasta
en un 10% usando el enfoque de grupos con emociones y k=15, siendo este un
resultado muy signicativo.
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5.4. Encuesta de validación de recomendaciones
Algunos de los usuarios de la aplicación han aportado sus opiniones sobre
aquellas canciones que el sistema ha devuelto como posibles recomendaciones.
Estas opiniones se realizan a través de un sistema binario mediante botones, en
donde uno de ellos indica si le gusta la canción recomendada y el otro justo lo
contrario.
Para evaluar los resultados obtenidos se ha utilizado una medida de evalua-
ción (Ecuación 9). Los valores que puede tomar esta medida se encuentra en el






donde el valor de exactitud E es la diferencia de las canciones valoradas
positivamente R+ y las canciones valoradas negativamente R− y n es el número
de canciones recomendadas.
Los datos generales de la encuesta realizada a los distintos usuarios los po-
demos encontrar en la Tabla 8.
Cantidad
Usuarios que han aportado valoraciones 10
Valoraciones totales 188
Valoraciones enfoque basado en usuarios 96
Valoraciones enfoque basado en ítems 92
Tabla 8: Datos de valoraciones a las recomendaciones
Se podían valorar recomendaciones usando el enfoque colaborativo basado en
usuarios con el porcentaje de emociones para la búsqueda de usuarios similares
(Sección 5.2) con k=10. También se podían evaluar recomendaciones usando el
Experimento 2 (Sección 5.2) y k=100.
Exactitud
Enfoque basado en usuarios 0.315
Enfoque basado en ítems 0.304
Ambos enfoques 0.308
Tabla 9: Evaluación para los distintos enfoques
A la vista de los resultados de la Tabla 9 ambos enfoques obtuvieron resul-
tados similares en base a los datos de la encuesta, con una cierta mejoría en el
enfoque basado en usuarios. Los resultados son aceptables dentro del rango de
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valores establecidos, considerando el problema del tamaño del conjunto de datos
y el elevado valor de dispersión de las valoraciones.
6. Conclusiones
En conclusión, se ha implementado una aplicación web que permite de for-
ma automática la extracción de características acústicas de las canciones y la
clasicación por emociones de las mismas, todo ello usando información de las
canciones escuchadas por los usuarios y aportada por la API de Spotify. Además,
se ha implementado un modulo de recomendación haciendo uso de los dos en-
foques de ltrado colaborativo básicos basados en memoria (Basado en usuario
y en ítems). Estos enfoques fueron mejorados usando métodos híbridos y el uso
de atributos tanto de características acústicas como de emociones o relaciones
entre usuarios.
A la vista de los resultados podemos concluir que el enfoque basado en ítems
consigue mejores resultados frente al enfoque basado en usuarios, sobre todo
con la utilización de atributos de características musicales como el bpm, tono,
volumen o disonancia y valores pequeños del número de vecinos.
Resultan interesantes los buenos resultados obtenidos en las recomendaciones
a grupos de usuarios utilizando las probabilidades de las emociones, con una
mejoría de casi el 10% en uno de los casos de estudio. A pesar de que estas
recomendaciones exigen el cálculo de predicciones a distintos usuarios, lo que
puede resultar poco eciente computacionalmente, en el caso de pocos usuarios
es viable y mejora los resultados de error con respecto a experimentos anteriores.
En cuanto a la encuesta, podemos concluir que los resultados para ambos
enfoques de ltrado colaborativo son aceptables, logrando así recomendar can-
ciones anes a los usuarios activos que han usado la aplicación web.
En general se puede decir que la relación entre las emociones y la música es
innegable, estos aspectos permiten mejorar las recomendaciones personalizadas
a usuarios. Además, las relaciones entre esos usuarios puede aportar información
de gran utilidad para mejorar aun más esas recomendaciones.
6.1. Líneas de trabajo futuras
Como líneas de trabajo futuras se puede utilizar la información de las eva-
luaciones sobre las emociones para la búsqueda de grupos de usuarios, ya que
esto es un aspecto subjetivo (Un usuario puede creer que una canción es aburrida
cuando para otro es todo lo contrario). También se puede mejorar el algoritmo de
clasicación de emociones utilizando otros aspectos para la recomendación, pero
sobre todo se puede aplicar a recomendaciones basadas en contexto, teniendo en
cuenta el estado anímico del usuario en momentos determinados.
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Resumen Gracias al gran avance tecnológico que está sufriendo la so-
ciedad hoy en día, se han creado diferentes sensores médicos para la
monitorización de los usuarios que han permitido mejorar las tareas de
seguimiento de sus constantes vitales en su vida diaria, reduciendo la
asistencia de éstos a centros de salud para realizar tareas de medición
y control rutinario. El principal objetivo de este proyecto se basa en la
creación de una arquitectura de teleasistencia de bajo coste que permita
a personas que padecen algún tipo de enfermedad crónica la medición
de diferentes constantes vitales para así poder realizar un seguimiento
diario de su enfermedad. Una vez creado, se probará la efectividad de
este prototipo mediante su uso en 10 pacientes, de una edad comprendi-
da entre los 18 y 58 años, como parte de un proceso de prueba antes de
dedicarse a pacientes crónicos.
Keywords: eHealth, Cooking Hacks, Bajo coste, Monitorización
1. Introducción
Hoy en día, si se mantuviesen las tendencias demográcas actuales, la pobla-
ción de España descenderá ininterrumpidamente a partir del año 2017, perdiendo
aproximadamente un 1,2% de su población en 15 años (552.245 habitantes). La
causa principal se debe a un crecimiento vegetativo negativo, ya que el número
de defunciones aumentará en consecuencia del envejecimiento de la población,
mientras que el número de nacimientos disminuirá [7].
En el año 2016, la población de edad avanzada en España suponía un 18,7%
(8,7 millones de habitantes), [8] cifra ligeramente inferior al conjunto de la UE
(19,2%), siendo Galicia, el Principado de Asturias y Castilla y León (todas ellas
con algo menos del 24%) las regiones más envejecidas [9]. Esta tendencia incre-
mental se viene dando desde el año 2008 debido principalmente a un aumento
de la esperanza de vida de las personas.
Según el Instituto Nacional de Estadística (INE) en Península Ibérica 2017
en cifras,[9]  En 2015, España era el país de la UE con mayor esperanza de
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vida para las mujeres: 85,7 años (...) En el caso de los hombres, ese mismo año,
los valores calculados para España (80,1 años) también superaban a la media de
la UE 28 (77,9 años). Estos valores, siguiendo las proyecciones realizadas por
el INE [7], aumentarán en el futuro, llegando a alcanzar los 83,2 años en los
varones y los 87,7 en las mujeres en 2031. Esto, unido a un descenso del número
de nacimientos (concretamente un 22% menos que en los pasados 15 años),
produce que se lleve a cabo un desplazamiento en la pirámide de población de
España,siendo el grueso de la población de España cada vez más mayor. Esto,
unido a que las personas ancianas constituyen un grupo de riesgo para algunas
enfermedades debido a su edad, siendo en muchas ocasiones muy dependientes,
hace que se antoje imprescindible el poder realizar instrumentos que les faciliten
su vida. Surge por ello la idea de desarrollar este sistema de monitorización, con
el objetivo de ofrecer al hogar del mayor un instrumento sencillo y manejable
que les ahorre desplazamientos a sus respectivos centros médicos para cuestiones
tan simples como el chequeo de constantes vitales.
El planteamiento propuesto para el desarrollo de este trabajo se basa en el
estudio del uso de diferentes sensores médicos que nos permitan realizar una
monitorización remota, analizando la posibilidad de crear ciertas reglas que nos
permitan detectar diversos patrones anómalos con el n de crear un sistema
de alertas utilizando diferentes técnicas de Inteligencia Articial. Por lo tanto,
la investigación se centrará en obtener diversas características sobre distintas
enfermedades con el n de crear un motor de reglas para el sistema de alertas,
analizando posteriormente diversos algoritmos de clasicación para así obtener
el más adecuado para este caso de estudio en cuestión.
Este trabajo se trata de una continuación del Trabajo de Fin de Grado presen-
tado por el estudiante Christian Bonal Martín, titulado Sistema de teleasistencia
para pacientes crónicos. En él se presentó un sistema formado por un conjunto
de sensores de bajo coste que permiten medir diferentes constantes vitales, así
como un sistema web que permite la monitorización remota del paciente por
parte del médico.
2. Estado del arte
2.1. Patrones anómalos
Se entiende por patrones anómalos aquellas desviaciones que se producen
en las medidas sobre un modelo de persona sana y que suelen estar asociados
normalmente con enfermedades. Existen diferentes patrones para cada medi-
da, destacando en este caso los patrones anormales en los electrocardiogramas
(ECG), en la medición de la saturación de oxígeno y en la medición de la tensión
arterial.
Electrocardiograma: El electrocardiograma (ECG) es un gráco en el que se
registran las diferencias en el potencial eléctrico generado por el corazón, recogi-
das a través de unos electrodos situados en la piel. Esta señal está se determina
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por los potenciales de acción generados por millones de células individuales y su
secuencia de activación [13].
El patrón básico del ECG comprende tres ondas, además de dos intervalos
de tiempo entre las ondas, los cuales son: [6]
Onda P: Onda de deexión que representa la despolarización auricular.
Onda compleja QRS: Representa la despolarización ventricular, formado
por tres ondas:
 Onda Q: Representa la despolarización del tabique interventricular.
 Onda R: Reeja la despolarización de la masa principal de los ventrícu-
los.
 Onda S: Hace referencia a la despolarización nal de los ventrículos.
Onda T: Representa la repolarización ventricular.
Intervalo PR: Tiempo existente entre la primera deexión de la onda P y
la primera desviación del complejo QRS.
Segmento ST: Tiempo existente entre el nal del complejo QRS y el inicio
de la onda T.
En el electrocardiograma se pueden producir numerosos patrones anómalos
que pueden derivar en diversas enfermedades. Algunos de ellos son:
Ritmo sinusal: Se corresponde con el ritmo más comun en una persona
adulta, con una frecuencia cardíaca entre 60 y 100 latidos/min. Sus carac-
terísticas principales se basan en la existencia de una onda compleja QRS
estrecha, así como una onda P positiva en la derivación -2 [13].
Taquicardia: Se corresponde con aquellas arritmias que producen una fre-
cuencia cardíaca superior a 100 latidos/min [10]. Es importante distinguir
entre dos tipos: taquicardia sinusal, que es un ritmo sinusal con una frecuen-
cia cardíaca generalmente situada entre 100 y 170 latidos/min; y taquicardia
auricular, que se caracteriza por tener un número de pulsaciones muy alto,
concretamente entre 170 y 250 latidos/min [18], muy regulares y con un
complejo QRS muy estrecho.
Aleteo auricular: Es un tipo de arritmia que sucede debido a la progresión
de impulsos eléctricos que entran por las aurículas realizando un trayecto
circular [11]. Este aleteo posee una frecuencia cardíaca muy alta, entre 250
y 300 latidos/min. Además, la forma que de su gráca, muestra una forma
de dientes de serrucho entre los complejos QRS.
Fibrilación auricular: Es la arritmia más frecuente en la práctica clíni-
ca [14], especialmente en personas mayores. Se caracteriza por ser caótico,
irregular, con reconocibles complejos QRS y con ausencia de ondas P. La
ecacia de las aurículas se pierde y existe un alto riesgo de que se produzca
un trombo intracadíaco si esta arritmia persiste más de 48 horas [13].
Bradicardia sinusal: Es una arritmia que se caracteriza por una secuencia
normal de activación, con un impulso que surge en el nodo sinusal y una
onda P normal, teniendo una frecuencia inferior a 60 latidos/min [18]. Si la
frecuencia cardíaca es muy lenta (inferior a 30 a 40 latidos/min en personas
de edad avanzada) puede existir aturdimiento o incluso poder llegar a sufrir
un síncope [13].
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Pausa sinusal: Se trata de un tipo de arritmia que sucede cuando el mó-
dulo SA no inicia los impulsos eléctricos, produciéndose un bloqueo en la
conducción que rodea el nódulo sinusal. [18].
Tensión arterial: Se entiende por tensión arterial (o presión arterial) la fuerza
que ejerce la sangre contra las paredes de las arterias. La medición de esta
constante vital se reeja con dos presiones: presión sistólica (número más alto),
que se produce cada vez que el corazón late para bombear la sangre a las arterias,
y presión diastólica (número más bajo), la cual se produce entre latidos, cuando
el corazón esta en reposo.
Cabe destacar que la presión arterial sigue un ciclo circadiano ya que no se
mantiene constante durante el día, sino que se producen variaciones en sus valores
según la fase del día en la que se encuentre el individuo. Habitualmente, la presion
es más baja en la fase nocturna, aunque se pueden producir variaciones según
el paciente clasicándose los pacientes como: dippers, si su presión nocturna
desciende entre un 10% y un 20%; non dippers, si su presión arterial desciende
menos de un 10%; dipper extremo, si su presión nocturna desciende más del
20%, y riser, si su presión nocturna es más elevada que la diurna o no les varía.
Con el n de determinar el nivel de la presión arterial de una persona nos
debemos basar en un promedio de dos a tres lecturas realizadas en al menos dos
ocasiones diferentes. En base a ese promedio obtenido, según la American Heart
Association, los diferentes patrones que nos podemos encontrar a la hora de
realizar la medición de la tensión arterial, se pueden clasicar como se muestra
en la Tabla 1 en relación a los valores obtenidos.
Sistólica Diastólica
Hipotensión < 80 mmHg < 60 mmHg
Normal < 120 mmHg < 80 mmHg
Elevada 120-129 mmHg < 80 mmHg
HTA Etapa 1 130 - 139 mmHg 80 - 89 mmHg
HTA Etapa 2 ≥ 140 mmHg ≥ 90 mmHg
Crisis Hipertensiva ≥ 180 mmHg ≥ 120 mmHg
Tabla 1: Clasicación de las tensiones arteriales - American Heart Association
(AHA)
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Saturación de oxígeno: La saturación de oxígeno consiste en la medida de la
cantidad de oxígeno disponible en la sangre. Esta cantidad consta del oxígeno
unido a la hemoglobina (que abarca entre el 97% y el 98% del contenido total de
oxígeno) y el oxígeno disuelto en el plasma. Unos niveles de saturación óptimos
garantizan que las células del cuerpo reciban la cantidad adecuada de oxígeno.
En la Tabla 2 se muestran diferentes patrones asociados a la medición de esta
constante viital junto con las actuaciones que se pueden llevar a cabo en relación
al valor de saturación de oxígeno que posea un paciente [19].
% Saturación Actuación
< 95% Paciente en buen estado, no hay que actuar.
95-90% Paciente con hipoxia. Tratamiento inmediato y monito-
rización de la respuesta al mismo.
< 90% Enfermo grave con hipoxia severa. Oxigenoterapia y tras-
lado al hospital.
< 80% Enfermo crítico. Valorar intubación y ventilación mecá-
nica.
Tabla 2: Actuación según% de Saturación
2.2. Sistemas actuales
En la actualidad existen diversos plataformas de bajo coste que permiten
realizar mediciones de diferentes constantes vitales. Algunas de ellas son:
Bitalino: Este sistema [1] está formado por un dispositivo que integra múl-
tiples sensores de medición para la adquisición de datos bioeléctricos y bio-
mecánicos. En él se puede realizar la conexión de diferentes sensores propios
de cada usuario, no solamente los propios de Bitalino, puesto que tanto los
bloques de control, como los bloques de alimentación y comunicación y el
rmware son de propósito general.
MySignals: Se corresponde con una plataforma desarrollada por Libelium
[4] para dispositivos médicos y aplicaciones de web eHealth, Android o iOS
que posee 15 sensores corporales diferentes que permiten realizar la medición
de diferentes constantes vitales como el nivel de glucosa, el ritmo cardiaco o
la presión sanguínea, entre otras. Además, posee dos aplicaciones diferentes,
una para el sistema operativo Android o iOS, que nos ofrece la posibilidad
de visualizar los datos a través de Bluetooth, y la aplicación Cloud, que nos
permite ver los datos que han sido guardados anteriormente en una cuenta
privada de usuario.
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Pulsera de medición bajo coste: Este dispositivo, creado por Venkata
Virajit Garbhapu y Sundararaman Gopalan y presentado en el 7th Interna-
tional Conference on Current and Future Trends of Information and Com-
munication Technologies in Healthcare (ICTH 2017) [12] consiste en una
pulsera que recopila la información relacionada con diferentes signos vita-
les del paciente. Una de las ventajas del diseño propuesto es que los signos
vitales pueden ser monitoreados por expertos en cualquier lugar del mundo
gracias a la red Wi-Fi.
2.3. Clasicadores de señales de ECG
En la actualidad, existen numerosas publicaciones que han tratado el tema
de la clasicación automática de las señales del electrocardiograma, proponiendo
diversos métodos para ello. A pesar de ello, existen diversas cuestiones que se
deben abordar con el n de desarrollar clasicadores más robustos y ecientes.
Algunos de estos problemas se basan en la elección del enfoque de clasicación
que se adoptará, la automatización de la selección de características y la forma
en la que se seleccionan los mejores parámetros libres del clasicador, la cual
generalmente se suele realizar empíricamente [17].
Uno de los métodos existentes, el cual ha sido denido en el artículo ECG
beat recognition using fuzzy hybrid neural network [20] se basa en la aplicación de
una red neuronal híbrida difusa para el reconocimiento y clasicación de ritmos
cardíacos basados en el ECG. Esta red consiste en una subred difusa autoor-
ganizada (utilizando algoritmos como el Gustafson-Kessel para su organización)
la cual permanece conectada en cascada con el perceptrón multicapa, el cual es
utilizado como el clasicador nal.
Por otro lado, en On-line heart beat recognition using Hermite polynomials
and neuro-fuzzy network [15], se realiza la creación de un enfoque neuro-difuso
para el reconocimiento y la clasicación de los diferentes ritmos cardíacos en
función de las formas de onda del ECG. Una de las partes más importantes
de este clasicador tiene su fundamento en que la señal del complejo QRS se
caracteriza por polinomiales de Hermite, cuyos coecientes sirven como las ca-
racterísticas del proceso, las cuales se aplican a una red neuronal difusa para su
reconocimiento.
3. Sistema propuesto
Como se indicó anteriormente en la sección 1, se comenzó la elaboración de
este sistema como parte del Trabajo de Fin de Grado del alumno Christian Bonal
Martín [16], perteneciente a la Universidad de Salamanca.
Este sistema que se desarrolló anteriormente se divide en tres partes: un sis-
tema web, desde el cual el profesional médico puede acceder a diversas funciones
como por ejemplo la realización de un estudio; un aplicativo móvil, el cual ayu-
da a los conductores de las ambulancias a conocer todas las incidencias que se
producen, así como a ahorrar tiempo a la hora de desplazarse a una de ellas, y
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un conjunto de scripts que permiten recoger los datos obtenidos en las lecturas
a partir de los sensores y su posterior envío al servidor.
Como mejora, en este proyecto se expondrá un motor de reglas que, a partir
de los datos obtenidos por los sensores, determine un diagnóstico en base a los
patrones anómalos antes estudiados en la sección 2.
3.1. Sistema Web
Esta parte del sistema se basa en un portal web que el profesional médico
puede utilizar para la realización de todas las tareas relacionadas con una con-
sulta a un paciente, como la realización de un estudio, así como la consulta de
históricos de dicho paciente.
La interfaz de este portal se ha realizado utilizando los lenguajes HTML y
CSS junto con el framework Bootstrap, ayudados por la utilización de la librería
Highcharts, la cual ayuda en la creación de grácas estáticas y de grácas en
tiempo real, el framework Firebase, el cual ayuda a realizar una comunicación
entre cliente y servidor más sencilla, y la API de Google Maps, con el n de
crear nuevos mapas en la interfaz. Para dotar de funcionalidad a este sistema se
ha utilizado el lenguaje PHP y el lenguaje JavaScript.
3.2. Sensores
Esta segunda parte del sistema consiste en una placa y un conjunto de senso-
res desarrollado por Cooking Hacks [2] que permite la realización de mediciones
de diferentes constantes vitales como por ejemplo el pulso cardíaco o la tensión
arterial. Los componentes principales del sistema de medición son:
Placas: Forman el núcleo principal del sistema, al cual se conectan todos los
sensores. Las placas de las que consta este núcleo son: Raspberry Pi 2 Model
B, utilizada como base para la captación y envío de los datos que se reciben
desde los sensores; Placa e-Health Sensor Shield V2.0, para la conexión de
los diferentes sensores, y Placa Raspberry Pi to Arduino Shields Connection
Bridge, que actúa como enlace entre la Raspberry Pi y la placa anterior,
con el n de poder conectar dicha placa, diseñada para Arduino, a la propia
Raspberry Pi.
Pulsioxímetro: Es un sensor que permite medir la cantidad de oxígeno
disuelto en la sangre mediante el uso de dos longitudes de onda de luz dife-
rentes, de 660 nm (luz roja) y de 940 nm (luz infrarroja) que permiten medir
la diferencia real en los espectros de absorción de la hemoglobina oxigenada
(HbO2) y sin oxigenar (Hb).
Tensiómetro: El tensiómetro es un sensor que permite al usuario controlar
la presión que ejerce la sangre contra las arterias mientras el corazón bombea.
Electrocardiógrafo: El electrocardiógrafo (ECG) es un sensor formado por
tres cables a los que se les conectan electrodos, cada uno con una polaridad,
que permite evaluar las funciones eléctricas y musculares del corazón.
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3.3. Aplicativo móvil
La tercera parte desarrollada en este sistema consiste en una aplicación iOS
mediante la cual los conductores de ambulancias pueden estar al tanto en todo
momento de las incidencias que se produzcan. En caso de que se reconozca
algún patrón anómalo grave en algún estudio realizado a algún paciente, los
conductores de ambulancia recibirán una noticación de alerta en sus dispositivos
móviles. Al atender dicha alerta, se indicará la ruta más rápida para llegar al
lugar donde se encuentra el paciente con el n de evitar retrasos que puedan ser
perjudiciales para la persona que ha realizado el estudio.
Además, cada usuario de la aplicación podrá visualizar un histórico de todas
aquellas incidencias que haya tratado.
3.4. Motor de reglas
Consiste en una aplicación Java que permite, a través de un conjunto de reglas
denidas utilizando el framework Drools, realizar el diagnóstico de diferentes
enfermedades en relación a los datos obtenidos en las mediciones y en base a las
características de los diferentes patrones anómalos que se han estudiado en la
sección 2.
Pulsioxímetro: Para el caso del sensor pulsioxímetro, las reglas que se han
generado intentan concluir el diagnóstico del paciente en lo referente a los valo-
res de saturación de oxígeno que se obtienen de dicho sensor. Los patrones que
se pueden detectar gracias a ellas son los relacionados con las enfermedades de
hipoxia, hipoxia severa y crítica y un patrón correcto. Un ejemplo de regla para
este sensor se muestra en la Figura 1.
Figura 1: Ejemplo de regla para el pulsioxímetro
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Electrocardiógrafo: Las reglas correspondientes con la interpretación del elec-
trocardiograma (ECG) obtenido a partir del sensor tratan de determinar diversos
patrones en la forma y duración de la onda, así como diferentes características
del pulso obtenido con el n de decidir si el paciente posee alguna anomalía o
no. Los patrones que se detectan a partir de estas reglas son los especicados en
la sección 2 para un ritmo sinusal, una taquicardia sinusal y auricular, un aleteo
auricular y una bradicardia sinusal.
Tensiómetro: Finalmente, el último grupo de reglas se centran en detectar pa-
trones anómalos en la medición de la tensión arterial a través del tensiómetro.
Los patrones que se pueden detectar, además de un patrón correcto, se centran
en las enfermedades de tensión alta, hipertensión fase 1, hipertensión fase 2 y
crisis hipertensiva.
4. Caso de estudio
Una vez creado el sistema, se realizaron diversos casos de prueba a 10 pa-
cientes diferentes, con edades comprendidas entre los 18 años y los 58 años para
determinar posibles variaciones antes de implantarlo como sistema para pacien-
tes crónicos. Las características de cada paciente se recogen en la Tabla ??.
Identicador Edad Género Estatura Peso
S0001 26 Varón 175 cm 83 kg
S0002 20 Mujer 168 cm 60 kg
S0003 18 Varón 184 cm 90 kg
S0004 38 Mujer 170 cm 64 kg
S0005 58 Varón 173 cm 86 kg
S0006 49 Varón 168 cm 70 kg
S0007 23 Mujer 160 cm 55 kg
S0008 29 Mujer 165 cm 58 kg
S0009 46 Mujer 170 cm 61 kg
S0010 33 Varón 180 cm 84 kg
Tabla 3: Características de los pacientes de prueba
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5. Resultados obtenidos
En esta sección se presentarán los resultados que se han obtenido una vez
realizadas las pruebas para los diez pacientes antes descritos. Cabe destacar
que a la hora de tomar las medidas los pacientes se encontraban en estado de
reposo. Además, se han realizado tres mediciones para cada paciente, obteniendo
la media de todos los resultados como resultado nal con el n de evitar posibles
errores de los sensores que afectasen al resultado nal.
Además, debido a la dicultad de encontrar pacientes que posean algún ti-
po de enfermedad relacionada con la medición de las constantes vitales en este
sistema, se generaron alrededor de 2500 estudios aleatorios para poder probar
su correcto funcionamiento para todos los casos en cada sensor. Para el caso de
la generación de grácos de electrocardiograma, se ha utilizado la herramienta
ECGSYN [3], la cual permite sintetizar señales de diversos electrocardiogramas
que ayuden a analizar los diferentes patrones de cada enfermedad. Posterior-
mente, a partir de los diagnósticos iniciales obtenidos gracias a las reglas, se
realizó un proceso de minería de datos con el que determinar si, utilizando al-
guno de los algoritmos descritos en la sección 2, se realizan las clasicaciones de
las enfermedades para los diferentes sensores de una manera correcta. Para ello
se ha utilizado la herramienta Weka [5], aplicando el algoritmo supervisado de
clasicación J48 para todos los casos, el cual se trata de una implementación del
algoritmo C4.5 antes descrito.
5.1. Pulsioxímetro
En la Tabla 4 se reejan los datos obtenidos para el sensor pulsioxímetro para
los 10 pacientes de prueba. Como se puede comprobar, el prototipo realizado ha
logrado clasicar de manera correcta a todos los pacientes en relación a los
valores de pulso y de saturación de oxígeno. Además, cabe destacar que ningún
paciente posee alguna enfermedad.
Identicador Valor Pulso Valor SPO2 Diagnóstico
S0001 72 99 Healthy
S0002 79 98 Healthy
S0003 70 97 Healthy
S0004 81 97 Healthy
S0005 74 98 Healthy
S0006 71 97 Healthy
S0007 79 99 Healthy
S0008 82 98 Healthy
S0009 77 99 Healthy
S0010 72 97 Healthy
Tabla 4: Resultados pulsioxímetro
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En cuanto a los resultados obtenidos en el proceso de minería de datos para
el sensor pulsioxímetro (Figura 2), se puede observar que se ha realizado la cla-
sicación de 2500 instancias, en la que se ha obtenido un 99,92% de acierto, lo
que supone que la mayoría de las instancias se han clasicado correctamente, sin
errores. Además, cabe destacar también el valor del índice Kappa, un medidor
que se usa para generar la curva ROC y que nos ayuda a comprender la calidad
de la clasicación, el cual se sitúa en 0.9991, muy cercano a 1 que es el valor
perfecto, cuando existe concordancia total.
Figura 2: Resultados: Pulsioxímetro
Analizando la matriz de confusión, podemos concluir que solamente se han
dado dos casos en los que no se ha realizado la clasicación correctamente. En el
primer caso, se detectó como una taquicardia auricular una taquicardia sinusal,
mientras que en el segundo caso se detectó como paciente sano un paciente con
una bradicardia sinusal. En el resto de casos, se han clasicado correctamente
los diagnósticos.
5.2. Tensiómetro
Para el caso del tensiómetro, los valores obtenidos para los 10 pacientes de
prueba se muestran en la Tabla 5. A raíz de los resultados obtenidos, se puede
determinar que se ha realizado un diagnóstico correcto en relación a los patrones
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anteriormente estudiados. En este caso, sólo se han podido obtener muestras de
tensión normal y tensión elevada.
Identicador Sistólica Diastólica Diagnóstico
S0001 110 68 Healthy
S0002 120 64 Healthy
S0003 120 71 Healthy
S0004 120 68 Healthy
S0005 128 72 Elevated
S0006 104 63 Healthy
S0007 106 72 Healthy
S0008 117 63 Healthy
S0009 125 78 Elevated
S0010 106 60 Healthy
Tabla 5: Resultados tensiómetro
En cuanto a los resultados obtenidos en el proceso de minería de datos para
el sensor tensiómetro, mostrados en la Figura 3, se puede comprobar que se ha
realizado la clasicación de 2432 instancias de manera correcta en su totalidad,
lo que supone un 100% de acierto. Además, el valor obtenido para el índice
Kappa concuerda con el valor del acierto, puesto que 1 signica concordancia
total.
Figura 3: Resultados: Tensiómetro
Si atendemos al resto de indicadores, se puede comprobar que todos ofrecen
el mayor valor posible, que es uno. En el caso de la matriz de confusión, se pue-
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den observar que todas las instancias se han clasicado en la clase correcta, sin
errores.
5.3. ECG
Para el sensor ECG, los datos obtenidos para los 10 pacientes de prueba se
reejan en la Tabla 6 y la Tabla 7. En este caso se examinan los diferentes pará-
metros importantes que forman la onda del electrocardiograma para determinar
si el paciente posee un ritmo normal.
Identif Ptime Pamplitud Qtime Qamplitud Rtime Ramplitud
S0001 0.03714 0.24583 0.02147 -0.24833 0.0172 2.21284
S0002 0.05705 0.15706 0.02177 -0.2895 0.01146 2.42337
S0003 0.06858 0.1491 0.01939 -0.16258 0.02576 2.36003
S0004 0.09601 0.11663 0.01869 -0.26649 0.01302 2.11937
S0005 0.03598 0.11962 0.02716 -0.20213 0.01111 2.12475
S0006 0.01484 0.19828 0.01523 -0.20946 0.01073 2.19507
S0007 0.05124 0.13179 0.01438 -0.26533 0.01959 2.29686
S0008 0.06054 0.20703 0.01964 -0.11461 0.00415 2.37246
S0009 0.00906 0.1794 0.01595 -0.24046 0.01746 2.27406
S0010 0.05235 0.15584 0.02642 -0.25646 0.02453 2.36248
Tabla 6: Resultados ECG I
Identif Tamplitud PRTime QRSTime Diagnóstico
S0001 0.4574 0.12016 0.07672 Healthy
S0002 0.46919 0.18451 0.09152 Healthy
S0003 0.47225 0.14078 0.0751 Healthy
S0004 0.42789 0.18029 0.08625 Healthy
S0005 0.40839 0.18448 0.08226 Healthy
S0006 0.41832 0.19176 0.08842 Healthy
S0007 0.48525 0.13691 0.06991 Healthy
S0008 0.48045 0.19477 0.08273 Healthy
S0009 0.44284 0.15446 0.08775 Healthy
S0010 0.42194 0.19061 0.09193 Healthy
Tabla 7: Resultados ECG II
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Al igual que para los anteriores sensores, el prototipo desarrollado ha reali-
zado un diagnóstico correcto, puesto que para todas las muestras recogidas no
se ha detectado ninguna anomalía, determinando que el paciente está sano.
En cuanto al proceso de minería de datos, los resultados que se han obtenido
para el sensor ECG se muestran en la Figura 4. En ellos se puede observar que
se ha realizado la clasicación de 2500 instancias, en la que se ha obtenido un
99,76% de acierto, lo que supone que la mayoría de las instancias se han clasi-
cado correctamente, sin errores (2494 de 2500). En cuanto al valor del índice
Kappa, como en los anteriores casos, es muy elevando, siendo 0.9972, muy cer-
cano a la concordancia total.
Figura 4: Resultados: ECG
Con el n de conocer los diagnósticos que se han clasicado incorrectamente,
tomamos como referencia la matriz de confusión. En ella se puede comprobar
que solamente se han dado seis casos en los que no se ha realizado la clasicación
correctamente. En el primer caso, se detectó que el paciente tenía un problema en
la onda P, pero en realidad estaba sano. En el segundo caso, hubo dos pacientes
que se clasicaron como sanos que en realidad tenían problemas en la onda R.
Finalmente, existen tres casos en los que pacientes que tenían un problema en el
intervalo PR se catalogaron como otra clase. (sanos, error en el segmento QRS
y error en la onda Q). En el resto de casos, el algoritmo clasicador ha incluido
en la clase correcta los diagnósticos.
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6. Conclusiones y líneas de trabajo futuras
Se ha realizado una investigación acerca de diferentes patrones anómalos re-
lacionados con la medida de algunas constantes vitales como el pulso o la satura-
ción de oxígeno, así como sobre diferentes sistemas propuestos en la actualidad
y diversos clasicadores para realizar técnicas de minería de datos, tal y como se
indicó en los objetivos, con el n de desarrollar una mejora del Trabajo de Fin
de Grado del alumno Christian Bonal Martín, de la Universidad de Salamanca
mediante la creación de un motor de reglas que realice diagnósticos en base a
los patrones anómalos antes estudiados.
En el caso de los resultados obtenidos para el pulsioxímetro, se puede com-
probar que todos los sujetos poseen un valor de saturación de oxígeno situado
entre el 97% y el 99%, lo cual signica que no tienen ninguna anomalía. En
el caso del pulso, se puede comprobar que las mujeres poseen un valor de pul-
saciones por minuto mayor que los hombres, debido principalmente al tamaño
del corazón, que es más pequeño en ellas. En cuanto a los resultados obtenidos
para el tensiómetro, se puede observar que la mayoría de los pacientes tienen
una tensión dentro de los valores en los que se considera normal. En el caso del
sujeto número 5 y del sujeto número 9, la tensión es elevada, pero ninguno de
ellos llega al problema de la hipertensión. Finalmente, observando los resultados
obtenidos para el electrocardiograma, se puede determinar que ninguno de los
pacientes posee alguna anomalía. Esta representación está ligada al valor del
pulso arterial, por lo que la correspondencia entre ambos es correcta, ya que se
indica en ambos resultados que el paciente está sano para todos los casos.
Teniendo en cuenta el global de los resultados, se puede concluir que tiene
una gran dicultad conseguir mediciones de personas enfermas, por lo que para
probar por completo dicho motor de reglas resulta necesario simular estudios.
Para el caso de la simulación de las señales de electrocardiograma, las cuales
son más complejas de simular, se ha utilizado la herramienta ECGSYN, que nos
permite generar grácos de electrocardiograma para diferentes patrones. A pesar
de esta dicultad, a la vista de los resultados se puede concluir que el sistema
realiza los diagnósticos de manera correcta, clasicando las enfermedades de los
pacientes de correctamente.
En cuanto a las líneas de trabajo futuras que se pueden realizar a partir de
dicho proyecto, destaca una ampliación del número de sensores que se puedan
utilizar para así obtener más datos que nos ayuden a tener una mejor perspectiva
acerca de la salud de los pacientes. Otra línea se basa en la inclusión de un ser-
vicio de mensajería instantánea para mejorar la comunicación con el profesional
médico. Otra opción futura para mejorar la funcionalidad del motor de reglas
se basaría en la creación de nuevas reglas que permitan conocer si un paciente
tiene una situación anómala en relación a posibles enfermedades que posea y
que puedan hacer que sus valores de constantes vitales varíen. Por otro lado, la
creación de servicios de gestión y reportes de las incidencias con el objetivo de
tener un mejor control de ellas y la creación de un sistema de localización del
paciente con el objetivo de que un paciente pudiese realizar sus estudios en el
lugar en el que se encuentre son otras dos posibles líneas futuras.
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Resumen Las empresas comerciales y de servicios entre otros sectores,
requieren que la gran cantidad de opiniones que se generan en la web
por los usuarios pueda ser extraída de forma automática, obteniendo la
polaridad de la opinión de sus clientes sobre sus productos o servicios
para alcanzar sus objetivos. Sin embargo, debido a que las opiniones de
la web son subjetivas y no estructuradas, aún existen problemas no so-
lucionados dentro de la minería de opiniones, como son los problemas de
ambigüedad y soporte de idiomas, que afectan a la hora de realizar la co-
rrecta clasicación de las opiniones. Se propone un sistema de minería de
opiniones que determine la polaridad positiva y negativa para el idioma
español, tratando de detectar la ironía como problema de ambigüedad. Se
diseñó un modelo con dos enfoques, el primero utilizando la herramienta
Natural Language Toolkit (NLTK) para el preprocesamiento de datos y
utilizando unigramas y bigramas como características. El segundo enfo-
que utilizando la herramienta TreeTagger para el preprocesamiento de
datos y aplicando el resultado lema/categoría gramatical como carac-
terísticas. Se implementó el método de aprendizaje supervisado con el
algoritmo Naive Bayes para su múltiple clasicación. La evaluación de
los resultados con las métricas de accurancy, recall, presicion y F-1 score
con puntuaciones por debajo de los 0.70. La importancia de los resultados
demuestran que la detección de ironía en Español utilizando las técnicas
clásicas de la minería de opiniones no son tan ecientes, aunque se deben
mejorar dos problemas fundamentales como son la cantidad de datos, el
idioma y la calidad del etiquetado.
Keywords: Minería de Opiniones, Análisis de Sentimiento
1. Introducción
Con el surgimiento de la web 2.0 y su rápido crecimiento, los usuarios pasaron
de ser usuarios pasivos a formar parte activa y colaborativa en la web, generando
diferentes tipos de contenido, uno de ellos es el contenido de forma textual. Las
opiniones de los usuarios son generadas diariamente en grandes cantidades y de
distintas formas, al calicar un producto comprado, al calicar algún servicio,
al expresar la opinión sobre un tema a través de las redes sociales, realizando
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comentarios en foros, criticando temas sobre noticias actuales, expresando opi-
niones en blogs, entre otros. Toda esta información generada es muy atractiva y
de bastante interés, principalmente para las empresas, el sector gubernamental,
también para investigadores y comunicadores, y además para los mismos usua-
rios. Debido a que esta información se encuentra en gran cantidad, fue necesario
buscar técnicas y mecanismos para la recuperación, procesamiento y análisis
de dicha información. Es aquí donde la Inteligencia Articial interviene dando
una respuesta a esta necesidad a través del Aprendizaje Automático o Machine
Learning y el Procesamiento del Lenguaje Natural (PLN) que son ampliamente
utilizados en lo que se denomina Minería de Opiniones.
La Minería de Opiniones o también llamado Análisis de Sentimiento, per-
mite el procesamiento y la extracción automática de información clasicándola
como opinión positiva, negativa o neutral, considerando que la información en
muchas ocasiones se encuentra de forma no estructurada y es subjetiva debido a
que maneja un lenguaje natural. Por estas razones la minería de opiniones cobró
mayor importancia permitiendo analizar una gran cantidad de datos y obtenien-
do información que es muy útil para las empresas, ya que les permite saber si los
usuarios están conformes con un determinado producto o servicio y esto ayuda
a mejorar sus productos o a plantear estrategias para retener a clientes.
A pesar de que en los últimos cinco años se realizaron bastantes trabajos en
este campo, la mayoría orientado al idioma inglés, y a que actualmente existen
varias herramientas comerciales para determinar el análisis de sentimiento, lo
cierto es que queda mucho camino por recorrer ya que varios obstáculos prevale-
cen a la hora de determinar la polaridad correcta de una opinión. Entre los retos
pendientes se encuentran problemas de ambigüedad, la variabilidad lingüística,
la falsedad, etc., todos estos afectan la clasicación del sentimiento de la opinión,
dando en ocasiones una clasicación negativa siendo positiva o viceversa.
Se propone elaborar un sistema de minería de opiniones, que trate de resolver
problemas de ambigüedad como la detección de ironía y además que esté dirigi-
do el idioma español utilizando datos de Twitter. Para alcanzar lo propuesto se
realiza la revisión literaria con el n de conocer el estado del arte, se estudian las
técnicas utilizadas con mejores resultados y en base a ello se propone un modelo
aplicado al idioma español para la minería de opiniones tratando de resolver el
problema de detección de ironía.
La estructura del trabajo se encuentra de la siguiente forma: En la sección
2 tenemos el estado del arte de la minería de opiniones, el Procesamiento de
Lenguaje Natural y el Aprendizaje Automático. En el punto 3 se describe la
metodología propuesta y el trabajo experimental. En la sección 4 se exponen los
resultados y la discusión, y nalmente en el punto 5 la conclusiones del trabajo
realizado y líneas de trabajo futuras.
2. Estado del Arte
La minería de opiniones es una rama del Procesamiento del Lenguaje Na-
tural (PLN), el que a su vez viene del campo de la Inteligencia Articial. Por
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otra parte la minería de opiniones es también clasicada como subconjunto de
la minería de contenido web y ésta a su vez pertenece a la minería de datos.
Los métodos principales que se han utilizado en los trabajos de minería de opi-
niones corresponden al Aprendizaje Supervisado y en base a Lexicón1[4]. Estos
trabajos han utilizado textos cortos y textos largos como datos de entrada, entre
las tendencias actuales de la minería de opiniones, se destacan el uso de datos
cortos que corresponden a datos de Twitter[8], esto principalmente debido a su
facilidad de obtención. Los métodos más utilizados para su extracción son a
través de hashtags '#' como forma supervisada y etiquetado automático, y de
forma manual con anotadores2 tambíen es utilizado un método semi-supervisado
el cual requiere menos cantidad de datos etiquetados y los no etiquetados van
aprendiendo poco a poco[5].
Sobre las técnicas de preprocesamiento de datos que corresponden al PLN
para la minería de opiniones, se destacan la tokenizacion y el análisis POS Tag-
ging. Como es sabido la mayoría de los trabajos utiliza datos en idioma inglés por
lo cual entre las herramientas más utilizadas está NLTK de Python, también se
menciona OpenNLP3 y las herramientas de Stanford NLP4[9], sin embargo se in-
vestigaron herramientas más adaptables para el idioma español resultado de esto
fue TreeTagger5. En cuanto a la extracción de características, es muy utilizado el
método de bolsa de palabras a través de la frecuencia de las características, con
unigramas y bigramas[5] de acuerdo a los objetivos de la investigación, algunos
autores tratan de analizar de forma general la polaridad, por documento otros
de forma de frase, de forma de grano y conceptual. Las técnicas de clasicación
más utilizadas en minería de opiniones y las que obtienen mejores resultados en
general son Naive Bayes y SVM. Estos debido a su facilidad de entendimien-
to y su eciencia.Por otra parte las técnicas en base a Redes Neuronales están
surgiendo. Las métricas de clasicación varían, pero por lo general se mide el
accurancy, la presision, el recall, y F1 score[4].
3. Metodología y Experimentación
Se presenta un modelo que permitirá la múltiple clasicación de las opiniones
de forma automática en el idioma español, a través de técnicas de Inteligencia
Articial tratando de detectar la ironía como problema de ambigüedad. La meto-
dología aplicada para el presente trabajo se resume en la gura 1 donde se sigue
una serie de pasos. Para la experimentación se implementará la metodología de
aprendizaje supervisado con dos enfoques, el primer enfoque realizando las ta-
reas de preprocesamiento con NLTK y construyendo una matriz con unigramas
1 Listado de palabras donde cada una tiene un valor numérico que corresponde al
grado de sentimiento ya sea positivo o negativo.





y bigramas y el segundo realizando el preprocesamiento con TreeTagger y cons-
truyendo la matriz con unigramas, donde el unigramas corresponde al lema/pos
de la palabra que se extrae previamente. A continuación se detalla el trabajo
experimental:
Figura 1: Metodología propuesta. Fuente: Elaboración propia
3.1. Corpus
Los datos utilizados para la experimentación fueron obtenidos de Twitter. La
extracción de tuits se realizó de forma supervisada y por grupos para obtener un
etiquetado automático. Se realizó la extracción de tres grupos de tuits: positivos,
negativos e irónicos a través de Python 3 utilizando la biblioteca Tweepy, la cual
permite la conexión al API REST de Twitter, se utilizó el método search que
busca los datos recuperando tuits de los últimos 7 días. Al momento de obtener
los tuits de cada grupo, se realizó una limpieza eliminado ciertos caracteres y se
excluyeron algunos tuits:
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1. Exclusión de Retuits: Se excluyen los textos que corresponden a retuits
ya que genera duplicidad, esto es identicado con `RT @' dentro del texto.
2. Exclusión de Tuits con URL: La mayoría de tuits que contienen URL
en el texto corresponden a propagandas. Por este motivo se decidió excluir
los tuits que contienen 'https://' en su texto.
3. Eliminación de hashtag '#': En muchos casos los usuarios incluyen el
hashtag seguido de una palabra como parte de la frase que comparten, de
esta forma se vio conveniente no eliminar toda la palabra sino únicamente
el símbolo hashtag '#' del texto.
4. Eliminación de emoticones: Con el n de evitar un sobre ajuste se elimi-
nan los emoticones, esto se realizó con una biblioteca llamada preprocessor6.
5. Eliminación de espacios: Se eliminaron todos los espacios innecesarios
antes de guardar los tuits.
6. Eliminación de menciones: Se eliminaron las menciones a usuarios utili-
zando la biblioteca llamada preprocessor.
7. Eliminación de tildes: Ya que el idioma español presenta tildes y estos
causan dicultad en el proceso, se utilizó una función que elimina las tildes
de los tuits.
Los tuits de los diferentes grupos fueron extraidos de la siguiente forma:
Tuits Positivos: Se realizó la extracción de 15020 tuits positivos. El criterio
de búsqueda se realizó con tuits que contengan el emoticón carita feliz ':D' en
su texto, asumiendo que estos tuits corresponden a sentimientos positivos.
Además al momento de obtener los tuits se etiqueto como 'positivo' y se
aplicaron los criterios de exclusión y limpieza de tuits antes mencionados.
Tuits Negativos: Se realizó la extracción de 10064 tuits negativos. El cri-
terio de búsqueda se realizó en base a tuits que contengan en su texto el
emoticón de carita triste ':(', asumiendo que estos tuits corresponden a sen-
timientos negativos. Además al momento de obtener los tuits se etiqueto
como 'negativo' y se aplicaron los criterios de exclusión y limpieza de tuits
antes mencionados.
Tuits Irónicos: Se realizó la extracción de 1125 tuits irónicos, ejecutando
el script en 3 ocasiones. El criterio de búsqueda se realizó con el #sarcasmo,
#ironía asumiendo que los tuits son irónicos. Además estos tuits se etiqueta-
ron como 'ironia' y se aplicaron los criterios de exclusión y limpieza de tuits
antes mencionados.
Debido a que el número de tuits irónicos era reducido (1125 tuits), se tomó la
misma cantidad para el grupo de positivos y de negativos, los tres grupos de tuits
fueron unidos en un solo archivo tuits.csv formando el corpus para el trabajo
experimental con 3375 tuits.
3.2. Preprocesamiento
El preprocesamiento o también llamado normalización del texto es el segun-
do paso del modelo propuesto. El primer enfoque realiza el preprocesamiento
6 https://pypi.org/project/tweet-preprocessor/, elimina menciones, emoticones.
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con bibliotecas de NLTK, y el segundo enfoque utiliza TreeTagger. Se explica a
continuación el tratamiento realizado para cada enfoque:
Enfoque 1 - Preprocesamiento con NLTK: Las tareas realizadas en la
etapa del preprocesamiento con NLTK son resumidas en gura 2.
Figura 2: Preprocesamiento con NLTK. Fuente:Elaboración propia
Se trabajaron los datos en estructura en memoria con Pandas7. Primeramen-
te añadiendo una columna llamada 'Etiqueta-Num' en la cual se introdujo una
etiqueta numérica equivalente a la etiqueta obtenida en la recolección de tuits
para los tres grupos, donde positivo =0, negativo=1 e ironico=2. Luego se pro-
cesaron los tuits, eliminando las palabras vacías para el español con un método
de NLTK stopwords.words('spanish' ) y aplicando SnowballStemmer ('spanish' )
para obtener la raiz de las palabras de los tuits.
El resultado del preprocesamiento con NLTK fue almacenado, creando una co-
lumna en el DataFrame llamado 'Preprocesado' como se tiene en tabla 1.
Etiqueta Tuit Etiqueta-Num Preprocesado
positivo
'Suena bien! La vida es muy corta
para no celebrar el amor'
0
'suen bien ! la vid cort
celebr amor'
negativo






'Gracias a todos por respetar a la
gente con pareja'
2 'graci respet gent parej'
Tabla 1: Preprocesado con NLTK
Enfoque 2 - Preprocesamiento con TreeTagger: Las tareas realizadas en
la etapa del preprocesamiento con TreeTagger son resumidas en gura 3.
7 Biblioteca de Python que permite el fácil uso de estructuras de datos a través de su
DataFrame el cual permite almacenar y manipular las y columnas.
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Figura 3: Preprocesamiento con TreeTagger. Fuente: Elaboración propia
Del mismo modo, se agregó una columna al DataFrame, en la cual se in-
trodujo una etiqueta numérica equivalente a la etiqueta textual obtenida en la
recolección de tuits para los tres grupos. Donde positivo =0, negativo=1 e ironi-
co=2. El enfoque se realizó leyendo uno a uno los tuits, estos fueron procesados
con TreeTagger a través de Python, el cual tokeniza el tuit y devuelve la palabra,
el lema y el POS Tagging de cada palabra correspondiente al tuit. Para poder
utilizar como características los lemas relacionados al pos de cada token del tuit,
se creó una columna en la estructura de DataFrame llamada 'Preproceso' en la
cual, se guardó únicamente el lema y POS Tagging (lema/pos) de cada palabra
(ver tabla 2 que representa al DataFrame).
Etiqueta Tuit Etiqueta-Num Preprocesado
positivo
'Suena bien! La vida es muy corta
para no celebrar el amor'
0
'Sonar\VLn bien\ADV !\FS el\ART vida\NC
ser\VSF muy\ADV corto\ADJ para\CSUBI
no\NEG celebrar\VLinf el\ART amor\NC'
negativo




todo\QU ya\ADV x\CARD favor\NC'
ironico
'Gracias a todos por respetar a la
gente con pareja'
2
'Gracia\NC a\PREP todo\QU por\PREP
respetar\VLinf a\PREP el\ART gente\NC
con\PREP pareja\NC'
Tabla 2: Preprocesado con TreeTagger
3.3. División de conjunto de datos
Se realizó la división de los datos del mismo modo para ambos enfoques. El
corpus preprocesado contiene un total de 3375 tuits de los cuales se dividió el
75% para el entrenamiento (2531 tuits) y el 25% para pruebas (844 tuits).
La división del conjunto de datos se realizó con el método train_test_split que
pertenece a la biblioteca scikit-learn de Python.
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3.4. Extracción de Características
La extracción de características se realizó a partir de los datos de la columna
'Preprocesado' del DataFrame de cada uno de los enfoques. Para la extracción
de características se utilizó CountVectorizer, en el cual se denió que se creara
un vocabulario a partir de unigramas y en otro caso con bigramas para el primer
enfoque. Para el segundo enfoque se denió el lema/pos obtenido del preproce-
samiento. En el primer enfoque, se ignoran las palabras más frecuentes del 50%
del corpus y las menos frecuentes debajo del 2%, para el segundo enfoque se
tiene la variante en un caso se realiza el mismo tratamiento de ignorar palabras
mas y menos frecuentes del corpus y en el otro caso no se aplica este tratamiento.
3.5. Vectorización o Bolsa de Palabras
Una vez extraídas las características, se realizó el proceso de vectorización el
cual se aplica en ambos enfoques. La vectorización o también llamada bolsa de
palabras, realiza la transformación a una matriz, en la cual se obtiene la frecuen-
cia por característica presente en cada tuit. Para realizar esta tarea se utilizó
vect.transform(train), este método usa el vocabulario ajustado para crear la ma-
triz. Si lo visualizáramos como un DataFrame con Pandas tendría un aspecto
como en la tabla 3, en la cual la primera la corresponde a las características
obtenidas en la extracción y luego por cada tuit se tiene la frecuencia en que




Preproceso con\PREP el\ART todo\QU ...
'Suena bien! La vida es muy corta
para no celebrar el amor'
0
'Sonar\VLn bien\ADV !\FS el\ART vida\NC
ser\VSF muy\ADV corto\ADJ para\CSUBI
no\NEG celebrar\VLinf el\ART amor\NC'
0 1 0




todo\QU ya\ADV x\CARD favor\NC'
0 0 1
'Gracias a todos por respetar a la
gente con pareja'
2
'Gracia\NC a\PREP todo\QU por\PREP




Tabla 3: Bolsa de Palabras. Fuente: Elaboración Propia
3.6. Entrenamiento Algoritmo de Clasicación
El algoritmo utilizado para el aprendizaje supervisado probabilístico fue Mul-
tinominal Naive Bayes , esto debido a que en el trabajo experimental se utiliza
la técnica de bolsa de palabras, donde se manejan datos enteros al obtener la
frecuencia de aparición de cada característica encontrada en el tuit, es sabido
que Naive Bayes clasica mejor este tipo de datos además que soporta la múl-
tiple clasicación. Por otra parte, Naive Bayes obtuvo mejores resultados en la
literatura revisada y es un algoritmo fácil de entender y de rápida ejecución
comparado con otros algoritmos supervisados.
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El algoritmo Multinominal Naive Bayes, fue aplicado para el entrenamiento de
ambos enfoques. El entrenamiento se realizó al 75% de los datos es decir 2531
tuits, el objetivo fue predecir la clasicación múltiple: positivo, negativo o iróni-
co.
4. Evaluación de los Resultados y Discusión
4.1. Evaluación de los Resultados
Una vez entrenado el modelo se realizó la predicción del conjunto de datos
de prueba a través de nb.predict de Sklearn. El conjunto de pruebas corresponde
al 25% del corpus, es decir 844 tuits.
Para la evaluación de los resultados, se obtuvo la matriz de confusión y se cal-
cularon las métricas accuracy, precisión, recall y f1-score.
Enfoque 1 - Evaluación de los Resultados
Matriz de confusión unigramas:
En tabla 4 podemos observar la matriz de confusión en la cual tenemos que
de 293 muestras que son positivas se predijeron 137 de forma correcta y 156
de forma incorrecta. De 289 muestras negativas se predijeron 173 de forma
correcta y 116 de forma incorrecta. De 262 muestras irónicas se predijeron
de forma correcta 258 y 4 de forma incorrecta.
Clase Positivo Negativo Irónico
Positivo 137 111 45
Negativo 83 173 33
Irónico 4 0 258
Tabla 4: Matriz-Unigramas
Matriz de confusión bigramas:
En tabla 5 podemos observar la matriz de confusión en la cual tenemos que
de 293 muestras que son positivas se predijeron únicamente 27 de forma
correcta y 266 de forma incorrecta. De 289 muestras negativas se predijeron
37 de forma correcta y 252 de forma incorrecta. De 262 muestras irónicas se
predijeron de forma correcta 240 y 22 de forma incorrecta.
Enfoque 2 - Evaluación de los Resultados
Matriz de confusión lema/pos:
En tabla 6 podemos observar la matriz de confusión en la cual tenemos que
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Clase Positivo Negativo Irónico
Positivo 27 16 250
Negativo 17 37 235
Irónico 9 13 240
Tabla 5: Matriz-Bigramas
de 293 muestras que son positivas se predijeron 139 de forma correcta y 154
de forma incorrecta. De 289 muestras negativas se predijeron 168 de forma
correcta y 121 de forma incorrecta. De 262 muestras irónicas se predijeron
de forma correcta 260 y 2 de forma incorrecta.
Clase Positivo Negativo Irónico
Positivo 139 96 58
Negativo 73 168 48
Irónico 2 0 260
Tabla 6: Matriz-lema/pos
Matriz de confusión lema/pos + reducción de palabras frecuentes
y menos frecuentes:
En tabla 7 podemos observar la matriz de confusión en la cual tenemos que
de 293 muestras que son positivas se predijeron 144 de forma correcta y 149
de forma incorrecta. De 289 muestras negativas se predijeron 176 de forma
correcta y 113 de forma incorrecta. De 262 muestras irónicas se predijeron
de forma correcta 256 y 6 de forma incorrecta.
Clase Positivo Negativo Irónico
Positivo 144 110 39
Negativo 80 176 33
Irónico 3 3 256
Tabla 7: Matriz-lema/pos y red. palabras
Comparativa de los dos enfoques en cuanto a las métricas obteni-
das:
En tabla 8 se puede observar que el mejor resultado fue obtenido del enfoque
2 resultado de aplicación de TreeTagger y reducción de palabras mas y me-
nos frecuentes. Por otra parte el que peores resultados obtuvo es el enfoque
1 con su variante bigramas. Curiosamente el enfoque 1 variante unigramas
y el enfoque 2 variante lema/pos tuvieron los mismos resultados.
107
En cuanto a las matrices de confusión se obtuvieron mejores resultados para
la clase irónico, es posible que esto se deba a que los datos se encuentran con
la palabra sarcasmo e ironía.
Variante del Enfoque Accurancy Precision Recall F1-score
Enfoque 1: Unigramas 0.67 0.66 0.67 0.66
Enfoque 1: Bigramas 0.36 0.47 0.36 0.28
Enfoque 2: lema/POS 0.67 0.66 0.67 0.66
Enfoque 2: lema/POS + reduccion de
características mas y menos frecuentes
0.68 0.67 0.68 0.67
Tabla 8: Métricas Comparativa
4.2. Discusión sobre los Resultados
Los resultados obtenidos en los experimentos realizados, demuestran en ge-
neral valores no muy altos en la mayoría de las métricas analizadas en ambos
enfoques y en relación a resultados obtenidos en otras investigaciones sobre la
minería de opiniones para el idioma inglés. Considerando que el presente trabajo
tenía como objetivo realizar una clasicación multietiqueta de textos en espa-
ñol, determinando la polaridad del sentimiento (positivo y negativo) y a su vez
detectando la ironía como problema de ambigüedad, se analizan los factores que
de alguna manera han podido inuir en los resultados.
Una de las primeras dicultades se tiene en la extracción de datos para for-
mar el corpus, uno por la cantidad de datos obtenida y otro por su calidad con
relación al etiquetado automático. Si bien muchos de los trabajos consultados en
la literatura para el idioma inglés, utilizan datos extraídos de Twitter, la extrac-
ción la realizan durante mucho tiempo, al menos cuando se trata de datos como
los relacionados con la ironía. Para el presente trabajo solo se pudieron hacer
tres extracciones, ya que el método utilizado search para la extracción de tuits
a través del API Rest de Twitter, solo permite obtener tuits de una semana de
antigüedad, aun así los datos fueron escasos para el conjunto de tuits irónicos
ya que además de etiquetar como #ironia y #sarcasmo, se tuvo que especicar
que los datos a extraer eran en idioma español 'es', lo cual delimitó mucho más
la cantidad de tuits obtenidos considerando que muchos usuarios no tienen ha-
bilitada la opción que especica su idioma.
Por otra parte, si bien muchos autores utilizan el hashtag # como método cona-
ble de recolección de tuits, como es el caso de tuits irónicos para el idioma inglés,
el experimento realizado indica lo contrario. Realizando una simple revisión de
datos nos damos cuenta que existen frases que realmente no corresponden a la
ironía por más que estén etiquetadas en Twitter como #ironía o #sarcasmo, un
ejemplo de esto son los tuits extraídos:
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'Por que hay gente que no entiende el sarcasmo? !Que aburrida debe ser su
vida sin comedia y humor!'
'Hay personas que no entienden el sarcasmo ni diciendoles: Lo que voy a
decir es un sarcasmo o en Twitter colocando un HT · Sarcasmo'
'Este millenial si entiende bien lo que es SARCASMO'
Esto demuestra que el uso del hashtag como clasicador de tuits para el espa-
ñol no es del todo conable. Consideramos que los resultados en la precisión
mejorarán considerablemente si se sigue una de las propuestas de la literatura,
que consiste en determinar primeramente si el tuit es objetivo o subjetivo antes
de proceder a la claisifcación. Otra opción sería realizar un etiquetado manual,
aunque se requeriría de más tiempo y de revisores humanos, sin embargo la cla-
sicación de la ironía no es un trabajo sencillo ni siquiera para el ojo humano.
Otro de los aspectos a considerar es el soporte de herramientas para el idioma
Español. Las herramientas que se utilizan en la literatura para el preprocesa-
miento y la extracción de características, no son muy ecientes al ser aplicadas
al idioma español, debido a la falta de desarrollo para este idioma. Un ejemplo
de esto es la lematización, en NLTK el lematizador para el inglés es muy bueno
y trae buenos resultados, sin embargo para el caso del español es prácticamente
inexistente, por tal razón para este trabajo se tuvo que optar por el método
stemming de NLTK que aunque existe para el español el mismo es deciente.
Para obtener el etiquetado gramatical sucede lo mismo, si bien existe la opción
para el español, falta el etiquetado de muchas palabras, lo pudimos corroborar
revisando la bolsa de palabras obtenidas de la aplicación con TreeTagger.
5. Conclusiones y líneas de trabajo futuras
Tras haber realizado el experimento de múltiple clasicación con datos en
español siguiendo las técnicas típicas de la minería de opiniones, no se pudo
comprobar la posibilidad de solucionar al 100% el problema de ambigüedad de
detección de ironía. Ya que si bien el segundo enfoque propuesto que utiliza
TreeTagger para obtener el lema/pos con exclusión de los términos más y menos
frecuentes en la bolsa de palabras obtuvieron mejores resultados que el primer
enfoque con unigramas y bigramas con NLTK, estos resultados no son sucientes
ya que las métricas se encuentran por debajo de los 0.70. Sin embargo, consi-
derando los problemas presentados como la cantidad de datos, la calidad del
etiquetado y el soporte de herramientas para el idioma español, no se debe des-
carta la posibilidad de que aplicando otros enfoques y mejorando las técnicas,
sea posible predecir con un mejor porcentaje de conabilidad los textos irónicos
en idioma español.
Como líneas de trabajos futuros, en primera instancia se debe obtener un cor-
pus más conable. Esto se puede realizar a través del etiquetado de clasicación
manual o de forma semisupervisada. Sería necesario realizar una comparativa de
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varias herramientas PLN para el idioma español. Primeramente se puede dise-
ñar un modelo de clasicación binario que detecte si la opinión es irónica o no
antes de predecir la polaridad. Para este propósito se pueden emplear otro tipo
de enfoques como una combinación del aprendizaje supervisado con léxico, o en
base a reglas.
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Resumen Las tendencias modernas en detección de objetos sitúan es-
te estudio en una división entre redes neuronales y demás técnicas de
visión articial. La aplicación de estas técnicas está determinada por
la información disponible para el entrenamiento de los algoritmos que
permitirán la predicción del objetivo. El experimento con arquitecturas
basadas en redes neuronales deriva las conclusiones hacia otras heurís-
ticas basadas en las propiedades de las imágenes. Se propone un ajuste
no para conseguir la mayor precisión en la detección de iconografía de
grupos radicales, enfrentando problemas como ruido, deformaciones en la
imagen y demás oclusión. Se valida la propuesta mediante experimentos
que demuestran su efectiva aplicación en ambientes de producción.
Keywords: Computer vision, Object detection, Neural networks, Dark-
ow, Sift, Opencv
1. Introduction
En la nueva era tecnológica donde nos encontramos, el campo de la Visión
Articial Computer Vision ha tenido pronunciados avances hasta formar par-
te activa en: la industria, medicina, educación y la sociedad en general. Esto
conlleva a una particular atención en su estudio y posterior reproducción, para
enfocarla en tareas humanas que, por su naturaleza, son tediosas, demandan
mayores recursos e inecientes en términos de volumen de análisis.
Los sistemas de reconocimiento de patrones (campo de la visión artical)
mediante imágenes realizan la identicación o clasicación, tomando en cuenta
un aprendizaje (supervisado o no supervisado) previo basado en grácas con el
objetivo target que se quiere detectar dentro de una imagen.
Muchos de los mecanismos de reconocimiento de patrones en imágenes están
basados en Sistemas Conexionistas que utilizan algoritmos de Redes Neuronales
Articiales para computar un entrenamiento training que luego es usado para
predecir (detectar) grácos o íconos contenidos en imágenes que no fueron par-
te del entrenamiento previo. Este principio de funcionamiento es empleado en
todas las arquitecturas de los Sistemas Conexionistas; por lo que, los datos de
entrenamiento dataset son imprescindibles, haciendo esta parte de la tarea muy
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complicada cuando la detección busca grácos difíciles de conseguir, como por
ejemplo iconografía radical.
Otro gran problema que enfrentan los sistemas conexionistas es que; las ico-
nografías están presentes en supercies que no son sólidas, por ejemplo: ropa,
banderas, etc. Por lo que la imagen muestra deformaciones producto de la posi-
ción, doblamiento y oclusión en general, afectando así la efectividad de la pre-
dicción.
En la actualidad existen otras heurísticas que buscan las relaciones matching
entre imágenes como se menciona en el estudio [3]. Estos algoritmos se basan en
la búsqueda de puntos claves keypoints que existen en la imagen y con los cuales
se determina una similitud muy precisa y con un coste computacional mucho
menor que el usado por las técnicas conexionistas.
2. Método propuesto
En esta sección se describe las técnicas y métodos utilizados para conseguir
los objetivos propuestos. La extracción de características de las imágenes y su
uso para realizar un emparejamiento con íconos de los grupos radicales.
2.1. Etiquetado de los datos de entrenamiento para un sistema
conexionista
La mayoría de los detectores de objetos realizan el entrenamiento de los
datos tomando como referencia los objetos a detectar mediante su ubicación
en el espacio de la imagen; es decir, donde empieza y termina el objeto en una
imagen. Una imagen puede contener varias anotaciones multidetection que hacen
referencia a distintas clases.
Esta etapa del aprendizaje de las imágenes a través de redes neuronales es
indispensable por su obvio propósito en materia de entrenamiento de la red.
Para esta tarea existen herramientas que facilitan el etiquetado, lo cual implica
que tiene que ser una tarea humana y con coste de tiempo muy representativa
(argumento concluyente en posteriores secciones del documento).
Figura 1: Etiquetado de imágenes para entrenamiento de red neuronal con la
herramienta "labelimg"
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La salida de este pre-proceso de entrenamiento es tradicionalmente un archivo
de extensión xml con información posicional del objeto (iconografía en este caso),
el nombre del chero de la imagen y nombre de la clase, entre otros datos.
2.2. Implementación de Darkow
Darkow es la implementación ocial propuesta por sus autores en el paper
[6] y [5]. Esta herramienta realiza la conguración y arquitectura de entrada para
crear una red neuronal convolucional (según la metodología de YOLO). En una
capa de más bajo nivel, esta implementación utiliza como biblioteca de Deep
Learning a Tensorow [1] la cual es donde se realizan los cálculos numéricos
necesarios para las operaciones.
Usando las rutinas de Darkow se realiza un entrenamiento con las imágenes
que contiene iconografía de grupos radicales. Se cuenta con archivos que con-
tienen pesos de un pre-entrenamiento con imágenes que es posible utilizar para
propósitos locales como el de este estudio.
2.3. Técnicas de visión articial
Son técnicas basadas en la identicación de la características de la imagen,
aportan conocimiento sobre los objetivos que se van a indenticar como par-
te del estudio, basándose generalmente en las particularidades presentes en la
distribución de los píxeles.
SIFT (Scale-Invariant Feature Transform) La función de transformación
de escala invariable (SIFT) es una de las técnicas más populares para detección
y coincidencia de características. Fue ideado por David Lowe y se considera
ampliamente como el punto de referencia de facto para evaluar otros métodos.
El esquema de coincidencia de SIFT comienza por la difuminación de las ver-
siones de muestra descendente y ascendente de la imagen con núcleos gaussianos,
para simular el efecto de los cambios de escala. Los puntos clave se identican
seleccionando máximos y mínimos de diferencias en tales características distinti-
vas de la imagen de los puntos clave invariantes de escala. La idea es seleccionar
puntos que permanezcan estables frente a este escalado (simulado), de modo que
sean detectables y se puedan aparear en imágenes de escala variable.
Luego se asignan orientaciones dominantes, mirando al gradiente de la imagen
de un kernel que rodea un punto clave particular, y se alineará en la etapa de
emparejamiento matching para ignorar posibles diferencias de rotación en el
plano. La robustez a la distorsión local (causada, por ejemplo, al cambiar la
perspectiva) se logra borrando y volviendo a muestrear los planos de orientación
de la imagen local.
Una región local alrededor de un punto clave particular se normaliza con
respecto a la escala, la orientación, las pequeñas distorsiones anes menciona-
das anteriormente, y la iluminación. Finalmente se construye un vector de 128
elementos que servirá como el descriptor de la característica.
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Las características de una imagen hacen referencia a un patrón de píxeles que
forman una propiedad visual la cual se puede utilizar para identicarla, clasi-
carla o encontrar similitudes con otras imágenes, de forma parcial o completa.
Muchos de los algoritmos clásicos para esta tarea utilizan al gradiente de la
imagen.
El gradiente de imagen Es un concepto que reere al cambio (suciente-
mente pronunciado) de la dirección en la intensidad o el color de una imagen;
tiene mucho uso también en la detección de bordes, contornos y más formas de
procesamiento.
Figura 2: Ejemplo de gradiente obtenida mediante un algoritmo de cálculo de
gradiente (Laplacian, Sobel en x,y)
Con estos cálculos sobre los vectores numéricos de la imagen y su orientación
(obtenida mediante la gradiente) esta técnica de visión articial busca obtener
los puntos clave, concepto sine qua non la propuesta de este documento tendría
nalidad.
Es importante que las características de la imagen estén presentes en la mayor
parte de las escalas posibles de la imagen para la ubicación de estas escalas se
usa una función continúa conocida como el espacio de escala descrito en: [7]
A mayor número de escalas donde esté presente una característica, mejor será
su abilidad y eciencia del algoritmo, esto es la frecuencia de muestreo en la
que, de ser sobreutilizada haría solamente más pesado al algoritmo sin mejores
resultados.
El descriptor de características La obtención de las regiones y escalados
válidos tiene su propósito en esta parte del estudio ya que con estos parámetros
se plantea un sistema de coordenadas de dos dimensiones ahora con la certeza
que la varianza del escalado no inferirá en extracción de características.
El descriptor de característica es una región de la imagen altamente distintiva
del resto de regiones tomando en cuenta un cierto nivel de invariabilidad, por
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ejemplo: la exposición a la luz. Un descriptor se crea calculando primero la
magnitud y la orientación del gradiente en cada punto de muestra de imagen en
una región alrededor de la ubicación del punto clave.
El keypoint se determina por la longitud de cada echa (dirección) corres-
pondiente a la suma de las magnitudes de gradiente cerca de esa dirección dentro
de una región de la imagen y escala, es decir: el círculo azul en esta gura.
Figura 3: Direccionalidad de keypoints
El objetivo principal de esta técnica es la obtención de los keypoints de la
imagen. Tantos como sea posible y de igual dimensionalidad, esta propiedad
viene dada por el vector de características, representada por un vector numérico.
En Opencv los vectores de características se representan por arreglos numpy.
Figura 4: Obtención y marcado de keypoints en el ícono del grupo radial colom-
biano .Ejército de liberación nacional"
Figura 5: Obtención y marcado de keypoints en el ícono del grupo radial Isis
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2.4. Emparejamiento de características
La parte más costosa desde el punto de vista computacional de muchos al-
goritmos de visión por computadora consiste en buscar las coincidencias más
similares a los vectores de alta dimensión, también referido como el empare-
jamiento del vecino más cercano. Tener un algoritmo eciente para realizar la
coincidencia de vecinos más rápidos en grandes conjuntos de datos puede traer
mejoras de velocidad de varios órdenes de magnitud para muchas aplicaciones.
Ejemplos de tales problemas incluyen encontrar las mejores coincidencias
para las características de imágenes locales en conjuntos de datos grandes agru-
pando las características locales en palabras visuales usando kmeans o algoritmos
similares. Igualación de características de imagen global para reconocimiento de
escena, estimación de pose humana, emparejar formas deformables para reco-
nocimiento de objetos o realizar correlación cruzada normalizada (NCC) para
comparar características de íconos en grandes conjuntos de datos de imágenes.
El problema de búsqueda del vecino más cercano también es de gran importancia
en muchas otras aplicaciones, incluido el aprendizaje automático, la recupera-
ción de documentos, la compresión de datos, la bioinformática y el análisis de
datos.
Fast Approximate NN MatchingFL - ANN La búsqueda exacta es de-
masiado costosa para muchas aplicaciones, por lo que ha generado interés en
los algoritmos de búsqueda de vecinos más cercanos que devuelven vecinos no
óptimos en algunos casos o falsos positivos.
Dentro de esta familia de algoritmos de emparejamiento, el que mejor re-
sultado experimental presenta es: "búsqueda de prioridad árbol k-means o los
múltiples árboles aleatorizados k-d". La propuesta de este estudio desarrolla la
parte de resultados usando este algortimo.
The Randomized k-d Tree Algorithm El algoritmo de árbol aleatorio k-d es
un algoritmo de búsqueda del vecino más cercano que construye múltiples árboles
aleatorios que se procesan en paralelo. Los árboles se construyen de manera
similar al árbol kd clásico [4]], con la diferencia que, donde el algoritmo de árbol
clásico divide los datos con la varianza más alta, los árboles kd aleatorizados
divide las dimensiones al azar desde las dimensiones superiores con la mayor
varianza.
La búsqueda en este bosque aleatorio k-d mantiene una cola de prioridad
única en todos los árboles aleatorizados. La cola de prioridad se ordena aumen-
tando la distancia al límite de decisión de cada rama en la cola, por lo que la
búsqueda explorará primero las hojas más cercanas de todos los árboles. Una
vez que se ha examinado un punto de datos (en comparación con el punto de
consulta) dentro de un árbol, se marcará para no volver a examinarse en otro
árbol. El grado de aproximación está determinado por el número máximo de
hojas que se visitarán en todos los árboles, devolviendo los mejores candidatos
vecinales más cercanos encontrados hasta ese punto.
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Figura 6: Se muestra el valor de búsqueda en muchos árboles kd aleatorizados al
mismo tiempo, se puede observar que el rendimiento mejora con la cantidad de
árboles aleatorizados. (kd-trees clásico frente a aleatorizado)
Figura 7: Aceleración de búsqueda para diferentes tamaños de conjuntos de datos
3. Resultados experimentales
En esta sección se presentan los resultados de las técnicas aplicadas utilizando
la metodología propuesta. Se realiza la experimentación con imágenes de grupos
radicales en distintos escenarios y con distinta posición iconográca.
3.1. Sistemas conexionistas
Esta sección describe y visualiza los resultados obtenidos de la aplicación
e implementación de la arquitectura YOLO propuesta método de detección.
Además indica de manera global la distribución de los datos de entrenamiento
y cómo fueron usados para el propósito.
Dakow y Tensorow Para este propósito se utilizó la implementación ocial
propuesta por los autores del método You Only Look Once, esta es DarkFlow, la
cual está escrito en Python y utiliza el famoso api de Google llamado Tensorow
como motor de deep learning. La arquitectura nal de la red convolucional que
arma tensoow permanece invisible para el estudio porque este framework
realiza los cálculos a bajo nivel para obtener velocidad en la etapa de training.
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A pesar de que actualmente la tendencia es usar la unidad de procesamiento
gráco de los ordenadores GPU [8], el presente estudio se realizó usando úni-
camente la cpu tradicional. Es muy recomendable realizar estas pruebas sobre
la gráca para reducir considerablemente el tiempo de entrenamiento de los da-
tos . Esta recomendación también podría ser usada en muchas otras tareas de
aprendizaje profundo.
Los datos de entrenamiento Durante la investigación previa para el presente
estudio, se seleccionaron grupos radicales con suciente aparecimiento en medios
de publicidad con el n de subir el volumen de datos de entrenamiento y su
eciencia para las técnicas conexionistas.
Grupo radical Número de imágenes
Hogar Social Madrid 57
Golden Dawn 54
Isis 25
Tabla 1: Dataset de entrenamiento
Figura 8: Golden Dawn




Preparación de los datos para el entrenamiento Usando la herramienta
LabelImg se procedió a el etiquetado de todas las imágenes que se tienen para
que el algoritmo conozca exactamente donde se encuentra el objetivo y realice
el cálculo correcto de los pesos weights.
Figura 11: Ejemplo del etiquetado de los datos, cuadros verdes. Grupo HSM
La representación nal de esta tarea es un archivo formato xml que indica las
coordenadas 'x' e 'y' cartesianas de la posición donde se encuentra el target, en
nuestro caso el ícono. Se pueden etiquetar varios íconos en una misma imagen, lo
que es muy favorable ya que esto amplia el volumen del dataset de entrenamiento.
El verdadero gran problema de esto es que debe ser de forma irrestricta una
tarea humana, lo cual cambia la manera global el empleo de esta técnica para
un propósito tan no como el de este estudio.
Ejecución del entrenamiento. Darkow provee una interfaz a través de línea
de comando en la cual se envían los argumentos con los datos del modelo y
conguración de la red neuronal. En este caso son los valores por defectos para
un nuevo modelo. El entrenamiento de los datos toma entre diez y quince horas
en un ordenador de características normales únicamente usando la CPU, aunque
es muy recomendable usar la GPU para este tipo de cómputos [2]
Resultados (predicción) Darkow también presta una interfaz para que otras
aplicaciones puedan hacer uso de las predicciones, este código podría ser utilizado
para conectar con otros servicios para ambientes de producción. El resultado es
devuelto en formato json el cual contiene las coordenadas de la detección y su
conanza.
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Figura 12: Consulta externa a una predicción a partir del entrenamiento realiza-
do.
Figura 13: Imagen de Golden Dawn a predecir
Tiempo de consulta: 3.2881 segundos. La predicción a encontrado un ícono
dentro de la imagen a predecir, pero la conanza con la que se cuenta no es un
condence score aceptable según [9].
3.2. Detección basada en detección de características
Para la implementación de los algoritmos se utilizó la librería de código abier-
to OpenCV y su submódulo OpenCV-Contrib-Python, ambas compiladas para
ser usadas con lenguaje Python. OpenCV es una librería lo bastante madura
para dar soporte al anamiento de algoritmos (en su mayoría) desde su parte
matemática core. La exibilidad de Python nos da la libertad de enviar nuevos
parámetros al algoritmo o -de no hacerlo- usa los valores por defecto.
Todos los tratamientos que se realizan sobre las imágenes deben estar pri-
meramente convertidas/representadas a formato de arreglo array con base de
entero de ocho bits, o sea: uint8. Esta tarea básica la realiza opencv de manera
explícita.
La documentación ocial de opencv describe el uso de los algoritmos en su
nivel paramétrico, es decir: las entradas y las salidas devueltas por sus funciones,
lo que aporta una sólida base e inicio de la experimentación. Las pruebas se
realizan aplicando los algoritmos con sus valores por defecto y luego anándolos
para conseguir los mejores resultados.
Los objetivos de esta parte de los experimentos están enfocados en incremen-
tar el número de keypoints que se extraen de la imagen.
3.3. SIFT (Scale-Invariant Feature Transform)
Los valores que el algoritmo carga al momento de la instanciación de su clase
están denidos de la siguiente manera:
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Nfeatures: La cantidad de mejores características para retener. Las carac-
terísticas se clasican por sus puntajes (medidos en algoritmo SIFT como
el contraste local). Valor por defecto es cero, lo que indica que nos dará el
máximo valor de keypoints que encuentra.
NOctaveLayers: El número de capas en cada octava El número de octavas
se calcula automáticamente a partir de la resolución de la imagen. Valor por
defecto es 3.
ContrastThreshold: El umbral de contraste utilizado para ltrar las caracte-
rísticas débiles en regiones semi uniformes, o sea el bajo contraste. Cuanto
mayor es el umbral, menos características produce el detector. Valor por
defecto 0.04.
EdgeThreshold: El umbral utilizado para ltrar las características de borde.
Valor por defecto 10.
Sigma: La sigma del Gaussiano aplicado a la imagen de entrada en la octava
cero. Valor por defecto 1.6.
Figura 14: Experimentación del valor sigma. El ajuste de este valor en el algorit-
mo incrementa de manera muy pronunciada el encuentro de más keypoints en
la imagen. Para este caso, nos quedamos con el nuevo valor de sigma = 0.4
Experimentación del valor sigma
3.4. Resultados obtenidos
La experimentación con los parámetros de entrada del algoritmo nos devuel-
ve un mayor número de coincidencias de características representativas en la
imagen. Pero este número mayor de keypoints encontrados en la imagen no es
una garantía de que el algoritmo esté trabajando bien, ya que cuando se realiza
el plot de la imagen se pueden observar el gran número de falsos positivos. Esto
es una gran desventaja para la aplicación de algoritmo.
Distribución de imágenes para pruebas
Parámetros usados para la experimentación con SIFT
Es decir qué: un match positivo sería sobre los 80 keypoints encontrados.
Tomar en cuenta que este no es el total de keypoints, sino el total de keypoints
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Figura 15: Experimentación del valor contrast threshold. El mejor valor para
este parámetro es 0.02. Se puede notar que: a menor valor del contrast threshold
mayor es el número de buenos matches obtenidos.











Tabla 3: Parámetros del algoritmo usado con SIFT
que se encuentran agrupados, contenidos o al rededor del ícono. Este sería el
criterio más importante de la decisión de si una imagen contiene o no un ícono
radical.
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Figura 17: Gráca de las mejores keypoints encontrados y que están agrupados
cerca en imágenes positivas y negativas. Para este caso se experimentó corriendo
en algoritmo sobre las 50 imágenes que contenían íconografía de Hogar Social
Madrid y luego otras 50 con imágenes de ambientes normales sin ningún tipo de
iconografía
Figura 18: Algoritmo SIFT aplicado sobre una imagen que no contiene un ícono,
este es un caso Negativo.
Figura 19: Algoritmo SIFT funcionando ecientemente.
Tipo de imagen Número de imágenes Media de keypoints emparejados
Positivas 50 85
Negativas 50 29
Tabla 4: Resultados obtenidos de hacer match del ícono de HSM contra 50
imágenes con iconografía y 50 sin ella.
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3.5. Resumen de aplicación de detectores de características de
OpenCV






Tabla 5: Total de descriptores de kps de algoritmos de detección
4. Conclusiones y futuras líneas de trabajo
Las conclusiones que se derivan de los experimentos e investigación realizados
están enfocadas explícitamente a la aplicación de estas técnicas sobre el caso
particular de detección de iconografía radical. Los enfoques podrían variar en
cualquier sentido cuando sean realizados sobre otro tipo de información en cuanto
a: volumen de datos, tamaños de imagen, objetivo a detectar, etc.
Se ha demostrado que el uso de las técnicas conexionistas para detección
de objetos en imágenes conserva una estricta relación proporcional entre su
eciencia y los datos de entrenamiento.
Las técnicas conexionistas necesitan un apropiado tratamiento en el etique-
tado de sus imágenes objetivo para evitar ingresar ruido y restar eciencia en
el cálculo de sus pesos y posterior predicción. Por lo tanto, la tarea de etique-
tado de las imágenes es una terea imprescindible para cualquier aplicación
de esta técnica.
Se ha estimado la poca eciencia de las técnicas conexionistas en la detección
de iconografía radical por el motivo de que estas imágenes no son abundantes
en ningún escenario.
Se ha puesto en evidencia que los detectores de características de las imágenes
son técnicas altamente ables en especial cuando se necesita detectar íconos,
esto debido a que las grácas de diseño icónico presentan trazos particulares
lo cual incrementa la eciencia de los algoritmos actuales para este propósito.
Se conseguido vericar que un número igual o mayor que 80 keypoints cerca-
nos, es un valor muy aceptable para dar positivo en una detección de íconos
en imágenes.
Para esta área de investigación y basado en el presente estudio se proponen
las siguientes líneas de trabajo:
Estudio de los detectores de características en imágenes en contexto de ma-
nifestación, es decir: donde la oclusión pueda ser anticipada y tratada de
manera apropiada para imágenes al aire libre o en las calles.
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Realizar un estudio matemático para calcular las ondulaciones o deforma-
ciones que un ícono sufrirá al estar impreso en materiales textiles como ropa
o papel. Una ecuación que describa estas traslaciones y pueda servir para
entrenar mejor los algoritmos.
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Resumen Human action recognition and prediction are two of the im-
portant areas in computer vision. The researches and outputs are being
used in various contexts like security surveillance systems, robotics and
human-computer interaction. While human action recognition is a com-
mon research area, the prediction of human actions is still an area that
needs more attention and research. The work in this paper focuses to
design an easy-to-implement intelligent system to recognize humans/ob-
jects by using various basic object detection algorithms and predict their
immediate future actions by training a model in neural networks as one
of the main machine learning approaches. The system will predict the
immediate future location of a moving object/human. The experiments
that have been done are also provided step by step in this paper. The
pieces of codes that have been used and the results of the experiments
are provided as well.
1. Introduction
In recent years, our machines have learned to see and understand their en-
vironment. Now our cameras detect our faces in images we take, and social
network applications can even recognize people in the photos we upload from
these cameras. In the next few years, we will experience an even more radical
transformation. In a short time, the cars will be driven by themselves which is
already happening, our cell phones can read and translate a letter in any lan-
guage, and our x-rays and other medical images will be read and analyzed by
powerful algorithms that can accurately suggest a medical diagnosis, and even
recommend eective treatments.
Machine learning is becoming an important eld with a combination of com-
puting power, many image data and a set of ideas taken from mathematics,
statistics and computer science. This fast-growing intersection of machine lear-
ning has taken o, aecting many of our day-to-day interactions with the world
and each other. One of the most important characteristics of the current machine
learning changes in computer vision is that it depends to a large extent on soft-
ware tools that are freely available and developed by large groups of volunteers,
amateurs, scientists and engineers in open source communities.
Machine learning is no longer just a moda term, it is all around us: from the
preventing spams of our emails to the automatic labelling of friends in pictures,
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and the prediction of the movies we like. As a subeld of data science, machine
learning allows computers to learn through experience: making predictions about
the future using data collected from the past.
One of the notable usages of machine learning is predicting future. Predic-
ting immediate human actions has a variety of applications ranging from the
interaction between humans and robots to the detecting unusual situations in
surveillance videos and service-based algorithms for personal or health care pur-
poses. As an example, in the autonomous health services, consider an agent:
monitor the activities of a patient, trying to predict if the patient is losing their
balance. If the agent is able to predict the next action, it could determine if
the patient could fall and take an action to try to prevent it. Some people say
that tennis players predict where the ball will go by looking at the actions of
opposite players since the ball moves very fast so that a human being cannot
easily predict its future location. Very similar to this example, now the machines
try to predict the immediate future by recognizing and analyzing the action of
humans.
In this work, I have focused on the detection of humans in images, possibly
taken from videos and predict the following actions based on these images. I
have tried to predict the next location of a human / or object in motion by
using the location points obtained from the previous movements of a human
being. An open source computer vision library called OpenCV was used to detect
objects and create a model with its neural network class. [2] In the following
section, basic concepts and various methodologies have been explained to detect
objects/humans and to predict future actions. Section 3 describes the purpose
of the document. In section 4, the experiments that have been carried out, from
the generation images to the detection of humans and the prediction of future
actions are explained and in section 5, the results of the work and future work
ideas were described.
2. Preposed Method
This section describes both the proposed algorithms to detect objects, im-
plementation of artical neural network and the system.
2.1. Tools used
In this work, .NET Framework with C# has been used to generate random
data and CSV les. To read CSV les, generate images, recognize objects and
train a neural network, we used an open source computer vision library called
OpenCV [2]. As an integrated development environment, Visual Studio 2017 has
been used.
2.2. Generating data and images
In order to predict a future action, we need to train a neural network by using
an existing dataset. The more data we have, the better predictions the neural
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network can make. After lots of researches on the internet, it is understood
that it is hard to nd this data set, that's why I have decided to generate the
data myself. Since the approach in this work is detecting people (circles) in the
sequence of images and predict the future actions, we can create random data
sets which simulate a human moving to dierent directions.
To generate random coordinates that simulate a human being that is moving
to the right, we have created ten values of x, each one is greater than the previous
one. A console application has been created to generate random data and write
that data into a CSV le.
For each direction, 20000 coordinates of the human moves have been created.
This data can be assumed that a coordinate points of a moving object such as
a car or human and 16000 to train and 4000 images to test. As there are 4
directions that a human can reach, and as each image has 10 following actions
and each step has its own image, after creating everything, we have 10 * 80000 =
800,000 images. It is almost impossible nd that amount of images or frames on
the Internet. The best way would be to extract them from the video recordings,
but it would take a lot of time. That is why we are creating our own data and
images to work with.
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
0 0.03 0.13 0.3 0.4 0.43 0.59 0.68 0.77 0.86
0 0.05 0.15 0.29 0.35 0.37 0.43 0.61 0.67 0.69
0 0.02 0.18 0.25 0.27 0.28 0.44 0.56 0.59 0.73
0 0.02 0.14 0.18 0.28 0.39 0.4 0.6 0.8 0.84
0 0.07 0.15 0.2 0.25 0.32 0.47 0.49 0.65 0.73
0 0.04 0.19 0.29 0.35 0.46 0.48 0.66 0.75 0.86
0 0.03 0.11 0.13 0.27 0.4 0.5 0.54 0.6 0.83
0 0.04 0.11 0.23 0.39 0.46 0.5 0.58 0.59 0.77
0 0.03 0.14 0.23 0.32 0.37 0.58 0.64 0.7 0.79
0 0.09 0.18 0.19 0.33 0.4 0.41 0.5 0.66 0.77
Tabla 1: Initial records of data showing that a human goes to the right.






Tabla 2: Number of images (sequence with 10 coordinate points) produced
Each data in a single cell is a point in the coordinate system. We have used
the frame of the images as corodinate system.
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Figura 1: Coordinate system used.
Once we have the position data in CSV le, we have generated the images
using OpenCV. First we read the CSV les with OpenCV and create the image
les with the following code.
Mat imageTfm(600, 300, CV_8UC3, Scalar(255, 255, 255));
Point centerOfCircle = Point(400, 300);
circle(imageTfm, centerOfCircle, 100, Scalar(0, 0, 0),5,8);
imwrite("coordinate1", imageTfm);
Figura 2: Four image sequences simulates an object moving to the right.
2.3. Detecting circles
In order to obtain position data from images, the system needs to detect
circles, hence position data for each image. Hough Circle Transform method has
been used to detect circles.
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The detection of lines and circles in an image is a fundamental problem in
image processing applications. The extraction of circles of digital images has re-
ceived more attention for several decades because an extracted circle can be used
to generate the location of the circular object in many industrial applications. So
far, many circular extraction methods have been developed. The Hough Circle
Transformation (HCT) is one of the best-known algorithms and aims to nd
circular shapes with a given radius r inside an image.[1]
The Hough transform is an eective method of detecting binary images in
a straight line, circle, ellipse and other graphics. Later, it was proposed that
the generalized Hough transform can detect graphics arbitrarily. The Hough
transform has been applied not only to the graphic identication of recognition
of borders, but also to biomedical, image processing of oce documents, SAR /
ISAR image processing and automatic interpretation of aerial images. [4]
OpenCV has a ready-to-use class for HCT. In a few simple steps, the circles
in the object can be detected.
Mat src = imread(filename, IMREAD_COLOR);// read the imagefile
Mat gray;
cvtColor(src, gray, COLOR_BGR2GRAY); // convert to gray
medianBlur(gray, gray, 5); / add median blur
vector<Vec3f> circles;
HoughCircles(gray, circles, HOUGH_GRADIENT, 1, gray.rows / 16,100, 30, 1,30);
The HCT function of OpenCV detects the circles, draws a frame around it
and creates a vector from those circles Figure:3. From these vectors, we can ob-
tain their position in the image. We will train the neural network model using
that position of data acquired from the detected images. Depending on the num-
ber of circles in the images, we can optimize the parameters of the functions so
that the method recognizes better. In our example, we have only one circle per
moment, but in real life there may be more circles in a frame.
Figura 3: Detected circles by HCT algorithm. Circles simulates a human moving
to up
After detecting circles, the CSV les which includes the position points of
each circle has been created.
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2.4. Creating the articial neural network and training
Computer Vision uses several machine learning algorithms to achieve die-
rent things. OpenCV provides a module called ml that has many integrated
machine learning algorithms. Some of the algorithms include Bayes Classier, K-
Nearest Neighbors, Support Vector Machines, Decision Trees, Neural Networks,
and more. It also has a module called anne that contains algorithms for quick
searches of nearby neighbors in large data sets. Machine learning algorithms
are widely used to build object recognition, image classication, face detection,
visual search, etc. [3]
Researches on articial neural networks, commonly known as "neural net-
works", has been motivated from the beginning by the recognition that the
human brain competes in a completely dierent way than the conventional di-
gital computer. The brain is highly complex, non-linear and parallel computer
(information processing system). It has the ability to organize its structural com-
ponents, known as neurons, to perform certain calculations (for example, pattern
recognition, perception and motor control) many times faster than the fastest
digital computer that exists today.
For example, human vision, which is a task of information processing. The
function of the visual system is to provide a representation of the environment
that surrounds us and, more importantly, to provide the information we need
to interact with the environment. To be specic, the brain routinely performs
perceptual recognition tasks (for example, recognizing a familiar face embedded
in an unfamiliar scene) in approximately 100-200ms, while much less complex
tasks take much longer in a powerful computer.
How does a human brain do it? From birth, a brain already has considerable
structure and the ability to build its own rules of behavior through what we
generally call experience. In fact, the experience is built over time, with much
of the development (that is, wiring) of the human brain that takes place during
the rst two years from birth, but development continues well beyond that stage.
In its most general form, a neural network is a machine that is designed
to model the way in which the brain performs a particular task or function
of interest: the network is usually implemented through the use of electronic
components or simulated in a software package. a digital computer.
When we speak of a neural network, we should say more appropriately Ar-
ticial Neural Network, Artical Neural Network (ANN) . Biological neural
networks are much more complicated than the mathematical models we use for
articial neural networks.
There is no universally accepted denition of a neural network. But perhaps
most people in the eld would agree that a neural network is a network of many
simple processors ( units ), each of which possibly has a small amount of local
memory. The units are connected by communication channels ( connections )
that generally carry numerical data (instead of symbolic), encoded by any of
several means. The units operate only on their local data and on the inputs they
receive through the connections.
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Some articial neural networks are models of biological neural networks and
some are not, but historically, much of the inspiration for the eld of neural
networks came from the desire to produce articial systems capable of sophis-
ticated calculations, perhaps  smart  , similar to those that the human brain
performs routinely, and therefore possibly to improve our understanding of the
human brain.
Figura 4: A Multilayer neural network
In this work,a type of articial neural networks called Multilayer perceptron
has been used, also called backpropagation. The multilayer perceptron (MLP,
also known as back-propagation) is a neural network that is still among the
highest performance classications, especially for text recognition. It can be quite
slow in training because it uses the gradient descent to minimize the error by
adjusting the weighted connections between the numerical classication nodes
within the layers. In testing, however, it is quite fast: just a series of point
products followed by a crush function. In OpenCV it is implemented in the class
CvANN_MLP.
As we have the data obtained from the images in CSV les, the rst step is









Mat testMatrix = testData.get_values();
Mat testResponseMatrix = testResponse.get_values();
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Mat trainMatrix = trainData.get_values();
Mat trainResponseMatrix = trainResponse.get_values();
After reading the data, we create a matrix using that data. Note that we
have training and test data and their response values in separate data sets.
We have 16000 records in training data and 4000 records in test data. Each
record has 9 attributes. Through the use of training data, the neural network has
been created and trained. It has 9 input values since the data has that number
of attributes. We have 5 neurons in the hidden layer and 1 output value in the
last layer. The output will be the predicted last attribute.
The following code creates a multilayer perceptron (MLP), sets the parame-

















mlp.train(trainMatrix, trainResponseMatrix, Mat(), Mat(), params);
For better results, we train 4 dierent neural networks for each direction, to
the right, to the left, up and down. After training the neural network with the




The mlp.predict function takes test matrix as input and creates another
matrix with predicted values. Next, we can generate the values to see how suc-
cessful the predictions were.
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Once we have the trained model, we used OpenCV's functions to save it as
a YML or XML le so that we can use it to do predictions.
cv::FileStorage fs("model_left.yml", cv::FileStorage::WRITE); // or xml
mlp.write(*fs, "mlp");
In order to do new prediction, we can provide 9 data inputs which simulates
9 recent data obtained from moving human and the model can predict the last
position.
3. Results
In this work, we have generated 800000 records of data which simulates a hu-
man moving to dierent directions. After creating these CSV les with the data,
using that we have created images by using OpenCV draw circle methi, next we
have detected the circles on these images and obtained their position data to
predict future position values. We have used HCT Hough Circle Transformation
to detect circles on the images and used MLP class of OpenCV to train a neural
network and create a model.
Briey, these are the steps of the our system.
1. Create random data which has 10 position points(attributes) which simulates
a human moving 4 dierent directions.
2. Create the images with circles by using the data generated in previous step
3. Detect the circles on the images and obtain their position value
4. Create a neural network and train it for each direction data
5. Make predictions and compare it with the actutal value
In order to see the results of the predicted values of trained neural network,
we print the real value of the predicted attribute, the predicted value and the
last position just before the predicted position.




























Tabla 3: Some of the results of the predictions made on the data that simulated
a human being goes from left to right.
Since we have decided to use the coordinate system from 0 to 1, all values are
within that range. Although there are dierences between the predicted values
and the real value, we can see that the trained neural network can predict the
next position very close. By modifying the values of the parameters of the neural
network, such as the maximum iteration, epsilon and the number of neurons in
the hidden layer, the predicted values can be optimized. Various ideas that might
be implemented in the future is explained in the section  Conclusion and future
work 
4. Conclusion and Future work
In this work, it has been proposed to use neural networks to predict the
immediate future actions of humans. In the case of this work, we have tried to
predict the future position of a human / object in motion.
The proposal is to create a easy-to-implement system that predicts the im-
madiate future position. To do so, we have proposed to generate random location
data of a moving human, generate images with that data, detect the circles on
the images to obtain their position and create a neural network to traing and
make predictions.
OpenCV's easy to use functions such as HCT and MLP are very helpful to
create this system. In fact, OpenCV is the only library needed to create and
implement this system.
Based on this work, we can think of some real life implementations as follo-
wing ideas:
In a real-life environment, such as the intersection of trac, we can specify
location values in advance and collect data from those points where pedestrians
are moving. Then, we can train our neural network model so that it can predict
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Figura 5: Simple visualization of a pedestrian or cyclist going in the wrong di-
rections.
the future location of a moving pedestrian or a car more eciently. In a real-
life application, after training the model, the system can be used in real-time
monitoring. This means that, if a pedestrian (can be a child) loses control and
enters trac, which can result in an accident, the system can change the color
of the red light. This would prevent an accident. The same can be applied to a
car in motion.
The other feature that would be so useful in real life is to generate images
(highlight) of possible locations an object / human in motion in a video. This
would be useful in the surveillance system because it could warn of a possi-
ble human action to prevent, such as attacking a place that is protected by a
surveillance system.
The other application would be simple to predict the location of a basketball
player and predict the location in which the player can pass the ball in immediate
future action.
This would be very useful for a basketball coach to predict and analyze the
strategy of the opposing team and analyze each player individually from the
opposing team. This would allow the coach to predict and change his team's
strategy in real time. Since the system created in this work simply uses circle
detection (head) with HCT, if applied in real time to various elds, such as
basketball, it could change the way basketball coaches run their team.
In the following visualization, we can see that the red player starts the game,
just after crossing the middle line, passes the ball with the blue player and after
a while, the blue player shoots (the ball is green).
In a real life application, if the system is well trained, it could predict that
the red player would usually pass the ball to his players on the left, and the
blue player usually shoots right after receiving the ball, if he is on the radius .
But even the implementation of this system in basketball would require a large
amount of data for the players and a good recognition of the faces (to distinguish
one player from the others).
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Figura 6: Visualización simple de cómo el sistema vería a los jugadores y la
cancha de baloncesto.
There are countless implementations of this system as long as the model
is well trained and detection of objects are done well. It is important to note
that this paper represents an initial step in the direction of prediction; we only
predict positions assuming the rest of the scene is static. Possible future work
includes modeling the simultaneous behavior of multiple elements, predicting
their possible coordinated position.
4.1. Future work areas
Based on the results of this work, we can conclude some future works.
Detecting the circles and human heads in a more ecient way using Hough
Circle Tranformations
Generating data which is very close to real life data. This can be done by
using videos taken for a long time.
Improving the prediction of artical neural network by modifying number of
input data, number of total data
Using other machine learning techniques such as Support Vector Machines
to compare it with neural networks.
Using other feature extraction techniques to compare them with Hough Cir-
cle Tranformations
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Resumen La competitividad en el entorno industrial y el surgimien-
to de nuevas tecnologías ha propiciado la creación de la Industria 4.0.
Este concepto gira en torno a campos como el Internet of Things, Sis-
temas Ciberfísicos, Big Data y Machine Learning. Debido a que en la
actualidad, la mayoría de las factorías basan sus sistemas predictivos de
errores en datos a tiempo real, en este estudio se propone aplicar esta
nueva tecnología para poder anticiparse a los fallos y actuar previo a que
se cometa el problema. Para ello, los diferentes algoritmos más utiliza-
dos en industrias serán analizados y comparados para obtener la solución
óptima. Finalmente, se presentará un caso de estudio con una base de
datos industrial real donde se implementarán los diferentes algoritmos.
Keywords: Industria 4.0, Big Data, Machine Learning, Conjuntos de
datos industriales, Sistema predictivo, comparativa de algoritmos.
1. Introducción
En las industrias se han producido una gran cantidad de cambios para adap-
tarse al mundo moderno, para conseguir ser más competitivas ofreciendo pro-
ductos más optimizados, baratos y ecientes a los clientes. Para ello, han debido
modernizarse y adquirir tecnología más avanzada con el objetivo de mejorar sus
procesos, tanto con una maquinaria más precisa como con una recogida de gran-
des cantidades de datos para realizar predictivos de fallos, reducción de tiempos
de ciclo y mantenimientos más sencillos. Comenzaron a surgir, pues, las llamadas
Industrias 4.0. Esta novedosa forma de producir tiene entre sus características
la incorporación de IoT (Internet de las cosas) y el uso de sistemas cíber físi-
cos [1], que trata de la simulación virtual de maquinaria para poder analizar su
comportamiento y, además, se pueden realizar traspasos de información de esta
unidad virtual al hardware real.
Actualmente, en la mayoría de las factorías se utilizan los sensores únicamen-
te para conocer el correcto funcionamiento de la producción, midiendo diversas
variables (temperatura, humedad, luz, pH, etc.) o para evitar colisiones de bra-
zos robot con objetos del entorno, incluyendo personas, es decir, para detectar
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obstáculos. Aunque en los últimos años se han comenzado a utilizar los sensores
con otro n: el de mejorar las industrias.
Un novedoso método para cumplir estas metas consiste en la masiva recolec-
ción de datos diversos, en lo que se conoce como Big Data, para crear grandes
bancos y conseguir mucha información variada que pueda ayudar a los ingenie-
ros. Así, el primer problema surge en cómo tratar estos bancos de datos masivos,
procesarlos y obtener los resultados que se están buscando y actuar frente a ello.
Es muy importante la inclusión de sistemas cíber físicos en este aspecto los cua-
les integran capacidades de almacenamiento, comunicación y computación, con
el n de interactuar y controlar la producción [2].
Una de las principales ventajas que aportan los grandes conjuntos de datos es
la posibilidad de utilizarlos para conocer mejor cómo funciona un proceso, me-
jorar su funcionamiento y predecir cómo se va a comportar. Una de las técnicas
utilizadas para ello es conocida como Machine Learning o aprendizaje automáti-
co. Se recurre, por medio de algoritmos, a la identicación de patrones complejos
en el comportamiento de una situación determinada por medio de la observación
de datos y con ello se tiene la capacidad de predecir comportamientos futuros [3].
Así, por ejemplo: (i) un banco podrá discernir, con esta tecnología, las probabi-
lidades de que un cliente aleatorio se dé de baja y conocer qué factores inuyen
más en esta decisión, (ii) una compañía aérea podrá conocer la manera de opti-
mizar los gastos en un vuelo prediciendo las condiciones óptimas, (iii) cualquier
factoría de producción podrá establecer paros de emergencia durante el proceso
cuando prevea que un error importante pueda ocurrir.
La aplicación de estos algoritmos se puede realizar con varias herramientas,
según se adapten mejor o peor a cada situación determinada. Uno de los lenguajes
de programación más utilizados para los procesos de Machine Learning es R,
debido a su potencial con grandes librerías estadísticas y grácas, además de
paquetes que permiten un trabajo muy sencillo y a la inmensa cantidad de
información, tanto académica como en foros que existe [4].
A lo largo de este estudio se analizarán distintos algoritmos de aprendizaje
automático, y se planteará la elección de aquellos que sean más ecaces para
determinadas situaciones en entornos industriales, enfocados para la realización
de sistemas predictivos mediante el análisis de datos obtenidos por sensores,
realizando posteriormente un caso de estudio práctico con un banco de datos
concreto para evaluar la ecacia de estos algoritmos en la Industria 4.0.
La estructura del artículo se presentará de la siguiente forma:
Para comenzar, se presentará un estudio sobre el estado del arte con
respecto a la Industria 4.0, los grandes conjuntos de datos y el aprendizaje au-
tomático, así como los algoritmos de este campo aplicados en las industrias.
Posteriormente, se realizará un caso de estudio con un conjunto de datos
recogido por sensores reales en una factoría. Se escogerá el conjunto de datos más
grande posible para optimizar los resultados.
Tras ello, se mostrarán todos los resultados que hayan sido obtenidos
para comprender de qué manera se tiene un impacto sobre el entorno industrial




La Industria 4.0 se reere a la cuarta revolución industrial, tras la mecaniza-
ción, la manufactura en masa y la automatización. Los cambios radicales en la
producción han generado impactos en la sociedad desde la aparición de la máqui-
na de vapor en el siglo XVIII, aplicación que permitía, por primera vez, producir
más cantidad en menor tiempo por individuo trabajando, pero la revolución que
inició la industria tal y como se conoce ahora fue la segunda, alrededor de la dé-
cada de los 70 del siglo XIX, sobre todo de la mano del empresario Henry Ford,
que ideó la cadena de producción, en la cual los trabajadores se especializaban en
una tarea para realizar productos en masa además de resultados más perfectos
y menos costos. Esto también fue posible gracias a la llegada de la electricidad.
Posteriormente, la que se conocía hasta ahora como última revolución indus-
trial, aunque más silenciosa que las anteriores, fue la aparición de la automati-
zación monitorizada por sistemas de control y el seguimiento de la producción
mediante históricos de datos. Desde hace unos años, comenzó a surgir una nueva
denominación, la Industria 4.0, como una nueva forma de producir revolucio-
naria, con la aparición de sistemas cíber físicos y el Internet de las cosas con
roles trascendentales en esta [5]. Este desarrollo industrial se observa claramente
esquematizado en la Figura 1 [6].
Figura 1: Revoluciones industriales [6]
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El IoT o Internet de las cosas ha llegado a ser parte inamovible de estas
nuevas factorías. Las Industrias 4.0 tienen el potencial de crear extraordinarios
crecimientos productivos y ventajas competitivas [7]. En este tipo de fábricas, los
sistemas de control comparten información entre ellos, y estos a su vez aplican
los cambios necesarios, en función de estos datos, envían ordenes a máquinas
esclavas correspondientes para modicar el proceso de producción, por ejemplo,
para evitar paros, disminuir tiempos de ciclo, detectar imperfecciones en una
pieza, etc. La idea es que estos sistemas también sean capaces de trabajar indi-
vidualmente, como se ha hecho hasta ahora, ante posibles fallos de conectividad.
Otras características que marcan la diferencia de esta nueva revolución con
respecto las anteriores:
Robots autónomos: entre los cuales se pueden encontrar los robots cola-
borativos, de trascendental importancia que muchas empresas desean implantar,
gracias a su adaptabilidad en cualquier entorno industrial y su papel de ayudan-
tes de operarios.
Fabricación aditiva: que consiste en la adición capa por capa de un ma-
terial para generar una estructura 3D desde un archivo. Es más conocida como
impresión 3D, y algunas empresas comienzan a utilizar esta técnica para produ-
cir piezas especícas necesarias para su producto nal y así evitar el costo mayor
que suponen los proveedores actuales [8].
Realidad aumentada: aunque menos utilizada y más centrada en com-
pañías tecnológicas, es una tecnología que pueden subcontratar las empresas
productoras para, por ejemplo, ver el acabado nal de un producto u observar el
diseño completo de una posible línea de producción y poder tener así una idea
más clara.
Seguridad informática: centrada en la protección de infraestructura compu-
tacional, especialmente la información contenida en servidores. Es un avance que
ha sido necesario debido al uso de tecnologías cada vez más avanzadas que utili-
zan servidores para almacenar todo tipo de información condencial sobre, por
ejemplo, un producto [9].
2.2. Big Data y Machine Learning
Big Data es un término que se reere a conjuntos de datos de grandes di-
mensiones. Sus características principales son [9]:
Volumen: Hay más datos que se transmiten por Internet cada segundo de
los que existen en esta red almacenados hace 20 años. No solo se trabaja con
Internet, ya que desde Intranets también surgen innidad de datos que recopilar
y analizar, del orden de petabytes cada hora en grandes empresas.
Velocidad: bien es cierto que, para una gran cantidad de compañías, es
más importante la velocidad a la que se crean, reciben y tratan estos datos
que, a su cantidad en sí, es decir, su capacidad para trabajar en tiempo real.
Hay empresas que utilizan la ubicación de personas para conocer, por ejemplo,
como en días de rebajas la gente consume en multinacionales y cómo afecta
esto a minoristas. Por supuesto esta característica inuye mucho en profesiones
determinadas como, por ejemplo, corredores de bolsa.
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Variedad: como se comentaba antes, una analítica tradicional de pequeños
negocios, ofrece información sobre qué productos se venden mejor o qué pro-
veedores son mas eciente. Pero Big Data va más allá. Ofrece la posibilidad de
detalles minuciosos, por ejemplo, ¾qué elementos hacen que esos libros sean más
vendidos? Tal vez la cantidad de imágenes, su tema, edición, autor, etc.
Con respecto a Machine Learning, se considera un campo de la inteligencia
articial cuya meta es permitir que las computadoras aprendan. Los distin-
tos algoritmos de aprendizaje automático se clasican en función de la salida
de estos, y se pueden agrupar en algoritmos de aprendizaje supervisado y no
supervisado.
En el aprendizaje supervisado se cuenta con un conjunto de ejemplos de los
cuáles se conoce su respuesta o etiqueta. Lo que se busca es formular algún tipo de
correspondencia que permita aproximar la respuesta para todos los objetos que
se presenten. Así, se podría decir que este algoritmo trabaja como un histórico
de información y aprende a poner las etiquetas de salida adecuadas a un nuevo
valor. Un ejemplo sencillo de este estilo son los correos basura o spam. En función
de unos parámetros de entrada, como por ejemplo si hay una lista de remitentes
o el mensaje tiene unos términos determinados de marketing, y conociendo si se
trata de correo basura o no, el algoritmo va aprendiendo. Una vez ha aprendido,
al trabajar con otros correos no etiquetados predecirá si es spam o no. Este
tipo de algoritmos se suele utilizar para problemas de clasicación (variable tipo
categórica) y para problemas de regresión (variable tipo numérica). Entre los
más utilizados se encuentran:
Clasicador bayesiano
Regresión logística
Regresión por mínimos cuadrados
Árboles de decisiones
SVM
Por el contrario, el aprendizaje no supervisado se utiliza cuando no se dispone
de datos etiquetados. Por eso se dicen que tiene un carácter exploratorio, porque
solo se puede describir la estructura de los datos para tratar de encontrar algún
tipo de organización. Haciendo esto, es posible agrupar los datos que tienen
correlaciones entre ellos, si bien es cierto que puede que al nal no tenga ninguna
utilidad o resultado lógico. Los algoritmos más habituales son:
KMeans
Análisis de componentes principales (PCA)
ICA
2.3. Algoritmos aplicados en industrias
En este apartado se procederá a estudiar la posible aplicación de varios algo-
ritmos de aprendizaje automático que se pueden implementar para la creación
de un predictivo en conjuntos de datos industriales. Como es de prever, no pa-
rece fácil que exista un algoritmo determinado que sea perfecto y extrapolable a
143
cualquier ámbito. Lo que sí que se puede pensar es que, teniendo en cuenta unas
características comunes de los conjuntos de datos industriales (grandes dimen-
siones, valores constantes, falta de datos, estructura, etc.) e investigando a partir
de diferentes estudios, se puede encaminar a elegir procedimientos determinados
y a descartar algoritmos que no satisfagan el procesamiento de las características
nombradas. Se procederá a trabajar teniendo en cuenta lo que suele caracterizar
a estos bancos de datos [2]. Por ello, se descartarán los algoritmos que funcionen
bien para poca información pero bajen rendimiento y tengan demasiado coste
computacional con grandes conjuntos. Se cubrirán algoritmos para imputación
de datos ausentes, para equilibrios de conjuntos de datos, selección de caracte-
rísticas más importantes y para entrenamiento de modelos predictivos.
Algoritmos de imputación de datos
KNN K Nearest Neighbours (KNN) es un algoritmo muy conocido y usado tan-
to para la clasicación como para la regresión en un espacio multidimensional.
Puede ser utilizado para datos numéricos, discretos, y categóricos. Pero es un
algoritmo que también puede cumplir otra función, como es el caso de tratar con
los datos incompletos. La idea de utilizar KNN para este propósito es que un
valor puntual puede ser calculado mediante valores en puntos que son próximos
a él, basados en otras variables. Aunque ahora se esté nombrando para descri-
bir la imputación de valores, también es necesario explicar su funcionamiento
como clasicador y algoritmo de regresión. Este algoritmo además es usado en
industrias para la predicción de detección de fallos aunque los datos no estén
etiquetados [10].
Con respecto al algoritmo de clasicación, si se desea clasicar xx, si se tiene





donde δ(a,b) =1 si a=b y 0 en otro caso.
El valor que se obtiene es, pues, un estimador del valor de la función del
punto que se desea clasicar, que adquiere el valor de sus vecinos más cercanos.
Por ello, si k=1, como se ha comentado, se adquirirá el valor del vecino más
próximo.
MICE La metodología de este algoritmo es que la imputación múltiple es más
eciente realizada con pequeños pasos que requieren una comprobación de diag-
nóstico cada vez que se ejecuten. En notación matemática la ideal del algoritmo
se expresa de la siguiente manera:
Se tiene el vector de variables Yj y (j = 1, ..., p) siendo p una de las variables
faltantes, donde Y=(Y1,...Yp). Las partes observadas y faltantes de Y se denotan
de la manera de Y obsj y Y
miss





Y miss=Y miss1 ,...,Y
miss
p se reeren a los datos presentes y faltantes en Y. El
número de imputaciones es igual am ≥ 1. El enésimo dato imputado es denotado
como Y n donde n = 1, ...,m. Se denota como Y−j=Y1,...,Yj−1,..., Yj+1,...,Yp la
colección de p−1 variables en Y excepto Yj . Se considera Q como la cantidad de
interés cientíco, como, por ejemplo, un coeciente de regresión. En la práctica,
Q es normalmente un vector multivariable.
Miss Forest Es un algoritmo de imputación de datos que utiliza el método
de aprendizaje por conjuntos Random Forest para sustituir los valores faltantes.
Random Forest sirve como algoritmo de clasicación y regresión, entre otros, que
opera mediante la construcción de árboles de decisión durante el entrenamiento
para obtener la clase o la media de la predicción como resultado.
El algoritmo de entrenamiento de Random Forest aplica la técnica de agre-
gación de bootstrap donde se utiliza un conjunto de entrenamiento dado X =
x1, ..., xn cuyas salidas son Y = y1, ..., yn. Se 'enmaquetan' repetidas veces (B ve-
ces) muestras aleatorias para ajustar los árboles de decisiones. Para b = 1, ..., B:
Muestrear, con reemplazamiento, B muestras de entrenamiento de X, Y lla-
madas XbeYb.
Entrena un árbol de regresión o clasicación fb en XbeYb.
Después del entrenamiento, la predicción para muestras faltantes x′ se puede
realizar mediante una media de las predicciones de todos los árboles de regresión








En la gura 2 se observa una gráca con dos datasets grandes y de nuevo
el error que existe comparando los valores sustituidos por los reales. Se observa
como MICE pierde precisión enormemente. El algoritmo KNN suele ofrecer un
resultado medio bueno mientras que utilizar la media de los datos de las columnas
para la imputación de valores ofrece los peores resultados [11].
También se puede observar en la gura 3 [11] el tiempo de computación
de estos algoritmos según lo grande que sea el conjunto de datos y, como se
observa, los algoritmos FKN y MICE tienen un alto coste computacional cuando
el conjunto de datos aumenta en tamaño, mientras que el resto se mantiene con
un coste computacional bajo.
2.4. Algoritmos de equilibrio de conjuntos de datos
Cuando en un conjunto de datos una clase supera en número enormemente a
otra existe un desequilibrio. Este término de desequilibrio se reere a la variable
de salida resultante, que es la que se busca predecir en este caso [11]. Esto es algo
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Figura 2: Rendimiento de diferentes algoritmos para conjuntos de datos grande
[11]
Figura 3: Tiempo de computación de los algoritmos [11]
que se produce mucho en industrias, ya que cuando se inspecciona un produc-
to acabado, se suele encontrar muchos productos sin defectos que con defectos.
Existen diferentes maneras de tratar con datasets desequilibrados: sobremues-
treo, inframuestreo, generación de valores sintéticos o aprendizaje sensato. El
primero de los métodos supone una pérdida de información, el segundo puede
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implicar overtting, ya que se generan réplicas de datos, el tercero genera datos
articiales y el cuarto evalúa el coste asociado a las observaciones incorrecta-
mente clasicadas.
Existe un algoritmo denominado Smote que genera datos articiales de la
siguiente manera:
Se recoge la diferencia entre un punto determinado y su k vecino más cer-
cano.
Se multiplica esa diferencia por un número aleatorio entre 0 y 1.
Lo añade al vector de características bajo consideración.
Se selecciona así un punto en vectores de características.
Estos procedimientos suelen abarcar gran parte del preprocesamiento en los
conjuntos de datos industriales [12], aunque es evidente que pueden existir tam-
bién conjuntos de datos categóricos o que presenten alguna diferencia. Existe
otro algoritmo, como es Rose, que utiliza el mismo principio que Smote con la
diferencia de que en vez de crear muestras en vectores, las crea en el espacio
de características de la clase. Se compararán ambos algoritmos posteriormente.
Aunque se han comentado los algoritmos que se creen más relevantes y que han
sido más citados en las fuentes de referencia que se han indicado, existen otros al-
goritmos como los de discretización, generación de instancias, transformación del
espacio, etc. que permiten realizar un correcto preprocesamiento para elaborar
un buen modelo posterior.
2.5. Selección de KPIVs
A continuación, es necesario realizar una selección de las características (KPIVs)
más relevantes del conjunto de datos. Por relevantes se entiende aquellos atribu-
tos que afectan en mayor medida a la clase, es decir, al output. Para entenderlo
perfectamente, tal y como se ha descrito antes, los atributos con valores cons-
tantes se han de eliminar, ya que son redudantes, porque al no cambiar, no van a
afectar a la salida del proceso. Mientras que pueden existir características que sí
afecten y para elaborar un posterior modelo adecuado, se han de elegir aquellas
que tengan más peso en el resultado nal.
Existen diferentes maneras de seleccionar los KPIVs, como la correlación en-
tre atributos y la clase, es decir, la relación que existe entre las características
y el output en un intervalo de -1 (inverso) a 1 (proporcional), donde 0 es nula
correlación. La regresión también permite establecer mediante una fórmula có-
mo están relacionadas dos variables y cuanticarlo. Existen también algoritmos
diseñados que utilizan estas técnicas para determinar con mayor precisión cuáles
son los KPIVs.
Lasso (por sus siglas en inglés Least Absolute Shrinkage and Selection Ope-
rator) es un método de regresión que permite la selección de características con
más peso en la salida. Este procedimiento ofrece buenos resultados de precisión
y es fácilmente interpretable. Además, es adecuado para evitar el sobre aprendi-
zaje. Este método se basa en la idea de los mínimos cuadrados.
La idea es penalizar el coeciente beta de la fórmula 8 para conseguir los
atributos más inuyentes. Para ello, en esta misma fórmula el coeciente λ es
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un penalizador que reduce el coeciente de correlación de las características,






ωil(yi, β0 + β
Txi) + λ[(1− α) ‖β‖22 /2 + α ‖β‖1] (3)
En esta fórmula, yi es la salida, N es el número de casos que consisten en
covariar cada una de las salidas y ω es el vector de covarianzas. Escogiendo un
valor correcto para λ, se podrán seleccionar las características mínimas que más
correlación tienen con la clase sin perder información.
2.6. Entrenamiento del Modelo
Una vez seleccionadas las características que tienen más peso en la salida
es hora de elegir y entrenar el modelo que permita predecir cómo los valores
obtenidos por sensores industriales afectan a la clase del producto. Entre diversos
métodos, se pueden aplicar algoritmos de regresión logística para predecir el
resultado de una variable categórica en función de las variables predictoras. Así
se puede conseguir la probabilidad de que un suceso se produzca en función de
cada atributo en mayor o menor medida. A modo de comparación, también se
utilizará el algoritmo KNN para crear otro modelo de predicción y conocer así
cual funciona mejor.
2.7. Métodos de evaluación
Para vericar que un modelo predictor creado es correcto, este se ha de so-
meter a varios procesos de evaluación. Para ello, es necesario disponer de un
conjunto de datos diferente al utilizado para el entrenamiento del algoritmo. Co-
mo resultado se pueden aplicar varias fórmulas estadísticas o herramientas como
la curva ROC, que indica el ratio de variables correcta o erróneamente predichas.
Las fórmulas de evaluación que se aplicarán en este trabajo recogerán datos de
una matriz de confusión creada después de realizar pruebas con el conjunto de
test. Se recogerán los datos de valores predichos correcta e incorrectamente. Para










Tabla 1: Matriz de confusión
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Donde TP son correctos verdaderos, FP correctos falsos, TN fallos verdaderos









Los ratios de las fórmulas 4 y 5 indican la cantidad de las clases correctas
predichas correctamente con respecto al total de clases verdaderas totales en
el caso de la primera fórmula, mientras que en el segundo caso se calcula el
ratio de falsas clases correctas predichas con respecto al total de fallos reales
existentes. La diferencia entre estos dos ratios permite obtener información sobre
los modelos que predicen más clases verdaderas correctas en comparación con los
positivos incorrectamente clasicados. Cuanto mayor sea esta diferencia, mejor





La precisión o sensibilidad del sistema se podría calcular mediante la fórmula
6, donde se utiliza el valor de clases verdaderas correctamente clasicadas entre el
total de atributos verdaderos. Otro parámetro denominado Valor F, que consiste
en medir la precisión de un test mediante la determinación de un valor único




2TP + FP + FN
(7)
Finalmente, también se podría utilizar como evaluador el coeciente de corre-
lación de Matthews, que consiste en una medida de asociación entre dos variables
binarias. Su interpretación es parecida al coeciente de Pearson. Cuanto mayor
sea el valor obtenido de la fórmula 8, mayor correlación existirá entre los atri-
butos seleccionados y la salida, con lo que se comprobará un indicio de buen
resultado.
CCM =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(8)
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3. Caso de estudio
Este proyecto busca aplicar todos los algoritmos explicados previamente en
conjuntos de datos industriales para conocer cuáles ofrecen mejores resultados
con el objetivo de crear un sistema predictivo de errores. Estos conjuntos pueden
tener diferentes características, desde datos numéricos hasta categóricos, tamaño,
cantidad de ruido, etc. Se pretende escoger un conjunto de datos que sea el más
abundante dentro de las industrias, esto es, de gran tamaño (una gran cantidad
de atributos con múltiples observaciones), numérica y que no esté preprocesado.
De esta manera, se consigue así realizar un desarrollo completo que más tarde
pueda aplicarse a casos reales.
Se ha realizado una búsqueda en profundidad para determinar qué conjunto
de datos puede resultar óptimo para la creación de un predictivo en una industria
que sea lo más el posible a la realidad . Por ello, se ha descartado escoger
conjuntos de datos que hagan referencia a predecir la vida de un producto ya
acabado en base a cierta información. Lo que se busca es que mientras una
factoría esté activa, se puedan predecir fallos mediante algoritmos de aprendizaje
adecuados con la posibilidad de enviar mensajes de alerta a los ingenieros u
operarios.
A partir de esto, se ha de diferenciar entre dos tipos de conjuntos de datos
industriales. El primer tipo sería el que gira en torno al producto, es decir, tener
la capacidad de conocer si el producto se está fabricando correctamente o no,
qué factores son los que más relevancia tienen a la hora de que se produzcan
estos fallos, capacidad de corregir el funcionamiento de las máquinas enviando
una orden a esta cuando se cumplan ciertas condiciones, etc.
Por contra, también se podría abordar la situación de otra manera, y es
trabajando con la maquinaria en sí, es decir, los datos que recoge mientras está
en funcionamiento y si está cambiando en algo su comportamiento a lo largo del
tiempo. De esta manera, se podrían predecir fallos, por ejemplo, si se detectase
que un robot se encuentra fuera de sus condiciones normales, de si tarda más en
completar su tiempo de ciclo, etc. De esta manera, se abordaría el problema con
respecto a las herramientas de producción.
En general, la información de las industrias es condencial o demasiado es-
pecíca para que se encuentre en acceso libre. Se han encontrado conjuntos de
datos de ambos tipos, aunque del segundo tipo son muy escasos, con tamaños
difíciles de manejar o con falta de información sobre el resto del entrono. Por ello,
se ha decidido trabajar con un banco de datos de producción de semiconductores
y sobre cómo reconocer qué es lo que falla y cómo hacerlo saber a empleados.
3.1. Conjunto de datos SECOM
Para el propósito explicado en la sección anterior, se ha decidido escoger el
conjunto de datos SECOM, extraído de UCI Machine Learning Repository que
trata sobre la fabricación de semiconductores, en especial del campo de la elec-
trónica, muy ligado al de la informática, y que es trascendental actualmente.
Todos los dispositivos que se utilizan diariamente y que la tecnología facilita al
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ser humano contienen este tipo de componentes. Como cualquier otro proceso
industrial, y tal y como se ha comentado en apartados previos, la producción
de semiconductores está monitorizada por numerosos sensores, que recogen gran
cantidad datos, tanto para enviar a controladores y actuadores como para reco-
pilar información para los históricos.
Las diversas señales que se miden durante la manufactura, pueden incluir
ruido o información irrelevante. El primero se ha de ltrar en la etapa de pre-
procesamiento y la segunda se ha de reconocer a la hora de saber qué factores
tienen mayor peso durante la producción. Si bien es cierto que, en ocasiones,
lo que se cree como información irrelevante puede que tenga un signicado im-
portante en algún aspecto, por eso ha de valorarse también. La selección de
características pues, puede utilizarse para conseguir la información necesaria.
El conjunto de datos seleccionado para el presente estudio contiene informa-
ción sobre la fabricación de semiconductores, incluyendo características varias
sobre su elaboración y condiciones de fabricación. Consiste en un conjunto mul-
tivariable y real. También se posee otro conjunto de datos etiquetados, con la
información sobre si la unidad producida es correcta (-1) o si tiene algún fallo
(1) y su fecha correspondiente. Se pretende conocer qué características tienen un
impacto mayor en la ecacia de producción. El número de instancias es de 1567
y los atributos son 591 (no son especicados). Contiene valores inexistentes. Los
datos ya han sido estandarizados y las características constantes eliminadas [12].
3.2. Creación del modelo
La creación del modelo será llevada a cabo siguiendo los esquemas de las
guras 4 y 5.
En primer lugar se recogerán los datos desde dos cheros diferentes, se re-
organizarán en una matriz y se les atribuirá nombres a las columnas. Habiendo
creado ya la matriz, se eliminarán los valores constantes, los atributos que ten-
gan más de cierto porcentaje de valores ausentes y características irrelevantes
como la fecha y hora de producción de los semiconductores. Posteriormente se
normalizarán entre 0 y 1 las instancias que queden.
En segundo lugar, se realizará una imputación de datos con técnicas como
K Nearest Neighbours, MICE y MissForests que asignan valores plausibles en
estos casos. Tras esto se dividirá el conjunto en dos sets de entrenamiento y test.
Se creará ya un primer modelo predictivo de prueba usando KNN y regresión
logística.
Tras esto, se realizará un equilibrio de datos, probando dos algoritmos (Smote
y Rose) para compensar la falta de instancias de producción de semiconductores
fallidos. Se volverá a aplicar KNN y regresión para elaborar el modelo. Final-
mente, también se hará una selección de características mediante la regresión
de Lasso para trabajar únicamente con los algoritmos que más inuencia tienen
en la salida. Se esta manera se consigue centrarse mucho más en la solución del
problema y descartar información irrelevante. Se vuelve a construir un último
modelo con KNN y regresión.
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Figura 4: Proceso de preparación de datos
Se obtendrán un total de 36 resultados diferentes los cuales se han de analizar
y evaluar con los métodos indicados en el estado del arte, obteniendo un total
de 36 resultados por método evaluador, lo que hacen un total de 180 datos para
dilucidar qué modelos son los más ecientes para este caso y consultar si se
pueden extrapolar a otras líneas de producción.
Por último, se contemplará la posibilidad de que, dadas ciertas condiciones,
se envíen señales a la maquinaria para que corrija su comportamiento o bien que
se envíen alertas o mensajes a la línea de producción.
Figura 5: Obtención y evaluación del modelo
4. Resultados
4.1. Ratios, precisión, Valor F y CCM
Evaluación mediante ratio de verdaderos positivos El primer ratio a
analizar es el ratio de verdaderos positivos, cuya fórmula se ha explicado en
el apartado 3. Este ratio analiza toda la clase positiva real que el predictor
ha clasicado correctamente, verdadero positivo (TP por sus siglas en inglés) e
incorrectamente, que serían los falsos negativos (FN).
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Aplicando esta fórmula para todas las combinaciones de algoritmos expli-
cados, se puede concluir que el mejor resultado se obtiene imputando datos
mediante MissForest, equilibrando los datos con el algoritmo Rose y realizando
una selección de características. Realizando un modelo predictor con KNN se
obtiene un ratio de verdaderos positivos del 100%, con lo que la clase de pro-
ductos correctos ha sido bien clasicada en su totalidad como puede verse en
la gura 6. Los siguientes en arrojar mejores resultados son la imputación de
valores por medio de KNN y el equilibro mediante Rose: la selección o no de
KPIVs es indiferente ya que el ratio es idéntico. El modelo predictor también es
KNN.
La regresión logística ofrece en todos los casos peores resultados. El proce-
dimiento que mejor ratio ofrece si se contempla la suma de ratios de KNN y
regresión es aplicar únicamente MissForest como algoritmo de imputación y rea-
lizar el modelo de predicción con esos datos. Como se puede observar, la gráca
6 ha sido ordenada de mejores a peores ratios en conjunto para tener una visión
más clara de qué algoritmos funcionan mejor.
Evaluación mediante ratio de falsos positivos Se analizará la cantidad de
clases positivas predichas incorrectamente con respecto a la totalidad de clases
negativas reales, FP y TN respectivamente por sus siglas en inglés.
El resultado se puede apreciar en la gráca 7. Esta vez se ha decidido ordenar
a la inversa, ya que cuanto menor sea el ratio de positivos falsos, quiere decir que
habrá clasicado mejor la clase negativa. Así pues, se observa que existen hasta
5 procedimientos que adquieren un valor de 0, siempre realizando el modelo
predictor con KNN. Si se comparan en conjunto, aplicar KNN para imputación
de datos y equilibrar el conjunto con Smote la combinación que mejor solución
ofrece, seguido de aplicar KNN con selección de características y Miss Forest con
Smote, cuyos resultados son idénticos.
Se podría decir que, si un procedimiento tiene un ratio de TP muy elevado,
pero aún así su ratio de FP también es muy elevado, se está ante un resultado
inadecuado ya que no ha clasicado casi valores negativos correctamente, con
lo que siempre fallará a la hora de predecir esta clase y no se podrá conocer si
existe realmente un fallo en el proceso, que es lo más trascendental en un sistema
predictivo.
Evaluación mediante precisión/sensibilidad La precisión o sensibilidad se
realiza teniendo en cuenta la cantidad de positivos verdaderos con respecto al
total de positivos predichos, es decir, la suma de positivos falsos y positivos
verdaderos. Es una manera de conocer el total de predicciones positivas que el
modelo ha clasicado correctamente con respecto a las que no. También sería
interesante realizarlo con las clases negativas, ya que así se tendría un indicio de
si el modelo detecta correctamente cuándo va a suceder un error.
Analizando la gura 8, se puede armar que la sensibilidad con respecto
a la clase positiva tiene resultados satisfactorios en todos y cada uno de los
casos, siendo el que mejor resultado arroja la imputación de datos con KNN y el
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Figura 6: Ratio TP Figura 7: Ratio FP
equilibrio de datos con el algoritmo Smote, seguido de impputar datos mediante
KNN con selección de características y, de nuevo, imputar con KNN, equilibrar
mediante Smote y seleccionar KPIVs.
Evaluación mediante valor F El siguiente método de evaluación es el Valor
F, que tal y como se ha comentado, es una herramienta que también mide la
precisión de un modelo de predicción. Para ello, de la matriz de confusión se
obtiene los positivos verdaderos, los positivos falsos y los negativos falsos y se
trabaja con estos valores. En realidad lo que se analiza es la cantidad de positivos
verdaderos con respecto a la suma de la clase positiva real y la clase positiva
predicha en su conjunto.
En esta ocasión, el Valor F más elevado se consigue utilizando MissForest
para imputar datos, se equilibran los datos con Rose y se aplica la regresión de
Lasso para seleccionar las características más importantes, como se aprecia en
la gráca 9. Los siguientes mejores resultados se consiguen de la misma manera
que en el método anterior, pero utilizando MICE o MissForest para sustituir
valores faltantes. El modelo de regresión que mejor resultado consigue se obtiene
únicamente aplicando KNN para imputación o bien utilizando MissForest.
Evaluación mediante el Coeciente de Correlación de Matthews Fi-
nalmente, se aplicará el coeciente de correlación de Matthews. Este coeciente
evalúa la fuerza de la relación de los atributos que se han contemplado con res-
pecto a los valores del atributo clase, teniendo en cuenta los procedimientos que
se han seguido para crear el modelo predictivo.
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Figura 8: Precisión Figura 9: Valor F
En esta ocasión, estudiando la gráca 10, se ve que el modelo creado a partir
de regresión logística suele ofrecer resultados de poca correlación. También se
aprecia, vericando así que se han obtenido resultados lógicos, que los procedi-
mientos que mayor coeciente de correlación de Matthews tienen son aquellos
en los que se ha realizado una selección de atributos. Esto quiere decir que la
selección es correcta, aunque en el resto de resultados no ha sido la mejor opción
escoger KPIVs, porque puede que se haya perdido información al descartar cier-
tos atributos. Se puede concluir que los mejores resultados que se han obtenido
son:
Aplicar MissForest equilibrando datos con Rose y selección de características.
KNN para la imputación de datos equilibrando con Rose y seleccionando
características.
MissForest con Smote y selección de KPIVs.
Visualización Ratio TP vs Ratio FP Con el objetivo de tener una idea
más clara que añada más consistencia a los resultados obtenidos anteriormen-
te, se han creado grácas de líneas donde se contemplan el ratio de positivos
verdaderos versus positivos falsos para cada procedimiento. La gráca 11 hace
referencia al modelo predictor que usa KNN mientras que la gráca 12 analiza
el comportamiento de regresión logística.
Se ha de buscar y comparar la diferencia entre los puntos de cada procedi-
miento entre los dos ratios. Cuanto mayor sea esta diferencia mejor resultado
ofrece, ya que se han clasicado mejor los valores positivos y negativos. En el
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Figura 10: CCM
caso del modelo predictivo de KNN, se puede ver cómo el uso de MissForest
para imputación de valores y de Rose para equilibrar datos tiene el resultado
más alto de ratio TP y a su vez el más bajo de ratio FP. Se puede observar cómo
equilibrar datos con Smote y seleccionar KPIVS, indiferentemente del método
utilizado para sustituir valores faltantes, también ofrece una buena solución. Si
se observa un modelo que tiene un alto ratio de TP, puede que también tenga
un alto ratio de FP, lo que hace que se detecten pocos fallos reales y lo haga un
modelo incorrecto, como es el caso de KNN con Rose o todos los procedimientos
que únicamente construyen el modelo con imputación de datos.
En el caso de utilizar regresión logística para el sistema predictivo, los resulta-
dos se mantienen en proporción para cada uno de los procedimientos nombrados.
Así, KNN para sustitución de datos y Rose para equilibrio, vuelve a repetir como
resultado menos óptimo, ya que no solo tiene un ratio FP elevado, sino que tiene
el ratio TP más bajo de todos, aunque también se podría recurrir a MissForest
con selección de KPIVs.
Si se pretende obtener las mejores soluciones, habría que recurrir a KNN con
selección de las características más importantes, ya que tiene el menor ratio de
FP con lo que detecta muy bien las unidades erróneas y también acierta a la hora
de clasicar las clases positivas. Los modelos que solo contemplan imputación
de datos, aunque tienen ratios TP elevados, también repiten teniendo ratios FP
elevados, con lo que no clasicarán correctamente la clase negativa.
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Figura 11: TP vs FP en el modelo de KNN
Figura 12: TP vs FP en el modelo de regresión logística
5. Conclusiones y líneas de trabajo futuras
Durante la elaboración de este trabajo de n de máster se ha realizado una
investigación en el contexto de la Industria 4.0, una revisión del estado del arte
y su funcionamiento, con el n de crear un sistema predictivo de errores a partir
de un conjunto de datos industrial real. Dentro de este campo se ha expuesto
cómo el Big Data y el Machine Learning desempeñan un papel fundamental en
este sector.
Para la creación del sistema predictivo, se han analizado los algoritmos más
utilizados en industrias en conjunto a diferentes investigaciones. El procedimien-
to a seguir para crear el modelo conlleva la utilización de algoritmos de prepro-
cesamiento (imputación de valores faltantes, equilibrio de datos y selección de
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características, entre otros) así como de algoritmos de predicción como pueda
ser KNN o regresión logística.
En referencia al caso de estudio, se ha elegido un banco de datos que trataba
sobre la producción de semiconductores, donde los datos provienen de sensores
que proporcionan información sobre las piezas producidas. A este dataset se han
aplicado todos los algoritmos investigados con varias combinaciones posibles.
Con el objetivo de conocer qué modelo aporta el mejor resultado, se dividió
elbanco de datos en dos: un conjunto de entrenamiento y otro para pruebas.
El sistema predictivo se aplicó sobre el conjunto de test y se aplicaron varios
métodos de evaluación basados en ratios.
En el caso de la creación del modelo predictivo con KNN, los mejores re-
sultados se obtuvieron aplicando una selección de características, lo que no solo
corrobora que es importante realizar una cuidadosa selección de atributos, sino
que además prueba que el método para recoger estos atributos fue acertado. En
el caso de la regresión logística, se obtuvieron peores resultados de predicción
además de ser más dispersos y no mostrar un patrón de procedimiento concreto.
Una vez nalizado el trabajo, se proponen varias líneas de trabajo futuras con
el n de optimizarlo, permitir que sea extrapolable y aplicable en una factoría
real:
Prueba con otros algoritmos: para comprobar si se obtienen mejores
resultados.
Implementación en otros lenguajes: como Java o Python, para dotarle
de mayor versatilidad.
Extrapolación a otros conjuntos de datos: para comprobar su ecacia
real.
Implementación real en una factoría: para cumplir el objetivo de este
estudio.
Envío de señales para prevención de errores: con el propósito de
evitar defectos en el producto nal y evitar paradas de producción.
Estandarización y documentación del sistema predictivo una vez im-
plantado.
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