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Overview 1.1 
 
The phase vocoder is used strongly 
today in computer music mainly for its 
ability to expand and compress time 
and shift the pitch of audio. Though, in 
the beginning it was created by 
telephone companies searching for a 
more economical way to transmit their 
signals.  In an attempt to fit as many 
possible voices through a single 
telephone line the companies started 
researching on how to lower the 
bandwidth of a single voice. Analysis-
synthesis systems were designed to 
more efficiently encode speech and 
hence the term vocoder is short for 
“voice encoder”[1].  
 
The time stretching and pitch shifting 
of a signal can be done after it has 
undergone a Short-Time Fourier 
Transform (STFT), which gives a 
time-frequency representation of the 
audio signal. This model of the phase 
vocoder is known as the block by 
block analysis/synthesis model, which 
will be looked at in this paper, as  
 
 
 
 
opposed to the filter bank summation 
model. 
 
Mathematically the block by block 
model analysis algorithm takes on the 
form 
 
𝑋(𝑠𝑅𝑎, 𝑘) = ∑ 𝑥(𝑚)ℎ(𝑠𝑅𝑎 − 𝑚)𝑒
−𝑖2𝜋𝑚𝑘
𝑁
∞
𝑚= −∞
 
 
 
    𝑘 = 0,1, … . , 𝑁 − 1 
 
With 𝑋(𝑠𝑅𝑎, 𝑘)  being complex, its 
conversion to polar can be seen by 
 
=  𝑋𝑅(𝑠𝑅𝑎, 𝑘) + 𝑖𝑋𝐼(𝑠𝑅𝑎, 𝑘)  
 
 = | 𝑋(𝑠𝑅𝑎, 𝑘)|. 𝑒
𝑖𝜑(𝑠𝑅𝑎,𝑘) 
                                                           
Looking at Equation (1.1) 𝑅𝑎 
signifies the analysis hop size, the sub 
(a) stands for analysis. 𝑠 is the time 
index of the short-time transform at the 
decimated sampling rate. This means the 
new time index will be given by 𝑛 =
𝑠𝑅𝑎 . At each time index 𝑛  the signal 
𝑥(𝑚)  is weighted by a finite length 
window ℎ(𝑠𝑅𝑎 − 𝑚)  which works as a 
sliding window. 
  (1.1) 
    
Abstract 
In this paper a review is made of the obstacles that arise in the algorithms of the phase 
vocoder and how they are overcome. Namely, the things that are discussed are windowing, 
the circular shift and phase unwrapping and the impact of their absence. 
 
 
 
 
( 1.2)      
 2 
 
                                                           
 
 
Figure 1. The curved lines represent windows of 
N length which correspond to the length of each 
FFT. If Ra is half the length of N there will be a 
50% overlap of the content of each window. 
Block index (s) will indicate which FFT is being 
analysed.  
 
 
 
Windowing 2.1 
 
With each Fast Fourier Transform 
(FFT) in the block by block model, 
spectral components that do not line up 
well with a frequency bin end up 
spreading their energy across several 
adjoining bins. This is called spectral 
leakage or smearing and can be 
lessened by the use of an appropriate 
window. 
 
 
 
 
 
 
 
Figure 2. Both (a) and (b) are spectrograms of a 
pure tone around 5.8 kHz with logarithmic 
frequency scale. Plot (a) uses a rectangular 
window, which is equivalent to there being no 
window on each FFT. The energy can be seen 
smearing across the vertical frequency axis 
whilst the windowed plot (b) keeps the frequency 
component more under wraps. 
 
Circular Shift 2.2 
 
Another problem that is specific to the 
block by block model and has to be 
addressed is for each successive FFT 
taken the time origin is at the leftmost 
part of the window. This is contrary to 
the phase vocoder representation in 
Equation (1.1) where the sliding 
window has the time origin at its 
center. Therefor each window must 
undergo a circular shift otherwise each 
DFT would give an improper phase 
response. This can be seen using the 
example of a centered impulse. 
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Figure 4.  Plot (a) is the phase response for a 
centred impulse. All frequency components in 
plot (b), the circular shifted impulse, have a zero 
phase offset which is expected for an impulse in 
the time domain at n = 0. 
A circular shift can easily be 
performed in matlab in the time 
domain, as shown in the following 
code  
 
 x_shift = circshift(x, N/2); 
 
where x is the signal and N is again the 
length of the window and FFT. What is 
happening in this function is  ?̂?(𝑛) =
 𝑥(𝑛 −
𝑁
2
) , ?̂?(𝑛)  being the circular 
shifted signal. This can also be done in 
the frequency domain as well [2] 
where the result of the FFT is 
multiplied by (−1)𝑘  and in equation 
form is written ?̂?(𝑘) =  (−1)𝑘𝑋(𝑘). 
 
 
Figure 3. Diagram (a) shows the impulse at the 
windows centre in the time domain, whilst (b) 
has undergone the circular shift and the impulse 
is now at n = 0. 
 
 
Phase Unwrapping and 
Instantaneous Frequency 2.3 
 
Phase unwrapping is performed so 
instantaneous frequency can be 
calculated. To understand 
instantaneous frequency consider first 
the rate of rotation (angular velocity) 
of a wheel [3] in either degrees or 
radians per second. From there one can 
determine its frequency or cycles per 
second. For example a wheel that 
rotates at 𝜋  𝑟𝑎𝑑. 𝑠−1 or 180 ° 𝑑𝑒𝑔. 𝑠−1 
will have a frequency of 0.5 Hz. In the 
same way by tracking a sinusoids 
phase the frequency can be easily 
deduced. 
 
 By following a sine wave whose 
frequency corresponds to one of the 𝑘 
frequency bins of a STFT though out 
all the different 𝑛  time indices (as 
depicted in figure 5) one can record it’s 
time-varying phase. By the same 
measures as described previously this 
time-varying phase can be translated 
into instantaneous frequency. The 
derivation of phase gives instantaneous 
frequency 
 
𝜔𝑖(𝑛, 𝑘) =  
𝑑
𝑑𝑛
𝜑(𝑛, 𝑘)             (2.1) 
                 
 
which is the first difference between 
adjacent samples 
 
               =  𝜑(𝑛, 𝑘) −   𝜑(𝑛 − 1, 𝑘)  
                                                   
                                                      (2.2) 
 
At this point a problem occurs in 
calculating the instantaneous frequency 
of a 𝑘 frequency bin because computer 
algorithms [4] wrap phase values 
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between [– 𝜋, 𝜋]choosing the smallest 
value of 𝜃, since the angular position 
of 𝜃 is the same as the angular position 
of 𝜃 + 2𝜋, 𝜃 + 4𝜋 …  𝑒𝑐𝑡  in polar 
coordinates (or on the rotating wheel). 
So applying Equation (2.2) will largely 
give incorrect instantaneous frequency 
values and therefor the phase between 
different 𝑛 indices must be unwrapped. 
Phase unwrapping is done by adding 
2𝜋 to phase of a sinusoid at the end of 
each cycle. 
 
 
 
 
 
Figure 5. The different vertical blocks from a 
STFT of a signal have been placed side by 
side. When observing a sine wave of fixed 
frequency 𝒌 over time the instantaneous 
frequency will be constant but this is rare as 
most signals, such as speech, will register 
fluctuations in time-varying frequency and 
time-varying amplitude.  This diagram was 
taken from U.Zozler, “DAFX Digital Audio 
Effects 2nd Edition,” Wiley Verlag, Chap.7 
pg225 (2011). 
 
 
 
Conclusion 
 
The necessity of the correction 
algorithms windowing, the circular 
shift and phase unwrapping were 
evaluated as applied to the phase 
vocoder by observing the 
consequences of their absence and 
were found to be vital in the success of 
this encoder instrument. 
 
 
 
 
 
All diagrams were drawn by the author in Paint 
2 Copyright © 2012-2014 TryBest Studio unless 
otherwise stated.  
 
All matlab plots were created by the author. 
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