0. Introduction. The main aims of this paper are to provide a device for constructing large families of complex-multiplication (CM) fields, and to examine the Galois groups of some related field extensions. We recall that an algebraic number field K (i.e. [K:Q]<<») is called a CM-field if it is totally complex but is quadratic over some totally real field (see Section 1). CM fields are important in algebraic geomety, since the ring of endomorphisms of a simple abelian variety defined over an algebraic number field is either Z or a Z-order in a CM field. Moreover, CM fields figure prominently in classfield theory, since Shimura [15] has shown that "almost all" classfields over CM fields K can be generated by means of division points on abelian varieties admitting Z-orders in K as their endomorphism rings. Shimura's work can be regarded as a natural generalization of the classical method (due to Kronecker and H. Weber) of generating classfields of imaginary quadratic fields via division points on CM-elliptic curves.
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S. D. COHEN AND R. W. K. ODONI matrices. In Section 5 we apply Hilbert's irreducibility theorem in conjunction with our earlier results in order to generate CM fields with prescribed Galois structure of certain types. We conclude by posing the question of the minimal size of a skew-symmetric matrix associated with a given CM field (via the procedure described in Section 1).
1. CM fields. Let Q be the rational field, Z c Q the ring of integers and let IR and C denote the real field and complex field respectively. Let < Q > be an algebraic closure of Q, which we regard as embedded in C. If ae Aut C, z e C , we write z° for the image of z under a, and generally, put A" = {a a :a eA} when AcC, oe AutC. We always denote complex conjugation by x e Aut C.
An (algebraic) number field K is a finite algebraic extension of Q. We call K a totally real (TR) field if K a c U for all a e Aut C, and totally complex (TC) if K a c IR is false for all a e Aut C. The minimal extension of K which is Galois over Q is denoted by K. K is called a CM field if K is a TC field but [K: F] = 2 for some TR field F.
The following proposition is, in principle, well-known; part of it is given in [10, Ch. 1], and we leave the proofs to the reader. 
(i) Let K be a CM field; then K is also a CM field, and x (= complex conjugation) is central of order 2 in Gal K/Q.
(
ii) Let L/Q be a finite Galois extension. Then L is either a TR field or a TC field. Moreover L is a CM field if and only if x is central of order 2 in Gal L/Q. Let F be a subfield of L (Galois, CM), and let H = Gal L/F. Then F is a TR field if and only if xeH, and F is a TC field if and only ifx$H. (iii) Let E, F be TR fields, and let K, L be TC fields. Then EF is a TR field, and EK, KL are TC fields; if K and L are, moreover, CM fields, then EK and KL are also CM

fields.
We turn to the problem of constructing CM fields. LEMMA ), where g(x) is a totally negative polynomial over F, then F(A 1; . . . , k r ) is a CM field.
Suppose that F is a TR field and that A e Q is such that
Proof. Clearly A is purely imaginary, F(k 2 ) is a TR field and F(A) a TC field because 0 # k" e iU for all a e Aut C. For the last part use Lemma 1.1 (iii).
The relevance of skew symmetric matrices S over F now becomes apparent because, by considering also their transposes, such matrices have characteristic polynomials of the form x'g(x 2 ) where g is non-constant (provided S is non-zero) and totally negative. COROLLARY Proof. We have F = Q(6) and K = F(V~^a), where 6 is real and a-is a positive number in F. F has finitely many subfields; hence there exist distinct integers i, j , k (whose size could easily be bounded in terms of degQ(#)) such that
2 ) = E (say) <z F,
and so actually E = F. Now set /3 = /3, and A = /JV-or. It follows that
In particular, V-a = A//3 e Q(A) and so K = Q(A), which completes the proof.
) and A 2 is totally negative, i.e. A is totally imaginary.
COROLLARY 1.3B. A number field K is a CM field if and only if there is a rational skew-symmetric matrix S, and a non-zero eigenvalue A of S, such that K = <Q(A).
Proof. The " i f part is a special case of Corollary 1.2A. To prove the "only i f part, we quote a result of Krakowski [9, p. 237] : if fie Q is totally imaginary, there is a rational skew-symmetric S such that det((il -S) = 0. If AT is a CM field we choose A as in Corollary 1.3A and put fi = A.
We now briefly consider the structure of Gal K/Q when AT is a CM-field. The fact that x is a central involution in Gal K/Q imposes a strong constraint on the structure of this group. This is best understood in terms of wreath-products of permutation groups [12, Section 4] . As it happens we shall only need to consider the wreath product S n [5 2 ] where S k is the symmetric group on k symbols. Now 5 n [5 2 ] has a simple concrete interpretation in terms of subgroups of 5^,, which can be described in various equivalent ways. First, we partition the set of symbols { 1 , . . . , In) into n disjoint pairs {a^, a 2 2 ) has 2n distinct zeros. Then g(x) has n (distinct) zeros fl 1 , . . . , /3 n , and we may label the zeros aof g(x 2 ) with double subscripts in such a way that a n =-a n and a 2 x = af 2 = /3, for i = 1, . . . , n. It is then immediately clear that every a e Gal g( x 2 )/F, regarded as a permutation of the a^, lies in the CS,,^] corresponding to the centraliser of (*n» #12) • • • {&n\, oi n2 ); the lemma is proved.
We shall now apply Lemma 1.4 to CM fields; we show that, if K is a CM field with [K:Q] = 2n, then Gal K/Q can be injected into CS^S^. In fact we give two proofs; the first is (implicitly) longer, but also yields the characterisation of CM fields as "eigenfields" of rational skew-symmetric matrices.
First proof. We choose A as in Lemma 1.3 and take g(x) e Q[x] to be the minimum polynomial of A 2 over Q. Then Gal K/Q is (permutation-) isomorphic to Ga\g(x 2 )/Q acting on the conjugates of A over Q, and we can apply Lemma 1.4.
Second proof. We regard Gal K/Q as a group of permutations of the In conjugates of 6 over Q, where K = Q (6) . This yields a faithful representation / of Gal K/Q into 5^. Since T fixes no conjugate of 8, / ( T ) is a fixed-point-free involution, i.e. consists of the product of n disjoint transpositions in S^.
is contained in the centraliser of / ( r ) in S 2n , which is a CS n [S 2 ], as required.
Generic skew-symmetric matrices.
Let F be any field of characteristic 0, and let n^l . We choose n(n -1)/2, quantities t tj ( l < i < y < / i ) which are algebraically independent over F, define t n to be (-*#) if 1 ^ i <j ^ n, and form the matrix 2 n whose ( i , j ) e n t r y i s f,y. W e c a l l 2 n a g e n e r i c s k e w -s y m m e t r i c n X n m a t r i x o v e r F . L e t x b e a further indeterminate; we put /"(*) = det(jc/ n -£"). Our aim is to calculate the Galois group T n (F) off n (x) over the field F n obtained from F by adjoining the entries of 2 n . It is obvious (see below) that T n (F) is well-defined, /" being irreducible.
Next we observe that, by transposing xl n -2 n , we have
where As stated in the Introduction, we take advantage of previous work [3] to prove a much stronger analogue of Theorem 1 for a certain specialisation of f m involving just two indeterminates t and u. Of course, it implies Theorem 1 itself, although, for (2.2), a further application of Lemma 2.1 and 2.2 is necessary. In this section only we assume the above specialisation has been accomplished in reference to the polynomials /"(*) and g n (x) etc. However, for clarity, on some occasions these will be denoted by/"(*;/, u) and g n (x;t,u). Similarly, T n (F;t, u) will denote Gal/ B (jc;/,u)/F(r,M)etc.
We define f o (x) = g o (x) = 1 and note that /,(*)=*, g,(*) = l; f 2 ) is also square-free apart from a factor x 2 . By the construction employed in the proof of Lemma 6(iii) of [3] we obtain in Galh(x 2 
)/E (E being the splitting field of h(x) over F{t x , t 2 )) a transposition (a, -a) affecting simply a single pair ±a of zeros of h(x 2 ). By the transitivity of G = Gal h(x 2
)/F(ti, t 2 ), the group generated by all such transpositions is C 2 ; hence G is an extension of C 2 by S n (by (i)) which yields (ii).
We apply Lemma 3.3 to the situation of Lemma 3.2; note however that, in stating further results, we no longer assume that F is algebraically closed. We also recall the notation n = [m/2], T = t 2 , U = u 2 , V = nT + U. (
i) Gal/ m (*; t, u)/F(T, U) = CS^SJ, m > 1. (ii) A(g m ) in F[T, U] has even degree in T and in U.
Proof. Using (3.1) the results are evident if m s 3 so assume m > 4 (i.e. n>2). Because the Galois group of f m cannot be larger than CS n [S2], the validity of the theorem for a given field F is implied by applying it to F. Hence we can also suppose that F is algebraically closed.
For m = 2n and with reference to (3.2), take h o (x) = xg$ n _ 2 {x), h x {x) = xg* n -3 (x) and h 2 (x) = gt,-2 (x). Then, by Corollary 3.1A(i), all the hypotheses of Lemma 3.2 are satisfied; in particular, the highest common factor of h o (x) + ah 2 (x) and h x {x) + fih 2 (x) has degree 1 at most. Thus (i) follows from Lemma 3.3(iii). For (ii), by (3.2) and elementary considerations, A(g2«) has degree 2(n -1) in each of T and U.
For m = 2n + 1 we similarly use (3.4) to prove that
Gal/ m (*; t, u)/F(T, U) = Gal/ m (x; t, u)/F(T, V) = CS^}.
Again, from (3.3), A(g 2n+i ) has degree 2(n -1) in each of T and U.
THEOREM 1'. The conclusions of Theorem 1 are valid when T m (F) is replaced by r m (F;t,u).
Proof. Again by (3.1) we can suppose that m > 4 (i.e. n ^2 ) .
F(t, u) is a normal extension of F(T, U) of degree 4 with quadratic subfields F(T, u), F{t, U) and F(T, tu). Let E be the splitting field of g m over F(T, U). Then, by the theorem of natural irrationalities,
G = G m (F; t, u) a Galg m (x)/F(t, u) D E, a normal subgroup of Gal g m (x)IF{T, U) = S n .
Hence G, if not S n , must be A n . However, the latter would imply that F(t, u) fl E is one of the above-mentioned quadratic subfields of F{t, u) which could only be the case if A(g m ) = WA
(T, U), where A(T, U) e F(T, U)
and W = T, U or TU. But this is impossible (even if F were replaced by its algebraic closure F) by Corollary 3.3A(ii). Now let K be the splitting field of g(x 2 ) over F(T, U). Then
and the result, at least for n >4, can be derived by considering degrees from Lemma 2.1. Alternatively, argue as follows. By Corollary 3.3A(i) the only normal extensions of F(T, U) between K and E are K, E and £(a, . .. a n ), where a 2 ,. .. , af, are the zeros of g m (x), the last field corresponding to the group C5 n [5 2 ] H^, , . The desired result is thus clear from Lemma 2.1 and Corollary 3.1A(ii) provided E(t, u) c E{ot\ . . . a n ).
Otherwise, necessarily E(t, u) = K which implies that deg[#, E] = 4 and n = 2. But then E(t) and E(u) are distinct normal extensions of F(T, U)
between E and K, contradicting the above. The proof is complete.
Generic orthogonal matrices.
Our first task in this section is to give a suitable definition of generic orthogonal matrices. Let F be any field of characteristic ^2, and let M n (F) be the set of all n x n matrices over F. It might seem possible to define a matrix UeM n (K) (K a suitable extension of F) to be "generic orthogonal" over F if its entries are "maximally algebraically independent", subject to the conditions U T U = UU T = /". Unfortunately, this approach makes it difficult to prove results about det(jc/ n -U), U 42 S. D. COHEN AND R. W. K. ODONI "generic orthogonal". We shall therefore adopt a different approach, based on Cayley's transformation [8, vol. 1, p. 352] . We begin with a short sequence of simple lemmas which, in principle, are well known, their fairly routine proofs in some cases being left as exercises for the reader. Until after Lemma 4.5 we shall take F arbitrary of characteristic *2. REMARK. When F has characteristic 0 this is the basis of "Cayley's transformation". LEMMA 4.3. Let Q e M n {F) be orthogonal, and let E n be the set of all diagonal E in M n (F) with each (diagonal) entry equal to ±1. Then, for at least one E e E n , there is a skew-symmetric SeM n (F) such that det(/ n ±S)*0 and Q = £(/" + 5)(/ rt -S)" 1 
= E(l n -S)~\l n + S). Moreover, S is uniquely determined by E.
Proof. A simple induction on n shows that, given A e M n (F), there is at least one EeE n such that det(j4 + E) ± 0. In particular, there is an E e E n such that det(Q + E) =£ 0. Then det(£Q + / n ) : ? t 0, while EQ is orthogonal. The lemma now follows from Lemma 4.2.
We are now in a position to define generic orthogonal matrices over F. Let S n be the generic nx n skew-symmetric matrix over F, and let E e E n . We put Q(E, n) = £(/" + Z J^-Z , , ) " 1 ; it is clearly well-defined since det(/ n -2 n ) specialises to 1 if 2 n is specialised t o 0; t h e Q(E, n) (E e E n ) a r e called generic n x n orthogonal matrices over F; our aim is to study the Galois group of det(jc/ n -Q(£, n)) over F n of Section 2. To determine this group we need two more simple lemmas. LEMMA 4.4. For every E e E n we have 1 for all suitable AeA/ B (F fl ). Hence F n coincides with F(entries of 5), the superdiagonal entries of S are algebraically independent over F, and there is an /-"-automorphism of F n sending 7L n to 5.
We are now in a position to determine the Galois group of det(jt/ n -Q(£, n)) over F n . We assume from now onwards that F has characteristic 0. Let T n (F), f n be as in Section 2 (for n > l ) , with T 0 (F) defined to be the trivial group. We show that the Galois group under discussion can be expressed in terms of r n (F) (for which Theorem 1 furnishes an explicit description). THEOREM 2. Let u(E, n, x) = det(;c/ n -Q(£, n)) e F n [x] . Then u(E, n, x) has n distinct zeros. Moreover, if H{E, n, F) -Gal u(E, n, x)/F n , then rr n _,(F), provided n is even and det E = -1 ,
Proof. First suppose that det E = 1. Using Lemma 4.5 we have
where 5 is the image of 2 n under some F-automorphism of F n . Hence it suffices to assume that E = /" and S = E n . We have
This shows that u(E, n, x) has n distinct zeros when det E = 1, and that H(E, n, F) = T n {F), as required in (4.2). We suppose that det£ = -l from now on and consider the "odd" and then the "even" cases. It is clear that u ( -l , 1, x) = x + 1 and H(-l, I, F) = (1). Now let n > 1, E € E 2n+1 and det(£) = -1 . Then -E e E 2n+ , and det(-£) = +1. Let <j>(x) = det(x/ 2n+1 -Q(-£, 2n + 1)). Then, by the above, (f>(x) has 2n + 1 distinct zeros and Gal <p(x)/F 2n +i = T^+i^)-Also, ^(x) = det(jc/ 2n+1 + Q(£ ) 2n + l)) ) so that u(E, In + 1, x) = -<p (-x) , and this immediately yields (4.2) again. In principle, the same type of construction could be applied with generic orthogonal matrices in place of £"; we leave the details to the reader as the results are ultimately equivalent to those obtained from 2 n .
6. Further remarks. Because of its wholly elementary nature and of the interest of the underlying group theory, there is merit in sketching the original direct inductive proof of Theorem 1.
In the main it suffices to consider the even case. By specialising 2 2 n + 2 as°N 2 2 ©2 2n
(in disjoint sets of variables), we see that F 2n+2 (F) contains a copy of T 2 (F) X T 2n (F) =
To begin with, the above inclusion can be harnessed with the classical theorem [2, Section 161] that, for n^6 , a transitive subgroup of S n containing a copy of 5 n _, must indeed be S n , to prove by induction that G2n(F) = S n . (As for the exceptional case, Gi 2 (F) = S 6 since, in addition, obvious alternative specialisations yield copies of S 4 x Sâ nd S 3 x S 3 in G 12 (F)).
The remaining claims of Theorem 1 (even case) can similarly be derived by means of Lemma 2.1 applied to gzn(x). Clearly, if condition (Hi) is valid for g^, then the Galois group H = GsA(g2n(x 2 )/E) referred to there is not "very small" (i.e. in C 2 ) and so, by induction, (iii) also holds for g 2n+2 (*). To get the induction started, values of n < 4 require more detailed information on H obtained from further specialisations.
Finally, Theorem 1 for odd integers, can be deduced as follows. By (2.1) and Corollary 3.1A(ii), T^+^F) can be injected into, S2,, but not A^, while specialising Z 2n+1 as (0) © 2^ yields F^F ) as a subgroup.
We conclude with a question raised in conversation with A. W. Chatters (Bristol). Suppose that K = Q(k) is a CM-field (as in Corollary 1.3A), of absolute degree In, say. We know from Corollary 1.3B that some skew-symmetric rational matrix 5 possesses A as an eigenvalue. How small (in terms of n) can 5 be, i.e. how few rows can S have? We note that, in this sense, Krakowski's method is not efficient, yielding an 5 with about 9" rows. By comparison, for a TR-field F = <Q(0) of absolute degree n, we deduce from Bender [1] that 6 is an eigenvalue of a symmetric rational matrix A with n rows (n odd) or n + 1 rows (n even).
In fact, we can employ Bender's result in our situation in which K is the CM-field Q(A) (as above). Let 0 = AA/^T, SO that F = Q(0) is a TR field of absolute degree n(V : : I e K) or 2n(\[^\$K).
It tells us that there is a rational symmetric matrix with m rows and eigenvalue 6 with if n is odd and V^I e K, if n is even and V-T e K, if V 
