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We calculate the spectrum of linear perturbations of standing wave solutions discussed in
[Phys. Rev. D 87, 123006 (2013)], as the first step to investigate the stability of globally regu-
lar, asymptotically AdS, time-periodic solutions discovered in [Phys. Rev. Lett. 111 051102 (2013)].
We show that while this spectrum is only asymptotically nondispersive (as contrasted with the pure
AdS case), putting a small standing wave solution on the top of AdS solution indeed prevents the
turbulent instability. Thus we support the idea advocated in previous works that nondispersive char-
acter of the spectrum of linear perturbations of AdS space is crucial for the conjectured turbulent
instability.
Introduction. A recent numerical and analytical study
suggest that anti-de Sitter (AdS) space is unstable
against the formation of a black hole under a large class
of arbitrarily small perturbations [1–4]. It is argued [5, 6]
that the two crucial ingredients of the mechanism of in-
stability are: (1) the lack of dissipation of energy by ra-
diation to null infinity (opposite to the Minkowski case)
and (2) a resonant (nondispersive) spectrum of linear per-
turbations of AdS. This means that at linear level wave
packets do not disperse in AdS and, once their modes
get coupled through nonlinearities (coming either from
self-gravity or self-interaction), it leaves a long time for
them to interact. Then the (conserved) energy is effi-
ciently transferred into higher and higher frequencies i.e.
gets concentrated on finer and finer spatial scales that
ultimately leads to a black hole formation. On the other
hand it was suggested in [1, 4, 7] that there exist asymp-
totically AdS (aAdS) solutions that, being arbitrarily
close to AdS, are immune to this instability. Indeed, two
explicit examples of such stable stationary aAdS solu-
tions were given, namely time-periodic solutions [8] and
standing waves [9] (refereed to as boson stars by the au-
thors) for real and complex massless scalar field respec-
tively. The existence of this type of solutions seems to be
a rule rather then an exception. This suggests that while
the AdS space itself is unstable against black hole forma-
tion, putting some fine-tuned small ripples on AdS can
prevent the instability [7, 10]. But what makes these rip-
ples stable? In this note we support the conclusions of the
work [7] that a nondispersive character of the spectrum of
linear perturbations on the fixed AdS background is cru-
cial for the assumed instability. Firstly, up to now, there
was some clash between analytical [7] and numerical re-
sults of one of us [11] to what extent only asymptotically
resonant character of the spectrum is good enough to
trigger the instability. We refined the numerical analysis
of [11] and found that asymptotically resonant spectrum
is not sufficient to trigger instability for small pertur-
bations. Secondly, to investigate what makes the time-
periodic solutions discovered in [8] stable we start with a
simpler case of standing waves discussed in [9]. Namely,
we investigate in detail the spectrum of their linear per-
turbations. We show that, while this spectrum is only
asymptotically resonant, putting a small standing wave
in the center of AdS prevents the instability.
Flat space enclosed in a cavity, revisited. In [11]
a spherically symmetric self-gravitating massless scalar
field enclosed in a perfectly reflecting spherical cavity was
studied as a toy model for the assumed AdS instability.
This somewhat artificial model allowed for two types of
reflecting boundary conditions: Dirichlet and Neumann,
resulting in strictly resonant (nondispersive) spectrum
ωj = jpi/R and only asymptotically resonant spectrum
tanRωj = Rωj , respectively (here R stands for the cavity
radius). The resonant case, being a close analogue of the
AdS case, showed a perfect scaling with the amplitude of
the initial perturbation (compare the Fig. 2 in [11], with
the key numerical evidence for AdS instability, the Fig. 2
in [1]) and the similar behavior of energy spectra to the
AdS case (compare the Fig. 4 in [11] with the Fig. 2 in
[6]) and strengthened the evidence for a robust mecha-
nism of instability sketched in [1]. In spite of the fact that
the analogous scaling in the Neumann boundary case (cf.
Fig. 5 in [11]) might have not seem compelling enough, it
was concluded in quest of further robustness that ... the
spectrum of linearized perturbations need not be fully res-
onant for triggering the instability. On the other hand
the authors of [7] came to the opposite conclusion based
on nonlinear perturbation analysis. The clash between
those two statements became even more prominent with
the discovery of concrete examples of (nonlinearly) stable
aAdS solutions [8, 9], previously advocated in [7] and the
question what makes them immune to the instability dis-
covered in [1]. Thus we ran the simulation for the same
family of initial data as [11]
Φ(0, r) = 0 , Π(0, r) = ε exp
(
−64 tan2 pi
2
r
)
, (1)
but still smaller amplitudes [14]. The results are depicted
in Fig. 1. For the Dirichlet boundary condition we con-
firmed the scaling depicted in the Fig. 2 of [11]: the scal-
ing works better when the amplitude of the initial data
is decreased. For the Neumann boundary condition we
found that scaling does not improve as we decrease the
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FIG. 1: Top. The function Π(t, 0) for solutions to the model
[11] with Neumann boundary condition at the cavity bound-
ary (of size R = 1) with initial data (1) for small amplitude
shows very different behaviour as opposed to moderate and
large perturbations, see Fig. 5 in [11]. The spectral code [13]
conserves the total mass up to 2.5× 10−15 over long integra-
tion times. Middle. The closeup showing scaling of Π(t, 0)
function with an amplitude of the perturbation ε (with the
same color coding). Bottom. Due to the dispersive spectra for
Neumann boundary condition the initially localized preturba-
tion spreads over the entire spatial domain which prevents the
collapse. For late time there is also phase shift between the
signals of different amplitudes.
amplitude, while for ε . 1 the instability is not triggered
at all.
Standing waves in AdS. In this section we revisit the
problem of nonlinear stability of standing waves (boson
stars) in AdS and show that while the numerical results of
[9] provide the evidence for their stability, the spectrum
of their linear perturbation is only asymptotically reso-
nant. To make this note self-contained we rewrite the
equations for a complex, selfgravitating massless scalar
field with negative cosmological constant studied exten-
sively in [3, 9]. We parametrize the (d+ 1)–dimensional
asymptotically AdS metric by the ansatz
ds2 =
`2
cos2x
(−Ae−2δdt2 +A−1dx2 + sin2x dΩ2d−1) , (2)
where `2 = −d(d−1)/(2Λ), dΩ2d−1 is the round metric on
Sd−1, −∞ < t <∞, 0 ≤ x < pi/2, and A, δ are functions
of (t, x). The evolution of the system is governed by
Einstein equations
Gαβ + Λgαβ = 8piG
(
∂αφ∂βφ¯− 1
2
gαβ ∂
µφ∂µφ¯
)
, (3)
gαβ∇α∇βφ = 0 , (4)
with φ standing for the massless complex scalar field. For
the metric ansatz (2) this system boils down to (using the
units with 8piG = d− 1)
Φ˙ =
(
Ae−δΠ
)′
, Π˙ =
1
tand−1x
(
tand−1xAe−δΦ
)′
, (5)
δ′=− sinx cosx
(
|Φ|2 + |Π|2
)
, (6)
A′=
d− 2 + 2 sin2x
sinx cosx
(1−A) +Aδ′ , (7)
where · = ∂t, ′ = ∂x, and
Φ = φ′, Π = A−1eδφ˙ . (8)
Note that the set of equations (5-7) has the same form as
in [2, 6, 8] with the only exception that auxiliary fields
(8) are now complex valued functions, and it differs from
one presented in [3] by the scaling factor cosd−1 x. As dis-
cussed in [6] we supply this system with reflecting bound-
ary conditions
Π(t, pi/2) = 0, δ′(t, pi/2) = 0, A(t, pi/2) = 1, (9)
to require smooth evolution with a conserved total mass
[6]. With the stationarity ansatz
φ(t, x) = eiΩtf (x), δ(t, x) = d (x), A(t, x) = A(x), (10)
Ω > 0, the system (5-8) is reduced to
−Ω2 e
d
A
f =
1
tand−1 x
(
tand−1 xAe−d f ′
)′
, (11)
d ′ = − sinx cosx
[
f ′2 +
(
Ωed
A
f
)2]
, (12)
A ′ =
d− 2 + 2 sin2 x
sinx cosx
(1− A) + Ad ′. (13)
We refer to solutions of the form (10) as standing wave
solutions rather than boson star. For a review on a dif-
ferent models of boson star solutions and their possible
astrophysical and cosmological relevance see [12] and ref-
erences therein. We construct the solutions of the sys-
tem (11-13) both numerically and perturbativelly using a
3modified versions of the codes for time-periodic solutions
[8]. Using perturbative approach we seek for solution in
a form
f (x)=
∑
odd λ≥1
ελ fλ(x), f1(x) =
eγ(x)
eγ(0)
(14)
d (x)=
∑
even λ≥2
ελ dλ(x), 1− A(x) =
∑
even λ≥2
ελ Aλ(x),
(15)
Ω= ωγ +
∑
even λ≥2
ελ ωγ,λ, (16)
where eγ(x) is a dominant mode in the solution in the
limit ε → 0 (ej(x) is an eigenbasis of a linear prob-
lem for a fixed AdSd+1 background Lej(x) = ω
2
j ej(x),
L = − tan1−d x ∂x
(
tand−1 x ∂x
)
with eigenfrequencies
ω2j = (d+ 2j)
2, j = 0, 1, . . .; for explicit form of ej(x) see
e.g. [8]). Since the eγ(x) function has exactly γ nodes
we refer to the solution with dominant mode γ = 0 as a
ground state solution while for solutions with γ > 0 as
excited states (as in the boson star nomenclature). This
particular choice of f1(x) together with a requirement
fλ(0) = 0 for λ ≥ 3 fixes a value of scalar field at the
origin to f (0) = ε. Next, at each perturbative order λ we
decompose scalar field fλ(x) and metric functions Aλ(x),
dλ(x) in the eigenbasis ej(x) as for the time-periodic so-
lutions, such that boundary conditions (9) are satisfied at
each order. This allow us to obtain the solution by solv-
ing the linear algebraic system for Fourier coefficients,
where the frequency corrections ωγ,λ are fixed by an in-
tegrability conditions. In this way we get a unique solu-
tion, up to arbitrarily high order λ, with d and γ being
the only parameters. For more details see [8].
As for the time-periodic solutions we also construct
standing wave solution by solving (11-13) numerically.
Here we represent the solution by a set of 3N Fourier
coefficients
f (x)=
N−1∑
j=0
fˆjej(x), d (x) =
N−1∑
j=0
dˆj (ej(x)− ej(0)) ,
(17)
A(x)= 1−
N−1∑
j=0
Aˆjej(x), (18)
and the frequency Ω. With an approximation (17, 18)
satisfying boundary conditions (9) we require for the
equations (13-11) to be satisfied at the set of N colloca-
tion points. Additionally we add to this system a condi-
tion fixing the value of scalar field at the origin f (0) = ε.
In this way we get a nonlinear eigenvalue system of 3N+1
equations for the same number of unknowns approximat-
ing a solution to (11-13). Fig. 2 shows both the conver-
gence rate of our numerical method and comparison with
perturbativelly constructed solution.
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FIG. 2: Top. The convergence test of numerical code
for ground state standing wave solution with f (0) = 3/10
(Ω ≈ 4.56690). The frequency error ∆ΩN = |ΩN − ΩN=32|,
scalar field profile error ∆fN = ||fN − fN=32||2, and total mass
error ∆MN = |MN−MN=32| computed for increasing number
of Fourier coefficients N in (17, 18) compared with reference
solution with N = 32. Bottom. The comparison of numer-
ical and analytical ground state standing wave solutions for
varying value of f (0) = ε. The scalar field absolute error
∆f = ||fnum− fpert||2 is computed for numerical solution with
N = 48 eigenmodes, the perturbative series was found up to
O (ε23) order. For small values of ε < 0.2 the rounding errors
dominate. The discrete l2-norm || . ||2 was computed on as set
of equally spaced grid points xi = ipi/800, i = 1, . . . , 400.
Linear stability of standing waves. To study the linear
stability we make the perturbative ansatz (|µ|  1)
φ(t, x) = eiΩt
(
f (x) + µψ(t, x) +O (µ2)) , (19)
δ(t, x) = d (x) + µ (α(t, x)− β(t, x)) +O (µ2) , (20)
A(t, x) = A(x)
(
1 + µα(t, x) +O (µ2)) , (21)
(22)
and we neglect higher order terms in µ. Next, we assume
harmonic time dependence of the perturbation
ψ(t, x) = ψ+(x)e
iX t + ψ−(x)e−iX t, (23)
α(t, x) = α(x) cosX t, (24)
β(t, x) = β(x) cosX t, (25)
where ψ+(x) and ψ−(x) are both real functions. This is
the most general ansatz allowing for separation of t and x
dependence, making at the same same time the resulting
system of equations relatively simple (cf. [9]). Plugging
the (19-25) into (5-8) and linearizing about µ = 0 we
4obtain a set of differential-algebraic equations
α = − sin 2x
{
Ω
X f
(
ψ′+ − ψ′−
)
+f ′
[(
1− ΩX
)
ψ+ +
(
1 +
Ω
X
)
ψ−
]}
,
(26)
β′ = −d− 1− cos 2x
sinx cosx
α
A
, (27)
ψ′′± = −
d− 1− cos 2x(1− A)
A sinx cosx
ψ′±
−
(
1∓ X
Ω
)2(
Ωed
A
)2
ψ±
− 1
2
β′f ′ +
(
1∓ X
2Ω
)(
Ωed
A
)2
βf .
(28)
This system supplied with the boundary conditions (in-
herited from (9))
ψ±(pi/2) = 0, α(pi/2) = 0, β′(pi/2) = 0, (29)
and the regularity conditions at x = 0 is a linear eigen-
value problem with X as an eigenvalue. In principle,
knowing standing wave solution f (x), A(x), d (x), we
could integrate (26-28) to obtain a solution in a closed
form. Since this is not the case here, we again resort on
perturbative method. We expand the unknown functions
α(x), β(x), ψ±(x) and frequency X in small parameter ε
(the same as for the standing wave solution (14-16))
X =
∑
even λ≥0
ελχλ, ψ±(x) =
∑
even λ≥0
ελψ±,λ(x),
(30)
α(x) =
∑
odd λ≥1
ελαλ(x), β(x) =
∑
odd λ≥1
ελβλ(x).
(31)
Plugging (14-16) and (30-31) into (26-28) we demand
that the equations are satisfied at each order of ε. More-
over, as for the standing wave solution we expand the
unknown functions in eigenbasis ej(x)
ψ±,λ(x) =
∑
j≥0
(ej |ψ±,λ ) ej(x), (32)
αλ(x) =
∑
j≥0
αˆλ,jej(x), (33)
βλ(x) =
∑
j≥0
βˆλ,j (ej(x)− ej(0)) , (34)
At the lowest order O(ε0) the constraints (26) and (27)
are identically satisfied, while from (28) we get two linear
second order equations
Lψ±,0 − (χ0 ∓ ωγ)2ψ±,0 = 0 , (35)
Using decomposition of ψ±,0(x) and orthogonality of the
basis functions (ei |ej ) :=
∫ pi/2
0
ei(x)ej(x) tan
d−1 x dx =
δi,j we get the condition for the frequency χ0{
ω2j − (χ0 − ωγ)2 = 0,
ω2k − (χ0 + ωγ)2 = 0.
(36)
This system is satisfied when: ψ−,0 ≡ 0, ψ+,0 = ej(x),
and χ0 = ωγ ± ωj or ψ+,0 ≡ 0, ψ−,0 = ek(x), and
χ0 = −ωγ ± ωk (there is also the case when neither of
ψ±,0(x) is zero, i.e. ψ+,0(x) = ej(x), ψ−,0(x) = ek(x)
with k, j such that d+ 2γ = |k − j| holds, but construc-
tion of solutions for this choice breaks down at higher
orders, thus we exclude this case). Taking into account
the form of the ansatz (25), due to the t→ −t symmetry,
these two seemingly different cases are in fact equivalent.
Therefore, it suffices to consider the former case, so as a
solution of the linear system (35) we take
ψ+,0(x) = eζ(x), ψ−,0(x) = 0, χ±0 = ωγ ± ωζ . (37)
Thus, at the lowest order in ε, solution (37) specifies a
standing wave with γ nodes perturbed by a single eigen-
mode with ζ nodes. Next, at each odd order λ the con-
straints are solved as follows. The coefficients αˆλ,j are
simply given in terms of the decomposition of the order
λ of the right hand side of the equation (26). Next, we
rearrange the (27) at the order λ to obtain the linear
system for the expansion coefficients of the βλ(x) func-
tion. For any even λ the system (26-28) reduces to two
inhomogeneous equations
Lψ±,λ − (χ0 ∓ ωγ)2ψ±,λ = S±,λ , (38)
with source terms S±,λ depending on the lower order
expansion coefficients in (14-16) and (30-31). Using the
ψ+,λ(x) expansion formula (32) and projecting the first
equation in (38) onto the ei(x) mode we have
(ei |ψ+,λ ) = (ei |S+,λ )
ω2i − ω2ζ
, i 6= ζ , (39)
where we have used the definition of χ±0 given in (37).
For i = ζ the necessary condition
(eζ |S+,λ ) = 0 , (40)
is satisfied by an appropriate choice of the parameter χλ,
while the free coefficient (eζ |ψ+,λ ) is fixed as follows.
We set the value of ψ+(x) at the origin to unity (we
use the fact that governing equations are linear and we
set ψ+,0(x) = eζ(x)/eζ(0)), then since ψ+,0(0) = 1 we
require that ψ+,λ(0) = 0 for λ ≥ 2 which corresponds to
taking
(eζ |ψ+,λ ) = −
∑
i 6=ζ
(ei |ψ+,λ ) ei(0) . (41)
5For a second equation in (38) after projection on ek(x)
mode, we get
(ek |ψ−,λ ) = (ek |S−,λ )
ω2k − (2ωγ ± ωζ)2
, k 6= k∗, (42)
where ωk∗ = |2ωγ ± ωζ | and the sign depends on the
particular choice of χ0 = χ
±
0 . For χ0 = χ
+
0 = ωγ + ωζ
the k∗ = d+ 2γ + ζ > 0 and the condition
(ek∗ |S−,λ ) = 0, (43)
can always be satisfied by an appropriate choice of a
constant (ek∗ |ψ−,λ−2 ) (it is remarkable that at the low-
est nontrivial order λ = 2 the coefficient (ek∗ |S−,λ=2 )
is always zero for any combination of γ and ζ, so we
can continue our construction to arbitrary high order
λ, having exactly one undetermined constant after solv-
ing order λ, which will be fixed at higher order λ + 2).
On the other hand for χ0 = χ
−
0 = ωγ − ωζ we have
k∗ = 12 (|d+ 2(2γ − ζ)| − d) which can be either posi-
tive or negative. For k∗ < 0 there are always solutions
to (42) since the denominator, on right hand side, is
always different from zero for any k ≥ 0, and the co-
efficient (ek |ψ−,λ ) will be determined by the formula
(42). The k∗ ≥ 0 case is more involved since there are
two possibilities: either d + 2(2γ − ζ) ≥ 0 which gives
k∗ = 2γ − ζ ≥ 0 and there are no solutions to (42) since
it turns out that the coefficient (ek∗ |S2,λ=2 ) is nonzero,
which leads to contradiction, either d+2(2γ−ζ) < 0 and
for k∗ = ζ−2γ−d ≥ 0 the coefficient (ek∗ |S−,λ=2 ) is zero
and the unknown (ek∗ |ψ−,λ=2 ) will be fixed at higher or-
der λ = 4 and we proceed just like for the χ0 = χ
+
0 case.
To sum up, for χ0 = χ
+
0 there are solutions for any choice
of γ and ζ, while for the χ0 = χ
−
0 there exists solutions
only for ζ > 2γ.
In this way we construct a solution describing a stand-
ing wave with dominant eigenmode eγ(x) peturbed (at
the linear level) by a dominant eigenmode eζ(x). Note
the (general) ansatz (19-25) allows us to perturb a fixed
standing wave with any eigenmode, as opposed to the
analysis presented in [9]. The ansatz proposed in [9] re-
stricts the form of perturbation, such that it allows for a
γ-node standing wave to be perturbed by a solution with
γ-nodes only. For that reason it is not suitable to find
the full spectrum of linear perturbations.
Solving the higher orders of perturbative equations (in
terms of ε expansion) we get successive approximation to
the solution of the system (26-28) and in particular for
the eigenfrequences X . Repeating this procedure for suc-
cessive values of ζ we can compute the spectrum of linear
perturbations around the standing wave (by deducing a
general expression for frequency corrections χλ in pertur-
bative series (30)). A systematic analysis of our results
lead us to the observation that all of these corrections are
given in terms of the recurrence relation which is easy to
solve. Here we present just a sample of our calculations
for ground state solution (γ = 0). For χ+0 = ωγ=0 + ωζ
the second order coefficient in (30) reads
χ2 =
1134ζ6 + 19003ζ5 + 124820ζ4 + 407705ζ3 + 688426ζ2 + 548112ζ + 146160
448ζ5 + 5600ζ4 + 25760ζ3 + 53200ζ2 + 47292ζ + 13230
, (44)
for ζ = 0, 1, . . ., while in the χ−0 = ωγ=0 − ωζ case we get
χ2 =
−1134ζ6 − 8213ζ5 − 16920ζ4 − 455ζ3 + 28674ζ2 + 13168ζ − 15120
448ζ5 + 3360ζ4 + 7840ζ3 + 5040ζ2 − 1988ζ − 1470 , (45)
for ζ = 1, 2, . . .. Having computed also higher order
terms we can read off the asymptotic expansion of the
linear spectrum of perturbed standing wave (30). Up to
fourth order in ε for large wave numbers ζ the spectrum
(of ground state standing wave solution γ = 0) reads
X+ =
(
2 +
81ε2
32
+
706663ε4
322560
+ . . .
)
ζ +
(
8 +
1207ε2
112
+
908257501ε4
86929920
+ . . .
)
−
(
105ε2
64
+
29319ε4
28672
+ . . .
)
ζ−1
+
(
165ε2
16
+
472547ε4
28672
+ . . .
)
ζ−2 +O (ζ−3) , (46)
6X− = −
(
2 +
81ε2
32
+
706663ε4
322560
+ . . .
)
ζ +
(
73ε2
112
+
48824929ε4
28976640
+ . . .
)
+
(
105ε2
64
+
29319ε4
28672
+ . . .
)
ζ−1
+
(
15ε2
4
+
50753ε4
4096
+ . . .
)
ζ−2 +O (ζ−3) . (47)
Thus the spectrum is only asymptotically resonant for
ε 6= 0. This has a direct consequence on the dynamics of
perturbed standing wave solution, which we investigate
in the next paragraph.
Numerical results. We solve the system (5-8) subject
to boundary conditions (9) with the same methods as
used in [8] with only minor modification due to real and
imaginary parts of dynamical fields (8). For a purely real
initial data
Φ(0, x) = 0 ,
Π(0, x) = ε
2
pi
exp
(
−4 tan
2 x
pi2σ2
)
,
(48)
(with σ = 1/16) we reproduce the scaling
Π(t, 0)2 → ε−2Π(ε2t, 0)2 (cf. Fig. 2 in [1]) which
improves with decreasing amplitude of the perturbation
ε, supporting the conjectured AdS instability [1] for
reflecting boundary conditions.
On the other hand for perturbed standing wave solu-
tion, i.e. for the initial data
Φ(0, x) = f ′(x) ,
Π(0, x) = ε
2
pi
exp
(
−4 tan
2 x
pi2σ2
)
+ iΩf (x)
ed (x)
A(x)
,
(49)
(here we also set σ = 1/16) evolution is different (see
Fig. 3 for a perturbed ground state γ = 0 solution; we
observe the same behaviour for small amplitude excited
states γ > 0). While for large amplitudes of the gaus-
sian perturbation, after several dozens of reflections, the
modulus of the scalar field Π(t, 0) starts to grow indicat-
ing formation of apparent horizon, the situation changes
when the perturbation becomes small. For slightly per-
turbed standing wave solution, and for simulated time
intervals, the evolution does not show any sign of insta-
bility staying all the time close to the stationary state.
Moreover, in contrast to perturbations of the pure AdS
space, in this case we do not observe any scaling with the
coordinate time t. Here we observe an initially narrow
perturbation to bounce fourth and back over the standing
wave solution, which as a time passes tends to spread out
over the whole domain. This effect is a consequence of
nonresonant spectra of standing wave solutions (46, 47),
similarly to the Minkowski in a cavity model with Neu-
mann boundary condition. The lack of a coherence re-
stricts the energy transfers during successive implosions.
As a consequence, the energy spectra of noncollapsing
solution seems to equilibrate around some stationary dis-
tribution with small fluctuation of energy between eigen-
modes (see Fig. 4). Therefore the solution behaves as a
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FIG. 3: Top. The time evolution (in d = 4) of squared mod-
ule of a scalar field Π(t, x) at the origin (x = 0) for a per-
turbed ground state standing wave solution with f (0) = 0.16
(Ω ≈ 4.15034) by narrow gaussian pulse (49) of decreasing
amplitude (labelled by different line colors). Bottom. A
closeup showing scaling with an amplitude of the perturbation
ε, which improves when ε→ 0. Because of the nonlinearity of
governing field equations we cannot exactly separate contribu-
tions coming from standing wave solution and a perturbation.
perturbation propagating on a standing wave background
as is seen on Fig. 3 where we subtract a contribution of
standing wave (a constant value) and rescale by the am-
plitude of initial perturbation.
Conclusions. There is growing evidence that while the
AdS space is unstable against a black hole formation un-
der a large class of arbitrarily small initial perturbations
[1–4], there also exists a variety of stable, asymptotically
AdS (aAdS) solutions like time-periodic solutions [8] or
standing waves [9], that can be arbitrarily close to AdS.
Both AdS and those aAdS solutions are stable at linear
level. However, a small perturbations in a form of a short
pulse of radiation, when perturbing the pure AdS solu-
tion, propagates roughly non-dispersively, with its energy
cascading to higher frequencies and ultimately collapsing
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FIG. 4: Plot of the energy spectrum defined as
Ej :=
∣∣∣(ej ∣∣∣√AΠ)∣∣∣2 + ω−2j ∣∣∣(e′j ∣∣∣√AΦ)∣∣∣2 at initial and late
times (labelled by different line types) for the solution of per-
turbed standing wave (49) with f (0) = 0.16 (Ω ≈ 4.15034)
and amplitude of the gaussian perturbation ε = 1/2. For late
times spectrum falls off exponentially with an almost constant
slope (compare with analogue Fig. 2 in [6] for perturbed AdS
solution).
to a black hole, while perturbing those aAdS solutions
(e.g. time-periodic ones), it disperses over the whole
space and the energy cascade is ultimately stopped. It
was suggested in [7] that this qualitative change in the
long time evolution is due to the nonresonant charac-
ter of the spectrum of linear perturbations of the aAdS
solutions. In this note, as the first step to study the sta-
bility of time-periodic solutions, we investigate in detail
the spectrum of linear perturbations of standing waves
[9] and show that indeed it is not exactly resonant (it is
only asymptotically resonant — resonant in the limit of
a wave number going to infinity). Studying this system
numerically we find that there is a threshold for trig-
gering instability resulting in a black hole formation. It
is important to stress that such stable aAdS solutions
can be arbitrarily close to AdS. Then the fate of a small
perturbations in a form of a short pulse of radiation de-
pends on what dominates as perturbation of pure AdS: if
“short pulse” dominates over a standing wave or a time-
periodic solution (there is a “short pulse” perturbed with
some small stable aAdS solution) it will still trigger the
energy cascade and ultimately collapse to a black hole; if
some stable aAdS solution dominates over a “short pulse”
(there is a stable aAdS solution perturbed with a “short
pulse”) the energy cascade is stopped and the evolution
stays smooth. Then we confirm this qualitative behavior
in the toy model of a portion of Minkowski space Λ = 0
enclosed in a perfectly reflecting cavity. The advantage
of this somehow artificial model is that it allows for the
two types of boundary conditions, resulting in either res-
onant or only asymptotically resonant spectrum of linear
perturbations (for Dirichlet and Neumann boundary con-
ditions respectively). Indeed the long time evolution of
small perturbations for these two types of boundary con-
ditions is qualitatively different. For the Dirichlet bound-
ary conditions the perturbation ultimately collapses to a
black hole (an analogue of the pure AdS case), while for
Neumann boundary conditions (an analogue of a stable
aAdS solution) there is a threshold for a black hole for-
mation — the small perturbations do not collapse and
their evolution stays smooth.
Acknowledgments: We are indebted to Piotr Bizon´
for suggestions and discussions. This work was sup-
ported by the NCN grant DEC-2012/06/A/ST2/00397.
M.M. acknowledges support from the Dean’s grant
no. K/DSC/001588. The computations were performed
at the supercomputer “Deszno” purchased thanks to
the financial support of the European Regional De-
velopment Fund in the framework of the Polish In-
novation Economy Operational Program (contract no.
POIG. 02.01.00-12-023/08) and at the “Mars” super-
computer of Academic Computer Centre Cyfronet AGH,
grant no. MNiSW/IBM BC HS21/UJ/071/2013.
∗ Electronic address: maliborski@th.if.uj.edu.pl
† Electronic address: arostwor@th.if.uj.edu.pl
[1] P. Bizon´ and A. Rostworowski, Phys. Rev. Lett. 107,
031102 (2011), arXiv:1104.3702
[2] J. Ja lmuz˙na, A. Rostworowski and P. Bizon´, Phys. Rev.
D 84, 085021 (2011), arXiv:1108.4539
[3] A. Buchel, L. Lehner and S.L. Liebling, Phys. Rev. D 86,
123011 (2012), arXiv:1210.0890
[4] O.J.C. Dias, G.T. Horowitz and J.E. Santos, Class.
Quant. Grav. 29, 194002 (2012), arXiv:1109.1825
[5] P. Bizon´, Is AdS stable?, arXiv:1312.5544
[6] M. Maliborski and A. Rostworowski, Int. J. Mod. Phys.
28 1340020 (2013), arXiv:1308.1235
[7] O.J.C. Dias, G.T. Horowitz, D. Marolf and J.E. Santos,
Class. Quant. Grav. 29, 235019 (2012), arXiv:1208.5772
[8] M. Maliborski and A. Rostworowski, Phys. Rev. Lett 111
051102 (2013), arXiv:1303.3186
[9] A. Buchel, S.L. Liebling and L. Lehner, Phys. Rev. D 87,
123006 (2013), arXiv:1304.4166
[10] M. Maliborski and A. Rostworowski, A comment on “Bo-
son stars in AdS”, arXiv:1307.2875
[11] M. Maliborski, Phys. Rev. Lett. 109, 221101 (2012),
arXiv:1208.2934
[12] S.L. Liebling and C. Palenzuela, Living Rev. Relativity
15, (2012), 6, arXiv:1202.5809
[13] M. Maliborski, PhD thesis (in preparation).
[14] there is a typo in the width of the gaussian in the eq.
(13) of [11]: the coefficient in the exponent should read
64 instead of 32
