Heritage data for the class of 9 to 12 wt pct Cr steels are studied using data science to quantify the statistically significant relationships among multiple processing/microstructure and performance variables. The effort is undertaken to find new martensitic steels for creep life of 10 5 hours or greater at 650°C and 100 MPa using machine learning. Linear regression and lasso regression were utilized to identify alloying elements that contribute towards better creep strength. Visualization techniques such as t-distributed stochastic neighbor embedding and pair-wire element specific comparisons were utilized to explore information gaps that exist within the data and are in conflict with existing domain knowledge. Combining all results suggest that the next alloy design to be explored should be 9 wt pct Cr with high W (2 to 3 wt pct) and high Co (2 to 3 wt pct) for creep life of 10 5 hours or greater at 650°C, 100 MPa.
I. INTRODUCTION
SIXTY-THREE percent of U.S. electricity generation comes from fossil fuels (coal, natural gas, petroleum, and other gases), [1] of which 48 pct is from coal. Energy security initiatives in 21st century combined with design requirements to lower carbon dioxide (CO 2 ) emissions, are pushing the adoption of advanced ultra-supercritical (A-USC) coal power plants with increased steam temperature that promise to increase efficiency. [2] For example, an increase in steam parameters from 566°C and 24 MPa to 650°C and 34 MPa would amount to an increase in relative efficiency of 6.5 pct, resulting in a significant decrease in coal use, and hence the reduction of CO 2 emissions. [3] Under the proposed A-USC standards, [2] 9 to 12 wt pct Cr martensitic steels are being considered for thick sections such as the main steam pipe and header in the boiler which will operate up to 650°C. Within conventional supercritical coal-fired power plants, martensitic steels already operate up to 610°C. A 40°C increase in operating temperature requires development of new martensitic steel alloys with higher creep rupture strengths.
Steel alloy discovery today relies on an Edisonian approach with intuitive design choices primarily focused on ppm alloy additions. The 2016 paper by Abe [4] exemplifies this process, where improvement was achieved by alloy additions of V-Nb, [5] later by substituting a part or all of Mo with W, [6] and recently by the addition of Co [7] and B. [8] Initiatives such as Materials Genome Initiative (MGI) [9] and Integrated Computational Materials Engineering (ICME) [10, 11] came into prominence in last decade as methodologies to reduce the materials discovery timeline. Aligned with the MGI, this paper presents a data-enabled science approach, focused on leveraging machine learning tools, [12] to improve the creep properties of 9 to 12 wt pct Cr martensitic steels through alloy selection. The aim is to guide the next phase of experiments by gaining insights from previously completed experiments to effectively reduce the time and cost for materials discovery.
Supervised learning is a sub-field of machine learning, which can be broadly defined as any computer program that improves its performance at some task through experience. [13] The metal design machine learning problem can be outlined as: task-search the compositional space for maximum lifetime of martensitic steels at 650°C; performance measure-uncertainty in predictions; and training experience-creep and tensile test data. For supervised learning, a model predicts (estimates) an output based on one or more inputs. Supervised learning has proven to be an effective alternative to computationally expensive physical models in a wide variety of materials research problems. [12, [14] [15] [16] The paper focuses on the simplest form of supervised learning -linear regression, which exemplifies the process and sets the foundation for more complex supervised learning forms. Although linear regression modeling is simplest of all the methods, it has distinct advantages in terms of inference and, on real-world problems, is often more interpretable in relation to non-linear methods. [17] The objective is to make design choices to select the next material chemistry to increase the creep lifetime to 10 5 hours or greater when alloys are subjected to 100 MPa and 650°C.
II. HISTORICAL MICROSTRUCTURE DESIGN
The development of 9 to 12 wt pct Cr steels in the twentieth century is described in Reference 18 and particularly in Reference 4 for the last two decades. Important aspects of these descriptions as they pertain to the design of creep resistant microstructures are presented below. The alloying specifications ensure a fully martensitic tempered microstructure. Heat treatment process comprises a solution-annealing treatment (or normalization), a quench to form martensite, followed by a tempering treatment. Solution heat treatment takes place between 900°C to 1250°C (depends on chemistry) with holding times between 0.5 to 15 hours. Tempering is carried out between 600°C and 820°C, for annealing times of 0.5 to 25 hours depending on material thickness.
A. Tempered Martensitic Microstructure
The tempered martensitic microstructure of 9 to 12 wt pct Cr steels is a hierarchical structure containing packet, blocks, and lath boundaries (collectively as sub-boundaries), along with prior-austenite grain boundaries (PAGBs), with a high density of dislocations, and fine precipitates dispersed along the boundaries and in the matrix. M 23 C 6 carbide (M = Cr, Fe), MX carbonitride (M = V, Nb and X = C, N) and Fe 2 M Laves phase (M = W, Mo) are the most common precipitates. The M 23 C 6 and MX forms during tempering, and tempering parameters are such that the propensity of the system to form Fe 2 W and Fe 2 Mo is negligible during tempering treatment. [19] Therefore, Laves phase forms during creep exposure in operation. The dislocation substructure along with M 23 C 6 and MX particles collectively provide obstacle to dislocation motion, which governs the creep rate and rupture life at elevated temperatures. [20] B.
Loss of Creep Rupture Strength
The family of 9 to 12 wt pct Cr steels do not exhibit steady state creep rates due to microstructural evolution during creep deformation. The M 23 C 6 carbides, MX carbonitrides, and Laves phase coarsen during creep; coarsening is greater in the vicinity of PAGBs than within grain interiors because of enhanced diffusion path along the PAGBs. [21] The localized loss of precipitation hardening allows for the subsequent coarsening of the lath and block boundaries, resulting in the loss of sub-boundary hardening. [20] The sub-grain width increases as sub-grains transform from elongated to equiaxed sub-grains and the free dislocation density within sub-grains decreases with increased creep deformation. [22, 23] Finally, the long-term stability breaks down with the precipitation of a complex Z-phase nitride (Cr(V,Nb)N) which consumes remaining MX carbonitrides [24, 25] and deprives the microstructure of fine MX pinning particles.
C. Microstructure Design Approach
The design approach targets four attributes (or responses) in an hierarchical manner: (1) sub-grain structure; (2) dislocation density; (3) pinning particles; and (4) diffusion coefficient. At the highest level, compositions are selected to promote the formation of a fine sub-grain martensitic microstructure. Martensitic transformation strain governs the sub-grain structure, where density of dislocations introduced during martensitic transformation primarily determines the subsequent sub-grain size. Large transformation strain, promote a high transformation driving force, and an austenitic phase with high solid solution strengthening surrounding martensite domains are required for making this fine sub-grain structure. [26] Second, mobile dislocation density within sub-grains governs the extent of primary creep regime (or strain to minimum creep rate), where mobile dislocation density increases with decrease in tempering temperature [20] and results in a longer primary creep regime. Third, since high dislocation density enhances quick recovery, dispersion of strong pinning particles becomes necessary to keep the fine sub-grain structure. The stability of the pinning particles is determined by the diffusion coefficient and solubility of elemental species in the different phases. Therefore, fourth, lower diffusion coefficient results in longer stability times.
Self-diffusion coefficients decrease with para-to ferro-magnetic state below the Curie temperature T c , [27] and are thus inversely proportional to the T c of the material. The removal of Ni, Si, and Mn, or addition of Co decreases diffusion coefficient by increasing T c of the material. [20, 28] The coarsening of pinning particles is low when diffusion coefficient and equilibrium mole fraction of M atoms in ferrite is low (Ostwald Ripening). For M 23 C 6 , reduction of Ni and Mn is required to reduce the diffusion coefficient. Also, presence of B in W containing steels contributes towards high density of M 23 C 6 . [8, 23] The coarsening rate of MX carbonitrides is very low due to low solubility of Nb and V in ferrite matrix. [29] The MX carbonitride is not an equilibrium phase, and Z-phase forms at the expense of MX particles; although, the formation can be delayed by reducing Nb and Cr (<10 wt pct [25] ) concentration. [30, 31] Finkler and Schirra [32] empirical relation suggest changes to alloy composition for low martensite-start (M S ) temperature, although direct effect of composition optimization and various heat treatment combinations on boundary-design, refinement of PAGBs and final martensitic sub-boundaries, have not been explored in full details. [33] III. METHODS
A. Data
Data used for the analysis come from MatNavi database provided by National Institute for Materials Science (or NIMS), Japan. [34] [35] [36] [37] [38] [39] [40] [41] [42] The collected data make up two aspects of the material: tensile and creep properties, and how each changes with test environment and processing parameters such as sample chemistry and heat treatment. Distinct groups emerged within the compositional space as the result of t-distributed stochastic neighbor embedding (or t-SNE) cluster analysis [43] (Section III-B). Subsequently, each group was assigned a label by following the naming conventions [44] used by researchers ( Table I ). The tensile dataset contains a total of 721 observations of yield strength (YS) measured at test temperatures ranging from room temperature to 800°C. The creep dataset contain a total of 1737 observations of rupture time (RT) measured at multiple stress levels (10 to 517 MPa) and test temperatures (450°C to 750°C).
B. Visualization Using t-SNE: Cluster Labels
T-distributed stochastic neighbor embedding (t-SNE) is a means of visualizing the similarities between objects of N-dimensional space in a 2-dimensional scatterplot. [43] The technique uses Barnes-Hut approximations, [45] allowing it to be applied on large real-world datasets. The main advantage of t-SNE is its ability to preserve local structure. This means, roughly, that points which are close to one another in the high-dimensional data set will cluster with one another in the 2-dimensional setting. The algorithm models the probability distribution of neighbors around each data point. Here, the term neighbors refers to the set of data points which are closest to the reference data point. In the original, high-dimensional space this is modeled as a Gaussian distribution. In the 2-dimensional output space this is modeled as a t-distribution. The goal of t-SNE is to find a mapping onto the 2-dimensional space that minimizes the differences between these two distributions over all points.
For this work, the R language [46] package ''Rtsne'' developed by Krijthe [47] is applied. Within the designed function, the main parameter controlling the fitting is called perplexity. Perplexity is equivalent to the number of nearest neighbors considered when matching the original and fitted distributions for each point. A low perplexity means that we care about local scale and focus on the closest other points. High perplexity takes more of a big picture approach. To search for inherently similar groups within the compositional space, t-SNE algorithm provided the stable clusters with a perplexity factor of 3. For this study, compositional variable ranges were normalized (i.e., to rescale the range to 0 to 1) to avoid artificially biasing the visualization for variables with large numeric range. This was conducted because historical inference indicates that in many cases alloying additions in the ppm range are often as important as alloying additions in the many wt pct range.
C. Change Point Detection
The change-points are defined as points where there are two different linear relationships in the data that converge to produce a sudden, sharp change in slope. These abrupt changes in slope are often associated with a mechanism change in materials science (e.g., a change from a dislocation mediated plasticity process to a diffusion mediated plasticity process). This change point requires that the phenomena should be described with a piece-wise regression. In R, [46] segmented package [48] uses maximum likelihood to fit a piece-wise model where method constrains the segments to be (nearly) continuous. [49] The function takes a generic linear model and a starting value of the breakpoint (a best-guess estimate) as its arguments, and iteratively varies these parameters to get the best fit by minimizing the gap between the two segments.
D. Linear Regression: Contributor Subset Selection
The empirical models for this study utilize linear regression supervised learning approach. The approach involves identifying a subset of the predictors (contributors) which contribute to the maximum variation in the response. [17] For this study, predictors are the set x: material composition (Table I ) and test environment (temperature and applied stress), and the responses are the set y: yield strength (YS) and rupture time (RT). The leaps package [50] in R language [46] performs an exhaustive search for the best subsets of the predictors in x for predicting y in linear regression, using an efficient branch-and-bound algorithm. [51] The algorithm returns a best model for each size, starting with a single predictor to the maximum number of available predictors. The algorithm can incorporate statistical measures such as Akaike information criterion (AIC), Bayesian information criterion (BIC), or adjusted-R 2 (adj-R 2 ) for choosing the best model of each size. For the study, adj-R 2 was used for subset selection. The subset selection process does not penalize for model complexity. Therefore, it requires secondary steps to take account of issues such as over-fitting and under-fitting. These secondary steps involve the study of trade-off between bias and variance, which guides the selection of number of predictors needed to minimize over-fitting and under-fitting. [52] 
E. Lasso Regression
The subset selection process is discrete in nature, and often suffers from high variance. [52] The lasso regression estimate generalized linear models with convex penalties, which makes the process continuous and less susceptible to high variance. [52, 53] In 1970, Hoerl and Kennard paper [54] showed that coefficient estimates based on minimum of residual sum of squares suffers if predictors are dependent (or non-orthogonal). In response, they introduced ridge trace to show these effects and to obtain estimates with smaller mean square error by controlling the inflation and general instability associated with least square estimates. Later (1996), Tibshirani [55] introduced lasso regression with lasso penalty ( P p j¼1 jb j j t) (or ''least absolute shrinkage and selection operator'') to shrink some coefficients and make other coefficients zero. It retains the features of ridge regression and gives an automatic variable selection effect. Mathematically, lasso regression adds a lasso penalty to the loss function, and the loss function becomes
where k controls the amount of shrinkage, N is total number of samples, each consisting of p predictors, and, y i (outcome) and x ij are the values for the ith case for loss function. In R language, glmnet package developed by Friedman et al., [53, 56] performs lasso regression using cyclical coordinate descent methods. [57] F.
Larson-Miller Parameter
In 1952, the Larson-Miller parameter (LMP) [58] was introduced for extrapolating the experimental data on creep rupture life. It was based on the contention that the absolute temperature compensated time function should have a unique value for a given material depending only on the applied stress level (r) [59] (i.e., time and temperature are dependent variables for diffusion mediated processes) such that:
is LMP, where time t could be stress rupture life (hrs) or time to accumulate a certain amount of strain for applied stress r (MPa). C LM is Larson-Miller (L-M) constant and T is absolute temperature (K). Larson and Miller first proposed that the constant C LM may have a universal value of 20 without any viable explanation for choosing the value. Later, new alloy systems and different atmospheric environments indicated that C LM other than 20 can lead to improved correlation. [59] In 2013, Tamura et al. [60] investigated heat-resistant steels and proposed a value of 30 for C LM , while associating large value of C LM with high creep resistance of martensitic steels.
G. Validation
The validation of linear models, with contributors as predictors, was done through partition of data into train and test dataset. The train and test dataset was selected randomly in a 80:20 train:test ratio. The test dataset is used to assess whether the trained model captured the general rules within the range of available data. If the model is generic, the error for the test dataset should be close to the error for train dataset. If the model is not over-fitting the data, then the ratio of error for test dataset to train dataset should be close to one. Random selection of test and train dataset was done 1000 times to evaluate a distribution for ratio of error for test to train dataset.
H. Outliers: Cook's Distance
There are different methods to detect the outliers, including standard deviation and Tukey's method [61] which use interquartile (IQR) range approach. For a given continuous variable, one easy way is to use boxplot statistics and label data points that fall above and below the 1.5*IQR as outliers. For multivariate models, declaring an observation as an outlier based on a single feature could lead to unrealistic inferences. Cook's Distance, [62] is a method of defining outliers in a multi-variable space. Cook's distance is a measure computed with respect to a given regression model and therefore is impacted only by the variables included in the model. It computes the influence exerted by each observation i on the predicted outcome by measuring the change in fitted values for all observations with and without the presence of observation i in the regression model. In R language, standard 'stats' package was used to calculate Cook's distance. [46] 
IV. RESULTS AND ANALYSIS

A. Cluster Labels
Evaluation of t-SNE cluster analysis finds 8 groups (shown in Figure 1 ). Using past naming conventions 11 labels were assigned instead of 8 by following the presence/absence of elements and their quantities in a manner similar to adopted by researchers in the past. [44] Table I shows these 11 different labels which gives 56 different sample compositions. This means there are three groups, where sample composition is very close to each other but show inherently different properties. The three overlapping pairs: 9Cr-1Mo with 9Cr-2Mo; 9Cr-1.5Mo-V-Nb-B with 9Cr-1.5Mo-Co-V-Nb-B; and, 10.5Cr-Mo-2W-V-Nb-Cu-B with 12Cr-Mo-1.8W-V-NbCu-B are highlighted in Figure 1 . All three overlaps show that these samples are different with respect to only one element. This visualization (Figure 1) , together with Table I , highlights the limited compositional space present for the study. This change point phenomena is associated with a transition in dominant deformation mechanisms: from athermal dislocation motion to a diffusion mediated dislocation mechanism. [63] With projected operating temperature of 650°C and above, changes in YS become important as an applied stress greater than YS (r ! YS) significantly reduces the creep life. The change point phenomenon, as calculated from the tensile strength data, led to the separation of data, using segmented package, [48] into high (open triangles) and low (filled circles) temperature regions for separate evaluation of contributors for different regions (Figure 2(b) ). The spread in the data for a particular temperature in Figure 2(b) shows the variation in YS due to variation in compositional space. To capture this variation, subset selection using leaps package [50] was applied for both temperature regions and the results are tabulated in Table II . On evaluating Cook's distance [62] for both temperature regions, we found no high leverage datapoints (i.e., no outliers). Table II suggests that reducing Si and N, while increasing V and Ni should increase YS for the desired conditions. Fig. 1 -Visualization of 17-dimension compositional space into 2-dimensional probability space using t-SNE. [43, 45, 47] Measuring the distances or angles between points in above plot does not give any quantitative information about the data. Description of legends/labels is given in Table I . 
C. Contributor Subset Selection: Rupture Time
The visualization of RT with r on a log-log scale is shown in Figure 3 (a). Using LMP with C LM ¼ 30, [60] the 4 different curves at different temperatures in Figure 3 (a) collapse into a single curve (Figure 3(b) ). This eliminates one of the two independent variables (test temperature) that can be controlled during a creep test and allow a simple quadratic fit between r and LMP. Including other compositions gives Figure 3(c) , where spread in the data is due to variation in compositional space. The subset selection using leaps package [50] was applied to map the contributors to the RT and the LMP, and the results are tabulated in Table III . On evaluating Cook's distance, [62] we found no high leverage datapoints, i.e., no outliers. Table III suggests that increasing Nb, W, Mo, Ni, B will increase RT and LMP. The increase in adj-R 2 from RT model to LMP model by 28 pct shows the benefit of variable transformations and dimensionality reduction.
The LMP model with the high adj-R 2 is good for predictions, but has limited usability due to the assumption that the mechanisms do not change with temperature. For example, model suggests that increasing Mo will increase LMP, ergo increases RT, irrespective of the temperature, while domain knowledge indicates that the role of Mo and some other elements changes with temperature. [25] To add further insights to the design challenge, we evaluated temperature specific models for RT. This eliminates the high dependency between creep stress and creep temperature (correlation coefficient of -0.75) and focuses on the alloy compositional design variables. A linear fit was assumed between the log 10 ðrÞ and log 10 ðRTÞ for the calculation of temperature specific contributors. This led to the division of data with respect to temperature, thus reducing the number of observations available for subset selection for a specific temperature model. This reduced data lack variation both in compositional and environmental space, which may induce bias in subset selection process. To mitigate the bias, all temperature subsets with less than 100 observations were removed from the calculation of temperature specific contributors. This brought down the data under study from 1737 to 1264 observations for RT ($ 73 pct of data). Further, to check for bias, Cook's distance for different temperature specific models was evaluated, and no high leverage data points were found. The contributors are tabulated in Table IV .
D. Correction with Lasso Regression
All models presented in Tables II to IV were corrected with lasso regression to mitigate the effect of dependent predictors. First, lasso regression was applied to pick one of the dependent predictor and discard the other for each model. Second, subset selection was applied to the remaining predictors for each model. This correction confirmed the absence of dependent predictors in Tables II and III, while showing B as dependent predictor in temperature specific model for RT at 650°C. The correction gave Table V for temperature specific models.
E. Validation
The validation of linear models, with contributors as predictors, was done through partition of data into train and test dataset and looking at the ratio of errors. Table VI shows that the ratio is close to one for most cases, and the mean increases with decrease in number of available observations for training and testing of the model. While this ratio is a strong indicator for over-fitting, it can not provide any information about the under-fitting. The under-fitting was assessed during the subset selection process through increase in adj-R 2 with each addition of predictor.
V. DISCUSSION
The motivation behind the study is to provide compositional design insights for the next generation of creep resistant 9 to 12 wt pct Cr steels. This can be translated to (1) identifying which elements are contributing to creep properties, (2) whether their amount should be decreased or increased (qualitative estimates), and (3) by how much (quantitative estimates). The first two aspects have been attempted in previous section. In this section, we'll evaluate the results and move towards quantitative estimates.
A. Inadequacy of Data
To make quantitative design choices in composition, limitations that the data provide to conduct statistical analysis must be discussed. For example, linear regression assumes that the observations are normally distributed and predictors are independent, which is not the case for all predictors under study. While dependency between predictors was addressed through lasso regression, other assumptions are assessed though visualization of residuals [64] and its homoscedasticity. Residual plots were observed for all nine models and plots showed that all models, except the temperature specific models for RT, are unbiased. We'll come back to temperature specific models in next section (Section V-B). The absence/presence of alloying elements also show the evolution of 9 to 12 wt pct Cr steels with time. [44] The historical data from multiple independent sources collectively do not strictly follow any statistical assumptions (e.g., homoscedasticity). For example, replacing Mo with W [6] and addition of B [21] were done at the same time to the sample composition. If all the reported data are an attempt to maximize the lifetime of martensitic steels, then the assumption suggests that the data are inadequate for data-driven modeling because it does not contain negative design space. This argument raises pedagogical questions about the collection and reporting of data for the broader scientific community, if the results are to be used in the future for data-driven models. [65] Low adj-R 2 values in Table V , along with bias in residual plots, highlights the absence of microstructure data and suggests that the linear models are at high bias-low variance end (under-fitting of data). In conclusion, historical data are biased, but may provide design insights if the bias can be identified.
B. Bias in Temperature Specific Models
An important assumption implicitly made during the splitting of data for temperature specific models is that the data are distributed homogeneously for all temperatures. This assumption is not true, which had been elaborated in Section V-A. This informs that the contributors are biased due to the availability of data points for a specific temperature. In this section, we'll look at the contributors of the temperature specific models to understand the bias and to collect design insights from models.
Role of Cr
Cr content is needed to attain sufficient oxidation resistance above 600°C, while high amount of Cr also translates to high amount of M 23 C 6 carbides, which coarsen during service. Figure 4 shows the effect of Cr content on long-term stability. All groups exhibit change point phenomena and an increase in slope, leading to a sharp decline in creep rupture strength. At small RT, high r, the functional relationship between r and RT is independent of Cr concentration. This indicate that microstructure evolution for low RT is independent of amount of M 23 C 6 carbides. At large RT, slope changes with Cr concentration, and thus, depends on the evolution of M 23 C 6 carbides. This suggests that high amount of Cr is not desired for long-term stability. Also, element such as Cu is not desired as it was added to 10.5Cr and 12Cr group to suppress the formation of d-ferrite.
The data in Figure 4 show a rupture life 10 5 hrs at ! 50 MPa for 9Cr group, while other studies [66] suggest that 9 wt pct Cr does not exhibit sufficient oxidation and corrosion resistance during service at 650°C. One way to rectify this issue would be the addition of an element other than Cr (i.e., Si) as another way to enhance oxidation and corrosion resistance. Alternatively, (within the scope of this paper) is to improve 11 to 12 wt pct Cr steels for long-term stability, [67, 68] while other is to improve 9 wt pct Cr steels by the application of protective coatings. [69, 70] 2. Role of Mo Mo/W provides creep strength through solid solution hardening, until 600°C. Once Laves phase precipitate at temperatures around 600°C to 650°C, [19] matrix gradually loses its solid solution strengthening effect from Mo/W. Then, Laves phase particles contribute through particle strengthening, but improvement diminishes with temperature for Mo-based Laves phase (ðFe; CrÞ 2 Mo) ( Figure 5 ). At 600°C, increasing Mo improves creep life, while at 700°C it does not ( Figure 5 ). This suggests that Mo improves creep life through solid solution strengthening, [25] while it does not provide sufficient precipitation hardening.
3.
Role of V/Nb V/Nb form MX carbonitrides by combining with N and C. [71] These nano-sized particles (5 to 20 nm in size) form at sub-boundaries and PAGBs, as well as in the matrix. [72] This pins boundaries and dislocations during creep. Figure 5 highlights that the V/Nb strengthens the microstructure over the entire temperature range of collected data (450°C to 750°C). This is due to the low coarsening rate of MX carbonitrides. In Figure 5 , samples with 9Cr-1Mo-VNb label overlaps with samples with 9Cr-2Mo label at 600°C, while at 650°C and above, Mo precipitate as intermetallic Laves phase, and we see a drop in samples with 9Cr-2Mo label strength relative to samples with 9Cr-1Mo-VNb label.
Role of W/B
In the presence of W, the Laves phase particles (ðFe; CrÞ 2 À ðMo; WÞ) show high stability, [25, 73] which historically led to the substitution of Mo with W. [6] Two examples of this substitution is presented in Figure 6 , one for 10.5Cr group and other for 12Cr group. Replacing a part of Mo with W came with the addition of B, [8] which presents a case of data convolution. This convolution, although missed through linear regression subset selection (Table IV) , was identified by lasso regression (Table V) . Comparison of 12Cr-1Mo-1W-Co-V-Cu label with 12Cr-Mo-1.8W-V-Nb-Cu-B label also suggests that addition of B increases RT at 650°C. From domain knowledge, we know that very small amount of B significantly improve creep strength by delaying the coarsening of M 23 C 6 carbides. [20] This convolution needs new design experiments to separate the effects of the two elements.
Role of Co
Co is important to suppress the formation of d-ferrite with sample containing high amount of ferrite-forming elements, such as Cr and W. [74] This can be expressed in terms of empirically derived linear functions of Ni equivalent and Cr equivalent, respectively [75] [20, 76] therefore, new design experiments are needed to explore the effect of Co.
Role of Ni
Ni was listed as a ranked contributor in temperature specific model (Table V) , as well as in the global model of RT/LMP (Table III) and high temperature YS model (Table II) . This contradicts the notion [20, 76] that increasing Ni is undesirable for long-term stability, but Figure 8 explains this contradiction. From Figure 8 , high Ni content is correlated with increases in Cr and W content. Also, in groups where Cu is present, we see a drop in Ni content. Both of these observations supports the design constraint that increased Cr equivalent elements is balanced with Ni equivalent elements, and explains why Ni is a ranked contributor. The effect of Ni on the diffusion coefficient and replacing it with Co, needs to be examined further.
Summary
The evaluation under Section V-B provided insights about the effect of different alloying elements in Table V and highlighted bias that was not captured by Lasso regression. In summary, 9 wt pct Cr and V/Nb are desirable for long-term stability, but isolating the effect of V from Nb is limited by data. Although, literature indicates that Nb accelerates the Z-phase formation. [24, 25] The role of Mo change with temperature, and it isolates its effect from W. But the addition of B, along with W limits the data interpretation. Similarly, range of Co should be explored and the notion of replacing Ni (for Mn/Cu also) with Co should be examined.
C. New Compositions
Identification of bias and new insights in Section V-B, along with the domain study in Section II culminates in a potential design space for new martensitic steels (Table VII) . 9Cr steels with high amounts of V, W, and Co over Nb, Mo, and Mn/Ni, respectively, is good for long-term stability at 650°C, along with low Si for YS. The dependency of B and N is well documented, [63] therefore, special attention must be given to their amounts. A 2016 paper by Abe [4] highlighted three different compositions: MARBN (9Cr-3W-3Co-V-Nb-N-B), low-C 9Cr (9Cr-2.4W-1.8Co-V-Nb), and SAVE 12AD (9Cr-2.9W-Co-V-Nb-Ta-Nd-N), for 650°C. While all three compositions agree with the results obtained through this study, the role of Co and C, and addition of Ta and Nd, is not captured in data. Also, in compositions proposed by Abe, [4] Mo is absent, Nb is present (despite its effect on Z-phase formation), and B is absent with low C.
Rough estimates of RT and YS, along with confidence intervals, [77] can be obtained through limited linear models. Linear models are not good for predictions; therefore, focus is on what we can infer from these estimates and confidence intervals. Of all the 11 labels (Table I) , samples from 9Cr-Mo-1.8W-VNb-B label shows best long-term stability, which narrows down the compositional space for exploration and gives a region to tailor with new insights, particularly the effect of W and Co. The effect of W on RT is evaluated using temperature specific RT model at 650°C (Table V) and LMP model in Table III , and results are shown in Figure 9 . The estimates from both models show that 3 wt pct W by itself would not be enough to provide 10 5 hours of rupture life. Therefore, papers published in last 2 to 3 years [78] [79] [80] [81] [82] [83] [84] were focused on exploring the combined benefits of Co and W.
VI. CONCLUSIONS
The data-driven approach successfully identifies the major contributors towards creep strength. The visualization using t-SNE, along with manually assigned labels, showed that 56 unique compositions does not contain variability along all 17 elements. This bias supervised the subset selection process and provided major contributors for YS and RT after correction through Lasso regression which eliminated B as a contributor. The LMP model was useful in illustrating the usage of visualization for developing better predictive models, although at the cost of design insights. Its limit is highlighted by the change point analysis indicating that mechanisms are not constant as a function of temperature. The visualization of temperature specific model contributors further elucidated the bias and showed dependencies among elements. All insights collectively, along with domain knowledge, give us suggestions on where to move next for new martensitic steels and are summarized in Table VII . These suggestions align with already proposed compositions by Abe, [4] and show that linear and lasso regression are quite competitive for inference. The study shows gaps in the data through unsupervised learning and visualization, which highlights, not just the regions for better creep strength, but also the regions where new data collection is needed for better predictive models. 
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APPENDIX A: REGRESSION COEFFICIENTS
The rank-ordered contributors presented in Tables II  through V represents The magnitude of regression coefficients are a function of magnitude of the associated variable. For example, change in B at ppm level may bring about small changes in response, although being the changes at ppm level will push the magnitude of regression coefficient to a very high value. This might appear to a reader at first glance that changes in B might bring about better results than W or Co. As the focus is on inference throughout the paper, except for Section III-C, the positive and negative signs served the purpose for the results, and avoided the unwanted confusion. Here, we present regression coefficients and their scaled counterparts to show the complete breadth of the fitted models. The scaling was done by subtracting the mean and dividing by the standard deviation of a variable (Table AI through AIV) . 
