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UNIVERSAL FAMILIES OF EXTENSIONS OF COHERENT
SYSTEMS
MATTEO TOMMASINI
Abstract. We prove a result of cohomology and base change for families of
coherent systems over a curve. We use that in order to prove the existence
of (non-split, non-degenerate) universal families of extensions for families of
coherent systems (in the spirit of the paper “Universal families of extensions”
by H. Lange). Such results will be applied in subsequent papers in order to
describe the wallcrossing for some moduli spaces of coherent systems.
1. Introduction
In the last 2 decades coherent systems on algebraic curves have been widely stu-
died in algebraic geometry, mainly because they are a very powerful tool in order
to understand Brill-Noether theory for vector bundles. In its turn, Brill-Noether
theory has an important role to play in understanding the geometric structure of
the moduli space of curves.
Let C be any complex smooth irreducible projective curve. Then a coherent
system on C (see [5]) is a pair (E, V ) where E is a vector bundle on C and V
is a linear subspace of the space of global sections of E. To any such object one
can associate a triple (n, d, k) where n and d are the rank and the degree of E
respectively and k is the dimension of V . In order to construct a space which
parametrizes coherent systems on an algebraic curve (see [5]), one has to fix the
invariants (n, d, k) and also a stability parameter α in R (a posteriori α ∈ R≥0).
Then one defines the α-slope of any (E, V ) of type (n, d, k) as
µα(E, V ) = µα(n, d, k) :=
d
n
+ α
k
n
.
Then there is an obvious notion of α-(semi)stability that coincides with the
usual notion of (semi)stability for vector bundles on C whenever either V or α are
zero. Having fixed these notions, one can give a natural structure of projective (re-
spectively quasi-projective) scheme to the sets G˜(α;n, d, k) and G(α;n, d, k) which
Date: December 1, 2012.
2010 Mathematics Subject Classification. 14D20, 14D06, 14H10, 14H60.
Key words and phrases. Universal families, extensions, coherent systems, cohomology and base
change for families of coherent systems.
This is part of the work that I did for my Ph.D.; I would like to acknowledge my advisor
Professor Peter Newstead for the opportunity to work with him, for suggesting the problem of
the thesis and for his guidance and teaching during the last year and a half. Moreover, I would
also like to thank SISSA, that awarded me with a Ph.D. fellowship for the past 3 years; I would
also like to thank both the Newton Institute in Cambridge and the University of Liverpool for
their hospitality in April-June 2011 and January-March 2012 respectively. I was also financially
supported by an Erasmus fellowship for 3 months, by the Italian Indam-GNSAGA group and by
the Organizing Committee of the VBAC Conference 2012 in Barcelona. I would also like to thank
the Riemann Center and the Institute of Algebraic Geometry of Leibniz Universität Hannover,
where I completed this paper during my stay as a Riemann fellow.
1
2 MATTEO TOMMASINI
parametrize α-semistable (respectively α-stable) coherent systems of type (n, d, k).
It is known (see [1]) that there exist only finitely many critical values where
the stability condition changes. Therefore, for every triple (n, d, k) there are only
finitely many distinct moduli spaces of stable coherent systems, parametrized by
open intervals of R≥0. A crucial issue in comparing the moduli spaces on the left
and on the right of any critical value αc is that of giving a geometric description
of the flip loci, i.e. the sets of points that are added or removed by crossing αc.
The basic description is given by [1, lemma 6.3]. Among other things, this lemma
implies that any (E, V ) that belongs to a flip locus at a αc appears as the middle
term of a non-split extension
0 −→ (E1, V1) −→ (E, V ) −→ (E2, V2) −→ 0 (1)
in which (E1, V1) and (E2, V2) are both αc-semistable with
µαc(E1, V1) = µαc(E, V ) = µαc(E2, V2).
The classes of extensions like (1) are parametrized by a complex vector space
H121 := Ext
1((E2, V2), (E1, V1)).
If Aut(El, Vl) = C
∗ for l = 1, 2 (this happens for example if both the (El, Vl)’s are
αc-stable), then the (E, V )’s in the middle of (1) will be parametrized by P(H
1
21).
Then the basic idea in order to describe a flip locus for (n, d, k) at αc should simply
be that of considering all invariants (n1, d1, k1), (n2, d2, k2) such that
n = n1 + n2, k = k1 + k2, µαc(n1, d1, k1) = µαc(n, d, k) = µαc(n2, d2, k2),
G1 := G˜(αc;n1, d1, k1) 6= ∅ 6= G˜(αc;n2, d2, k2) =: G2
(the first line automatically implies that d = d1 + d2). Having fixed any such
data, one would like to describe a scheme parametrizing all classes of extensions
as before, letting vary the coherent systems (El, Vl) ∈ Gl for l = 1, 2. In the best
possible situation the resulting scheme will consist exactly of the objects we are
interested in; otherwise one will have to remove a subscheme from it (this will be
part of further papers on this subject). So we would like to describe a fibration
over G1 ×G2 such that the fiber over each point ((E1, V1), (E2, V2)) is canonically
isomorphic to H121 or, even better, to P(H
1
21). If we denote by g the genus of C, by
using [1, proposition 3.2] we get that
dim H121 = C21 + dim H
0
21 + dim H
2
21,
where C21 is a constant that depends only on the genus of C and on the types of
(E1, V1) and (E2, V2),
H021 := Hom((E2, V2), (E1, V1)) and H
2
21 := Ext
2((E2, V2), (E1, V1)).
Therefore in general one cannot hope to get a fibration on the whole G1 × G2,
but only on each subscheme of it where the sum of the dimension of H021 and H
2
21
is constant (actually, it will turn out that they need to be constant separately).
A slightly more complicated case arises when Aut(E1, V1) = C
∗ and Aut(E2, V2) =
GL(t,C) for some t ≥ 2 (or conversely); this happens when (E1, V1) is αc-stable
and (E2, V2) ≃ (Q,W )
⊕t where (Q,W ) is αc-stable. In this case we will have to
take into account an action of GL(t,C) on H121, so we will need to describe bundles
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where the fiber over ((E1, V1), (E2, V2)) is canonically isomorphic to the Grassman-
nian Grass(t,H121).
In order to give all such descriptions we will suitably adapt the results of [6] about
universal families of extensions of coherent sheaves. Compared to that paper, some
computations are easier because we will have to work only with locally free sheaves
all the time; other computations are more difficult since we are considering pairs
of objects of the form (E, V ) instead of single objects of the form E. In addition,
we will describe also universal families of non-degenerate extensions (see definition
6.3), that were not considered in that paper.
In particular, first of all we will prove a result of cohomology and base change for
families of coherent systems in the spirit of [6]. Then we will fix any scheme S of
finite type over C and any pair of families (El,Vl) of coherent systems parametrized
by S for l = 1, 2 such that both
dim Ext2((E2,V2)s, (E1,V1)s) and dim Hom((E2,V2)s, (E1,V1)s)
are constant for all s ∈ S. In this setup we will show that there is a vector bundle
η : V → S together with a family of extensions
0→ (η′, η)∗(E1,V1)→ (EV ,VV )→ (η
′, η)∗(E2,V2)→ 0
that has a universal property with respect to all extensions of the form
0→ (u′, u)∗(E1,V1)→ (ES′ ,VS′)→ (u
′, u)∗(Ei,Vi)→ 0
for all S-schemes u : S′ → S (here η′ = idC × η and analogously for u
′). We
will prove analogous results for universal families of non-split and non-degenerate
extensions. Finally, we will use such results in order to describe the schemes con-
sisting of those coherent systems that have Jordan-Hölder filtration of length 2 and
that are added or removed from G(α;n, d, k) by crossing any critical value αc for a
triple (n, d, k).
2. Definitions and basic facts
Without further mention, every scheme will be of finite type over C. C will de-
note any complex smooth projective irreducible curve and g will denote its genus.
We recall (see [5], [7]) that a coherent system (E, V ) on C of type (n, d, k) con-
sists of an algebraic vector bundle E over C, of rank n and degree d, and a linear
subspace V ⊆ H0(E) of dimension k. An equivalent definition that is often used in
the literature is the following. A coherent system of type (n, d, k) is a triple (E,V, φ)
where E is as before, V is a vector space of dimension k and φ : V⊗OC → E is a
sheaf map such that the induced morphism H0(φ) : V → H0(E) is injective. The
vector space V ⊆ H0(E) is then the image H0(φ)(V).
For every scheme S, let us denote by πS the projection C × S → S; for any
closed point s in S we write Cs for C × {s}.
Definition 2.1. ([2, definition A.6]) A family of coherent systems of type (n, d, k)
on C parametrized by a scheme S is any pair (E ,V) where
• E is a rank n vector bundle on C × S such that Es := E|Cs has degree d for all
s in S;
• V is a locally free subsheaf of πS∗E of rank k, such that the fibers Vs map
injectively to H0(Es) for all s in S.
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Another definition of family that appears in the literature is the following:
Definition 2.2. ([5, definition 2.5]) A family of coherent systems of type (n, d, k)
on C parametrized by a scheme S is any triple (E ,V , φ) where:
• E is a rank n coherent sheaf on C × S, flat over S;
• V is a locally free sheaf on S of rank k;
• φ : π∗SV → E is a morphism of OC×S-modules,
such that for all s in S the fiber of φ over s gives rise to a coherent system of
type (n, d, k) on Cs ≃ C.
In particular, this implies that for every s in S the sheaf Es is locally free at
(c, s) for all c ∈ C, so by [8, lemma 5.4] we get that E is locally free. So the second
definition implies the first one. Conversely, for every family as in the first definition,
one can easily associate a family according to the second definition by considering
the map φ of global sections (see also [5, §3.5]). Therefore, we will use without
distinction either the first or the second definition.
Remark 2.3. Both [5] and [7] allow E to be any coherent sheaf in the definition of
coherent systems; in [7] H0(φ) is not required to be injective and the curve C can be
replaced by any projective scheme. We will refer to such objects as weak coherent
systems. There is a definition of α-(semi)stability for weak coherent systems (see
[5] and [7]), but we will not need to use it. We shall simply recall that on a
smooth curve a weak coherent system of type (n, d, k) is α-semistable (respectively,
α-stable) if and only if it is (the evaluation map of) an α-semistable (respectively,
α-stable) coherent system of type (n, d, k) (see [5, lemma 2.5]), so this makes no
difference. Similarly, there is a more general notion of family of coherent systems
that is used in [7] and in [4]. In the case when their base X is a projective curve
C and we have a condition of flatness (see [4, §1.3] and [7]), we get that the notion
of “flat family of coherent systems on X × S/S” in [4] coincides with the notion of
“family of coherent systems” parametrized by S given in the previous definitions.
A morphism of families of coherent systems (E2,V2, φ2) → (E1,V1, φ1) parame-
trized by a scheme S is any pair of morphisms (γ, δ) where γ is a morphism of
vector bundles E2 → E1 over C×S and δ is a morphisms of vector bundles V2 → V1
over S, such that we have a commutative diagram as follows:
π∗SV2 E2
y
π∗SV1 E1.
pi∗Sδ
φ1
γ
φ2
We denote by
HomS((E2,V2, φ2), (E1,V1, φ1))
the set of all such morphisms. If we use the first definition of coherent systems,
we will simply write HomS((E2,V2), (E1,V1)). A morphism between 2 families of
coherent systems over S = Spec(C) is any morphism (E2, V2) → (E1, V1) between
coherent systems. As such, it is completely determined as a morphism γ : E1 → E2
such that H0(γ)(V2) ⊂ V1. In this case we will write Hom((E2, V2), (E1, V1)) for the
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vector space of all such morphisms.
For every family of coherent systems (E ,V) of type (n, d, k) parametrized by S
and for every morphism of schemes u : S′ → S, the pullback via u is defined as
(u′, u)∗(E ,V) := (u′∗E , u∗V), (2)
where u′ is defined by the cartesian diagram
C × S′ C × S

S′ S.u
piS′ piS
u′
(3)
It easy to see that (2) is a family of coherent systems of type (n, d, k) on C,
parametrized by S′. If we use the definition of family as triple (E ,V , φ), then the
pullback of such a family by u is the triple (u′, u)∗(E ,V , φ) := (u′∗E , u∗V , φ˜), where
φ˜ is defined as the composition
φ˜ : π∗S′u
∗V
∼
−→ u′∗π∗SV
u′∗φ
−→ u′∗E ,
where the first map is the canonical isomorphism induced by diagram (3).
Given any family (E ,V , φ) of type (n, d, k) parametrized by a scheme S and any
locally free OS-module M, we define
(E ,V , φ) ⊗SM := (E ⊗C×S π
∗
SM,V ⊗SM, φ ⊗C×S idpi∗SM).
This is a again a family of coherent systems parametrized by S.
Remark 2.4. If M is only a coherent or quasi-coherent OS-module, then the
tensor product (E ,V , φ)⊗SM in general is only a family of weak coherent systems.
To be more precise, it is an algebraic system on C × S/S in the sense of [4]. One
should also need to consider such objects in order to define the functors Exti’s (see
below), but we will not need to deal explicitly with such objects in the present
work.
For every parameter α ∈ R and for every coherent system (E, V ) of type (n, d, k),
the α-slope of (E, V ) is defined as
µα(E, V ) = µαc(n, d, k) :=
d
n
+ α
k
n
.
Given a coherent system (E, V ), a coherent subsystem is a pair (E′, V ′) such
that E′ is a subbundle of E and V ′ ⊆ V ∩ H0(E′). We say that (E, V ) is α-stable
if
µα(E
′, V ′) < µα(E, V )
for all proper subsystems (E′, V ′) (i.e. those such that (0, 0) ( (E′, V ′) ( (E, V )).
The notion of α-semistability is obtained by replacing the strict inequality before
by a weak inequality. Whenever k ≥ 1 there are no α-semistable coherent systems
of type (n, d, k) for α < 0, so a posteriori we restrict to α ∈ R≥0. It is known
([5, corollary 2.5.1]) that the α-semistable coherent systems of any fixed α-slope
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form a noetherian and artinian abelian category in which the simple objects are
the α-stable coherent systems. Any α-semistable coherent system has an α-Jordan-
Hölder filtration; in general this filtration is not unique; however the graded objects
associated to different filtrations of the same object are always isomorphic. We
recall also:
Theorem 2.5. ([5, theorem 1]) For every parameter α ∈ R≥0 and for every type
(n, d, k) there exist schemes G(α;n, d, k) and G˜(α;n, d, k) which are coarse moduli
spaces for families of α-stable (respectively α-semistable) coherent systems of type
(n, d, k). The closed points of G(α;n, d, k) are in bijection with isomorphism classes
of α-stable coherent systems. The closed points of G˜(α;n, d, k) are in bijection with
S-equivalence classes of α-semistable coherent systems. G˜(α;n, d, k) is a projective
variety and it contains G(α;n, d, k) as an open subscheme.
Remark 2.6. For each (n, d, k) and α ≥ 0, the proof of this theorem follows from a
GIT construction: there exist a projective scheme R and an action of PGL(N) on
R (both R and N depend on (n, d, k)), together with a linearization of that action
depending on α. Then if we denote by Gˆ(α;n, d, k) the subscheme of GIT α-stable
points of R, we get that the moduli space G(α;n, d, k) is obtained as the quotient
Gˆ(α;n, d, k)/PGL(N). In particular, there exists a family (Q,W) parametrized by
Gˆ(α;n, d, k), that has the local universal property (see [5, §3.5]). Analogous results
holds for the moduli scheme of semistable objects G˜(α;n, d, k).
Let us fix any triple (n, d, k): for numerical reasons there are finitely many criti-
cal values {α0 = 0 < α1 < · · · < αL} ⊂ R≥0 such that G(α;n, d, k) ≃ G(α
′;n, d, k)
for all α, α′ ∈ ]αi, αi+1[ for all i ∈ {0, · · · , L− 1} (see [1] for details).
The following definition is taken from [4, §1.2]. In that paper the definition is
given for families of algebraic systems; we state only the definition for the case of
families of coherent systems.
Definition 2.7. Let S be any scheme, let (El,Vl) for l = 1, 2 be two families
of coherent systems parametrized by S and let us denote by πS the projection
C × S → S. Then we define a sheaf of OS-modules
F = HompiS ((E2,V2), (E1,V1))
as follows: for every open set U ⊂ S we set
F(U) := HomU ((E2,V2)|U , (E1,V1)|U ) = HomU
(
(E2|pi−1
S
U ,V2|U ), (E1|pi−1
S
U ,V1|U )
)
.
This is actually a sheaf and the functor HompiS((E2,V2),−) is left exact. We
denote by
ExtipiS ((E2,V2),−) ∀ i ≥ 1
its right derived functors (see [4] for the proof that such derived functors exist).
Moreover, we will denote by ExtiS((E2,V2),−) the right derived functors of the
functor HomS((E2,V2),−). If S = Spec(C), then the 2 functors Ext
i
piS
((E2,V2),−)
and ExtiS((E2,V2),−) coincide for every i and we denote them by Ext
i((E2, V2),−).
In general their relationship is accounted for by a spectral sequence, see [2, prop.
A.9].
By using remark 2.3 and [4, corollaire 1.20] for the morphism πS we have the
following useful result of semicontinuity.
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Proposition 2.8. Let (El,Vl) be two families of coherent systems (not necessarily
of the same type), parametrized by a scheme S for l = 1, 2. Then for all i ≥ 0 the
function
ti(s) := dimExti((E2,V2)s, (E1,V1)s)
is upper semicontinuous on S. If S is integral and for a certain i the function ti(s)
is constant on S, then the sheaf ExtipiS ((E2,V2), (E1,V1)) is locally free on S.
Let us fix any triple (n, d, k), any critical value αc for that triple and any (E, V )
that is stable only on one side of αc. Then it is easy to see that (E, V ) is strictly
αc-semistable and so it has an αc-Jordan-Hölder filtration of length ≥ 2. The final
aim of this paper is to describe the schemes of those (E, V )’s that are stable only
on one side of αc and that have αc-Jordan-Hölder filtration of length 2. We denote
by G+,2(αc;n, d, k), respectively by G
−,2(αc;n, d, k), the set of those (E, V )’s that
have αc-Jordan-Hölder filtration of length 2 and such that (E, V ) ∈ G(α
+
c ;n, d, k)
and (E, V ) 6∈ G(α−c ;n, d, k), respectively (E, V ) ∈ G(α
−
c ;n, d, k) and (E, V ) 6∈
G(α+c ;n, d, k).
As a consequence of [1, lemma 6.3] we get:
Lemma 2.9. Let us fix any triple (n, d, k) and any critical value αc for it. Let us
suppose that (E, V ) ∈ G+,2(αc;n, d, k), respectively that (E, V ) ∈ G
−,2(αc;n, d, k).
Then (E, V ) is associated to a unique class of a non-split extension
0 −→ (E1, V1)
γ
−→ (E, V )
δ
−→ (E2, V2) −→ 0, (4)
modulo the action of C∗ (given by γ 7→ λ · γ for λ ∈ C∗)) in which:
• (E1, V1) and (E2, V2) are uniquely determined by (E, V ); we denote by (nl, dl, kl)
their types for l = 1, 2;
• both (E1, V1) and (E2, V2) are αc-stable with
d1 = n1
(
d
n
+ αc
(
k
n
−
k1
n1
))
, (5)
k1
n1
<
k
n
respectively
k1
n1
>
k
n
.
Conversely, let us fix any pair (n1, k1) such that
0 < n1 < n, 0 ≤ k1 ≤ k,
k1
n1
<
k
n
respectively
k1
n1
>
k
n
and let us set d1 as in (5); moreover let us set n2 := n−n1, d2 := d−d1, k2 := k−k1.
Then for every pair of αc-stable coherent systems (El, Vl) of type (nl, dl, kl) for
l = 1, 2 we have that any (E, V ) that appears in a non-split sequence (4) belongs to
G+,2(αc;n, d, k), respectively to G
−,2(αc;n, d, k).
Definition 2.10. Let us fix any triple (n, d, k) and any critical value αc for it;
moreover let us also fix any pair (n1, k1) with 0 < n1 < n, 0 ≤ k1 ≤ k. Let
us set d1 as in (5), n2 := n − n1, d2 := d − d1 and k2 := k − k1. Then we
denote by G(αc;n, d, k;n1, k1) the set of all triples ((E1, V1), (E2, V2), [ξ]) such that
(El, Vl) ∈ G(αc;nl, dl, kl) for l = 1, 2 and [ξ] ∈ P(Ext
1((E2, V2), (E1, V1))).
Note that the invariant d1 defined as in (5) (and so also d2) can be a non-integer;
if this happens, then it means that there are no (El, Vl)’s of type (nl, dl, kl) and
so the set G(αc;n, d, k;n1, k1) is empty. For every (E, V ) in G
+,2(αc;n, d, k) or
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G−,2(αc;n, d, k) the coherent subsystem (E1, V1) of the previous lemma is com-
pletely determined by (E, V ) and so is in particular (n1, k1). Therefore we get:
Corollary 2.11. For any triple (n, d, k) and any critical value αc for it, the set
G+,2(αc;n, d, k) has a stratification
G+,2(αc;n, d, k) =
∐
(n1,k1)
G(αc;n, d, k;n1, k1)
where the disjoint union is taken over all the pairs (n1, k1) such that
0 < n1 < n, 0 ≤ k1 ≤ k,
k1
n1
<
k
n
, G(αc;n1, d1, k1) 6= ∅ 6= G(αc;n2, d2, k2).
Analogously,
G−,2(αc;n, d, k) =
∐
(n1,k1)
G(αc;n, d, k;n1, k1)
where the disjoint union is taken over all the pairs (n1, k1) such that
0 < n1 < n, 0 ≤ k1 ≤ k,
k1
n1
>
k
n
, G(αc;n1, d1, k1) 6= ∅ 6= G(αc;n2, d2, k2).
The motivation for this paper is that of giving a scheme theoretic description
of each set of the form G(αc;n, d, k;n1, k1) and to prove that if
k1
n1
< k
n
, respec-
tively if k1
n1
> k
n
, then G(αc;n, d, k;n1, k1) is actually a subscheme of G(α
+
c ;n, d, k),
respectively of G(α−c ;n, d, k). In order to do that we will need the following result.
Proposition 2.12. [1, proposition 3.2] Let (El, Vl) be two coherent systems on C
of type (nl, dl, kl) for l = 1, 2. Let
H021 := Hom((E2, V2), (E1, V1)) and H
2
21 := Ext
2((E2, V2), (E1, V1));
then:
dimExt1((E2, V2), (E1, V1)) = C21 + dimH
0
21 + dimH
2
21,
where
C21 := n1n2(g − 1)− d1n2 + d2n1 + k2d1 − k2n1(g − 1)− k1k2.
3. Cohomology and base change for families of coherent systems
We want to prove a series of statements analogous to those in [6] for families of
extensions of coherent systems instead of families of extensions of coherent sheaves.
The statements of [6] are true for every projective morphism f : X → Y . In the
present work we have to restrict to the case when f is the projection πS : C×S → S
for any scheme S of finite type over C because we have to use [4, proposition 1.13],
that is not proved in full generality. It seems possible to prove results analogous
to those of [6] in full generality, but this will require more work. Note that as in
[6] we need a flatness hypothesis on the families we will use. Such an hypothesis is
implicit in the definition of families of coherent systems, see remark 2.3.
Almost all the results of this section are true even if the curve C is replaced by
any projective scheme, once we enlarge the notion of coherent systems and families
of such objects, see again remark 2.3.
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In this section we will have to consider every family of coherent systems as a
triple as in definition 2.2. Let us first state the following preliminary result.
Proposition 3.1. Let (El,Vl, φl) be two families of coherent systems over C, pa-
rametrized by a scheme S for l = 1, 2. Let us fix also any S-scheme u : S′ → S.
Then there exists a resolution ∆• → (E2,V2, φ2) such that:
(i) ∆0 = (P0, 0, 0)⊕ (π
∗
SV2,V2, idpi∗SV2)
(ii) ∆j = (Pj , 0, 0) for all j ≥ 1;
(iii) Pj is a locally free OC×S-module for all j ≥ 0;
(iv) for all locally free OS′-modules M, for all j ≥ 0 and for all i ≥ 1 we have
ExtipiS′ ((u
′, u)∗∆j , (u
′, u)∗(E1,V1, φ1)⊗S′ M) = 0;
(v) for all j ≥ 0 the sheaf Lj := HompiS (∆j , (E1,V1, φ1)) is locally free on S.
Proof. The proof consists simply in combining the proof of [4, proposition 1.13]
with the proof of [6, lemma 1.1]. Actually, point (iv) holds for every quasi-coherent
OS′ -moduleM, once we suitably enlarge the category of coherent systems in order
to take into account also algebraic systems (see remark 2.4). 
Definition 3.2. In the notation of [4], a very negative resolution of (E2,V2, φ2)
with respect to (E1,V1, φ1) is any resolution ∆• of (E2,V2, φ2) with properties (i),
(ii), (iii) and:
(iv)’ ExtipiS (∆j , (E1,V1, φ1)) = 0 for all j ≥ 0 and for all i ≥ 1.
Remark 3.3. The previous proposition proves that if we fix any morphism u : S′ →
S and any pair of families (El,Vl, φl) for l = 1, 2, then (u
′, u)∗∆• is a very negative
resolution of (u′, u)∗(E2,V2, φ2) with respect to (u
′, u)∗(E1,V1, φ1) ⊗S′ M for all
locally free OS′ -modules M. In particular, if we choose u = idS and M = OS , we
get a very negative resolution of (E2,V2, φ2) with respect to (E1,V1, φ1).
We recall the following result, obtained from [4, remarque 1.15] together with
remark 2.3.
Lemma 3.4. For every scheme S, for every pair of families (El,Vl, φl) of coherent
systems parametrized by S for l = 1, 2, for every very negative resolution ∆• of
(E2,V2, φ2) with respect to (E1,V1, φ1) and for every i ≥ 0 we have a canonical
isomorphism of sheaves over S:
ExtipiS
(
(E2,V2, φ2), (E1,V1, φ1)
)
= Hi
(
HompiS
(
∆•, (E1,V1, φ1)
))
.
Now let us fix any u : S′ → S and any 2 families parametrized by S as before;
let ∆• and L
• be as in proposition 3.1. Then we have an analogue of [6, corollary
1.2 (ii)] as follows.
Lemma 3.5. For all S-schemes u : S′ → S, for all locally free OS′-modules M
and for all j ≥ 0 there is a canonical isomorphism of OS′-modules:
HompiS′
(
(u′, u)∗∆j , (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
≃ u∗Lj ⊗S′ M. (6)
Proof. We have to consider two different cases depending on j.
Case (i) Let us suppose that j ≥ 1. Then for all V open in S′ we have:
10 MATTEO TOMMASINI
HompiS′
(
(u′, u)∗∆j , (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
(V ) =
= HomV
(
(u′∗Pj , 0, 0)|V , (u
′∗E1 ⊗C×S′ π
∗
S′M, u
∗V1 ⊗S′ M, φ˜1)|V
)
=
= HomV
(
(u′∗Pj|pi−1
S′
(V ), 0, 0), ((u
′∗E1 ⊗C×S′ π
∗
S′M)|pi−1
S′
V , u
∗V1 ⊗S′ M|V , φ˜1|V )
)
=
= HompiS′
(
u′∗Pj , u
′∗E1 ⊗C×S′ π
∗
S′M
)
(V ).
Therefore, we have:
HompiS′
(
(u′, u)∗∆j , (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
=
= HompiS′
(
u′∗Pj , u
′∗E1 ⊗C×S′ π
∗
S′M
)
=
= (πS′)∗HomOC×S′
(
u′∗Pj , u
′∗E1 ⊗C×S′ π
∗
S′M
)
=
= (πS′)∗
(
u′∗P∨j ⊗C×S′ u
′∗E1 ⊗C×S′ π
∗
S′M
)
=
= (πS′)∗
(
u′∗(P∨j ⊗C×S E1)⊗C×S′ π
∗
S′M
)
=
= (πS′)∗
(
u′∗(P∨j ⊗C×S E1)
)
⊗S′ M. (7)
Here the third equality is proved using the fact that u′∗Pj is locally free because
Pj is so by proposition 3.1 (iii). Analogous computations (with u replaced by idS
and M by OS) prove that for all j ≥ 1:
Lj = HompiS
(
∆j , (E1,V1, φ1)
)
= (πS)∗
(
P∨j ⊗C×S E1
)
.
Now by proposition 3.1 (v) we have that Lj is locally free on S; therefore by
base change ([3, III, prop. 12.11 and prop. 12.5]) we have:
(πS′)∗u
′∗(P∨j ⊗C×S E1) = u
∗πS∗(P
∨
j ⊗C×S E1) = u
∗Lj .
Therefore, we have that (7) is equal to u∗Lj ⊗S′M. So we have proved that (6)
is true for all j ≥ 1.
Case (ii) Let us suppose that j = 0; then we have that ∆0 = (P0, 0, 0) ⊕
(π∗SV2,V2, id). By the same idea used in the previous case, we have a canonical
isomorphism:
HompiS′
(
(u′, u)∗(P0, 0, 0), (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
≃
≃ u∗HompiS
(
(P0, 0, 0), (E1,V1, φ1)
)
⊗S′ M.
Therefore, in order to prove that (6) is still valid for j = 0, it suffices to prove
that there is a canonical isomorphism:
HompiS′
(
(u′, u)∗(π∗SV2,V2, id), (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
?
≃
?
≃ u∗HompiS
(
(π∗SV2,V2, id), (E1,V1, φ1)
)
⊗S′ M. (8)
Now for every open set V in S′ we have:
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HompiS′
(
(u′, u)∗(π∗SV2,V2, id), (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
(V ) =
= HomV
(
(u′∗π∗SV2, u
∗V2, i˜d)|V , (u
′∗E1 ⊗C×S′ π
∗
S′M, u
∗V1 ⊗S′ M, φ˜1)|V
)
(9)
where i˜d is given by the composition:
i˜d : π∗S′u
∗V2
η
−→ u′∗π∗SV2
u′∗(id)
−→ u′∗π∗SV2
and η is the canonical isomorphism induced by πS ◦ u
′ = u ◦ πS′ (see diagram (3)).
Therefore, i˜d = η is an isomorphism. Hence (9) is the set of all pairs (γ, δ) of the
form:
γ : u′∗π∗SV2|pi−1
S′
(V ) −→ (u
′∗E1 ⊗C×S′ π
∗
S′M)|pi−1
S′
(V ),
δ : u∗V2|V −→ (u
∗V1 ⊗S′ M)|V
such that they make this diagram commute:
u′∗π∗SV2|pi−1
S′
(V )
(u′∗E1 ⊗C×S′ π
∗
S′M)|pi−1
S′
(V ).
y
π∗S′u
∗V2|pi−1
S′
(V )
π∗S′(u
∗V1 ⊗S′ M)|pi−1
S′
V
γ
η|
pi
−1
S′
(V )
˜
φ˜1|
pi
−1
S′
(V )
pi∗
S′
δ
Therefore, γ is completely determined as
γ = φ˜1|pi−1
S′
(V ) ◦ (π
∗
S′δ) ◦
(
η|pi−1
S′
(V )
)−1
.
So, having fixed (π∗SV2,V2, id), (E1,V1, φ1), u : S
′ → S and M, we have that (9)
is naturally identified with the set of all morphisms δ as before, i.e. with the set
HomV (u
∗V2|V , (u
∗V1 ⊗S′ M)|V ) = HomOS′ (u
∗V2, u
∗V1 ⊗S′ M)(V ).
Therefore, the left hand side of (8) is given by:
HomOS′ (u
∗V2, u
∗V1 ⊗S′ M) = u
∗V∨2 ⊗S′ u
∗V1 ⊗S′ M =
= u∗(V∨2 ⊗S V1)⊗S′ M = u
∗HomOS (V2,V1)⊗S′ M.
Here we used several times the fact that V2 is locally free on S. By using the
same idea we can prove that also the right hand side of (8) is given by the same
expression, so we conclude. 
With the same ideas we can also prove the following result; we omit the proof
since it is quite similar to the previous one.
Lemma 3.6. For all S-schemes u : S′ → S, for all locally free OS′-modules M
and for all j ≥ 0 there is a canonical isomorphism of sheaves on S′:
HompiS′
(
(u′, u)∗∆j ⊗S′ M
∨, (u′, u)∗(E1,V1, φ1)
)
≃ u∗Lj ⊗S′ M.
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Lemma 3.7. For every pair of families as before parametrized by S, for every
morphism of schemes u : S′ → S, for every locally free OS′-module M and for
every i ≥ 0 we have a canonical isomorphism of sheaves over S′:
ExtipiS′
(
(u′, u)∗(E2,V2, φ2), (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
=
= Hi
(
HompiS′
(
(u′, u)∗∆•, (u
′, u)∗(E1,V1, φ1)⊗S′ M
))
where ∆• is as in proposition 3.1.
Proof. By remark 3.3 we get that (u′, u)∗∆• is a very negative resolution of (u
′, u)∗
(E2,V2, φ2) with respect to (u
′, u)∗(E1,V1, φ1) ⊗S′M for all locally free OS′-modules
M. Therefore we can use lemma 3.4 for the families (u′, u)∗(E2,V2, φ2) and (u
′, u)∗
(E1,V1, φ1) ⊗S′M over S
′ and we conclude. 
Now if we combine lemma 3.7 with the canonical isomorphism of lemma 3.5, we
get the following statement, that is analogous to [6, cor. 1.2.iii].
Lemma 3.8. For every i ≥ 0, for every morphism u : S′ → S and for every locally
free OS′-module M we have a canonical isomorphism of sheaves over S
′:
ExtipiS′
(
(u′, u)∗(E2,V2, φ2), (u
′, u)∗(E1,V1, φ1)⊗S′ M
)
= Hi(u∗L• ⊗S′ M)
where L• is as in proposition 3.1. Since L• is a complex of locally free sheaves on
S by that proposition, this implies that the sheaf on the left is coherent on S′.
Now for every locally free OS-module M and for every i ≥ 0, we define
T i(M) := Hi(L• ⊗SM) = Ext
i
piS
(
(E2,V2, φ2), (E1,V1, φ1)⊗SM
)
,
where the last identity is given by the previous lemma with u = idS . By [3, III,
proposition 12.5] we get natural homomorphisms for every i ≥ 0:
ϕ(i,M) : T i(OS)⊗SM→ T
i(M).
Moreover, for every morphism u : S′ → S by using the same computation as [3,
III, proposition 9.3 and remark 9.3.1] we get the base change homomorphism:
τ i(u) : u∗ExtipiS
(
(E2,V2, φ2), (E1,V1, φ1)
)
→
→ ExtipiS′
(
(u′, u)∗(E2,V2, φ2), (u
′, u)∗(E1,V1, φ1)
)
.
In addition, by using again a resolution ∆• as in proposition 3.1 together with
[3, III, proposition 9.3], we get the following result.
Proposition 3.9. For every flat morphism u : S′ → S of schemes and for every
i ≥ 0, the base change homomorphism τ i(u) is an isomorphism.
This is exactly [4, théorème 1.16 (i)], but with a more explicit construction of
such an isomorphism, that was not described in that work. Moreover, by proceeding
as in [3, III.12] we get the following result.
Proposition 3.10. (cohomology and base change for families of coherent systems)
Let S be any scheme and let (El,Vl, φl) be two families of coherent systems para-
metrized by S for l = 1, 2. Let s be any point in S and let us assume that the base
change homomorphism
τ i(s) : ExtipiS
(
(E2,V2, φ2), (E1,V1, φ1)
)
⊗ k(s)→ Exti
(
(E2,V2, φ2)s, (E1,V1, φ1)s
)
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is surjective. Then:
(i) there is an open neighbourhood U of s in S such that τ i(s′) is an isomorphism
for all s′ in U ;
(ii) τ i−1(s) is surjective if and only if ExtipiS
(
(E2,V2, φ2), (E1,V1, φ1)
)
is locally
free in an open neighbourhood of s in S.
According to the usual definitions for coherent sheaves, if τ i(s) is an isomorphism
for all s in S, then we will say that ExtipiS
(
(E2,V2, φ2), (E1,V1, φ1)
)
commutes with
base change. If this is the case, then τ i(u) is an isomorphism for all morphisms
u : S′ → S of schemes.
Remark 3.11. From now on, we will not need to refer explicitly to the maps of
the form φ, so in the following lemmas and propositions we will use the notation of
definition 2.1 for families of coherent systems.
Exactly as in [6, lemma 4.1], we can prove the following consequence of lemmas
3.5 and 3.6.
Lemma 3.12. For every scheme S, for every pair of families (El,Vl) parametrized
by S for l = 1, 2, for every locally free OS-module M and for every i ≥ 0, there are
canonical isomorphisms
ExtipiS
(
(E2,V2), (E1,V1)
)
⊗SM≃ Ext
i
piS
(
(E2,V2), (E1,V1)⊗SM
)
≃
≃ ExtipiS
(
(E2,V2)⊗SM
∨, (E1,V1)
)
.
Lemma 3.13. Let us fix any scheme S, any pair of families (El,Vl) parametrized
by S for l = 1, 2, any S-scheme u : S′ → S and any locally free OS′-module M.
Then there is a canonical morphism:
µ : Ext1S′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)⊗S′ M
)
→
→ H0
(
S′, Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
⊗S′ M
)
.
Let us assume that one of the following 2 conditions hold:
(a) Hom((E2,V2)s, (E1,V1)s) = 0 for all s in S;
(b) S′ is affine.
Then µ is an isomorphism.
Proof. We recall that by [2, proposition A.9], there is a spectral sequence
Hp
(
S′, ExtqpiS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)⊗S′ M
))
⇒
⇒ Extp+qS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)⊗S′ M
)
.
Moreover, by lemma 3.12 (over S′ instead of S) we have for every q ≥ 0:
ExtqpiS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)⊗S′ M
)
=
= ExtqpiS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
⊗S′ M.
So we get a long exact sequence:
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0→ H1
(
S′,HompiS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
⊗S′ M
)
→
→ Ext1S′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)⊗S′ M
)
µ
→
µ
→ H0
(
S′, Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
⊗S′ M
)
→
→ H2
(
S′,HompiS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
⊗S′ M
)
→ · · · (10)
Now let us assume (a): this implies that the base change morphisms τ0(s) are
surjective for all s in S. Therefore, by cohomology and base change
HompiS′ ((u
′, u)∗
(
E2,V2), (u
′, u)∗(E1,V1)
)
= 0.
So by substituting in the previous long exact sequence we that µ is an isomor-
phism. If we assume (b) then both the first and the last term of (10) are zero, so
we conclude as before. 
4. Families of (classes of) extensions
The following lemma is a direct consequence of the definition of the functors
Ext1S(−,−)’s and it is already implicit in the proof of [1, proposition A.9]. The
lemma is also stated explicitly in [1, proposition 3.1] in the particular case when
S = Spec(C).
Lemma 4.1. For all schemes S and for all pairs of families (El,Vl) parametrized
by S for l = 1, 2, there is a canonical bijection from Ext1S((E2,V2), (E1,V1)) to the
set of all short exact sequences
0 −→ (E1,V1) −→ (E ,V) −→ (E2,V2) −→ 0 (11)
modulo equivalences.
Here an extension (11) is equivalent to an extension
0 −→ (E1,V1) −→ (E
′,V ′) −→ (E2,V2) −→ 0
if and only if there is an isomorphism (E ,V)
∼
→ (E ′,V ′)making the following diagram
commute
0 (E1,V1) (E ,V) (E2,V2) 0
y
0
y
(E1,V1) (E
′,V ′) (E2,V2) 0.
˜
Proof. This is a standard fact for an abelian category with enough injectives. It
is therefore sufficient to observe that, given a short exact sequence in the cate-
gory of families of weak coherent systems on C × S/S for which the left and right
hand members are families of coherent systems parametrized by S, then the whole
sequence belongs to the category of coherent systems parametrized by S. 
Let us consider any scheme S and any pair of families parametrized by S as
before and an extension like (11). For every point s in S the pullback of such an
exact sequence to Cs = C × {s} gives rise to an extension:
UNIVERSAL FAMILIES OF EXTENSIONS OF COHERENT SYSTEMS 15
0 −→ (E1,V1)s −→ (E ,V)s −→ (E2,V2)s −→ 0.
Therefore, by lemma 4.1 we get a well defined linear map:
Φs : Ext
1
S
(
(E2,V2), (E1,V1)
)
→ Ext1
(
(E2,V2)s, (E1,V1)s
)
.
As in [6], we give the definition of family of extensions as follows:
Definition 4.2. A family of (classes of) extensions of (E2,V2) by (E1,V1) over S
is any family
{
es ∈ Ext
1
(
(E2,V2)s, (E1,V1)s
)}
s∈S
such that there is an open covering U = {Ui}i∈I of S and for each i ∈ I there is an
element σi in Ext
1
Ui
(
(E2,V2)|Ui , (E1,V1)|Ui
)
such that es = Φi,s(σi) for every s in
S and for every i ∈ I such that s ∈ Ui. Here Φi,s denotes the linear map
Φi,s : Ext
1
Ui
(
(E2,V2)|Ui , (E1,V1)|Ui
)
→ Ext1
(
(E2,V2)s, (E1,V1)s
)
.
A family of extensions is called globally defined if the covering U can be chosen
to coincide with {S}.
For every s in S, let us define the canonical homomorphism
ιs : Ext
1
piS
(
(E2,V2), (E1,V1)
)
→ Ext1piS
(
(E2,V2), (E1,V1)
)
⊗ k(s).
Then we get a result analogous to that of [6, lemma 2.1].
Lemma 4.3. For every s in S, the map Φs coincides with the composition:
Ext1S
(
(E2,V2), (E1,V1)
)
µ
−→ H0
(
S, Ext1piS
(
(E2,V2), (E1,V1)
))
H0(S,ιs)
−→
H0(S,ιs)
−→ H0
(
S, Ext1piS
(
(E2,V2), (E2,V2)
)
⊗ k(s)
)
=
= Ext1piS
(
(E2,V2), (E1,V1)
)
⊗ k(s)
τ1(s)
−→ Ext1
(
(E2,V2)s, (E1,V1)s
)
,
where τ1(s) is the base change homomorphism induced by the inclusion of s in S
and µ is the map described in lemma 3.13 with u = idS and M = OS (µ is not
necessarily an isomorphism in this case).
Definition 4.4. Having fixed any pair of families (El,Vl) parametrized by a scheme
S for l = 1, 2, we define
EXT
(
(E2,V2), (E1,V1)
)
as the set of all the families of extensions between these two families of coherent
systems; we consider also the subset
EXTglob
(
(E2,V2), (E1,V1)
)
consisting of those families of extensions that are globally defined. Both sets have
a natural structure of vector space.
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Proposition 4.5. Let us suppose that S is reduced and that Ext1piS ((E2,V2), (E1,V1))
commutes with base change. Then there is a canonical isomorphism between the
space EXTglob((E2,V2), (E1,V1)) and
Ext1S
(
(E2,V2), (E1,V1)
)
/H1
(
S,HompiS
(
(E2,V2), (E1,V1)
))
⊆
⊆ H0
(
S, Ext1piS
(
(E2,V2), (E1,V1)
))
.
Proof. For every class of extensions σ ∈ Ext1S((E2,V2), (E1,V1)), by lemma 4.3 the
family
{Φs(σ) = (τ
1(s) ◦H0(S, ιs) ◦ µ)(σ)}s∈S
is a globally defined family of extensions of (E2,V2) by (E1,V1) over S. Let us
consider the exact sequence (10) with u = idS and M = OS and let us denote by
µ the morphism induced by µ:
H := Ext1S
(
(E2,V2), (E1,V1)
)
/H1
(
S,HompiS
(
(E2,V2), (E1,V1)
))
µ
→
µ
→ H0
(
S, Ext1piS
(
(E2,V2), (E1,V1)
))
.
Now let us consider the set map f defined from H to EXTglob as follows: for
every class [σ] in H we associate to it the family
f([σ]) := {(τ1(s) ◦H0(S, ιs) ◦ µ¯)([σ])}s∈S = {Φs(σ)}s∈S .
Now µ is injective by construction and by (10). Moreover the family {ιs}s∈S is
injective by using Nakayama’s lemma and the fact that S is reduced by hypoth-
esis. So also the family {H0(S, ιs)}s∈S is injective. In addition, every τ
1(s) is an
isomorphism by hypothesis (base change for i = 1), so in particular it is injective.
Therefore the set map f is injective. Moreover, f is surjective by definition of glob-
ally defined family and by lemma 4.3. Finally, this map is clearly linear, so we get
the desired isomorphism. 
Proposition 4.6. Let us assume the same hypotheses as for proposition 4.5. Then
there is a canonical isomorphism
EXT
(
(E2,V2), (E1,V1)
)
≃ H0
(
S, Ext1piS
(
(E2,V2), (E1,V1)
))
.
Proof. Let us fix any σ ∈ H0(S, Ext1piS ((E2,V2), (E1,V1))), let U = {Ui}i∈I be any
open affine covering of S and let σi := σ|Ui . By lemma 3.13 (b) for u : Ui →֒ S and
M = OUi , for all i ∈ I we have an isomorphism
µi : Ext
1
Ui
(
(E2,V2)|Ui , (E1,V1)|Ui
)
∼
→ H0
(
Ui, Ext
1
piS
(
(E2,V2)|Ui , (E1,V1)|Ui
))
.
(12)
For every point s ∈ Ui, we define es := Φi,s(µ
−1
i (σi)); a direct check proves that
such an extension is well defined, i.e. it depends only on s and not on i. So the
family {es}s∈S is a family of extensions of (E2,V2) by (E1,V1) over S. Since σ is
a global section of Ext1piS ((E2,V2), (E1,V1)), a direct computation shows that such
a family does not depend on the choice of the affine covering U. So we get a well
defined linear map
H0
(
S, Ext1piS
(
(E1,V1), (E2,V2)
))
−→ EXT
(
(E2,V2), (E1,V1)
)
. (13)
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We explicitly describe an inverse for such a map. Let {es}s∈S be any family in
the set EXT(−,−). By definition of family of extensions, there is an open covering
U = {Ui}i∈I of S and for every i there is an object
σ˜i ∈ Ext
1
Ui
(
(E2,V2)|Ui , (E1,V1)|Ui
)
such that es = Φi,s(σ˜i) for all s ∈ Ui. Without loss of generality, we can assume
that U is an affine covering. Therefore we can use (12) and we define
σi := µi(σ˜i) ∈ H
0
(
Ui, Ext
1
piS
(
(E2,V2), (E1,V1)
))
.
As in lemma 4.3 on Ui instead of S, we get that for every i ∈ I and for every s
in Ui, the morphism Φi,s coincides with the composition:
Ext1Ui
(
(E2,V2)|Ui , (E1,V1)|Ui
)
µi
−→ H0
(
Ui, Ext
1
piS
(
(E2,V2), (E1,V1)
))
H0(Ui,ιs)
−→
H0(Ui,ιs)
−→ H0
(
Ui, Ext
1
piS
(
(E2,V2), (E1,V1)
)
⊗ k(s)
)
=
= Ext1piS
(
(E2,V2), (E1,V1)
)
⊗ k(s)
τ1(s)
−→ Ext1
(
(E2,V2)s, (E1,V1)s
)
.
So for every s ∈ Ui we have:
Φi,s(σ˜i) = (τ
1(s) ◦H0(Ui, ιs) ◦ µi)(σ˜i) = (τ
1(s) ◦H0(Ui, ιs))(σi) = τ
1(s)(σi,s).
Analogously, for every s ∈ Uj we have Φj,s(σ˜j) = τ
1(s)(σj,s). By definition of
family of extensions, if s ∈ Ui ∩ Uj then
τ1(s)(σi,s) = τ
1(s)(σj,s).
By hypothesis, τ1(s) is an isomorphism for all s in S, so we conclude that for
all pairs i, j in I and for all s ∈ Ui ∩Uj we have σi,s = σj,s. Since S is reduced, we
conclude that σi coincides with σj over Ui ∩ Uj . So there exists a unique
σ ∈ H0
(
S, Ext1piS
(
(E2,V2), (E1,V1)
))
such that σ|Ui = σi for all i ∈ I. A direct computation shows that σ does not
depend on the choice of the covering U nor on the choice of the family {σ˜i}i∈I , so
we get a well defined map
EXT
(
(E2,V2), (E1,V1)
)
→ H0
(
S, Ext1piS
(
(E2,V2), (E1,V1)
))
. (14)
Now it is easy to see that the map in (14) is the inverse of (13), so we conclude.

5. Universal families of extensions
Now let us suppose that Ext1piS ((E2,V2), (E1,V1)) commutes with base change.
Then let us define a contravariant functor F from the category of S-schemes to
the category of sets. For every morphism u : S′ → S, let us consider the pullback
diagram (3) and let us define:
F (S′) := H0
(
S′, Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
))
.
For every morphism v : S′′ → S′ of S-schemes we define F (v) : F (S′)→ F (S′′)
as the composition:
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H0
(
S′, Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
))
−→
−→ H0
(
S′′, v∗Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
))
H0(S′′,τ1(v))
−→
H0(S′′,τ1(v))
−→ H0
(
S′′, Ext1piS′′
(
(u′ ◦ v′, u ◦ v)∗(E2,V2), (u
′ ◦ v′, u ◦ v)∗(E1,V1)
))
.
Since we are assuming that Ext1piS ((E2,V2), (E1,V1)) commutes with base change,
so does Ext1piS′′ ((u
′ ◦ v′, u ◦ v)∗(E2,V2), (u
′ ◦ v′, u ◦ v)∗(E1,V1)). Therefore, F is a
contravariant functor from the category of S-schemes to the category of sets.
Proposition 5.1. Let us suppose that ExtipiS ((E2,V2), (E1,V1)) commutes with base
change for i = 0, 1. Then the functor F is represented by the vector bundle
V := V
(
Ext1piS
(
(E2,V2), (E1,V1)
)∨) η
−→ S
associated to the locally free sheaf Ext1piS ((E2,V2), (E1,V1))
∨
. The fiber of η over
any point s is canonically identified with Ext1((E2,V2)s, (E1,V1)s).
Proof. By hypothesis and base change for i = 1, the sheaf Eˆ := Ext1piS ((E2,V2), (E1,
V1)) commutes with base change, so for every S-scheme u : S
′ → S we have that
F (S′) = H0
(
S′, u∗Ext1piS
(
(E2,V2), (E1,V1)
))
= H0(S′, u∗Eˆ).
Moreover, using base change for i = 0, 1, we get that Eˆ is a locally free sheaf.
Therefore, the functor E is represented by the vector bundle V associated to Eˆ∨
by the universal property of that object. Note that by assumption Eˆ is locally free,
so Eˆ∨∨ = Eˆ. 
Remark 5.2. The universal element of F (V ) is constructed in the following way.
Let us consider the inclusion of sheaves on S given by Eˆ∨ →֒ η∗OV and the induced
canonical inclusion
H0(S,EndEˆ) = H0(S, Eˆ ⊗ Eˆ∨) →֒ H0(S, Eˆ ⊗ η∗OV ) =
= H0(S, η∗η
∗Eˆ) = H0(V, η∗Eˆ) = F (V ).
Then we consider the image of the identity of Eˆ under this series of maps and
we get that this is the universal object for the functor F .
By combining propositions 4.6 and 5.1 we get the following corollary.
Corollary 5.3. Let us suppose that S is reduced and that ExtipiS ((E2,V2), (E1,V1))
commutes with base change for i = 0, 1. Then there is a family of extensions
{ev}v∈V of (η
′, η)∗(E2,V2) by (η
′, η)∗(E1,V1). Such a family is universal over the
category of reduced S-schemes.
Here “universal” means the following: given any reduced S-scheme u : S′ → S
and any family of extensions {es′}s′∈S′ of (u
′, u)∗(E2,V2) by (u
′, u)∗(E1,V1) para-
metrized by S′, there is exactly one morphism ψ : S′ → V of S-schemes such that
{es′}s′∈S′ is the pullback of {ev}v∈V via ψ. The relevant diagram to consider is
given as follows:
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y
C × S′ C × V C × S
 
S′ V S.
y
piS
u′
ψ
ψ′
u
piS′
η′
piV
η
Corollary 5.4. Let us suppose that Hom((E2,V2)s, (E1,V1)s) = 0 for all s ∈ S
and that Ext1piS ((E2,V2), (E1,V1)) commutes with base change. Then there is an
extension parametrized by V
0→ (η′, η)∗(E1,V1)→ (EV ,VV )→ (η
′, η)∗(E2,V2)→ 0 (15)
that is universal on the category of S-schemes.
Here “universal” means the following: let us fix any S-scheme u : S′ → S and
any extension
0→ (u′, u)∗(E1,V1)→ (ES′ ,VS′)→ (u
′, u)∗(E2,V2)→ 0 (16)
over S′. Then there is a unique morphism ψ : S′ → V of S-schemes such that (16)
is the pullback of (15) via ψ.
Proof. If we assume the hypotheses, then by lemma 3.13 (a) for all morphisms
u : S′ → S we get a canonical isomorphism
µ : Ext1S′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
∼
→
∼
→ H0
(
S′, Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
))
.
If we use proposition 4.5 and the hypothesis, then this coincides also with
EXTglob
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
.
So for every S-scheme S′ as before we can consider the set F (S′) as the set of all
extensions of (u′, u)∗(E2,V2) by (u
′, u)∗(E1,V1) over S
′. In particular, the universal
object of the functor F corresponds to the extension (15). Then the universal
property of such an object (together with the fact that µ is canonical) proves the
claim. 
6. Universal families of non-degenerate extensions
Let us fix any integer t ≥ 1 and let us suppose again that Ext1piS ((E
′,V ′), (E ,V))
commutes with base change. Then let us define a contravariant functor Gt from the
category of S-schemes to the category of sets. For every morphism u : S′ → S, let
us consider the pullback diagram (3) and let us define:
Gt(S
′) :=
{
locally free quotients of rank t of
Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)∨}
.
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Let us fix any morphism v : S′′ → S′ of S-schemes and any object of Ft(S
′), i.e.
any locally free quotient of rank t:
Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)∨
−→M −→ 0.
Then by pullback via v, we get an exact sequence:
v∗Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)∨
−→ v∗M−→ 0. (17)
Using base change for i = 1 we get:
v∗Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)∨
=
=
(
v∗Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
))∨
≃
≃ Ext1piS′′
(
(u′ ◦ v′, u ◦ v)∗(E2,V2), (u
′ ◦ v′, u ◦ v)∗(E1,V1)
))∨
.
Therefore, (17) gives an element of Gt(S
′′), so we get a set map Gt(v) : Gt(S
′)→
Gt(S
′′). Using base change for i = 1, this gives rise to a contravariant functor Gt
on the category of S-schemes.
Proposition 6.1. Let us suppose that ExtipiS ((E2,V2), (E1,V1)) commutes with base
change for i = 0, 1. Then for every t ≥ 1 the functor Gt is represented by the relative
Grassmannian of rank t
Qt := Grass
(
t, Ext1piS
(
(E2,V2), (E1,V1)
)∨) θt−→ S
associated to the locally free sheaf Ext1piS ((E2,V2), (E1,V1))
∨ on S. The fiber of θt
over any point s is canonically identified with Grass(t,Ext1((E2,V2)s, (E1,V1)s)).
Proof. By hypothesis and base change for i = 0, 1, the sheaf Eˆ := Ext1piS ((E2,V2),
(E1,V1)) commutes with base change and it is locally free. Therefore, for every
S-scheme u : S′ → S, Gt(S
′) is equal to the set of locally free quotients of rank t of
u∗Eˆ∨. Now Gt is represented by the Grassmannian bundle θt : Grass(t, Eˆ
∨) → S
by the universal property of the Grassmannian functor associated to every quasi-
coherent OS-module. Note that since Eˆ is locally free, then Eˆ
∨∨ = Eˆ. 
Remark 6.2. In general we don’t know how to explicitly describe the universal
object of the functor Gt. We only know that it will be something of the form
Ext1piQt
(
(θ′t, θt)
∗(E2,V2), (θ
′
t, θt)
∗(E1,V1)
)∨ q
−→Mt −→ 0
for some locally free sheafMt on Qt of rank t. It is reasonable thatMt is the very
ample sheaf on Qt that induces the Plücker embedding of the relative Grassmannian
Qt into a projective space, but we don’t have a proof of this fact (see the next section
for the special case t = 1).
Definition 6.3. Let us fix any scheme R, any locally free OR-module M of rank
t and any exact sequence of families of coherent systems of the form
0→ (F1,Z1)⊗RM→ (F ,Z)→ (F2,Z2)→ 0. (18)
By restriction to any fiber Cr = C×{r} over any point r of R, we get a sequence
that is a representative for an object
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ξr ∈ Ext
1
(
(F2,r,Z2,r), (F1,r,Z1,r)⊗rMr
)
=
= Ext1
(
(F2,r,Z2,r), (F1,r,Z1,r)
⊕t
)
=: H⊕tr .
So we can write ξr = (ξ
1
r , · · · , ξ
t
r). Then we say that (18) is non-degenerate of
rank t on the left if for all points r of R the objects ξir for i = 1, · · · , t are linearly
independent in Hr. Analogously, we call non-degenerate on the left any family
{er}r∈R of extensions of the same 2 objects on the left and on the right of (18)
such that er is non-degenerate for all r ∈ R. Similar definitions can be given for
non-degenerate (families of) extensions of rank t on the right.
Lemma 6.4. Let us assume the same hypotheses as for proposition 6.1. Then for
every S-scheme u : S′ → S we have that Gt(S
′) is the set of all the families of non-
degenerate extensions of (u′, u)∗(E2,V2) by (u
′, u)∗(E1,V1)⊗S′M with arbitrary M
locally free of rank t on S′, modulo the canonical operation of H0(S′, GL(t, OS′)).
Proof. By construction, Gt(S
′) is equal to the set of all nowhere vanishing global
sections of every sheaf on S′ of the form
Ext1piS′
(
(u′, u)∗(E2,V2), (u
′, u)∗(E1,V1)
)
⊗S′ M
with arbitrary M locally free of rank t on S′, modulo the canonical operation of
H0(S′, GL(t, OS′)). Since every suchM is locally free, we can use lemma 3.12 and
we conclude by proposition 4.6. 
The proofs of the following two corollaries are modelled on the proofs of corol-
laries 5.3 and 5.4 together with lemma 6.4 and proposition 6.1, so we omit the
details.
Corollary 6.5. Let us fix any t ≥ 1, let us suppose that S is reduced and that
ExtipiS ((E2,V2), (E1,V1)) commutes with base change for i = 0, 1. Then there is a
family {eq}q∈Qt of non-degenerate extensions of rank t on the left of (θ
′
t, θt)
∗(E2,V2)
by (θ′t, θt)
∗(E1,V1)⊗QtMt, which is universal on the category of reduced S-schemes.
Here “universal” means the following: given any reduced S-scheme u : S′ → S,
any locally free sheafM of rank t on S′ and any class of a family {es′}s′∈S′ of non-
degenerate extensions of rank t on the left of (u′, u)∗(E2,V2) by (u
′, u)∗(E1,V1)⊗S′
M, then there is a unique morphism of S-schemes ψ : S′ → Qt, such that the
family {es′}s′∈S′ is the pullback of {eq}q∈Qt via ψ, modulo the canonical operation
of H0(S′, GL(t,OS′)). The relevant diagram to consider is
y
C × S′ C ×Qt C × S
 
S′ Qt S.
y
piS
u′
ψ
ψ′
u
piS′
θ′t
piQt
θt
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Corollary 6.6. Let us fix any t ≥ 1, let us suppose that Hom((E2,V2)s, (E1,V1)s) =
0 for all s ∈ S and that Ext1piS ((E2,V2), (E1,V1)) commutes with base change. Then
there is a family (EQt ,VQt) parametrized by Qt and a non-degenerate extension of
rank t on the left
0→ (θ′t, θt)
∗(E1,V1)⊗Qt Mt → (EQt ,VQt)→ (θ
′
t, θt)
∗(E2,V2)→ 0 (19)
that is universal on the category of S-schemes.
Here “universal” means the following: let us fix any morphism u : S′ → S, any
locally free sheaf M of rank t on S′ and any non-degenerate extension of rank t on
the left:
0→ (u′, u)∗(E1,V1)⊗S′ M→ (ES ,VS)→ (u
′, u)∗(E2,V2)→ 0. (20)
Then there is a unique morphism of S-schemes ψ : S′ → Qt such that (20) is the
pullback of (19) via ψ, modulo the canonical operation of H0(S′, GL(t,OS′)).
Analogously, using the second part of lemma 3.12 we can prove the following
results.
Corollary 6.7. Let us fix any t ≥ 1, let us suppose that S is reduced and that
ExtipiS ((E2,V2), (E1,V1)) commutes with base change for i = 0, 1. Then there is a
family of non-degenerate extensions of rank t on the right {e′q}q∈Qt of (θ
′
t, θt)
∗(E2,V2)
⊗QtM
∨
t by (θ
′
t, θt)
∗(E1,V1), which is universal for families of non-degenerate ex-
tensions of rank t on the right, analogously to corollary 6.5.
Corollary 6.8. Let us fix any t ≥ 1, let us suppose that Hom((E2,V2)s, (E1,V1)s) =
0 for all s ∈ S and that Ext1piS ((E2,V2), (E1,V1))commutes with base change. Then
there is a family (E ′Qt ,V
′
Qt
) parametrized by Qt and a non-degenerate extension on
the right of rank t
0→ (θ′t, θt)
∗(E1,V1)→ (E
′
Qt
,V ′Qt)→ (θ
′
t, θt)
∗(E2,V2)⊗Qt M
∨
t → 0 (21)
that is universal for non-degenerate extensions of rank t on the right, analogously
to corollary 6.6.
7. Universal families of non-split extensions
If we fix t = 1 in the previous section and we simplify the notations by setting
P := Q1 and ϕ := θ1, we get:
Corollary 7.1. Let us suppose that ExtipiS ((E2,V2), (E1,V1)) commutes with base
change for i = 0, 1. Then the functor F1 is represented by the projective bundle
P := P
(
Ext1piS
(
(E2,V2), (E1,V1)
)∨) ϕ
−→ S
associated to the locally free sheaf Ext1piS ((E2,V2), (E1,V1))
∨ on S. The fiber of ϕ
over any point s is canonically identified with P(Ext1((E2,V2)s, (E1,V1)s)).
Remark 7.2. The universal element of F1(P ) is constructed in the following way.
We consider the canonical isomorphisms:
H0(S,EndEˆ) = H0(S, Eˆ ⊗ Eˆ∨) = H0(S, Eˆ ⊗ ϕ∗OP (1)) =
= H0
(
S, ϕ∗
(
ϕ∗Eˆ ⊗OP (1)
))
= H0(P, ϕ∗Eˆ ⊗P OP (1)).
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Then we consider the image of the identity of Eˆ under this series of isomorphisms
and we get that this is a non-vanishing section of ϕ∗Eˆ⊗POP (1). Using base change
for i = 1, this gives a non-vanishing section of
Ext1piP
(
(ϕ′, ϕ)∗(E2,V2), (ϕ
′, ϕ)∗(E1,V1)
)
⊗P OP (1),
so it defines a quotient:
Ext1piP
(
(ϕ′, ϕ)∗(E2,V2), (ϕ, ϕ)
∗(E1,V1)
)∨
−→ OP (1) −→ 0.
This is the universal object of the functor F1.
The notion of (family of) non-degenerate extension(s) (either on the left or on the
right) of rank t = 1 coincides with the notion of (family of) non-split extension(s).
Therefore we get the following corollaries.
Corollary 7.3. Let us suppose that S is reduced and that ExtipiS ((E2,V2), (E1,V1))
commutes with base change for i = 0, 1. Then there is a family of non-split exten-
sions {ep}p∈P of (ϕ
′, ϕ)∗(E2,V2) by (ϕ
′, ϕ)∗(E1,V1) ⊗P OP (1), which is universal
on the category of reduced S-schemes.
Here “universal” means the following: given any reduced S-scheme u : S′ → S,
any L ∈ Pic(S′) and any family {es′}s′∈S′ of non-split extensions of (u
′, u)∗(E2,V2)
by (u′, u)∗(E1,V1) ⊗S′ L over S
′, then there is a unique morphism of S-schemes
ψ : S′ → P such that the family {es′}s′∈S′ is the pullback of {ep}p∈P via ψ,
modulo the canonical operation of H0(S′,O∗S′). The relevant diagram to consider
is the following:
y
C × S′ C × P C × S
 
S′ P S.
y
piS
u′
ψ
ψ′
u
piS′
ϕ′
piP
ϕ
Corollary 7.4. Let us suppose that Hom((E2,V2)s, (E1,V1)s) = 0 for all s ∈ S and
that Ext1piS ((E2,V2), (E1,V1)) commutes with base change. Then there is a family
(EP ,VP ) parametrized by P and a non-split extension
0→ (ϕ′, ϕ)∗(E1,V1)⊗P OP (1)→ (EP ,VP )→ (ϕ
′, ϕ)∗(E2,V2)→ 0 (22)
that is universal on the category of S-schemes.
Here “universal” means the following: let us fix any morphism u : S′ → S, any
line bundle L ∈ Pic(S′) and any non-split extension
0→ (u′, u)∗(E1,V1)⊗S′ L → (ES ,VS)→ (u
′, u)∗(E2,V2)→ 0. (23)
Then there is a unique morphism of S-schemes ψ : S′ → P such that (23) is the
pullback of (22) via ψ, modulo the canonical operation of H0(S′,O∗S′).
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8. Applications
Let us fix any scheme T and any pair of families of coherent systems (El,Vl)
parametrized by T (of type (nl, dl, kl)) for l = 1, 2.
Definition 8.1. For any pair (a, b) ∈ N0 we set:
Ta,b :=
{
t ∈ T s.t. dim Ext2((E2,V2)t, (E1,V1)t) =: a,
dim Hom((E2,V2)t, (E1,V1)t) =: b
}
.
By proposition 2.8, each set Ta,b is locally closed in T with the induced reduced
structure. By proposition 2.12 we have that on Ta,b
dim Ext1((E2,V2)t, (E1,V1)t) =: C21 + a+ b, (24)
so it is constant (here C21 depends only on the genus of C and on (nl, dl, kl) for
l = 1, 2). By [1, lemma 3.3] the quantity (24) is bounded above on T (and it is
non-negative). Since both a and b are non-negative integers, then T is the disjoint
union of finitely many non-empty locally closed subschemes of the form Ta,b.
Lemma 8.2. Each Ta,b admits a finite stratification {T
j
a,b}j consisting of locally
closed reduced subschemes and such that on each T ja,b the sheaves
Extipi
T
j
a,b
(
(E2,V2)|T j
a,b
, (E1,V1)|T j
a,b
)
for i = 0, 1, 2
are locally free and commute with every base change to T ja,b. If Ta,b is integral for
a certain (a, b), then the set {T ja,b}j can be chosen to coincide with {Ta,b}.
Proof. Let us fix any pair (a, b) such that Ta,b 6= ∅ and let us consider the set
{Ta,b;l}l of its irreducible components; since we are working with schemes of finite
type over C, such a set is finite. By construction every Ta,b;l is reduced and irre-
ducible, hence integral. Now for every triple (a, b; l), for every i ≥ 0 and for every
t ∈ Ta,b;l, let us denote by τ
i(a, b; l; t) the base change:
τ i(a, b; l; t) : ExtipiTa,b;l
(
(E2,V2)|Ta,b;l , (E1,V1)|Ta,b;l
)
⊗ k(t)→
→ Exti
(
(E2,V2)t, (E1,V1)t
)
.
Since C is a curve, for every point t in T we have that
Ext3
(
(E2,V2)t, (E1,V1)t
)
= 0.
Therefore, every τ3(a, b, l, t) is surjective and Ext3piTa,b;l
((E2,V2)|Ta,b;l , (E1,V1)|Ta,b;l)
= 0, so in particular it is locally free. Now by (24) we get that for every i = 0, 1, 2
the dimension of Exti((E2,V2)t, (E1,V1)t) is constant on every Ta,b;l. Since every
Ta,b;l is integral, then by proposition 2.8 we get that on each Ta,b;l the sheaves
ExtipiTa,b;l
(
(E2,V2)|Ta,b;l , (E1,V1)|Ta,b;l
)
are locally free for i = 0, 1, 2. Then by descending induction and base change
(proposition 3.10) we can prove that for every i = 0, 1, 2, for every triple (a, b; l)
and for every t in Ta,b;l the base change τ
i(a, b; l; t) is an isomorphism.
Now let us fix any pair (a, b) and let us denote by L = {l1 < · · · < lr} the
corresponding set of indices. For each subset {l′1 < · · · < l
′
s} ⊂ L we denote by
{l′s+1 < · · · < l
′
r} its complement in L and we define
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T
l′1,··· ,l
′
s
a,b := (Ta,b;l′1 ∩ · · · ∩ Ta,b;l′s)r (Ta,b;l′s+1 ∪ · · · ∪ Ta,b;l′r). (25)
Each such scheme is locally closed in T and any two such schemes are disjoint
if they are associated to different sets of indices; moreover each Ta,b is covered by
such subschemes. Then we denote by j any set of indices j := {l′1 < · · · < l
′
s} and
by T ja,b the corresponding scheme defined as in (25). For each (a, b), the set of all
such j’s is finite. Now for each such j, let us consider the inclusion T ja,b →֒ Ta,b;l′1 .
By base change for i = 0, 1, 2 the sheaves
Extipi
T
j
a,b
(
(E2,V2)|T j
a,b
, (E1,V1)|T j
a,b
)
=
=
(
ExtipiT
a,b;l′1
(
(E2,V2)|Ta,b;l′1
, (E1,V1)|
T
l′1
a,b
))
|T j
a,b
are locally free for i = 0, 1, 2 and commute with base change, so we conclude. 
By using lemma 8.2 together with the results of the previous sections we get the
following propositions.
Proposition 8.3. Let us fix any scheme T and any pair of families of coherent
systems (El,Vl) parametrized by T for l = 1, 2. Then there exists a finite stratifica-
tion of T by reduced locally closed subschemes T ja,b defined as in lemma 8.2, such
that the conclusions of corollaries 5.3, 6.5, 6.7 and 7.3 hold for each S = T ja,b and
for the pair of families (El,Vl)|T j
a,b
for l = 1, 2. Let us denote by
ηja,b : V
j
a,b → T
j
a,b, θ
j
t;a,b : Q
j
t;a,b → T
j
a,b, ϕ
j
a,b : P
j
a,b → T
j
a,b
the vector bundles, Grassmannian fibrations (for t ≥ 2) and the projective bundles
obtained by those corollaries. For every point t of T we write
H121(t) := Ext
1((E2,V2)t, (E1,V1)t).
Then the dimension of the vector space H21(t) is constant over each T
j
a,b. More-
over, the fibers of ηja,b, θ
j
t;a,b and ϕ
j
a,b over any t ∈ T
j
a,b are canonically identified
with H121(t), Grass(t,H
1
21(t)) and P(H
1
21(t)) respectively. T
Proposition 8.4. Let us fix any scheme T and any pair of families of coherent sys-
tems (El,Vl) parametrized by T for l = 1, 2. Let us suppose that Hom((E2,V2)t, (E1,
V1)t) = 0 for all t ∈ T . Then there exists a finite stratification of T by reduced
locally closed subschemes T ja , such that the conclusions of corollaries 5.4, 6.6, 6.8
and 7.4 hold for each S = T ja and for the pair of families (El,Vl)|T ja for l = 1, 2.
The description of the various fibrations that are obtained in this way is the same
as in the previous proposition, once we set b := 0 and T ja,0 =: T
j
a .
As we said in the introduction, the main motivation for studying universal fam-
ilies of extensions is that of giving a scheme theoretic description of the sets of the
form G(αc;n, d, k;n1, k1) introduced in definition 2.10.
Let us fix any triple (n, d, k), any critical value αc for it and any pair (n1, k1) as
in definition 2.10. Then let us set d1, n2, d2 and k2 as in that definition; moreover
let us set Gl := G(αc;nl, dl, kl) for l = 1, 2. For l = 1, 2, let us denote by Gˆl the
Quot schemes whose GIT quotient by PGL(Nl) is Gl and let (Qˆl, Wˆl) be the local
universal family parametrized by Gˆl (see remark 2.6). If GCD(nl, dl, kl) = 1, let
us denote by (Ql,Wl) the corresponding universal family parametrized by Gl. In
addition, let us denote by pˆl : Gˆ1 × Gˆ2 → Gˆl and pl : G1 × G2 → G1 the various
projections. We denote by tˆl any point of Gˆl and by tl = (El, Vl) its image in Gl.
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Proposition 8.5. Having fixed all these notations, for all (αc;n, d, k;n1, k1) as
before there exists a finite stratification {Tˆa,b;i}a,b;i of Gˆ1 × Gˆ2 by locally closed
subschemes such that:
• (a, b) varies over a finite subset of N20; for each (a, b) the set {Tˆa,b;i}i is a finite
stratification by locally closed subschemes of
Tˆa,b :=
{
(tˆ1, tˆ2) ∈ Gˆ1 × Gˆ2 s.t. dimExt
2((E2, V2), (E1, V1)) = a,
dimHom((E2, V2), (E1, V1)) = b
}
. (26)
Every Tˆa,b;i is invariant under the action of PGL(N1)×PGL(N2); if we denote
by Ta,b;i its image in G1 ×G2, then {Ta,b;i}i is a finite stratification by locally
closed subschemes of
Ta,b :=
{
((E1, V1), (E2, V2)) ∈ G1 ×G2 s.t. dimExt
2((E2, V2), (E1, V1)) = a,
dimHom((E2, V2), (E1, V1)) = b
}
. (27)
• For each (a, b; i) there exists a projective bundle ϕˆa,b;i : Pˆa,b;i → Tˆa,b;i, where
Pˆa,b;i := P
(
Ext1pi
Tˆa,b;i
(
(pˆ′2, pˆ2)
∗(Qˆ2, Wˆ2)|Tˆa,b;i , (pˆ
′
1, pˆ1)
∗(Qˆ1, Wˆ1)|Tˆa,b;i
))
.
• There are free actions of PGL(N1)×PGL(N2) on the source and target of each
ϕˆa,b;i; there exists quotient schemes G(αc;n, d, k;n1, k1; a, b; i) and Ta,b;i and an
induced fibration:
ϕa,b;i : G(αc;n, d, k;n1, k1; a, b; i)→ Ta,b;i.
• For every point t = ((E1, V1), (E2, V2)) ∈ Ta,b;i the fiber of ϕa,b;i over it is given
by P(Ext1((E2, V2), (E1, V1)));
• The set G(αc;n, d, k) admits a finite stratification
G(αc;n, d, k;n1, k1) =
∐
a,b;i
G(αc;n, d, k;n1, k1; a, b; i),
• For every (a, b; i) there exists a universal extension parametrized by Pˆa,b;i:
0→ (ϕˆ′a,b;i, ϕˆa,b;i)
∗(pˆ′1, pˆ1)
∗(Qˆ1, Wˆ1)⊗Pˆa,b;i OPˆa,b;i(1)→
→ (Eˆa,b;i, Vˆa,b;i)→ (ϕˆ
′
a,b;i, ϕˆa,b;i)
∗(pˆ′2, pˆ2)
∗(Qˆ2, Wˆ2)→ 0. (28)
In addition, if GCD(nl, dl, kl) = 1 for l = 1, 2, then we can write
G(αc;n, d, k;n1, k1; a, b; i) =
= P
(
Ext1piTa,b;i
(
(p′2, p2)
∗(Q2,W2)|Ta,b;i , (p
′
1, p1)
∗(Q1,W1)|Ta,b;i
))
and there exists a universal extension parametrized by G(αc;n, d, k;n1, k1; a, b; i):
0→ (ϕ′a,b;i, ϕa,b;i)
∗(p′1, p1)
∗(Q1,W1)⊗Pa,b;i OPa,b;i(1)→
→ (Ea,b;i,Va,b;i)→ (ϕ
′
a,b;i, ϕa,b;i)
∗(p′2, p2)
∗(Q2,W2)→ 0. (29)
Proof. Let us set Tˆ := Gˆ1×Gˆ2 and let us consider the families (El,Vl) := (pˆ
′
l, pˆl)
∗(Qˆl,
Wˆl) parametrized by T for l = 1, 2. By applying proposition 8.3 we get the following
facts:
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• Tˆ has a finite stratification {Tˆ ja,b}a,b;j by locally closed subschemes; by the local
universal property of the families (Qˆl, Wˆl) for l = 1, 2 each set {Tˆ
j
a,b}j is a finite
stratification of the set Tˆa,b described in (26);
• for each (a, b; j) there exists a projective bundle ϕˆja,b : Pˆ
j
a,b → Tˆ
j
a,b, where
Pˆ ja,b := P
(
(Hˆja,b)
∨
)
and the sheaf
Hˆja,b := Ext
1
pi
Tˆ
j
a,b
(
(pˆ′2, pˆ2)
∗(Qˆ2, Wˆ2)|Tˆ j
a,b
, (pˆ′1, pˆ1)
∗(Qˆ1, Wˆ1)|Tˆ j
a,b
)
commutes with base change. In particular, for every point tˆ = (tˆ1, tˆ2) in Tˆ
j
a,b
with image ((E1, V1), (E2, V2)) in G1×G2, the fiber of ϕˆ
j
a,b over tˆ is canonically
identified with P(Ext1((E2, V2), (E1, V1)));
• for each (a, b; j) there exists a family of non-split extensions {epˆ}pˆ∈Pˆ j
a,b
of
(ϕˆ
′j
a,b, ϕˆ
j
a,b)
∗(pˆ′2, pˆ2)
∗(Qˆ2, Wˆ2) by ((ϕˆ
′j
a,b, ϕˆ
j
a,b)
∗(pˆ′1, pˆ1)
∗(Qˆ1, Wˆ1)) ⊗Pˆ j
a,b
OPˆ j
a,b
(1),
which is universal on the category of reduced Tˆ ja,b-schemes.
In particular, by definition of family there is an open covering {Tˆ j,ma,b }m of Tˆ
j
a,b
such that for each m there is an extension
0→ ((ϕˆ
′j
a,b, ϕˆ
j
a,b)
∗(pˆ′1, pˆ1)
∗(Qˆ1, Wˆ1))⊗Pˆ j
a,b
OPˆ j
a,b
(1)|Tˆ j,m
a,b
→
→ (Eˆj,ma,b , Vˆ
j,m
a,b )→ (ϕˆ
′j
a,b, ϕˆ
j
a,b)
∗(pˆ′2, pˆ2)
∗(Qˆ2, Wˆ2)|Tˆ j,m
a,b
→ 0 (30)
that is universal on the category of reduced Tˆ j,ma,b -schemes and that for every point
of Tˆ j,ma,b restricts to a non-split extension. Since we are working with schemes of
finite type over C, then we can assume that m varies over a finite set M = {m1 <
· · · < mr}. Then for every subset m• = {m
′
1 < · · · < m
′
s} ⊂ M with complement
set {m′s+1 < · · · < m
′
r} we set
Tˆ j,m•a,b := (Tˆ
j,m′1
a,b ∩ · · · ∩ Tˆ
j,m′s
a,b )r (Tˆ
j,m′s+1
a,b ∪ · · · ∪ Tˆ
j,m′r
a,b ).
Let us rename the finite set of pairs (j,m•) as {i}i∈I ; according to that, let us set
Tˆa,b;i := Tˆ
j,m•
a,b and analogously for all the other objects defined so far. In particular,
we have a finite stratification by locally closed subschemes Tˆa,b =
∐
i Tˆa,b;i. For any
i = (j,m•) let us consider the embedding νˆi : Tˆa,b;i →֒ Tˆ
j
a,b and let us consider the
cartesian diagram
Pˆa,b;i Pˆ
j
a,b

Tˆa,b;i Tˆ
j
a,b.
νˆ′i
ϕˆa,b;i ϕˆ
j
a,b
νˆi
Since Hja,b commutes with base change, then we have that
Pˆa,b;i = P
(
(Hˆa,b;i)
∨
)
,
where
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Hˆa,b;i = Ext
1
pi
Tˆa,b;i
(
(pˆ′2, pˆ2)
∗(Qˆ2, Wˆ2)|Tˆa,b;i , (pˆ
′
1, pˆ1)
∗(Qˆ1, Wˆ1)|Tˆa,b;i
)
.
Now by restricting the sequence (30) to Pˆa,b;i we get a family of non-split exten-
sions parametrized by Pˆa,b;i:
0→ (ϕˆ′a,b;i, ϕˆa,b;i)
∗(pˆ′1, pˆ1)
∗(Qˆ1, Wˆ1)⊗Pˆa,b;i OPˆa,b;i(1)→
→ (Eˆa,b;i, Vˆa,b;i)→ (ϕˆ
′
a,b;i, ϕˆa,b;i)
∗(pˆ′2, pˆ2)
∗(Eˆ2, Vˆ2)→ 0
that is universal on the category of reduced Tˆa,b;i-schemes.
Since PGL(N1) × PGL(N2) acts freely on both Pˆa,b;i and Tˆa,b;i, we have an
induced projective fibration ϕa,b;i : G(αc;n, d, k;n1, k1) → Ta,b;i. The rest of the
proof is straightforward.
If GCD(nl, dl, kl) = 1 for l = 1, 2, then we have universal families (Ql,Wl)
parametrized by Gl for l = 1, 2, so the construction of the schemes Ta,b;i and Pa,b;i
can be done directly at the level of G1×G2 instead of doing it on Gˆ1×Gˆ2. Therefore
we can also construct universal families of extensions as in (29). 
Corollary 8.6. If k1
n1
< k
n
, respectively k1
n1
> k
n
, then the scheme G(αc;n, d, k;n1, d1,
k1; a, b; j) is a subscheme of G(α
+
c ;n, d, k), respectively of G(α
−
c ;n, d, k). So propo-
sition 8.5 gives a scheme theoretic description of the sets G+,2(αc;n, d, k) and
G−,2(αc;n, d, k) that were described set theoretically in corollary 2.11.
Proof. Let us consider the case when k1
n1
< k
n
, the other case is analogous. Let us
fix any set of indices (a, b; i) and the associated short exact sequence (28). For every
point tˆ := (tˆ1, tˆ2) ∈ Tˆa,b;i with image ((E1, V1), (E2, V2)) in Ta,b;i such a sequence
restricts to a non-split extension
0 −→ (E1, V1) −→ (E, V ) −→ (E2, V2) −→ 0
Now let us consider the conditions on (nl, dl, kl) for l = 1, 2 given in definition
2.10. Together with the fact that the previous sequence is non-split and that k1
n1
<
k
n
, such conditions imply that (E, V ) is α+c -stable and α
−
c -unstable. In particular,
for every tˆ ∈ Tˆa,b;i the family (Eˆa,b;i, Vˆa,b;i) restricts to a point of G(α
+
c ;n, d, k). By
the universal property of G(α+c ;n, d, k), this induces a morphism
ζˆa,b;i : Pˆa,b;i → G(α
+
c ;n, d, k).
Such a morphism is invariant under the action of PGL(N1)× PGL(N2) on the
source. Therefore, it induces a morphism
ζa,b;i : G(αc;n, d, k; a, b; i)→ G(α
+
c ;n, d, k)
(if GCD(nl, dl, kl) = 1 for l = 1, 2, then we can construct ζa,b;i directly by using
the sequence (29)). ζa,b;i is an embedding and it has values in G
+,2(αc;n, d, k) ⊂
G(α+c ;n, d, k) by lemma 2.9. By construction for different choices of the invariants
(n1, k1; a, b; i) we get disjoint images in G(α
+
c ;n, d, k). So we conclude. 
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