We prove that if a weakly even sequence {ck: k = 0, ±1, ...} of complex numbers is such that for some p > 1 we have 
Introduction
Let {ck: k = 0, ±1, ...} be a sequence of complex numbers. We consider the formal trigonometric series where we adopt the convention that Ack := ck -ck+x if k > 0 and = ck-ck_x if k < 0. In §5 we prove that, under conditions (1.2) and (1.3), series (1.1) converges pointwise, except possibly at x = 0 (mod27i), to a finite function f(x), say.
Results
Let p > 1 be a real number. Denote by q the conjugate exponent to p , i.e., l/p+l/q=l,by
Im the dyadic interval [2m_1, 2m) for m > 1, and by || • || the Lx := L\-n, n)-norm: \\f\\ := ¡n_n\f(x)\ dx .
We prove the following three theorems: We note that (i) was proved by Fournier and Self [6, Corollary 3] . In §5 we give a proof different from theirs. Problem 1. We are unable to prove the "only if part in (iii) when {ck} is neither even nor odd. However, we conjecture that it is true in the general case. By Holder's inequality, the conditions in Theorems 1-3 imply that {ck} is a null sequence of bounded variation. Thus, the sum f(x) of series (1.1) exists everywhere, except possibly at x = 0 (mod 2n).
Examples show that Theorems 1 -3 are not comparable with one another. 
Corollaries and remarks
We draw four corollaries of Theorems 1-3, which are known results. Theorem D (C. V. Stanojevic and V. B. Stanojevic [10] ). // {ck} e S"* for some p > 1, then statements (i)-(iii) of Theorem 2 hold.
Since condition (3.6) depends on a monotone sequence {Ak}, which is used as a comparison tool, it is of some interest to replace (3.5) and (3.6) by condition (2.5) , hence involving only {ck} .
To conclude Theorem D from Theorem 3, we show that conditions (3.5) and (3.6) imply (2.5). In fact, by (3.6), The last series converges due to (3.5) and the monotone property of {Ak}. Consequently, condition (2.5) is satisfied and Theorem 3 applies. We are going to use more sophisticated inequalities, which are ultimately consequences of Lemmas 1 and 2. To this effect, we assume that {bk: k = 0, 1, ...} is a sequence of complex numbers such that J2\bk\ < oo.
Lemma 3. For all 1 < p < 2, we have We note that Lemma 3 is a simple corollary of Lemma 1, after grouping the terms in the integrand on the left-hand side of (4.4). Lemma 4 is essentially a consequence of Lemma 2, but the proof of (4.5) is more involved (see [9] for details). where the fc(n) (n = 0, 1, ...) are the cosine Fourier coefficients of /. By the Riemann-Lebesgue lemma, / e L implies fc(n) -> 0 as n->oo. Thus, letting n tend to oo in (5.5) yields ^(0) = 2c0, and consequently, (5.6) fc(n) = cn + c_n (« = 0,1,...).
In a similar way, we obtain where j = j(n) is the integer for which 2J~ < n < 2J. Given any e > 0, by (2.1) we choose m0 so large that Z3 < e. Then setting k0 = 2m°~l, we take « so large that Z2 < e . Taking into account conditions (1.2) and (2.1) and the relation
it is not difficult to see that Zj < e for large enough n . To sum up, we have Z < 3e in (5.10) if « is sufficiently large. This means that l*l=« Now, it is obvious that condition (*) follows from our condition (2.1). Thus, (iii') is proved.
