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Introduction
Spam constitutes a major problem for both e-mail users and Internet Service Providers (ISP). There is no standardized definition for spam, however, in general the word "spam" is used to refer to unwanted, "junk" e-mail messages. Spam can often be referred to as unsolicited commercial e-mail (UCE) or Unsolicited Bulk E-mail (UBE), however, not all unsolicited e-mails are necessarily spam [1, 2] . Spam is costly for both users and ISP. Unfortunately, this cost is not always understood by some users. Most see spam as annoying e-mails they can simply delete. They do not realize their real monetary impact. The spam cost to ISP is more dramatic and can be seen at two levels; increase of the load of e-mail servers and waste of bandwidth. Most ISP are not willing to bear all the costs of increasing their bandwidth, therefore, the users end up bearing the costs too, either under the form of wasted time because of slower internet access or of raised rates [3] . The average number of spam messages received is continually increasing exponentially. Figure 1 shows recent statistics on the number of spam messages received by one e-mail user and taken from [4] . Fighting spam is a necessity. The lack of an efficient solution may threaten the usability of the email as a communication means. Spam filtering can be applied at the client level or the server level. In this paper, we will focus on filtering spam at the client level. Several solutions and techniques for filtering spam were proposed in the literature. They are based on; header analysis, address lists, keyword lists, digital signatures [5, 6] , and content statistical analysis (Bayesian filter) [7, 8] .
Figure 1, Annual spam evolution
The most effective and elaborate solution is the Bayesian filter which constitutes the main core of many spam filtering software.
It is generally used in conjunction with the other techniques in the spam filtering process. They are applied as several layers. We start by examining white and black lists of addresses, followed by the list of keywords, and the Bayesian filter. It is very difficult to get high filtering rate using a one layer filter. Applying several layers of filtering certainly increases the filtering rate and consequently improves the overall result of spam reduction. The Bayesian filter divides manually the corpus of a high number of e-mail messages into two classes; legitimate or illegitimate (unwanted or spam). Each e-mail must be then split into tokens (words, html codes, etc.) so their occurrence in the corpus of messages can be computed. Based on this occurrence and using a specific mathematical formula, we can compute the probability that an e-mail is spam. Although the Bayesian filter is very effective, it needs to be updated regularly which involves a lot of computation that can be difficult to achieve in real-time. Sometimes, we would like to filter a specific type of spam either because it constitutes the main source of annoyance or we would like to have a better success rate in eliminating this type of spam. In this case, the focus will be in a smaller spam corpus which should imply less computation but will require a more adaptive filter. We expect an adaptive filter to be more successful than any other general purpose filter.
In this paper we propose an adaptive filter that works as an additional layer in the filtering process. Our approach consists of dividing the spam corpus into several categories. Each category is described by a representative text (RT) that can be compared to every new incoming email. A resemblance ratio is then computed and used as a criterion for determining whether the incoming e-mail is spam. Our filter was implemented and integrated to the Spamihilator software. The Spamihilator [9] is a software made for spam filtering, which offers us an excellent environment for implementing our filter quickly without going through all programming hurdles for processing the e-mails. The experimental results on our filter show a significant improvement in eliminating spam e-mail messages.
The paper is organized as follows; in section 2 a summary of spam filtering methods and techniques is given, in section 3 we present our approach and the implementation of our filter, some experimental results are presented in section 4, finally, in section 5, we give some concluding remarks and future work.
Spam filtering techniques
The dramatic increase of the spam in the past two years created a real interest among many researchers for fighting spam. Many researchers are presently working in the implementation of new filters that prevent spam from reaching their destination either by blocking it at the server level or the client level. In January 2003 and 2004, a conference on spam took place at MIT in Cambridge and the Coalition Against Unsolicited Commercial E-mail (CAUCE) was established. While CAUCE is trying to introduce legislations that would make spamming illegal [1] , other research groups are trying to fight spam by creating new filters [10] . Several companies are presently commercializing appliances for blocking the spam messages at the server level [11, 12] .
Client-based V.S. server-based solutions
Protecting e-mail users individually can have its advantages; however, a server-based solution is normally more advantageous, especially for organizations. For email users who have a spam problem with their personal e-mail account, using a client-based filter can reduce the number of spam messages received, therefore, can appear to solve their problem. However, an organization who wishes to reduce its spam should explore other options. In most cases, dealing with the problem at a server level is a better choice [13] . The cost of purchasing software to protect users individually can be higher than protecting them indirectly by protecting the server. Server-based solutions give administrators more control. Even if a company purchases anti-spam software for all of its employees, it is not guaranteed that they will use it correctly, if they use it at all. Some users might not want to put in the effort necessary to ensure the reduction of the spam they receive. With client-based solutions, the user determines which messages are spam. This freedom allows employees to receive messages which are forbidden by the organization's e-mail content policies. Furthermore, employees who do want to benefit from their anti-spam software will have to spend time tuning their spam filters. Some might not tune them correctly; therefore, spam messages will continue to appear in their mail box or, ever worst, legitimate e-mails could be lost.
Client-based solutions do not prevent an organization's networks from being taxed by unwanted e-mails [14] . Spam that could simply be deleted by a server-based solution is stored on the server. When spam is only filtered once it reaches the user, the costs have already been incurred. The sooner we can detect spam, the less damage is made.
If server-based spam protection seems to be a good solution for businesses, some might wonder why it could not be used in all situations. ISPs could protect themselves against spam that is distributed to their clients. The problem is that the user should have control of what he chooses to receive. The objective is to eliminate spam, not censor e-mails. It can be more acceptable for a business to have control of the content of the e-mails received by its employees. However, controlling the information to which users have access in their personal accounts is not desirable. Some filters can be put in place to eliminate unsolicited e-mails sent in bulk because these waste bandwidth and can slow down service for users, but filters that eliminate e-mails based on content should not be put in place. Users should have the right to control the information to which they wish to be exposed.
Whether at the client level or the server level, there are several techniques for filtering the spam. We will discuss the most important ones.
Challenge and response
A challenge is a question that the sender of an e-mail must correctly answer before an e-mail can be delivered. In most cases, senders only have to answer a challenge correctly once.
After having answered a question correctly, they are put in an address whitelist. The challenges must be simple for a person, but difficult for a machine. For example, the sender could be asked to identify how many oranges are in a displayed image. Emailing challenges to a sender could cause a problem because if the sender also uses a challenge anti-spam filter, an infinite loop could be formed. This problem could be solved simply by automatically adding anyone you e-mail to your address whitelist. The sender could also be asked to visit a website to take the challenge. [15, 16] 
Header analysis
The header can be useful for tracing an e-mail. Most users do not see the complete header because most e-mail readers do not show it by default. The complete header is not shown because it contains information that is not normally important for the user such as information for computer to computer routing. The only information from the header that is normally seen by the user is the subject, the date and the "From" address. The only thing that can not be faked in the header is the last "Received" portion. This portion shows that the e-mail has been received by the recipient [17] . From the header analysis, we can find several hints which indicate that the received message is a spam, for example, an IP which does not match the domain name indicates that the header has been forged. A forged header is a very good indication that an e-mail is spam. Other indications may be used for identifying spam messages; the use of distribution list, the presence of error lines, etc. The header analysis is often used to make rules for heuristic spam filtering.
Digital signatures
Digital signatures, also known as fingerprints, identify messages.
Signatures of messages that have been identified as spam can be put in a database. This database is then used to compare the signature of received e-mail with the list of signatures of spam. If there is a match, the e-mail is spam. Ideally, this would mean that once one person that uses this database receives a particular spam message, the signature is added and that message would be blocked for all the other users of the database. Unfortunately, it does take time for a signature to be added to the database; therefore, others will receive the email before it is blocked. Furthermore, slightly modifying a message will change its signature. Spammers often add random text in their e-mails which changes their digital signature. [5, 6] 
Address lists
There are two kinds of address lists. Address whitelists are lists of addresses of people from whom the receiver accepts all e-mails. Address blacklists are lists of addresses from which all e-mails are blocked. These lists can be implemented at both client and server level. Address lists can include not only specific addresses but also domain names and domain name extensions such as ".org" or ".edu".
In a client-based solution, the whitelist of addresses normally contains addresses of people the user knows and wishes to communicate with. The blacklist contains a list of the addresses of people with whom he does not want to communicate. When the user receives a spam message, he can add the address of the sender to his blacklist.
In a server-based solution, the address blacklist can contain addresses of known spammers. Such lists are called Real-time Blackhole lists and are widely available on the Internet [18, 19, 20, 21] . A Real-time Blackhole list is a collection of networks that either allow spammers to use their systems to send spam, or have not taken action to prevent spammers from abusing their systems. The address whitelist can contain addresses used by the administrator to communicate with the users. In an organization, it can also contain the e-mail address of all the members.
When using address lists, it is important to ensure that we do not add addresses without being certain that they are correct. Spammers often forge the header to make it appear that an e-mail has been sent from another address. The IP address is harder to forge than the e-mail address; therefore, sometimes it is easier to make a list using IP addresses.
Keyword lists
Much like address lists, there are two kinds of keyword lists. Keyword whitelists are lists of words that indicate that an e-mail should not be deleted. Keyword blacklists are lists of words that indicate that an e-mail should be deleted. Keywords can be found in an e-mail's subject, header or body. Although they are called keyword lists, they are not necessarily only composed of words. They can contain patterns (a combination of several words) or codes.
One of the major problems with keyword lists is that, in order to be effective, they must be made specifically for each user. This means that they are only appropriate for client-based solutions or in server-based solutions for organizations who wish to control the information to which their users have access.
Creating a good keyword list can take time and skills. In addition, they must be periodically updated in order to make them as effective as possible. A major problem with keyword blacklists is that they can sometimes eliminate legitimate e-mails, case of a false positive. False positives can occur regardless of which filtering method is chosen; however, false positives using keyword blacklists can sometimes be higher than acceptable if the list is not constructed very carefully.
Whether keyword lists are used in client or serverbased solutions, they need to be created correctly and kept up to date. This takes time and effort. [22, 23] 
Statistical methods
With statistical detection techniques, e-mails are assigned a point value or a spam probability rating. This rating is calculated with a formula. E-mails are separated in tokens, each token is assigned a probability. These probabilities are then combined to find the e-mail's spam probability. The interesting aspect of statistical spam detection is that the filter continually learns and adapts itself to new spamming techniques because it uses e-mails received to create its spam statistics. There are several statistical methods, but Bayesian filtering is currently the most popular [8] . Statistical methods have proven to be quite effective; however, as they gain popularity, spammers find ways to modify their message in order to fool these filters. They can themselves use Bayesian methods to determine which words have high spamprobability ratings and avoid using them. Because there are so many ways to express an idea, spammers can normally get their message across without using words which have a high spam-probability. They can also add words which have a low spam probability, or even random text to their messages in order to reduce the message's spam probability.
Bayesian Filter.
Bayesian filtering is statistical approach which was used by many researchers to build a spam filter. Paul Graham made a significant contribution to this domain in implementing and testing one of the first Bayes spam. [8] Later on, Gary Robinson added some improvement to this filter. He produced a number of alternative approaches to combining and scoring word probabilities. The architecture of the spam Bayes system has three different parts: Tokenizing, combining and scoring, and testing.
Tokenizing consists of separating a message into a list of tokens. The Bayesian filter does not use HTML tags as tokens. Such tags, as well as other information such as images are simply eliminated. A particular attention has been placed on header tokenization. Experimentation is being conducted in order to find more effective ways of tokenizing headers.
Combining and scoring consists of assigning a score to incoming e-mails by combining the probabilities of each token found in the e-mail. Several combining schemes have been tested. The first was a variation of the "Naive Bayes" scheme, proposed by Paul Graham, which generally produced scores of either 0 or 1. An e-mail which received the score of 1 was classified as spam, while an e-mail which received a score of 0 was classified as legitimate. Very few e-mails were classified as "unsure".
Using this scheme, the number of false negatives, as well as the number of false positives was relatively high. Other combining schemes were later suggested by Gary Robinson. He suggested a few approaches using the Central Limit Theorem. In these approaches, incoming e-mails received two scores; a spam score and a legitimate score. A greater number of e-mails were classified as "unsure".
Gary Robinson later suggested a combining scheme using chi-squared probabilities which has shown to be very effective. This combining scheme is now the most widely used. It also produces two scores; a spam score and a legitimate score.
It classifies e-mails in three categories; spam, legitimate and unsure. Figure 2 [24] , shows an example of bimodal distribution of spam-recognition logic, depicting a typical snapshot of around 10,000 messages being processed through one of our Mail Filtering servers. In the background, you'll notice the double-humped distribution as predicted by the pseudo-Bayesian probability mathematics used in the classifier. Finally, training consists of feeding the tokenizer emails which have been separated into two categories; legitimate emails and spam. This is necessary in order to be able to compute the probabilities that the classifier will then use to determine if an e-mail is spam.
Our approach: Adaptive Filtering
The goal of this paper is to propose a client-based filter. We would like to eliminate as much spam as possible by adding a new layer without creating an unacceptable number of false positives. This new layer is adapted to target spam by category. We assume that other strategies are already implemented in lower layers. An open source software is ideal to implement our filter. This way, we will focus on the filtering algorithm and not waste time on implementing filters that already exist and creating an interface. Spamihilator software, written by Michel Krämer, offers us the right environment for the implementation of our filter. It has a user friendly interface and implements most commonly used spam filtering techniques [9] . Spamihilator uses address lists, intelligent keyword blacklisting and Bayesian filtering. We created our own plug-in which is token 1 based. However, it differs from the keyword filtering used by Spamihilator because it uses several independent token lists to build a representative vocabulary from which a Representative Text (RT) is defined. Each list contains tokens that are commonly used in a specific category of spam messages. This approach will allow us to take into consideration token associations; occurrence of certain tokens in the same message, their relative order, etc. It is also different from a traditional smart keyword list concept where keywords are given a spam probability. Vocabulary can be used in a variety of contexts. Using independent token lists allows us to have more options to implement our adaptive filter.
The following is a brief description of the steps we used to implement our filter.
Create a corpus of spam messages
Spam corpuses are available online [25] . Unfortunately, after careful examination of these corpuses we found that they do not contain a large specter of spam and have an excessive number of multiple copies of the same message. Furthermore, they need to be preprocessed in order to remove certain information like headers, HTML code and adapting them to the requirements of the Sphinx software we are using for text analysis. For all these reasons we decided to create our own corpus using the Université de Moncton e-mail server. A corpus of approximately 2000 messages was collected.
Splitting Spam messages into categories
Sphinx Lexica and Hyper-base [24] , generally used by linguists for text analysis, are software that we used to analyze our spam corpus. Although they have certain limitation on the number of messages they can process at a time (approximately 100) they are still very useful for extracting certain key characteristics of corpuses. We are mainly interested in the occurrence of tokens, occurrence of token associations, and text associations. These characteristics should help us to split our corpus into 1 Tokens is less restrictive than commonly used Keywords categories which can later on be used for the creation of RT. Fifteen categories or RT were defined using 2000 spam messages. For each category a RT was created in which non representative tokens like prepositions were excluded. We were hoping to automate the whole process of text analysis and separation but, unfortunately, because the software limitation that we mentioned above and the size of our corpus, part of the text classification was done manually. This makes text separation more complex but does not affect the validity of our approach. In future papers, we are planning to address the size limitation issue and automating RT generation.
Spam filtering criterion
The criterion we are using is fairly simple, it is based on resemblance ratio that we can calculate and compare to a cut-off point. When the resemblance ratio between a category's RT and an e-mail is greater than the cut-off point, the e-mail is labeled as spam. We calculated the resemblance ratio as follows: Resemblance Ratio(RT, e-mail) = # of tokens in common # of tokens in the RT In this formula, we assume that tokens have equal importance. It is easy to add weights on tokens to reflect their impact. As a matter of fact, this formula is obtained from the lexical distance D between two texts A and B [26] . D is computed as follows: D= (A-A∩B)/A + (B-A∩B)/B, A∩B represents the common section of the two texts. A-A∩B and B-A∩B are the sections that characterize A and B respectively.
The cut-off point can be adjusted according to the level of aggressiveness the user wishes to impose in filtering his e-mails. Let's note that the level of the cut-off point may affect the number of false positive messages.
Experimental results
In order to test the filter's performance and find the best cut-off point, we slightly modified the algorithm. Instead of labeling an e-mail as spam as soon as a resemblance ratio was greater than the cut-off point, we outputted into a text file the resemblance ratio assigned for each category as well as the words from each RT that were found in the received e-mails. We sent e-mails from each of the 15 categories for which we had created a RT to the e-mail account we were filtering. We then compared the percentage of correctly classified e-mails obtained with different cut-off points. We found that the best cut-off point would be 0.2, with 55.6% of the messages classified within their defined categories. However, with a cut-off point of 0.1, 86.7% of the spam messages were classified in at least one category and 13.3% of e-mail messages fell outside our defined categories. Extending their scope may increase the percentage of spam messages covered by all categories. Here again it is not our aim to cover all spam categories but to give the user the means to eliminate a specific annoying spam category. As we will see later, our filter meets this expectation. We compared the performance of our filter with Spamihilator's smart keyword filter. Spamihilator's filter blocked more spam messages than ours. However, when we combined both filters we got better results in blocking spam messages. As we mentioned at the beginning of the paper our aim is to add another layer that improves the overall results of the filtering process. As a matter of fact, 60% of the spam messages that succeeded to pass through Spamihilator's smart keyword filter were blocked by our filter. This confirms the importance of adaptive filtering. Figure 4 represents the percentage of blocked messages vs. the cut-off points for various numbers of tokens in the RT of the weight loss category. It shows that the number of tokens in the RT has a little impact on the number of blocked messages. For cut-off points greater than 0.4, the number of blocked messages increases slightly when the number of tokens in the RT decreases.
Conclusion
In this paper, we showed that adaptive filtering targeting specific categories of spam messages improves the overall spam filtering when it is combined with other techniques as an additional layer. Using our filter, we were able to block additional spam messages that smart keyword filter failed to stop. We are confident that, by adjusting our filter, we will be able to improve its performance. We are aware that our technique has to be tuned and more experiments have to be done to improve its implementation. In future work, we are planning to improve RT creations and updating.
