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CHAPTER 1:

Introduction

1.1 Motivation and Background
A compression ignition engine, also known as a diesel engine, is more efficient for converting
chemical energy to useful mechanical work compared to other types of internal combustion
engines due to its higher compression ratio, lower pumping loss at low load and overall leaner
operation. To reduce its impact on the environment and increase its ability to protect human
health when in wide use, the pollution emissions of a CI engine, such as oxides of nitrogen,
oxides of carbon, unburned hydrocarbon and particulate matter, are regulated by the U.S.
Environmental Protection Agency (EPA) [1]. The regulation has become increasingly more
stringent in the past few years, as shown in Figure 1.1, and therefore requiring optimization of
the combustion process.
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Figure 1.1 Evolution of emission regulation for off- highway diesel engines subjected to EPA
standard[2].
Advanced low temperature combustion modes such as HCCI, PCCI, PPCI and RCCI have been
proposed to reduce soot and NOx while maintaining engine efficiency and performance. Figure
1.2 shows the emission trade-off with advanced combustion modes compared to conventional

diesel combustion[3].
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Figure 1.2 Emission trade-off with advanced combustion modes compared to conventional
diesel combustion[3].
The in-cylinder mixture preparation prior to combustion has become the key to realizing such
low temperature combustion modes and requiring a significant amount of in-cylinder
optimization work. The use of three-dimensional in-cylinder combustion modeling tools has the
potential of reducing the cost of experimental testing. Due to the complexity of the physical
and chemical interactions involved in the in-cylinder combustion process, the diesel engine
combustion model requires both the fidelity of each individual sub-model as well as the
validation of the interaction among all the models in a real engine condition before it can be
implemented for predictive use.
Furthermore, the crisis of fossil fuels due to high demand has promoted the quest for
alternative fuels from different sources other than petroleum that have a wider range of fuel
properties compared to standardized conventional fuel. The modeling of such a fuel is limited
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by the prohibitive computational expense and the lack of kinetic data which precludes
consideration of all species found in such hydrocarbon fuel, the number of which can reach into
the hundreds. Hence, fuel surrogates, comprising mixtures formed from a limited number of
pure compounds, are often chosen to represent the physical and chemical kinetic behavior of a
real fuel. Key to surrogate development is its validation to establish the fidelity with which the
behavior of the target fuel is approximated in a practical combustion system. Thus, there is a
need for establishing a methodology for validating fuel surrogates and engine combustion
Computational Fluid Dynamics (CFD) results with experimental measurements.
Due to the heterogeneous nature of in-cylinder combustion, validation of a three-dimensional
engine combustion CFD model requires not only temporal but also spatial resolution data.
Global data obtained from a single location measurement during the engine combustion
process appears to be insufficient for validating such modeled results. In-cylinder optical
measurements offer the advantages of providing non-intrusive spatial and temporal
measurements of in-cylinder engine combustion related parameters. However, a gap often
exists when interpreting the results determined from the experimentally measured light
emission compared to modeled results. Hence, it is required to improve the effectiveness of
three-dimensional in-cylinder combustion CFD model validation using optical measurements.

1.2 Scope of the Work
In order to solve these previously mentioned research problems, this dissertation covers two
parts. The first is to establish a set of optical and global measurements and provide data to
experimentally validate a fuel surrogate using an optically accessible compression ignition
engine. The second is to model light emission during the engine combustion process to provide
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a way to directly validate three-dimensional engine combustion CFD predictions to in-cylinder
optical measurements.
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CHAPTER 2:

Literature Review

2.1 Multidimensional Modeling of Diesel Combustion and Validation
2.1.1 Introduction
The diesel combustion processes involve many complex physical and chemical processes
occurring simultaneously. Multi-dimensional modeling of such processes requires physical submodels, such as modeling of compressible turbulent fluid flow, fuel injection, droplet breakup
and evaporation. Chemical kinetic sub-models are necessary to model fuel oxidation and
pollutant emissions. The sub-models are usually developed either from theoretical derivation or
empirical correlation. In the case of theoretically derived sub-models, assumptions are often
made during its derivation to simplify and reach the final solution. In the case where the model
is developed from empirical correlation, model constants are required to fit all the data from
different experimental conditions. Thus, those models require further calibration and validation
when they are applied to studying a different operating condition. Thus, in this chapter, a brief
review of the most popular sub-models in a diesel engine combustion model will be given;
however, the focus is on the assumptions, model constants and their validation. The detailed
derivations of the sub-models are beyond the scope of this work.

2.1.2 Turbulent flow modeling and validation
The fluid flow during diesel engine combustion is compressible and turbulent. The basic
equation to describe the fluid system is the mass conservation equation after summing all
species in the system,
Equation 1
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Where

is the velocity vector, t is time, is the total density of all the species and,

is the

density change due to spray evaporation. The Navier-Stokes equation,
Equation 2

Where

is the pressure, is the density,

is the laminar dynamic viscosity, superscript t means

vector transpose, I is the identity tensor and the terms

are the Reynolds stresses, which

introduces the closure problem of the turbulence. This term needs to be modeled to get a
closed system of equations. In 1887, Joseph Boussinesq first introduced the concept of eddy
viscosity, which related the turbulence stresses to mean flow in order to close the problem.
Later, Ludwig Prantl proposed the mixing length concept along with the boundary layer
description. Using the concept of eddy viscosity, an improved turbulence model was proposed
by Spalart Allmaras in 1992[4]. The two equation k-ε model[5] is the most popular RANS model
used in diesel engine combustion modeling while models like k-ω[6], Menter’s Shear Stress
Transport (SST) [7], Reynolds Stress Model (RSM) [8]and its add on model[9] are popular in
other applications. In the k-ε model, the turbulent viscosity is related to turbulent kinetic
energy k and turbulent dissipation ε by
Equation 3
ε
Where

is a constant to be 0.9 and two additional transport equations for turbulent kinetic

energy k and turbulent dissipation ε can be formulated as,
Equation 4
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ε
Equation 5
ε

ε

ε

ε

ε

ε

ε

ε
ε

ε

ε

Where

Where

ε

,

ε

,

ε

,

and

ε

are constants whose values are determined from experiments

and some theoretical considerations. Their standard values are given in Table 2.1[10].
Table 2.1 The standard values of k-ε model constants [10].
1.44
1.92
-1.0
1.0
1.3

The introduction of the Renormalized Group (RNG) theory by Yakhot and Orszag [11] eliminated
the need for experimental adjustable variables. The theory is further improved by Han and Reitz
[12] to better represent engine related conditions. Table 2.2 shows the standard value for the
constants in different turbulence models.
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Table 2.2 The standard values of constants for popular turbulence models [13].

Kong et al. [14] validated the predictions from the standard k-ε model and the RNG k-ε model
with experiments performed in a diesel engine. The validation used experimentally measured
pressure, heat release rate, ignition delay, and NOx and soot emission data. They found that
predictions of NOx and soot emission were closer to the experimental data if the RNG k-ε
model was used. Han et al. [15] also compared the pressure and heat release rate from a diesel
combustion model using the standard k-ε and RNG k-ε turbulence models although similar
results between the two models were obtained. Abraham and Magi [16] modeled a turbulent
jet using the standard k-ε and RNG k-ε turbulence models, and they concluded that greater
mixing in the jets were observed with the RNG k-ε model. Kaario et al. [17] examined the
characteristic time combustion model by simulating three DI diesel engines with the standard kε and RNG k-ε turbulence models, and by validating modeled against experimentally measured
pressure and a heat release rate curve, they concluded that adequate data can be produced
using the standard k-ε model, but the agreement was better with the RNG k-ε turbulence
model for all engines. Recently (2011 and 2012), a generalized RNG k-ε turbulence model was
proposed and validated by Wang et al.[18, 19]. Instead of having

ε

ε

ε

model constants in
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the standard RNG turbulence model, those constants were modeled as a function of the mean
flow strain rates, and results were validated with two additional dimensional PIV
measurements.
While Large Eddy Simulation (LES) has been proven to capture flow details and offer advantages
over RANS modeling [20-24], the computational expense of LES and Direct Numerical
Simulation (DNS) prevented their wide application in the modeling of diesel engine combustion.

2.1.3 Spray modeling and validation
In a typical diesel engine, fuel is injected into the compressed charge as a liquid phase which
requires accounting for the interaction between the liquid and gas phases during the modeling
of such a process. The common method to model such a process is by using the Lagrangian
Drop Eulerian Fluid (LDEF) approach where droplets are treated as discrete fuel parcels and gas
is modeled as a continuum.
The initial condition of the spray model is set from the nozzle flow. The modeling of nozzle flow
during fuel injection is challenging due to the rapid process and small nozzle dimensions which
limit the available experimental data and physical understanding. Sarra et al. [25] first
formulated a phenomenological nozzle flow model to study the effects of nozzle geometry on
fuel injection. Nozzle flow has been characterized into five different conditions: turbulent flow,
onset of cavitation, super cavitation, hydraulic flip and partly reattached flow. The model first
calculates the mean flow velocity
nozzle diameter .
Equation 6

from the mass flow rate

, liquid density

, and
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The discharge coefficient
inlet

can be estimated by the pressure difference between the nozzle

and the nozzle outlet

, and the liquid density

and the calculated

.

Equation 7

Where
Equation 8

is the tabulated loss coefficient, is the nozzle length, d is the diameter and wall friction f
by,
Equation 9

Rearranging Equation 7 gives

The velocity
Equation 10

,

at the smallest flow area is calculated from the contraction coefficient

:
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Pressure at the smallest area

can be calculated using the Bernoulli equation when

cavitation occurs:
Equation 11

It can be assumed that the condition is fully cavitating and a new inlet pressure and discharge
coefficient can be found:
Equation 12

Equation 13

If the flow is cavitating reattaching, the initial droplet velocity will be

and the initial size

of the droplet parcel will be equal to the nozzle diameter. In another case, if the flow is super
cavitating, an effective value can be used:
Equation 14

Equation 15
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Equation 16

In Sarra et al.’s work, the nozzle model validation is done by comparing the predicted liquid
penetration, spray angle and Sauter Mean Diameter with experimental measurements. The
model is also able to capture the large difference in Sauter Mean Diameter even if the nozzle
geometry has a very small change.
After fuel parcels which contain similar condition droplets enter into the compressed charge,
the droplets undergo breakup, collision and coalescence processes. The breakup or atomization
processes are often modeled using the Taylor Analogy Breakup (TAB model) [26], KelvinHelmholtz (KH) [27], Rayleigh-Taylor (RT) [28] model, and the hybrid KH-RT model [28, 29],
which has been the most popular breakup model and is shown in Figure 2.1. There are five
model constants in the hybrid KH-RT breakup model shown in Table 2.3 which need to be
calibrated for different spray conditions.

14

Figure 2.1. KH-RT breakup model [30].
In the primary breakup region A close to the injector nozzle, the diameter of child parcel
modeled as,
Equation 17

Where
is the size constant of the KH model, and the rate of the diameter change for the
parent parcel was given by,
Equation 18

is the breakup time expressed as,
Equation 19

is
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Where

is the time constant of the KH model.

From linear stability analysis, the growth rate

and wave length

in the maximum

growth mode was calculated by,
Equation 20

Equation 21

And

and

is the gas and liquid Weber number, respectively, is the surface tension,

is the liquid density,

is the gas density and

is the relative velocity.

Equation 22

Equation 23

Where the Ohnesorge number
the Reynolds number
Equation 24

Equation 25

.

can then be calculated from the liquid Weber number

and
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Equation 26
Finally, the Taylor number T is given as,
Equation 27

The RT model starts to affect the breakup process only if the breakup length

has been

reached.
Equation 28

where

is the distance constant and

is the nozzle diameter. The child parcel diameter and

the change of the parent parcel diameter in the RT model were similarly expressed as,
Equation 29

Where

is the size constant of the RT model.

Equation 30

Equation 31

Where

is the time constant of the RT model.
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The growth rate

and the wavelength

were calculated as

Equation 32

Equation 33

Where a is the deceleration due to air drag.
Table 2.3 List of five constants for the KH-RT breakup model [30].
The size constant of KH breakup model
The time constant of KH breakup model
The size constant of RT breakup model
The time constant of RT breakup model
The distance constant of RT breakup model

In 2008, Arbani et al. [31] validated an improved spray model with the experimental data
obtained from a constant volume chamber and

different diesel engine conditions. The

standard value of the KH-RT breakup model was found to over-predict the breakup and
evaporation process. Finally, they were able to match the primary drop size from the empirical
correlation by modifying the constants to larger numbers. Brakora [32] also modified the KH-RT
model constants in order to closely match the liquid penetration length measured from
biodiesel combustion in a diesel engine. Later, Wang et al. [33] performed an extensive
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calibration of the four model constants in the KH-RT breakup model against four engine
experiments operated under a wide range of conditions as shown in Table 2.4.
Table 2.4. List of breakup model constants proposed from different engine experiments by
Wang et al. [33].

Their data showed that the size constant of the KH breakup model had the greatest impact on
the prediction of the spray penetration and the two constants from the RT breakup model had
minor effects on combustion and emission. VijayraghavanIyengar and Rutland [34] examined a
spray model with different fuel properties. By performing sensitivity analysis on breakup model
constants, they matched the measured liquid penetration length data. In addition, an empirical
correlation for the time constant of the RT breakup model was proposed and validated by their
study.
Collision and coalescence were often modeled by the O’Rourke model[35], and an improved
model was proposed by Munnannur [36] using a radius of influence method. In this model the
radius of influence became an input parameter that affects the model prediction.
When a fuel droplet becomes smaller from the break up process, evaporation of the droplet
begins. Most diesel engine combustion models require using practical fuel surrogates which
usually have more than one component. In this case a single component evaporation model
fails to capture the proper vapor fuel distribution. A multi-component evaporation model needs
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to be used, and they can be grouped into two types: continuous and discrete multi-component
models. Zhu and Reitz [37] proposed the continuous multi-component model (CMC), and later
Ra and Reitz [38] developed a discrete multi-component model(DMC). The use of the multicomponent vaporization model requires the use of a fuel surrogate which represents the real
fuel’s physical properties.

2.1.4 Fuel surrogate combustion modeling and validation
Combustion modeling in a diesel engine deals with modeling the products of complete or
incomplete combustion of fuel air mixtures and the heat release produced through the
oxidation process. Combustion has been modeled with the popular Shell/CTC model [14, 39-41]
and direct coupling with chemical kinetics of the fuel surrogate. Although the Shell/CTC model
provides high efficiency and can be calibrated to most diesel engine combustion applications,
the use of a fuel surrogate and chemical kinetics better represents the actual chemical
processes that occur during combustion.
Due to the limitations of the prohibitive computational expense and the lack of kinetic data,
which precludes consideration of all species found in hydrocarbon fuel, the number of which
can reach into the hundreds, fuel surrogates comprising mixtures formed from a limited
number of pure compounds are often chosen to represent the physical and chemical kinetic
behavior of a real fuel. Depending on the application of fuel surrogates, a set of target
properties has to be chosen from physical properties (density, viscosity, surface tension,
molecular weight, volatility and etc) and chemical properties (H/C ratio, LHV, ignition quality,
soot tendency and etc). By analyzing the key properties affecting different combustion
applications, optimization of chemical class and composition is used to find the best matching
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surrogate. Even with the same target fuel, the optimized surrogate can be very different
depending on the choice of the priority ranking of target properties.
Pitz and Mueller [42] conducted a comprehensive review of fuel surrogates and their
formulation. Based on the chemical classes found from a practical fuel shown in Figure 2.2, they
reviewed seven classes of chemical kinetic models available in the literature including nAlkanes[43-47],

iso-Alkanes[48-50],

Cycloalkanes[51,

52],

Monoaromatics[53-55],

Polyaromatics[56], Naphtho-aromatics[57] and Esters[58]. Surrogate mixtures were also
extensively reviewed

for diesel fuel[59], jet fuel[60, 61], gasoline fuel[62] and biodiesel

fuel[58]. As most of the review work pointed out, surrogate development requires
experimental data to validate the proposed surrogates.

Figure 2.2. Chemical classes found in a typical diesel fuel[42].
Fundamental types of experiments were often used to study and validate fuel surrogates due to
their simplified operating conditions.
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Shock tube experiments can be used to measure the gas phase ignition delay at relatively high
pressure conditions. In 1997, Fieweger et al.[63] examined the ignition delay times of isooctane, n-heptane, methanol, methyl tert-butyl ether in a shock tube where the temperatures
were relevant to engine conditions. Gauthier et al.[64] determined the ignition delay time of
surrogate fuel air mixtures including heptane, gasoline and ternary from a high pressure and
low temperature conditions similar to those found in the homogenous charge compression
ignition (HCCI) pressures. Later, the first set of toluene oxidation data with quantitative
measurements of OH time history was published by Vasudevan et al.[65]. Similar shock tube
ignition measurements were performed for isooctane/air and toluene/air[66-68], lean nheptane/Air[69], decane[70], diisobutylene[71], cyclopentane[72], cyclohexane[72], methyl
butanoate[73], n-tetradecane[74], iso-cetane[48] and methylcyclohexane[75, 76]. Vasu et al.
and Wang et al. [77, 78] also examined jet fuel surrogates in their shock tube experiments. In
addition to ignition delay, Mathieu et al.[79] also studied the soot formation of a diesel
surrogate using a shock tube. Shock tube experiments can simulate the temperature and
pressure during combustion in a diesel engine. However, fuel is usually pre-vaporized before it
enters into the shock tube; thus, the injection and spray processes are not important factors in
those experiments.
Flow reactor experiments are also widely used for fuel surrogate research. Bales-Gueret et al.
[80] used a jet-stirred flow reactor to study the oxidation of n-decane and n-propylcyclohexane
at high temperature and atmospheric pressure. Flow reactor experiments with a slightly higher
operating pressure of 8 atm were used by Wang et al.[81] to validate a quasi-global chemical
kinetic model for n-decane and propylcyclohexane oxidation, and the model was able to
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reproduce the measured data. A variable-pressure flow reactor at an even higher pressure of
12 to 18 atm was used during the study of the low [82]and high temperature[83] oxidation of
Dimethyl ether. Later in 2002, Agosta[84] extended the flow reactor study to develop a JP-8
chemical surrogate. The operating pressure for the flow reactor was still quite low compared to
that seen by the hydrocarbon fuel in a typical diesel engine.
The operating conditions of a rapid compression machine are closer to those of a diesel engine
combustion environment. Minetti et al. [85] measured and modeled the oxidation and autoignition of n-heptane using a rapid compression machine. For the isomers of the same fuel,
Silke et al. [86] studied the effect of fuel structure on combustion in a rapid compression
machine. He et al. [87] investigated the ignition delay times and hydroxyl radical time history of
iso-octane ignition in a rapid compression machine. By modifying the rate coefficient of a few
key reactions, their kinetic model was better able to predict the OH time histories. They also
found that the predicted ignition delay times were affected by the enthalpy of the formation of
these key reactions. Later, Pitz et al.[88] proposed a new kinetic model for the oxidation of
methylcyclohexane, and the ignition delay times were compared with the measured data in a
rapid compression machine. Low temperature and high pressure conditions can be achieved by
using a rapid compression machine, which is not the case for shock tube experiments. By
combining the data from a shock tube experiment and a rapid compression machine, Dooley et
al. [89] formulated a fuel surrogate for Jet-A POSF 4658, and the target of their surrogate was
to emulate real fuel properties. A further comparison of ignition delay times was made
between JP8 and Jet-A fuel by Kumar et al.[90] using a rapid compression machine.
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In a typical diesel engine fuel is directly injected into the combustion chamber so droplet
atomization and vaporization processes coexist with the gas phase oxidation process. Thus, a
fuel surrogate developed for diesel engine application needs to emulate both the physical and
chemical properties of a target fuel, and more importantly the interaction between the two.
Recently, Kim et al.[91]proposed a jet fuel surrogate for a diesel engine application by
optimizing both gas phase ignition and the physical properties related to fuel spray. For the
same application, a simplified jet fuel surrogate optimized for derived cetane number(DCN)
and volatility was developed and validated by Shrestha et al.[92, 93]. Data from a rapid
compression machine, shock tube, jet-stirred flow reactor and spray measurement were
combined to validate a multi-component diesel surrogate and mechanism for a compression
ignition engine [94].
These studies show that detailed validation of fuel surrogates and kinetic mechanisms for a
diesel engine application require experimental data ranging from spray development, ignition
delay times to emission and temporal and spatial species history.

2.1.5 Emission formation modeling and validation
Emission modeling is widely used to predict the emission outcome of different diesel
combustion strategies and operating conditions.

While CO and UHC emission are often

calculated from the fuel oxidation kinetics if a fuel surrogate is used in the multi-dimensional
diesel engine combustion model [95, 96], NOx and soot emission requires additional formation
and oxidation modeling. The modeling of NOx emissions is widely accepted by using the
extended Zeldovich mechanism and some additional pathways[97]. Although the complete soot
formation and oxidation processes are not yet fully understood, different phenomenological
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soot models have been proposed, i.e. a two-step model[98, 99], a multi-step model[100, 101]
and other improved versions[102]. The easiest and most popular model is the two-step
formation and oxidation model where the modeled soot is only formed in the gas phase from
the chemical process by introducing the proper precursor. This two step model consists of
Hiroyasu soot formation[99] and the Strickland-Constable oxidation model[98], with the net
rate change of soot mass modeled as,
Equation 34

Equation 35

Equation 36

Where

is the net soot mass,

is the soot mass change due to formation and

soot mass change due to oxidation.
reaction.

is the pre-exponential factor of the soot formation

is the pressure, and n is the pressure exponent.

soot formation reaction.
weight of the soot, and

is the

is the activation energy of the

is the mass of soot precursor
is the density of soot.

.

is the molecular

is the equivalent soot diameter, and

is

the oxidation rate[102], which includes four elementary oxidation reaction rates. The pre-
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exponential factor and the activation energy of soot formation reaction are the main constants
that have to be calibrated prior to the predictive use of the soot model in a multi-dimensional
diesel engine combustion model. Kong et al.[103] validated the two-step soot model with
experimentally measured soot emission at various ambient densities and the temperature of a
diesel combustion vessel. They recommended the activation energy of the formation reaction
to be 12,500 cal/mol and the pre-exponential factor to be 150. When Vishwanathan and Reitz
[102] used the same pre-exponential, they observed much lower soot mass than predicted by
the two step model compared to the soot measurement during the experiments. In order to
have similar soot mass from the two results, they had to increase this number fifty times.
Since the first public release of the KIVA code in 1985, studies have been carried out to validate
the multi-dimensional diesel combustion model. Durrett et al. [104] published a
multidimensional data set for diesel combustion model validation. Based on their experimental
capability, they characterized a diesel combustion event into six parts for which they could
provide data to validate. They are the initial conditions, pressure history, spray shape, fuel
injection, heat loss and the radiant intensity. In their study, they mentioned that there are
almost enough experiments to match the amount of sub-models in the complete model.
The sub-models used often have constants and empirical relations that are calibrated to certain
boundary and initial conditions.

When the models are applied to physically different

conditions, further calibration and validation are required. In order to validate and develop the
spray model for a more advanced commonly used injection system, a well equipped engine
with an advanced fuel injection system was used by Rutland et al. [105] to validate an improved
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KIVA code. They found that diesel combustion was influenced by the details in the spray model,
especially the droplet breakup and drop drag effects, which can affect the penetration and
mixing of vaporizing sprays. The wall impingement model was also recognized as an important
detail to be validated. Rutland et al. [106] continued the development of the diesel combustion
model, and more optical measurements were involved to validate the improved KIVA code.
Flame images from combustion visualization supported the prediction of reduced emissions by
the model. The data was also validated with the model-predicted location of the flame in the
combustion chamber. Validation of the diesel cold start model carried out by Lai et al. [107]
was done in an optically accessible engine where the blow by model was found to be critical for
modeling diesel engine cold start, and the breakup model over-predicted the penetration in low
pressure cold start conditions.
While the in-cylinder pressure, calculated heat release rate and exhaust emissions were the
most popular parameters used to validate the diesel engine combustion model [23, 108-113],
they could only demonstrate the overall behavior of the model. More physical event targeted
measurements, such as flow field, spray, combustion and emission distributions, have been
used in other studies to validate the individual part of the model predictions. For example, PIV
and LDA measurements were often used to validate the modeled engine flow field [112, 114,
115]. A detailed review of measurements related to spray, combustion and emission will be
discussed in section three.
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2.2 Combustion Chemiluminescence Mechanism
2.2.1 Introduction
During hydrocarbon combustion, chemical excitation produces excited state molecules from
ground state molecules, and photons are released when the excited state molecules relax to
the ground state. This process of light emission is called chemiluminescence when the light
spectrum falls in the ultra-violet to visible spectral range and emission is dominated by major
excited state molecules like OH*, CH2O*, C2*, CH* and CO2*. Typically chemiluminescence
involves three types of reactions: the formation reaction, consumption by radiative decay and
non-radiative collision quenching reactions. The reaction rate constants are commonly
described by the Arrhenius equation. Since most of the chemiluminescence reaction
mechanism and rate constants are not well understood for high pressure conditions, this
chapter serves as a brief review of the possible chemiluminescence mechanisms which can be
used for modeling chemiluminescence in diesel engine combustion.

2.2.2 OH* chemiluminescence mechanism
Several researchers have proposed excited state OH* formation reactions [116-119]. The two
well accepted and validated formation reactions are listed as reactions one and two in Table
2.5. Reaction one is the main OH* formation reaction in a hydrocarbon flame, and reaction two
is the main OH* formation reaction in a hydrogen flame. The reaction rate constants for these
two reactions from different work are also shown in Table 2.5. Most of the reactions are
temperature independent or marginally temperature dependent. Porter et al. [120] proposed
the first set of reaction rate constants for reaction one from OH* measured in seven acetylene
and methane flames. The other three sets of reaction rate constants close to the first set were
obtained by Carl et al. [121], Walsh et al. [122] and Smith et al. [123]. The reaction rate
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constants for the same reaction found by Hall et al.[124] were higher than the previous three,
but they are not shown in Table 2.5. The reaction rate constants for reaction two are from
Kathrotia [125] and Davis et al. [126]. Reactions three to nine are the non-radiative collision
quenching reactions proposed by Tamura et al. [127] who compiled the reaction rate constants
measured by Hidaka et al.[128], Heard and Henderson[129], Fairchild et al. [130] and Hemming
et al.[131]. Reaction ten is the radiative decay reaction first identified by Gaydon in 1974[132],
and it has been used by Tamura et al. [127]. A detailed review of OH* chemiluminescence
mechanism has been done by Kathrotia [125] and Panoutsos et al.[133].
Table 2.5. List of reactions for modeling OH* chemiluminescence formation and consumption.
Reaction

A

n

Ea (

Ref.

6.00E+10

0

0

[120]

4.82E+10

0

167

[121]

1.80E+11

0

0

[123]

3.25E+13

0

0

[122]

1.50E+13

0

25

[125]

3.63E+13

0

0

[126]

3

1.08E+11

0.5

-1238

[127]

4

2.10E+12

0.5

-482

[127]

5

5.92E+12

0.5

-861

[127]

6

2.95E+12

0.5

-444

[127]

7

2.75E+12

0.5

-968

[127]

1

2

29

8

3.23E+12

0.5

-787

[127]

9

3.36E+12

0.5

-635

[127]

10

1.45E+6

0

0

[127]

2.2.3 CH* chemiluminescence mechanism
Three CH* formation reactions have been proposed in the literature, and there is no agreement
as to which is the major source. Reactions one to three shown in Table 2.6 are those three
formation reactions. Reaction one and two were first proposed by Hand and Kistiakowsky[134]
in 1962 after they studied the ionization from the oxidation of acetylene, which they found to
be similar to the visible and UV radiation. Reaction three was first proposed by Gaydon [132].
The reaction rate constants for reaction one were first suggested by Hwang et al.[135] and
Eraslan and Brown [136] from fitting computational data to experimentally measured one.
These data have been updated by Devriendt et al.[137] and were consistent with the measured
data from Elsamra et al.[138]. The reaction rate constants for reaction two were also provided
by Devriendt et al.[137], and the absolute chemiluminescence yields at 430 nm obtained by
Smith et al. [139] produced slightly lower value at the lower and higher temperature range.
Kathrotia [125] validated the reaction rate constants for formation reaction three with
experimental data. Similar to OH* quenching reaction rate constants, Tamura et al. [127] also
proposed rate constants for the CH* quenching reaction, and they are shown as reaction four
to reaction eleven in Table 2.6. A detailed review of the CH* chemiluminescence mechanism
are also provided by Kathrotia [125] and Panoutsos et al.[133].
Table 2.6. List of reactions for modeling CH* chemiluminescence formation and consumption.
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Reaction

A

n

Ea (

Ref.

1

6.02E-04

4.4

-2285

[138]

2

6.02E+12

0

457

[138]

3

1.80E+11

0

0

[125]

4

1.85E+6

0

0

[127]

5

1.85E+6

3.4

-381

[127]

6

1.85E+6

2.14

-1720

[127]

7

1.85E+6

0

0

[127]

8

1.85E+6

0

1361

[127]

9

1.85E+6

4.3

-1694

[127]

10

1.85E+6

0.5

0

[127]

11

1.85E+6

0

167

[127]

2.2.4 C2*chemiluminescence mechanism
Four formation reactions were used by Marques et al.[140] for modeling

chemiluminescence

shown in Table 2.7, and similar experimentally measured profiles were obtained. Reactions one
and six were suggested by Gaydon [132]. The second reaction was found by Miller and
Palmer[141], and the third reaction was proposed by Fergunson et al.[142]. Later, Grebe and
Homann [143] showed that the contributions from reactions two and three were small.
Although the reaction rate constants for

formation reaction one were available from Grebe

and Homann [143] and Smith et al. [144], the reaction rate constants in the ground state
reactions were used by Marques et al.[140]. The reaction rate constants for the radiative decay
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reaction and the collision quenching reaction were determined from the data published by
Filseth et al.[145].
Table 2.7. List of reactions for modeling
Reaction

chemiluminescence formation and consumption.
A

n

Ea (

Ref.

1

3E+13

0

0

[140]

2

1E+14

0

0

[140]

3

3E+13

0

0

[140]

4

1E+12

0

0

[140]

5

2.05E+12

0

0

[140]

6

5.26E+6

0

0

[140]

2.2.5 CO2* chemiluminescence mechanism
CO2* chemiluminescence emission is very difficult to isolate from other species such as HCO*
and CH2O* due to overlap of their broad emission spectra. Kopp et al. [146] isolated the other
background emission with CO2* chemiluminescence during their experiment by using two
wavelength detection. The first kinetic model for CH2O* and CO2* was proposed which is
shown in Table 2.8, and the model was only compared against their experimental data since
other experimental data did not exist. They concluded the CO2* model requires further
improvement.
Table 2.8. List of reactions for modeling CO2* chemiluminescence formation and
consumption.
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2.2.6 CH2O* chemiluminescence mechanism
In the same study, Kopp et al. [146] isolated the other background emission with CO2*
chemiluminescence during their experiment by using two wavelength detection. The first
kinetic model for CH2O* and CO2* was proposed which is shown in Table 2.9, but they were
not able to obtain any useful data from the experiment in order to compare it with the model
prediction. However, they thought their model was the starting point for future research.
Table 2.9. List of reactions for modeling CH2O* chemiluminescence formation and
consumption.
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2.3 Two-dimensional Optical Measurements of Spray, Chemiluminescence and
Soot Natural Luminosity during Diesel Combustion
2.3.1 Introduction
Two-dimensional optical techniques are commonly used to gain spatial and temporal insight of
fluid flow, mixture preparation, combustion, and emission formation inside the combustion
chamber. Optical techniques such as Rayleigh scattering, Raman scattering and laser induced
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fluorescence rely on an external light source to illuminate or excite the in-cylinder species;
others are the observation of naturally emitted light from chemical reactions and thermal
radiation, such as chemiluminescence and soot natural luminosity.

2.3.2 Diesel spray measurement
In a direct injection CI engine, spray is one of the most important processes affecting the incylinder mixture preparation which plays an essential role in subsequent combustion and
emission formation.
Direct photography, Schlieren and shadowgraphy have been used to investigate the structure
of fuel sprays in early studies [147-157]. Dent [158] correlated the gas jet mixing model with the
liquid penetration measured from engine, cold and hot bomb. His penetration length function
was expressed as,
Equation 37

Where S is the penetration length,
the environment gas,

is the pressure difference between the liquid fuel and

is the gas density, t is the injection time and

is the orifice diameter.

Due to the interference from other light emissions from combustion and the difficulty in
interpreting line-of-sight results, Mie scattering using a laser has become more popular for
liquid spray penetration measurement. Mie scattering measures the Rayleigh scattering from
the elastic collision of photon and molecules. The measured liquid droplet diameter is much
larger than the wavelength of the incident light. The scattering intensity is much stronger than
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the fluorescence, and it has second order size dependence [159]. Although Mie scattering is a
qualitative measurement, its strong signal and simple setup make it suitable for in-cylinder
liquid spray penetration measurement. In 1995, Espey and Dec [160] performed a large set of
experiments to measure spray liquid-phase penetration of evaporating diesel fuel jets in a DICI
engine operated over a wide range of TDC conditions using Mie scattering. Their parametric
study showed that the penetration length increased linearly with time until it stabilized at the
characteristic maximum penetration length, which varied with TDC temperature and density.
Siebers related the liquid spray penetration to more parameters, such as injection pressure,
orifice diameter, TDC density, TDC temperature and fuel properties[161]. Later, he formulated
a spray liquid penetration scaling law,
Equation 38

Where
Equation 39

and an extensive amount of experimental data have been used to validate his correlation[162].
The study of fuel spray using the laser technique was not limited to liquid fuel; laser induced
florescence (LIF) was applied by Uhl et al. [163] together with Mie scattering to capture both
liquid and vapor phase spray distribution, and by subtracting the results they obtained the
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spatial and temporal evolution of fuel spray in a real engine condition. Spray from LPG[164], JP8[165], gasoline[166], biodiesel[167], methanol and ethanol[168] fuels that have properties
different from diesel were also investigated. Quantitative measurement of spray-air mixing is
often limited by experimental difficulty; however, Pickett et al. [169]was able to use measured
liquid, vapor penetration and spreading angle to adjust the model and the resulted prediction
of local mixture fraction were within the experimental uncertainty.

2.3.3 In-cylinder chemiluminescence measurement
During the hydrocarbon fuel oxidation process, some naturally occurring reactions produce
electronic excited state species like CH*, OH*, CH2O*, C2* and CO2*. A photon is emitted when
the excited state species relax to their ground state. Measuring chemiluminescence provides
information about the reactions occurring in the combustion without external excitation source
with the advantage of lower experimental cost compared to the laser induced florescence
techniques; thus, this technique has been widely used to study in-cylinder combustion.
Chemiluminescence intensity was found to be correlated with heat release rate during the
engine combustion process [170-174]. For example, as seen in Figure 2.3, a second order
correlation is evident between chemiluminescence intensity and instantaneous heat release.
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Figure 2.3. Variation of image intensity versus instantaneous heat release rate and best fit of
second order [170].

In conventional diffusion diesel combustion, flame lift-off location could be determined using
OH* chemiluminescence [175-178]. Spatial chemiluminescence distribution was an indicator of
the in-homogeneity of HCCI combustion [179-183]. In order to study flame front structure and
flame propagation in reciprocate engines , some chemiluminescence measurements imaging
species like CH*, OH* were also applied[184, 185]. However, at the early stage of low
temperature combustion, OH* chemiluminescence is absent due to the high activation energy
of its reactions. In these models CH2O* becomes a better target species. The challenge of
identifying other chemiluminescence signals arises since CH2O* chemiluminescence is a
broadband spectrum emission which overlaps with CO2* and HCO* chemiluminescence.
Chemiluminescence signals have also been used as a way of identifying the pre-reaction zone
and ignition sites [186-191].
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2.3.4 In-cylinder soot natural luminosity measurement
Natural light emission during diesel engine combustion can also come from the incandescence
of soot particle at high temperature, which is known as soot natural luminosity. By using this
broadband light emission, the two-color method determines the soot concentration and soot
temperature by interpreting the radiation intensity at two distinct wavelengths. From Planck’s
Law, the radiation intensity from a blackbody depends on its temperature at a certain
wavelength. The function can be expressed as,
Equation 40

Where

and

are the first and second radiation constants and

The emissivity of a blackbody at any wavelength is equal to the unity, and any real body has
emissivity lower than unity. The emissive power of a soot particle can be calculated from the
blackbody emissive power weighted by the emissivity of soot particle as,
Equation 41

According to Hottel and Broughton [192], the emissivity of a soot particle can be modeled as,
Equation 42
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Where K is the absorption coefficient per unit thickness which relates to the soot
concentration, L is the path length of the flame and parameter

depends on the soot optical

properties.
The introduction of apparent temperature

allows the real body emissive power to be

equated to a black body emissive power by,
Equation 43

Expanding the equation gives,
Equation 44

can then be calculated as,
Equation 45

KL will be eliminated by having two wavelengths,

and

, and the soot temperature

then be solved by,
Equation 46

Now KL can be calculated from this expression with known temperature .

can
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The two-color method can be solved for soot temperature and concentration if parameter
can be determined. In Hottel and Broughton’s work, this was done by simplifying Planck’s Law
and empirical fitting to the experimental measurements. Siddall and McGrath [193] derived a
different set of equations to solve for the parameter

Combining the KL equation and the

Beer-Lambert law,
Equation 47

Where

is the intensity of the beam after traveling a distance L and

is the intensity of the

beam at L=0. By taking logarithms twice,
Equation 48

For the same soot cloud, KL is not a function of the wavelength, and
equation to yield:
Equation 49

By substituting KL and rearranging the equation,
Equation 50

is used in the KL

41

Parameter
particle.

can now be calculated if intensity

and

are measured with the sample soot
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CHAPTER 3:

Experimental Setup and Development

3.1 Engine Setup
3.1.1 Optically accessible compression ignition engine
The engine experiments involved in this work were all performed in a single-cylinder, direct
injection optically accessible research engine (AVL Model 5402). The detailed engine
configuration is shown in Table 3.1.
Table 3.1. Engine geometry configuration
Engine Type
Number of Cylinders
Cycle
Displacement
Bore
Stroke
Connecting Rod Length
Geometric Compression
Ratio
Combustion Bowl Diameter
Combustion Bowl Depth
Number of Intake Valves
Number of Exhaust Valve
Intake Valve
Opening/Closing
Exhaust Valve
Opening/Closing
Injection System
Swirl Control/Ratio
Maximum Speed

AVL 5402, DI
1
4-stroke
510
85 mm
90 mm
148 mm
15:1
40 mm
14.5 mm
2
2
294° aTDC/154°
bTDC
150° aTDC/360°
aTDC
Bosch Common
Rail, Pmax=1350
bar
AVL/2.0-4.5
3000 RPM
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3.1.2 Injection system configuration
The engine was originally equipped with a solenoid injector (Bosch), and its configurations are
shown in Table 3.2. A Piezo injector (Continental) was also used later, allowing for multiple
injection events in a single engine cycle, and the configurations are shown in Table 3.3.
Table 3.2. Solenoid injector configuration
DI injector Type
Design
Angle of Fuel-Jet Axis
(inclusive)
Number of Holes
Hole Diameter

Solenoid (Bosch)
VCO-Nozzle
142°
5
0.180 mm

Table 3.3. Piezo injector configuration
DI injector Type
Design
Angle of Fuel-Jet Axis
(inclusive)
Number of Holes
Hole Diameter

Piezo (Continental)
VCO-Nozzle
142°
7
0.115 mm

In order to allow the injector to rotate along its vertical axis depending on different engine
experimental requirements, a new injector clamp was designed, which consists of two parts:
the upper part was used to mount the clamp on the cylinder head, and the lower part was used
to clamp the injector body. The actual Piezo injector and its clamp are shown in Figure 3.1. A
painted marker is used as an angle reference relative to the injector socket position.
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Figure 3.1 Injector clamp allows the injector to rotate along the vertical axis
A constant volume vessel for injector calibration has been built, which is shown in Figure 3.2.
The constant volume vessel for the injector calibration has a copper coil in the center of the
acrylic enclosure, through which the cooling water is used to maintain the fuel temperature in
the vessel. A thermocouple is installed in the center of the coil to measure the fuel
temperature. The top of the acrylic enclosure is closed and the bottom of the acrylic enclosure
can be opened. A fuel resistant o-ring is used to seal the vessel when the bottom is closed using
four corner screws. The injector can be fitted in the center of the top plate and sealed using an
o-ring on the injector tip. The top plate is inclined so that all the air bubble in the vessel can be
released to the hose. To run an injector calibration, fuel is filled in the vessel and maintained at
a prescribed temperature. Then fuel is injected into the vessel from the injector and the excess
fuel goes into the hose and enters a calibrated small volume. Two photo diode sensors are used
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to provide signals to the data acquisition system when fuel passes the lower and upper levels of
the calibrated volume. The number of injection events and time duration can be obtained from
the data acquisition system, which can be used to determine the volume of injected fuel for
each injection event.

The mass of fuel from each injection event can be calculated by

multiplying the density which can be found from the measured temperature using the
thermocouple.

Figure 3.2 Temperature controlled constant volume vessel for injector calibration
In order to perform injector calibration without running the engine (consuming expensive
piston rings), an electrically driven high pressure injection cart is designed and fabricated
according to the schematic shown in Figure 3.3. A 1-hp single phase electric motor is used to
drive a high pressure pump supplied by Delphi through a set of belt driven flywheels. The fuel is
pumped from the fuel tank to the inlet of the high pressure pump using an electric low pressure
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pump. Then the high pressure pump pressurizes the controlled amount of fuel to high pressure,
and the extra fuel returns to the fuel heat exchanger. Fuel is then delivered to the high pressure
common rail where the rail pressure transducer measures the fuel pressure, and excess fuel is
returned through the rail spill valve to the fuel heat exchanger. The regulated high pressure fuel
is finally supplied to the diesel injector through a flexible high pressure fuel line. A small
amount of fuel is returned from the injector to the fuel heat exchanger. The fuel heat
exchanger is cooled by the cooling water from the water heat exchanger, which uses an electric
fan for cooling. The cooled fuel returns back to the fuel tank where a thermocouple measures
the fuel temperature. The electric control box contains three circuit parts. One part is a single
phase contactor for turning on the electric motor. Another part is a temperature controller for
feedback controlling the electric fan according to the fuel temperature measured by the
thermocouple. The third part is a feedback control circuit for maintaining rail pressure based on
the pressure transducer measurement. The control of the rail pressure is achieved by
controlling the inlet metering valve on the high pressure fuel pump and the rail spill valve on
the common rail. A standard micro-controller is programmed to process the pressure signal and
apply the adaptive PID control of the DC solenoids in the valves. Another pressure transducer is
connected upstream and close to the injector, and it is used for data acquisition. Two digital
push button precision potentiometers are used as the inputs interface for the control box, and
a LED display is used as the output interface for the control box.
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Figure 3.3 Schematic of the high pressure injection cart
Figure 3.4 shows the actual setup of the high pressure injection cart according to the schematic
shown in Figure 3.3. The actual controller box is shown in the upper right corner of the figure.
A typical running procedure for the injection cart is as follows:


Fix the injector on the injector calibration rig; connect the power supply and the injector
wire.



Make sure the duty cycle of the spill valve is zero and the set point of the fuel pressure
is also zero from the two push button potentiometer to prevent pressurizing the fuel
line at the startup period.



Turn on the electric motor by pushing its on/off button to the on position and the motor
shall rotate.
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According to the fuel pressure requirement, set the duty cycle of the spill valve from low
to high according to the displayed value.



After the displayed fuel pressure is close to the required value, set the set point of the
fuel pressure to the required value.



Push the interrupt button so that the set point of the fuel pressure will take effect and
the controller will regulate the fuel pressure using the PID control strategy.

Instructions for stopping the injection system:


Adjust the set point of the fuel pressure to zero.



Adjust the duty cycle of the spill value to zero.



Turn off the electric motor by pushing its button to the off position.



Unplug the power supply to the whole injection system.
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Figure 3.4 Electric driven high pressure injection cart

3.1.3 Air intake and exhaust system
In order to control the mass flow rate of air entering the engine at each intake stroke and its
temperature, an air intake system was designed that uses a sonic nozzle to regulate the air
mass flow rate, an electric heater with a feedback controlled circuit to maintain the intake air
temperature, and an insulated surge tank to reduce intake pressure pulsations. Figure 3.5
shows the configuration which allows the intake temperature to vary while keeping the same
engine intake air density and vice versa.
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Figure 3.5. Schematic of the intake, engine and exhaust sampling system
The air compressor, storage tank and dehumidifier are located in the basement of the test
facility and a pipe outlet is provided in the test cell. Figure 3.6 shows the first part of the intake
system in the test cell. An air filter is connected to the compressed air outlet and it is used to
filter the fine dust from the compressed air. A pressure regulator is then connected to the pipe
to control the air pressure upstream of the sonic nozzle, and it is used to set the air mass flow
rate according to the requirement. After that, the compressed air is delivered to the sonic
nozzle near the engine through a flexible heavy duty air hose.
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Figure 3.6 Air filter and pressure regulator for intake system
Figure 3.7 shows the sonic nozzle setup used to meter and maintain the air mass flow rate of air
to the engine. There are two pressure transducers and one RTD temperature sensor connected
to the sonic nozzle. The upstream pressure transducer and the RTD temperature sensor are
used to calculate the density of the upstream air. A pressure ratio can be calculated from the
pressure measured by the pressure transducer near the nozzle throat and the upstream
pressure transducer. Once the pressure ratio reaches the critical ratio, the flow is choked and
the mass flow rate is only dependent on the upstream pressure.
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Figure 3.7 Sonic nozzle for metering and maintaining air mass flow rate
The stand-alone controller shown in Figure 3.8 is designed and fabricated to process the
pressure transducers and RTD temperature signal using a standard micro-controller. After
calculating the pressure ratio and determining the choke condition, two LED lights are used to
indicate whether the air flow reached the choking condition or not. If the flow is in the choked
condition, then the mass flow rate is calculated and displayed on the LED display. After the
controller is in working condition, the calculated mass flow rate is validated against the mass
flow rate measured by a calibrated laminar flow element. This controller is also built with two
safety features: the first one is to open the intake solenoid valve to release the pressure when
the pressure downstream near the surge tank exceeds a pre-defined limit. This is to prevent
damage when the engine suddenly stops and the compressed air is still pressurizing the intake
system. The second safety feature shuts down the power controller of the electric heater when

53

the air pressure upstream of the sonic nozzle is reduced to very low level. This is to prevent
damaging the electric heater when it is on and compressed air is not provided through the
heater.

Figure 3.8 Stand alone controller for displaying data and controlling the safety device
Figure 3.9 shows the electronic override switch for the intake solenoid valve. This switch acts as
a remote valve controller to control the solenoid valve so that the engine can be switched to
naturally aspirate or boost conditions when the engine is running and the manual valve is in the
closed condition.
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Figure 3.9 Electronic override switch for the intake solenoid valve
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Figure 3.10 shows the process heater for the intake air heating and it is connected between the
sonic nozzle and the surge tank. It also consists of two thermocouples which measure the
upstream and downstream temperatures independently. The downstream thermocouple
output is also used as a feedback control signal for the power controller of the heater.

Figure 3.10 Intake process heater
Figure 3.11 shows the power controller system for the electric heater. This power controller
system has a feedback temperature controller which is used to provide a control signal to the
power controller of the heater. The power controller itself uses a three-phase zero-crossing
principle. Two switches are connected in series in this system; one is a regular on-off switch and
the other is an emergency stop. The regular switch will not take effect if the emergency stop
switch is in off position.
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Figure 3.11 Feedback power controller for the electric heater
Figure 3.12 shows the intake system and the exhaust system setup around the optical engine.
Following the electric process heater is the surge tank which is used for damping out the
pressure pulsation when the intake valve closes and opens. At the outlet of the surge tank
there is a manual valve and a solenoid valve for switching air flow to the engine intake and the
surrounding area. At the engine exhaust there are three emission measurement ports for
sampling NOx, UHC and soot. A muffler is used to reduce the pressure pulsation near the
sample ports.
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Figure 3.12 Intake and exhaust system for the optical engine
A typical running procedure for the intake system is as follows:


Make sure the manual valve remains open and the solenoid valve is closed (prevent
overheating) when the experiments are not performed.
How to condition the intake air temperature:



Turn on power supply for the intake system (heater controller, intake controller) before
starting the experiment.



Check that the temperature controller is reading the temperature downstream of the
heater; if not, switch the thermocouple connection.



Set the pressure regulator to a pre-determined value depending on the experiment
requirement which provides the compressed air to the intake system.
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Read the mass flow rate from the display and make sure there is a steady air flow to the
intake system; otherwise, check the compressor and dehumidifier in the basement.



Make sure the heater controller switch is in the off position, including the emergency
stop switch.



Set the temperature controller to the target temperature for conditioning the intake air
and system temperature.



Turn the heater controller switch on, and return the emergency stop switch to the
normal position.



Immediately monitor the temperature reading from the temperature controller, and a
relatively fast temperature rise should be observed; otherwise, check the thermocouple
connection and make sure the right thermocouple is connected.



Wait for the intake temperature to heat up and check the temperature regularly during
the conditioning period.
How to run the engine:



When ready to motor the engine, turn on the solenoid valve switch and make sure there
is air flow.



Close the manual valve.



After motoring the engine, turn off the solenoid valve and check the intake pressure
with the Indicom software.



If the intake pressure rises, it means the compressed air is reaching the engine intake.
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Now press the emergency stop button on the heater controller, and switch the
thermocouple connection to read the thermocouple at the engine intake.



Release the emergency stop button, and observe if the temperature gradually increases.
How to stop the engine:



Press the emergency stop button, and turn off the heater switch.



Turn on the solenoid valve to switch the engine to naturally aspirate.



Switch the thermocouple connection to be downstream of the heater.



Stop the engine.



Open the manual valve.



Turn off the solenoid valve.



Power off the power supply to the intake system.
How to engage the emergency stop:



Whenever an abnormal situation happens, immediately push the emergency stop
button and turn on the solenoid valve.



Turn off the pressure regulator to discontinue the compressed air.

3.1.4 Engine instrumentation
The cylinder pressure is measured by an un-cooled piezo-electric pressure transducer (AVL GH
12 D) mounted in the cylinder head. Another strain gauge pressure transducer (AVL SL31D2000) is used to measure the pressure of the fuel line between the common rail and the
injector.

A current probe is attached to the injector wire to detect the current profile

controlling the injection process. These sensor signals are recorded by a high-speed data

60

acquisition system (AVL IndiCom) triggered at 0.1CAD intervals and synchronized to the engine
position by an optical encoder wheel mounted on the crankshaft. The high-resolution pressure
data obtained from the system is used to calculate the Apparent Rate of Heat Release (ARHR)
according to the analysis provided by Heywood [194] and normalized by the engine
displacement. A more detailed description of the instrumentation has been reported earlier
[186, 195-197].

3.1.5 Optical access
Optical access to the combustion chamber is provided through a 20 mm-thick sapphire window
mounted in a classic Bowditch extended piston as shown in Figure 3.13. A mirror inside the
piston assembly at 45° relative to the cylinder axis reflects irradiation from the combustion
chamber to the measurement device placed on a vibrationally isolated bench top. Both the
piston crown and top cylinder liner are mounted with four 14.5×8 mm fused-silica (quartz)
windows which allow for a laser beam to be introduced into the combustion chamber. Slotted
graphite rings provide oil-less lubrication, and gapless bronze-teflon rings are used for sealing.
Compressed shop air directed at the underside of the piston window cools the assembly during
engine operation.
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Figure 3.13 Optical access of the engine

3.2 In-cylinder Optical Measurement Setup

3.2.1 Liquid spray mie scattering
Figure 3.14 shows the Mie scattering layout for liquid spray penetration length measurement.
A 532 nm laser beam is generated from the frequency-doubled output of a pulsed Nd:YAG laser
(SpectraPhysics Quanta-Ray INDI-40-10). With the second-harmonic generator optimized for
the best conversion efficiency, the output is approximately 55.9 mJ per pulse measured at the
Nd:YAG laser output. Characterized by a Gaussian profile, the 8 mm diameter laser beam is
expanded into a horizontal laser beam of 20 mm diameter using a spherical concave (f = − 400
mm, Lattice Electro Optics, UF-PC-25.4-400) and spherical convex (f = 1000 mm, Lattice Electro
Optics, UF-PX-50.8-1000) lens pair. An iris is adjusted to isolate the middle section of the
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Gaussian beam profile, creating a relatively uniform light beam. Truncation of the laser beam
edges with the iris serves to minimize reflections within the side window mount cavities. This
laser beam is aligned parallel to the fire deck and is delivered through the combustion chamber
via a series of flat fused silica windows mounted both in the adapter plate separating the
cylinder head from the crank-case, and the piston crown. This configuration results in laser
beam access to the piston bowl around firing TDC, from −27° aTDC to 27° aTDC. The elastic
laser signal is acquired by an intensified CCD camera (Princeton Instruments PI-MAX2, GEN II
intensifier, 512×512 pixels, 16-bit image depth) once every engine cycle. The ICCD camera is
aligned with the axis of the extended piston through a stationary 45° first surface mirror and
sapphire window in the bowl. The aperture ratio of the ICCD lens is set to f/4.0, and the gain is
set to an intermediate value to avoid saturation while maintaining a high signal to noise ratio.
A field-programmable gate array microprocessor (National Instruments cRIO/DRIVVEN Inc.) is
used to trigger a delay generator (Stanford Research DG535). The delay generator then
provides triggers for the Q-switch, the laser lamp and ICCD camera gate. The width of the
detection gate is kept at 65 sec, overlapping the laser elastic signal to overcome the inductive
electrical interference present during firing of the piezo injector. In such a configuration, the
camera’s field of view covers the 40 mm diameter combustion bowl.
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Figure 3.14. A schematic of engine optical access and Mie-Scattering experimental setup

3.2.2 Natural chemiluminescence imaging
CH2O* natural chemiluminescence is acquired by an ICCD camera (PI-MAX2) once every engine
cycle. To maximize the signal-to-noise ratio, the camera gain was set to the maximum value of
250, and 65 µsec exposure time was used with no filtering. A 3-element, ultraviolet lens
(Electrophysics) of 78mm focal length and maximal aperture f/3.8 was used in the OH* and
CH2O* chemiluminescence measurement. Although this filter scheme does not block emission
from species such as CH*, OH*, C2*, HCO*, PAH or soot incandescence [198, 199], the
chemiluminescence signal prior to high temperature combustion, the region of interest here,
has been observed in this and other laboratories to be dominated by CH2O* [200-202]. Kinetic
simulation of n-heptane oxidation over a range of equivalence ratio and temperature confirms
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the mole fraction of excited state HCO* is at least an order of magnitude lower than the mole
fraction of excited state CH2O*.
OH* natural chemiluminescence is acquired with the same ICCD camera (PI-MAX2) and setup.
An interference band pass filter of 10nm FWHM having center wavelength of 307.1nm was
used to isolate OH* chemiluminescence from other emission bands. The aperture ratio of the
lens was again set to maximum opening of f/3.8, and intensifier gain set to the maximum value
of 250. Triggered by the FPGA system (cRIO/DRIVVEN), frames were synchronized with engine
operation at a pre-defined crank angle position with 65 µsec exposure time.
CO2* natural chemiluminescence was acquired by a high-speed visible-range digital CMOS color
camera (Vision Research Phantom v7.3, 800 x 600 pixels, 14-bit image depth, and 6688 fps full
resolution up to 950,000 fps at the resolution of 32 x 32 pixels). For this experiment, the
camera resolution was set to 400 x 416 pixels and the frame rate of 14440 fps. To maximize the
signal to noise ratio, no filters other than the red, green and blue Bayer filter of the color
camera are used. The high-speed CMOS frames were triggered at 0.5 CAD intervals. The
aperture ratio is set to f/2.8 and the maximize signal-to-noise ratio at lower luminosity. The
time interval within a cycle over which imaging is conducted, the “memory gate”, is set at 12.5
msec, which under the 1200 RPM engine speed covers 90 CAD. Triggered by the FPGA system,
the CMOS camera recorded frames covering the active combustion period with 65 µsec
exposure times every 0.5 CAD from -10°aTDC (trigger starting point) through 80°aTDC. Figure
3.15 shows the quantum efficiency of each color channel of the CMOS camera.
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Figure 3.15. Quantum efficiency of each color channel of the CMOS camera used in CO2*
chemiluminescence measurement.

3.2.3 Natural soot luminosity imaging
Combustion images were captured by a visible range digital color camera (Vision Research
Phantom v7.3, 800×600 pixels, 14-bit image depth, and 6688 fps full resolution up to 950,000
fps at the minimum resolution of 32×32 pixels). In this camera, the square pixel grid of the
CMOS sensor is covered by a broadband color filter array arranged in a particular (Bayer)
pattern, which spans the range from 400 to 700 nm. Frames were triggered at 0.5 CAD
intervals and synchronized to the engine crankshaft position through a cRIO fieldprogrammable gate array (National Instruments) and optical encoder-compatible input module
(DRIVVEN). Exposure time is set to 40 µsec as an optimal trade-off maximizing signal-to-noise
ratio at lower source intensities, while minimizing saturation from stronger signals.

The

aperture ratio is set to f/11.0 to have greater depth of field and maintain focus over a wider
range of crank-angles. Operating parameters of the high-speed digital color camera are shown
in Table 3.4. The memory gate width is set to 10 msec, which is the time interval within a cycle
over which imaging is conducted, and at the 1200 RPM, the engine speed is equivalent to 72
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CAD.

Images thus cover the combustion duration from SOI through late-cycle burning.

Throughout this interval, the CMOS camera is storing each frame with 40

exposure time

every 0.5 CAD.
Table 3.4. High-speed digital color camera operating parameters
Model
Resolution (pixels)
Operating Mode
Aperture Ratio
Exposure Time ( )
Pre-trigger Start (°aTDC)
Memory Gate Width ( )

Phantom v7.3
416×400
Sync with engine speed at
0.5CAD interval
f/11.0
40
0
10

3.2.4 Chemiluminescence spectrum measurement
The spectrum wavelength measurement was performed using an ICCD camera (PI-MAX2) with a
Czerny-Turner type spectrograph employing a ruled diffraction grating used for spectral
measurements. This spectrometer (Acton Research SpectraPro-2150i) has a 115 mm focal
length, aperture ratio of f/4, and is equipped with a 300 grove/mm grating. The corresponding
level of dispersion is 0.48nm/pixel. The grating blaze wavelength is 500 nm and the
experiments are performed with a central wavelength of 400nm. The exposure time is 65 us,
and 30 on CCD accumulations were used to gain enough signal from the low temperature cool
flame process. The spectrometer was calibrated for wavelength with a mercury light source
whose spectrum is known. In order to correct the spectral response from the optical system
used in the experimental measurement (sapphire window, 45 degree mirror, spectrometer
grating, lens and camera intensifier), a correction factor η is obtained by taking the ratio of the
CCD ouput signal to the irradiance observed from a deuterium calibration light source. This
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correction factor shown in Figure 3.15 is used to correct the measured spectrum, and the
resulting spectrum plots are shown in the results.

Figure 3.16. Spectral response of spectrograph to calibration light source and corresponding
correction factor

3.3 Flat Flame Burner Setup
A standard flat flame burner also known as a McKenna flat flame burner was used to reproduce
a standard flame, about which much data has been obtained from the existing literature. As it
can be seen in the top left photo of Figure 3.17, the outside housing of the burner is made of
stainless steel and the center porous sintered matrix plug is made of bronze. Three types of
gases are provided to the burner: fuel, air and shrouding gases, the mass flow rates of which
are regulated by individual mass flow controllers. Air-fuel ratio and the amount of shroud gas
can be determined using the measured mass flow rate. Feedback controlled cooling water is
used to regulate the temperature of the burner. In order to stabilize the flame, a stabilizing
plate having the same diameter as the center plug is placed 21 mm above the burner upper
surface. The shrouding gas velocity has to be adjusted to match the velocity of the air-fuel
mixture so that a minimal shear layer is formed between the gas interfaces. A high temperature
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black body calibration source was placed behind the burner, and the position of the radiation
cavity was aligned with the burner and the spectrometer slit; the relative position observed
from the camera is shown in the photo on the right hand side of Figure 3.17. An intensified CCD
camera was attached to a UV-VIS spectrometer which is shown in the photo at the bottom of
Figure 3.17, and this was used to perform spectrum measurements. The calibration of the whole

setup will be discussed in chapter 9.

Figure 3.17 Flat flame burner setup
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3.4 Emission Test Equipment
Exhaust UHC was sampled by a fast flame ionization detector (FID) (Cambustion). Figure 3.18
shows the schematic of the fast response flame ionization detector. Before it can be used to
sample the exhaust gas, it needs to be calibrated. First, the fuel gas (hydrogen) and zero grade
air are provided to the flame chamber to produce a carbon free flame. High purity nitrogen is
then fed to the sample capillary for zero point calibration. The second calibration is done using
a 5000 ppm propane in nitrogen gas. Ions are generated from the hydrocarbon flame, and they
are collected by the high voltage ion collector. The output signal is adjusted so that it does not
saturate the signal (based on exhaust measurement), and the signal is also high enough to have
good sensitivity. The vacuum pump is used to create pressure difference and drive the gases
into the flame chamber. The use of restrictions in the vacuum tube can maintain a constant
flow rate of the gases within the detector. Regarding maintenance, the tubes need to be
cleaned regularly so that they will not be plugged. Lubricant oil is required to be maintained at
a certain level in the vacuum pump.
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Figure 3.18 Schematic of the fast response flame ionization detector[203]
A fast NOx CLD analyzer (Cambustion) was used to measure the NO emission in the engine
exhaust, and its schematic is shown in Figure 3.19. The reaction chamber is heated to 300°C and
vacuumed to less than 35 mmHg. Ozone is fed into the reaction chamber from the ozone
generator, but the chemiluminescence reaction will not occur if the sample capillary is fed with
nitrogen which is used as a zero point calibration. Another calibration is done using 1000 ppm
NO in nitrogen gas; the chemiluminescence reaction takes place in the presence of NO in the
exhaust gas and the ozone. Visible to infrared chemiluminescence is given off when the excited
state NO2 relaxes to the ground state. A photomultiplier tube is used to count the photons and
convert the light signal to an electric signal. During the maintenance of the fast NOx CLD
analyzer, the capillary sample tube can very easily be damaged by over-tightening the
compression fitting, which can affect the output signal significantly.
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Figure 3.19 Schematic of the fast response chemiluminescence detector[203]
Engine-out soot emission measurement was performed using a micro soot sensor (AVL model
415s). The resonant cell shown in Figure 3.20 is the location where the actual measurement
signal is generated. The collimated laser beam passes through the filter and enters the chamber
in the resonant cell. The center part of the chamber has a smaller diameter, and both sides
have large diameter chambers. Sample gas flows into the resonant cell on one side and out the
other side. A microphone is used to collect the acoustic signal in the resonant cell.
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Figure 3.20 Resonant cell configuration [204]
Figure 3.21 shows the source of the acoustic wave when a soot particle interacts with the laser
beam. The modulated laser beam heats up the soot particle with a certain frequency, and the
soot particle expands due to the temperature rise. The soot particle expansion causes the
sound wave in the resonant cell, and it is collected by a microphone. One of the major
advantages of this micro soot sensor is that it is very sensitive to soot, so it is possible to
measure low concentration (down to 0.01 g/
engine.

) soot in the exhaust of a modern diesel
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Figure 3.21 Photo-acoustic wave from a soot particle [204]
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CHAPTER 4:

Experimental Data Analysis

4.1 Combustion Analysis
The combustion parameters were calculated using a 1st Law of Thermodynamics-based heat
release analysis which uses the gas pressure measured in the combustion chamber. Figure 4.1
illustrates the combustion parameters that can be derived from the pressure curve. After
calculating the apparent rate of heat release, the crank angle duration from the start of
injection to the point where the heat release becomes positive (crosses zero) is considered as
the Ignition Delay (ARHR_zero), which is used to indicate the time at which the low
temperature heat release overcomes any endothermic reactions and the sensible energy
decrease of the gases is associated with the evaporation process. Integrating the heat release
curve over time gives an integrated or cumulative rate of heat release which then can be used
to evaluate the CA5, CA50 and CA90 locations, which are the crank angles at which 5, 50, and
90 percent of the fuel oxidation process is complete, respectively. The crank angle duration
from the start of injection to CA5 is considered as the Ignition Delay (CA5) period. The
maximum pressure rise rate can be calculated by taking the maximum value of the derivative of
cylinder pressure with respect to the crank angle.
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Figure 4.1. Data processing sample for combustion analysis used to validate the surrogate in
this work.

4.2 Emission Analysis
Since the optical engine was skip fired, a cycle-based exhaust analysis was used. Due to the
unsteady mass flow during the exhaust valve opening period, an instantaneous mass flow rate
correction method was applied [205]. By assuming the exhaust gas remaining in the engine
cylinder undergoes isentropic expansion during the exhaust valve opening period, the mass
trapped in the cylinder changes with the crank angle according to the following equation:
Equation 51

Where i-1 and i represent conditions at two successive time steps defined by p, m, r and V,
respectively, to represent the cylinder pressure, mass, heat capacity ratio and volume. The
heat capacity ratio was determined by plotting the P-V diagram and taking the slope of the
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linear portion of the curve during the expansion stroke. The exhaust mass flow rate can be
calculated using the following equation:
Equation 52

The mass average of a given mass fraction of exhaust gas species k can be determined from the
following equation:
Equation 53

Figure 4.2 shows the cycle resolved emission analysis sample following the equations, and all the

calculations were done using Matlab script.
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Figure 4.2 Cycle resolved emission analysis sample
Soot measurements were obtained with a smoke meter (AVL model 415s). After the data was
collected for each experiment, the slope of each consecutive data point was determined. Each
time the slope changed from negative to positive, those times were marked as the end of each
skip-fired pattern. Then integration of the data over each skip-fired pattern and the ensemble
average were performed. All three emission analyzers were warmed for approximately one
hour prior to measurements to stabilize the thermal condition of the emission equipment. To
insure the data was not affected by sensor signal drift during the test, a second zeroing and
spanning calibration was performed at the end of each test point.

4.3 Analysis of Spray Images
Data processing for the Mie Scattering images was conducted with an in-house developed
Matlab script. First, a 10 cycle averaged background image with laser pulsing was used to

78

subtract the laser scattering background from the raw image shown in Figure 4.3. The liquid
threshold (5% of maximum intensity) was used to generate a binary image, and an example of
that is shown in Figure 4.4. The angle of each high value pixel was then determined relative to
the reference axis (positive x axis). After grouping the angles into seven pre-defined ranges
according to each nozzle position, liquid lengths were then calculated for each plume as the
resulting distance from the injector orifice to the spray tip. The penetration lengths were then
corrected by the inverse of cosine (19) to account for the 142° included spray angle and to
provide the linear distance from the nozzle tip along the axis of the jet. Finally, average liquid
lengths were ensemble averaged from 50 cycles considering only one of the spray plumes in the
laser path for all three fuels. The error bars show the standard deviation of the liquid lengths
over the 50 cycles. An example of liquid length plot for all seven sprays is shown in Figure 4.5.
Only the second spray results will be used for all the studies in this work as it is the one on the
laser path.

Figure 4.3 Raw spray image from Mie Scattering
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Figure 4.4 Binary spray image after background correction

Figure 4.5 Average spray liquid penetration length in solid circular symbols and standard
deviation in hollow square symbols
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By integrating the number of high value pixels, the area of each spray plume can also be
calculated, and an example of that is shown in Figure 4.6.

Figure 4.6 Average spray area in solid circular symbols and standard deviation in hollow
square symbols
The maximum spray angle can be determined for each spray plume, and an example is shown
in Figure 4.7.
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Figure 4.7 Average spray angle in solid circular symbols and standard deviation in hollow
square symbols

4.4 Calculation of Probability Density Function for Chemiluminescence
Images
Chemiluminescence images were recorded once every engine cycle and 50 cycles were
recorded for each crank angle result. Due to the cycle to cycle variation of the combustion in
the engine, the probability density function is used to describe the probability for each pixel to
take on a given value. The probabilities of a random variable X has a density function f(x) can
be calculated as,
Equation 54

And [a, b] is the interval for X, f(x) is the density function which has to satisfy the following
conditions,
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Equation 55

Equation 56

For a standard normal distribution, the density function f(x) is,
Equation 57

An example shown in Figure 4.9 is a result of the pixel value distribution with the highest
probability from the 18 individual engine cycle measurements shown in Figure 4.8.

Figure 4.8 Samples of 18 recorded images at the same crank angle degree
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Figure 4.9 The most likelihood pixel values calculated using Probability Density Function
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CHAPTER 5:
Experimental validation of jet fuel surrogates using an
optically accessible compression ignition engine
5.1 Introduction
An experimental fuel surrogate validation approach is proposed for a compression ignition
application and applied to validate jet fuel surrogates. The approach examines the agreement
of both the physical and chemical properties of surrogate and target fuels during validation
within a real compression-ignition engine environment during four sequential but distinct
combustion phases.

In-cylinder Mie Scattering measurements are applied to evaporating

sprays to compare the behavior of the surrogate, its target fuel, and for reference, n-heptane.
Early mixture formation and low temperature reaction behavior were investigated using 2-D
broadband chemiluminescence imaging, while high temperature ignition and combustion
chemistry were studied using OH chemiluminescence imaging. The optical measurements were
combined with cylinder pressure-based combustion analysis, including ignition delay and
premixed burn duration, to validate the global behavior of the surrogate. Engine-out UHC, NO
and soot emissions were also compared at different intake conditions, injection pressures and
injection strategies. The proposed approach can provide validation data for further numerical
engine combustion modeling and kinetic mechanism validation.

5.2 Literature Review
Engine development and combustion optimization costs can be greatly reduced through the
use of simulation tools. Since the auto-ignition process in a compression ignition engine is
primarily driven by chemical kinetics [206], detailed fuel chemistry is required to enable
predictive combustion and emissions modeling. However, prohibitive computational expense
and the lack of kinetic data preclude consideration of all of the species found in a common
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distillate fuel, the number of which can reach into the hundreds. Hence, fuel surrogates,
comprising mixtures formed from a limited number of pure compounds, are chosen to
represent the physical and chemical kinetic behavior of a real fuel. A key element to surrogate
development is the validation required to establish the fidelity of the emulation of the target
fuel within a practical combustion system.
The U.S. military’s Single Fuel Concept mandates the compatibility of all military combustion
devices with jet fuel, including conventional compression ignition diesel engines. Current jet
fuels can be derived from a variety of alternative sources and possess a wide range of physical
and chemical properties [207, 208], including autoignition tendency. The formulation of jet fuel
surrogates may therefore differ depending on the selected target properties [209-214]. The
importance of the target properties is also application dependent. For example, a surrogate
developed for a turbine application may not consider autoignition tendency as a target
property, which is paramount for reciprocating engines. Fundamental shock tube, flow reactor
and rapid compression machine experiments [215-223] are often used to validate JP-8
surrogate gas phase ignition delays. However, many practical combustion devices have unique
operating conditions involving different physical and chemical processes. A fuel surrogate
designed to reproduce the behavior of a target fuel in one combustion system may not do so in
another [62]. For example, a fuel surrogate validated with fundamental gas phase constant
volume or flow reactor ignition experiments may fail to capture the physical phenomena
important to mixture formation processes that lead to ignition within compression ignition
engines, such as spray breakup and evaporation. In addition, the internal combustion engine
operates under varying temperature and pressure time histories, which require the surrogate
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to be examined in multiple ignition regimes (low, intermediate and high temperature) within a
single cycle.

Therefore, engine experiments are required to further validate the jet fuel

surrogate within real environments [113, 224].
In this work, a systemic approach is proposed for validating jet fuel surrogates within an
optically-accessible compression ignition engine with varying intake conditions and injection
pressures with both single and double injections. The use of the optical engine allows the
application of optical diagnostic techniques to provide spatial and temporal insights into the
spray and kinetic processes during surrogate validation.

Figure 5.1 shows the surrogate

validation approach which examines four sequential processes occurring within the combustion
chamber beginning from the start of fuel injection. First, evaporating spray liquid penetration
measurements are made to compare the in-cylinder spray behavior of the surrogate to its
target fuel. Second, low temperature 2-D chemiluminescence imaging is used to verify similar
intermediate radical distribution during the low temperature heat release period. Third, the
auto-ignition radical distribution is validated using OH chemiluminescence imaging. Finally,
conventional cylinder pressure-based global heat release analysis and engine-out emissions are
compared for the surrogate and target fuel as metrics of the overall oxidation process. These
data can be further used for CFD model validation, providing 2-D measurements that can be
spatially compared with reacting 3-D CFD predictions with the surrogate.
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Mass flow rate and
temperature controlled
intake air
Fuel is injected into
controlled air at elevated
pressure and temperature
Mie Scattering measures incylinder evaporating spray
penetration length
Liquid fuel breakup and evaporation
Broadband
chemiluminescence imaging
during low and intermediate
temperature ignition
Autoignition
OH chemiluminescence imaging during high
temperature ignition and combustion; heat release
analysis from in-cylinder pressure measurements
Emission formation and oxidation
UHC, NO and soot emissions
measurements during engine
exhaust

Figure 5.1. Steps of the experimental surrogate validation approach.

5.3 Validation of Sasol IPK (POSF10133) Fuel Surrogate
5.3.1 Sasol IPK (POSF10133) fuel surrogate
Sasol IPK (POSF10133) fuel surrogate was formulated using the first version of the surrogate
optimizer developed by Kim et al., [91] with linear blending rule for cetane number (CN)
prediction. The projected derived cetane number (DCN) for the surrogate was 31, and a DCN of
36 was obtained from the actual measurement using Ignition Quality Tester (IQT) with the
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surrogate mixed from pure compounds. The surrogate composition used in the engine
experiments and the measured DCN are shown in Table 5.1.
Table 5.1. Measured DCN of the pure surrogate components, target and surrogate fuels
(Sasol IPK POSF 10133).
Fuel

DCN

%Vol/Vol

n-dodecane

76.1

11.95

iso-cetane

15

64.92

n-decane

66.62 12.92

MCH

N/A

Sasol IPK

36

10.21

POSF10133 (target fuel)
Surrogate

30

5.3.2 Engine operating conditions
During the experiments, the engine oil and coolant temperatures were controlled to 60 C using
an electronic conditioning unit to maintain wall temperature, while the fuel temperature was
maintained at 25 C using process cooling water. The engine speed was kept at 1200 RPM to
match the 10 Hz frequency of the laser pulse during the Mie Scattering experiments. The
chemiluminescence experiments were conducted with a 20/3 motored/fired ratio to maintain
the thermal stability of the engine.
To avoid combustion luminosity inference with the Mie Scattering signal, a non-combusting
condition was selected for the spray measurements. This was achieved by retarding the start of
injection until autoignition consistently failed. Table 5.2 shows the same intake and injection
conditions for all three fuels.
Table 5.2. Operating conditions for Mie Scattering experiments
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Mie Scattering Experiments
Injection Pressure
Injector Energize Duration
Injection Timing
Intake Temperature
Estimated Isentropic Compression Temperature at SOI
Charge Density at SOI

800 Bar
0.25 msec
-5° aTDC
40 °C
772 K

To minimize window fouling and signal attenuation, broadband and OH chemiluminescence
images were taken at a non-sooting engine condition, as shown in Table 5.3.
Table 5.3. Operating conditions for chemiluminescence imaging
Broadband and OH Chemiluminescence Imaging
Injection Pressure
800 bar
Injector Energize Duration
0.35 msec
Estimated Isentropic Compression
924 K
Temperature at SOI
Charge Density

The degree to which the surrogate represents the behavior of the target fuel over a range of
intake conditions was examined with a single injection event for different charge densities at
the start of injection (SOI), as shown in Table 5.4. For each charge density, a range of
temperatures and densities at the start of injection (SOI) was achieved by controlling the intake
air temperature and pressure. Due to the large difference in ignition delay between the
surrogate and the target fuel, injection timings were not able to be kept the same between the
two fuels. However injection durations were kept at 0.35 msec under all intake conditions.
Table 5.4. Operating conditions to assess the effect of intake manifold conditions
Effects of Intake Conditions
Charge Density at SOI
19
25
(
)
Intake Temperature (°C)
65 to 120
65 to 120
Injection Timing For Sasol IPK
-12
-4

31
65 to 120
-3

90
POSF 10133 (° aTDC)
Injection Timing For Surrogate
Fuel (° aTDC)

-6

-4

0

5.3.3 Comparison of liquid spray penetration length between Sasol IPK POSF
10133, its surrogate and n-heptane
Figure 5.12 shows the in-cylinder spray liquid penetration length from Sasol IPK POSF 10133, its
surrogate and n-heptane fuel at the operating conditions described in Table 5.2. The horizontal
line drawn in the plots as a reference shows the distance from the injector tip to the
combustion chamber wall. Wall impingement was not observed from the Sasol IPK POSF 10133
and its surrogate fuel during the fully developed spray period. The standard deviation shows
that there is cyclic variability during the injection event. The curves showed an offset among
the three fuels in terms of the crank angle at which the liquid was first and last observed. The
surrogate and Sasol IPK POSF 10133 appear to be slightly more advanced than n-heptane which
may be the effect of fuel properties on the flow inside of the injector. Overall, the penetration
lengths from the Sasol IPK POSF 10133 fuel and surrogate were similar compared to the results
from n-heptane fuel, and they overlapped within the uncertainty defined by the shot-to-shot
standard deviation.
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Figure 5.2. Average in-cylinder spray penetration lengths from Sasol IPK POSF10133,
surrogate and n-heptane

5.3.4 Comparison of broadband chemiluminescence PDFs between Sasol IPK
POSF 10133 and its surrogate
Figure 5.3 shows the probability density function calculated from the broadband
chemiluminescence for Sasol IPK POSF 10133 and its surrogate under the same operating
conditions together with the pressure and heat release curves. The intensity of the broadband
chemiluminescence during this stage is very weak since the gas temperature is still within the
low temperature regime from 750 to 950 K. The broadband images were gathered through the
appearance of the high intensity OH chemiluminescence signal that is a marker for high
temperature ignition, at which point the unfiltered signal saturates the camera. The pressure
and heat release curves show the peak of low temperature heat release is lower for Sasol IPK
POSF10133 fuel and it takes longer until the high temperature heat release starts.
The broadband chemiluminescence PDFs show that low temperature reactivity starts
approximately one crank angle degree later with Sasol IPK POSF 10133 than for its surrogate.
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After 4.5°aTDC the broadband chemiluminescence from the surrogate were saturated with OH*
chemiluminescence while this took another five crank angle degrees for the Sasol IPK
POSF10133 to happen. This agreed well with the pressure and heat release curves where a
second peak of low temperature heat release was observed from the Sasol IPK 10133 fuel
which is not the case for the surrogate. Spatially, the broadband chemiluminescence appeared
in the same location and with a similar pattern between the Sasol IPK POSF10133 and surrogate
before the additional period of low temperature heat release started. During the additional low
temperature heat release period, the broadband chemiluminescence from the Sasol IPK
POSF10133 covered more low reactivity areas at the periphery of the combustion chamber
which can be explained from additional mixing over time.
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Sasol IPK
POSF
Surrogate
10133
0.0°aTDC

5.5°aTDC

0.5°aTDC

6.0°aTDC

1.0°aTDC

6.5°aTDC

1.5°aTDC

7.0°aTDC

2.0°aTDC

7.5°aTDC

2.5°aTDC

8.0°aTDC

3.0°aTDC

8.5°aTDC

3.5°aTDC

9.0°aTDC

4.0°aTDC

9.5°aTDC

4.5°aTDC
5.0°aTDC

Sasol IPK
POSF
10133
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Figure 5.3 Probability density functions calculated from the broadband chemiluminescence
for Sasol IPK POSF 10133 and its surrogate shown with the ensemble averaged pressure and
heat release curves

5.3.5 Comparison of OH* chemiluminescence PDFs between Sasol IPK POSF
10133 and its surrogate
Figure 5.4 shows the probability density function calculated from the OH* chemiluminescence
for Sasol IPK POSF10133 and its surrogate under the same engine conditions, together with the
pressure and heat release curves.

High temperature OH* chemiluminescence appeared

approximately four crank angle degrees earlier for the surrogate than for Sasol IPK POSF 10133,
and the same phasing can be observed from the pressure and heat release curves. Spatially, the
OH* chemiluminescence from the surrogate appears more uniformly compared to that from
Sasol IPK POSF 10133.
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Sasol IPK
Surrogate POSF

Sasol IPK
Surrogate POSF

10133

10133

5.5°aTDC

14.5°aTDC

6.5°aTDC

15.5°aTDC

7.5°aTDC

18°aTDC

8.5°aTDC

20°aTDC

9.5°aTDC

22°aTDC

10.5°aTDC

24°aTDC

11.5°aTDC

26°aTDC

12.5°aTDC

28°aTDC

13.5°aTDC

Figure 5.4 Probability density functions calculated from the OH chemiluminescence for Sasol
IPK POSF 10133 and its surrogate shown with the ensemble averaged pressure and heat
release curves.
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5.3.6 Comparison of ignition delay and burn duration between Sasol IPK POSF
10133 and its surrogate under different intake conditions
Figure 5.5, Figure 5.6 and Figure 5.7 show the Ignition Delay (ARHR_zero) and the Ignition Delay
(CA5) for different intake conditions as a function of intake temperature for Sasol IPK POSF
10133 and its surrogate. The error bars represents the standard deviation from a 150 cycle
average. It can be seen in Figure 5.5 that at lower charge density condition (19 kg/

) both

the Ignition Delay (ARHR_zero) and the Ignition Delay (CA5) are longer for Sasol IPK POSF 10133
than for the surrogate. The standard deviations at lower intake temperature conditions are
larger due to later combustion phasing. Figure 5.6 shows that when charge density increases
from 19 kg/

to 25 kg/

, the Ignition Delays (ARHR_zero) for both fuels become similar

while the Ignition Delays (CA5) are still quite different. When the charge density increases from
25 kg/

to 31 kg/

as shown in Figure 5.7, both Ignition Delays are similar for Sasol IPK

POSF10133 and its surrogate.

Figure 5.5 The Ignition Delay (ARHR_zero) and the Ignition Delay (CA5) at a charge density of
19 kg/ , as a function of intake temperature for Sasol IPK POSF 10133 and its surrogate

97

Figure 5.6 The Ignition Delay (ARHR_zero) and the Ignition Delay (CA5) at a charge density of
25 kg/ , as a function of intake temperature for Sasol IPK POSF 10133 and its surrogate

Figure 5.7 The Ignition Delay (ARHR_zero) and the Ignition Delay (CA5) at a charge density of
31 kg/ , as a function of intake temperature for Sasol IPK POSF 10133 and its surrogate
Figure 5.8, Figure 5.9 and Figure 5.10 show the Burn Duration (CA5 to CA50) and the Burn
Duration (CA5 to CA90) for different intake conditions as a function of the intake temperature
for Sasol IPK POSF10133 and its surrogate. The error bars represents the standard deviation
from a 150 cycle average. As it can be seen from all three figures, the Burn Durations (CA5 to
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CA50) are close between the two fuels under all charge conditions and temperatures. The Burn
Durations (CA5 to CA90) have higher standard deviations compared to Burn Duration (CA5 to
CA90), which is caused by the pressure noise at the end of high temperature combustion. At
the two lower charge density conditions (19 and 25 kg/

), the Burn Durations (CA5 to CA90)

are slightly different, and the difference becomes smaller at the high charge density condition
(31 kg/

).

Figure 5.8 The Burn Duration (CA5 to CA50) and the Burn Duration (CA5 to CA90) at a charge
density of 19 kg/ , as a function of intake temperature for Sasol IPK POSF 10133 and its
surrogate
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Figure 5.9 The Burn Duration (CA5 to CA50) and the Burn Duration (CA5 to CA90) at a charge
density of 25 kg/ , as a function of intake temperature for Sasol IPK POSF 10133 and its
surrogate

Figure 5.10 The Burn Duration (CA5 to CA50) and the Burn Duration (CA5 to CA90) at a charge
density of 31 kg/ , as a function of intake temperature for Sasol IPK POSF 10133 and its
surrogate

5.3.7 Summary
The proposed surrogate for Sasol IPK POSF 10133 fuel was mixed from pure chemical
compounds, and a set of optical and pressure based measurements were applied to compare
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the agreement between the two fuels. As a result, the penetration lengths from the Sasol IPK
POSF 10133 fuel and surrogate were similar compared to the results from n-heptane fuel, and
they overlapped within the uncertainty defined by the shot-to-shot standard deviation.
However, due to the use of linear blending rule for the cetane number in the surrogate
optimizer, the proposed surrogate fuel exhibits a shorter ignition delay at various charge
density and temperature conditions based on in-cylinder pressure measurements. The
difference was also observed from the broadband and OH* chemiluminescence PDFs. Further
emission measurements using this surrogate were not performed due to the large difference in
ignition delay, and further optimization of ignition quality are proposed.

5.4 Validation of Jet-A (POSF4658) Fuel Surrogate
5.4.1 Jet-A (POSF4658) fuel surrogate
Jet-A (POSF4658) and its surrogate, mixed from pure compounds, were used for all experiments.
N-heptane was also used in the spray measurements as a reference. The surrogate formulation
applied here was determined using the surrogate optimizer developed by Kim et al., [91]. In
the present work, the derived cetane numbers (DCN) of the target fuel and the pure surrogate
components were updated within the optimizer with direct measurements from Ignition
Quality Tester (IQT) experiments [225, 226]. The DCNs were updated with values obtained
from a single source to remove potential device-to-device errors in DCN. After these updates,
summarized

in

Table

5.5,

the

relative

surrogate

composition

(n-dodecane/iso-

cetane/decalin/toluene) was re-optimized to match the target fuel DCN value, while
maintaining similar levels of emulation for the other target properties (MW, LHV, H/C, density,
viscosity, surface tension, distillation curve) shown in Figure 5.11. The resulting surrogate
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composition was n-dodecane/iso-cetane/decalin/toluene = 0.456/0.145/0.2632/0.1358 by
liquid volume, with the surrogate DCN within 0.5% of the target Jet-A fuel.
Table 5.5. Measured DCN of the pure surrogate components, target and surrogate fuels (JetA POSF-4658).
Fuel

DCN

%Vol/Vol

n-dodecane

76.1

45.6

iso-cetane

15

14.5

decalin

31.45 26.3

toluene

-0.6

Jet-A POSF-4658 (target fuel)

45.02

Surrogate

45.23

13.58

Figure 5.11. Physical properties of Jet-A POSF4658 and its surrogate fuels used in the
experiments.
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5.4.2 Engine operating conditions
During the experiments, the engine oil and coolant temperatures were controlled to 60 C using
an electronic conditioning unit to maintain wall temperature, while the fuel temperature was
maintained at 25 C using process cooling water. The engine speed was kept at 1200 RPM to
match the 10 Hz frequency of the laser pulse during the Mie Scattering experiments. The
chemiluminescence experiments were conducted with a 20/3 motored/fired ratio to maintain
the thermal stability of the engine.
To avoid combustion luminosity inference with the Mie Scattering signal, a non-combusting
condition was selected for the spray measurements. This was achieved by retarding the start of
injection until autoignition consistently failed. Table 5.6 shows the same intake and injection
conditions for all three fuels.
Table 5.6. Operating conditions for Mie Scattering experiments
Mie Scattering Experiments
Injection Pressure
Injector Energize Duration
Injection Timing
Intake Temperature
Estimated Isentropic Compression Temperature at SOI
Charge Density at SOI

800 Bar
0.25 msec
-5° aTDC
40 °C
772 K

To minimize window fouling and signal attenuation, broadband and OH* chemiluminescence
images were taken at two non-sooting engine conditions, as shown in Table 5.7.
Table 5.7. Operating conditions for chemiluminescence imaging
Broadband and OH* Chemiluminescence Imaging
Injection Pressure
800 bar
Injector Energize Duration
0.35 msec
Estimated Isentropic Compression
837 K
906 K
Temperature at SOI
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Charge Density

The degree to which the surrogate represents the behavior of the target fuel over a range of
intake conditions was examined with a single injection event for different charge densities at
the start of injection (SOI), as shown in Table 5.8. For each charge density, a range of
temperatures and densities at the start of injection (SOI) was achieved by controlling the intake
air temperature and pressure.

CA50 was held constant at about 9  aTDC through the

adjustment of injection timing.
Table 5.8. Operating conditions to assess the effect of intake manifold conditions
Effects of Intake Conditions
Charge Density at SOI
19
25
(
)
Intake Temperature (°C) 65 to 120
65 to 120
Isentropic Compression 837 to 981
843 to 980
Temperature at SOI (K)
Injection Timing (° aTDC) -4 to -0.6
-1.2 to 1.7

31
65 to 120
844 to 976
0.5 to 3.4

A sweep of injection pressures (400, 600 and 800 bar) was performed at each of the four
extreme intake conditions shown in Table 5.9 at light load with a single injection. Under these
conditions combustion occurred in a primarily premixed manner. A double injection strategy
was also used at the same manifold conditions to limit cylinder pressure rise rates. Thus, higher
loads could be achieved to examine the fuel behavior in a more diffusion-controlled
environment. Similar to the previous chemiluminescence study, CA50s were maintained at 9
aTDC. The current duration of the single and first injections was held approximately constant,
while the dwell times for the second injection of the double injection experiments were
selected so that the second injection began after the start of combustion. The current duration
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of the second injection was adjusted to maintain an IMEP of 2.9 bar, while the IMEP for the
single injection cases was approximately 1.2 bar. Six cases were examined at each of the four
intake conditions, with details shown in Table 5.9, Table 5.10, Table 5.11 and Table 5.12,
respectively.

Table 5.9 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 19 kg/
and temperature is 844
K at TDC)
Charge Density

and TDC Isentropic Compression Temperature 844 K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1st Injection
Duration
(msec)

2nd SOI
(°
aTDC)

2nd Injection
Duration
(msec)

1
2
3
4
5
6

800
800
600
600
400
400

-4
-4
-4
-4
-5
-4.5

0.35
0.3
0.4
0.4
0.59
0.59

/
9
/
9
/
9

/
0.3
/
0.35
/
0.3

Table 5.10 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 19 kg/
and temperature is 981
K at TDC)
Charge Density

and TDC Isentropic Compression Temperature 981K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1
2
3
4
5
6

800
800
600
600
400
400

-0.6
-0.6
-0.6
-0.6
-0.6
-0.6

1st Injection
Duration
(msec)
0.35
0.32
0.4
0.4
0.56
0.68

2nd SOI
(°
aTDC)
/
9
/
9
/
9

2nd Injection
Duration
(msec)
/
0.25
/
0.25
/
0.35
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Table 5.11 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 29 kg/
and temperature is 844
K at TDC)
Charge Density

and TDC Isentropic Compression Temperature 844 K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1st Injection
Duration
(msec)

2nd SOI
(°
aTDC)

2nd Injection
Duration
(msec)

1
2
3
4
5
6

800
800
600
600
400
400

0.5
0.5
0
0
-0.5
-0.5

0.35
0.27
0.415
0.345
0.6
0.62

/
9
/
9
/
9

/
0.25
/
0.25
/
0.25

Table 5.12 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 29 kg/
and temperature is 981
K at TDC)
Charge Density

and TDC Isentropic Compression Temperature 981K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1st Injection
Duration
(msec)

2nd SOI
(°
aTDC)

2nd Injection
Duration
(msec)

1
2
3
4
5
6

800
800
600
600
400
400

3.4
3
3
3
3
3

0.35
0.27
0.44
0.315
0.615
0.615

/
8
/
8
/
8

/
0.25
/
0.25
/
0.25

5.4.3 Comparison of liquid spray penetration length between Jet-A POSF 4658, its
surrogate and n-heptane
Since the spray injection event is the first interaction between the compressed charge and the
fuel, it plays an extremely important role in a direct injection compression ignition engine.
Figure 5.12 shows the in-cylinder spray liquid penetration length from Jet-A POSF 4658, its
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surrogate and n-heptane fuel at the operating conditions described in Table 5.6. The horizontal
line drawn in the plots as a reference shows the distance from the injector tip to the
combustion chamber wall. Wall impingement was observed from the Jet-A POSF 4658 and its
surrogate fuel during the fully developed spray period. The standard deviation shows that
there is more cyclic variability at the beginning and the end of an injection event. The curves
showed an offset among the three fuels in terms of the crank angle at which the liquid was first
and last observed. The surrogate and Jet-A POSF 4658 appear to be slightly more advanced
than n-heptane which may be the effect of fuel properties on the flow inside of the injector.
Overall, the penetration lengths from the Jet-A target fuel and surrogate were similar compared
to the results from the n-heptane fuel, and they overlapped within the uncertainty defined by
the shot-to-shot standard deviation. The penetration length predicted by the general
correlation from Dent based on the jet mixing model [158] given by Eq.(4) was then compared
against the data. In the correlation
charge density and temperature,

is the pressure drop across the nozzle,

and

is the

is the nozzle diameter and t is time after start of injection.

Equation 58

This correlation was derived from steady flow jet mixing tests, and it has been found to
overestimate the penetration length immediately subsequent to the start of injection when the
flow is highly transient and more dependent on nozzle type [158]. The penetration length of
Jet-A POSF 4658 and its surrogate in this work were found to have reasonable agreement with
the correlation after the beginning part of the injection but before the spray reached the wall.
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Figure 5.12. Average in-cylinder spray penetration lengths from Jet-A POSF4658, surrogate
and n-heptane with an empirical correlation from Dent.
To investigate the beginning part of the injection and the effect of different fuel properties of
Jet-A POSF4658, its surrogate and n-heptane fuel on penetration length, the data were
compared to a more general scaling law from Naber and Siebers [227]. Figure 5.13 shows that
the penetration lengths at the beginning of the injection process have a linear correlation with
time after SOI, which fits the near-field limit of the scaling law.
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Figure 5.13. The linear time correlation of penetration length at the beginning of the injection
process with all three fuels tested.
The near-field penetration length, S from the scaling law is given by Eq.(5) where
the pressure of fuel and charge respectively,
injection, and

and

are

is the fuel density, t is time after start of

is the velocity coefficient which accounts for the effects of friction loss and

cavitation on the flow velocity through the orifice.
Equation 59

is the only unknown parameter in the correlation, and by using the penetration length from
this work, three

were calculated for each of the three different fuels as is shown in Table

5.13. Hiroyasu et al. correlated their data, and a

of 0.39 was proposed in their earlier

study[228]. The velocity coefficients calculated based on the data in this work are smaller
compared to 0.39. Qin et al.[229] found the discharge coefficient is much lower for a VCO type
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injector compared to a mini-sac type injector. This can also be attributed to the characteristic of
the Piezo injector under partial lift condition where the Piezo charge can affect the velocity
coefficient. This was studied by Payri et al. [230] earlier, and Figure 5.14 shows the effect of the
Piezo charge on the velocity coefficient from their study. The data shows that if the Piezo
charge is lower than seventy percent the velocity coefficient decreases sharply with a reduced
Piezo charge especially at high injection pressure. Based on the data in this work, the difference
in velocity coefficients for the three fuels using the same injector nozzle and operating
conditions is attributed to differences in other fuel properties not considered in the correlation.
However, it can be seen that the velocity coefficient of the surrogate (0.22) is very similar to
that of Jet-A POSF 4658 (0.23), yet considerably different from the value determined for nheptane (0.19), suggesting that the surrogate is able to capture the spray behavior of the target
Jet-A POSF4658 fuel under the condition tested.
Table 5.13. Three velocity coefficients from the three different fuels tested.
Fuel
n-heptane
Jet-A POSF 4658
Surrogate

Velocity Coefficient
0.189
0.231
0.222
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Figure 5.14 Effect of Piezo charge on velocity coefficient [230]

5.4.4 Comparison of broadband chemiluminescence PDFs between Jet-A POSF4658
and its surrogate
The low temperature heat release period is the next combustion phase considered. The
intensity of the broadband chemiluminescence during this stage is very weak since the gas
temperature is still within the low temperature regime from 750 to 950 K. The broadband
images were gathered through the appearance of the high intensity OH* signal that is a marker
for high temperature ignition, at which point the unfiltered signal saturates the camera. Figure
5.15 shows the probability density function calculated from the broadband chemiluminescence
for Jet-A POSF4658 and its surrogate at two engine conditions together with the pressure and
heat release curves. The pressure and heat release curves show minimal differences between
the two fuels at both engine conditions. However, the broadband chemiluminescence PDFs
show that low temperature reactivity occurs half a crank angle degree earlier with Jet-A POSF
4658 than for its surrogate. Spatially, the broadband chemiluminescence appears in the same
location and with a similar pattern, indicating similar mixture reactivity between the Jet-A POSF
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4658 and its surrogate fuel under both engine conditions tested. It is worth noting that the
center area with the low signal level from the lower temperature and lower charge density case
(leftmost two columns of chemiluminescence) is smaller compared to that of the higher
temperature and higher charge density case (rightmost two columns of chemiluminescence).
This is believed to be the effect of the additional time for mixing provided by the longer ignition
delay of the lower temperature and charge density case; the additional mixing results in a
broader distribution of chemiluminescence.
surrogate fuel.

This difference is also well captured by the
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Charge Density

Charge Density

Temperature 837 K at
SOI

Temperature 906 K at
SOI

Surrogate Target

Surrogate Target

2.5°aTDC

4.5°aTDC

3.0°aTDC

5.0°aTDC

3.5°aTDC

5.5°aTDC

4.0°aTDC

6.0°aTDC

4.5°aTDC

6.5°aTDC

5.0°aTDC

7.0°aTDC

5.5°aTDC

7.5°aTDC

6.0°aTDC

8.0°aTDC

Pixel
Count
(a.u.)

Figure 5.15 Probability density functions calculated from the broadband chemiluminescence
for Jet-A POSF 4658 and its surrogate under two different engine conditions shown with the
ensemble averaged pressure and heat release curves.
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5.4.5 Comparison of OH* chemiluminescence PDFs between Jet-A POSF4658 and
its surrogate
Following the low temperature heat release period is the high temperature heat release period,
where high temperature autoignition is characterized by the OH* chemiluminescence signal.
Figure 5.16 shows the probability density function calculated from the OH* chemiluminescence
for Jet-A POSF 4658 and its surrogate under two engine conditions, together with the pressure
and heat release curves. High temperature OH* chemiluminescence exhibits higher intensity
than

low

temperature

broadband

chemiluminescence.

Although

the

broadband

chemiluminescence has slightly different phasing between the two fuels this difference does
not seem to affect the high temperature ignition phasing at either engine condition. Spatially,
OH* chemiluminescence also shows similar behavior for the two fuels.

The previous

observation that more mixing time causes less reactivity in the center of the bowl area was
confirmed again from the OH* chemiluminescence distribution.

It can be seen that the

surrogate captured a similar high-temperature reactivity distribution to that of the target fuel.
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Temperature 837 K at
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Temperature 906 K at
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Figure 5.16 Probability density functions calculated from the OH chemiluminescence for Jet-A
POSF 4658 and its surrogate under two different engine conditions shown with the ensemble
averaged pressure and heat release curves.
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5.4.6 Combustion and emission analysis on effects of intake conditions between JetA POSF4658 and its surrogate
The effects of different intake conditions were first studied using global combustion and
emission analysis. Since fuel evaporation and combustion are very sensitive to temperature, a
sweep of intake temperature was performed to observe the temperature response of the
target Jet-A POSF4658 and its surrogate fuel. Three charge densities resulted from changing
the mass flow rate of the intake air while keeping the intake temperature constant. Due to the
same injection duration, mixtures with higher charge density will have greater global oxygen
availability. In addition vapor penetration will decrease with density.
Figure 5.17 shows the Ignition Delay (ARHR_zero) for different intake conditions, as a function
of isentropic compression temperatures at SOI.

The error bars represent the standard

deviation from a 150 cycle average. It can be seen that the low temperature ignition delay
decreases as the temperature at SOI increases, and it decreases with charge density at a given
temperature, as expected. The root mean square error and maximum error for the Ignition
Delays (ARHR_zero) between Jet-A POSF4658 and its surrogate are 0.5 CAD and 0.7 CAD
respectively, which is consistent with the broadband chemiluminescence results.
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Figure 5.17 Comparisons of Ignition Delay ARHR_zero between Jet-A POSF 4658 and its
surrogate under different intake conditions.
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The Ignition Delay (CA5) shown in Figure 5.18 from the same intake conditions decreases with
increasing temperature and charge density.

The differences between Ignition Delay

(ARHR_zero) and Ignition Delay (CA5) at the same intake conditions increase with charge
density. The data from Jet-A POSF4658 and its surrogate fuel overlap within one standard
deviation for Ignition Delay (CA5). The root mean square error and maximum error for the
Ignition Delays (CA5) between Jet-A POSF4658 and its surrogate are 0.1CAD and 0.3CAD,
respectively.

Figure 5.18 Comparisons of Ignition Delay CA5 between Jet-A POSF 4658 and its surrogate
under different intake conditions.
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Figure 5.19 shows the Burn Duration (CA5-CA50) at different intake conditions. It can be
observed that this parameter was constant within half a crank angle degree over all
temperature and charge density conditions examined, which is well correlated with the OH*
chemiluminescence results.

This indicates that the burn duration is not sensitive to

temperature, pressure and oxygen content under the current test conditions. The root mean
square error and maximum error for the Burn Duration (CA5-CA50) between Jet-A POSF4658
and its surrogate are 0.3CAD and 0.5CAD, respectively.

Figure 5.19 Comparison of burn duration (CA5-CA50) between Jet-A POSF 4658 and its
surrogate under different intake conditions.
Figure 5.20 shows the mass averaged NO emissions of the two fuels at different intake
conditions. The mass averaged NO emission increases from 220 ppm to 360 ppm during a 140
K increase in compression temperature for the higher charge density case. The difference
decreases to 60 ppm for the medium charge density case, and almost no difference is observed
at lower charge density case. At the same compression temperature NO emissions at the
higher charge density are lower than for the two lower charge density cases. The NO formation
reactions are very sensitive to high temperature due to their high activation energy.
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Considering single injection cases in this study are overall lean, the lower charge density case
will have higher local equivalence ratio when fueling rate is the same, and the combustion
temperature is expected to be higher. The NO emissions from the surrogate fuel have a good
agreement with the target Jet-A POSF4658 fuel at all intake conditions examined which has a
root mean square error of 18 PPM and maximum error of 34 PPM.

Figure 5.20. Comparisons of mass averaged NO emissions between Jet-A POSF 4658 and its
surrogate under different intake conditions.
Figure 5.21 shows the mass averaged UHC emissions for the two fuels at different intake
conditions. UHC concentration decrease with increasing compression temperature and also
decrease with increasing charge density for both fuels. The higher charge density will have
lower overall fuel concentration, so it is likely that less fuel will be quenched closed to the
chamber wall and trapped in the crevice regions. The UHC emissions from Jet-A POSF4658 fuel
are considerably higher than from its surrogate towards lower charge density and lower intake
temperature condition which may be due to the presence of heavier fuel components not
captured by the surrogate fuel according to the distillation curves [231]. However, the UHC
emissions are very similar under high charge density conditions. Under all intake conditions
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examined, the root mean square error and maximum error for the UHC emissions between JetA POSF4658 and its surrogate are 20 PPM and 56 PPM, respectively.

Figure 5.21. Comparison of mass averaged UHC emissions between Jet-A POSF 4658 and its
surrogate under different intake conditions.

5.4.7 Combustion and emission analysis on effects of injection pressure between
Jet-A POSF4658 and its surrogate with single and double injections
In a direct injection compression ignition engine, fuel is introduced into the combustion
chamber in the liquid phase, which will break up, evaporate and combust sequentially. Thus,
the injection pressure affects the mixture formation, combustion and emission processes
significantly.

In this study, the effects of injection pressures on global combustion and

emissions from Jet-A POSF4658 and its surrogate fuel will be discussed.

Since the load

achievable by single injection is relatively low in this case, a double injection strategy was
applied to increase engine load while keeping the pressure rise rate within acceptable limits.
All the injection conditions were repeated for the four extreme points from the intake
conditions sweep reported earlier.
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Figure 5.22 shows the effect of injection pressure on Ignition Delay (ARHR_zero) with a single
injection at four intake conditions using Jet-A POSF4658 and its surrogate. As injection pressure
increases from 400 bar to 800 bar, the Ignition Delay decreases slightly for both fuels, which is
consistent with faster fuel-air mixing rates at higher injection pressure [232]. The surrogate
was able to capture the trend except at the high temperature/charge density condition where
the injection pressure exhibited a negligible effect on the surrogate ignition delay.

The

differences in Ignition Delay (ARHR_zero) observed between the surrogate and Jet-A fuel are
greatest under lower charge density and lower temperature conditions. Under all three single
injection pressures and the four intake conditions tested, the root mean square error and
maximum error for the Ignition Delay (ARHR_zero) between Jet-A POSF4658 and its surrogate
are 0.6 CAD and 1.1 CAD, respectively.

Figure 5.22 Effect of injection pressure on Ignition Delay (ARHR_zero) with single injection at
four intake conditions.
Figure 5.23 shows the effect of injection pressure on Ignition Delay (ARHR_zero) with double
injection at four intake conditions using Jet-A POSF4658 and its surrogate. Since the second
injection timings were chosen to occur after the start of the high temperature ignition process,
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the only difference expected was a slightly higher wall temperature compared to single
injection conditions due to a greater amount of fuel energy being added. The Ignition Delay
(ARHR_zero) at the lower temperature and higher charge density condition seem to be more
affected than at other intake conditions. Otherwise, similar behaviors were observed in single
injection conditions. Under all three double injection pressures and the four intake conditions
tested, the root mean square error and maximum error for the Ignition Delay (ARHR_zero)
between Jet-A POSF4658 and its surrogate are 0.5 CAD and 1.2 CAD, respectively.

Figure 5.23 Effect of injection pressure on Ignition Delay (ARHR_zero) with double injection at
four intake conditions.
Figure 5.24 shows the effect of injection pressure on Ignition Delay (CA5) with single injection at
four intake conditions using Jet-A POSF 4658 and its surrogate. The differences in Ignition
Delay (CA5) between the two fuels were within the experimental standard deviation except at
400 bar under the lower temperature and high charge density conditions. Under all three
single injection pressures and the four intake conditions tested, the root mean square error and
maximum error for the Ignition Delay (CA5) between Jet-A POSF4658 and its surrogate are 0.5
CAD and 1.0 CAD, respectively.
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Figure 5.24 Effect of injection pressure on Ignition Delay CA5 with single injection at four
intake conditions.
Figure 5.25 shows the effect of injection pressure on Ignition Delay CA5 with double injection at
four intake conditions using Jet-A POSF 4658 and its surrogate. Again, slightly different wall
temperatures can be expected between the single and double injection conditions; however,
this effect seems to be minimal for the Ignition Delay (CA5). Under all three double injection
pressures and the four intake conditions tested, the root mean square error and maximum
error for the Ignition Delay (CA5) between Jet-A POSF4658 and its surrogate are 0.5 CAD and
0.7 CAD, respectively.
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Figure 5.25 Effect of injection pressure on Ignition Delay (CA5) with double injection at four
intake conditions.
Figure 5.26 shows the effect of injection pressure on the Premixed Burn Duration (CA5-CA50)
with a single injection at four intake conditions using Jet-A POSF4658 and its surrogate. The
premixed burn duration does not vary much over three different injection pressures at three
intake conditions except at the higher temperature and higher charge density condition. The
shortest ignition delay is expected at the highest pressure and temperature, presumably
leading to less mixing and evaporation. Also, the burn duration increases when injection
pressure is decreased to 400 bar, where mixing and evaporation take even more time as a
consequence of larger droplet size. The surrogate matches the premixed burn duration closely
compared to Jet-A POSF 4658 under all injection pressure and intake conditions examined with
a root mean square error of 0.2 CAD and maximum error of 0.3 CAD.
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Figure 5.26 Effect of injection pressure on Burn Duration (CA5-CA50) with single injection at
four intake conditions.
Figure 5.27 shows the effect of injection pressure on Burn Duration (CA5-CA50) with the double
injection strategy at four intake conditions using Jet-A POSF 4658 and its surrogate. It was
expected that the burn duration should increase when a double injection was used due to more
fuel energy added into the same amount of charge mass compared to the single injection cases.
The average burn durations following the double injection were four to five crank angles longer
than that for the single injection conditions. Due to the interaction between the first and
second injection during combustion, the effect of injection pressure on the burn duration
becomes more complicated. In the case of the two higher temperature conditions, the burn
duration decreases monotonically with injection pressure but this trend is not followed at the
lower temperature and charge density condition. It can be seen that the surrogate captured
the trend exhibited by the target fuel as injection pressure or intake conditions were varied.
The difference between the two fuels has a root mean square error of 0.9 CAD and maximum
error of 2.2 CAD.
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Figure 5.27 Effect of injection pressure on Burn Duration (CA5-CA50) with double injection at
four intake conditions.
Figure 5.28 shows the effect of injection pressure on the mass averaged NO emissions with a
single injection at four intake conditions using Jet-A POSF 4658 and its surrogate. Mass
averaged NO emissions were observed to increase with injection pressure at all four intake
conditions. NO emission can be affected by both temperature and equivalence ratio. Under
the same intake condition, higher injection pressures will have lower local equivalence ratios,
but a higher premixed burn fraction, which will increase the burned gas temperature. Single
injection conditions tested in this work were overall quite lean, but temperature appears to
have the more dominant effect. It is observed that the surrogate produced similar amounts of
NO emission as the Jet-A POSF4658 fuel except at the high temperature and lower charge
density condition, where the surrogate exhibited NO engine-out levels greater than were
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produced by the target fuel. Overall, the root mean square error is 31 PPM and the maximum
error is 58 PPM.

Figure 5.28 Effect of injection pressure on mass averaged NO emissions with single injection
at four intake conditions.
Figure 5.29 shows the effect of injection pressure on mass averaged NO emission with double
injection at four intake conditions using Jet-A POSF 4658 and its surrogate. Unlike the single
injection conditions, the NO emission remained nearly constant when injection pressure
increased from 400 bar to 800 bar at the two lower temperature conditions, and increased
slightly at two higher temperature conditions. The surrogate produced more NO emissions
compared to Jet-A POSF 4658 at the high temperature and lower charge density condition;
otherwise the surrogate well represents the NO emissions of Jet-A POSF4658. Overall, the root
mean square error is 44 PPM and the maximum error is 85 PPM.
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Figure 5.29 Effect of injection pressure on mass averaged NO emission with double injection
at four intake conditions.
Figure 5.30 shows the effect of injection pressure on UHC emissions with a single injection at
four intake conditions using Jet-A POSF 4658 and its surrogate. The UHC emissions increased
slightly with injection pressure at the two lower temperature conditions, and remained similar
for the two higher temperature conditions. Potential sources of UHC emissions include the
crevice volumes, wall quenching and over-lean locations within the combustion chamber. Over
lean conditions are more likely to occur at higher injection pressures[233], and the UHC will
remain unoxidized if the temperature is insufficiently high. Although at high temperature
conditions different injection pressures may have different source of UHC, it will eventually be
oxidized. UHC emissions from Jet-A POSF 4658 were observed to be higher than from the
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surrogate for all injection pressures at lower temperature and charge density conditions, with
the difference decreasing when temperature and charge density increased. Under all three
single injection pressures and the four intake conditions tested, the root mean square error and
maximum error for UHC emissions between Jet-A POSF 4658 and its surrogate are 28 PPM and
66 PPM, respectively.

Figure 5.30 Effect of injection pressure on mass averaged UHC emissions with single injection
at four intake conditions.
Figure 5.31 shows the effect of injection pressure on UHC emission with a double injection at
four intake conditions using Jet-A POSF 4658 and its surrogate. It is possible that the UHC
emission from over-lean and lower temperature conditions decrease when more fuel is added
into the combustion process, a consequence of the resulting elevated combustion and wall
temperatures. Thus, the UHC emissions reach similar levels for both fuels, for most of the
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conditions tested under double injection conditions. For all the twelve conditions tested, a root
mean square error of 8 PPM and maximum error of 14 PPM were obtained.

Figure 5.31 Effect of injection pressure on mass averaged UHC emissions with double
injection at four intake conditions.
Soot emissions from all the single injection conditions tested in this work were very low and
within the signal noise level, so they will not be discussed. Figure 5.32 shows the effect of
injection pressure on soot emission with double injection at four intake conditions using Jet-A
POSF 4658 and its surrogate. For the double injection cases high injection pressures mostly
produce less soot than low injection pressures due to smaller droplet size and less localized rich
pockets [232]. Soot emission sharply decreases when charge density increases as greater
oxygen content reduces local equivalence ratio and is beneficial for soot oxidation. It is
observed that Jet-A POSF 4658 produces more soot than its surrogate at lower temperature
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and lower charge density conditions.

However, the reverse trend is observed at higher

temperature and lower charge density conditions.

Because soot is mostly formed from

unburned fuel, heavier fuel components from Jet-A POSF 4658 are less favored to evaporate
when temperature and charge density is low, in the other case soot nucleates from the vapor
phase to a solid phase in fuel-rich regions at elevated temperatures [234, 235]. The difference
in soot emissions between the two fuels tends to decrease at higher charge density conditions
where less soot is expected to form. Under all three injection pressures and four intake
conditions tested, a root mean square error of 1.87

and maximum error of 4.73

were observed.

Figure 5.32 Effect of injection pressure on soot emission with double injection at four intake
conditions.
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5.4.8 Summary
An experimental fuel surrogate validation approach has been proposed using an opticallyaccessible compression ignition engine. The approach is applied to evaluate a surrogate for JetA POSF4658.
First, the spray penetration length was used to validate the spray behavior of the surrogate
compared to its target Jet-A POSF 4658 fuel. The surrogate penetration length shows close
agreement with the target fuel, particularly in comparison to an n-heptane reference.
Secondly, broadband chemiluminescence imaging was used to validate the spatial and temporal
extent of low temperature reactivity. It was found that the surrogate is slightly less reactive
than the target jet fuel, which results in a half crank angle degree increase in ignition delay
under the conditions examined. Spatially, the surrogate appears to capture the behavior of the
target fuel.

Thirdly, OH* chemiluminescence imaging was used to validate the high

temperature ignition and combustion behavior of the surrogate. It was found that the OH*
distribution of the surrogate reasonably matched both the spatial and temporal OH*
distributions exhibited by the target fuel.
Cylinder pressure-based combustion and emissions analysis expanded the surrogate validation
over a range of intake conditions and injection pressures. Experimental conditions spanned the
range of charge temperatures from 844 to 981 K, and charge densities from 19 to 25 kg/m 3 at
the start of injection, for both a single and double injection strategy. Combustion metrics
including ignition delay, burn duration and major emissions of the surrogate were gathered and
compared to those of the target Jet-A fuel. It was found that the surrogate well captured the
high temperature ignition delay, burn duration (CA5-CA50) and NO emission. The root mean
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square errors are found to be less than 0.5CAD, 0.9CAD and 44 PPM while maximum errors are
less than 1.0 CAD, 2.2 CAD and 85 PPM, respectively. Slight differences between the surrogate
and the target fuel were observed on low temperature ignition delay, UHC emission and soot
emissions. However, the surrogate was well able to capture the bulk of the trends when intake
conditions and injection conditions were varied.

5.5 Validation of S8 (POSF4734) Fuel Surrogate
5.5.1 S8 (POSF4734) fuel surrogate
S8 (POSF4734) and its surrogate, mixed from pure compounds, were used for the experiments.
N-heptane was also used in the spray measurements as a reference.

The surrogate

optimization scheme for S8 (POSF4734) was the same as for the Jet-A (POSF 4658) surrogate.
The details of the surrogate composition and formulation are summarized in Table 5.14, and
the resulting surrogate composition was n-dodecane/iso-cetane/n-decane/iso-octane =
0.3027/0.4097/0.2432/0.0443 by liquid volume, with the surrogate DCN within 0.5% of the
target S8 (POSF4734) fuel.
Table 5.14. Measured DCN of the pure surrogate components, target and surrogate fuels (S8
POSF4734).
Fuel

DCN

%Vol/Vol

n-dodecane

76.1

30.27

iso-cetane

15

40.97

n-decane

67.8

24.32

iso-octane

15.4

4.43

S8 POSF-4734 (target fuel)

60.36

Surrogate

59.92
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5.5.2 Engine operating conditions
During the experiments, the engine oil and coolant temperatures were controlled to 60 C using
an electronic conditioning unit to maintain wall temperature, while the fuel temperature was
maintained at 25 C using process cooling water. The engine speed was kept at 1200 RPM to
match the 10 Hz frequency of the laser pulse during the Mie Scattering experiments. The
chemiluminescence experiments were conducted with a 20/3 motored/fired ratio to maintain
the thermal stability of the engine.
To avoid combustion luminosity inference with the Mie Scattering signal, a non-combusting
condition was selected for the spray measurements. This was achieved by retarding the start of
injection until autoignition consistently failed. Table 5.15 shows the same intake and injection
conditions for all three fuels.
Table 5.15. Operating conditions for Mie Scattering experiments
Mie Scattering Experiments
Injection Pressure
Injector Energize Duration
Injection Timing
Intake Temperature
Estimated Isentropic Compression Temperature at SOI
Charge Density at SOI

800 Bar
0.25 msec
-5° aTDC
40 °C
772 K

To minimize window fouling and signal attenuation, broadband and OH* chemiluminescence
images were taken at two non-sooting engine conditions, as shown in Table 5.16.
Table 5.16. Operating conditions for chemiluminescence imaging
Broadband and OH Chemiluminescence Imaging
Injection Pressure
800 bar

135
Injector Energize Duration
Estimated Isentropic Compression
Temperature at SOI
Charge Density

0.3 msec
837 K

906 K

The degree to which the surrogate represents the behavior of the target fuel over a range of
intake conditions was examined with a single injection event for different charge densities at
the start of injection (SOI), as shown in Table 5.17. For each charge density, a range of
temperatures and densities at the start of injection (SOI) was achieved by controlling the intake
air temperature and pressure. CA50 was held constant at about 8.5  aTDC through the
adjustment of injection timing.
Table 5.17. Operating conditions to assess the effect of intake manifold conditions
Effects of Intake Conditions
Charge Density at SOI
19
25
(
)
Intake Temperature (°C) 65 to 120
65 to 120
Isentropic Compression 856 to 984
857 to 982
Temperature (K)
Injection Timing (° aTDC) -1.3 to 0.6
0.5 to 2.3

31
65 to 120
856 to 979
1.8 to 3.4

A sweep of injection pressures (400, 600 and 800 bar) was performed at each of the four
extreme intake conditions, as shown in Table 5.18, at light load with a single injection. Under
these conditions combustion occurred in a primarily premixed manner. A double injection
strategy was also used at the same manifold conditions to limit cylinder pressure rise rates.
Thus, higher loads could be achieved to examine the fuel behavior in a more diffusioncontrolled environment.

Similar to the previous chemiluminescence study, CA50s were

maintained at 8.5 aTDC. The current duration of the single and first injections was held
approximately constant, while the dwell times for the second injection of the double injection
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experiments were selected so that the second injection began after the start of combustion.
The current duration of the second injection was adjusted to maintain an IMEP of 2.9 bar, while
the IMEP for the single injection cases was approximately 1.2 bar. Six cases were examined at
each of the four intake conditions, with details shown in Table 5.18, Table 5.19, Table 5.20 and
Table 5.21, respectively.
Table 5.18. Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 19 kg/
and temperature is 844
K at TDC).
Charge Density

and TDC Isentropic Compression Temperature 844 K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1st Injection
Duration
(msec)

2nd SOI
(°
aTDC)

2nd Injection
Duration
(msec)

1
2
3
4
5
6

800
800
600
600
400
400

-1.3
-1.3
-1.8
-1.8
-2.4
-3

0.29
0.29
0.35
0.35
0.485
0.485

/
8
/
8
/
6

/
0.18
/
0.2
/
0.35

Table 5.19 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 19 kg/
and temperature is 981
K at TDC).
Charge Density

and TDC Isentropic Compression Temperature 981 K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1
2
3
4
5
6

800
800
600
600
400
400

1
0.5
0.5
-0.5
-0.5
-2.5

1st Injection
Duration
(msec)
0.29
0.29
0.35
0.35
0.485
0.44

2nd SOI
(°
aTDC)
/
6.5
/
5.5
/
4

2nd Injection
Duration
(msec)
/
0.18
/
0.2
/
0.3
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Table 5.20 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 29 kg/
and temperature is 844
K at TDC).
Charge Density

and TDC Isentropic Compression Temperature 844 K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1
2
3
4
5
6

800
800
600
600
400
400

1.8
1
1.5
0.5
-0.2
-2

1st Injection
Duration
(msec)
0.29
0.29
0.35
0.32
0.485
0.45

2nd SOI
(°
aTDC)
/
6
/
5.5
/
4.5

2nd Injection
Duration
(msec)
/
0.1
/
0.1
/
0.2

Table 5.21 Operating conditions for the effect of injection pressure with single and double
injections for one of the intake conditions (charge density is 29 kg/
and temperature is 981
K at TDC).
Charge Density

and TDC Isentropic Compression Temperature 981 K

Case
Number

Injection
Pressure

1st SOI (°
aTDC)

1
2
3
4
5
6

800
800
600
600
400
400

2.5
1.6
1.5
1.3
-0.5
-2

1st Injection
Duration
(msec)
0.29
0.297
0.35
0.285
0.485
0.46

2nd SOI
(°
aTDC)
/
7
/
6
/
4.5

2nd Injection
Duration
(msec)
/
0.1
/
0.1
/
0.15

5.5.3 Comparison of liquid spray penetration length between S8 POSF 4734, its
surrogate and n-heptane
Figure 5.33 shows the in-cylinder spray liquid penetration length from S8 POSF 4734, its
surrogate, and n-heptane fuel at the operating conditions as described in Table 5.15. The
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horizontal line drawn in the plots as a reference shows the distance from the injector tip to the
combustion chamber wall. Wall impingement was observed from the S8 POSF 4734 and its
surrogate fuel during the fully developed spray period. The standard deviation shows that
there is more cyclic variability at the beginning and the end of the injection event. The curves
showed an offset among the three fuels in terms of the crank angle at which the liquid was first
and last observed. The surrogate and S8 POSF 4734 appear to be slightly more advanced than
n-heptane, which may be the effect of fuel properties on the flow inside of the injector.
Overall, the penetration lengths from the S8 POSF 4734 target fuel and surrogate were similar
compared to the results from n-heptane fuel, which overlapped within the uncertainty defined
by the shot-to-shot standard deviation.

Figure 5.33. Average in-cylinder spray penetration lengths from S8 POSF 4734, surrogate and
n-heptane.

5.5.4 Comparison of broadband chemiluminescence PDFs between S8 POSF 4734
and its surrogate
Figure 5.34 shows the probability density function calculated from the broadband
chemiluminescence for S8 POSF 4734 and its surrogate at two engine conditions together with
the pressure and heat release curves. The two columns on the left show the broadband
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chemiluminescence under lower temperature and lower charge density conditions compared
to the condition for the two columns on the right.

Temporally, the broadband

chemiluminescence PDFs show that low temperature reactivates of S8 POSF 4734 and its
surrogate have the same phasing under both engine conditions. Spatially, the broadband
chemiluminescence appears in the same location and with a similar reactivity except at
4.5°aTDC in the lower temperature and lower charge density case where the S8 surrogate fuel
shows lower reactivity in the upper half of the combustion chamber.
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S8
S8
POSF 4734 Surrogate

S8
S8
POSF 4734 Surrogate

2.5°aTDC

4.0°aTDC

3.0°aTDC

4.5°aTDC

3.5°aTDC

5.0°aTDC

4.0°aTDC

5.5°aTDC

4.5°aTDC
5.0°aTDC
5.5°aTDC

Figure 5.34. Probability density functions calculated from the broadband chemiluminescence
for S8 POSF 4734 and its surrogate under two different engine conditions shown with the
ensemble averaged pressure and heat release curves.
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5.5.5 Comparison of OH* chemiluminescence PDFs between S8 POSF4734 and its
surrogate
Following the low temperature heat release period is the high temperature heat release period,
where high temperature autoignition is characterized by the OH* chemiluminescence signal.
Figure 5.35 shows the probability density function calculated from the OH* chemiluminescence
for S8 POSF 4734 and its surrogate under two engine conditions, together with the pressure
and heat release curves. Under both engine conditions, the OH* chemiluminescence appeared
at the same crank angle degree (6°aTDC). At the lower temperature and lower charge density
condition the high temperature ignition for the S8 POSF 4734 fuel is less rapid than the target
fuel seen from 6°aTDC to 7°aTDC. After that the surrogate shows very similar phasing with the
target fuel. Spatially, OH chemiluminescence also shows similar behavior for the two fuels. It
also can be observed that when the engine condition changes from the lower temperature and
charge density condition to the higher temperature and charge density condition, the less
reactive area in the center of the bowl increases due to a shorter ignition delay and less mixing
time; more importantly, the surrogate captures this behavior. Overall, it can be seen that the
surrogate captures a similar high-temperature reactivity distribution compared to that of the
target fuel.
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S8
S8
POSF 4734 Surrogate

S8
S8
POSF 4734 Surrogate

6.0°aTDC

6.0°aTDC

7.0°aTDC

7.0°aTDC

8.0°aTDC

8.0°aTDC

9.0°aTDC

9.0°aTDC

10°aTDC

10°aTDC

11°aTDC

11°aTDC

12°aTDC

12°aTDC

13°aT DC

13°aT DC

14°aTDC

14°aTDC

15°aTDC

15°aTDC

16°aTDC

16°aTDC

18°aTDC

18°aTDC

20°aTDC

20°aTDC

Figure 5.35. Probability density functions calculated from the OH chemiluminescence for S8
POSF 4734 and its surrogate under two different engine conditions shown with the ensemble
averaged pressure and heat release curves.
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5.5.6 Combustion and emission analysis on effects of intake conditions between S8
POSF4734 and its surrogate
Similar to the Jet-A POSF 4658 surrogate validation, the effects of different intake conditions
were first studied using the global combustion and emission analysis. Since fuel evaporation
and combustion are very sensitive to temperature, a sweep of intake temperature was
performed to observe the temperature response of the target S8 POSF 4734 and its surrogate
fuel. Three charge densities resulted from changing the mass flow rate of the intake air while
keeping the intake temperature constant. Due to the same injection duration, mixtures with
higher charge density will have greater global oxygen availability.
Figure 5.36 shows the Ignition Delay (ARHR_zero) for different intake conditions as a function of
charge density and isentropic compression temperatures at SOI. The S8 POSF 4734 and its
surrogate have matching Ignition Delays (ARHR_zero) under all different intake conditions. The
root mean square error and maximum error for the Ignition Delays (ARHR_zero) between S8
POSF 4734 and its surrogate are 0.2 CAD and 0.3 CAD, respectively, which is consistent with the
broadband chemiluminescence results.
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Figure 5.36. Comparisons of Ignition Delay ARHR_zero between S8 POSF 4734 and its
surrogate under different intake conditions
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Figure 5.37 shows the Ignition Delay (CA5) for different intake conditions as a function of
charge density and isentropic compression temperatures at SOI. The difference in the Ignition
Delay (CA5) between the target S8 POSF 4734 fuel and its surrogate is very minimal as they
overlap with each other under all the conditions, and this also agrees with the results of the
OH* chemiluminescence PDFs. The root mean square error and maximum error for the Ignition
Delays (CA5) between S8 POSF 4734 and its surrogate are 0.1 CAD and 0.3 CAD, respectively.

Figure 5.37. Comparisons of Ignition Delay CA5 between S8 POSF 4734 and its surrogate
under different intake conditions
Figure 5.38 shows the Burn Duration (CA5-CA50) for S8 POSF 4734 and its surrogate at different
intake conditions. The Burn Duration (CA5-CA50) keeps constant while the temperature at SOI
varies under two lower charge density conditions. It increases slightly when the temperature at
SOI increases under higher charge density conditions. The S8 surrogate has Burn Duration (CA5CA50) similar to that of the target S8 POSF 4734 under all intake conditions. The root mean
square error and maximum error for the Burn Duration (CA5-CA50) between S8 POSF4734 and
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its surrogate are calculated to be 0.03 CAD and 0.07 CAD, respectively. These two numbers are
smaller than the experimental measureable difference.

Figure 5.38 Comparison of burn duration (CA5-CA50) between S8 POSF 4734 and its surrogate
under different intake conditions
Figure 5.39 shows the mass averaged NO emissions of the two fuels at different intake
conditions. The mass averaged NO emission increases from 170 ppm to 230 ppm during a 130 K
increase in compression temperature for the higher charge density case. The difference
decreases for the medium and low charge density case. Overall, the NO emissions from the
surrogate fuel are in a good agreement with the target S8 POSF 4734 fuel at all intake
conditions examined, which has a root mean square error of 18 PPM and maximum error of 27
PPM.
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Figure 5.39 Comparisons of mass averaged NO emissions between S8 POSF 4734 and its
surrogate under different intake conditions.
Figure 5.40 shows the mass averaged UHC emissions for the two fuels at different intake
conditions. The difference for the mass averaged UHC emissions between the target S8 POSF
4734 and its surrogate is smaller at the high charge density conditions while the differences are
higher at the low and medium charge density conditions. Except for the lower charge density
condition, the target S8 POSF 4734 is observed to have more UHC emissions than its surrogate
at all temperatures. Under all the intake conditions tested, the S8 surrogate had a root mean
square error of 18 PPM C3 and a maximum error of 32 PPM C3.
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Figure 5.40 Comparison of mass averaged UHC emissions between S8 POSF 4734 and its
surrogate under different intake conditions.

5.5.7 Combustion and emission analysis on effects of injection pressure between S8
POSF 4734 and its surrogate with single and double injections
Figure 5.41 shows the effect of injection pressure on Ignition Delay (ARHR_zero) with a single
injection at four intake conditions using S8 POSF 4734 and its surrogate. The high temperature
and high charge density condition has the shortest Ignition Delay (ARHR_zero), and the low
temperature and low charge density condition has the longest Ignition Delay (ARHR_zero).
Coincidentally, the low temperature and high charger density condition has Ignition Delay
(ARHR_zero) similar to that of the high temperature and low charge density condition. As
injection pressure increases from 400 bar to 800 bar, the Ignition Delay decreases the most
under the low temperature and charge density condition while the difference becomes smaller
with the three other conditions. Comparing the target S8 POSF4734 and the surrogate fuel
under all three single injection pressures and the four intake conditions tested, the root mean
square error and maximum error for the Ignition Delay (ARHR_zero) are 0.1 CAD and 0.2 CAD,
respectively.
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Figure 5.41 Effect of injection pressure on Ignition Delay (ARHR_zero) with single injection at
four intake conditions.
For the higher engine load conditions with double injection, Figure 5.42 shows that the Ignition
Delay (ARHR_zero) decreased slightly compared to the single injection conditions due to higher
wall temperature with an increased total fuelling rate. However, the effect of the intake
condition and injection pressure is similar to that of the single injection conditions. Between the
target POSF 4734 and the surrogate fuel, the root mean square error is 0.1 CAD and the
maximum error is 0.2 CAD under all injection pressure and intake conditions.
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Figure 5.42 Effect of injection pressure on Ignition Delay (ARHR_zero) with double injection at
four intake conditions.
Figure 5.43 shows the effect of injection pressure on Ignition Delay (CA5) with a single injection
at four intake conditions using S8 POSF 4734 and its surrogate. Even though the Ignition Delays
(ARHR_zero) for the low temperature and high charge density condition are similar to that of
the high temperature and low charge density condition, the Ignition Delays (CA5) have at least
one crank angle degree difference between different intake conditions. The Ignition Delay (CA5)
from the target S8 POSF 4734 fuel is in close agreement with that of the surrogate fuel under all
the conditions tested, and the root mean square error is 0.1 CAD while the maximum error is
0.2 CAD.
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Figure 5.43 Effect of injection pressure on Ignition Delay CA5 with single injection at four
intake conditions.
The Ignition Delay (CA5) for a higher load with double injection is shown in Figure 5.44. A slight
decrease in Ignition Delay (CA5) compared to the single injection results was observed under
three different injection pressure conditions and four different intake conditions. Good
agreement between the target S8 POSF 4734 and its surrogate can be seen, and the root mean
square error is 0.1 CAD and the maximum error is 0.3 CAD under the wide range of conditions
tested.
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Figure 5.44 Effect of injection pressure on Ignition Delay (CA5) with double injection at four
intake conditions.
Figure 5.45 shows the effect of injection pressure on Burn Duration (CA5-CA50) with a single
injection at four intake conditions using S8 POSF 4734 and its surrogate. As injection pressure
decreases from 800 bar to 400 bar, the Burn Duration (CA5-CA50) increases the most for the
high temperature and charge density condition, but less increase is observed for the low
temperature and high charge density condition as well as the high temperature and low charge
density condition. The increase is minimal for the low temperature and low charge density
condition. Between the target S8 POSF 4734 and surrogate fuel, the Burn Durations (CA5-CA50)
are similar except for the 400 bar point at the high temperature and high charge density
condition. Overall, the root mean square error is 0.3 CAD and the maximum error is 0.8 CAD.
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Figure 5.45 Effect of injection pressure on Burn Duration (CA5-CA50) with single injection at
four intake conditions.
Figure 5.46 shows the Burn Duration (CA5-CA50) with double injections at different injection
pressure and intake conditions. Different from the single injection conditions, the Burn
Duration (CA5-CA50) at the low temperature and charge density condition increases when
injection pressure decreases from 600 bar to 400 bar. The Burn Durations (CA5-CA50) are
mostly observed to be longer from the double injection conditions compared to the single
injection ones. Between the target POSF 4734 and its surrogate, the Burn Durations (CA5CA50) are close except for the 400 bar injection pressure at high temperature and charge
density conditions, as for the single injection results. The root mean square error for the
surrogate fuel is 0.2 CAD and the maximum error is 0.5 CAD under all the conditions tested.
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Figure 5.46 Effect of injection pressure on Burn Duration (CA5-CA50) with double injection at
four intake conditions.
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Figure 5.47 shows the effect of injection pressure on the mass averaged NO emissions with a
single injection at four intake conditions using S8 POSF 4734 and its surrogate. The mass
averaged NO emissions were observed to increase with injection pressure at all four intake
conditions. Comparing the two fuels, the surrogate produced more NO emission than the S8
POSF 4734 fuel especially at 400 and 600 bar injection pressures. The greatest deviation
between the surrogate and the target S8 fuel can be observed at the 400 bar injection pressure
and the high charge density and temperature condition. Overall, the root mean square error is
47 PPM and the maximum error is 144 PPM.

Figure 5.47 Effect of injection pressure on mass averaged NO emissions with single injection
at four intake conditions.
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Figure 5.48 shows the mass averaged NO emission results at higher load with double injection
conditions, the agreement on the amount of NO emission between the target S8 POSF 4734
and its surrogate becomes better at the two lower temperature conditions. Similar to the single
injection results, the NO emission from the S8 surrogate remains higher than its target fuel at
the two high temperature conditions. Again, the greatest deviation between the surrogate and
the target S8 fuel can be observed at the 400 bar injection pressure and the high charge density
and temperature condition. Overall, the root mean square error is 27 PPM and the maximum
error is 51 PPM.

Figure 5.48 Effect of injection pressure on mass averaged NO emission with double injection
at four intake conditions.
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Figure 5.49 shows the effect of injection pressure on the mass averaged UHC emissions with a
single injection at four intake conditions using S8 POSF 4734 and its surrogate. The mass
averaged UHC emissions from both fuels under all conditions tested are low, within 100 PPM
C3. At the low temperature and low charge density condition, both fuels produce the most UHC
emissions, and the mass averaged UHC emissions from the S8 surrogate are lower than those
from the target S8 POSF 4734 fuel especially at high injection pressure condition. Under the
three other charge temperature and density conditions, the mass averaged UHC emissions
were very low, below 50 PPM C3, and the mass averaged UHC emission difference between the
two fuels was mostly within one standard deviation. Overall, the root mean square error is 13
PPM C3 and the maximum error is 27 PPM C3.

Figure 5.49 Effect of injection pressure on mass averaged UHC emissions with single injection
at four intake conditions.
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Figure 5.50 shows the mass averaged UHC emission results at a higher load with double
injection conditions; all the mass averaged UHC emissions are less than 50 PPM C3 due to
increased wall temperature with more fuel injected compared to a single injection. Within the
high signal to noise level range, the overall root mean square error is calculated to be 10 PPM
C3 and the maximum error is 16 PPMC3.

Figure 5.50 Effect of injection pressure on mass averaged UHC emissions with double
injection at four intake conditions.
Figure 5.51 shows the effect of injection pressure on soot emission with double injection at four
intake conditions using S8 POSF 4734 and its surrogate. The single injection conditions tested
in this work are mostly premixed, and the soot emissions are within the signal noise level, so
they will not be discussed. When injection pressure decreases from 800 bar to 600 bar, the
amount of soot emission is observed to be at the same level for each individual fuel. A
substantial increase in soot emission is observed when the injection pressure decreases from
600 bar to 400 bar. Under all injection pressure and charge conditions, the soot emissions from
the target S8 POSF 4734 fuel are higher than that from the surrogate. However, the same
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trends are observed when the injection pressure and charge condition changes between the
two fuels. The root mean square error is 0.54 mg/

and the maximum error is 1.06 mg/

.

Figure 5.51 Effect of injection pressure on soot emission with double injection at four intake
conditions.

5.5.8 Summary
The same experimental fuel surrogate validation approach for evaluating the Jet-A POSF 4658
fuel has been applied to evaluate the surrogate for S8 POSF4734.
First, the spray penetration length was used to validate the spray behavior of the surrogate
compared to its target S8 POSF 4734 fuel.

The surrogate penetration length is in close

160

agreement with the target fuel, particularly in comparison to an n-heptane reference.
Secondly, broadband chemiluminescence imaging was used to validate the spatial and temporal
extent of the low temperature reactivity. It was found that the surrogate is slightly less reactive
than the target jet fuel at the lower charge density and temperature condition. Spatially, the
surrogate appears to capture the behavior of the target fuel. Thirdly, OH* chemiluminescence
imaging was used to validate the high temperature ignition and combustion behavior of the
surrogate. It was found that the OH* distribution of the surrogate reasonably matched both
the spatial and temporal OH* distributions exhibited by the target fuel.
Cylinder pressure-based combustion and emissions analysis expanded the surrogate validation
over a range of intake conditions and injection pressures.

Combustion metrics including

ignition delay, burn duration and major emissions of the surrogate were gathered and
compared to those of the target S8 POSF 4734 fuel. It was found that the surrogate captured
the low and high temperature ignition delay and burn duration (CA5-CA50) accurately. The root
mean square errors were found to be less than 0.2CAD, 0.1CAD and 0.3CAD while the
maximum errors are less than 0.3CAD, 0.3 CAD and 0.8 CAD, respectively. Slight differences
between the surrogate and the target fuel were observed on the NO, UHC and soot emissions.
However, the surrogate was able to capture the bulk of the trends well when intake conditions
and injection conditions were varied.

161

CHAPTER 6:
Comparison of Modeled and Measured In-cylinder Soot
Luminosity Using JP-8 and ULSD Fuels
6.1 Introduction
Due to the single fuel concept implemented by the U.S. military, the soot production of diesel
engines fueled with JP-8 has important implications for military vehicle visual signature and
survivability. This work compares in-cylinder soot formation and oxidation of JP-8 and ULSD in a
small-bore, optical diesel engine. Experimental engine-out soot emission measurements are
compared to crank-angle resolved two-color measurements of soot temperature and optical
thickness, KL. A 3-D chemical kinetic-coupled CFD model with line of sight integration is
employed in order to investigate the soot distribution in a 2-D projection associated with the
imaging plane, as well as to aid in interpreting the third dimension along the optical depth
which is not available within the experimental work. The study also examines the effect of
volatility on soot emission characteristics by CFD simulation.
With the same injection pressure and timing for both fuels considered, heat release analysis
shows JP-8 has more energy release than ULSD; however, two color measurements indicate JP8 produces less in-cylinder soot throughout the cycle as well as lower engine out measurements
compared to ULSD. Furthermore, JP-8 is found to have a lower soot temperature and less high
temperature areas than ULSD. A line of sight integration technique is applied to the CFD
(Reaction Design FORTE) output to compare the simulation results with experimental high
speed images. The model has good agreement with the experimental results as do the
predicted soot temperature and KL factor with the two color experimental measurements.
However, interpretation of the two-color line of sight images obtained from the CFD simulation
indicated that the measurement of the KL factor will be affected by the amount of radiation
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intensity available to a camera characterized by a finite dynamic range. Finally, the effect of
fuel volatility is investigated using the CFD model by varying fuel evaporation properties. It is
observed that the high volatility fuels, such as JP-8, exhibit lower engine out soot emissions due
to better fuel mixing and increased local equivalence ratio homogeneity.

6.2 Literature Review
Soot emission is recognized as a drawback for compression ignition engines [236]. It is also an
important military concern for ground vehicles and robotics [237] due to its visual signature.
Various researchers have studied soot emission from diesel engines fueled with JP-8.
Papagiannakis, et al. [238] suggested that at high load and low engine speed JP-8 has less soot
emission compared to regular diesel fuel while the trend is reversed when the engine is
operated at a higher speed. Nargunde et al. [239] reported that JP-8 produced less soot during
the exhaust process at all injection pressures, and Fernandes et al. observed that the soot
formation was dramatically reduced when diesel fuel was replaced by JP-8 [240].
To provide a better understanding of soot formation during the combustion process, this
investigation was conducted in an optically accessible diesel engine. A fast two-color method as
previously reported [195] is applied on a color CMOS camera to obtain high speed soot
temperature and KL factor measurements. A similar implementation of the two color method
was used by Singh [241], who studied three alternative low-temperature combustion modes.
Ciatti [242] used the two color method to determine the diesel injector nozzle characteristics.
However, this technique only examined the line-of-sight data, which may be significantly
affected by non-uniform soot distribution along the optical axis [243]. In order to see the effect
of using line-of-sight measurements, a CFD simulation-based calculation was applied. The

163

radiation emitted by each cell is integrated along the line-of –sight, i.e. parallel to the optical
axis. Additionally, previous investigations [244, 245] suggested that higher volatility of the fuel
is one of the factors resulting in reduce the engine out soot measurements. In the current work,
a comparison is made between three different fuel volatilities and the impact on soot emissions
predicted by the CFD simulation.

6.3 Fuels
Table 6.1 shows the comparison of the properties for ULSD and petroleum JP-8 fuels used in the
experiment. JP-8 has a relatively higher derived cetane number, much lower viscosity and
slightly lower density compared to ULSD. The distillation curves for both fuels are shown in
Figure 6.1. The recovery temperature for the same volume fraction is roughly 50°C higher for
ULSD than for JP-8. The cetane number is an indication of JP-8 having a shorter ignition delay
under typical diesel engine conditions. The differences of the other properties are expected to
considerably affect the fuel injection, fuel evaporation, the combustion process and exhaust
emissions of the two fuels.
Table 6.1. Fuel specifications and measured properties
Fuel

ULSD

JP-8

Derived Cetane Number

48.3

50.1

Density (@15ºC)

842

798

Viscosity (@40 ºC) cSt

2.479

1.368

Bulk Modulus(@800bar )
MPa
Aromatic Content (weight %)

2561.8

2394.9

27.8

16.3
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Figure 6.1. Distillation curves for JP-8 and ULSD

6.4 Computational Modeling
A chemical kinetic-coupled CFD package (Reaction Design FORTE) is applied to simulate the in
cylinder combustion process starting from IVC until EVO. The FORTE code is used to solve the
system of equations describing the chemical kinetics associated with combustion, the fuel spray
and gas dynamics. In this work turbulence has been modeled using the Re-Normalized Group
(RNG) model, break-up by the Hybrid Kelvin-Helmholtz Rayleigh-Taylor (KH-RT) model, and
their interaction by the Turbulence-Kinetics Interaction Model [18].
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Figure 6.2. Computational 72 degree sector mesh near TDC
Figure 6.2 above shows the computational mesh of a 72 degree sector representing one-fifth of
the combustion chamber, corresponding to a five-hole nozzle injector. The computational
domain contains 20,000 cells near BDC but does not include a crevice region.
To capture the crevice effects, a crevice model [246] is applied to account for blow-by losses
which are significant for optical engines. The temperature and pressure conditions observed
experimentally are replicated by adjusting the parameters of this crevice model. A constant
temperature wall boundary condition is assumed in the model, where the bowl surface and fire
deck surface are assumed to have a temperature of 400 K and the cylinder liner surface is
assumed to have a temperature of 350 K, which is close to the coolant conditioning
temperature. The engine intake valve closes at 150 °bTDC, which is the crank angle degree
used to initialize the simulation. The initial pressure is based on the experimental in-cylinder
pressure measurement, and the temperature is assumed to be the same as the measured
intake air temperature. A swirl ratio of 2.0 is assigned to the initial velocity profile, matching
the setting of the calibrated swirl valve on the engine.

166

In this work the reduced n-heptane mechanism developed at the University of Wisconsin [247],
with 30 species and 65 reactions, was considered as a suitable diesel fuel surrogate. To account
for the difference in cetane number between the n-heptane and the fuel used in experiments,
the reaction rates are modified to match the ignition delay as per previous work by Genzale et
al. [95]. Additionally, three kinds of n-alkanes, n-heptane (nC7H16), n-butane (nC4H10) and ndecane (nC10H22), are separately used in the evaporation model to study the effect of the fuel
volatility on the evaporation and combustion process, as well as the soot emission
characteristics. Table 6.2 shows the properties of these three fuel components.
Table 6.2. Properties of the fuel component used in the evaporation model

Liquid Density (kg/m3)

n-butane
583

n-heptane
684

n-decane
730

Class

n-Alkanes

n-Alkanes

n-Alkanes

Boiling Point (K)
Lower Heating Value (MJ/Kg)

272.7
45.84

371.5
44.923

447.3
44.56

Critical Temperature (K)

425.12

540.3

617.7

The two-step Hiroyasu soot formation model [248] and the Nagle-Strickland-Constable
oxidation model [249] are considered, assuming acetylene (
Equation 60

Equation 61

) is the soot precursor.
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Equation 62

Equation 63

Where

,

mass of

,
respectively.

is soot mass, mass for soot formation, mass for soot oxidation and
is the soot formation rate, and

for the soot formation reaction.
molecular weight of the carbon,
and

is the pre-exponential factor

is the activation energy for the soot formation,
is the soot density,

is the

is the assumed soot particle diameter,

is the Nagle and Strichland-Constable oxidation rate.

6.5 Line-of-sight Integration
In order to aid the comparison between the experimental results obtained using the two color
method and the CFD simulation results, an equivalent two-color method is applied to the CFD
data. Two visible wavelengths, 532 nm and 655 nm, have been selected for sampling the two
color signals. Soot concentration, temperature and length for each cell along the line-of-sight
optical axis are calculated based on the CFD simulation data. The soot emissivity is assumed to
be given by the Hottel and Broughton [192] empirical model:
Equation 64
ε

Where λ is the wavelength expressed in µm, and α is an empirical constant measured to be 1.39
in the visible spectral range[250]. The optical thickness KL can be computed as [251],
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Equation 65

By obtaining the complex index of reflection, m, from [252] , E(m) can be calculated as
 m2 1 
  0.245
E (m)  Im 2
m 2

and,

is the soot mass concentration, L is the optical depth, and

is the soot particle density, which is assumed as 1.86

.

Thus, the emissive power for each control volume is estimated as
Equation 66
ε
Where

is the monochromatic emissive power of a blackbody at temperature T at

wavelength λ, expressed as:
Equation 67

Where

is the first Planck constant

Equation 68

and

is the second Planck constant

Equation 69
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Thus, emissive power

for a given wavelength λ is calculated for each cell in the combustion

chamber.
Then a line of sight integration is applied to the cell-based soot emissive power. Given the
discrete nature of the computational domain, each CFD cell is assumed to have a homogenous
composition capable of both emitting radiation as well as absorbing incoming radiation. It is
also assumed that only soot is involved in the radiation transfer process, and that the
surrounding gas is completely transparent.

While the radiation is characterized by a

homogenous directionality, for this work, given the assumption that the detector is positioned
at a sufficiently large distance from the emitter, only vertical directionality is considered. Thus
any emitted radiation will travel in both directions along the line of sight. In order to evaluate
the soot absorptivity, it is assumed that Kirchhoff’s Law applies to the soot particles, and
absorptivity α is given by
Equation 70

Additionally, neglecting reflectivity and scattering effects, the transmissivity of the cell is given
by
Equation 71

In order to address concerns regarding the effect of cylinder head reflectivity on the KL
estimation, the line of sight integration procedure considers both possible radiation
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propagation directions as discussed in the previous paragraph. A diagram showing the line of
sight integration procedure is shown in Figure 6.3 below.

Figure 6.3. Schematic for line-of-sight integration
From the standpoint of the radiation transfer process, CFD cells along the line of sight can be
grouped into three classes as follows:
1. CFD cell adjacent to the fire deck; this cell receives radiation emitted by the cells below it,
allowing part of the radiation to pass through (

) while absorbing the rest. It

also emits additional radiation based on its own soot concentration and temperature. The
total radiation is reflected by a surface (fire deck) characterized by reflectivity ρ, which is
further subjected to attenuation due to cell absorptivity.

Eλ,N↑ = Eλ,N-1↑·

λ,N

+ Eλ,N

N
Eλ,N↓ = Eλ,N↑·
N-1

wall· λ,N

+ Eλ,N
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2. Intermediate CFD cell; in a similar fashion, both radiation directions are considered.

i+1
Eλ,i↑ = Eλ,i-1↑·

λ,i

+ Eλ,i

Eλ,i↓ = Eλ,i+1↓·

λ,i

+ Eλ,i

i
i-1

3. CFD cell adjacent to the piston window; at this point radiation from the combustion
chamber exits through the optical window and data is collected.

2

Eλ,1↑ = Eλ,1

1

Eλ,out = Eλ,1↓ = Eλ,2↓·
Eλ,1

λ,1

+

The two color method [253] is applied assuming the soot emissive power at wavelengths λ 1 and
λ2 are given by

and

described above.

6.6 In-cylinder Pressure and Heat Release Analysis
The following pressure and heat release data is reported for steady skip fired operation, where
fuel was injected into the engine for 3 consecutive cycles and motored for the subsequent 9
cycles.

This is necessary to maintain thermal stability of the optically accessible engine.

Throughout this work, the injection settings were held constant in order to determine the
effect of replacing the diesel fuel with JP-8 without changing the engine controller settings. The
solenoid activation time was maintained at 0.96 msec, and the fuel was injected at 14.8°bTDC.
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The two fuels investigated (ULSD and JP-8) were injected using a common rail injection pressure
of 400 bar, and the reported data was averaged over 150 cycles. To better match the thermal
conditions, the firing cycles were grouped based on their firing order (1st, 2nd, and 3rd firing
cycle). All plots shown below use data obtained from the first firing cycle.
Figure 6.4 is a plot of the in-cylinder pressure, ARHR and the needle lift signal with both fuels at
an injection pressure of 400 bar. From the needle lift signal, the two fuels have almost the
same needle lift duration, which is consistant with the constant activation time applied.
However, the amplitude of the needle lift is observed to be higher for JP-8 than ULSD. This is
attributed to a fairly short activation time, which results in a needle lift profile that lacks the
characteristic flat zone associated with typical diesel injectors. Thus, due to the operation of
the needle in its “ballistic” zone, the friction force executed on the injector needle has an
important effect on its operation. When the JP-8 fuel is used, due to the reduced viscosity
(almost half the viscosity of ULSD as previously shown in Table 6.1), the needle will experience
lower fricition, allowing it to travel further when subjected to the same injection pressure. In
conclusion, under the conditions investigated, a higher amplitude of the needle lift is expected
to result in an increased volumetric flow rate when JP-8 is used. From the cummulative ARHR
(IntRHR) shown in Figure 6.5, during the evaporation period, JP-8 is observed to consume more
energy during the evaporation process. The cumulative energy release is much higher for JP-8
than it is for ULSD, which matches the previous observation of an increased needle lift profile.
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Figure 6.4. In-cylinder pressure, ARHR and needle lift signal for both fuels under 400 bar
injection pressure

Figure 6.5. The cummulative ARHR (IntRHR) for both fuels under 400 bar injection pressure
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The engine out soot measurements from the micro soot meter (AVL) are shown in Table 6.3.
The soot concentration yield from the ULSD-fueled engine measured in the engine exhaust is
observed to be about twice as high as it is for JP-8. According to the previous discussion, there
is more energy release when JP-8 is used, which indicates that despite the greater amounts of
JP-8 injected, the engine soot output was still lower than for ULSD.
Table 6.3. Engine out soot measurements
Fuels
ULSD
JP-8

Averaged Soot
Concentration (mg/
18.4765
9.27

)

6.7 Comparison of Experimental Two-Color Measurements

Figure 6.6 shows the crank angle-resolved high speed soot luminosity images for cycles fueled
with ULSD and JP-8 under the 400 bar injection pressure condition reported earlier, along with
the corresponding soot optical thickness KL distribution and soot temperature distribution. It
may be observed from the images that the first detectable luminosity begins much earlier for
ULSD (1°aTDC) than for JP8 (6°aTDC), and it is located away from the bowl edge. These local
soot sites in the middle of the combustion chamber observed with ULSD combustion are the
result of locally rich mixtures caused by the lower volatility of this fuel. As the combustion
process proceeds, higher luminosity appears near the edge of the bowl for both fuels due to
fuel impingement during the injection event. Around 7°aTDC, luminous spots begin to appear
on the JP-8 images, which are characterized by much lower radiation intensity. After 20°aTDC,
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a reduction in luminosity in the combustion bowl is observed for both fuels as soot undergoes
oxidation and the expansion stroke proceeds, reducing in-cylinder temperatures. During the
later stages of the cycle, soot luminosity is still observed with ULSD, while for JP-8 it is no longer
detectable near 40°aTDC.
Upon application of the two color method, a comparison may be made of the soot temperature
and KL factor evolutions for both fuels. Overall, JP-8 high temperature soot is more localized
and occupies a smaller area than ULSD. Additionally, it may be observed that soot covers a
relatively small percentage of the combustion chamber for both ULSD and JP-8. This is due to
the highly premixed combustion mode which results in relatively small amounts of soot formed.
However, the amount of visible soot is also restricted by the maximum radiation intensity
observable throughout the entire cycle. In order to capture the properties of the soot which
emits the highest amount of radiation, the camera aperture and exposure time have been
reduced.

This results in a significant amount of soot characterized by either a lower

temperature or soot KL, which are not observable due to the limited dynamic range available to
the digital camera. This issue is addressed in the following section as well as a companion work
by Zha et al. [254].

9°aTDC

8°aTDC

7°aTDC

6°aTDC

5°aTDC

1°aTDC

Soot KL

10°aTDC
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Soot Temperature

40°aTDC

35°aTDC

30°aTDC

25°aTDC

20°aTDC

15°aTDC
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Figure 6.6 Experimental soot luminosity, KL and temperature
Figure 6.7 shows the summation of KL within every time step which is normalized by the total
area of the combustion bowl. It is clear that the soot KL values for JP-8 are much lower than for
ULSD under the 400 bar injection pressure condition reported. This is consistent with the
engine out measurements reported in Table 6.3. Again, this result was observed, although the
total amount of fuel injected within each cycle is higher for JP-8 than it is for ULSD. The two
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apparent KL peaks are caused by the initial premixed combustion and subsequent diffusion
pool burning.

Figure 6.7. Sum KL normalized by the total area in the combustion bowl

6.8 Two-Color Line-of-Sight Calculation Applied to the CFD Simulation
Results
In the FORTE CFD simulation, three different unimolecular evaporation rates are considered
assuming the evaporation properties of three alkane species. The baseline condition assumes
n-heptane is the evaporating specie and the model is calibrated against experimental data
available for the 400 bar ULSD combustion reported earlier. A comparison of the experimental
and simulation in-cylinder pressure is given in Figure 6.8. With the same n-heptane chemistry
mechanism, two additional evaporative conditions are investigated assuming identical injection
settings and LPPC (5°aTDC). All pressure traces exhibit good agreement with the experimental
data, despite the differences in evaporation properties. Small differences can be found during
the premixed part of the combustion shown in Figure 6.9. A slightly lower rate of pressure rise
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during the high temperature heat release region is evident for n-butane, mostly due to the high
volatility of the n-butane fuel component which is completely evaporated prior to the initiation
of the high-temperature oxidation reactions. The pressure trace of n-decane shows lower peak
pressure compared to the other two fuel components considered since n-decane has the
lowest volatility and the fuel droplets are not fully evaporated during the premixed combustion
period, resulting in a lower energy release rate.

Figure 6.8. Comparison of in-cylinder pressure trace between simulation and experiment.
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Figure 6.9. Detailed pressure trace during premixed combustion period
Figure 6.10 shows the results of the two color line-of-sight integration applied to the simulation
results compared to their experimental equivalent. Figure 6.10a shows the experimental soot
natural luminosity detected by the camera, calculated KL and soot temperature. Due to the
fact that the camera was configured to avoid saturation during the whole combustion process,
the dark areas indicate either lack of a signal or an insufficient signal compared to the
maximum observable signal. Thus, only the highest intensity zones are available for KL and soot
temperature calculations.
The images shown in Figure 6.10b are calculated by applying the two color line-of-sight
calculation method to the simulation results as described earlier. The first image shows the
emissive power obtained from the calculation, and it is scaled so that the highest emissive
power region may be seen. The second and third images are soot KL and soot temperature
results, respectively, scaled from zero to their highest value so that the entire distribution of
these two parameters may be seen. It may be observed that the highest intensity areas contain
the highest soot temperatures, but they do not contain the highest KL values. This indicates
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that, in the experimental two color measurements, KL values in the highest intensity area
should not be treated as the highest possible values in the combustion chamber because the
actual location of the highest KL value is located away from the location of highest emissive
power according to the simulation results.
An interesting observation is related to the modeled KL value determined within the highest
emissive power zone, which has a value around 0.225 in the image shown below, which is quite
close to the experimentally determined KL value, i.e. around 0.2. Additionally, the soot
temperature predicted by the CFD simulation post-processed by the line-of-sight integration is
observed to be in good agreement with the experimentally determined temperature at the
location of the highest emissive power.
Figure 6.10c shows the soot concentration and temperature iso-surface plots obtained from the
CFD simulation prior to the line of sight integration. The first pair of images presents different
views of identical data for soot concentration. While the first image shows an isometric view of
the soot concentration iso-surface, the second image shows the data from the same
perspective as the line of sight integration data. It may be observed that the soot cloud shape
described by the iso-surface is identical to the soot cloud shape determined through the KL line
of sight calculation.

Similarly, the high temperature zone apparent in the line of sight

integration data is replicated in the iso-surface contour.
Thus, the simulation results indicate that the highest temperature occurs in regions where the
greatest intensity is observed. In these regions, KL measurements are expected to be accurate.
However, the highest intensity regions distinctly do not coincide with the zones of the highest

182

KL, which may be found elsewhere in the combustion chamber. This implies that the KL results
from the experiment may be missing the KL values at regions which have lower temperature
and high soot concentration as has been shown above. This observation suggests that the
experimentally obtained KL values can be significantly impacted within the low temperature
regions, where the temperature is lower than the lowest temperature detectable by a camera
characterized by a finite dynamic range.
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Experiment Two Color Measurements (ULSD_400bar 13ºaTDC) a
Soot Natural Luminosity

Soot KL

Soot Temperature (K)

Simulation Results Applied Line Of Sight Integration (N-heptane 13ºaTDC) b
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(



)

Soot KL

Soot Temperature ( )

3-D Iso-surface Plots of Simulation Results (N-heptane 13ºaTDC) c
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3-D View
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Figure 6.10 Comparison of soot KL and temperature from simulation and experiment
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Figure 6.11 shows the comparison of time dependent KL summation, normalized by the total
area of the combustion chamber, between simulation results from n-heptane and experimental
two color method measurements. A slightly higher KL is expected as discussed earlier; the
experimental results are missing some of the KL information originating in the lower
temperature region due to the finite camera dynamic range. It may be observed that both the
experimental KL, as well as the simulated one, increases dramatically soon after the peak of the
rate of the high temperature heat release.

The simulated KL peak is roughly twice the

maximum observed experimental KL, which can be attributed to inaccuracies within the entire
soot model chain, starting with the considered soot precursor within the chemical mechanism,
up to the soot formation and oxidation rates.

Additionally, uncertainties within the

experimental measurements are expected to yield a measured KL value below the total actual
amount of soot available within the combustion chamber. After approximately 40°aTDC, the
experimental KL is observed to decrease to near-zero values, mostly due to the drop in the incylinder temperature, which results in the soot dropping out of the camera sensitivity range.
However, based on engine-out soot measurements, a significant amount of soot survives the
entire expansion process and is detectable within the engine exhaust system.
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Figure 6.11. Comparison of normalized summation of KL between simulation and experiment
The effect of limited camera sensitivity is emulated on the simulation results by cutting off the
emissive power obtained by applying the line-of-sight calculation, which is below 1%, 5% and 10%
of the threshold value, respectively. The threshold value is computed by considering the
maximum value observed throughout the entire simulated cycle. Figure 6.12 shows how, under
these three conditions as well as the un-modified condition, the normalized summation of KL is
affected by the cut-off level. As the cut-off level increases, the maximum crank-angle at which
soot is still observable decreases, which is consistent with the temperature decrease associated
with the expansion stroke. However, throughout the higher temperature period the effect of
the cut-off level on the value of KL is not significant. In conclusion, under the conditions
investigated, KL values measured in the experiment are expected to be accurate if the
temperature in the combustion chamber is within the dynamic range of the camera.
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Figure 6.12. Comparison of normalized summation of KL between different cut off ratios

6.9 The Effect of Volatility of the Fuel on the Soot Emission Characteristics
Figure 6.13 shows images from the simulation results obtained by considering three different
fuel evaporative properties. The images are obtained by applying the line-of-sight integration
method described earlier, and they show the crank angle resolved soot KL and temperature
distributions as would be observed by a camera set up in a similar configuration as the
experimental camera. The sector associated with one-fifth of the combustion chamber is
shown, and the small white circle visible midway between the combustion chamber and the
outer edge represent the limit of the combustion bowl and the limit of the field of view
available through experimental observation. Although these unimolecular fuels are not an
accurate match for the actual fuel composition of ULSD and JP-8, a comparison between
volatilities and their effects on the soot emissions yields significant benefits. As expected, the
highest volatility fuel results in the least amount of soot as indicated by the KL area and
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magnitude. As the fuel volatility is decreased, the resulting soot is observed to reside within
the combustion chamber for longer periods of time in higher amounts.
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Figure 6.13 Simulation soot KL and Temperature
The normalized KL summation is shown in Figure 6.14. The same trend previously observed
within the images discussed in the previous paragraph is apparent within the data plotted in
the figure below. Although the KL peak is lower for n-decane (lowest volatility) than for n-
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heptane (medium volatility), which could be attributed to a lower amount of fuel available in
vapor phase during the premixed combustion, the KL value for n-decane eventually becomes
higher. The simulation results indicate that even without considering that JP-8 has a lower
aromatic content than ULSD, which may reduce the soot amount, different volatilities of the
fuel have a great impact on the soot emissions under the engine conditions examined.

Figure 6.14. Normalized Summation of KL for three fuel components

6.10 Summary
Soot emissions from JP-8 and ULSD were studied in three different ways: engine-out
measurements by using micro soot meter, in-cylinder measurements by using two-color high
speed camera and in-cylinder predictions by line-of -sight integration calculations applied to
CFD simulation results. The following summary can be supported by the data discussed.
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The difference between the fuel properties for JP-8 and ULSD has a large impact on the
injection system and needle lift displacement, which causes a different amount of fuel to be
injected into the combustion chamber. JP-8 produces less engine-out soot emission compared
to ULSD due to the higher volatility and lower aromatic content of the fuel.
From two-color high speed camera measurements, JP-8 observed to have less soot optical
thickness KL than ULSD during the whole engine cycle. Also, fewer high soot temperature zones
have been found from JP-8.
A two-color line-of-sight integration model was successfully used to provide a means of direct
comparison between CFD engine cycle simulation data and optical soot measurements. The
simulation results were observed to be in close agreement with the experimental data in terms
of soot KL and temperature measurements. It also indicates that zones of maximum KL may not
coincide with the location of maximum intensity or temperature.

Thus, care should be

exercised when interpreting soot two-color thermometry data obtained with a camera having a
limited dynamic range. Camera insensitivity to lower intensity signals is found to decrease the
crank-angle range over which the KL measurements are accurate. However, limitations in the
camera dynamic range are found to result in minimal KL errors in the high temperature period
during and directly following active combustion and heat release.
The effect of fuel volatility can affect the soot emission significantly from the CFD simulation
predictions. The higher the fuel volatility, the less soot emission is observed during the EVO
period.
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CHAPTER 7:
Comparison of Modeled and Measured In-cylinder
Chemiluminescence
7.1 Introduction
A means of validating numerical simulations has been developed which utilizes
chemiluminescence measurements from an internal combustion engine. By implementing
OH*, CH2O* and CO2* chemiluminescence reaction sub-mechanisms into a detailed n-heptane
reaction mechanism, excited species concentration and chemiluminescence light emission were
calculated. This modeled line-of-sight chemiluminescence emission allows a direct comparison
to experimentally measure chemiluminescence images obtained during combustion in an
optically accessible compression ignition engine using neat n-heptane fuel.

The liquid

penetration length of the simulated spray was calibrated against Mie scattering measurements
taken from the jets of the high-pressure piezo injector. The experimental, two dimensional
images of CH2O* and OH* chemiluminescence during the low and high temperature heat
release period were recorded with an intensified CCD camera in a wavelength range covering
emission from these species. By interpreting the color content of the images taken from a
CMOS high speed camera, crank-angle resolved two dimensional CO2* chemiluminescence
distributions were obtained. All the chemiluminescence images taken in the same crank angle
degrees were used to generate probability density function (PDF) distributions which can then
be compared with RANS averaged CFD simulation results. The emission spectra were recorded
to confirm the existence and evolution of the excited-state species throughout the various
stages of combustion.
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7.2 Literature Review
Combustion processes in an internal combustion engine are complex, involving thousands of
chemical species and chemical reactions in a non-homogenous temporal and spatial
environment. To analyze this complex process, various non-intrusive optical diagnostics can be
applied. Among the important natural phenomena which can be detected by an optical sensor
during hydrocarbon combustion is chemiluminescence. The result of molecules brought to an
electronically excited state by specific exothermic chemical reactions, chemiluminescence
occurs as these molecules rapidly decay to their ground energy levels, emitting photons. These
light emission processes occur with particular wavelength bands in different stages of
combustion. Thus, chemiluminescence measurement has been a widely used tool to probe
various in-cylinder combustion processes [170, 174, 175, 181, 186, 190, 200, 255-260]. This
technique can be further extended to be used as a relatively inexpensive tool to validate
numerical simulation results. A difficulty, however, is that any observed signal is integrated
along the line of sight [198]. Since chemiluminescence is generally not considered in CFD
simulations, it is also not possible to directly compare observed images with a multidimensional
CFD simulation result. Modeling the chemiluminescence process bridges this gap and allows
experimentally-observed chemiluminescence images to be compared against simulation
predicted results. Efforts to model chemiluminescence are documented in the literature.
Dandy and Vosen modeled OH* chemiluminescence from a shock tube for methane and air
mixture, and their model was able to predict both steady and time dependent
chemiluminescence [261]. Walsh et al. [122] included CH* chemiluminescence reactions into
the mechanism, and Luque et al. [262] further improved the accuracy of the reaction rate
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constants. Panoutsos et al. [133] evaluated different reaction rate constants and mechanisms
for OH* and CH* chemiluminescence reactions. Not until 2012 did Kopp et al. [146] propose a
first-generation kinetics model for CO2* and CH2O*, the results of which were compared with
experiments performed at different temperatures and pressures.
In this work, three individual chemiluminescence sub-mechanisms found in the literature were
implemented into a detailed n-heptane mechanism which models the net formation of excited
state OH*, CH2O* and CO2* species by chemiluminescence in the engine environment. The
resulting excited species concentration allows for calculation of the light emission from its
decay processes. The simulation results integrated along the line of sight were then compared
to the experimentally-measured most-probable chemiluminescence distributions.

The

emission spectra were recorded to confirm the existence and evolution of the excited-state
species throughout the various stages of combustion. Interpretations between the line of sight
results and the multidimensional CFD simulation results were made.

7.3 Fuel
Single component n-heptane was chosen as the fuel since this is a widely used surrogate for
diesel fuel whose chemical kinetic mechanism has been validated at various engine
conditions[45]. In order to provide enough lubricity to the high pressure injection system, a
lubricity additive (Infineum R655) was blended with n-heptane at a volume fraction of 500 ppm.

7.4 Engine Operating Conditions
In order to maintain steady thermal conditions of the optical engine, all the experimental
results reported here were taken when the engine was operating with a repeated 3 motoring/8
firing cycle pattern. The engine speed is kept constant at 1200 RPM, and the engine coolant
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and lubricant oil temperature were preconditioned to be 60°C. The intake and exhaust air
temperature were measured to be 25°C and 51°C, respectively. Fuel injection was kept at
5°bTDC, and injection duration was 0.25 msec; injection pressure measured in the jumper line
between the common rail and injector was 800 bar. Fuel quantity injected every cycle was
calibrated to be approximately 7.3 mg/cycle using a volume-based injection calibration method
reported earlier.

7.5 Computational Modeling
A chemical kinetic-coupled 3D CFD software (Reaction Design FORTE) was applied to simulate
the in cylinder combustion process starting from IVC until EVO. A more detailed model
description can be found in a previous publication [196]. In this study, assuming symmetry, a
51.4 degree sector of the combustion chamber corresponding to a seven-hole injector was
selected as the computational domain shown in Figure 7.1. The average mesh size was
approximately

, and the crevice volume was included to account for the actual

compression ratio of the experimental optically accessible engine. Experimentally measured incylinder pressure was used for calibrating both the motoring simulation pressure and the
combustion simulation pressure. The initial temperature during IVC was initialized to be that of
the intake temperature measured in the experiment. A constant temperature wall boundary
condition is assumed in the model, where the cylinder liner surface and fire deck surface are
assumed to have a temperature of 333 K, which is close to the coolant conditioning
temperature, and the piston surface is assumed to have a higher temperature of 363 K. The
engine intake valve closes at 150 °bTDC, which is the crank angle degree used to initialize the
simulation. A swirl ratio of 2.0 is assigned to the initial velocity profile, matching the setting of
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the calibrated swirl valve on the engine. In order to better predict the spray behavior and fuel
air mixture distribution, the constants in the KH break-up model in the near nozzle region were
adjusted according to the spray liquid penetration length measured in the experiment. The
resulting size constant in the KH model was 0.8, and the time constant was 30. For the size and
time constants in the RT model in the region far from the nozzle, the recommended values of
0.2 and 1.0 were used.

Figure 7.1. Computational fluid domain
To precisely predict the ground state species concentration, a detailed n-heptane mechanism
version 3.1 from Lawrence Livermore National Laboratory [45] was used. In addition, three
sub-mechanisms describing the chemiluminescence reaction for OH*, CH2O* and CO2* and
obtained from the literature [133, 146] were appended to the detailed n-heptane mechanism.
This overall chemiluminescence mechanism was then applied to the 3D CFD simulation to
calculate the excited OH*, CH2O* and CO2* species concentration. Additionally, in order to
calculate the chemiluminescence emission from the decay of these excited species, the
following calculations (Equation 72, Equation 73, Equation 74) were performed for each mesh
cell at every time step during the post processing of the CFD results using the Matlab codes
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developed for this study. Integration was then done in the line of sight direction to obtain the
two dimensional results which can then be directly compared with the experimentally-observed
line-of-sight light emission. Self-absorption along the line-of-sight was neglected under an
optically-thin assumption owing to the low concentrations of the excited-state species[263].
The reaction rate constants k1, k2 and k3 are adapted from reference [133, 146].
OH*=>OH+

R1

Equation 72

CH2O*=>CH2O+

R2

CO2*=>CO2+

R3

Equation 73

Equation 74

7.6 Analysis of Modeled and Measured Chemiluminescence
To make a valid comparison between experimental and modeled chemiluminescence emission,
the combustion simulation was calibrated against the experimental spray measurements and
in-cylinder pressure trace. To obtain spray liquid penetration length data, Mie scattering
experiments were performed for 50 cycles at each crank angle degree during the injection
process. For each image all seven spray penetration lengths were calculated using Matlab
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codes developed for this application. Thus, for each crank-angle, the mean value for the spray
penetration length and its standard deviation were calculated from over 350 samples, as seen
plotted in Figure 7.2. As shown in this figure, the liquid penetration length reaches a plateau
region after approximately 1.2 crank angle degrees, and it decreases to zero within one crank
angle degree. The fully developed penetration length is about 10 mm in the 20 mm radius
bore. Another dashed line plotted in Figure 7.2 is the liquid penetration length predicted by the
3D CFD simulation, which shows that the simulation results are in good agreement from the
start to the end of the injection process. However, the modeled penetration length overpredicted by 25% the experimentally measured lengths during the plateau region.

It is

expected that this correlation may be improved by further optimizing the RT break up constants
far from the nozzle region or considering more gas entrainment in that area. This comparison
between the experimentally measured and the modeled spray liquid penetration length
ensures the modeled injection timing, duration and overall spray model prediction to be within
close agreement, which is very important for predicting the fuel air mixture distribution in the
combustion chamber, which will in turn influence the species concentration during fuel
oxidation and excited species formation during the combustion process.
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Figure 7.2. Experimentally measured and modeled spray penetration length over the
injection period
Figure 7.3 shows the experimentally measured and modeled in-cylinder pressure, as well as the
calculated apparent rate of heat release between IVC and EVO with experimentally obtained
injector current profile. The injector current profile shows injection beginning at 5 °bTDC and
ending at about 0.2 °bTDC, which correlates well with the liquid penetration length measured
using Mie scattering. It can be seen in Figure 7.3 that the model over-predicted the amount of
low temperature heat release during the cool flame period, which can also be caused by underpredicting the energy absorbed by liquid fuel evaporation.

However, the experimentally

measured in-cylinder pressure has a fairly reasonable agreement with the modeled one in
terms of the timing of cool flame and LPPC as well as the peak cylinder pressure. The apparent
rate of the heat release curve shows that the cool flame, or low-temperature heat release
(LTHR), occurs at around 6 °aTDC, where the CH2O* chemiluminescence signal is expected to
have a local peak. After the NTC region, the heat release reaches its peak at about 9.5 °aTDC
where the high temperature combustion occurs.

During this process, the CO2*
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chemiluminescence was expected to form rapidly and decay in a short period of time. The OH*
chemiluminescence signal is also expected to reach a peak at this time.

Figure 7.3. Experimentally measured and modeled in-cylinder pressure, calculated apparent
rate of heat release during IVC and EVO period with experimental injector current profile.
Figure 7.4, Figure 7.5 and Figure 7.6 show the wavelength spectrum measured during three
different stages of the combustion process. Figure 7.4 shows the wavelength spectrum during
the start of the cool flame, or LTHR, period, where CH2O* appears around 3 °aTDC and shows a
broadband wavelength spectrum in the range from 350 nm to 450 nm. OH* first occurred at 5
°aTDC, which is approximately the recovery point of ARHR where the net apparent heat release
is zero (Figure 7.3). This event is commonly considered a marker for the end of the ignition
delay period. At this crank angle, CH* and C2* were also observed in the spectrum, indicating
the start of the low temperature oxidation processes. Figure 7.5 shows the wavelength
spectrum during the peak of LTHR and LPPC, where it is obvious that the OH*
chemiluminescence intensity begins to increase substantially from 7 °aTDC, which corresponds
to the start of high temperature heat release as shown in Figure 7.3. CH* disappears after 8
°aTDC, suggesting that CH* chemiluminescence is a product of low temperature oxidation
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intermediates. At this stage, the CH2O* chemiluminescence signal increases with the same
magnitude as OH* chemiluminescence. Figure 7.6 indicates the spectrum after the main high
temperature heat release with the magnitude of CH2O* chemiluminescence, which is lower
than that of the OH* chemiluminescence. In this phase of combustion, CH2O* emission begins
to be covered by soot natural luminosity, characterized by a broadband spectrum of increasing
intensity towards the visible range. However, soot natural luminosity decreases to a lower level
after 40 °aTDC. These spectrum measurements explain the temporal location of the particular
chemiluminescence and soot natural luminosity in the combustion chamber and can be used to
validate the chemiluminescence modeling results from the simulation. They also provide
insight into the interpretation of the line-of-sight chemiluminescence images.

Weak OH*
CH2O*
band band
C2*

Figure 7.4 Emission Spectrum during the start of LTHR
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OH*

CH2O*
band

CH*

Figure 7.5 Emission Spectrum during the peak of LTHR and the start of HTHR

OH*

Soot broad band radiation

Figure 7.6 Emission Spectrum during the end of combustion
Figure 7.7 shows the spatial distribution of the measured and modeled CH2O*
chemiluminescence during the LTHR period. The first column shows the PDF distribution of the
measured CH2O* chemiluminescence, calculated from images experimentally from over 80
engine cycles.

The second column shows the modeled line-of-sight integrated CH2O*

chemiluminescence distribution, with the white circle in the middle indicating the location of
the combustion bowl and the squish regions. The third column is the iso-surface plot of the
CH2O* chemiluminescence calculated using the simulation results. The fourth column is the
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iso-surface plot of the simulated ground energy level CH2O species concentration. The
chemiluminescence distribution results were calculated using the Normal PDF (Probability
Density Function) for each crank angle and show the maximum probability value of each
individual pixel at the same crank angle. Comparison of the first and second column shows that
the simulated CH2O* chemiluminescence occurs within the same location as in the
experimental images, and the increasing trend of the chemiluminescence intensity is in good
agreement. The third and fourth column shows a similar spatial distribution compares the
modeled CH2O* chemiluminescence and the ground state CH2O concentration during the
crank angle degrees.
Figure 7.8 shows the normalized summation of the experimentally measured CH2O*
chemiluminescence intensity, the model predicted CH2O* chemiluminescence intensity, and
the simulated CH2O concentration over the low and high temperature heat release period. The
figure describes the relationship between those three signals. CH2O* chemiluminescence is
obtained only in the period leading up to the high temperature heat release period beyond
which interference from high intensity broadband soot natural luminosity covers this signal.
However, the available measured CH2O* chemiluminescence shows the same trend as the
modeled CH2O* chemiluminescence.

It is worth mentioning that the modeled CH2O*

chemiluminescence and ground energy level CH2O follows the same trend until the end of the
cool flame period, beyond which the modeled CH2O* chemiluminescence decreases and then
increases to its peak level. On the other hand, the ground state CH2O monotonically increases
to its maximum. This illustrates the differing evolution of the two states during the combustion
process.
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Figure 7.7 Measured and modeled CH2O* chemiluminescence distribution during the LTHR
period
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Figure 7.8. Measured and modeled CH2O* chemiluminescence summation and their
comparison with ground state species concentration, experimental measurements were
truncated at 7°aTDC due to excessive interference from other species.
The spatial distribution of measured and modeled OH* chemiluminescence is shown in Figure
7.9. The columns are arranged in terms of PDF of the measured chemiluminescence, the
simulated chemiluminescence, the iso-surface plots of the excited state (OH*) and the ground
state OH concentration, respectively. The experimental results were calculated using the PDF
for each crank angle and show the most likely OH* chemiluminescence distribution.

To

facilitate a comparison between the results from the earlier and later crank angle degrees, the
frames at 9 °aTDC are repeated at two scales.

Figure 7.10 shows the frame-integrated

chemiluminescence from the experiment and simulation over a range of crank angles. It can be
observed that a phase shift exists between the experimentally measured and the simulated
OH* chemiluminescence. This is believed to be partially the result of differences in the engine
thermal condition of the cycles used for image-gathering and those whose pressure trace was
used for CFD model calibration. In contrast, both the 3D distribution and the summation curves
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showed good agreement between the simulated OH* chemiluminescence and simulated
ground state OH concentration, indicating that the observed OH* chemiluminescence is a good
proxy for the distribution of the ground state OH concentration. This result can be further
verified so that the OH* chemiluminescence measurement can be used to predict the OH
concentration during combustion processes.
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Figure 7.9 Measured and modeled OH* chemiluminescence distribution during the HTHR
period
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Figure 7.10. Measured and modeled OH* chemiluminescence distribution during the LTHR
period
Similar comparisons were made for CO2* chemiluminescence and ground state CO2
concentration, which are shown in Figure 7.11 and Figure 7.12. The experimentally measured
CO2* chemiluminescence image was processed using only the red and blue pixel information
from the color CMOS camera. Although the emission wavelengths or color of the CO2*
chemiluminescence fall within the transmission band of the blue filter of the Bayer pattern, this
filter is wide and extends sufficiently into the red region such that the incandescent soot
luminosity also registers as blue content of a pixel. To identify whether the blue content of a
pixel is from CO2* or soot, a simple image processing function was applied based on Planck’s
Law, which predicts greater red than blue intensity at combustion temperatures. For each
pixel, the ratio of blue to red content was calculated, and a ratio of unity was selected as the
defining criteria.

Pixels with blue-to-red ratios less than one were considered as soot

luminosity, and the pixels with greater blue-to-red ratios considered CO2* chemiluminescence.
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For every half crank angle, a PDF was calculated using the images with a CO2*
chemiluminescence signal.

Although it can be observed from the distribution that this

technique may over compensate for the soot luminosity and thus underpredict the CO2*
chemiluminescence emission, the experimentally measured and simulated line-of-sight CO2*
chemiluminescence shows a similar trend in both spatial and temporal location. On the
contrary, the simulated CO2* chemiluminescence is quite different from the ground state CO2
concentration. The CO2* chemiluminescence is formed during the high temperature heat
release period and decreases after the peak of LPPC, while the ground state CO2 concentration
grows after the peak of LPPC and reaches a plateau region until the exhaust valve opens. This
implies that CO2* chemiluminescence needs to be modeled when it is used to compare with
experimentally measured signals.
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Figure 7.11 Measured and modeled CO2* chemiluminescence distribution during the HTHR
period

Figure 7.12 Measured and modeled CO2* chemiluminescence summation and their
comparison with ground state species concentration
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7.7 Summary
A first attempt was made to simulate the in-cylinder OH*, CH2O* and CO2* chemiluminescence
processes in an internal combustion engine fueled with n-heptane.
The chemiluminescence mechanism was formulated by incorporating three chemiluminescence
sub-mechanisms into a detailed n-heptane mechanism, which can then be used to model the
excited species during combustion process.
Experimentally measured liquid spray penetration length using Mie scattering was compared
with simulated liquid penetration length, but further optimization is needed to predict the
liquid penetration length accurately.
Spectral

wavelength

measurement

provides

insight

into

characterizing

particular

chemiluminescence light emission from the various stages of combustion.
2D line-of-sight chemiluminescence modeling offers a direct comparison between simulated
and experimentally measured results.
A comparison between modeled chemiluminescence and ground state species concentration
confirmed the need to use modeled chemiluminescence prior to comparisons with
experimentally observed chemiluminescence signal.
Chemiluminescence modeling may aid in interpreting experimentally obtained overlapping
broad band chemiluminescence signals.
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CHAPTER 8:
Simultaneous In-cylinder Measurements of CO2* and OH*
Chemiluminescence with the Analysis of Modeled Chemiluminescence
8.1 Introduction
Chemiluminescence was observed at both the early low temperature oxidation and later high
temperature combustion stages of n-heptane fuel combustion in an optical compression
ignition engine using broadband chemiluminescence imaging which is problematic to interpret,
even with the assistance from spectrum analysis because some broadband emissions overlap
with each other. In order to understand those light emission, gain insight to its spatial and
temporal distribution and further use them as a combustion diagnostic tool, five major
electronically excited state species including CH*, HCO*, OH*, CH2O* and CO2* were modeled
using existing chemical kinetic data from the literature and combined with a detailed n-heptane
mechanism. This was then applied to a 0-D homogenous constant temperature and pressure
reactor and a 3-D kinetic coupled CFD package generating a temperature and equivalence ratio
map covering the entire domain of diesel engine conditions. This allows comparison of excited
state species and their ground state species from different temperature and equivalence ratio
regions. From this analysis it was found that the experimentally observed broadband
chemiluminescence

was

mostly

coming

from

CH2O*

and

visible

range

natural

chemiluminescence were most probably CO2*. OH* well represents of its ground state OH
distribution and is also a potential indicator of NO emission. CH* mostly appears during a
temperature range of 1000 K to 2000 K. At temperatures lower than 1500 K CH2O* and CO2*
chemiluminescence appear in the same equivalence ratio region which is not true at
temperature higher than 2500 K. CO2* peaks in a lower equivalence ratio region and the
highest CH2O* mole fraction are more likely to appear at high equivalence ratios. Linearity
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analysis from the data plotted for each cell shows CH* mole fraction is linear with CH mole
fraction during low temperature condition and not linear in the high temperature region.

8.2 Literature Review
Advanced low temperature combustion modes like HCCI, PCCI, and RCCI in a compression
ignition engine have the potential of offering high efficiency and lower emissions
simultaneously. Due to their more chemical kinetically dependent rather than conventional
diffusion diesel combustion, measurement of in-cylinder reaction intermediates, detection of
the low temperature reaction zone and prediction of combustion emissions become
increasingly useful for optimizing those combustion modes. Laser diagnostic methods are often
not feasible for general applications. Chemiluminescence imaging is a simpler way that has
been widely used in many studies. A good correlation between chemiluminescence intensity
with the heat release rate has been one of the most popular engine combustion optical
diagnostics used [170-174]. In conventional diffusion diesel combustion, the flame lift-off
location

could

be

determined

using

OH*

chemiluminescence

[175-178].

Spatial

chemiluminescence distribution was an indicator of the inhomogeneity of HCCI combustion
[179-183]. In order to study the flame front structure and the flame propagation in
reciprocating engines , some chemiluminescence measurements of CH*, OH* have also been
applied[184, 185]. However, at the early stage of low temperature combustion, OH*
chemiluminescence is absent due to the high activation energy of its reactions, and CH2O*
becomes a better candidate. The challenge of identifying other chemiluminescence signals
arises since CH2O* chemiluminescence is a broadband spectrum emission which overlaps with
CO2* and HCO* chemiluminescence. Chemiluminescence signals were also used as a way to
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identify the pre-reaction zone and ignition sites [186-191]. However, the excited state species
may differ from the ground state species, and the ground state species are more representative
of the underlying major chemical reactions. Ikeda et al. found the relationship between local
air fuel ratios with CH*/OH* in a SI engine[255]. The problem becomes whether the same
method can be applied on a compression ignition engine where the fuel and air mixture is
typically much more stratified. Chin et al. showed the application of OH* chemiluminescence as
an indicator of NO emission[259]. Gupta et al. concluded that CO2* chemiluminescence in a
natural gas engine correlated well with bulk temperature [264]. On the other hand, it is worth
knowing whether those experimental empirical relations can be proved from fundamental
chemiluminescence reactions. In this work, experimental chemiluminescence measurements
will be performed to demonstrate the challenges of interpreting the chemiluminescence signal
during early low temperature and later high temperature combustion stages. Moreover,
detailed chemical kinetic chemistry involving five excited state formations and quenching
species and reactions will be appended to an existing detailed n-heptane mechanism. The
application of this mechanism in a zero dimensional combustion simulation will unveil the
overall relationship between excited state chemiluminescence species with their ground state
counterparts using a general temperature-equivalence ratio map that covers the whole range
of not only diesel combustion region but also most of the advanced combustion mode regions.
Furthermore, by exploring the more representative scenario of heterogeneous combustion
using 3-D chemical kinetic coupled CFD simulation, the temporal distribution of excited and
ground state chemiluminescence has been studied to find the proper indication of major
combustion events. Then, linearity from the excited state species and the ground state species
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in the in-homogenous condition was investigated. A temperature-equivalence ratio map similar
to the 0-D simulation results, but considering a more realistic combustion path from the 3-D
simulation results, was plotted to confirm the findings from the 0-D simulation. Finally, the 3-D
distribution of the excited state species and emissions were compared to illustrate that the
potential chemiluminescence signal may be used to predict emissions and ground state species.

8.3 Operating Conditions
OH* chemiluminescence and visible range natural chemiluminescence imaging during high
temperature combustion were performed using the same ICCD camera simultaneously with a
high-speed visible-range digital CMOS color camera in a monochromatic mode (Vision Research
Phantom v310, 1280 x 800 pixels, 12-bit image depth, and 3250 fps full resolution up to
500,000 fps at the resolution of 128 x 8 pixels). For this experimental setup shown in Figure 8.1,
a long-pass dichroic beam splitter (cut-on edge is 325 nm, Omega Optical, 325DRLP 76.2x76.2)
was placed in front of the visible range camera to split the light emission at a shorter
wavelength to a first surface mirror which then reflected the light to the ICCD camera. An
interference band pass filter of 10nm FWHM with a center wavelength of 307.1 nm was used
on the ICCD camera to mainly capture OH* chemiluminescence. No filters other than the red,
green and blue Bayer filters of the CMOS color camera were used. The aperture ratio was set
to f/2.8. The time interval within a cycle over which imaging is conducted, the “memory gate”,
is set at 12.5 msec, which under the 1200 RPM engine speed covers 90 CAD. Triggered by the
FPGA system, the CMOS camera recorded frames covering the active combustion period with
65 µsec exposure times every 0.5 CAD from TDC (trigger starting point) through 90°aTDC.

218

Intake Valves

Piezo Injector
Spectral Measurement 150
microns slit location
Extended piston

Exhaust Valves
High-speed CMOS color
camera

Swirl
Direction

Lens

Long-pass
dichroic
beam
splitter

Stationary 45º
First surfaces
mirror
Intensified CCD Camera PI-MAX2 GEN II

Figure 8.1 Experimental Setup
Since the early stage broadband and high temperature combustion visible range luminosity can
be attributed to any light emission happening during the combustion process, spectral
wavelength measurements were performed from the end of the injection to the end of the high
temperature combustion process at every crank angle degree to find the source of those light
emissions. The setup and experimental procedure were reported in an earlier publication[265].
The 150 um slit was positioned as it is shown in Figure 8.1.
In order to maintain steady thermal conditions of the optical engine, the experimental results
reported here were taken when the engine was operating with a repeated 1 firing/17 motoring
cycle pattern. The engine speed was kept constant at 1200 RPM, and the engine was
preconditioned with coolant and lubricant oil temperatures of 60 °C. The intake air mass flow
rate and temperature were controlled using a custom designed feedback controlled heater and
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sonic nozzle. The mass flow rate of the air were calculated using the pressure transducer
mounted upstream of the sonic nozzle to be 9.25 g/s. The start of fuel injection was kept at
TDC, and the injection duration was 0.35 msec. The injection pressure as measured in the
jumper line between the common rail and the injector was maintained at 800 bar. Fuel quantity
injected per cycle was calibrated to be approximately 9.3 mg/cycle using the volume-based
injection calibration method reported earlier [266].

8.4 Chemiluminescence Modeling
To assist the experimental chemiluminescence analysis and provide fundamental
understanding of the chemiluminescence emission process in a typical diesel engine
environment, a parametric study using a Chemkin homogenous constant volume and
temperature reactor was performed to generator a temperature-equivalence ratio map
covering most diesel engine combustion conditions. In this simulation, the initial pressure was
set to be 30 bar, which is close to the experimental pressure at the time of fuel injection. The
initial temperature and equivalence ratio were swept separately from 600 K to 3000 K with 60 K
increments and 0.1 to 4 with 0.1 increments, respectively. Since it was a homogenous reactor,
the air was premixed with n-heptane which was considered as a fuel. Only the gas phase
reaction was modeled without considering any spray event. The chemical kinetic mechanism
used in this study was the detailed n-heptane mechanism version 3.1 from Lawrence Livermore
National Laboratory [45]. Five major excited state species including CH2O*, OH*[133], CH*,
CO2*[146] and HCO* [140] formation and quenching were modeled using the existing
mechanism. Finally, each of those excited state species mole fractions were taken at 1 msec, 2
msec and 5 msec end points in order to be mapped onto the temperature-equivalence ratio
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plots. Due to space limitations, only the result from the 2 msec case will be shown in this work
since only slight changes were observed with different end point times.
In order to have a more realistic representation of the diesel engine combustion process,
chemical kinetic-coupled 3D CFD software (Reaction Design FORTE) was also applied to
simulate the in cylinder combustion process starting from IVC until EVO. A more detailed model
and boundary condition description for the 3-D modeling can be found in previous publications
[196, 265]. Figure 8.2 shows the 51.4 degree sector computational mesh corresponding to the
experimental seven-hole Piezo injector.

Temperature, equivalence
ratio and intermediate
species mole fraction from
each cell

Figure 8.2 51.4 Degree Sector Computational Mesh

8.5 Experimental Result and Discussion
Spectral wavelength measurements were performed at each crank angle from 7°aTDC
(beginning of cool flame) to 27°aTDC. The results shown have been separated into three
combustion stages from their distinct emission wavelength features. Figure 8.3 is the plot of the
early combustion stage, showing where it started from the noise level signal until a broadband
emission from 360 nm to 510 nm appeared. According to Figure 8.6 which shows the UV and
visible range flame spectral features concluded by Gaydon et al. [267], these broadband
emissions can come from three possible sources, HCO*, CH2O* and CO2*. Figure 8.4 is the
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spectrum from the high temperature combustion stage where there is a distinct peak near 309
nm as well as 431 nm, which is the OH* and CH* chemiluminescence corresponding to Figure
8.6. However, the continuum from 360 nm to 510 nm was still present, and the relative
intensity is much higher than that during the early combustion stage. The OH*
chemiluminescence intensity reaches the maximum at around 14 °aTDC and 15 °aTDC; however,
the CH* chemiluminescence disappeared from 13 °aTDC. Figure 8.5 shows the spectrum during
the later combustion stage where the longer wavelength signal was increased. Those light
emissions could be from soot luminosity over a broadband spectrum range. At this stage, the
continuum from 360 nm to 510 nm also decreased with the crank angle degree.

Figure 8.3 Spectral Wavelength Measurement during the Early Combustion Stage

Figure 8.4 Spectral Wavelength Measurement during the High Temperature Combustion
Stage
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Figure 8.5 Spectral Wavelength Measurement during the Later Combustion Stage

Figure 8.6 UV and Visible Range Flame Spectral Features
For the two dimensional chemiluminescence measurements, in order to reduce the cycle-tocycle variation, 30 total broadband chemiluminescence images from different firing cycles at
each crank angle degree were used to calculate the probability density function using Matlab.
Figure 8.8 shows the distribution of the intensity values with the maximum probability during
the early combustion stage. The corresponding averaged in-cylinder pressure and calculated
firing and motoring ARHR were plotted in Figure 8.7. Overall, the broadband
chemiluminescence intensity was extremely low, which agrees well with the intensity level
from the spectral wavelength measurements. Apparent chemiluminescence was observed at
8 °aTDC where the cool flame heat release started to show up from the ARHR curve, which was
shown as a low temperature reaction sign. Spatially, the chemiluminescence was observed
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around the combustion chamber periphery where the injected fuel was targeted and the spray
pattern from the chemiluminescence changed to a uniform distribution. According to the
spectrum measurement, the source of the broadband chemiluminescence was not clear since it
was measured without any filter due to a very low signal level; they may come from three
sources during this process. Figure 8.9 shows simultaneous OH* chemiluminescence with
visible range natural chemiluminescence from a single cycle during the high temperature
combustion stage. Two obvious OH* chemiluminescence sites near the two intake valves took
place at 11 °aTDC corresponding to the firing ARHR curve across the motoring ARHR curve,
which is an indicator of high temperature ignition. The white spots in the visible range natural
chemiluminescence images were believed to be the soot emitting thermal radiation at a higher
temperature with longer wavelength light, and the intensity was much higher than the
chemiluminescence. This is also confirmed from the spectrum measurement.

The OH*

chemiluminescence distributed in the same location with the visible range chemiluminescence
implies that they occur at the same temperature and equivalence ratio condition. It is worth
noting that there is a dark area in the middle of the combustion chamber where there was very
little chemiluminescence present; this might due to an over lean mixture from the wide spray
included angle of the injector used in the experiments.
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Figure 8.8 Maximum Probability Broadband Chemiluminescence Distribution during the Early
Combustion Stage.
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Figure 8.9 Simultaneous OH* chemiluminescence (upper row) with visible range natural
chemiluminescence (lower row) during the high temperature combustion stage.

8.6 0-D Simulation Result and Discussion
The experimentally observed chemiluminescence, particularly the OH* and visible range
chemiluminescence during the high temperature combustion period, was quite nonhomogenous. Except for identifying the high temperature ignition site and studying the
reaction zone, it is very challenging to understand the information provided by those
measurements. Therefore, the mole fraction of the five excited state species and their ground
state species from the homogenous constant pressure and temperature reactor were plotted to
a temperature equivalence ratio map which covers most of the operating range of a
compression ignition engine. All five excited state species and ground state species are shown
in Figure 8.10. The first row shows the OH* and OH mole fraction. It can be observed that they
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lie in a similar region on the temperature and equivalence ratio plot, and both their peaks are
located between equivalence ratios of 0.5 to 1.0 with high temperature. As a result, OH* is a
good representative of OH in terms of the temperature and equivalence ratio location they
favor. The second row shows the CH2O* and CH2O mole fraction, and an obvious difference
from the simulation can be found. Most of the CH2O is in the temperature range of 700 K to
1300 K; however, CH2O* can be seen both in the low temperature and high temperature
regions. The peaks are located on the highest equivalence ratio side. The third row is from CH*
and CH; CH tends to increase with temperature and equivalence ratio. On the other hand, CH*
is more distributed at temperatures between 1000K and 1400K in the lower equivalence ratio
region. The fourth row is the HCO* and HCO mole fraction, both of which reach the highest
point in the high temperature and equivalence ratio region. The last row shows the CO2 and
CO2* mole fraction; equivalence ratio near one is a good spot for both, but CO2* is more
preponderant in the higher temperature region. From these simulation results, some
suggestions can be indicated for the experimental chemiluminescence measurement. The
spectrum continuum during the early stage of combustion mostly comes from CH2O* with little
from CO2*, while during the high temperature combustion stage, the continuum can come
from all three sources. Excited state OH* may be used as a tracer of ground state OH. OH* and
CO2* are located in the same corner of the temperature and equivalence ratio map while
CH2O* and HCO* are not.
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Figure 8.10 Mole fraction of excited and ground state species mapped to the temperature and
the equivalence ratio map covering the compression ignition engine operating range.

8.7 3-D Simulation Result and Discussion
The 3-D simulation result is also used to investigate chemiluminescence in real engine
conditions. Figure 8.11 shows the simulated in-cylinder pressure, ARHR, the total mole fraction
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of each excited and ground state species and their relative phasing. The total excited state
species mole fraction is several magnitudes lower than that of the ground state species, except
for CH* and CH. CH* and OH* had mole fraction profiles similar to CH and OH, respectively. All
the excited species had a good correlation between their mole fraction and high temperature
heat release phasing. CH2O* was the best signal to be used to sense the cool flame reaction
zone. The CO2 mole fraction freezes after high temperature combustion differing from CO2*,
which decreases rapidly with time. The peak of the CH2O total mole fraction is earlier than that
of CH2O*.
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Figure 8.11 Simulated in-cylinder pressure, ARHR, the total mole fraction of each excited and
ground state species and their relative phasing.

The investigation of the linearity relationship between the ground state species mole fraction
and the excited state species mole fraction was performed by plotting the data from each
computational cell as shown in Figure 8.2. For each species combination, five crank angle
locations in the cycle were chosen for the study as shown in Figure 8.12. Those were the
appearance of the excited species period (5 CAD), the beginning of cool flame period (10 CAD),
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the peak of the cool flame period (13 CAD), the premixed combustion period (15 CAD) and the
post high temperature combustion period (20 CAD). The color of each point represents the gas
temperature of the cell at that crank angle location. CH* and CH mole fraction exhibit good
linearity with each other during all crank angle degrees except for the premixed combustion
period when the rate of the chemical reaction is expected to be maximum. The CH2O*, HCO*
and CO2* mole fraction shows more linearity with the CH2O, HCO and CO2 mole fraction
during the beginning of the cool flame period than other periods. On the other hand, the OH*
mole fraction indicates more linearity with OH at high temperatures during the premixed
combustion period and after the high temperature combustion period. To check whether the
ratio of CH* and OH* is linear with the equivalence ratio in diesel combustion conditions
compared to the linear relationship in spark ignition engine conditions[255], the ratio of CH*
and OH* was plotted against the equivalence ratio, and it can be found that there is no clear
trend between them in the tested diesel engine conditions due to the fact that the combustion
process is quite heterogeneous. At 5 °aTDC, the ratio stays constant with the increasing
equivalence ratio. At 15 and 20 °aTDC, the ratio is separated from the low temperature region
and the high temperature region, but still no linearity can be observed.
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Figure 8.12 Comparison between the excited states with ground state mole fraction for all
computational cells
Although the linearity of the excited state species with the ground state species mole fraction is
not that clear, they might be located in the same region where the equivalence ratio and
temperature are the same. Further investigations on the equivalence ratio and temperature
map are plotted in Figure 8.13. The color of the dots represents the percent of the mole
fraction normalized to max value for all the species so that a relative comparison could be
made, and six crank angle locations are shown. From the start of the low temperature oxidation
to the late part of the high temperature combustion period, CH and CH* exhibit the same
temperature and equivalence ratio locations at the same mole fraction percentage, which
confirms that the excited CH* location has the potential to be used as an indicator of the
ground state CH location for experimental chemiluminescence measurements. At the early part
of the combustion process, CO2* appears in the same region on the map and then starts to
deviate from the CO2 location. The excited OH* location on the map was found to coincide with
the OH location, which proves the method of using the OH* site as a valid reaction zone
indicator. The region with a high percentage of CH2O does not have a high percentage of
CH2O*, which indicates that they occur in different temperature and equivalence ratio regions.
During the early stage of the combustion process, HCO* occupies a region similar to that of
HCO; however as the combustion process proceeds to the high temperature heat release
period, a high percentage of HCO appears at a higher equivalence ratio area while the high
percentage HCO* favors the lower equivalence ratio area.
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Figure 8.13 Comparison between the excited states with ground state mole fraction for all
computational cells on a temperature and equivalence ratio map
In order to study the three dimensional spatial distribution from excited and ground state
species together with in-cylinder emissions, which may be difficult to obtain from line-of-sight
experimental chemiluminescence measurements, the original iso-surface plots from the 3-D
simulation are presented in Figure 8.14. The first row shows the iso-surface plot of the CH2O
located in the same position as that of CH2O* at 10 CAD; however, this is not the case for 35
CAD shown in the second row which means that the experimental CH2O* chemiluminescence
can be treated as an approximation of CH2O during the cool flame period. Another interesting
finding is that the ground state CH2O distribution coincides with UHC in the combustion
chamber as it is plotted in the third row, which might be a good way to estimate the UHC
location using the chemiluminescence measurement. The fourth row shows the CH* and CH
distributed in the exact same regions, which confirms the previous conclusion that CH* is a
good indicator of measurement of CH not only in location but also in magnitude. NO is known
to be formed at near stoichiometric and high temperature condition, which coincides with the
OH* observed from its temperature equivalence ratio plot. The similarity is also observed from
the 3-D iso-surface plot in the fifth row. Although they are not exactly the same distribution in
terms of mole fraction, they are located in the combustion chamber. The same conclusion was
made in the previous publication[259].
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Figure 8.14 Iso-surface plot of excited state and ground state species with additional UHC
and NO iso-surface

8.8 Summary
Chemiluminescence from n-heptane combustion in a small bore compression ignition engine
was studied by both experimental measurements and numerical modeling. The numerical
modeling not only provided more insight into the excited state and ground state distribution
but also assisted with analysis of experimentally measured chemiluminescence, which is quite
difficult to distinguish from the overlapping spectrum continuum. The following summary can
be arrived from this study:
Spectral wavelength measurement of the chemiluminescence during the combustion process
successfully identified the source of distinct band emission like OH* and CH*; however, this
method cannot distinguish the overlapping spectrum continuum.
Experimentally measured chemiluminescence intensity is extremely low during the low
temperature oxidation period, which influences the wavelength filter to be used.
Simultaneously measured OH* chemiluminescence and visible range CO2* chemiluminescence
showed similar distributions, and soot natural luminosity was also observed from a visible range
measurement.
Experimental chemiluminescence can be used to identify the location of the low temperature
reaction zone as well as the high temperature ignition site.
Simulated homogenous constant volume and pressure reactor results were plotted on a
temperature and equivalence ratio map that covers most of the operating conditions of a
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compression ignition engine. The analysis showed that most of the experimentally is observed
broad band emission during the early combustion stage was CH2O*, and the visible range
measured chemiluminescence may be from CO2* since it had the same distribution as OH*,
which is not the region where HCO* and CH2O* are located according to the modeled excited
state map.
The total mole fraction of the excited state species from the 3-D kinetic coupled simulation
follows the high temperature combustion phasing, but only CH2O* corresponds to the low
temperature oxidation phasing.
Linearity analysis between the excited state and ground state showed that the CH* mole
fraction is always linear with the CH mole fraction except during the premixed combustion
period. Other excited state species mole fractions were not observed to be linear with their
ground state species mole fractions. CH*/OH* was found not to be a good indicator of the
equivalence ratio of the heterogeneous compression ignition combustion studied.
The excited state species in each computational cell from the simulated heterogeneous engine
cycle combustion were collected and analyzed on a temperature and equivalence ratio map
showing the route of the realistic combustion process. OH* and CH* were recognized as a good
representation of the ground state OH and CH from the region where they are located. HCO*
and CH2O* coincided with the ground state HCO and CH2O during the early stage low
temperature oxidation period, but they differed at the high temperature combustion period.
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Three dimensional 3-D iso-surface plots showed that the ground state CH2O can be a tracer of
the in-cylinder UHC location, and OH* may be used as an indicator of in-cylinder NO
distribution.
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CHAPTER 9:
Experimental Validation of a Soot Emissivity Model Using a
Flat Flame Burner and Spectrometer
9.1 Introduction
The classic two-color method has been widely used as one of the non-intrusive ways to
measure soot temperature and concentration in an active flame. However, the accuracy of this
method can be varied with the choice of the wavelengths and the wavelength exponential
factor (parameter α) in the soot emissivity model. In this work, the thermal radiation along the
center axis of a standard flat flame burner was measured using a spectrometer attached to an
intensified CCD camera. The flame temperature determined by the classic two-color method,
which uses 550 nm and 700 nm for the two wavelengths and 1.39 for the parameter α, were
compared against the temperature distribution measured using the coherent anti-stokes
Raman spectroscopy (CARS) method done by Olofsson et al. [268]. It was found that the two
measurements are in a good agreement when the soot concentration is above a certain level. In
addition, using the temperature measured by the CARS measurement as a reference, a
relationship between the two wavelengths and parameter α in the two color method was
obtained.

9.2 Literature Review
Hottel and Broughton [192] first proposed the soot emissivity model, which was derived from
the Beer-Lambert law. One of the important transformations is that the wavelength
dependency is isolated from KL so that the two-color equations can be solved.
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Equation 75

In this equation, K is the absorption coefficient per unit thickness, which relates to the soot
concentration, L is the path length of the flame, parameter

depends on the soot optical

properties, T is the temperature need to be determined, and Ta is the apparent temperature
for equating the radiation intensity from the soot to the radiation intensity of a black body at a
higher temperature.
Further, the wavelengths can be chosen depending on the user, and the value of parameter α
also has some variation. The earlier proposed value of α was suggested by Zhao and
Ladammatos [253], and later Musculus [243] proposed the value of α as a function of the
wavelength of the visible range; all the values are shown in Table 9.1.
Table 9.1 Value of parameter α
Value of parameter α
Visible
Wavelengths

Infrared
wavelengths

Fuel or flame type

Reference

1.39

0.95 (λ >0.8 μm)

steady luminous
flame

Hottel and Broughton
[192]

1.38

0.91-0.97 (λ =2-4
μm)

diesel engine soot

Matsui et al.[269]

diesel engine soot

Yan and Borman. [250]

1.39
0.94-0.96 (λ >0.8
μm)

Liebert and
Hibbard[270]
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0.91+0.28lnλ (λ =17μm)

Various fuels

1.22-0.245lnλ

Siddall and
McGrath[193]
Musculus [243]

9.3 Operating Conditions
In order to reproduce the flame condition as it is performed in the CARS measurement found in
the literature, the operating conditions for the experiment were kept the same. The actual
operating conditions are summarized in Table 9.2. Ethylene gas was used as the fuel, the air gas
was used as the oxidizer with a controlled equivalence ratio of 2.1, and the total volumetric
flow rate of the fuel and air mixture are 10 L/min. Nitrogen gas was used as the shroud gas, and
the mass flow rate was determined to match its average velocity to that of the air fuel mixture.
The stabilizing plate was placed 21 mm above the burner upper surface. The temperature of
the cooling water was maintained around 11°C by a feedback temperature controller. The
measurements were performed around 17 minutes after the burner was lighted in order to
stabilize the plate and reach a steady temperature.
Table 9.2 Operating conditions of the flat flame burner
Gas Fuel/Oxidizer

Ethylene/Air

Equivalence ratio

2.1

Shroud gas

N2

Stabilizing plate height above
burner

21 mm

Burner cooling water temperature

11°C
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Measurement time after flame on

17 mins

9.4 Calibration of the Spectrometer and Camera
After the spectrometer and camera attachment were aligned with the burner and the cavity of
the blackbody calibration source, the positions of the instruments were fixed throughout the
measurement. Calibration of the spectrometer was performed against a mercury light source.
The center wavelength of the spectrometer was chosen to be 400 nm, and three lines of the
mercury light spectrum were used. Figure 9.1 shows the wavelength calibration curve using the
mercury light source.

Figure 9.1 Wavelength calibration curve using the mercury light source
After wavelength calibration, the pixel count from the camera was also calibrated against the
blackbody temperature at two wavelengths (550 nm and 700 nm). Figure 9.2 shows the two
curves from the calibration with the x axis showing the blackbody temperature, and the y axis
showing the pixel counts. As can be seen from the calibration curve, the pixel count from the
longer wavelength is much higher compared to that from the shorter one, which is consistent
with the blackbody radiation distribution.
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Figure 9.2 Pixel count calibration against the blackbody temperature
The emissive power at each black body temperature can be calculated using Planck’s Law, and
the two curves are shown in Figure 9.3.

Figure 9.3 Calculated emissive power at each blackbody temperature
Figure 9.4 shows the calibrated pixel counts with the blackbody emissive power for the two
wavelengths. Both curves show the pixel count is linear with the emissive power, and the curve
for the shorter wavelength has a steeper slope compared to the slope of the curve for the
longer wavelength. These two curves were used for calculating the soot temperature using the
two-color method with the parameter α value at 1.39.
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Figure 9.4 Pixel count correlated with the calculated emissive power

9.5 Validation of the Temperature Profile
Figure 9.5 shows the comparison of the temperature profile measured by the two-color
method and the CARS technique; the soot volume fractions measured by the laser induced
incandescence (LII), and KL calculated from the two-color method were also plotted. The CARS
and LII measurements were done by Olofsson et al. [268] on the same burner and with the
same operating conditions. The two-color method used 550 nm and 700 nm for the two
wavelengths and 1.39 for parameter α. As it can be seen, the temperature curves overlap each
other when the height above the burner exceeds 7 mm or when soot volume fraction is more
than 10 ppb, below which the temperature measured by the two-color method is lower than
that given by CARS. The soot volume fractions measured by the LII technique showed that the
soot volume fraction was almost zero at the height below 7mm HAB. KL calculated from the
two-color method were between 0 to 0.6 at the height exceeds 7mm above the burner. KL
increased as the height decreased from 7mm to 4mm above the burner. KL is found to be outof-bound at the height below 4mm above the burner. The lack of naturally emitted thermal
radiation from the soot in that region explained the failure of the two-color method.
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Nevertheless, the measured temperature using the two-color method has been validated to be
close to the temperature measured by the CARS technique when there is enough soot in the
flame.

Figure 9.5 Comparison of temperature profile measured by the two-color method and the
CARS technique; the soot volume fractions measured by LII and KL calculated from the twocolor method are also plotted.

9.6 Calculation of Parameter α
Since the temperature profiles measured by the two techniques agreed with each other when
the height was 7 mm above the burner, this temperature profile was further used to study the
variation of parameter α as a function of the two wavelengths. Hottel and Brought [192]
measured the transmissivity of the soot particle collected from the flame using different
wavelengths to determine the variation of parameter α. In this work, the measured emissivity
of the soot particle in the active flame at different wavelengths was used to calculate the
variation of parameter α. The soot emissivity model can be expressed as the ratio of the
measured radiation intensity to the blackbody intensity at the same temperature.
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Equation 76

Taking the logarithm twice,
Equation 77

Based on the emissivity model, KL is not a function of the wavelength if the wavelength takes
the value of one.
Equation 78

Substituting KL back into Equation 77:
Equation 79

The parameter α can be determined as a function of the wavelength
Equation 80

Note the unit of the wavelength is not limited in this equation since it will be cancelled out. In
this work, the unit is determined to be 550 nm according to the measured wavelength range.
Thus when the wavelength was substituted into the equation, the units were changed to
maintain consistency. In addition, the calibration of the pixel counts was required to change as
the wavelength change during the calculation. A Matlab script was used to calculate the
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calibration curve iteratively. Figure 9.6 shows the calculated parameter α as a function of
wavelength; different color points represent different heights above the burner (9 to 16 mm
HAB). During the calculation, one wavelength was fixed to 500 nm and the other wavelength
was varied. The black line is a second order polynomial curve fit of the data points at 11 mm
HAB. The blue line is calculated using the function proposed by Musculus [243]. It is worth
noting that parameter α was found to be 1.39 from different studies shown in Table 9.1. The
value of α determined in this work was found to be closer to 1.39 if the two wavelengths were
chosen to be away from each other.

Figure 9.6 Calculated parameter α as a function of wavelength
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9.7 Summary
The classic two-color method was validated by comparing the measured temperature profile
against the same measurement performed with CARS technique. It was also found that in order
for the two-color method to work, soot has to be present in the flame. The variation of α as a
function of wavelength was determined in this work where it is found that the choice of the
two wavelengths will affect the value of α if the calculated temperature remains accurate.
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CHAPTER 10: Investigation of the Difference in Lift-off Length Measured
Using OH* Chemiluminescence Imaging and OH LIF in a Diesel Engine
10.1 Introduction
To gain insight into the observed differences in LOL using natural chemiluminescence and LIF
measurements, 0-D and 3-D combustion models were developed incorporating excited-state
kinetics. In these models, OH* formation is described by the following reactions:
Equation 81

Equation 82

using the rate constant found by Carl et al. [271] for reaction one and Smith et al.[272] for
reaction two, while spontaneous emission and quenching effects by the major species N 2, O2,
H2O, H2, CO2, CO, and CH4 were described using the rate coefficients of Tamura et al. [273].
Despite disagreement in the literature [272, 274, 275] as to the dominant formation reaction
and the uncertainty regarding the excited-state rate coefficients, particularly in regards to the
applicability of the quenching coefficients to elevated pressures, they are nevertheless believed
to provide qualitative insight to the phenomena.

10.2 0-D Chemical Kinetic Study
In this work, the chemiluminescence sub-mechanism discussed above is appended to the
detailed n-heptane oxidation mechanism, version 3.1, from Lawrence Livermore National
Laboratory [276]. A parametric study using a CHEMKIN homogenous constant pressure and
temperature reactor was performed to investigate the effects of the temperature and
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equivalence ratio on the ground state OH and excited state OH * distribution. The pressure was
set to 70 bar, a value close to the experimental pressure measured during high temperature
combustion in engine experiments. The temperature and equivalence ratios were swept
separately from 600 K to 3000 K in 60 K increments and 0.1 to 4 in 0.1 increments, respectively.
The mole fraction of the excited state OH* and ground state OH were mapped on temperatureequivalence ratio plots.

10.3 3-D Chemical Kinetic Coupled Reacting Flow Study
While the 0-D models provide insight into differences in the net formation rates of the ground
and excited-state hydroxyl, understanding the lift-off length measurements in a diesel engine
also requires examination of the temporal and geometrical conditions under which the
formation occurs. However, in consideration of the optical view with which OH LIF and OH*
chemiluminescence measurements are made, OH LIF signal is observed as described above
from the region of combusting gases through which there is laser fluence.

OH *

chemiluminescence

OH *

measurements

are

effectively

line-of-sight

integrations

of

concentrations taken through the entire gas volume since the photon production by
chemiluminescence is equal to the OH* concentration scaled by the spontaneous emission rate.
Both the choice of laser plane location and its orientation, and the laser sheet thickness,
become significant in the comparison of OH-LIF and OH* chemiluminescence LOL
measurements. These effects were examined using a three dimensional combustion model.
The study was conducted with a 3-D engine combustion CFD code (ANSYS-Reaction Design
FORTE[30]). A 90° sector mesh with periodic boundaries was chosen to simulate an evenly
spaced four-hole injector mounted in the center of the cylinder, as shown in Figure 10.1. The

256

fluid computational domain contains approximately 121,000 structured hexahedron cells
around TDC, providing sufficient spatial resolution for studying the geometrical difference
between the two lift-off length measurement techniques. The detailed cell dimensions are
shown in Table 10.1. In order to account for blow by, the crevice volume was adjusted such
that the cylinder pressure matches the experimental motored data.

To reduce the

computational time with such a large number of cells, the excited OH * chemiluminescence submechanism discussed earlier was appended to a reduced n-heptane oxidation mechanism [277]
Standard sub-models have been used in this study, the details of which are shown in
Table 10.2. Only the closed valve period from 151 °BTDC (IVC) to 146 °ATDC (EVO) was
simulated, with the initial conditions imposed at IVC equal to the measured values of the intake
manifold pressure (1.49 bar) and temperature (373 K). The initial swirl motion was modeled as
solid body rotation along an axis aligned with the cylinder.

The liner, piston and head

temperature were assumed to be that of the coolant and lubricant conditioning temperature.
The fuel temperature upon injection was assumed to be equal to the measured injector body
temperature. The discharge coefficient used to characterize the injector nozzle was 0.92, which
is a measured value. The number of droplet parcels was set at 80,000 to match the amount of
fuel injected and to capture the variation of the droplets under different cell conditions. The
detailed model conditions and assumptions can be found in Table 10.3.
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D1
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D4

Figure 10.1. Computational domain around TDC
Table 10.1 Computational mesh size
Geometrical
Directions
D1
D2
D3
D4
D5

Actual
Dimension
(mm)
14
42
18.5
2.3
26

Number of
Cells

Cell Size
(mm/cell)

50
80
10
4
4

0.28
0.525
1.85
0.575
6.5

Table 10.2. Details of Sub-Models
Sub-Models
Turbulence
RNG k-epsilon[278]
Droplet Breakup
KH-RT[279]
Droplet Collision
O´Rourke Model[280]
Droplet Vaporization
Discrete Multi-component[281]
Turbulence-Kinetics Interaction
Turbulent Mixing[282]
Wall Film Model
Spray/Wall Impingement[283]
Combustion and Ignition
Chemical Kinetics

Table 10.3 Model conditions and assumptions
Model Conditions and Assumptions
Pressure at IVC (bar)

1.49
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Temperature at IVC (K)
Swirl Ratio
Liner, Piston and Head Temperature (K)
Fuel Temperature Upon Injection (K)
Nozzle Discharge Coefficient
Nozzle Hole Diameter (um)
Injector Included Angle (°)
Fuel Model
Number of Droplet Parcels
Injected Fuel Mass (mg)

373
2.18
341
341
0.92
100
146
n-heptane
80,000
60

Figure 10.2 and Figure 10.3, respectively, show ground state OH and excited state OH* mole
fractions from the 0-D simulation, at 5 s reaction end time. Exponential color scales show 25
levels of mole fraction between the minimum and maximum value of each data set. The
maximum ground state OH mole fraction is 7 orders of magnitude higher than the maximum
excited state OH* mole fraction, illustrating the typical low fraction of the excited state OH*. At
all equivalence ratios, the ground state OH starts to form at a lower temperature than the
excited state OH*. Both excited state OH* and ground state OH have their maximum in the
regime where temperature is the highest and the equivalence ratio is near stoichiometric. The
occurrence of OH* is non-monotonic, with its mole fraction decreasing when temperature
increases from 1800 K to 2000 K when the equivalence ratio is higher than one or lower than
0.5. Considering self-scaling, OH* occurs in a sub-domain of the ground state OH, and no
regions are evident where OH* is present in greater amounts than OH.
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Figure 10.2 Prediction of the ground state OH mole fraction from the CHEMKIN homogenous
reactor at 5 s reaction end time, for n-heptane-air mixtures under a range of temperatures
and equivalence ratios.

Figure 10.3 Prediction of excited state OH* mole fraction from CHEMKIN homogenous reactor
at 5 s reaction end time, for n-heptane-air mixtures under a range of temperatures and
equivalence ratios.
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Figure 10.4, Figure 10.5 and Figure 10.6 show the results from the 3-D CFD simulation, as well
as the comparisons between OH and OH* mole fractions on the vertical and jet axis cut plane.
The results are shown normalized with respect to the maximum mole fraction of each
respective species. Contour lines are drawn at 20 equal levels on an exponential scale. Figure
10.4 shows the region of interest relative to the injector, the detailed comparisons of which are
presented in Figure 10.5 and Figure 10.6. Figure 10.5 shows the vertical cut-plane zoom from
Figure 10.4. Figure 10.6 shows the jet axis cut plane zoom from Figure 10.4. At the lift-off
location shown in both zoomed-in figures, the OH mole fraction is calculated to be nearly 6
orders of magnitude greater than that of OH*. The magnitude of the difference is similar on
both cut planes, with the OH forming an envelope surrounding the OH*. Thus, both in the T-
domain as per the 0-D result, and from the spatially resolved 3-D solution, it is seen that OH* is
present in a sub-domain of the ground-state OH. The modeled results also indicate that the
detection limit of the OH-LIF and OH* chemiluminescence may affect the measured LOL.
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Figure 10.4 Comparison between the normalized OH mole fraction (blue lines) and the OH*
mole fraction (red lines) on the cut planes using 20 equal levels on an exponential scale. OH*
contours are shown in dashed red, with ground state OH contours in solid blue.
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Figure 10.5 Vertical Cut-plane zoom from Figure 10.4. Contour levels are shown with mole
fraction levels in the region of interest, OH* contours are shown in dashed lines, with ground
state OH contours in solid lines.

Figure 10.6 Jet Axis Cut Plane zoom from Figure 10.4. Contour levels are shown with mole
fraction levels in the region of interest. OH* contours are shown in dashed lines, with ground
state OH contours in solid lines.
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Figure 10.7 shows an iso-surface plot of the normalized OH mole fraction. The swirl is in the
clockwise direction as seen from the cylinder head. The model predicts an asymmetric shape of
the OH cloud, with the OH cloud translating along the swirl direction to a greater degree on the
top and bottom of the jet than behind its centerline. The core of the jet effectively reduces the
swirl-direction momentum reaching the OH cloud on the down-swirl side of the jet. This flow
pattern is consistent with the counter-rotating vortex pair structures characteristic of jets in
cross-flow [284, 285]. As seen in the jet axis OH cross-section, shown in Figure 10.8, this results
in regions of elevated OH aligning with the jet centerline on the up-swirl side but above and
below the centerline on the down-swirl side. This indicates that the OH-LIF results will be
affected by the laser thickness and the location where it probes.

Cross section cut

Swirl Direction

Top
Center
Bottom
Fuel Jet Direction

Figure 10.7 Iso-surface plot of the normalized OH mole fraction.
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Swirl
Direction

Figure 10.8 Cross-section cut plot from Figure 10.7 showing normalized OH mole fraction
across the fuel jet direction.
Figure 10.9 illustrates how differences in LOL would be observed between OH-LIF and OH*
chemiluminescence measurements. To make a comparison with the experimental results, the
superimposed contours of the same levels of OH and OH* are shown from planes 1.5 mm
above, 1.5 mm below and on the jet axis. The levels are chosen since they largely coincide at
the jet axis or center plane, and are shown in dashed and solid blue lines. The same level
contours on the lower plane (red lines), however, show the same level of OH* to be closer to
the injector than the OH.

Chemiluminescence OH* measurements, being a line-of-sight

technique, would register the closer value than an OH-LIF technique that has the laser sheet
aligned with the jet axis.
It can also been seen in Figure 10.9 that the OH contours from the three different planes in the
lift-off region are different from each other. However, the differences are greater on the upswirl side of the jet. This indicates a more complex flame structure in the lift-off region on the
up-swirl side of the jet. As seen in Figure 10.9 the ‘offset’ between OH and OH* contours is
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clearly greater in the up-swirl than the down-swirl region without considering differences in the
probing volume. This result is in agreement with the experimental observations.

Swirl Direction
OH_Bottom
OH*_Bottom

OH_Top
OH*_Top

OH_Center
OH*_Center

Figure 10.9 Bottom view of the single level contour line of the OH and OH* mole fraction at
the top, center and bottom of the plane along the jet direction.

10.4 Summary
The difference in the measured lift-off length by using OH* chemiluminescence and OH LIF was
investigated in this work. The zero dimensional chemical kinetic simulation shows that the
excited OH* occurs in a sub-temperature and equivalence ratio domain of the ground state OH.
However, the swirl and optical effect can cause the difference in measured lift-off length
especially at the up-swirl.
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CHAPTER 11:

Conclusions and Recommendations

11.1 Conclusions
11.1.1 Experimental validation of JP-8 surrogates
An experimental fuel surrogate validation approach has been proposed using an opticallyaccessible compression ignition engine. The approach is applied to evaluate three surrogates
for Sasol IPK POSF10133, Jet-A POSF 4658 and S8 POSF 4734, respectively. First, the spray
penetration lengths were used to validate the spray behavior of the surrogates compared to
their target fuels. Secondly, broadband chemiluminescence imaging was used to validate the
spatial and temporal extent of the low temperature reactivity. Thirdly, OH* chemiluminescence
imaging was used to validate the high temperature ignition and combustion behavior of the
surrogates.

Cylinder pressure-based combustion and emissions analysis expanded the

surrogate validation over a range of intake conditions and injection pressures. Experimental
conditions spanned the range of charge temperatures from 844 to 981 K, and charge densities
from 19 to 25 kg/m3 at the start of injection, for both a single and double injection strategy.
Combustion metrics including ignition delay, burn duration and major emissions of the
surrogates were gathered and compared to those of the target fuels.
It was found that all three surrogates have similar penetration lengths compared with those
from their target fuels, especially when they were compared to the n-heptane reference. The
first version surrogate of Sasol IPK POSF 10133 using linear DCN correlation failed to predict the
ignition delay of its target fuel. The surrogates of Jet-A POSF4658 and S8 POSF4734 accurately
reproduced the ignition delays of their target fuels using updated DCN correlation from the IQT
measurements. The broadband and OH* chemiluminescence of those two fuels were similar to
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those of their target fuels. The emissions of all three surrogates require further property
optimization.

11.1.2 Analysis of modeled and measured soot luminosity from JP-8 and ULSD
Less engine-out soot emission and soot optical thickness KL were observed from JP-8 compared
to those produced by ULSD due to the higher volatility and lower aromatic content of the fuel.
A two color line-of-sight integration model was successfully used to provide a means of direct
comparison between the CFD engine cycle simulation data and the optical soot measurements.
The simulation results have been observed to be in close agreement with the experimental data
in terms of soot KL and temperature measurements. It also indicates that the zones of
maximum KL may not coincide with the location of maximum intensity or temperature. Thus,
care should be exercised when interpreting two-color soot thermometry data obtained with a
camera having a limited dynamic range. Camera insensitivity to lower intensity signals was
found to decrease the crank-angle range over which the KL measurements are accurate.
However, limitations in the camera dynamic range are found to result in minimal KL errors in
the high temperature period during and directly following the active combustion and heat
release.

11.1.3 Analysis of modeled and measured chemiluminescence from engine
combustion
An attempt was made to simulate the in-cylinder OH*, CH2O*, CO2*, HCO* and CH*
chemiluminescence processes in an internal combustion engine.
The chemiluminescence mechanism was formulated by incorporating five chemiluminescence
sub-mechanisms into a detailed n-heptane mechanism.
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Simulated chemiluminescences combined with spectrum measurements provide insight into
characterizing particular chemiluminescence light emissions from the various stages of
combustion.
2D line of sight chemiluminescence modeling offers a direct comparison between simulated
and experimentally measured results.
Simultaneously measured OH* chemiluminescence and visible range CO2* chemiluminescence
showed a similar distribution which agreed with the simulated results.
Linearity analysis between the excited state and the ground state showed that the CH* mole
fraction is always linear with the CH mole fraction except during the premixed combustion
period. Other excited state species mole fractions were not observed to be linear with their
ground state species mole fractions. CH*/OH* was found not to be a good indicator of the
equivalence ratio in the heterogeneous compression ignition combustion studied.
The excited state species in each computational cell from simulated heterogeneous engine
cycle combustion were collected and analyzed on a temperature and equivalence ratio map
showing the route of the realistic combustion process. OH* and CH* were recognized as good
representations of ground state OH and CH from the region where they were located. HCO*
and CH2O* coincided with the ground state HCO and CH2O during the early stage low
temperature oxidation period, but they differed at the high temperature combustion period.
Three dimensional simulated iso-surface plots showed the ground state CH2O can be a tracer of
the in-cylinder UHC location, and OH* may be used as a indicator for in-cylinder NO distribution.
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11.1.4 Experimental validation of a soot emissivity model using a flat flame burner
and spectrometer
The classic two-color method was validated by comparing the measured temperature profile
against the same measurement performed with the CARS technique. It was also found that in
order for the two-color method to work, soot has to be present in the flame above a threshold
of 10 ppb. The variation of α as a function of wavelength is determined in this work where it
was found that the choice of the two wavelengths will affect the value of α if the calculated
temperature remains accurate.

11.1.5 Investigation of the difference in lift-off length measured using OH*
chemiluminescence imaging and OH LIF in a diesel engine
The difference in measured lift-off length by using OH* chemiluminescence and OH LIF was
investigated using simulated OH and OH* distributions. Zero dimensional chemical kinetic
simulation showed that the excited OH* occurs in a sub-temperature and equivalence ratio
domain of ground state OH. However, the swirl and optical effect can cause a difference in
measured lift-off length especially at the up-swirl.

11.2 Recommendations


Further study the effects of various fuel properties on engine-out emissions especially
UHC and Soot for optimizing the JP-8 fuel surrogates.



Model soot radiation by considering all directional light paths and compare the results
only considering the line-of-sight path.



Perform more chemiluminescence measurements on the fundamental combustion
device, such as, standard burners, the shock tube to improve and validate the excited
state formation, and the quenching mechanism with more accurate reaction rates.
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Use a NIR or IR spectrometer grating to extend the validation of the two-color method
and calculation of parameter α to find the most suitable wavelength and parameter α
for applying the two-color method.



Fundamentally study the effect of cross flow on fuel injection and radical formation
using diesel engine-like high ambient pressure conditions.
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APPENDIX A: Arduino Script for Controlling High Pressure Injection
Cart
#include <PID_v1.h> // PID
#include <Wire.h> // LCD
#include <LCD.h> // LCD
#include <LiquidCrystal_I2C.h> // LCD

#define I2C_ADDR 0x3F // LCD
#define BACKLIGHT_PIN 3 // LCD
#define En_pin 2 // LCD
#define Rw_pin 1 // LCD
#define Rs_pin 0 // LCD
#define D4_pin 4 // LCD
#define D5_pin 5 // LCD
#define D6_pin 6 // LCD
#define D7_pin 7 // LCD

double DutyCycleA,DutyCycleB,Setpoint,Output,Input;
const int numReadings = 10;
double readings[numReadings];
int index = 0;
double total = 0;
double average = 0;

// the readings from the analog input

// the index of the current reading
// the running total
// the average

double consKp=0.1, consKi=0, consKd=0.01; //PID
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//double consKp=0.1, consKi=0, consKd=0.05; //PID
double aggKp=1, aggKi=0, aggKd=0.1; // PID
//double aggKp=0.5, aggKi=0, aggKd=0.25; // PID
double min=210,max=250;

PID myPID(&Input, &Output, &Setpoint, consKp, consKi, consKd, REVERSE); // PID
LiquidCrystal_I2C lcd(I2C_ADDR,En_pin,Rw_pin,Rs_pin,D4_pin,D5_pin,D6_pin,D7_pin); // LCD

void setup()
{
attachInterrupt(0,temp,RISING); //Interrupt
myPID.SetMode(AUTOMATIC);//PID
myPID.SetOutputLimits(min, max);//PID
lcd.begin (20,4,LCD_5x8DOTS); //LCD
lcd.setBacklightPin(BACKLIGHT_PIN,POSITIVE);//LCD
for (int thisReading = 0; thisReading < numReadings; thisReading++)
readings[thisReading] = 0;
}

void loop()
{
// subtract the last reading:
total= total - readings[index];
// read from the sensor:
readings[index] = analogRead(0);
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// add the reading to the total:
total= total + readings[index];
// advance to the next position in the array:
index = index + 1;
// if we're at the end of the array...
if (index >= numReadings)
{// ...wrap around to the beginning:
index = 0;
}
// calculate the average:
average = total / numReadings;
Input = (5.0*average)/1024.0;
//Input = (Input*10193-10229)/14.7;
Input=(Input*1000-229)/0.1517/14.7;
if (Input<0)
{
Input=0;
}

double gap =abs(Setpoint-Input); //distance away from setpoint
if(gap<10)
{ //we're close to setpoint, use conservative tuning parameters
myPID.SetTunings(consKp, consKi, consKd);
}
else
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{
//we're far from setpoint, use aggressive tuning parameters
myPID.SetTunings(aggKp, aggKi, aggKd);
}

myPID.Compute();
analogWrite(11,Output); //pin 11 is IMV solenoid

DutyCycleB = analogRead(3);
DutyCycleB = (1024-DutyCycleB)/1024;
analogWrite(3,255*DutyCycleB); //pin 3 is RPRV solenoid
if ( Input>1500)
{
analogWrite(3,0);
}
lcd.setBacklight(HIGH);
lcd.home ();
lcd.print("SetPoint Bar");
lcd.setCursor (13,0);
lcd.print(Setpoint);
lcd.setCursor (0,1);
lcd.print("RailPressBar");
lcd.setCursor (13,1);
lcd.print(Input);
lcd.setCursor (0,2);
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lcd.print("IMV Percent%");
lcd.setCursor (15,2);
lcd.print(Output/255*100);
lcd.setCursor (0,3);
lcd.print("RPRV Percent%");
lcd.setCursor (15,3);
lcd.print(DutyCycleB*100);
delay(50);
}

void temp()
{
Setpoint = analogRead(2);
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APPENDIX B: Arduino Script for Controlling Engine Intake System
#include <Wire.h>
#include <LCD.h>
#include <LiquidCrystal_I2C.h>

#define I2C_ADDR 0x3F
#define BACKLIGHT_PIN 3
#define En_pin 2
#define Rw_pin 1
#define Rs_pin 0
#define D4_pin 4
#define D5_pin 5
#define D6_pin 6
#define D7_pin 7

double Pinlet,Pexit,Temp,MFR;
int Press;
int Pressb;
int PinletPin=0;
int PexitPin=2;
int TempPin=3;
int HeaterR=4;
int SolenoidR=3;
int LedPin1=11;
int LedPin2=9;
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LiquidCrystal_I2C lcd(I2C_ADDR,En_pin,Rw_pin,Rs_pin,D4_pin,D5_pin,D6_pin,D7_pin);

void setup()
{
lcd.begin (20,4,LCD_5x8DOTS);
lcd.setBacklightPin(BACKLIGHT_PIN,POSITIVE);
pinMode(HeaterR,OUTPUT);
pinMode(SolenoidR,OUTPUT);
pinMode(LedPin1,OUTPUT);
pinMode(LedPin2,OUTPUT);
}

void loop()
{
Pinlet = analogRead(PinletPin);
Pexit= analogRead(PexitPin);
Temp=analogRead(TempPin);
Pinlet = (5.0*Pinlet)/1024.0;
Pexit = (5.0*Pexit)/1024.0;
Temp = (5.0*Temp)/1024.0;
Temp=Temp*20.407+2.0157;
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Temp=(Temp-32)*5/9+273.15;

if (Pressb > 40)
{
digitalWrite(SolenoidR,HIGH);
}
else
{
digitalWrite(SolenoidR,LOW);
}
if (Pinlet > 1.28 )
{
digitalWrite(HeaterR,HIGH);
}
else
{
digitalWrite(HeaterR,LOW);
}
Pinlet = (32.751*Pinlet- 39.718+14.7)*6894.757;//psi
Pexit = (32.751*Pexit- 39.718+14.7)*6894.757;
if (Pexit / Pinlet < 0.9 && Pinlet > 20)
{
analogWrite(LedPin1,120);
analogWrite(LedPin2,0);
}
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else
{
analogWrite(LedPin2,120);
analogWrite(LedPin1,0);
}

Press=Pinlet/6894.757;
Pressb=Pexit/6894.757;

if (Press > 16)
{
MFR=((0.0000159)*Pinlet/sqrt(Temp))*0.0406*1000;
}
else
{
MFR=0;
}

lcd.setBacklight(HIGH);
lcd.home ();
lcd.print("Pin Pout(PSI) Tin(K)");
lcd.setCursor (0,1);
lcd.print(Press);
lcd.setCursor (5,1);
lcd.print(Pressb);

281
lcd.setCursor (14,1);
lcd.print(Temp);
lcd.setCursor (0,2);
lcd.print("Mass Flow Rate(g/s)");
lcd.setCursor (0,3);
lcd.print(MFR);
lcd.setCursor (12,3);
lcd.print("Lab 1338");
delay(1000);
}

// go to start of 2nd line
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APPENDIX C: Matlab Script for Calculating In-cylinder Liquid Spray
Penetration Length
clc;clear;close all
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Directory='’;
DirectoryInfo=dir(Directory);
for a=10;%%%%%input file name
clearvars -except 'Directory' DirectoryInfo a meanAREA meanAngle meanPL
stdAREA stdAngle stdPL
CurrentDirectory=[Directory,DirectoryInfo(a,1).name];
xDimDet=512;
yDimDet=512;
InjectorTipX = 246;
InjectorTipY = 262;
BoreRadius = 108;
BgStart=1;
BgEnd=8;
SprayStart=5;
SprayEnd=50;
BgFrameSum=zeros(xDimDet,yDimDet);
%%%%%%%%%%%%%%%%%%%%%%%%%% Calculate Background Frame
for k=BgStart:BgEnd %NumofBgFrames
BgFrameName=[CurrentDirectory,'\RawFrame_',num2str(k)];
disp(['Loading',BgFrameName,'...']);
load (BgFrameName);
%
imtool(uint16(RawFrame));
%
BgFrameCrop=RawFrame((InjectorTipYBoreRadius):(InjectorTipY+BoreRadius),(InjectorTipXBoreRadius):(InjectorTipX+BoreRadius));
imtool(uint16(BgFrameCrop));
BgFrameCropSum=BgFrameCrop+BgFrameCropSum;
BgFrameSum=RawFrame+BgFrameSum;
end
BgAveFrame= BgFrameSum/(BgEnd-BgStart);
meanBg=mean(mean(BgAveFrame));
%
imtool(uint16(BgAveFrame));
%
waitforbuttonpress;

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% Calculate Spray Pentration Length
for NumSpray=SprayStart:SprayEnd %First Spray
SprayFrameName=[CurrentDirectory,'\RawFrame_',num2str(NumSpray)];
disp(['Loading',SprayFrameName,'...']);
load (SprayFrameName);
imtool(RawFrame);
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%
SprayFrameCrop=RawFrame((InjectorTipYBoreRadius):(InjectorTipY+BoreRadius),(InjectorTipXBoreRadius):(InjectorTipX+BoreRadius));
SprayFrame=RawFrame-BgAveFrame;
SprayFrameCrop=SprayFrame((InjectorTipYBoreRadius):(InjectorTipY+BoreRadius),(InjectorTipXBoreRadius):(InjectorTipX+BoreRadius));
meanI=mean(mean(SprayFrameCrop));
missing=0;
if meanI>0
%

imtool(SprayFrameCrop)
title(num2str(m));
pause(0.1);
%
waitforbuttonpress;
[x,y]=size(SprayFrameCrop);
for i=1:x
for j=1:y
if SprayFrameCrop(i,j)<13000 %13000 is the
needs to be determined from the histogram of all the pixel counts
SprayFrameCrop(i,j)=0;
else
SprayFrameCrop(i,j)=1;
end
end
end
%
%

threshold

imshow(SprayFrameCrop)
title(num2str(m));
pause(0.1);
%
waitforbuttonpress;
D=zeros();
e=1;
for m=1:x;
for n=1:y;
if
SprayFrameCrop(m,n)==1
&&
((m-x/2).^2+(ny/2).^2).^(1/2)< x/2
if (m-x/2)>0 && (n-y/2)>0
D(1,e)=((m-x/2).^2+(n-y/2).^2).^(1/2);
D(2,e)=270+atand((n-y/2)/(m-x/2));
e=e+1;
elseif (m-x/2)<0 && (n-y/2)>0
D(1,e)=((m-x/2).^2+(n-y/2).^2).^(1/2);
D(2,e)=90+atand((n-y/2)/(m-x/2));
e=e+1;
elseif (m-x/2)<0 && (n-y/2)<0
D(1,e)=((m-x/2).^2+(n-y/2).^2).^(1/2);
D(2,e)= 90+atand((n-y/2)/(m-x/2));
e=e+1;
elseif (m-x/2)>0 && (n-y/2)<0
D(1,e)=((m-x/2).^2+(n-y/2).^2).^(1/2);
D(2,e)= 270+atand((n-y/2)/(m-x/2));
e=e+1;
end
end
end
%
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end
[XD,YD]=size(D);
SP1=0;
SP2=0;
SP3=0;
SP4=0;
SP5=0;
SP6=0;
SP7=0;
if YD>1
o=1;
p=1;
q=1;
r=1;
s=1;
t=1;
u=1;
for c=1:YD
if D(2,c)>10 && D(2,c)<50
SP1(1,o)=D(1,c);
SP1(2,o)=D(2,c);
o=o+1;
elseif D(2,c)>70 && D(2,c)<100
SP2(1,p)=D(1,c);
SP2(2,p)=D(2,c);
p=p+1;
elseif D(2,c)>120 && D(2,c)<150
SP3(1,q)=D(1,c);
SP3(2,q)=D(2,c);
q=q+1;
elseif D(2,c)>160 && D(2,c)<200
SP4(1,r)=D(1,c);
SP4(2,r)=D(2,c);
r=r+1;
elseif D(2,c)>230 && D(2,c)<270
SP5(1,s)=D(1,c);
SP5(2,s)=D(2,c);
s=s+1;
elseif D(2,c)>270 && D(2,c)<310
SP6(1,t)=D(1,c);
SP6(2,t)=D(2,c);
t=t+1;
elseif D(2,c)>330 && D(2,c)<360
SP7(1,u)=D(1,c);
SP7(2,u)=D(2,c);
u=u+1;
end
end
else
for aa=1:7;
PL(NumSpray-SprayStart+1,aa)=0;
Angle(NumSpray-SprayStart+1,aa)=0;
AREA(NumSpray-SprayStart+1,aa)=0;
end
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end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if length(SP1)>1
PL(NumSpray-SprayStart+1,1)=max(SP1(1,:));
Angle(NumSpray-SprayStart+1,1)=max(SP1(2,:))-min(SP1(2,:));
AREA(NumSpray-SprayStart+1,1)=length(SP1);
else
PL(NumSpray-SprayStart+1,1)=0;
Angle(NumSpray-SprayStart+1,1)=0;
AREA(NumSpray-SprayStart+1,1)=0;
end
if length(SP2)>1
PL(NumSpray-SprayStart+1,2)=max(SP2(1,:));
Angle(NumSpray-SprayStart+1,2)=max(SP2(2,:))-min(SP2(2,:));
AREA(NumSpray-SprayStart+1,2)=length(SP2);
else
PL(NumSpray-SprayStart+1,2)=0;
Angle(NumSpray-SprayStart+1,2)=0;
AREA(NumSpray-SprayStart+1,2)=0;
end
if length(SP3)>1
PL(NumSpray-SprayStart+1,3)=max(SP3(1,:));
Angle(NumSpray-SprayStart+1,3)=max(SP3(2,:))-min(SP3(2,:));
AREA(NumSpray-SprayStart+1,3)=length(SP3);
else
PL(NumSpray-SprayStart+1,3)=0;
Angle(NumSpray-SprayStart+1,3)=0;
AREA(NumSpray-SprayStart+1,3)=0;
end
if length(SP4)>1
PL(NumSpray-SprayStart+1,4)=max(SP4(1,:));
Angle(NumSpray-SprayStart+1,4)=max(SP4(2,:))-min(SP4(2,:));
AREA(NumSpray-SprayStart+1,4)=length(SP4);
else
PL(NumSpray-SprayStart+1,4)=0;
Angle(NumSpray-SprayStart+1,4)=0;
AREA(NumSpray-SprayStart+1,4)=0;
end
if length(SP5)>1
PL(NumSpray-SprayStart+1,5)=max(SP5(1,:));
Angle(NumSpray-SprayStart+1,5)=max(SP5(2,:))-min(SP5(2,:));
AREA(NumSpray-SprayStart+1,5)=length(SP5);
else
PL(NumSpray-SprayStart+1,5)=0;
Angle(NumSpray-SprayStart+1,5)=0;
AREA(NumSpray-SprayStart+1,5)=0;
end
if length(SP6)>1
PL(NumSpray-SprayStart+1,6)=max(SP6(1,:));
Angle(NumSpray-SprayStart+1,6)=max(SP6(2,:))-min(SP6(2,:));
AREA(NumSpray-SprayStart+1,6)=length(SP6);
else
PL(NumSpray-SprayStart+1,6)=0;
Angle(NumSpray-SprayStart+1,6)=0;
AREA(NumSpray-SprayStart+1,6)=0;
end
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if length(SP7)>1
PL(NumSpray-SprayStart+1,7)=max(SP7(1,:));
Angle(NumSpray-SprayStart+1,7)=max(SP7(2,:))-min(SP7(2,:));
AREA(NumSpray-SprayStart+1,7)=length(SP7);
else
PL(NumSpray-SprayStart+1,7)=0;
Angle(NumSpray-SprayStart+1,7)=0;
AREA(NumSpray-SprayStart+1,7)=0;
end
else
PL(NumSpray-SprayStart+1,1:7)=0;
Angle(NumSpray-SprayStart+1,1:7)=0;
AREA(NumSpray-SprayStart+1,1:7)=0;
missing=missing+1;
%
[x,y]=size(SprayFrame);
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[x,y]=size(SprayFrameCrop);
pixel2mm=40/x; %%40mm diameter and x pixels
correctratio=40/x/0.9455;%%cos19degree=0.9455
AreaPixel=40^2/(x^2);%%mm^2
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
PLsize=length(PL);
cc=0;
for bb=1:PLsize
if PL(bb-cc,:)==0;
PL(bb-cc,:)=[];
Angle(bb-cc,:)=[];
AREA(bb-cc,:)=[];
cc=cc+1;
end
end
if length(PL)>0
for NumNozzle=1:7
meanPL(a3+1,NumNozzle)=mean(PL(:,NumNozzle))*correctratio;
stdPL(a3+1,NumNozzle)=std(PL(:,NumNozzle))*correctratio;
meanAngle(a-3+1,NumNozzle)=mean(Angle(:,NumNozzle));
stdAngle(a-3+1,NumNozzle)=std(Angle(:,NumNozzle));
meanAREA(a3+1,NumNozzle)=mean(AREA(:,NumNozzle))*AreaPixel;
stdAREA(a3+1,NumNozzle)=std(AREA(:,NumNozzle))*AreaPixel;
end
else
for NumNozzle=1:7
meanPL(a-3+1,NumNozzle)=0;
stdPL(a-3+1,NumNozzle)=0;
meanAngle(a-3+1,NumNozzle)=0;
stdAngle(a-3+1,NumNozzle)=0;
meanAREA(a-3+1,NumNozzle)=0;
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stdAREA(a-3+1,NumNozzle)=0;
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
plot(meanPL);
pause(0.5);
hold on;
SaveDirectory=[Directory(1:(end5)),'result\',DirectoryInfo(a,1).name,'_LP.mat'];
save(SaveDirectory,'meanPL','stdPL','meanAngle','stdAngle'
,'meanAREA','stdAREA');
end
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APPENDIX D: Matlab Script for Calculating Mass Averaged UHC and
NOx Emission
clc,clear,close;
FrameDirectory='’;
DirectoryInfo=dir(FrameDirectory);
NumberofTests=length(DirectoryInfo);
resultfile=[FrameDirectory(1:end-5),''];
for w=1:3;
clearvars -except w FrameDirectory DirectoryInfo resultfile NumberofTests
meanMassAvgFID1st...
stdMassAvgFID1st meanMassAvgFID2nd stdMassAvgFID2nd meanMassAvgFID3rd
stdMassAvgFID3rd...
meanMassAvgNO1st stdMassAvgNO1st meanMassAvgNO2nd stdMassAvgNO2nd
meanMassAvgNO3rd stdMassAvgNO3rd
filename=DirectoryInfo(w,1).name;
load(filename);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
h=1;
for d=1:NumberofFilteredCycles
if InjectionCycle_Filtered(1,d)==1
BgNO(h)=mean(NO.data(1:5000,IndicomCycle_Filtered(d,1)));
BgFID(h)=mean(FID.data(1:5000,IndicomCycle_Filtered(d,1)));
h=h+1;
end
end
BgNO=mean(BgNO);
BgFID=mean(BgFID);
for c=1:NumberofFilteredCycles-1
j=143;
k=350;
for i= j:k
m(1,c)=1;
m(ij+2,c)=m(1,c)*(PCYL1_Filtered.data(i*10+3600,c)/PCYL1_Filtered.data(j*10+3600
,c)).^(1/y_ES(1,IndicomCycle_Filtered(c)))*V(i*10+3600,1)/V(j*10+3600,1);
end
for i= j:k
MassRate(i-j+2,c)=-(m(i-j+2,c)-m(i-j+1,c));
end
MassRateSmooth(:,c)=smooth(MassRate(:,c),9);
for i= j:k
if i+30<= 360
MassFID(i-j+1,c)=((FID_Filtered.data((i+30)*10+3600,c))-BgFID)*
MassRateSmooth(i-j+1,c);
elseif i+30>360
MassFID(i-j+1,c)=((FID.data((i+30)*103600,IndicomCycle_Filtered(c,1)+1))-BgFID)* MassRateSmooth(i-j+1,c);
end
if i+57<= 360
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MassNO(i-j+1,c)=((NO_Filtered.data((i+57)*10+3600,c))-BgNO)*
MassRateSmooth(i-j+1,c);
elseif i+57>360
MassNO(i-j+1,c)=((NO.data((i+57)*103600,IndicomCycle_Filtered(c,1)+1))-BgNO)* MassRateSmooth(i-j+1,c);
end
end
MassAvgFID(c,1)=sum(MassFID(1:(k-j),c))/sum(MassRateSmooth(1:(kj),c));
MassAvgNO(c,1)=sum(MassNO(1:(k-j),c))/sum(MassRateSmooth(1:(k-j),c));
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[a,o]=size(MassFID);
[b,p]=size(MassNO);
e=1;f=1;g=1;
SumFID1st(1:a,w)=0;
SumNO1st(1:b,w)=0;
SumFID2nd(1:a,w)=0;
SumNO2nd(1:b,w)=0;
SumFID3rd(1:a,w)=0;
SumNO3rd(1:b,w)=0;
for c=1:NumberofFilteredCycles-1
if InjectionCycle_Filtered(1,c)==1
FID1st(e,1)=MassAvgFID(c,1);
NO1st(e,1)=MassAvgNO(c,1);
SumFID1st(1:a,w)=SumFID1st(1:a,w)+MassFID(1:a,c);
SumNO1st(1:b,w)=SumNO1st(1:b,w)+MassNO(1:b,c);
e=e+1;
elseif InjectionCycle_Filtered(1,c)==2
FID2nd(f,1)=MassAvgFID(c,1);
NO2nd(f,1)=MassAvgNO(c,1);
SumFID2nd(1:a,w)=SumFID2nd(1:a,w)+MassFID(1:a,c);
SumNO2nd(1:b,w)=SumNO2nd(1:b,w)+MassNO(1:b,c);
f=f+1;
elseif InjectionCycle_Filtered(1,c)==3
FID3rd(g,1)=MassAvgFID(c,1);
NO3rd(g,1)=MassAvgNO(c,1);
SumFID3rd(1:a,w)=SumFID3rd(1:a,w)+MassFID(1:a,c);
SumNO3rd(1:b,w)=SumNO3rd(1:b,w)+MassNO(1:b,c);
g=g+1;
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
meanMassAvgFID1st(w,1)=mean(FID1st(1:e-1,1));
stdMassAvgFID1st(w,1)=std(FID1st(1:e-1,1));
meanMassAvgNO1st(w,1)=mean(NO1st(1:e-1,1));
stdMassAvgNO1st(w,1)=std(NO1st(1:e-1,1));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
meanMassAvgFID2nd(w,1)=mean(FID2nd(1:f-1,1));
stdMassAvgFID2nd(w,1)=std(FID2nd(1:f-1,1));
meanMassAvgNO2nd(w,1)=mean(NO2nd(1:f-1,1));
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stdMassAvgNO2nd(w,1)=std(NO2nd(1:f-1,1));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
meanMassAvgFID3rd(w,1)=mean(FID3rd(1:g-1,1));
stdMassAvgFID3rd(w,1)=std(FID3rd(1:g-1,1));
meanMassAvgNO3rd(w,1)=mean(NO3rd(1:g-1,1));
stdMassAvgNO3rd(w,1)=std(NO3rd(1:g-1,1));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
end
save(resultfile, 'meanMassAvgFID1st', 'stdMassAvgFID1st',
'meanMassAvgFID2nd',...
'stdMassAvgFID2nd', 'meanMassAvgFID3rd','stdMassAvgFID3rd',
'meanMassAvgNO1st' ...
,'stdMassAvgNO1st', 'meanMassAvgNO2nd','stdMassAvgNO2nd',
'meanMassAvgNO3rd', 'stdMassAvgNO3rd');
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APPENDIX E: Chemiluminescence Mechanism
!CO2*formation reactions
CO+O(+M)=>CO2*(+M) 1.80E+10 0 2384
LOW/ 1.35E+24 -2.788 4191/
H2/ 2.00/O2/ 6.00/H2O/ 6.00/CO/ 1.50/CO2/ 3.50/CH4/ 2.00/AR/ .50/C2H6/ 3.00/HE/
0.50/
C2H3CHO+OH=>C2H5+CO2* 1.17E+12 0 -1010
HCO+O=>CO2*+H

3.00E+13 0 0

H+H+CO2=>H2+CO2*

5.50E+20 -2 0

CH2+O2=>CO2*+H+H

2.64E+12 0 1500

!CO2*consumption reactions
CO2*+AR=>CO2+AR

5.20E+10 0.5 0

CO2*+H2O=>CO2+H2O

5.92E+12 0.5 -861

CO2*+CO2=>CO2+CO2

2.75E+12 0.5 -968

CO2*+CO=>CO2+CO
CO2*+H=>CO2+H

3.23E+12 0.5 -787
1.50E+12 0.5 0

CO2*+H2=>CO2+H2

2.95E+12 0.5 -444

CO2*+O2=>CO2+O2

2.10E+12 0.5 -482

CO2*+O=>CO2+O

1.50E+12 0.5 0

CO2*+OH=>CO2+OH

1.50E+12 0.5 0

CO2*+CH4=>CO2+CH4

3.36E+12 0.5 -635

CO2*=>CO2

1.40E+12 0 0
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!CH2O*formation reactions
HO2+CH2=>CH2O*+OH

2.00E+13 0

OH+CH3O=>CH2O*+H2O

0

5.00E+12 0

0

HCO+H(+M)=>CH2O*(+M) 1.09E+12 0.45 -260
LOW/ 1.35E+24 -2.57 1425/
TROE/

.7824

271 2755 6570 /

H2/ 2.00/H2O/ 6.00/CO/ 1.50/CO2/ 2.00/CH4/ 2.00/AR/ .70/C2H6/ 3.00/
!C2H3+O2=>CH2O*+HCO
OH+CH2=>CH2O*+H

1.70E+29 -5.312 6503

2.00E+13 0

0

CH3O+CH3O=>CH2O*+CH3OH 6.03E+13 0
CH3O+CH3=>CH2O*+CH4 1.20E+13 0
HCO+HCO=>CH2O*+CO

0
0

1.80E+13 0

0

CH3O+H=>CH2O*+H2

2.00E+13 0

CH3+OH=>CH2O*+H2

8.00E+09 0.5 -1760

CH2(S)+OH=>CH2O*+H

0

3.00E+13 0

0

CH2(S)+CO2=>CH2O*+CO

1.40E+13 0

0

CH2(S)+H2O=>CH2O*+H2

6.82E+10 0.25 -935

!CH2O*consumption reactions
CH2O*+AR=>CH2O+AR

5.20E+10 0.5 0

CH2O*+H2O=>CH2O+H2O

5.92E+12 0.5 -86.1

CH2O*+CO2=>CH2O+CO2

2.75E+12 0.5 -96.8

CH2O*+CO=>CH2O+CO

3.23E+12 0.5 -78.7
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CH2O*+H=>CH2O+H

1.50E+12 0.5 0

CH2O*+H2=>CH2O+H2

2.95E+12 0.5 -44.4

CH2O*+O2=>CH2O+O2

2.10E+12 0.5 -48.2

CH2O*+O=>CH2O+O

1.50E+12 0.5 0

CH2O*+OH=>CH2O+OH

1.50E+12 0.5 0

CH2O*+CH4=>CH2O+CH4

3.36E+12 0.5 -63.5

CH2O*=>CH2O

1.40E+06 0 0

!OH*formation reactions
CH+O2=>OH*+CO

4.82E+10 0 0

O+H+M=>OH*+M

3.63E+13 0 0

!OH* consumption reactions
OH*=>OH

1.45E+06 0 0

OH*+N2=>OH+N2

1.08E+11 0.5 -1238

OH*+O2=>OH+O2

2.10E+12 0.5 -482

OH*+H2O=>OH+H2O
OH*+H2=>OH+H2

5.92E+12 0.5 -861
2.95E+12 0.5 -444

OH*+CO2=>OH+CO2

2.75E+12 0.5 -968

OH*+CO=>OH+CO

3.23E+12 0.5 -787

OH*+CH4=>OH+CH4

3.36E+12 0.5 -63

!C2*formation reactions
CH2+C=>H2+C2*

7.50E+13 0 0
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C2H+H=>H2+C2*

1.00E+12 0 0

!C2* consumption reactions
C2*+M=>C2+M
C2*=>C2

2.04E+12 0 0
1.00E+06 0 0

!HCO*formation reactions
CH+O=>HCO*

1.26E+14 0 0

!HCO* consumption reactions
HCO*+M=>HCO+M
HCO*=>HCO

8.67E+13 0 0
3.33E+10 0 0

!CH*formation reactions
C2H+O2=>CO2+CH*

4.47E+15 0 25000

!CH* consumption reactions
CH*+M=>CH+M
CH*=>CH

6.50E+12 0 0
1.79E+06 0
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ABSTRACT
METHODOLOGY FOR VALIDATING MULTI-DIMENSIONAL ENGINE
COMBUSTION MODELS AND FUEL SURROGATES USING AN OPTICALLY
ACCESSIBLE COMPRESSION IGNITION ENGINE
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In response to increasingly stringent engine emissions regulation, three dimensional in-cylinder
combustion modeling is increasingly being used as a tool to optimize the combustion process
and reduce the cost of experimental testing. Due to the complexity of the physical and
chemical interactions involved in the in-cylinder combustion process, the engine combustion
model consists of numerous sub-models developed under pre-defined initial and boundary
conditions requiring further model calibration depending on different engine applications. Fuel
surrogates, one of those sub-models developed for different combustion applications, may not
capture all the behavior when applied to the varying temperature-pressure conditions present
in a compression ignition engine.
In this work a set of optical and global measurements are chosen to experimentally validate a
fuel surrogate using an optically accessible compression ignition engine. In addition, to provide
a means of directly comparing three-dimensional engine combustion CFD predictions to in-
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cylinder optical measurements, another aim of this work is to model light emission during the
compression ignition engine combustion process. Major excited state species (CH*, CH2O*,
OH*, CO2* and C2*) are modeled to study UV chemiluminescence signal observed in the incylinder hydrocarbon fuel oxidation process. A novel approach to validate multi-dimensional
combustion CFD results is presented. The classic two-color method theory is further developed
by analysis of the natural soot luminosity on a McKenna Flat Flame Burner. Spectral and
Coherent anti-Stokes Raman Spectroscopy (CARS) measurements are used to propose a value
of α in the soot emissivity model.
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