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Abstract A new type of stepsize, which was recently introduced by Liu et al. (Optimization 67(3):427-440,
2018), is called approximately optimal stepsize and is very efficient for gradient method. In this paper,
we present an efficient gradient method with approximately optimal stepsize for large-scale unconstrained
optimization, which combines the cubic regularization technique with a nonmonotone line search strategy.
In the proposed method, if the objective function is not close to a quadratic on the line segment between the
current and latest iterates, we construct a cubic regularization models to generate approximately optimal
stepsizes for gradient method. In particular, when the curvature is non-positive, we construct two special
cubic regularization models to generate approximately optimal stepsizes. Otherwise, we use quadratic mod-
els to generate approximately optimal stepsizes for gradient method. A modified strategy for updating the
regularization parameter is given. The convergence of the proposed algorithm is established under the mild
conditions. Numerical results indicated the proposed method is very promising.
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1 Introduction
We consider the unconstrained optimization problem:
min
x∈Rn
f (x) , (1)
where f : Rn → R is continuously differentiable.
The gradient method for solving (1) has the form
xk+1 = xk − αkgk, (2)
where αk is the stepsize and gk = ∇f(xk).
Throughout this paper, fk = f(xk), sk−1 = xk − xk−1, yk−1 = gk − gk−1 and ‖.‖ denotes the Euclidean
norm.
It is generally accepted that the steepest descent method(SD) [1], in which the stepsize is given by
αSDk = argmin
α>0
f(xk − αgk), (3)
is badly affected by ill conditioning and thus converges slowly. In 1988, Barzilai and Borwein [2] proposed
a new gradient method (BB method), where the famous stepsize is given by
αBB1k =
‖sk−1‖
2
sTk−1yk−1
or αBB2k =
sTk−1yk−1
‖yk−1‖
2
. (4)
Due to the simplicity and nice numerical efficiency, the BB method has attracted extensive attentions.
The BB method has been shown to be globally [3] and R-linearly [4] convergent for any dimensional strictly
convex quadratic functions. Dai et al. [5] presented an efficient gradient method by adaptively choosing
the BB stepsize (4). Raydan [6] present a global BB method by incorporating the nonmonotone line search
(GLL line search) [7]. Dai et al. [8] viewed the BB stepsize from a new angle and constructed a quadratic
model and a conic model to derive two step sizes for BB-like methods. Based on a fourth order conic model
and some modified secant equations, Biglari and Solimanpur [9] presented some BB-like methods. More
BB-like methods can be found in [26–29].
In 2018, Liu et al. [11] viewed the stepsize αBB1k from the approximation model and introduced a new
type of stepsize called approximately optimal stepsize for gradient method.
Definition 1.1 Suppose f is continuously differentiable, let φk(α) be an approximation model of f(xk−
αgk). A positive constant α
AOS
k is called approximately optimal stepsize associated to φk(α) for gradient
method, if αAOSk satisfies
αAOSk = argmin
α>0
φk(α). (5)
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Some gradient methods with approximately optimal stepsize [12,13] were later proposed, and the numerical
experiments in [12, 13] indicated that these gradient methods are very efficient.
From the definition of approximately optimal stepsize, we know that the approximation model φk(α)
is of great importance to the effectiveness of approximately optimal stepsize. The main task of the paper
is to construct more suitable approximation model for generating efficient approximately optimal stepsizes
and present an efficient gradient method.
In this paper, we present an efficient gradient method with approximately optimal stepsize based on
cubic regularization model for large scale unconstrained optimization. If the objective function f is not
close to a quadratic function on the line segment between xk−1 and xk, a cubic regularization model
is exploited to generate approximately optimal stepsizes. In particular, when sTk−1yk−1 ≤ 0, two special
cubic regularization models are exploited to derive approximately optimal stepsizes. Otherwise, quadratic
models are constructed to generate approximately optimal stepsizes. We also design a modified strategy
for updating regularization parameters. The global convergence of the proposed method is analyzed. Some
numerical results show that the proposed method is not only superior to the BB method and GM AOS
(cone) [12], but also competitive to CG DESCENT(5.3) [14] for the given test collection.
The rest of the paper is organized as follows. In Section 2, some approximation models including cubic
regularization models and quadratic models are exploited to generate approximately optimal stepsizes.
In Section 3, an efficient gradient method with the approximately optimal stepsize is given. The global
convergence of the proposed method is analyzed in Section 4. In Section 5, some numerical results are
presented. Conclusion and discussion are given in the last section.
2 Derivation of the Approximately Optimal Stepsize
Based on the properties of f at the current iterate, we exploit some approximation models including cubic
regularization models and quadratic models to derive approximately optimal stepsize for gradient method
in the section.
As mentioned above, the effectiveness of approximately optimal stepsize relies on approximation model.
So we make use of the properties of f to construct suitable approximation models for generating approxi-
mately optimal stepsizes. The choice of approximation models are based on the following observations.
Define
µk =
∣∣∣∣∣2(fk−1 − fk + gTk sk−1)sTk−1yk−1 − 1
∣∣∣∣∣ . (6)
According to [11], µk is an important criterion for judging the degree of f to approximate quadratic model.
As a conclusion, if the condition [12]
µk ≤ c1 or max{µk, µk−1} ≤ c2, (7)
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holds, where 0 < c1 < c2, then f might be close to a quadratic function on the line segment between xk−1
and xk.
When f is close to a quadratic on the line segment between xk−1 and xk, quadratic approximationmodel
should be preferable. When the objective function f possesses high non-linearity, quadratic model might
not work very well [15, 16], and thus we should seek some non-quadratic approximation models. In recent
years, cubic regularization algorithms for unconstrained optimization, which are defined as the standard
quadratic model plus a regularization term, have become an alternative to trust region and line search
schemes [17]. An adaptive regularization algorithm using cubics (ARC) was proposed by Cartis et al. [17].
The trial step in ARC algorithm is probably computed by minimizing the following cubic regularization
model:
mk(p) = f(xk) + p
T gk +
1
2
pTBkp+
1
3
σk‖p‖
3, (8)
where Bk is a symmetric local approximation of the Hessian, σk > 0 is an adaptive positive parameter
which can be viewed as the reciprocal of the trust region radius. And the numerical results in [18] indicated
that ARC algorithm is very efficient. An alternative approach to compute an approximate minimizer of
the cubic model has been recently proposed in [19]. In [20] a nonmonotone cubic overestimation algorithm
has been put forward. The approach follows the one presented in [21]. In [22], a new algorithm has been
designed by combining the cubic regularization method with line search and nonmonotone techniques.
All of this indicates that when f is not close to a quadratic on the line segment between xk−1 and xk,
cubic regularization models might serve better than a quadratic model. Therefore, if f is not close to
a quadratic on the line segment between xk−1 and xk, then we construct cubic regularization models to
generate approximately optimal stepsizes. Otherwise, we design quadratic models to generate approximately
optimal stepsizes.
Case I The condition (7) does not hold.
(i)sTk−1yk−1 > 0
In the case, we consider the cubic regularization model (8). Let p = −αgk, the cubic regularization
model (8) can be written as
φ1(α) = f(xk)− αg
T
k gk +
1
2
α2gTk Bkgk +
1
3
α3σk‖gk‖
3. (9)
Given that the computational and storage costs, Bk is generated by imposing the modified BFGS update
formula [23] on the scalar matrix Dk:
Bk = Dk −
Dksk−1s
T
k−1Dk
sTk−1Dksk−1
+
yk−1y
T
k−1
sTk−1yk−1
, (10)
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where yk−1 = yk−1 +
rk
‖sk−1‖
2 sk−1 and rk = 3(gk + gk−1)
T sk−1 + 6(fk−1 − fk). Here we take Dk as Dk =
ξ1
yT
k−1
yk−1
sT
k−1
yk−1
I, where ξ1 ≥ 1. Since there exists µ1 ∈ [0, 1] such that
rk = 3(s
T
k−1yk−1 − s
T
k−1∇
2f(xk−1 + µ1sk−1)sk−1), (11)
to improve the numerical performance we restrict rk as
rk = min
{
max
{
rk,−η1s
T
k−1yk−1
}
, η1s
T
k−1yk−1
}
, (12)
where 0 < η1 < 0.1.
It is not difficult to obtain the following lemma.
Lemma 2.1. Suppose that sTk−1yk−1 > 0. Then s
T
k−1yk−1 > 0 and Bk is symmetric and positive definite.
Differentiating φ1, we obtain that
dφ1
dα = −g
T
k gk + αg
T
k Bkgk + α
2σk‖gk‖
3. Since
∆ = (gTk Bkgk)
2 + 4σk‖gk‖
5 > 0, (13)
by imposing dφ1dα = 0 we can easily obtain the approximately optimal stepsize:
α¯
AOS(1)
k =
2‖gk‖
2√
β2 + 4σk‖gk‖
5 + gTk Bkgk
. (14)
It is observed by numerical experiments that the bound
[
αBB2k , α
BB1
k
]
for α¯AOS(1)k is very preferable.
Therefore, if the condition (7) does not hold and sTk−1yk−1 > 0, we take the following approximately optimal
stepsize for gradient method:
α
AOS(1)
k = max
{
min
{
α¯
AOS(1)
k , α
BB1
k
}
, αBB2k
}
. (15)
(ii) sTk−1yk−1 ≤ 0
When sTk−1yk−1 ≤ 0, it is difficult to determine suitable stepsize for gradient method. In some modified
BB methods [8, 9], the initial stepsize is usually set simply to αk = 10
30 for the case of sTk−1yk−1 ≤ 0. It is
too simple to cause large computational cost for seeking a suitable stepsize for gradient method. In what
follows, we design two special cubic regularization models to generate approximately optimal stepsizes.
Suppose for the moment that f is twice continuously differentiable, we consider the following model:
φ(α) = fk − αg
T
k gk +
1
2
α2gTk∇
2f(xk)gk +
σk
3
α3‖gk‖
3. (16)
For gTk ∇
2f(xk)gk in (16), we use
|gTk (g(xk−τkgk)−gk)|
τk
to approximate it, where τk > 0 is very small. Therefore,
we obtain the following approximation model:
φ¯2(α) = fk − αg
T
k gk +
1
2
α2
∣∣∣gTk (g(xk − τkgk)− gk) /τk∣∣∣+ σk3 α3‖gk‖3. (17)
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By imposing dφ¯2dα = 0, we can get the approximately optimal stepsize:
αk =
2τk‖gk‖
2√∣∣gTk (g(xk − τkgk)− gk)∣∣2 + 4τk2σk‖gk‖5 + ∣∣gTk (g(xk − τkgk)− gk)∣∣ . (18)
From (18), we know that it need an extra cost of gradient evaluation, which may results in great
computational cost if the gradient evaluation is evoked frequently. To reduce the cost, we take gk−1 into
consider.
It follows from sTk−1yk−1 ≤ 0 that
‖gk−1‖
‖gk‖
≤ 1. If ‖gk−1‖
2
‖gk‖
2 ≥ ξ2, where ξ2 > 0 is close to 1, then
gk and gk−1 will incline to be collinear, and thus ‖gk‖ and ‖gk−1‖ are approximately equal. As a re-
sult, we use gTk−1∇
2f(xk)gk−1 to approximate g
T
k∇
2f(xk)gk, and g
T
k−1∇
2f(xk)gk−1 can be estimated by
|(g(xk+αk−1gk−1)−g(xk))T gk−1|
αk−1
, which means the following approximation model:
φ̂2(α) = fk − αkg
T
k gk +
1
2
α2
∣∣∣sTk−1yk−1∣∣∣
α2k−1
+
σk
3
α3‖gk‖
3.
By imposing dφ̂2dα = 0, we obtain the approximately optimal stepsize:
αk =
2‖gk‖
2α2k−1√∣∣∣sTk−1yk−1∣∣∣2 + 4α4k−1σk‖gk‖5 + ∣∣∣sTk−1yk−1∣∣∣
. (19)
Therefore, if the condition (7) does not hold and sTk−1yk−1 ≤ 0, then the approximately optimal stepsize
can be described as
α
AOS(2)
k =

2τk‖gk‖
2√
|gT
k
(g(xk−τkgk)−gk)|
2
+4τk2σk‖gk‖
5+|gT
k
(g(xk−τkgk)−gk)|
, if ‖gk−1‖
2
‖gk‖
2 < ξ2,
2‖gk‖
2α2
k−1√
|sT
k−1
yk−1|
2
+4α4
k−1
σk‖gk‖
5+|sT
k−1
yk−1|
, if ‖gk−1‖
2
‖gk‖
2 ≥ ξ2.
(20)
Case II The condition (7) holds.
(i)sTk−1yk−1 > 0
In the case, we consider the following quadratic approximation model:
φ3(α) = f(xk)− αg
T
k gk +
1
2
α2gTk Bkgk, (21)
where Bk is a symmetric and positive definite matrix approximation to the Hessian matrix. For simplicity,
we take Bk as (10) . By imposing
dφ3
dα
= 0, we can easily obtain the approximately optimal stepsize:
α¯
AOS(3)
k =
gTk gk
ξ1‖yk−1‖
2
sT
k−1
yk−1
(
‖gk‖
2 −
(gT
k
sk−1)
2
‖sk−1‖
2
)
+
(
gT
k
yk−1
(sT
k−1
y
k−1)
2+
rkgTk sk−1
(sT
k−1
y
k−1)
2‖sk−1‖
2
)2 . (22)
It is also observed by numerical experiments that the bound [αBB2k , α
BB1
k ] for α¯
AOS(3)
k is very preferable.
Therefore, if the condition (7) holds and sTk−1yk−1 > 0, we take the following approximately optimal stepsize
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for gradient method:
α
AOS(3)
k = max
{
min
{
α¯
AOS(3)
k , α
BB1
k
}
, αBB2k
}
. (23)
(ii)sTk−1yk−1 ≤ 0
Similar to [12], we take the following stepsize for gradient method:
αk =

gT
k
gk
|gT
k
(g(xk−τkgk)−gk)/τk|
, if ‖gk−1‖
2
‖gk‖
2 < ξ3 and g
T
k (g(xk − τkgk)− gk) /τk 6= 0,
‖gk‖
2
|sT
k−1
yk−1|
α2k−1, if
‖gk−1‖
2
‖gk‖
2 ≥ ξ3 and s
T
k−1yk−1 6= 0,
υαk−1, otherwise,
(24)
where ξ3 > 0, τk > 0 and υ > 0.
3 Gradient Method with Approximately Optimal Stepsizes
In this section, we give the nonmonotone line search used, design a strategy for updating the regulariza-
tion parameter σk and describe the gradient method with approximately optimal stepsize based on cubic
regularization model in detail.
GLL line search [7] was first incorporated into the BB method [6]. Another famous nonmonotone line
search (Zhang-Hager line search) [10], proposed by Zhang and Hager, is defined as
f(xk − αkgk) ≤ Ck − δαk‖gk‖
2, (25)
where δ > 0,
Q0 = 1, Qk+1 = ηkQk + 1, C0 = f(x0), Ck+1 = (ηkQkCk + f(xk+1))/Qk+1 , 0 < ηk ≤ 1. (26)
It is observed that Zhang-Hager line search [10] is usually preferable for the BB-like methods. To improve
the numerical performance and obtain nice convergence, we take ηk as :
ηk =
 c, mod(k, n) = n− 1,1, mod(k, n) 6= n− 1, (27)
where 0 < c < 1 and mod(k, n) stands for the residue for k modulo n. As a result, Zhang-Hager line
search [10] with (27) and the strategy [24]:
α =
α, if α > 0.1αk and αk ∈ [0.1αk, 0.9α],0.5α, otherwise, (28)
where α is obtained by a quadratic interpolation at xk and xk − αkgk, is used in the proposed method.
As mentioned in Section 2, if the condition (7) holds, then f might be close to a quadratic function
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between xk−1 and xk, and thus some quadratic models are exploited to generate approximately optimal
stepsizes. Otherwise, some cubic regularizationmodels are exploited to generate approximately optimal size.
Therefore, it is not easy to determine a proper way to update the regularization parameter σk. However, it
is universally acknowledged that the update of σk is of great importance to the corresponding algorithm.
By the definition of approximate optimal stepsize, we know that the regularization parameter σk is also
crucial to the performance of gradient method with approximately optimal sizes. Here we design a modified
strategy for updating the regularization parameter σk in the cubic approximation model.
When the condition (7) holds, some quadratic models rather than cubic approximation models are used
to generate approximately optimal stepsize. In the case, cubic model is seen as an overestimation of f at
xk. As a result, the regularization parameter σk should decrease, namely, σk+1 = σk/γ1, where γ1 > 1,
although the cubic regularization model is not use at the current iterate. Based on the nonmonotone line
search [10], we define the ratio:
ρk =
Ared(pk)
Pred(pk)
=
Ck − f(xk − αkgk)
f(xk)− f(xk − αkgk)
, (29)
where Ared(pk) = Ck − f(xk − αkgk), P red(pk) = f(xk)− f(xk − αkgk) and Ck is given by (26). Therefore,
the regularization parameter σk is updated by
σk+1 =

σk/γ1 if ρk > v2 or (7) holds,
γ2σk if v1 ≤ ρk ≤ v2,
γ3σk otherwise,
(30)
where 0 < v1 < v2 < 1 and 1 < γ2 < γ3.
We describe the gradient method with approximately optimal stepsize based on cubic regularization
model in detail.
Algorithm 1 GM AOS (CR)
Step 0. Initialization. Let x0 be a starting point, x0 ∈ R
n, δ ∈ (0,1), constants ε > 0, c, λmax, λmin, α
0
0,
ηmin, η1, ηmax, σ0, ξ1, ξ2, γ1, γ2, γ3, v1, v2, c1, c2. Set Q0 = 1, C0 = f0 and k = 0.
Step 1. If ‖gk‖∞ ≤ ε, then stop.
Step 2. Compute the initial stepsize.
Step 2.1 If k = 0, then set α = α00 and go to Step 3. Otherwise, go to Step 2.2.
Step 2.2 If the condition (7) holds, then go to Step 2.3. If sTk−1yk−1 > 0, then compute αk by (15),
otherwise compute αk by (20). Set αk = max {min {αk, λmax} , λmin}. Compute ρk by (29), if ρk ≤ v1,
set σk = γ3σk and go to Step 2.2, otherwise go to Step 3.
Step 2.3 If sTk−1yk−1 > 0, then compute αk by (23), otherwise compute αk by (24). Set
αk = max {min {αk, λmax} , λmin} and go to Step 3.
Step 3. Update σk by (30).
Step 4. Zhang-Hager line search. If (25) holds, then go to Step 5, otherwise update αk by (28) and go
to Step 4.
Step 5. Update Qk+1, Ck+1 and ηk by (26) and (27).
Step 6. Set xk+1 = xk − αkgk, k = k + 1, and go to Step 1.
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4 Convergence Analysis
In the section, we analyze the global convergence of GM AOS (CR), which is established under the following
assumptions:
A1 f is continuously differentiable on Rn.
A2 f is bounded below on Rn.
A3 The gradient g is Lipschitz continuous on Rn, namely, there exists a constant L > 0 such that
‖g(x)− g(y)‖ ≤ L ‖x− y‖ , ∀x, y ∈ Rn. (31)
Since dk = −gk, we can get that ‖dk‖ = ‖gk‖ , g
T
k dk = −‖gk‖
2, and thus we can easily obtain the
following lemma based on the lemma in [10].
Lemma 4.1 Let Ak =
1
k+1
k∑
i=0
fi. Then,
fk ≤ Ck ≤ Ak. (32)
Lemma 4.2. Suppose that A1 and A3 hold, then there exists ξ > 0 such that
αk ≥ ξ, (33)
where ξ = min
{
1−δ
2L , 0.05λmin
}
.
Proof. The proof can be seen in the proof of lemma 4.2 of [30].
Based on the above two lemmas, we can obtain the following convergence results.
Theorem 4.1. Suppose that assumptions A1, A2 hold. Let {xk} be the sequence generated by GM AOS (CR),
then
lim
k→∞
‖gk‖ = 0.
Proof It is obviously obtained from the definition of Qk + 1, Ck + 1 and Q0 = 1, that
Qk+1 = 1 +
k∑
j=0
j∏
i=0
ηk−i. (34)
By (27) and (34), we have
Qk+1 =

1 + n
(k+1)/n∑
i=1
ci, mod (k, n) = n− 1,
1 +
(
1 + mod (k, n) + n
⌊k/n⌋∑
i=1
ci
)
, mod (k, n) 6= n− 1.
(35)
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where ⌊·⌋ denotes the floor function. From 0 < c < 1 and (35), we know that
Qk+1 ≤ 1 +
n+ n ⌊k/n⌋+1∑
i=1
ci
 ≤ 1 +(n+ n k+1∑
i=1
ci
)
= 1+ n
k+1∑
i=0
ci = 1 +
n
(
1− ck+2
)
1− c
≤ 1 +
n
1 + c
. (36)
It follows from (26) and Lemma 4.2 that
Ck+1 =
ηkQkCk + f (xk+1)
Qk+1
≤
ηkQkCk + Ck − ξ‖gk‖
2
Qk+1
= Ck −
ξ‖gk‖
2
Qk+1
. (37)
From (37), the assumptionA2 and fk ≤ Ck, we know that Ck is bounded below and monotonically decreases.
Consequently, we have
+∞∑
k=1
‖gk‖
2
Qk+1
< +∞, which together with (36) implies that
1
1 + n/(1− c)
+∞∑
k=1
‖gk‖
2 ≤
+∞∑
k=1
‖gk‖
2
Qk+1
< +∞. (38)
Therefore, we obtain lim
k→∞
‖gk‖ = 0. The proof is completed.
5 Numerical Experiments
Some numerical experiments are conducted to examine the numerical performance of GM AOS (CR) in
the section. The test collection (we call it 80pro Andr for short) contains 80 unconstrained problems, which
can be found in Andrei’s homepage http://camo.ici.ro/neculai/AHYBRIDM. We compare GM AOS (CR)
with GM AOS (cone) [12], CG DESCENT (5.3) and the BB method. All methods were written by C code
and run on a PC with 3.20 GHz CPU processor, 16GB RAM, and Win 7. The C code of CG DESCENT
(5.3) can be obtained from Hager’s homepage: http://users.clas.ufl.edu/hager/papers/CG/Archive/.
The dimension of each problem in 80pro Andrei is set to 10,000. We choose the following parameters:
ε = 10−6, λmin = 10
−30, λmax = 10
30, v1 = 0.1, v2 = 0.9, ξ1 = 1.07, ξ2 = 0.85, γ1 = 1.35, γ2 = 1.5,
γ3 = 5.625, σ0 = 50. δ = 10
−4, υ = 10, c1 = 10
−8, c2 = 0.07, c = 0.9999 and
α0 =

50 |f0|
‖g0‖
2 , if‖x0‖∞ < 10
−30 and |f0| ≥ 10
−30,
1.0, if‖x0‖∞ < 10
−30 and |f0| < 10
−30,
min
{
1.0,max
{
‖x0‖
∞
‖g0‖
∞
, 1
‖g0‖
∞
}}
, if‖x0‖∞ ≥ 10
−30 and ‖g0‖∞ ≥ 10
7,
min
{
1.0,
‖x0‖
∞
‖g0‖
∞
}
, if‖x0‖∞ ≥ 10
−30 and ‖g0‖∞ < 10
7.
GM AOS (cone) and the BB method adopt the same line search as GM AOS (CR). The test method
is terminated if ‖gk‖∞ ≤ 10
−6, the iterations exceeds 50,000, or the number of the function evaluations
exceeds 80,000.
The performance profiles introduced by Dolan and More´ [25] are used to display the performance of
these methods. In the following figures, “Niter”, “Nf”, “Ng” and “Tcpu” represent the number of iterations,
the number of function evaluations, the number of gradient evaluations and CPU time (s), respectively.
Title Suppressed Due to Excessive Length 11
We divide the numerical experiments into three groups.
It is known that the regularization parameter σk is crucial to the performance of ARC. To see the
influences of the choice of σ0 on the numerical performance of GM AOS (CR) and seek a good σ0, we
compare GM AOS (CR) with different choices of σ0 in the first group of numerical experiments. In the
numerical experiment, GM AOS (CR) with σ0 = 50 successfully solves 79 problems, while GM AOS (CR)
with σ0 = 25, σ0 = 75 and σ0 = 100 successfully solve 78 problems. As show in Figs. 1, 2 and 3, we observe
that the parameter σ0 is not very sensitive to the performance of proposed method and GM AOS (CR)
with σ0 = 50 is best. Therefore, σ0 = 50 is used GM AOS (CR) in the latter experiments.
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Fig. 1 Performance profile based on Nf
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Fig. 2 Performance profile based on Ng
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Fig. 3 Performance profile based on Tcpu.
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Fig. 4 Performance profile based on Niter
In the second group of numerical experiments, we compare the performance of GM AOS (CR) with that
of GM AOS (cone) and the BB method. In the numerical experiments, GM AOS (CR) and GM AOS (cone)
both successfully solve 79 problems, while the BB method successfully solves only 74 problems. As shown in
Figs. 4, 5, 6, 7, we see that GM AOS (CR) yields a tremendous improvement over the BB method in term
of the number of iterations, the number of function evaluations, the number of gradient evaluations and
the CPU time (s) for the given test collection 80pro Andr, and GM AOS (CR) also outperforms GM AOS
(cone).
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Fig. 10 Performance profile based on Tcpu.
In the third group of numerical experiments, we compare the performance of GM AOS (CR) with
that of CG DESCENT (5.3). In numerical experiments, the GM AOS (CR) successfully solves 79 of test
problems, while CG DESCENT (5.3) successfully solves 76 problems. In Fig. 8, we see that GM AOS
(CR) outperforms CG DESCENT (5.3), since GM AOS (CR) is better for about 80% problems with the
least function evaluations, while the percentage of CG DESCENT (5.3) is about 20%. Fig. 9 indicates
that the GM AOS (CR) also performs better than CG DESCENT (5.3) in term of the number of gradient
evaluations, since GM AOS (CR) is better for about 62% problems with the least gradient evaluations,
while the percentage of CG DESCENT (5.3) is about 39%. As shown in Fig. 10, we observe that GM AOS
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(CR) is faster than CG DESCENT (5.3). It indicates GM AOS (CR) is superior to CG DESCENT (5.3)
for the given test collection 80pro Andr.
6 Conclusion and discussion
In this paper, we present an efficient gradient method with approximately optimal stepsize based on cubic
regularization model. In the proposed method, some approximation models including cubic regularization
models and quadratic models are developed to derive approximately optimal stepsize. In addition, we
also give a modified strategy for updating the regularization parameters in cubic regularization model.
Numerical results indicate that the GM AOS (CR) method is not only outperforms GM AOS(cone) and
the BB method but also is superior to the CG DESCENT (5.3) for 80pro Andr.
Given that the search direction −gk has low storage and can be easily computed, the nonmonotone
Armijo line search used can be easily implemented and the numerical effect is surprising, the gradient
methods with approximately optimal stepsizes are strong candidates for large scale unconstrained opti-
mization.
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