Abstract. When models of quantitative genetic variation are built from population genetic first principles, several assumptions are often made. One of the most important assumptions is that traits are controlled by many genes of small effect. This leads to a prediction of a Gaussian trait distribution in the population, via the Central Limit Theorem. Since these biological assumptions are often unknown or untrue, we characterized how finite numbers of loci or large mutational effects can impact the sampling distribution of a quantitative trait. To do so, we developed a neutral coalescent-based framework, allowing us to experiment freely with the number of loci and the underlying mutational model. Through both analytical theory and simulation we found the normality assumption was highly sensitive to the details of the mutational process, with the greatest discrepancies arising when the number of loci was small or the mutational kernel was heavy-tailed. In particular, fat-tailed mutational kernels result in multimodal sampling distributions for any number of loci. An empirical analysis of 7079 expressed genes in 49 Neurospora crassa strains identified 116 genes with non-normal sampling distributions. Several genes showed evidence of multimodality and/or skewness, suggesting the importance of their genetic architecture. Since selection models and robust neutral models may produce qualitatively similar sampling distributions, we advise extra caution should be taken when interpreting model-based results for poorly understood systems of quantitative traits.
We have two main goals in this work. Primarily, we want to assess the impact of viola-53 tions of common assumptions on properties of the sampling distribution of a quantitative 54 trait (e.g. variance, kurtosis, modality). Secondly, we believe that the formalism that we 55 present here can be useful in a variety of situations in quantitative trait evolution, particu-56 larly in the development of robust null models for detecting selection at microevolutionary time scales. To this end, we introduce a novel framework for computing sampling dis-58 tributions of quantitative traits. Our framework builds upon the coalescent approach of 59 Whitlock (1999) , but allows us to recover the full sampling distribution, instead of merely 60 its moments.
61
First, we outline the biological model and explain how we can compute quantities of 62 interest using a formalism based on characteristic functions. We then use this approach to 63 compute the sample central moments. While much previous work focuses on only the first 64 two central moments (mean and variance), we are able to compute arbitrarily high central 65 moments, which are related to properties such as skewness and kurtosis. By doing so, we are 66 able to determine the regime in which the details of the mutational effect distribution are 67 visible in a sample from a natural population. Additionally, we explore the convergence to 68 the infinitesimal limit and find that when "fat-tailed" effects are present, traditional theory 69 based on the assumption of normality can lead to misleading predictions about phenotypic 
Model
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The mechanistic model we construct has three major components: a coalescent process, We assume that we sample n haploid individuals from a randomly mating population 82 of size N . Initially, consider a trait governed by a single locus and we will later extend 83 the theory to traits governed by multiple loci. Let µ be the mutation rate per generation 84 at the locus, and θ = 2N µ be the coalescent-scaled mutation rate. We model mutation 85 as a process by which a new mutant adds an independent and identically distributed 86 random effect to the ancestral state. Note that when the distribution of random effects is 87 continuous, this corresponds to the Kimura (1965) continuum of alleles model. However, 88 it is also possible for the effect distribution to be discrete, similar to the discrete model of of each mutation on the tree, the phenotypes at the tips are determined by adding mutant 96 effects from the root to tip. To specify the root, we can assume without loss of generality 97 that the ancestral phenotype for the entire population has a value 0 (this is similar to 98 the common assumption in quantitative genetics literature that the ancestral state at each 99 locus can be assigned a value of 0).
difficult.
115
Instead, we compute the characteristic function of X. For a one-dimensional random variable, X, the characteristic function is defined as E(e ikX ) where i is the imaginary unit, k is a dummy variable. Generalizing this definition to an n-dimensional random variable, we are interested in computing
where k = (k 1 , k 2 , . . . , k n ) is a vector of dummy variables. Like a probability density 116 function, the characteristic function of X contains all the information about the distribution 117 of X. Moreover, computing moments of X is reduced to calculating derivatives of the 118 characteristic function, which will prove useful in the following.
119
We calculate this formula in two parts. First, we compute a recursive formula for ϕ n , 120 the characteristic function given that ancestral phenotype of the sample is equal to 0.
121
Then, we compute ρ n , the characteristic function of the ancestral phenotype of the sample,
122
assuming that the characteristic function of the population is equal to 0. As we show in the
123
Appendix, we can then multiply these characteristic functions to obtain the characteristic 124 function of X.
125
We use a backward-forward argument to compute the recursive formula, first condi- (1)
where k (u,v) is the vector of length n − 1 made by removing k u and k v and adding
to the vector of dummy variables.
131
This equation has a straight-forward interpretation. The characteristic function for a 132 sample of size n, ϕ n , is simply the characteristic function for a sample of size n − 1, ϕ n−1 ,
133
averaged over all possible pairs that could coalesce first, multiplied by the characteristic 134 function for the amount of trait change that occurs more recently than the first coalescent.
135
The multiplication comes from the fact that the characteristic function of a sum of inde-136 pendent random variables is the product of the characteristic functions of those random 137 variables. We prove this result in the Appendix (Section 5.3).
138
In the Appendix (Section 5.4), we also show that the characteristic function for the 139 phenotype at the root of the sample is
Intuitively, this equation arises by conditioning on whether u lineages are left in the popu-
141
lation when the sample reaches its common ancestor and then averaging over the (random)
142
time between when the individuals in the sample coalesce and when everyone in the pop-143 ulation coalesces.
144
Hence, the characteristic function for a sample of size n is (Aldous, 1985) .
153
With this caveat in mind, we computed the first four expected central moments for a sample of phenotypes taken from this model (see Appendix for details). They are infinitesimal model (Falconer and Mackay, 1996) . Typically, the sampling distribution in 162 the infinitesimal limit is assumed to be Gaussian, by appealing to the central limit theorem.
163
Here, we find that under certain circumstances traits may not be normally distributed, even 164 in the limit.
165
To obtain a non-trivial limit, we must assume that as the number of loci controlling the trait increases, the effect of each individual locus decreases. Then, computing the characteristic function for a trait governed by a large number of independent loci is simple due to the fact the characteristic function of the sum of independent random variables is the product of their characteristic functions. Thus, assuming that each locus has the same effect distribution (this assumption can be relaxed relatively easily) the characteristic function of the limit distribution is given by
In the Appendix, we show that mutation effect distributions with power law behavior On the other hand, all mutation effect distributions without power law behavior converge to a Gaussian limit, due to the central limit theorem. In the Appendix, we show that samples taken from a population in this limit can be represented as a sample from a normal distribution with a random mean. In particular,
where N (m, s 2 ) represents a normal distribution with mean m and variance s 2 . 3.4. Simulation. We simulated data to verify our analytical results and obtain some in-
172
sight into the nature of the stable limiting distribution that arises for power law mutational 173 effects. We first wanted to confirm that the trait distributions converge to univariate Gauss-
174
ian limiting distributions as n → ∞ and L → ∞ when mutational kernels are not fat-tailed.
175
To explore how the moments of the sampling distribution change with respect to n, L, and the mutational kernel, we asked for which values of L do the moments of the various muta-tional kernels leave a signature in the sampled quantitative traits. Finally, we conjectured 178 that fat-tailed mutation kernels result in trait distributions that remain multimodal as
179
L → ∞, which we verified by simulation rather than by mathematical proof.
180
For these simulation studies, we selected four mutational kernels: (1) when the "fat-tailedness" parameter is α = 2.
190
For all simulations, we generated coalescent genealogies and mutations using the program 191 ms (Hudson, 2002). We then generated and mapped mutational effects using custom scripts
193
Code is available at http://github.com/Schraiber/quant trait coalescent. 14 of which fell into both categories ( Figure 6A ). We saw that genes in which normality is The In this work, we introduced a coalescent framework for modeling neutral evolution in 
328
We assessed departure from normality in traits governed by a small number of loci by the characteristic function of the change along a branch of length t (in coalescent units) is
where ψ is the characteristic function of the mutational effect distribution.
5.2. The phenotype at the root of the sample genealogy and the subsequent evolution within the sample are subindepenent. Note that
where R is the phenotype at the root of the sample genealogy and E u is the subsequent evolution leading to lineage u in the sample. So,
where the last line follows by independent and stationary increments of the compound
420
Poisson process. Thus, R and (E 1 , E 2 , . . . , E n ) subindependent, and hence their joint char-
421
acteristic function is the product of their characteristic functions. is simply the characteristic function of a compound Poisson process run for length T c , we
Because T c and X ′ are independent, we can integrate over T c analytically in the outer 430 expectation. The distribution of the time to the first coalescent event in a sample of size 431 n is Exponential with rate
.
Plugging this result into (4) results in
but since X ′ is simply the result of the same process where two of the entries are identical,
434
we obtain the recursive formula (1).
435
To initialize the recursion, we must compute the characteristic function for a sample of 436 size 2. This is
5.4.
The phenotype at the root of the sample genealogy. First, we note that, 
Given that u lineages are left in the population when the sample reaches its most recent common ancestor, the remaining time until the whole population reaches its common ancestor is simply the time it takes for a coalescent started with u to reach its most recent common ancestor, C u . Thus,
= E u (E(e z∆ |u lineages left when sample coalesces))
where the final line follows by recognizing that C u is the sum of u − 1 independent ex-448 ponential random variables with means
) . Substituting While it is difficult to compute the expectation of any sample central moments for a particular sample, it is possible to average over replicate populations to compute expectations. This results in for large x and some κ > 0. As is typical in the literature, we reserve the term "fat-tailed"
457
for distributions with α ∈ (0, 2).
458
To obtain an appropriate scaling limit, we assume that there is a parameter t, related 459 to the parameter κ in (6) by
such that Lt → s as n → ∞. The parameter s is related to the scale parameter of the 461 resulting limit distribution.
462
We provide a heuristic derivation, rather than a rigorous proof. First, we argue by 463 induction that the (per locus) characteristic function for a sample of size n is
for large L, where P * (k) is the power set of the elements in k, except the set {k 1 , k 2 , . . . , k n }, 465 and c n,|j| is a combinatorial constant that depends only on the sample size n and |j|, the 466 size of the set j.
467
Note that for n = 2, this can be seen by observing that for large L, the characteristic function of a fat-tailed distribution is asymptotically
Now, assume that the formula holds forφ n−1 . Using the recursion (1), we have
The second line follows from pluggingψ andφ, andc n,|j| arises by summing over the appropriate terms coming from all characteristic functions in the sum. Again looking for an asymptotic for large L, we see that
Finally, we note that by raisingφ n to the Lth power, and taking the limit as L → ∞, 468 we obtain the log characteristic function
where all terms are defined as before.
470
The characteristic function in (8) Again, we proceed heuristically rather than rigorously. First, note that for large L,
So by definition of the exponential function, we have that
which the characteristic function of a univariate α-stable distribution, arising from the fact 478 that the phenotype at the root of the sample genealogy is itself a limit of a sum of random and the root value has been specified to be equal to 0. 
486
To apply the multivariate central limit theorem, we must derive the pairwise covariances 487 between samples. While the required covariances could be computed by taking derivatives 488 of the characteristic function, it is more instructive to compute these moments directly.
489
For simplicity, we assume that the mutation effect distribution has mean 0 and variance 490 τ 2 .
491
Assume that the population genealogy at a single locus, G, is fixed. Noting that the 492 variance per unit time accrued by the mutational process is θ/2τ 2 and using the rules for 493 calculating covariance structure on a phylogeny, it's easy to see that for samples i and j 494 we have
where T is the height of G and and T ij is the height of the most recent common ancestor 496 of samples i and j. We can then use the law of total covariance,
This arises because E(T ) = 2 and E(T ij ) = 1.
499
Hence, as the number of loci increases to infinity in such a way that Lτ 2 → σ 2 , the 500 sampling distribution converges to a multivariate normal distribution with mean 0 and 501 variance covariance matrix Σ having elements
Because the pairwise covariances are equal, the random vector X is an exchangeable Gauss-503 ian random vector. Hence, using well-known facts about the representation of exchangeable
504
Gaussian random vectors, one arrives at the representation in the main text. One hundred sixteen gene expression trait distributions (of 7079 genes) were found to be significantly non-normal under the Shapiro-Wilk test with a false discovery rate of α = 0.1. Of the 116 genes, six genes (NCU08194, NCU09073, NCU05196, NCU01838, NCU08193, NCU09243) that strongly rejected normality were chosen to represent the variety of skewed, leptokurtic, and multimodal distributions sampled for many genes.
