Morse's equation, which is the main tool, is equation (7) . It is used to prove several di erent equations, many of which are described brie y in this introduction and more fully in the body of the paper.
To motivate the concept of the pullback vector eld, which is the rst item in the title and the rst subject of the paper, we consider the following question. Let V be a vector eld on R n . Suppose that M n is a smooth manifold of dimension n, and suppose that f : M ! R n is a smooth map. We ask the question: Is there a vector eld V on M so that f (V (m)) = V (f(m)) for every m 2 M? Here f : TM ! TR n is the di erential of f on the tangent bundles.
Such a vector eld V need not exist. But there is a vector eld on M which always exists which we call the pullback vector eld f V . It is de ned in section 4. The index of f V equals the index of V when it exists. And in in the case where f restricted to @M is an immersion and V has no zeroes on the image of fj@M we calculate the index in Theorem 5 which gives the following formula. where n i is the number of regular points in the inverse image of the i th zero and r j represents the index of the j th \latent" zero of f V . It is the existence of latent zeros of f V which obstructs the existence of V . These two formulas depend only on quantities which can be calculated in R n . They imply a generalization of the theorem of Hae iger, 8] which states that the normal degree of the boundary of a codimension zero immersion M n ! R n is equal to (M).
In section 7 we use the index of vector elds to study xed points for compact manifolds in the same dimensional Euclidean space. Suppose that M n R n is a compact body in Euclidean space. If it undergoes a transformation f : M ! R n , what points remain xed? The index of a vector eld V f de ned on M using f gives us a means to devise a xed point index in this case. Using this, we nd that if f : M ! M has no xed points on @M, lies on a set of lines normal to @M so that as one moves along the line from @M to , one enters into the body M. These lines are indexed by i. Now let us imagine that moves along some normal`i. When = x i 2 @M we let c i = +1. As moves along the normal and crosses a point which is the center of curvature for one of the principal curves of curvature for x i , then the c i should change sign.
Note that ( \ M) = 0 or 1 according to whether is outside or inside M.
Thus for example, if 0 is inside a di eomorphic 3{ball, the sum total of principal radii of curvature it crosses as it moves toward @B along all exiting normals must be even. If 0 were outside, it must be odd. Another example when k = 1 and n = 2. Then is a line in the plane. Then (4) reduces to In the case of the plane (k = 2) in R 3 , the i indexes lines normal to and @M which enter M as one moves from @M to . Then the c i should equal the sign of the curvature at x i .
A di erent relationship involving Euler-Poincar e numbers and curvature is given in theorem 15. We give a very special consequence of it here. Suppose a line intersects a solid torus in two segments. Then there are four points on the boundary torus with negative curvature whose tangent planes all contain the line.
Our methods are based on the following index formula. Let M denote a compact manifold, with or without boundary @M. Let V be a tangent vector eld on M. Suppose that V has no zeroes on @M. There is an integer associated to V called the index of V , denoted Ind(V ) here. This index satis es the following equation Here (M) denotes the Euler{Poincar e number of M, and @ ? V is a vector eld de ned on part of @M as follows. Let @ ? M be the subset of @M containing all m so that V (m) is pointing into the manifold. Then @ ? V is the vector eld given by rst restricting V to @M, and then projecting the vectors to @M so as to get a vector eld tangent to @M, and nally restricting @V to @ ? M.
This equation could almost serve as a de nition of the index of a vector eld. All the properties of the index should be derivable from it. Yet, for the past sixty years, it has largely been ignored. What we do here is look at various situations in topology where a vector eld can be de ned, and study the di erent interpretations of the least familiar term, Ind(@ ? V ). In the next section, we will show that Ind(@ ? V ) equals a coincidence number under some circumstances.
Coincidence numbers.
We want to show that Ind(@ ? V ) equals a certain coincidence number. In this section we study the local situation. Next we pullback V 0 to a vector eld V using . We de ne V on D by V (m) = ?1 (V 0 ( (m))). This is well de ned since is an imbedding. Let t : D ! R n be an isotopy of embeddings so that t (0) is xed. Then we have normal elds N t (m) for each t 2 I, and each N t is de ned on t (D). We choose the isotopy t so that N t (0) = N(0). More precisely, N t (m) 2 T t(m) (R n ) so that kN t (m)k = 1 and N t (m) is orthogonal to ( t ) (T m (D)). Finally we assume that 1 = translation of D, (so that 0 goes to N(0) in the (n ? 1){ dimensional hyperplane passing through N(0) and orthogonal to N(0)). So t can be thought of as a deformation of (D) which attens it out into the tangent hyperplane at (0). We assume that 1 translates D to the unit disk tangent to the north pole.
Now we de ne a family of vector elds V t , each one de ned on the corresponding subspace t (D) of R n , by letting
Then we have ( t ) (V ) = V t for every t. Now we considerN t andV t . For any t, the mapsN t andV t have only one coincidence point, at 0, since V t = V has only one zero, at 0. That being the case, (13) Coinc(N;V ) = Coinc(N t ;V t ) = Coinc(N 1 ;V 1 ):
In addition we have, where v 0 denotes v m translated to the origin, 
Codimension one immersions.
In this section we consider the following situation. Let C n?1 be a smooth closed oriented manifold. Suppose that : C n?1 ! R n is a smooth immersion. Let V be a vector eld on R n which is not zero on the image (C n?1 ) R n . We choose an orientation of R n . Now for each point m 2 C, we choose a vector When C is odd dimensional we obtain nothing, but for even dimensional C we see that
This was originally discovered by H. Hopf. Hopf called degN the curvature Integrala. Another name is normal degree. Milnor 10] and Bredon{Koscinski 2] showed that for odd dimensional connected C the normal degree can take on any value if and only if C is parallelizable. If C is connected and not parallelizable, then the normal degree may take on any odd value, but no even values. We can give a nice formula for degV . To do that we need to introduce the concept of the winding number of : C n?1 ! R n about p 2 R n ? (C). This is a generalization of the usual notion for closed paths in the plane.
De nition. Choose orientations of C n?1 and R n . Then the winding number w( ; p) is the degree of the map C n?1 ! R n ? p S n?1 .
In the case where is an immersion, we can give a very geometric way to calculate the winding number. The choice of orientations will give rise to the \vector eld" N(m) of normals at (m). Now consider a path from p out towards in nity which crosses (C) transversally. For each crossing, assign a +1 or a ?1 according to whether the path crosses into the \side" of (C) that N(m) points to or not. The sum of these 1's is the winding number. Now suppose that : C n?1 ! R n is an immersion as before and suppose that the vector eld V on R n has isolated zeroes p i . Let Proof. The fact that C n?1 immerses in R n implies that it bounds a {manifold M. That is, M is parallelizable and @M = C. So we extend the immersion to a map f : M ! R n . We can always do this since R n is contractible, and we can do it so that f is smooth and so that the zeroes, p i , of V are regular points. We think of the vector eld V on R n as a map e V : R n ! R n given by If f : M n ! R n were an immersion, every vector eld on R n has a lifting V .
Hence we have the theorem of Hae iger 8].
Corollary 10. If f : M n ! R n is an immersion, then degN = (M).
Lifting vector elds.
In this section we shall draw some consequences of Theorem 5 and Proposition 8. First we obtain a formula for Ind(f V ) in terms of local conditions. Then we compare it with theorem 5, which is a global formula.
Consider as usual a smooth map f : M n ! R n . Suppose that V is a vector eld on R n with isolated zeroes at x i . For each zero x i , let n i stand for the number of noncritical points in f ?1 (x i ). Now consider the zeroes of f V . They fall into two classes. There are the regular zeroes, that is, those zeroes which are non singular points of f; and the latent zeroes, those zeroes which occur at the singular points of f. The image of a regular zero is a zero of V , but the image of a latent zero need not be a zero of V . Now if m j is a latent zero, we will denote its local index by r j . If m is a regular zero, then the local index of m equals v i , the local index of x i = f(m). This is seen since f restricted to a small neighborhood of m is a di eomorphism, hence locally by Proposition 8, Ind f V = Ind V = Ind V . The second equality follows from (7) . It is the fact that index is invariant under di eomorphism. Now we draw some consequences of equation (24). We introduce the following notation. Given f : M n ! R n with a vector eld V de ned on R n , we let Z R n denote the set of zeroes of V , and denote the singular points of f and = f( ). We call the discriminant of f. In this terminology, the conditions for equation (24) The condition that the vector elds involved have isolated singularities is not meant seriously. In fact, we can de ne the local index of isolated connected components of Z, by using equation (7). So for each connected component Z i of Z, we de ne the local index v i . Since Z \ f(@M) = , we see that ! i is constant at every point of Z i . So the rst two equations of (24) are true in this sense. Remark. The reader may interpret ! i as a local degree for the map f. This is not quite accurate. We will give an example which should eliminate some misconceptions. Let 6. The Euler{Poincar e number of f ? (f( )).
Here we obtain a formula for (f ?1 (f( )) where f : M n ! R n is a map satisfying mild conditions by lifting vector elds. We de ne a vector eld V on R n which can be lifted, and using (24) The zeroes of V f are precisely the xed points of f. The local index of a zero of V f is precisely the xed point index for the xed point. Now equation (7) and Lemma 3 will combine to give us various formulas analogous to the Lefschetz equation equating the Lefschetz number f and the sum of the local xed point indices.
First we consider the example where f(M) M, so that f can be regarded as a self map. If f has no xed points on @M, then we obtain equation (3) As an example we get Dold's generalization of the Brouwer xed point theorem, 3]. Namely, if f : B n ! R n is a virtually transverse map of the unit ball, then f has xed point. Because (B n ) = 1.
8. The Euler{Poincar e number and curvature.
Our third example of equation (7) Consider V restricted to a body M. To use equation (7) we must calculate Ind V and Ind @ ? V . First we deal with Ind @ ? V .
Let m 2 @M. We de ne the convexity number C(m; k ) as follows. Consider the line normal to @M at m. If this line is not normal to k , we let C(m; k ) = 0. If the line is normal to k , we observe that the vector eld @V must have a zero at m. Then C(m; k ) is de ned to be equal to the index of @V at m. If m is not isolated, we de ne it to be the index of the connected component of the zeroes of @V containing m.
With the above de nition of C(m; k ), our next theorem will be correct in every situation. However in the non degenerate smooth situations, we can give a very geometric interpretation of C(m; k ) which depends on the curvature of @M at m. We let`m denote the ray which begins at m and leaves @M in a normal direction. The ray intersects k orthogonally at a point, call it y. Let ? denote the (n ? k) dimensional hyperplane orthogonal to k and passing through y. Now we consider the (n?k ?1) dimensional surface ? \@M in the parallel to itself to the other side of @M then we would get C(m; 1 ) = ?1. Now let = y. In the picture as drawn C(m; y) = +1 since n = 0. As we move y along the line`m towards the right, the sign C(m; y) changes after we pass the center of curvature and remains negative even after we pass through m since the fact that r changes from 1 to 0 is compensated by the fact that the curvature changes sign as we change sides. Now we can state our result.
Theorem 14. Suppose that M n is a smooth body and k is a k{dimensional hyperplane which is nowhere tangent to @M. Then
where the sum is taken over those m for which`m points initially inward. Proof. We want to apply (7) to V . The set of zeroes of V is the submanifold M \ k . Unfortunately, there are zeroes on @M if @M \ k 6 = 0. We will change V slightly to V 0 such that V 0 has no zeroes on @M and so that @V = @V 0 . Since k is nowhere tangent to @M, there is an " > 0 so that V (m) + " 2 N(m) is never zero when m 2 @M is of distance less than " to k . We choose a small collar neighborhood C of @M so that C \ k is a collar neighborhood of @M \ k .
We can extend " Since the index of a product of two vector elds is the product of the index, we get (34)
Combining (34) and (7) gives the theorem. Note that theorem 14 gives an inductive de nition of the Euler{Poincar e number in terms of sections of lower dimensions. As such it extends and illuminates work of 7].
There is another theorem similar in spirit. Let n?2 be a hyperplane in R n and let M n be a body. Let V be the velocity vector eld of a rotation about where n?2 is nowhere tangent to @M and the sum is taken over those points m which are being rotated into M.
As an example of the use of the above theorem we consider the case of a solid torus in three dimensional Euclidean space. Suppose that 1 is a line which intersects the torus in two segments. Then the theorem results in the equation d i (m) = ?2. From this we conclude that there are two points of negative curvature on the boundary of the solid torus whose tangent planes contain the line 1 . If we reverse the direction of rotation in the theorem we get two other points with the same property. Thus there are four points of negative curvature whose tangent planes contain 1 . Now let us play with theorem 14. Suppose we are in a space ship in space and there is a bounded medium M. By shooting out laser beams we can tell which directions are normal to the boundary @M and we can determine the convexity numbers by using the re ection at the boundary of the laser beam. Suppose the di erent amounts of re ection tell us whether or not the normal beam is passing from inside to outside. What can we tell about M?
Answer: We can determine (M) and whether or not we are inside M. The sum of all the convexity numbers gives the (@M) and hence (M) = 1 2 (@M). Then using theorem 14 we subtract the sum of the inward pointing convexity numbers from (M) to nd ( \ M). If it is one, we are inside, if it is zero, we are outside.
We should re ect how lucky we are to live inside an odd dimensional universe. If we were in an even dimension universe we could not use the sum of the convexity numbers to determine (M) and hence we would not know if we were inside or outside M. If we add the capability of measuring the distances to the normal points, then we would know whether we were inside M, since we look at the closest normal point and determine if the beam is exiting or entering M. Then we would know ( \ M) and we could determine (M) in even dimensional universes also.
If there were no re ections of beams going from inside to outside and we did not know if we were inside or outside M, then the sums of the convexity numbers we could see would give us either (M) or (M) + 1.
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