Observations of thermonuclear X-ray bursts from accreting neutron stars (NSs) in low-mass X-ray binary systems can be used to constrain NS masses and radii. Most previous work of this type has set these constraints using Planck function fits as a proxy: both the models and the data are fit with diluted blackbody functions to yield normalizations and temperatures which are then compared against each other. Here, for the first time, we fit atmosphere models of X-ray bursting NSs directly to the observed spectra. We present a hierarchical Bayesian fitting framework that uses state-of-the-art X-ray bursting NS atmosphere models with realistic opacities and relativistic exact Compton scattering kernels as a model for the surface emission. We test our approach against synthetic data, and find that for data that are well-described by our model we can obtain robust radius, mass, distance, and composition measurements. We then apply our technique to Rossi X-ray Timing Explorer observations of five hard-state X-ray bursts from 4U 1702−429. Our joint fit to all five bursts shows that the theoretical atmosphere models describe the data well but there are still some unmodeled features in the spectrum corresponding to a relative error of 1-5% of the energy flux. After marginalizing over this intrinsic scatter, we find that at 68% credibility the circumferential radius of the NS in 4U 1702−429 is R = 12.4 ± 0.4 km, the gravitational mass is M = 1.9 ± 0.3M , the distance is 5.1 < D/kpc < 6.2, and the hydrogen mass fraction is X < 0.09.
Introduction
The masses and radii of neutron stars (NSs) encode valuable information about the properties of the matter in their cores (Lattimer 2012; Lattimer & Steiner 2014) , which reaches several times nuclear saturation density and has strong isospin asymmetry, and which therefore cannot be analyzed in terrestrial laboratories. Hence, detailed measurements of NS masses and radii are invaluable in the study of cold dense matter, and in particular the equation of state (EoS) of the matter, i.e., the relation between thermodynamic quantities such as the pressure and the energy density (see Miller 2013; Özel 2013; Miller & Lamb 2016 for recent discussions). The reliability of such constraints depends on the degree to which systematic errors can be controlled (in many current analyses such errors are significantly larger than the formal statistical uncertainties; see Miller 2013; Miller & Lamb 2016) , as well as on the precision of the astrophysical models that are applied to the data.
One type of source that has attracted considerable attention in this context is low-mass X-ray binaries (LMXBs) that exhibit frequent thermonuclear X-ray bursts (for reviews, see Lewin et al. 1993; Strohmayer & Bildsten 2006) . By collecting observations from these bursts and modeling how they cool down, we can set constraints on the size of the emitting area (for early work in this field, see, e.g., Ebisuzaki 1987; Damen et al. 1990; van Paradijs et al. 1990; Lewin et al. 1993) . It was, however, only the Rossi X-ray Timing Explorer (RXTE) that was able to produce a large catalogue of observations to study (see, e.g., Galloway et al. 2008) . Since then, a large number of bursts from different sources have been put to use (for recent reviews, see Miller & Lamb 2016; Suleimanov et al. 2016 ). There are currently two principal methods that are being used to infer the gravitational mass M and the circumferential radius R from burst cooling tails, both of which stem from the earlier work: the touchdown method (e.g., Özel 2006; Özel et al. 2009; Güver et al. 2010; Özel et al. 2016 ) and the cooling tail method (e.g., Suleimanov et al. 2011a; Poutanen et al. 2014; Nättilä et al. 2016; Suleimanov et al. 2017) . Both methods fit the observed emission using Planck function and then compare the evolution of the observed temperature and normalization to the predictions of models (see, however, Kuśmierek et al. 2011 , for an early attempt to circumvent the usage of Planck function fits only). These fits simplify model comparison significantly, because the observed spectra are relatively well described by thermal emission. However, because neither model atmosphere spectra (e.g. Suleimanov et al. 2012) nor the most accurately measured observed spectra (Miller et al. 2011 ) are exactly Planckian, using Planck fits as proxies throws away information and could even introduce biases.
Here we present, for the first time, simultaneous direct atmosphere model fits to a set of X-ray burst observations. We begin by studying the constraints that can be obtained from synthetic data, for which our model is a good description. This allows us to assess the accuracy of our method and to explore possible biases in the results. We then apply our method to data from five hardstate bursts of 4U 1702−429. We obtain interesting constraints on the mass and radius of this star and also study some of the previously neglected physical assumptions present in the fitting procedures. The LMXB system 4U 1702−429 is a particularly good testbed for the fitting as there has already been cooling tail modeling of the five hard-state bursts from this source (Nättilä et al. 2016) . Our initial analysis suggests that direct fitting of detailed atmosphere models to data is a promising avenue for extracting neutron star masses and radii from X-ray burst data.
In Sect. 2 we present the theoretical basis for our analysis. This section is split into two parts: in Sect. 2.1, we describe how to model the emergent radiation and to couple it to the actual observations, and in Sect. 2.2, we formulate the Bayesian framework and present our hierarchical fitting model. We apply our model to synthetic data in Sect. 3.1 and then to real X-ray burst observations from 4U 1702−429 in Sect. 3.2. In Sect. 3.2 we also present our new improved mass, radius, distance, and composition constraints for the source. In Sect. 4 we discuss our results. Finally, we present our summary in Sect. 5.
Methods

Model for the emerging radiation
Suppose that radiation from a point on the surface of a NS is initially emitted with a local specific intensity I E at energy E , as measured in the local frame of the emission. Assuming that the radiation propagates through vacuum to a distant observer, that observer will detect this radiation at energy E, where the energies are related by
where z takes into account both the rotation-induced Doppler shifts and the gravitational redshift. In the limit of low spin frequency, ν → 0, the external spacetime is Schwarzschild and there are no Doppler shifts, and therefore the net redshift approaches
where G is the gravitational constant, c is the speed of light, and M and R are respectively the gravitational mass and the circumferential radius of the NS. A distant observer will measure a specific (monochromatic) intensity I E that is related to the original specific intensity I E (Liouville's theorem for photons, see, e.g., Misner et al. 1973; Rybicki & Lightman 1979) by
The total observed monochromatic flux from the star, as seen by a distant observer, is then (see, e.g., Nättilä & Pihajoki 2017) F obs (E) = I E dΩ,
where dΩ is the solid angle that the surface element occupies on the observer's sky. In this paper we consider a uniformly emitting, slowly rotating NS. In this limit, the observed flux is related in a simple way to the flux F emitted at the NS surface:
where R ∞ = R(1 + z) is the apparent NS radius, D is the distance to the source, and F (E ) = 2π 1 0 I E (µ)µdµ where µ is the cosine of the angle between the local normal direction and the direction of emission of radiation.
In general, a burster is not expected to emit uniformly, and rotation rates of known bursters extend up to 620 Hz (Muno et al. 2002; Watts 2012) . Rotation introduces Doppler shifts that vary over the surface of the star and therefore smear sharp spectral features such as line. These shifts also broaden continuum spectra, but such broadening can usually be neglected (Nättilä & Pihajoki 2017) . Moreover, the assumption of uniform emission combined with slow rotation means that the observed flux depends on the surface flux and distance, but not the angular dependence of the specific intensity. This is not true in more general situations. We employ these approximations because they allow us to simplify the general equation (4) and avoid the usage of computationally costly ray tracing to combine the flux from different parts of the star. They also allow us to neglect a few potentially important but often unknown parameters such as the NS rotation frequency and the observer's inclination angle as well as the unknown latitude dependence of the flux.
The gravitational acceleration at the NS surface is given by
The shape of the emerging spectrum has a weak dependence on g. The composition of the atmosphere also affects the spectrum via the energy dependence of the opacity κ, which includes contributions from both true absorption and scattering. For example, for an atmosphere with a hydrogen mass fraction X, the Thomson scattering opacity is
Assuming the Thomson opacity and a spherically symmetric flux, the outward radiative acceleration balances the inward gravitational acceleration at the stellar surface when the stellar luminosity reaches the Eddington luminosity L Edd , which is defined by
The actual critical luminosity is reached when the radiative acceleration
equals the surface gravitational acceleration g. Here κ R is the flux mean opacity (equal in our case to the Rosseland mean opacity),
temperatures close to the critical luminosity, the opacity is dominated by Compton scattering and is smaller than κ T because of the Klein-Nishina effect (Poutanen 2017) , resulting in a critical luminosity exceeding L Edd by 5-10% (Suleimanov et al. 2012 ). We will use the ratio g rad /g to measure the escaping flux from the star. Using Eq. (8) we can also introduce the bolometric Eddington flux
characterized by the corresponding Eddington temperature T Edd . The corresponding observed Eddington flux then can be obtained integrating Eq. (5) over energies:
where A = (R ∞ /D) 2 is related to the apparent angular size of the star and T Edd,∞ = T Edd /(1 + z) is the redshifted Eddington temperature.
For the flux escaping from the NS surface F (E ) we will use the spectra from the atmosphere models computed in Suleimanov et al. (2011b Suleimanov et al. ( , 2012 and Nättilä et al. (2015) . These calculations are based on the stellar modeling program atlas (Kurucz 1970 (Kurucz , 1993 , but modified to deal with high temperatures (Ibragimov et al. 2003; Suleimanov & Poutanen 2006; Suleimanov & Werner 2007) and to take into account Compton scattering (Suleimanov et al. 2012 ) using an exact relativistic redistribution function (see, e.g., Poutanen & Svensson 1996) . The models are computed in hydrostatic equilibrium, using local thermodynamic equilibrium, and assuming a plane-parallel atmosphere structure. Because of these approximations, our model is only valid when the atmospheric scale height is much less than the stellar radius, which means that g rad /g must be less than and not too close to unity.
Here we limit our model spectra to the range g rad /g = 0.2 − 0.98, to avoid any physical complications occurring at low or high temperatures: at high temperatures the scale height is too large, and at low temperatures (relevant late in the burst tails) it is likely that ongoing accretion breaks the assumption that the observed radiation emerges only from the passively cooling neutron star surface. In practise, limiting g rad /g to such a range implies focusing on the first ∼ 10 seconds of the cooling tail. The compositions computed by Suleimanov et al. (2012) were: pure hydrogen (X = 1), pure helium (X = 0, Y = 1), and solar hydrogen-to-helium ratio X = 0.738 with different metallicities (0.01, 0.1, 0.3, and 1.0 of solar). Here, for simplicity, we consider the atmospheres with a metallicity that is 0.01 of solar. Such a selection is possible and does not introduce a considerable error because metals will only affect the spectra at the very late stage of the burst, when the atmosphere has a sufficiently low effective temperature (Suleimanov et al. 2011b (Suleimanov et al. , 2012 . We, on the other hand, do not consider observations on such a late stage where this effect would play a role. Note also that exact selection of the metallicity does not play a key role here because we do not consider cold atmosphere models (we use g rad /g > 0.2), for which photoionization edges start to dominate the spectral features. In addition, we consider surface gravities of log 10 g = 14.0, 14.3 and 14.6 (with g is cgs units).
We use these models to obtain spectra with any given g rad /g, log g, and X by linearly interpolating (or in the case of log g also linearly extrapolating) the logarithm of the monochromatic fluxes on the model photon energy grid. The model parameter limits are: g rad /g = 0.2−0.98, log g = 13.7−14.9, and X = 0−1. We checked the accuracy of our interpolations by comparing our results against actual model spectra that were computed between the original grid points, and found that the relative accuracy of the spectral energy flux was better than 1%.
Of course, what we observe is not energy flux but rather photon counts in energy channels. We therefore convert our model spectra to photon counts by convolving them with a response function R(I, E) of a detector:
where M(E) is the photon number flux of the model at energy E and t D is the observing time. Here the response function R is proportional to the probability that an incoming photon of energy E will be detected in channel i and is a discrete function (i.e. a response matrix) such that
for an energy range E j−1 to E j . In addition, one must take into account that the data might have a non-zero background. In this case we fit the observed background with some spectral model F bkg (E), so that our total model photon flux at energy E is
The background flux is often estimated by observations prior to or after the burst, but observational (Yu et al. 1999; van Paradijs & Lewin 1986; Kuulkers et al. 2003; Chen et al. 2011; in't Zand et al. 2011; Serino et al. 2012; Degenaar et al. 2013; Worpel et al. 2013; Peille et al. 2014; Worpel et al. 2015; Degenaar et al. 2016; Koljonen et al. 2016; Kajava et al. 2017c) and theoretical work (Walker 1992; Miller & Lamb 1996; Ballantyne & Strohmayer 2004; Ballantyne & Everett 2005) suggests that the burst can increase or decrease the background rate and even change its spectrum. Thus background estimates from times near the burst are unreliable and use of them could introduce bias. This is one reason that we focus on bursts that occur during the hard spectral state: for such bursts, the persistent background emission is very weak ( 1% of the peak flux). Therefore, although in practice we estimate the background using a 16 s observation prior the burst, which we find is described well by blackbody plus power law components (bbodyrad and powerlaw in xspec), the background modeling is unimportant because the emission is dominated by the burst radiation. Results supporting this kind of static persistent emission treatment were also presented in Kajava et al. (2017c) , where it is concluded that even if the background emission varies during the burst, it is unlikely to contribute more than 1% of the burst flux in the hard state. In the soft state, on the other hand, one of the persistent emission components can brighten more than 10-fold during the bursts (Kajava et al. 2017a ). Finally, we note that we multiply both the background and the theoretical burst spectra by an interstellar absorption model (similar to phabs in xspec) to account for the non-zero neutral hydrogen column depth.
Hierarchical fitting model for M and R constraints
Next, we construct a framework for comparing the emission models to the actual observations of X-ray bursts. In order to do this, we formulate a hierarchical model for a NS that has been observed to have N B bursts B k , where k = 1, . . . , N B . We denote the set of all bursts as
. Each of these bursts B k has N S k spectra, which we label as S jk , one for each time bin j. The set of all spectra in B k is similarly denoted as G
with N C jk measurements of counts C D,i jk , measured in the detector channel i.
For a single channel we can define the likelihood function as
is the probability of the data D given the model M and a set of assumptions H. When the source of experimental noise is due to the number of events arriving at the detector, the counting statistics are Poisson distributed. Hence, to estimate the model's goodness-of-fit for one element C D,i = C D,i jk in some arbitrary burst B k and spectrum S jk , we compute the likelihood for a Poisson distributed data as
The joint likelihood for a single spectrum is then
where i ranges from the first detector channel i min to the last detector channel i max used in the analysis. Note that because in practice likelihoods can be extremely large or small, we instead use log likelihoods in our analysis. The joint likelihood for a burst is L B = S L S , and the total joint likelihood for all bursts is L = B L B .
In the limit of high count rate the Poisson distribution is well approximated by a Gaussian distribution. In this case the likelihood is proportional to exp(−χ 2 /2), where
Because χ 2 is proportional to the log likelihood, the joint log likelihood for the spectra in a burst, and the joint log likelihood for all bursts, is the sum of the individual χ 2 values. We caution that, particularly in the higher-energy channels, it can be that there are not enough counts that the Poisson distribution is well-approximated by a Gaussian. In this case χ 2 is not a good approximation to the log likelihood, and this could contribute to the formally poor χ 2 we find in Section 3.2 when we analyze data from 4U 1702−429.
It is also possible that we have underestimated the uncertainties in our data. In this case it is typical, in a Bayesian analysis, to introduce an intrinsic scatter σ int into the system. Physically the intrinsic scatter can be understood to originate either from the instrument calibration error or from the uncertainty in the actual model used, which as we recall is interpolated from tabulated points in the space of composition, surface gravity, and temperature. The addition of intrinsic scatter is similar to the error expansions in frequentist methods where data errors are increased until the total χ 2 /d.o.f. is around unity. The underlying idea is that intrinsic scatter acts to quantify and penalize our ignorance of the model: by increasing σ int , the possible credible regions for other parameters also inflate to take into account that the data are not fully described by the model. Mathematically this is done by convolving the original Gaussian distribution, N σ (x) (where σ can be taken to be √ C M in relation to the χ 2 formulation), with another normal distribution with undefined error σ int . It is standard to assume, given no other knowledge, that the errors can be added in quadrature:
The likelihood in Eq. (16) can then be replaced with
where * marks the convolution of the two functions. Taking the logarithm simplifies the latter expression to
From this we see that the expression reduces to χ 2 when σ int → 0 and σ = C M,i , as the first two terms in the likelihood expression can then be ignored as constants. It is important to notice that σ int cannot be increased infinitely to get a better likelihood, because the ln term in the log-likelihood expression compensates for the last term. Hence, there exists some balance between the two terms and σ int can only grow to some finite value where the previously unexplained scatter in the observations is then explained by the model. The actual model spaces are then constructed hierarchically on top of different clusters of nested data groups. Such a model with nested hierarchy can be physically motivated by considering our problem at hand: We have a neutron star that has some model parameters that can characterize it (such as size, distance, . . . ). This neutron star will then exhibit bursts that could also have some model parameters (such as composition, ignition depth, . . . ). The bursts, however, all share the same parameters that the neutron star has and, hence, in the model parameter hierarchy the burst parameters appear lower. The bursts, on the other hand, are constructed of a series of snapshots in time that we call energy spectra. Again, one individual spectrum could have parameters dedicated only to that one particular spectrum or share some parameters among the other spectra in the burst. Such a nesting of parameters we then call a hierarchical nested model in this paper.
In this work we consider four hierarchical models, A, B, C, and D, presented in Table 1 . As an example, we next go through the models in more detail. At the top level of model A we define 3 shared global parameters: NS mass M, radius R, and distance D to the star. The combination of M and R then gives us the surface gravity g and the redshift 1 + z. These can be combined with the distance to give the quantity A, which is proportional to the solid angle occupied by a NS on the sky. In addition to these basic parameters we can set a global composition of the accreted matter via the hydrogen mass fraction X, as is done in Model B. The next level in the model involves the different bursts B k ∈ G B for which we do not introduce any cluster-specific sub-parameters in this work. Going further in the hierarchy tree, each spectrum of the burst S jk ∈ G S k ∈ B k has always at least one individual parameter to sample: the effective temperature of the emerging spectrum as expressed through the parameter g rad /g. In Model C, we also introduce the fraction S f that emits (and we assume that 
Model name Global parameters Burst parameters Spectrum parameters Assumptions
the emitting portion emits uniformly). S f is a free parameter that enters the flux equation by modifying the apparent angular size A = S f A. As we will see later on, the real data are not fully described by the model. To accommodate this deviation we, in the end, expand the model B by introducing a free intrinsic scatter to the system on the global scale. We label this model D. In contrast to models A to C, for D we choose a non-uniform phenomenological distance prior; this choice is motivated by the synthetic data results. Intrinsic scatter is always, when present, sampled as ln σ 2 int , as it is a scale parameter in the model. When a parameter is not free, but has some fixed value, our model is said to have a set of physical assumptions H that implicitly enter the likelihood calculations. The strictest set of assumptions H is imposed for model A, which assumes constant (uniform) emitting area S f = 1 and known non-varying chemical composition (X = 0 or 0.73 in this work). In Model B, the assumption of the chemical composition is relaxed. Similarly, in Model C we test the validity of the constant emitting area assumption.
On a purely theoretical basis, one would expect a model with every parameter defined as free in the lowest hierarchy level to be the least informative: by allowing both the hydrogen fraction X and the surface fraction S f to evolve freely in time for each spectrum we could check the assumption of constant uniform emitting area and constancy of the chemical composition.
In practice, such freedom in the model is not, however, possible as X and S f are strongly correlated because they both affect the normalization of the flux. While composition does have a slight effect on the shape of the spectral energy distribution, the current data do not allow any meaningful constraints without the additional normalization dependency. These freedoms could be slightly limited by making the composition vary only from burst to burst. This would then allow us to study the time evolution of the composition on much longer timescales from burst to burst. Another possibility would be to introduce a burst-specific S f term into the model to allow variations between bursts, for example by a changing accretion disk inner radius.
Finally, we sample the parameter model space using Bayesian inference. We introduce uniform prior distributions for M and R in the range 1.0−2.2 M and 8−16 km, respectively. For the distance, a uniform prior is taken in between D = 2 − 10 kpc For the model D, we choose to sample not D, but D 3/2 , corresponding to a weakly informative prior of √ D for the distance, that slightly favors larger values. Such a selection seems to remove the otherwise strong preference for smaller masses. 2 We discuss this selection further in Sect. 3. 
Fig. 1. Synthetic spectra (crosses) with corresponding best-fit atmosphere models (solid lines) for A. Different colors show spectra for varying g rad /g. Individual spectra are shifted by factors of 2 in the ydirection for clarity.
mass fraction is not fixed, we assume a flat prior ranging from 0 (pure helium) to 1 (pure hydrogen). For the spectrum-specific nuisance parameters, we take similarly uniform limits so that g rad /g = 0.2 − 0.98 and S f = 0.5 − 1.5. Note that values of S f > 1 are also allowed, as it might be possible that the apparent emitting area exceeds the one inferred from the star's angular size A because of reflection from the accretion disk (Lapidus & Sunyaev 1985) . We also do not impose any time relation in any of our models between neighboring time bins via adjacent g rad /g values: every spectrum is free to attain any value in the prior range regardless of the adjacent spectra. We then constrain the model parameters by sampling from the posterior distributions using Markov Chain Monte Carlo sampling. To explore the parameter spaces we implement an affine-invariant ensemble sampler as discussed in Goodman & Weare 2010 (see also Guillot et al. 2013) . The actual implementation is heavily based on the bamr code (Steiner 2014a ), which on turn relies on the o2scl library (Steiner 2014b) . The ensemble sampler is similar to a normal Metropolis-Hastings algorithm but evolves not one but many parallel sample values called walkers together. The random step for each walker is then done using a so-called stretch move algorithm where each walker makes a small step in the parameter space in relation to the whole ensemble. Acceptance is still performed using a Metropolis-Hastings scheme. With correlated distributions this will improve the autocorrelation times of the chains tremendously, allowing us to sample the parameter space more thoroughly in a shorter time. Evolution of the normalized luminosity g rad /g for burst #1 of the synthetic data. Constraints on the surface fraction S f are also shown for model C, which is the only one of our models in which this parameter is free. The dotted black line with the scale on the right axis shows the corresponding standard deviation of the obtained parameter distributions. The blue dashed line shows the input value used to create the data. The darkness of the red coloring is proportional to the probability density. This figure shows that when the fitting model is consistent with the model used to produce the data, we obtain parameter values that are accurate and precise.
Analysis
Synthetic data
We begin our analysis by applying the methods described above to synthetic data. The mock data is created to resemble the observations from NASA's RXTE Proportional Counter Array (PCA) (Jahoda et al. 2006) . We produce data using R = 12 km, M = 1.5 M , D = 6.0 kpc, and X = 0. These values are similar to those inferred from the five bursts of 4U 1702−429 that we analyze later (see Nättilä et al. 2016) . We also study similar NS configurations but with X = 0.73, which thus corresponds to solar composition, to see how the composition affects the results. The mock observations are created by computing the actual model spectra using the atmosphere models described in Sect. 2.1. In this process, 20 spectra for each burst are created for 5 bursts in total so that g rad /g is linearly spaced between values of 0.2 and 0.95. For each spectrum we convolve the model with an actual RXTE/PCA response matrix, compute the number of observed counts in each energy channel and then draw the observed number of counts from a Poisson distribution centered around the real value. For the background spectra, we use the real background files from 4U 1702−429 hard state bursts. We increase the exposure time from 0.25 seconds to 0.5 seconds after 10 time bins; this procedure is commonly used for real data to keep the signalto-noise level per time bin approximately constant despite the decreasing flux. We fix the neutral hydrogen column depth to N H = 1.87 × 10 22 cm −2 , which again is similar to that of 4U 1702−429 (Worpel et al. 2013 ). Fig. 1 shows a set of spectra from one such synthetic burst. Next we fit this synthetic data with different models to assess how well we expect to constrain each model parameter. This also gives us information about the possible biases in the method, given that we know the input values of the parameters. From here on, when we discuss credible regions we will always be referring to the highest posterior density regions. First we study how well we can get information about nuisance parameters such as the normalized gravity g rad /g and the fraction S f of the surface that emits. Fig. 2 shows the evolution of these parameters. Note also that our other parameters, such as M, R, and D, are allowed to vary freely. When the surface fraction is fixed, we obtain the correct g rad /g with a precision of about 0.02 (in units of g rad ), as can be seen from the width of the 68% posterior distributions for models A and B. If S f is taken to be free (Model C), the uncertainty in g rad /g increases by an order of magnitude, although the input value is within the uncertainty region. S f is determined with a precision of about 10%. The lower precision for S f is because only the spectral shape, rather than the amplitude, is used to match the model to the data.
As a next step, we consider the parameters of greatest interest. Fig. 3 shows the marginalized parameter distributions for M, R, D, and X (when sampled) along with the 2-dimensional posterior space projections. Fig. 4 shows the M-R projection in more detail. We see that Model A is able to recover the correct radius R = 12 km with an accuracy of about 0.7 km after marginalization over all other parameters. The mass, on the other hand, is always underestimated and shows a bimodal structure that is familiar from cooling tail fits (Suleimanov et al. 2011a; Poutanen et al. 2014; Nättilä et al. 2016; Suleimanov et al. 2017) . The input (M, R) value is just at the boundary of the 95% credible region. We determine the distance with a 68% scatter of about 0.6 kpc and no bias. The sharp spike in the marginalized distance distribution near the maximum value originates from the solutions near the critical line where R = 4GM/c 2 . Mass and radius values on this line correspond to the solutions that are close to the maximum distance attainable for the system (see e.g., Appendix A of Poutanen et al. 2014 , for more discussion).
When the hydrogen fraction X is a free parameter and the data are analyzed using Model B we see that both the radius and the mass are now underestimated. Such an effect originates from the asymmetric X distribution, which arises because the lower limit of X = 0 is set by physical assumptions. For larger X we get smaller values of M and R than what we obtain using X = 0. In the M − R plane our proper solution is now only inside the 95% credible regions of the posteriors due to the strong bias toward smaller masses. For similar reasons, the distance in this case is underestimated. The hydrogen fraction is constrained to be X < 0.2 with 95% credibility.
When X = 0.73, there is a similar underestimation of the values of the parameters. This is again caused by the connection between X, D, and M. In this case, the posterior for X is not symmetric around the true value because the distance has a maximum set by the observed flux level. This causes X to favor larger values (i.e., X > 0.73) and so the constraints on M and D are similar to the results from the model B analysis when X = 0.
Ideally, we would like the method to be free from any bias in M, R, D, or X. These parameters are not, however, our observables. Quantities closer to the observations include the redshift given in Eq. (2), which depends on M and R, and the surface gravity g defined by Eq. (6), which is also a function of M and R. The distance D and the hydrogen fraction X enter the system of equations via the flux (Eq. (5)), which in turn is limited by For these panels the solid line encloses the 95% credible regions. The blue stripes show the original values of the synthetic data, which were used to create the data: R = 12 km, M = 1.5 M , X = 0, and D = 6 kpc. If the composition is known, the radius is precisely recovered. When X is a free parameter, the prior limit of X > 0 and the correlation of M, X, and D with each other leads to asymmetric posteriors around the true value and so the inferred radius is a lower limit. the Eddington flux (12). What we observe directly is the number of counts, which is related to the photon (number) flux of the source by Eq. (13). Because of this, all of our parameters are interconnected in a complicated fashion. In Bayesian inference, it is typical to study such a system by defining some information criterion and then to minimize its value given the fit parameters. This would then give us a description of the least informative, often multidimensional, priors. We elect to instead impose simple uni-dimensional priors for the system based on experience with our analysis of synthetic data. What we have found is that M, X, and D are the most tightly connected parameters in the system. Hence, imposing a prior distribution for one of them will strongly affect the rest. In this work we have decided to optimize our results for M and X at the cost of introducing a non-flat prior for D. Based on our different test runs we concluded that a prior of P(D) ∝ D 1/2 (which therefore slightly favors larger values of D) produces the least biased constraints for M and X.
This leads us to propose a fourth and final model, model D, which is an extension of model B. In model D the hydrogen fraction X is a free parameter, but we also incorporate intrinsic scat- √ D) that we used. Other symbols and legends are the same as in Fig. 3 . With the inclusion of the weak distance prior, we see that the fit is better at recovering the original values. If the hydrogen mass fraction is not exactly zero, the true R, M, and X are recovered when a correct family of solutions is considered. In many cases, the incorrect high-mass, small-radius family of solutions is easy to discard on a physical basis as it is close to or inside the region ruled out by causality. ter σ int into the analysis and choose P(D) ∝ D 1/2 . Using these assumptions we recover the input parameters for the synthetic data, without any significant bias when X 0. This is evident in Figs. 5 and 6 , where we use model D with synthetic data that have X = 0 (left hand panels of both figures) and X = 0.73 (right hand panels of both figures). We find that when X is not exactly 0, we are able to reproduce the input radius without bias. Additionally, if the second cluster of solutions at high masses is neglected, we also reproduce the input mass, hydrogen fraction, and distance. In practice, this can be done by imposing a mass cutoff of M < 2.0 M or by selecting only the low-mass solutions below the critical radius R = 4GM/c 2 . For a pure helium atmosphere, the sharp boundary at X = 0 leads to asymmetric posteriors around the real value, and so the estimates are always biased towards smaller or larger values. An additional check is that the intrinsic scatter is driven toward small values, which it must be because we created the data without any additional scatter.
For pure helium (X = 0, Model A) we constrain the radius to be R = 11.3 ± 0.4 (0.7) km at 68% (95%) credibility. The mass is similarly constrained to be M = 1. Energy E (keV) In this case, both the radius and the mass are correctly recovered with 0.9 km and 0.4 M precision, respectively. Even accounting for the mass imprecision when the composition is pure helium, model D is still the best of our models in producing precise and unbiased estimates of the parameters.
4U 1702−429
We now study the RXTE data from 4U 1702−429. The bursts we use are from obsid 50025-01-01-00, 80033-01-01-08, 80033-01-19-04, 80033-01-20-02, and 80033-01-21-00, starting at MJDs of 51781.333039, 52957.629763, 53211.964665, 53212.794286, and 53311.806086, respectively . The data are reduced in a way similar to the reduction in Galloway et al. (2008) (see also Kajava et al. 2014; Poutanen et al. 2014; Nättilä et al. 2016 ). As we described in Sect. 3.1, we bin the data in time: each time the count rate decreases by a factor of approximately √ 2, we double the exposure time so that the number of counts in each bin remains relatively high. The RXTE data were also deadtime corrected (see, for example, Nättilä et al. 2016) , which was of course not necessary for the synthetic data. One should also notice that unlike the synthetic data, the real observations have a varying "quality" due to the varying number of PCUs between the five bursts (ranging from 2 to 5 active PCUs). Some sample spectra from one of the bursts are shown in Fig. 7 . We also show the evolution of each individual spectral parameter of each burst in Fig. 8 . Just as with the synthetic data, we see that the normalized luminosity g rad /g is well constrained, and the evolution of this parameter is strikingly similar to its evolution in the mock data. In the Model C fits we see that the surface emitting fraction is constrained to be very close to unity for the entirety of this burst, which provides some evidence that the full surface emits close to uniformly in this case. Time (s)
#1
Model Fig. 8 . Evolution of the normalized luminosity g rad /g for burst #1 from 4U 1702−429. The surface fraction S f constraints are also shown for model C, which is the only one of our models in which this parameter is free. The dotted black line with the scale on the right axis shows the corresponding standard deviation of the obtained parameter distributions. The strength of the red coloring is proportional to the probability density. The constraints we find using this real RXTE data bear a clear similarity to the constraints from our synthetic data fits seen in Fig. 2 .
As a final test of our atmosphere model goodness-of-fit we can study possible systematic deviations from the model spectra in an individual energy channel level. In Fig. 9 we show the ratio of the data and the best-fit model flux (from the Model D run) together with a channel-specific ∆χ value (defined as (D − M)/σ, i.e., difference between data D and model M in units of standard error σ) for each of the five analyzed bursts. Additionally, Table 2 shows the sum of χ 2 values for the best-fit models. There do not appear to be any significant persistent structures in the residuals. There is a slight deficit of flux around 10 − 14 keV in the burst tails, which corresponds to a ∼ 5% difference between the model and the data (∆χ ∼ 0.4). No such features are seen in the synthetic data fits. It is therefore possible that this deficit has a physical origin. We discuss these deviations further in Sect. 4. Our total χ 2 (for Model D) is 3103.5 with 2438 degrees of freedom (reduced χ 2 r of 1.27) for the set of all 5 bursts, when all spectral energy bins with counts less than 20 are ignored. The quality of the fit is, however, decreased drastically by the low-count channels and if we, instead, select 50 as our channel count cutoff we obtain χ 2 = 2541.0 with 2122 degrees of freedom (χ 2 r = 1.20). For our actual parameter constraints we consider only Models A and D, because Model B produced somewhat biased constraints with synthetic data and Model C has too much freedom in its parameters (particularly with the inclusion of the surface emitting fraction S f as a free parameter). Fig. 10 shows the full posterior distributions, and Fig. 11 shows the two-dimensional M − R posterior distributions in more detail, for each model. The precision of constraints is similar to what it was for the synthetic data. We find that R = 12.4 ± 0.4 (0.6) km and Note that in the model D fits, the second, non-physical high-mass, small-radius family of solutions is now mostly located inside the causality region so it is naturally ruled out by physical considerations. Some small group of solutions, however, remain at M = 2.2 M and R = 10 km that then shifts the lower limit of the 95% radius credibility interval down to 10 km instead of 11.4 km that would be obtained by omitting it entirely. When computing the χ 2 values we require that the number of counts in each spectral energy bin exceeds 50.
In contrast to the synthetic data, the real bursts also have a nonzero intrinsic scatter of ln σ 2 int = 3.2. This corresponds to about 30 counts per second per energy channel. In reality, the intrinsic scatter accommodates more local deviations such as the ones between 10 − 14 keV, as seen in Fig. 9 . Such an error in the observed counts reflects a ∼ 1 − 5% deviation from the model flux, depending on the g rad /g value (higher g rad /g corresponds to higher temperature, i.e., larger count rate for which the deviation is closer to the 1% level, whereas the opposite is true for a small g rad /g).
Discussion
The measurements we present here result from the use of full atmospheric spectral models of thermonuclear X-ray burst cooling, rather than the usual use of diluted blackbody fits. This gives us access to additional information, via the surface redshift and the surface gravity. Our new method also allows us to validate many of the assumptions that underlie previous work. For example, we find that the Eddington limit is reached (and exceeded) near the beginning of the cooling tail (see Fig. 8 , that shows the fit results for the first burst in our sample; the remaining 4 bursts are almost identical). Hence, this is the most direct validation yet (assuming that the atmosphere models are correct) that at least the bursts that we analyze here are photospheric radius expansion bursts. Moreover, the dependence of the spectral shape evolution on the atmosphere composition allows us, for the first time, to set reliable limits on the hydrogen mass fraction in the photosphere. This is made possible by the fact that the temperature evolution of the atmosphere is dependent on the composition.
Uncertainties and systematic errors
By fitting the atmosphere models directly to the data, we can also assess the degree to which the models represent the data. Although we reiterate our caveats about the use of χ 2 , particularly for model comparisons (see also Andrae et al. 2010) , we note that the Model D fit to 4U 1702−429 has χ 2 /d.o.f. = 2541.0/2122 (see also (Arnaud 1996) with bbodyrad model. Thus the model atmosphere fit has an additional 112 degrees of freedom, but its χ 2 is 175.5 smaller. This kind of comparison is, however, not strictly fair because individual blackbody best-fits minimize the quoted χ 2 value for channels with more than 50 counts, whereas the results from the hierarchical modeling are obtained from the MCMC chain that deals with full Poisson or Gaussian likelihoods. The best-fit values are also very susceptible to the exact energy range used for the fit and so the χ 2 values reported here are only indicative. When an extra 0.5% calibration error is introduced, as is advised for RXTE spectral analysis (Shaposhnikov et al. 2012) , the χ 2 value also decreases, in both cases, by about 30. The main difference here that we want to emphasize is that blackbody fits involve two parameters per spectrum (temperature and normalization) whereas direct spec- √ D) that we used. Both models are seen to produce posterior shapes that are similar to what we found in our synthetic data fits (Fig. 5 ). Both models also produce consistent estimates for the radius and distance. Fig. 4 . We recall that for our synthetic data fits (shown in Fig. 6 ), Model A underestimates the mass slightly. For X 0 the correct mass is obtained using Model D. This suggests that the true mass of 4U 1702−429 is in the range M = 1.4 − 2.0 M . Both Models A and D are capable of recovering the radius used to construct the synthetic data, which suggests that the radius of 4U 1702−429 is R = 12.0 − 12.9 km at 68% credibility.
tral fitting only has g rad /g as a parameter for each spectrum (this is true for Models A, B and D; for model C the surface emitting fraction is also a free parameter for each spectrum). In addition to the individual spectrum parameters, there are 3 to 5 global parameters, and thus the total number of model parameters is 1 × 116 + [3, 4] (mass, radius, distance, and hydrogen mass fraction in some cases). This means that, when compared with the blackbody model, the atmosphere model is able to reduce the number of parameters needed from ∼ 230 to roughly 120 while retaining comparable accuracy.
Nonetheless, the formal statistical fit is not good, and this is reflected in the nonzero value of σ int in our Model D fits. Hence it appears that there are unmodeled effects in the data. An obvious candidate for such complications is the rotation of the star.
However, because 4U 1702−429 has a relatively small rotational frequency of 329 Hz (Markwardt et al. 1999) , the effects are unlikely to be large for this star. Our preliminary studies show that the effect of rotational broadening of the spectrum is strongest at low and high energies, and hence broadening might account for some of the deviations seen at E 3 keV and E > ∼ 12 keV in Fig. 9 . The impact on the fit quality (i.e., χ 2 ), on the other hand, is small because rotational broadening tends to smooth out the spectra without producing any sharp features (Nättilä & Pihajoki 2017) . Hence, disentangling the effects of rotation from the atmosphere model fits based on the fit quality alone is hard.
As is the case for rotational smearing, we cannot detect if there is non-uniform surface emission in the sense that the temperature varies across the surface. This is because our model C, which has a free surface emitting fraction S f , can only capture effects where some part of the star is partially covered. There have been detections of burst oscillations from 4U 1702−429 that imply a non-uniform surface temperature (Markwardt et al. 1999; Galloway et al. 2008; Ootes et al. 2017) . However, these have been detected only during the soft state bursts from this particular source (Ootes et al. 2017) and so it could be that the effect, if it exists, is small because it cannot be detected using RXTE data.
Another possible source of error is the treatment of heavy elements in the atmosphere. Nättilä et al. (2015) showed that heavy elements can have a significant impact on burst spectra. Most importantly, heavy elements produce photoionization edges around E ∼ 9 − 14 keV. The metals are likely to originate from nuclear burning during the burst and might be brought to the surface layers of the star by convection (Weinberg et al. 2006; Malone et al. 2011 Malone et al. , 2014 . The spectral deviations are expected to appear mainly when the metals start to recombine at lower temperatures after the photosphere has cooled down. The detection of such features in other sources with longer, more energetic bursts (in't Zand & Weinberg 2010; Kajava et al. 2017b ) implies that they might also play some role in the shorter bursts analyzed here.
A third possible source of deviations involves the persistent (non-burst) emission, which we currently assume to be constant during the fit. Some recent studies indicate that this might not be the case even in the hard state (Ji et al. 2015; Degenaar et al. 2016; Kajava et al. 2017c ). However, the initial level of persistent emission for the 5 bursts from 4U 1702−42 is very low and we expect this effect to not have a very significant impact on the observed radiation. A crude estimate can be obtained by varying the background emission, not with the full hierarchical model, but with individual blackbody fits. In this case, the constraints come from the Eddington limit and from the normalization K tail = (R bb [km]/D 10 ) 2 in the burst tail. Here R bb is the black body radius (∝ R) and D 10 = D/10 kpc. By varying the background emission with factors ranging from 0.5 to 2, we obtain constraints where the Eddington flux is still accurately recovered but the apparent normalization in the tail is decreased or increased, respectively. The value of the normalization in the tail, in this case, is within 2% of the original value. This is consistent with the fact that the persistent emission during the hard state is about 1% of the Eddington flux, whereas in the tail F ∼ 0.5F Edd and so a 2% scatter in the normalization K is expected as F = KT 4 . The measured radius R scales roughly (for the fixed compactness) as R ∝ T
−4
Edd,∞ ∝ K tail /F Edd (see, e.g., Eq. (A9) in Poutanen et al. 2014 ) so such a deviation in the normalization results in a ∼ 2% scatter in the radius. This means that uncertainty related to the persistent emission would then translate to about 250 m absolute error in our measured radius.
The final possible source of error is the neutral hydrogen column density. It only affects the low-energy channels of RXTE which can have an impact on the parameters deduced late in the burst tail. Near the Eddington limit the radiation peaks at E ∼ 10 keV but when the NS cools down, the bulk of the thermal radiation moves to lower energies. Hence, the effect is similar to the aforementioned persistent emission where the main effect is on the normalization in the tail of the burst. When the value of N H is decreased, the modeled low-energy radiation is affected less by the absorption and so the inferred value of the normalization in the tail also decreases because the model flux is now higher. Unfortunately, it is also in the Rayleigh-Jeans tail that the surface gravity of the atmosphere models has the greatest effect on the emergent spectra. Similar considerations as in the persistent emission case show that varying N H by a factor of 2 leads to an error in K tail of 5% that then translates to similar relative error in radius. We do, however, note that the measured N H is usually obtained by other instruments that operate at lower X-ray energies where it is easier to measure the neutral hydrogen column density. Hence, an uncertainty of a factor of 2 is certainly overestimating the error related to the value.
Our consideration of error sources leads us to propose that the emission above F 0.5F Edd should be the cleanest option for M − R measurements. However, the high flux near F ∼ F Edd is not free of problems: early in the cooling tail the count rates from the source are highest and so the detector is affected by the deadtime correction the most. Deadtime correction near the peak can be as high as 5%, which would directly translate to error in the measured F Edd . This would again translate to similar uncertainty in the radius. In reality, of course, the deadtime correction scheme proposed by the instrument calibration team should be quite effective at covering this effect and so errors as large as 5% originating from this are not expected. To be safe, the fluxes between (0.5−0.95)F Edd should give the most stringent constraints. This, however, decreases the amount of available data even more and for example here in this work we pushed the aforementioned limits to cover g rad /g = (0.2 − 0.98) that we still think are viable. Another option would be to try to model the varying background emission and also marginalize over some plausible hydrogen column density range to capture all of the known error sources. It would be useful to perform such an analysis in the future. All in all, this shows that we are approaching the absolute measuring accuracy of the RXTE satellite.
The best-fit results are also robust against any systematic calibration error in the flux normalization. Because the constraints for R mainly originate from F Edd and K tail (in contrast to the redshift 1 + z and surface gravity g, which have a much weaker effect), the radius is mainly constrained by the temperature evolution of the burst only. For an unknown systematic energyindependent shift ζ affecting the observed spectra we still obtain R ∝ ζK tail /F Edd ∝ ζK tail /ζKT 4 Edd,∞ ∝ 1/T 4 Edd,∞ , where T Edd,∞ is the Eddington temperature (see Eq. A9 in Poutanen et al. 2014 and Eq. (12) ). This is a distance-independent quantity which makes the derived radius independent of any normalization factor ζ affecting the observed flux.
Comparison and robustness of the constraints
It is also interesting to compare our analysis of the 4U 1702−429 bursts to previous constraints that were obtained using the cooling tail method. By applying the cooling tail method to the same set of hard-state bursts that we analyze here, Nättilä et al. (2016) measured the NS radius to be R ≈ 13 km for M = 1.5 M . However, their M − R posteriors have a complicated bananalike shape (see figure 4 in Nättilä et al. 2016 ) and thus the inferred radius depends strongly on the assumed mass. Nättilä et al. (2016) found that introducing priors on the EoS leads to better constraints on the mass. That is, the assumption that all of the sources analyzed in Nättilä et al. (2016) (in addition to 4U 1702−429, they used 4U 1724−307 and SAX J1810.8−2609) originate from the same underlying EoS helps pin down the mass. They find that at 68% probability, M = 1.8 ± 0.3 M and R = 11.9 ± 0.6 km, assuming no phase transitions (QMC+Model A in their paper). These constraints are in a good agreement with the values derived here, which from Model D are M ≈ 1.9 M and R ≈ 12.4 km. The compositions are also in good agreement: Nättilä et al. (2016) assumed a pure helium composition
Future prospects
It is interesting to consider additional possibilities that are suggested by our new and detailed analysis. One obvious extension is to include the PRE phase in our fitting. To do this, however, we will need accurate atmosphere models of extended NS photospheres. The advantage would be to increase the available data for analysis, and it should also significantly improve the measurements of M and R, because the expansion must be heavily dependent on the redshift z and surface gravity g. Preliminary work into this direction has already been reported in Medin et al. (2016) . Their work also allows an independent validation of our atmosphere models. Our results agree well with theirs in the range g rad /g ≈ 0.2 − 1 implying that, at least in the context of the mutual assumptions set by both computations, the results are reproducible.
Another important, but computationally very expensive, future prospect is to fit all possible X-ray bursts to obtain M − R constraints. This would help to set groundbreaking constraints on the EoS of the dense matter. Preliminary studies already validate the previous results that the atmosphere models are not applicable to the soft state bursts (Poutanen et al. 2014; Kajava et al. 2014) . Lastly, it is also important to understand why the models do not agree completely with the data and the physical origin of these deviations. For this, more work is needed in order to understand the physics and environments of the bursts better.
Despite the uncertainty about the mass, we have improved significantly the constraints on the compactness of the neutron star. Our mass and radius measurements are encouragingly consistent with recent theoretical analyses of the EoS of cold dense matter (Lattimer & Prakash 2016) . Such a result give hope on the possibility of using astrophysical neutron star measurements to constrain better the behavior of the ultra-dense matter.
Summary
We have presented the first direct atmosphere model spectral fits to thermonuclear X-ray burst cooling tails. Our method is a generalization of previous work, in which black body parameters were used as a proxy to trace the evolution of the energy spectrum. By fitting the atmosphere models directly to the data we are able to extract more information from the data and also to test some of the physical assumptions made in previous analyses.
We find that fits to synthetic data, which are generated using the same model that we employ for our analyses, reveal as expected a lack of bias and also show the prospects for precise measurements of the mass and radius. When we apply our fitting procedure to RXTE data from five hard-state type-I X-ray bursts from 4U 1702−429 in Sect. 3.2, the resulting posteriors bear a clear similarity to the synthetic data, although the formal quality of the fits is worse than in the ideal case. When we artificially add intrinsic noise in our analysis of the 4U 1702−429 data to produce a formally good fit, we find that the radius is constrained to be R = 12.4 ± 0.4 km at 68% credibility, for both models we employ. The source distance is constrained to be between 5.1 kpc < D < 6.2 kpc (68% combined credibility limits from model A and D). We find that the hydrogen mass fraction X for 4U 1702−429 can be constrained to X < 0.09 at 68% credibility. The highest-probability value is X = 0.06 rather than X = 0.
The mass seems to be the hardest parameter to constrain. When we apply our two models to synthetic data, Model A typically underestimates M by ∼ 0.1 M , whereas Model D shows even stronger underestimation for atmospheres with no hydro-gen in them. When X > 0, model D is seen to reproduce the mass when applied to synthetic data. Our analysis of the RXTE data for 4U 1702−429 yields similar results: Model A gives M = 1.4 ± 0.2 M , whereas Model D gives M = 1.9 ± 0.3 M . If a bias similar to what we find when analyzing synthetic data applies to the 4U 1702−429 analysis, then the real mass is expected to lie closer to the model D constraints. We suggest, therefore, that the 95% credible interval of model D is a trustworthy limit, and in this limit we find that the mass for 4U 1702−429 lies in the range 1.4 < M/M < 2.2.
