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Hinweise zur mathematischen Notation
Skalare Größen werden durch Variablen in normaler Schrift dargestellt,
Vektoren üblicherweise durch fettgedruckte Kleinbuchstaben und Ma-
trizen durch fettgedruckte Großbuchstaben. Einzelne Elemente einer
Matrix oder eines Vektors werden durch das jeweilige Symbol in Nor-
malschrift und mit Indizierung gekennzeichnet. Aij bezeichnet das Ele-
ment der i-ten Zeile und j-ten Spalte der Matrix A. Die Nummerierung
einer Menge wird durch die Hochstellung gekennzeichnet, φ(k) bezeich-
net das k-te Element aus der Menge aller φ.
Zur besseren Lesbarkeit werden die Argumente einer Funktion wegge-
lassen, sofern diese aus dem Zusammenhang ersichtlich sind. Ebenso
erfolgen detaillierte Herleitungen nicht im Text, sondern sind separat
im Anhang dargestellt.
XII
1 Einleitung
Mit dem ersten motorisierten Flug im Jahre 1903 haben die Gebrü-
der Wright eine neue Ära der Mobilität eingeläutet. Zunächst war das
Fliegen noch sehr exklusiv und teilweise risikoreich, aber spätestens mit
der Einführung der strahlgetriebenen Jets entwickelte sich das Flugzeug
zunehmend zum Massenverkehrsmittel. Die Grafik 1.1 zeigt die Ent-
wicklung der absolvierten Passagier-Kilometer im Zeitraum von 2002
bis 2011 nach dem jährlichen Bericht der International Civil Aviati-
on Organization [56]. Die Zahlen zeigen eine deutliche Zunahme des
Luftverkehrsaufkommens in diesem Zeitraum. Wird die durchschnittli-
che Wachstumsrate hochgerechnet, so verdoppelt sich die Anzahl der
geflogenen Passagier-Kilometer etwa alle 12 Jahre. Mit dem Luftver-
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Abb. 1.1: Weltweit zurückgelegte Passagier-Kilometer in der Luftfahrt [56]
kehrsaufkommen steigen auch der Energiebedarf und die Emissionen.
Um den Anstieg des Energiebedarfs bzw. der Abgabe von Schadstoffen
von der Entwicklung der Flugkilometer zu entkoppeln oder zumindest
abzufedern, muss die bestehende Technik weiterentwickelt werden. Der
Advisory Council for Aviation Research and Innovation in Europe hat
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dazu in seiner Agenda [2] technische Ziele für das Jahr 2050 ausgege-
ben. Demnach sollen bis dahin 75% weniger CO2 und 90% weniger NOx
pro Passagier-Kilometer im Vergleich zum Referenzjahr 2000 emittiert
werden. Darüber hinaus sollen auch die Geräuschemissionen um 65%
gesenkt werden.
Um diese Ziele zu erreichen, ist die Weiterentwicklung vieler Teilbereiche
des Flugzeugs erforderlich. Dazu zählen die Reduktion des Strukturge-
wichts, beispielsweise durch den Einsatz von Verbundmaterialien, wie
sie bei der Boeing 787 und dem Airbus 350 zum Einsatz kommen. Auch
für das Triebwerk versprechen neue Konzepte wie der Getriebefan oder
Open-Rotor-Konfigurationen deutliche Verbesserungen im Hinblick auf
Effizienz und Emissionen. Großes Potential bietet auch die Verringe-
rung des aerodynamischen Reibungswiderstands des Flugzeugs durch
aktive und passive Maßnahmen. Die vielversprechenden Technologien
zur aktiven Strömungsbeeinflussung befinden sich derzeit aber noch im
Stadium der Grundlagenforschung.
Bei der aktiven Strömungsbeeinflussung müssen die Kosten für die Ak-
tuierung und die erzielte Widerstandsreduktion gegeneinander aufge-
rechnet werden. Je zielgerichteter die Aktuierung erfolgt, desto größer
ist der Netto-Nutzen. Ein Schritt zur Bereitstellung dieser Technolo-
gie ist daher die Entwicklung einer modellbasierten Regelungsstrategie
für die Aktuierung. Das Modell zur Beschreibung von Strömungen sind
die Navier-Stokes-Gleichungen. Im Gegensatz zu vielen anderen rege-
lungstechnischen Anwendungen ist das Streckenmodell damit zwar voll-
ständig bekannt, aber der Reglerentwurf muss für ein System partieller
Differentialgleichungen erfolgen.
1.1 Ziel und Gliederung dieser Arbeit
Systeme, bei denen neben der zeitlichen Dynamik der Zustandsgrö-
ßen auch die örtliche Abhängigkeit berücksichtigt werden muss, werden
als verteilt-parametrisch bezeichnet. Für solche Regelstrecken bestehen
zwei Möglichkeiten, einen technisch umsetzbaren Regler zu entwerfen.
Diese sind in der Abbildung 1.2 skizziert. Das in dem Block (A) beschrie-
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Reduktion
Reglerentwurf
verteilt-parametrisches Modell
Reglerentwurf
Modellreduktion
(A) (B)
Abb. 1.2: Reglerentwurf bei verteilt-parametrischem Streckenmodell
bene Vorgehen beginnt mit dem Reglerentwurf auf Basis der kontinu-
ierlichen partiellen Differentialgleichung. Das so bestimmte Reglerge-
setz ist dann ebenfalls verteilt-parametrisch und muss in einem zweiten
Schritt diskretisiert und auf die vorhandenen Stellmöglichkeiten redu-
ziert werden. Die Alternative dazu ist das im Block (B) beschriebene
Vorgehen, bei dem zunächst das verteilt-parametrische Modell auf ein
System gewöhnlicher Differentialgleichungen reduziert wird. Auf dieses
können dann die Verfahren der klassischen Regelungstechnik angewen-
det werden.
Das Ziel dieser Arbeit ist es, ein durchgängiges Vorgehen aufzuzeigen,
mit dem eine modellbasierte Regelung für verteilt-parametrische Syste-
me entworfen werden kann. Die Grundlage dafür bildet die im Block (B)
beschriebene Methode, wobei zur Modellreduktion das POD-Galerkin-
Verfahren angewendet wird. Das Vorgehen wird anhand von drei Bei-
spielsystemen mit unterschiedlichen Schwerpunkten gezeigt:
1. Burgers-Gleichung:
Bei der viskosen Burgers-Gleichung handelt es sich um eine ein-
dimensionale, nichtlineare partielle Differentialgleichung. Als Er-
weiterung wird hier zusätzlich eine Dynamik in der Aktuierung
berücksichtigt.
2. Kompressible Euler-Gleichungen:
Diese Gleichungen stellen ein nichtlineares, verteilt-parametrisches
Mehrgrößensystem dar. Hier wird gezeigt, wie das reduzierte Mo-
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dell angepasst werden kann, um technisch umsetzbare Randbedin-
gungen als Eingangsgrößen des reduzierten Modells zu erhalten.
3. Inkompressible Navier-Stokes-Gleichungen:
Dieses Beispiel betrachtet die dreidimensionale Strömungslösung
für eine überströmte, aktuierte Platte. Die Herausforderung der
Modellierung besteht hierbei in der Unterscheidung zwischen der
gesuchten Dynamik der Widerstandsänderung und den turbulen-
ten Schwankungen.
Im weiteren Verlauf dieses Kapitels folgt eine allgemeine Übersicht über
verschiedene Möglichkeiten zur Strömungsregelung, von denen die mo-
dellbasierte Regelung einen Teil ausmacht. Das zweite Kapitel befasst
sich mit den Grundlagen des POD-Galerkin-Verfahrens, das in den spä-
teren Beispielen zur Modellreduktion verwendet wird. Die drei Anwen-
dungsfälle, die Burgers-Gleichung, die kompressiblen Euler-Gleichungen
und die Navier-Stokes-Gleichungen, werden in der genannten Reihenfol-
ge in den Kapiteln drei, vier und fünf beschrieben. Im Anschluss daran
werden im sechsten Kapitel die Ergebnisse zusammengefasst, bewertet
und einen Ausblick auf weiteren Forschungsbedarf gegeben.
1.2 Stand der Technik im Bereich
Strömungsregelung
Die Beeinflussung von Strömungen erfolgt in den meisten Fällen aus-
schließlich durch die Formgebung des um- oder durchströmten Körpers.
Im Laufe des letzten Jahrhunderts wurde die reine Formgebung um
weitere Maßnahmen zur gezielten Verbesserung des Strömungsverhal-
tens ergänzt. Im englischen Sprachraum werden solche Maßnahmen zur
Strömungsbeeinflussung häufig unter dem Begriff Flow Control zusam-
mengefasst. Bei der Übersetzung ins Deutsche kann dies zu Missver-
ständnissen führen, weil damit nicht nur die klassische Regelung und
Steuerung im Sinne der Regelungstechnik gemeint sind. In Anlehnung
an die Klassifikation verschiedener Arten von Flow Control nach Gad-
el-Hak [38] sollen hier zunächst die unterschiedlichen Formen der Strö-
mungsbeeinflussung anhand von Bild 1.3 erläutert werden. Bei der Strö-
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Strömungs-
beeinflussung
Passiv Aktiv
Vorgegeben Reagierend
Steuerung Regelung
Abb. 1.3: Klassifikation verschiedener Formen der Strömungsbeeinflussung
mungsbeeinflussung wird zwischen aktiven und passiven Maßnahmen
unterschieden. Aktive Maßnahmen zeichnen sich durch die Zuführung
von externer Energie in die Strömung aus, während passive Maßnah-
men ohne äußere Hilfsenergie wirken. Beispiele für passive Maßnahmen,
mit denen der Reibungswiderstand verringert wird, sind das Hinzufügen
von Polymer-Additiven in Rohrströmungen oder die Beschichtung einer
überströmten Oberfläche mit Riblet-Strukturen.
Wenn passive Maßnahmen nicht einsetzbar sind, oder nicht den ge-
wünschten Effekt erzielen, bietet der Einsatz von externer Hilfsenergie
zusätzliches Potential. Bei dieser aktiven Strömungsbeeinflussung lassen
sich wiederum zwei Arten unterscheiden. Zum einen die fest vorgegebe-
ne Aktuierung, unabhängig vom aktuellen Strömungszustand. Diese Art
von Strömungsbeeinflussung reicht bis an die Anfänge der Grenzschicht-
Theorie zurück. So beschreiben Schlichting und Gersten [106], dass
Prandtl bereits bei der Entwicklung der Grenzschicht-Theorie im Jahre
1904 die Absaugung von Grenzschichten zur Verhinderung der Strö-
mungsablösung an einem Kreiszylinder untersucht hat. Die zweite Ka-
tegorie aktiver Strömungsbeeinflussung umfasst die reagierenden Maß-
nahmen, welche erst gegen Ende des letzten Jahrhunderts an Bedeutung
gewonnen haben. Diese Ansätze sind dadurch gekennzeichnet, dass der
aktuelle Strömungszustand messtechnisch erfasst wird, und darüber die
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Aktuierung angepasst wird. In diese Kategorie fallen damit die klassi-
sche Steuerung und Regelung. Bei den aktiven Maßnahmen muss der
Verbesserung des Strömungsverhaltens der Aufwand für die Aktuierung
gegenübergestellt werden, um den energetischen Nutzen einer Maßnah-
me zu beurteilen. Während die vorgegebenen Aktuierungen unabhängig
vom Strömungszustand gleichbleibend viel Energie aufwenden, können
reagierende Maßnahmen gezielt auf einzelne Phänomene ansprechen,
und damit wesentlich effizienter aktuieren. Darüber hinaus können mit
reagierenden Verfahren auch unterschiedliche Arbeitspunkte, z.B. un-
terschiedliche Anströmbedingungen, berücksichtigt werden.
Die Unterscheidung zwischen Steuerung und Regelung, welche bei kon-
zentriert-parametrischen Systemen eindeutig durch die zeitliche Rei-
henfolge von Messung und Aktuierung geschieht, erfordert für verteilt-
parametrische Systeme eine genauere Betrachtung. Bei diesen muss auch
die örtliche Ausbreitung des Aktuierungseinflusses berücksichtigt wer-
den. Für eine echte Regelung muss daher bei konvektions-dominierten
Prozessen die Messung stromabwärts von der Aktuierung erfolgen, um
deren Einfluss zu erfassen. Im Umkehrschluss folgt daraus, dass Konfi-
gurationen bei denen der Sensor in Strömungsrichtung vor den Aktoren
liegt, Steuerungen darstellen.
Moin und Bewley [85] klassifizieren in ihrer Übersicht über die Beein-
flussung kleinskaliger turbulenter Strukturen die verschiedenen Rege-
lungsverfahren für Strömungen in vier Gruppen: adaptive Verfahren,
heuristische Verfahren, Ansätze auf der Basis dynamischer Systemmo-
delle und Optimalsteuerungsansätze. In Anlehnung an diese vier Kate-
gorien werden die im folgenden vorgestellten Ansätze zur reagierenden
Strömungsbeeinflussung unterteilt. Die Abgrenzung erfolgt hier jedoch
nicht anhand des Regelungsverfahrens, sondern nach dem verwendeten
Modell. Damit ergeben sich die vier in Bild 1.4 dargestellten Kategori-
en, modellfreie Ansätze, Regelungen die auf identifizierten Black-Box-
Modellen basieren, physikalisch modellbasierte Verfahren und Ansätze
basierend auf physikalischen Überlegungen.
1.2.1 Physikalisch heuristische Verfahren
Physikalisch heuristische Ansätze entstehen häufig aus der Motivation,
gezielt auf kohärente Strukturen in der Grenzschicht zu reagieren. In
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Abb. 1.4: Klassifikation der Regelungsverfahren nach dem zugrunde liegen-
den Modell
der grundlegenden Arbeit von Choi et al. [21] wird dazu die Normal-
komponente des Geschwindigkeitsvektors an der Wand so eingestellt,
dass sie der entsprechenden Geschwindigkeitskomponente in einem ge-
ringen Abstand von der Wand genau entgegenwirkt. Dadurch sollen zwei
Hauptmechanismen der Turbulenzproduktion in der Grenzschicht, näm-
lich das Aufplatzen und Ablösen von Wirbelstrukturen sowie das Ein-
dringen schneller Außenströmung in den wandnahen Bereich, gehemmt
werden. Aus regelungstechnischer Sicht handelt es sich um eine Art
verteilt-parametrische Proportionalregelung bei vollständiger Kenntnis
des Strömungszustands und einer kontinuierlich einstellbaren Aktuie-
rung. Diese praktisch nicht darstellbaren Annahmen führen zu einer
hohen Reduktion des turbulenten Reibungswiderstands um 25% in der
direkten numerischen Simulation. Dasselbe Prinzip wird in anderen Ar-
beiten ebenfalls aufgegriffen. So verwenden Baker et al. [12] ebenfalls
das Einblasen und Absaugen an der Wand, aktuieren aber proportional
zu der lokalen Wandschubspannung. Statt einer kontinuierlichen Ak-
tuierung und Messung werden in dieser Arbeit Konfigurationen mit
fünf bzw. 350 Messpunkten untersucht. Die Autoren berichten auch
hier von einer signifikanten Reduktion des Reibungswiderstands, geben
aber keinen Wert an. Ein experimenteller Aufbau zur Reduktion des
Reibungswiderstands wird von Yoshino et al. [117] beschrieben. Diese
nutzen mit Heißfilmsensoren gemessene Fluktuationen des Wandschub-
spannungssignals um proportional dazu die Amplitude einer wellenför-
migen Oberflächenbewegung in Spannweitenrichtung zu verändern. Der
Übertragungsfaktor wird dabei über einen genetischen Algorithmus op-
timiert. Dessen Information über die erreichte Widerstandsreduktion
stammt von einem Sensor stromab der Aktuierung. Dieser Ansatz kann
als adaptive Störgrößenaufschaltung, also als Steuerung, aufgefasst wer-
den und erzielt eine Reduktion des Reibungswiderstands um ungefähr
6%.
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Einen regelungstechnisch ähnlichen Ansatz wählen Jacobson und Rey-
nolds [59] zur Verzögerung der laminar-turbulenten Grenzschichttran-
sition in einem Wasserkanal. Die Sensorik besteht aus zwei Reihen von
Hitzdrähten zur Messung der Wandschubspannung. Dazwischen befin-
det sich eine Reihe von Aktoren. Die vordere Sensorreihe detektiert
Störungen in der laminaren Grenzschicht. Die Aktuierung erfolgt mit
einer fest eingestellten Verzugszeit auf diese Störungen. Über die hinte-
re Sensorreihe wird die Amplitude der Aktuierung optimiert. Jacobson
und Reynolds erreichen mit diesem Ansatz eine Verzögerung des Grenz-
schichtumschlags. Für die Unterdrückung des laminar-turbulenten Um-
schlags auf einer flachen Platte imWindkanal nutzt auch Lundell [80] ei-
ne Störgrößenaufschaltung. Auch hier werden Geschwindigkeitsschwan-
kungen in der laminaren Grenzschicht mit Hitzdrähten auf der Wand
erfasst und zur An- und Abschaltung einer stromab liegenden Absau-
gung verwendet. Die Parameter dieser Störgrößenaufschaltung werden
von Lundell allerdings manuell variiert und auf ihre Auswirkung unter-
sucht.
Heuristische Ansätze werden häufig dann verwendet, wenn gezielt strö-
mungsmechanische Effekte, wie z.B. der turbulente Wandzyklus, beein-
flusst werden sollen. Die Auslegung des Stellgesetzes basiert allein auf
der strömungsmechanischen Modellvorstellung und weist keine Syste-
matik in Bezug auf Modellbildung oder Reglerauslegung auf. Dadurch
sind diese Ansätze häufig durch einfache Stellgesetze gekennzeichnet.
Die Dynamik wird höchstens in Form einer festen Totzeit berücksich-
tigt und die Aktuierung erfolgt meist proportional zum Messwert. Die
Parameter des Stellgesetzes werden dabei entweder intuitiv oder durch
eine überlagerte Optimierung bestimmt.
1.2.2 Modellfreie, adaptive Verfahren
Bei modellfreien, adaptiven Verfahren wird eine Kostenfunktion wie
zum Beispiel der Regelfehler minimiert. Dabei werden nun aber nicht
mehr die Parameter des Stellgesetzes variiert, sondern das Stellsignal
selbst. Weil für die Bestimmung der Kostenfunktion die Systemantwort
ausgewertet werden muss, können diese Verfahren nur als echte Rege-
lung ausgeführt werden. Ein verbreitetes Verfahren ist das Extremum
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Seeking bzw. Slope Seeking, dass vor allem durch die Arbeiten von
Krstic, Wang und Airyur [7,68,69] bekannt wurde. Es handelt sich da-
bei um ein zeitkontinuierliches Gradientenabstiegsverfahren, mit dem
ein lokales Optimum der Kostenfunktion eingeregelt wird. Im Umfeld
des Berliner Sonderforschungsbereiches 557 „Beeinflussung komplexer
turbulenter Scherströmungen“ wurde dieses Verfahren in experimentel-
len Versuchen zur aktiven Strömungsbeeinflussung eingesetzt. Gawron
et al. [39] nutzen Extremum Seeking und einen integrierenden Regler
mit veränderlicher Verstärkung zur Regelung abgelöster Strömungen an
einer stromabgewandten Stufe und einem Diffusor. Pastoor et al. [92]
zeigen die Reduktion des Druckwiderstands eines stumpfen umström-
ten Körpers. Mittels Extremum Seeking wird dazu die Phasenlage einer
periodischen Aktuierung an der Hinterkante optimiert, so dass die an
der Rückseite des Körpers abfließenden Wirbelstrukturen zueinander
synchronisiert werden. Dadurch ergibt sich der maximale Druckrückge-
winn. Für eine Strömungskonfiguration mit doppelseitiger Aktuierung
an der Rückseite zeigen Henning et al. [50] zwei Abwandlungen des
klassischen Extremum Seeking Verfahrens. Dabei wird der Gradient
der Gütefunktion nicht mehr über eine Korrelation und Tiefpassfilte-
rung bestimmt, sondern über ein Extended Kalman Filter bzw. mittels
Least-Squares-Schätzung ermittelt. Dadurch kann der Zeitaufwand zum
Erreichen des Optimums reduziert werden. Auch für die Verzögerung
der Grenzschicht-Transition wird Extremum Seeking verwendet, wobei
dazu die Phasenlage der periodischen Aktuierung optimiert wird [71].
Kontinuierliches Extremum Seeking ist einfach umzusetzen und sehr
anschaulich, benötigt aber bei mehrdimensionalen Optimierungsproble-
men sehr viel Zeit, um das Optimum zu erreichen. Hier führen diskre-
te numerische Optimierungsverfahren zu einem besseren Ergebnis. Mit
dem Downhill-Simplex-Algorithmus nutzen Tian et al. [114] ein solches
Verfahren zur online-Optimierung des Stellsignals für einen Syntetic-
Jet-Actuator auf einem angestellten NACA 0025 Profil im Windkanal.
Durch die Regelung ließ sich das Verhältnis von Auftrieb zu Widerstand
verdoppeln, wobei auch die Aktuierungsenergie in der Kostenfunktion
berücksichtigt wurde.
Ein andere Möglichkeit zur modellfreien, adaptiven Regelung bietet die
Verwendung künstlicher neuronaler Netze. Fan et al. [33] haben deren
Einsatz zur Dämpfung von Tollmien-Schlichting Wellen in einer Grenz-
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schicht untersucht. Auch wenn in dieser Arbeit nur mit oﬄine-Daten
gearbeitet wurde, gibt die Anordnung aus zwei Sensorreihen und einer
dazwischen liegenden Aktorreihe ein Beispiel dafür, wie neuronale Netze
zum Erlernen der bestmöglichen Aktuierung verwendet werden können.
Lee et al. [74] nutzen ein neuronales Netz zur Reduktion des turbulen-
ten Reibungswiderstands. Dabei betrachten sie dieselbe Kanalströmung
wie Choi et al. [21] und gehen ebenfalls von verteilter Aktuierung mit-
tels Einblasen und Absaugen aus. Statt der Geschwindigkeitsinforma-
tion oberhalb der Wand wir hier jedoch die Wandschubspannung als
Messwert genutzt. Das neuronale Netz wird zunächst oﬄine als Stre-
ckenmodell trainiert, dann invertiert und zur Vorsteuerung verwendet.
Im online-Betrieb werden die vorhergesagten Daten mit der realen Stre-
cke verglichen und das Netz weiter angepasst. Auf diese Weise kann das
neuronale Netz auf Abweichungen der realen Strecke vom Modell rea-
gieren. Mit dieser Konfiguration erreichen Lee et al. eine Reduktion des
Reibungswiderstands um 20%. Einen ähnlichen Ansatz mit einer An-
passung des Streckenmodells zur Laufzeit schlägt auch Breuer [17] für
die Reduktion des turbulenten Reibungswiderstands in einer Wasser-
kanalströmung vor. Das Streckenmodell besteht dabei allerdings nicht
aus einem neuronalen Netz, sondern aus einem Finite-Impulse-Response
Filter das mittels eines Least-Squares-Schätzers angepasst wird.
Modellfreie Verfahren erfordern nur geringe Vorkenntnisse über das
Streckenverhalten und können schnell implementiert werden. Weil die
Dynamik der Strecke dem Regler dabei nicht bekannt ist, muss für
die Bewertung des vorangegangenen Reglereingriffs immer ein quasi-
stationärer Zustand abgewartet werden. Der gesuchte Arbeitspunkt lässt
sich damit zwar erreichen, allerdings wird dafür deutlich mehr Zeit be-
nötigt im Vergleich zu Verfahren mit einem Regler, welcher die Stre-
ckendynamik mitberücksichtigt.
1.2.3 Black-Box Modelle
Wenn eine Regelstrecke nicht vollständig mit physikalischen Gesetzen
beschrieben werden kann, bietet die Systemidentifikation eine Alter-
native zur Erzeugung eines dynamischen Modells. Zur Reduktion tur-
bulenter Geschwindigkeitsschwankungen in der Grenzschicht identifizie-
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ren Rathnasingham und Breuer [96] mittels Korrelationen eine lineare
Übertragungsfunktion. Mit dieser wird der Zeitpunkt der Aktuierung
in Abhängigkeit von stromauf gemessenen Geschwindigkeitsfluktuatio-
nen bestimmt. Mit dieser identifizierten Vorsteuerung konnte der mitt-
lere Reibungswiderstand um 7% reduziert werden. In einer ähnlichen
Konfiguration nutzen Goldin et al. [42] identifizierte Modelle zur Vor-
steuerung einer nachgiebigen Wand, mit der Störungen in der laminaren
Grenzschicht kompensiert werden. Dadurch lässt sich der Grenzschicht-
Umschlag hinauszögern.
Lineare Systemmodelle sind häufig nur in engen Grenzen um den Ar-
beitspunkt gültig. Aus diesem Grund werden robuste Regelungsverfah-
ren eingesetzt, bei denen Unsicherheiten des Streckenmodells im Reg-
lerentwurf berücksichtigt werden. In dem Berliner SFB-Umfeld wurden
auch solche Ansätze untersucht, wobei die Arbeiten von Becker et al. [14]
sowie Henning und King [51] zu nennen sind. In der erstgenannten Ar-
beit wird ein internal model controller mit einer H∞-Regelung für die
Verringerung der Ablöselänge an einer stromabgewandten Stufe ver-
glichen. In der zweiten Arbeit wird der H∞-Ansatz um eine statische
Vorsteuerung zur Kompensation der Nichtlinearitäten ergänzt. In einem
anderen Zusammenhang verwenden King et al. [63] einenH∞-Regler zur
Erhöhung des Auftriebs durch eine pulsierende Ausblasung an der Hin-
terkante eines Flügelprofils. Die Regelung wurde dabei im Flugversuch
demonstriert.
Für eine kompressibel überströmte Kavität vergleichen Illingworth et
al. [57] das Ergebnis einer Black-Box-Identifikation des Ein-Ausgangs-
verhaltens mit einem Modell, bei dem jeweils einzelne physikalische Me-
chanismen identifiziert wurden. Mit beiden Modellen wird jeweils ein
Optimalregler ausgelegt, der die Druckschwankungen, und damit die
akustische Anregung, reduziert.
Auch Künstliche Neuronale Netze lassen sich als Basis für ein Black-
Box-Modell eines Systems verwenden. Im Gegensatz zu der oben be-
schriebenen Anwendung als adaptives Regelungsverfahren wird das neu-
ronale Netz dabei oﬄine trainiert und dient als Streckenmodell. Bei-
spielsweise legt Siegel [110] einen PD-Regler zur Stabilisierung eines
Zylinder-Nachlaufs anhand einer lokalen Linearisierung eines neurona-
len Netzes aus.
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In dieser Arbeit von Siegel wird nicht das Ein-Ausgangsverhalten direkt
modelliert, sondern die Zeitverläufe der modalen Koeffizienten zu einer
vorgegebenen Funktionenbasis beschrieben. Der Vorteil eines solchen
Modells besteht darin, dass nicht nur das Übertragungsverhalten von
einem Punkt auf einen Anderen abgebildet wird, sondern dass mit der
Funktionenbasis das gesamte Strömungsfeld rekonstruiert werden kann.
Auch in den Arbeiten von Ge und Wen [40] sowie Losse und King [76]
wird dieses Prinzip aufgegriffen um den Einfluss der Aktuierung auf
das Strömungsfeld zu identifizieren. Die Anwendungsfälle sind dabei
die Einregelung der Mach-Zahl in einer Düse und die Unterdrückung
von Tollmien-Schlichting-Wellen mit einer nachgiebigen Wand.
Black-Box-Modelle setzen nur geringes physikalisches Vorwissen über
die Regelstrecke voraus und lassen sich mit unterschiedlichen Verfahren
identifizieren. Die Ordnung dieser Modelle ist niedrig, so dass keine Mo-
dellreduktion erforderlich ist. Der Gültigkeitsbereich des Modells hängt
allerdings stark von der jeweiligen Regelstrecke ab. Weist diese ein stark
nichtlineares Verhalten auf, ist ein identifiziertes Modell nur in engen
Grenzen um den Arbeitspunkt gültig. Zur Erweiterung des Gültigkeits-
bereiches bieten sich die Identifikation an mehreren Arbeitspunkten und
das Umschalten zwischen diesen lokalen Modellen, oder aber die Ein-
beziehung allgemeingültiger physikalischer Zusammenhänge an.
1.2.4 Physikalisch modellbasierte Verfahren
Das physikalische Modell für strömende Fluide sind die Navier-Stokes-
Gleichungen. Diese können auf zwei Arten für den Reglerentwurf ver-
wendet werden. Eine Möglichkeit ist die direkte Ableitung eines verteilt-
parametrischen Reglergesetzes aus diesem System partieller Differenti-
algleichungen. Beispiele dazu sind die Backstepping-Ansätze von der
Arbeitsgruppe um Krstic [22, 66, 67] oder die Ableitung eines Reglers
für hyperbolische Systeme aus einer Lyapunov-Funktion, wie sie von
Dos Santos et al. [28] gezeigt wurde. Der verteilt-parametrische Regler-
entwurf ist, verglichen mit den Methoden für ODE-Systeme, aufwen-
diger und sehr speziell auf die jeweilige Gleichung zugeschnitten. Eine
Diskretisierung und Reduktion des Reglergesetzes ist in jedem Fall er-
forderlich, um ein technisch anwendbares Stellgesetz zu erhalten.
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Die zweite Möglichkeit ist die Reduktion der partiellen Differential-
gleichung auf ein System gewöhnlicher Differentialgleichungen, welches
dann für den Reglerentwurf genutzt wird. Ein verbreiteter Ansatz da-
bei ist die Diskretisierung durch die Galerkin-Projektion auf eine pro-
blembezogene Funktionenbasis. Die Basisfunktionen können dabei aus
Fourier- oder Tschebyschow-Polynomen bestehen [25, 52], oder als Nä-
herung des globalen Attraktors bestimmt werden [11]. Am weitesten
verbreitet sind allerdings Funktionenbasen, die aus der POD-Zerlegung
einer bekannten Lösung der Differentialgleichung bestehen.
Graham et al. [44, 45] haben dazu eine grundlegende Arbeit veröffent-
licht. In dieser wird die Umfangsgeschwindigkeit eines Zylinders gere-
gelt, um dessen Nachlaufströmung günstig zu beeinflussen. Zur Berück-
sichtigung der Zylinderrotation wird dabei das stationäre Strömungsfeld
um den rotierenden Zylinder als zusätzliche Mode eingeführt. Damit
ist dies eine der ersten Arbeiten zur POD-Galerkin-Modellierung, in
der eine Aktuierung über Randbedingungen berücksichtigt wird. Das
Stellgesetz wird anschließend mittels Optimierung über dem reduzier-
ten Modell bestimmt. Ravindran [98] verwendet denselben Ansatz zur
Reduktion der Ablöselänge hinter einer stromabgewandten Stufe. Die
Arbeitsgruppe um Noack, Morzyński und Tadmor [91,113] befasst sich
auch mit dem umströmten Zylinder, regelt diesen aber durch eine Os-
zillation quer zur Hauptströmungsrichtung und eine Volumenkraft. Zur
Berücksichtigung der Oszillation wird dabei die oben genannte Aktuie-
rungsmode verwendet. Die Regelung besteht aus einer festen Phasen-
verschiebung zwischen der Nachlaufströmung und der Aktuierung. Auf
diesem Modell aufbauend, untersuchen King et al. [64] weitere Rege-
lungsverfahren für den umströmten Zylinder. In einer späteren Arbeit
dieser Gruppe [62] werden auch modellprädiktive Regelungen vorge-
stellt, welche auf reduzierten Modellen basieren.
Die von Rowley vorgeschlagene Balanced Proper Orthogonal Decom-
position [105] stellt eine weitere Möglichkeit zur Reduktion hochdimen-
sionaler Systeme dar. Dieses Verfahren kann als eine Erweiterung der
klassischen Balanced Truncation [86] für hochdimensionale Systeme auf-
gefasst werden. Die Reduktion erfolgt dabei unter der Vorgabe, das
Ein-Ausgangsverhalten der Strecke möglichst genau wiederzugeben. Im
Gegensatz zum Galerkin-Verfahren ist Balanced POD nur auf lineare
Systeme anwendbar und erfordert außerdem Lösungen des dualen Sys-
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tems. Barbagallo et al. [13] vergleichen beide Reduktionsverfahren an-
hand einer Regelung für eine inkompressibel überströmte Kavität. Als
Erhaltungsgleichugen werden dabei die um einen Arbeitspunkt linea-
risierten Navier-Stokes-Gleichungen betrachtet. Ahuja und Rowley [3]
verwenden ebenfalls diese linearisierten Gleichungen um den Auftriebs-
beiwert einer angestellten flachen Platte durch eine Volumenkraft zu re-
geln. In beiden Arbeiten werden LQR-Verfahren für den Reglerentwurf
verwendet. Semeraro et al. [108] nutzen die Balanced POD-Methode
um eine Vorsteuerung auszulegen, die zur Unterdrückung von Tollmien-
Schlichting-Wellen und für die Reduktion turbulenter Strukturen ver-
wendet wird.
Ähnlich zur Balanced POD ist die von Hovland et al. [55] vorgestellte
sogenannte zielorientierte modellbasierte Reduktion. Auch dieses Ver-
fahren setzt lineare Erhaltungsgleichungen voraus, die Transformations-
matrix wird jedoch durch eine Optimierung unter Nebenbedingungen
bestimmt. Aus dem so gewonnenen reduzierten Modell berechnen Hov-
land et al. einen expliziten modellprädiktiven Regler, mit dem Störun-
gen in der Anströmung eines Überschall-Einlass unterdrückt werden.
Eine andere Klasse physikalischer Modelle stellen die Vortex-Modelle
dar. Diese werden aus Elementarfunktionen der Potentialtheorie zusam-
mengesetzt und beschreiben reibungsfreie Strömungen. Für die Rege-
lung eines Reibungswiderstands sind sie daher nicht geeignet. Pastoor
et al. [92,93] verwenden Vortex-Modelle zur Abbildung von Scher- und
Nachlaufströmungen.
Die vorangegangenen Abschnitte haben eine kurze Übersicht über die
Anwendung verschiedener Regelungsverfahren zur aktiven Strömungs-
beeinflussung gegeben. Die aufgeführten Arbeiten stellen nur eine Aus-
wahl der in diesem Bereich vorhandenen Publikationen dar. Für eine
Übersicht zur aktiven Strömungsbeeinflussung mit strömungsmechani-
schem Schwerpunkt sei auf den Artikel von Gad-el-Hak [38] verwiesen.
Eine Übersicht über Arbeiten speziell zur Reduktion des turbulenten
Reibungswiderstands wird von Kasagi et al. [61] und zur Verzögerung
des laminar-turbulenten Grenzschichtumschlags von Bagheri und Hen-
ningson [10] gegeben.
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POD-Galerkin-Verfahrens
In dieser Arbeit wird der Ansatz verfolgt, das verteilt-parametrische
System zunächst auf eine geeignete Form zu bringen um anschließend
klassische Entwurfsverfahren für Regler anwenden zu können. Ein zen-
traler Punkt ist dabei die Reduktion von partiellen Differentialgleichun-
gen in Orts- und Zeitkoordinaten auf ein System gewöhnlicher Diffe-
rentialgleichungen über dem Zeitbereich. Dazu sind zwei Schritte er-
forderlich. Erstens eine Semi-Diskretisierung des Lösungsansatzes, d.h.
die Diskretisierung erfolgt über dem Ortsbereich, der Zeitbereich wird
weiterhin kontinuierlich betrachtet, und zweitens die Wahl einer opti-
malen Funktionenbasis. Durch die Semi-Diskretisierung lassen sich die
partiellen Differentialgleichungen als System gewöhnlicher Differential-
gleichungen beschreiben. Die Funktionenbasis, die für diese Diskretisie-
rung verwendet wird, sollte dabei so gewählt sein, dass mit möglichst
wenig Funktionen eine hohe Genauigkeit erzielt wird. Die beiden zu-
gehörigen Verfahren, die Galerkin-Methode und die Proper Orthogonal
Decomposition, werden im Verlauf dieses Kapitels detaillierter erläu-
tert. Anschließend wird gesondert auf den für die Regelung wichtigen
Fall einer Aktuierung über Randbedingungen eingegangen.
2.1 Galerkin Methode
Die Galerkin-Projektion ist ein Verfahren zur Diskretisierung von Funk-
tionalgleichungen, wie zum Beispiel gewöhnlichen oder partiellen Diffe-
rentialgleichungen. Die Diskretisierung ist ein notwendiger Schritt zur
numerischen Lösung solcher Gleichungen. Dadurch wird das unendlich-
dimensionale Problem der Bestimmung einer Funktion auf ein endlich
15
2 Grundlagen des POD-Galerkin-Verfahrens
dimensionales Problem begrenzt. Rempfer [99] unterscheidet dabei zwei
Möglichkeiten der Diskretisierung: zum einen die Diskretisierung durch
die Wahl von Stützstellen über einem physikalischen Raum, also ent-
lang der Ortskoordinaten, zum anderen die Diskretisierung über einem
Funktionenraum. Dabei wird die gesuchte Lösungsfunktion als Summe
einer endlichen Anzahl vorgegebener Basisfunktionen angenommen. Das
Galerkin-Verfahren gehört zu der zweiten Kategorie. Zur Beschreibung
des Verfahrens ist es hilfreich, vorab einige Funktionenräume und deren
Schreibweise einzuführen.
2.1.1 Funktionenräume
Der räumliche Definitionsbereich einer Funktion wird über dem offen
beschränkten Gebiet Ω ⊆ Rn mit dem stückweise glatten Rand ∂Ω be-
trachtet. Zeitabhängige Funktionen werden über dem Intervall (0,T ) be-
trachtet. In Anlehnung an die Notation von Fahl [32] bezeichnet L2(Ω)d
den Raum der quadratisch integrierbaren Funktionen über dem Gebiet
Ω
L2(Ω)d = {f : Ω→ Rd|
d∑
i=1
∫
Ω
fi(x)2dx <∞} .
Auf diesem Raum werden ein inneres Produkt und eine Norm definiert
(f ,g)Ω =
d∑
i=1
∫
Ω
fi(x)gi(x)dx ‖f‖Ω = (f , f)
1
2
Ω . (2.1)
Darüber hinaus bezeichnet H10 (Ω)d den Sobolev-Raum der d-dimensi-
onalen Funktionen, die quadratisch integrierbar sind, auf dem Rand
verschwinden, und deren partielle Ableitungen ebenfalls quadratisch in-
tegrierbar sind
H10 (Ω)d = {f ∈ L2(Ω)d|
∂
∂xi
f ∈ L2(Ω)d für i = 1, . . . , d ∧ f = 0 auf ∂Ω} .
Um die Integrierbarkeit entlang der Zeitkoordinate berücksichtigen zu
können, wird außerdem die Menge der Bochner-messbaren Funktionen
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über einem gegebenen Raum X eingeführt
L2(0,T ;X) = {w : (0,T )→ X|
T∫
0
‖w‖2Xdt <∞} ,
wobei eine geeignete Norm für den betrachteten Raum X vorausgesetzt
wird. Für eine detaillierte Beschreibung dieser Räume und Normen so-
wie deren Bedeutung wird auf [119] verwiesen.
2.1.2 Schwache Formulierung
Die Beschreibung eines verteilt-parametrischen Systems geschieht durch
die zugehörige Erhaltungsgleichung, die sich durch die Operatorschreib-
weise
L(y) = 0 (2.2a)
in allgemeiner Form darstellen lässt. Hier stellt y die gesuchte Lö-
sungsfunktion dar und L den Residuums-Operator der jeweiligen Dif-
ferentialgleichung. Zu einer korrekten Problemstellung für eine parti-
elle Differentialgleichung müssen noch Randbedingungen und eine An-
fangsbedingung definiert werden, für die hier zunächst auch allgemeine
Residuums-Operatoren verwendet werden
R(y) = 0 ∀x ∈ ∂Ω (2.2b)
A(y) = 0 ∀x ∈ Ω . (2.2c)
Im weiteren Verlauf wird o.B.d.A. von einer einzelnen Erhaltungsglei-
chung mit einer skalaren Lösungsfunktion y ausgegangen. Die Über-
tragung auf den Fall einer vektoriellen Lösungsfunktion y ist durch
die allgemeine Definition des inneren Produktes (2.1) direkt gegeben.
Um das Galerkin-Verfahren zu veranschaulichen, werden die einzelnen
Schritte in diesem Abschnitt beispielhaft auf die eindimensionale Wär-
meleitungsgleichung angewendet. Diese Gleichung ist der prototypische
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Standardfall einer parabolischen partiellen Differentialgleichung. Die
Residuums-Operatoren lauten für diese Gleichung
L(y) := ∂y
∂t
−∆y − f(x,t) (2.3a)
R(y) := y (2.3b)
A(y) := y − y0(x) (2.3c)
Hierbei beschreiben x und t die Raum- bzw. Zeitkoordinate und f
einen Quellterm. Zunächst wird der Fall homogener Randbedingun-
gen betrachtet, die Berücksichtigung inhomogener und zeitveränderli-
cher Randbedingungen erfolgt im Abschnitt 2.3. Eine Funktion y, wel-
che die Bedingungen (2.2a), (2.2b) und (2.2c) erfüllt, ist eine Lösung
des Anfangs-Randwertproblems. Für einige Spezialfälle lassen sich exak-
te Lösungen analytisch bestimmen, für die meisten Problemstellungen
sind jedoch numerische Näherungsverfahren notwendig.
Ausgangspunkt für eine numerische Lösung ist dabei die sogenannte
schwache Form der Erhaltungsgleichung. Diese Formulierung entsteht
durch die Bildung des inneren Produktes der Erhaltungsgleichung (2.2a)
mit einer Testfunktion ψ(x) ∈ H10 (Ω) aus dem Sobolevraum . Die Be-
stimmung einer numerischen Lösung für das beispielhafte Wärmelei-
tungsproblem (2.3), führt damit auf die Aufgabe, eine Funktion y ∈
L2(0,T ;H10 (Ω)) zu finden, für die gilt
0 = (L(y), ψ)Ω (2.4)
⇔ 0 = (∂y
∂t
, ψ)Ω − (∆y, ψ)Ω − (f(x,t), ψ)Ω
mit dem Integralsatz von Green
⇔ 0 = (∂y
∂t
, ψ)Ω + (∇y,∇ψ)Ω −
∫
∂Ω
∇y · ψds− (f(x,t), ψ)Ω
und unter Berücksichtigung das ψ = 0 auf dem Rand ∂Ω
⇒ 0 = (∂y
∂t
, ψ)Ω + (∇y,∇ψ)Ω − (f(x,t), ψ)Ω
∀ψ ∈ H10 (Ω) .
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Eine Funktion, welche die Erhaltungsgleichung (2.2a) erfüllt, das heißt
deren Residuum identisch Null ist, erfüllt immer auch die schwache
Form (2.4). Die Umkehrung gilt dabei nicht, was allein durch die gerin-
gere Anforderung an die Differenzierbarkeit der Lösungsfunktion deut-
lich wird. Damit eine Funktion die Wärmeleitunsgleichung (2.3a) erfül-
len kann, muss diese zweifach stetig differenzierbar entlang der Ortsko-
ordinate sein, während für die schwache Lösung nur die einfache Diffe-
renzierbarkeit von y über dem Gebiet Ω gefordert wird. Ursache dafür
ist die Anwendbarkeit der partiellen Integration bzw. im mehrdimen-
sionalen Fall des Green’schen Integralsatzes in der Formulierung (2.4).
Details hierzu und eine Argumentation, warum die schwache Form aus
physikalischer Sicht die richtige Wahl ist, sind bei [27] zu finden.
2.1.3 Methode der gewichteten Reste
Zur Bestimmung einer Lösung der Differentialgleichung wird eine An-
satzfunktion ya für diese Lösung eingeführt. Fletcher [35] beschreibt
dazu drei Möglichkeiten, wie eine solche Ansatzfunktion gewählt wer-
den kann:
(i) Die Ansatzfunktion wird so gewählt, dass die Erhaltungsgleichung
immer exakt erfüllt ist, also L(ya) = 0. Diese Methode wird als
Rand-Verfahren bezeichnet.
(ii) Die Ansatzfunktion wird so gewählt, dass die Randbedingung im-
mer exakt erfüllt ist, also R(ya) = 0. Dieser Methode wird als
inneres Verfahren bezeichnet.
(iii) Weder die Erhaltungsgleichung noch die Randbedingungen wer-
den von der gewählten Ansatzfunktion exakt erfüllt. Diese Metho-
de wird als gemischtes Verfahren bezeichnet.
Das Galerkin-Verfahren gehört zu der Klasse der inneren Verfahren,
die Ansatzfunktion wird so gewählt, dass die (hier homogen angenom-
menen) Randbedingungen zu jeder Zeit erfüllt sind. Entsprechend der
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angestrebten Diskretisierung über dem Funktionenraum wird die An-
satzfunktion als Summe geschrieben
ya(x, t) =
N∑
i=1
a(i)(t)φ(i)(x) , (2.5)
wobei φ(i) eine frei wählbare, ortsabhängige Basisfunktion aus dem
Raum H10 (Ω) darstellt. Zwei Einschränkungen gelten für die „freie“
Wahl der Basisfunktionen. Zum einen müssen die gewählten Funktionen
auf dem Rand ∂Ω verschwinden, um die Randbedingungen zu erfüllen.
Zum anderen müssen die Funktionen untereinander linear unabhängig
sein. a(i) ist ein modaler Koeffizient, der zu jedem Zeitpunkt den Anteil
der zugehörigen Basisfunktion an der Lösung angibt. Ziel des numeri-
schen Verfahrens ist es, für die vorgegebene Menge an Basisfunktionen
diese Koeffizienten zu bestimmen. Da die Ansatzfunktion die Randbe-
dingungen immer erfüllt, erfolgt die Bestimmung der gesuchten Koef-
fizienten über die Erhaltungsgleichung. Dazu wird gefordert, dass das
Residuum der Erhaltungsgleichung mit der gewählten Ansatzfunktion
ya über der Menge aller Testfunktionen verschwindet
(L(ya), ψ)Ω = 0 ∀ψ ∈ H10 (Ω) . (2.6)
Diese Forderung kann derart interpretiert werden, dass der Approxima-
tionsfehler bzw. das Residuum orthogonal zu der Menge der betrachte-
ten Testfunktionen ist. Zur Bestimmung der N unbekannten Koeffizi-
enten ai(t) werden N linear unabhängige Gleichungen benötigt, und
dementsprechend sind genauso viele unabhängige Testfunktionen zu
wählen. Wenn die Testfunktionen Elemente einer vollständigen Funktio-
nenbasis sind, wird im Grenzfall N → ∞ das Residuum orthogonal zu
einem vollständigen Funktionenraum sein. Daraus folgt, dass der Fehler
im Mittel verschwindet
lim
N→∞
‖ya − y‖2 = 0 . (2.7)
Dieses Vorgehen wird allgemein als die Methode der gewichteten Reste
bezeichnet. Je nach Art der verwendeten Testfunktionen werden un-
terschiedliche Bezeichnungen für die daraus abgeleiteten Verfahren ver-
wendet.
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2.1.4 Galerkin Verfahren
Wenn die Testfunktionen gleich den Ansatzfunktionen gewählt werden,
d.h. wenn gilt
ψ(i)(x) = φ(i)(x) für i = 1, . . . , N (2.8)
spricht man von einem traditionellen Galerkin-Verfahren. Zusammen-
fassend lassen sich für dieses Verfahren vier Forderungen an die Test-
bzw. Ansatzfunktionen ableiten:
(i) Die Testfunktionen ψ werden gleich den Ansatzfunktionen φ ge-
wählt.
(ii) Die Test- bzw. Ansatzfunktionen sind linear unabhängig, um die
Eindeutigkeit der Lösung sicherzustellen.
(iii) Die Ansatzfunktionen erfüllen zu jedem Zeitpunkt die Randbe-
dingungen des Problems exakt.
(iv) Die Ansatz- bzw. Testfunktionen bilden eine vollständige Funk-
tionenbasis für die gesuchte Lösung.
Der letzte Punkt verdient dabei besondere Beachtung. Die Forderung
nach einer vollständigen Funktionenbasis der Lösung wird sich nur für
generische Sonderfälle erfüllen lassen. Durch die im Allgemeinen not-
wendige Beschränkung auf die ersten Elemente eines Funktionenraums
kommt es zu Approximationsfehlern. In dem Abschnitt 2.2.3 wird auf
diesen Punkt näher eingegangen.
Angewendet auf das Wärmeleitungsbeispiel, ergibt die Galerkin-Pro-
jektion unter Berücksichtigung einer allgemeinen Ansatzfunktion vom
Typ (2.5)
N∑
i=1
a˙(i)(φ(i), φ(j))Ω = −
N∑
i=1
a(i)(∇φ(i),∇φ(j))Ω + (f, φ(j))Ω
j = 1, . . . , N .
(2.9)
Dies ist ein System aus N impliziten gewöhnlichen Differentialgleichun-
gen, welches den Verlauf der modalen Koeffizienten in der Ansatzfunkti-
on (2.5) beschreibt. Alle inneren Produkte lassen sich für die gewählten
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Basisfunktionen direkt auswerten. Das ursprüngliche Problem (2.2) liegt
damit in semi-diskreter Form vor und weist keine Abhängigkeit von der
Ortsvariablen x mehr auf. Zur Bestimmung einer konkreten Lösung ist
die numerische Integration dieses ODE-Systems erforderlich. Für die
Reglerentwicklung ist aber das ODE-Modell selbst von Interesse. Die
Dimension des Modells wird dabei durch die Anzahl der gewählten Ba-
sisfunktionen N bestimmt.
Finite-Elemente-Verfahren diskretisieren den Raum H10 (Ω) durch eine
große Anzahl nodaler Basisfunktionen, die nur jeweils auf einem klei-
nen Teilgebiet des Rechengebiets Ω von Null verschieden sind, z.B.
über einem Dreieck (2D) oder einem Tetraeder (3D). Dadurch entsteht
aus (2.9) ein hochdimensionales ODE-System mit dünn besetzten Ma-
trizen. Die Wahl der Basisfunktionen ist in dem Fall nicht problemspezi-
fisch und erlaubt die Berechnung einer neuen unbekannten Lösung. Die
Grundidee für die Modellreduktion besteht darin, anstatt der großen
Anzahl universell einsetzbarer Basisfunktionen eine kleine Menge an
globalen Basisfunktionen zu verwenden, die für Reproduktion einer be-
kannten Lösung optimiert sind.
Für die allgemeine Anwendbarkeit des Galerkin-Verfahrens wurde vor-
ausgesetzt, dass die Ansatz- bzw. Testfunktionen linear unabhängig sein
müssen. Speziell für die Modellreduktion wird diese Forderung dahinge-
hend verschärft, dass nun Orthonormalität bezüglich des inneren Pro-
duktes für die Basisfunktionen gefordert wird. Dabei heißen zwei Funk-
tionen φ(i) und φ(j) zueinander orthonormal wenn gilt
(φ(i),φ(j))Ω =
{
1 für i = j,
0 für i Ó= j. (2.10)
Durch diese Eigenschaft bleibt auf der linken Seite von (2.9) nur ein
Term bestehen und das reduzierte Modell nimmt eine explizite Form
an
a˙(j) = −
N∑
i=1
a(i)(∇φ(i),∇φ(j))Ω + (f, φ(j))Ω j = 1, . . . , N . (2.11)
Die Bestimmung der orthogonalen Funktionenbasis aus einer bekannten
Lösung des Systems erfolgt mittels der Proper Orthogonal Decomposi-
tion, die nachfolgend erläutert wird.
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2.2 Proper Orthogonal Decomposition
Das oben beschriebene Galerkin-Verfahren ermöglicht die Semi-Diskre-
tisierung der gegebenen partiellen Differentialgleichungen zu einem Sys-
tem gewöhnlicher Differentialgleichungen über der Zeit. Dadurch wird
aber noch keine Aussage hinsichtlich der Dimension und der Genauig-
keit des entstandenen ODE-Systems getroffen. Diese beiden Eigenschaf-
ten werden maßgeblich von der verwendeten Funktionenbasis bestimmt.
Eine ideale Funktionenbasis für die Modellreduktion sollte daher den
gesamten zu erwartenden Lösungsraum durch möglichst wenige Funk-
tionen abbilden können. Dieser erwartete Lösungsraum, der sich aus
der Systemantwort auf alle zulässigen Anfangs- und Randbedingungen
zusammensetzt, ist als Ganzes unbekannt. Behelfsweise wird daher ei-
ne Antwort des partiellen Differentialgleichungssystems unter repräsen-
tativen Anfangs- und Randbedingungen experimentell oder durch nu-
merische Simulation bestimmt. Diese so gewonnene Ensemble-Funktion
yˆ(x,t) bildet den Ausgangspunkt für die Bestimmung der orthogonalen
Basisfunktionen.
Ein Verfahren mit dem eine gegebene Ensemble-Funktion in eine Sum-
me ortsabhängiger Basisfunktionen, in diesem Zusammenhang auch Mo-
den genannt, und zeitabhängiger Koeffizienten aufgespalten wird, ist die
Proper Orthogonal Decomposition. Diese Bezeichnung wird üblicherwei-
se im strömungsmechanischen Kontext verwendet und geht auf Lum-
ley [79] zurück. Das Verfahren selbst ist wesentlich älter und wird in ma-
thematischem Kontext auch als Karhunen-Loeve-Zerlegung oder Princi-
pal Component Analysis bezeichnet. Das Pendant für den Fall diskreter
Datenmengen ist die Singulärwertzerlegung. Eine Möglichkeit, das POD-
Verfahren herzuleiten, besteht in der Verallgemeinerung der Singulär-
wertzerlegung auf den kontinuierlichen Fall [20, 24]. Hier wird jedoch,
dem Ansatz von Holmes et al. [54] folgend, die direkte Bestimmung
der Moden als Variationsproblem eingeführt, weil dabei die Optimali-
tät der Funktionenbasis anschaulich wird. Die Bestimmung der Moden
für den diskreten Fall wird anschließend mit der Method of Snapshots
eingeführt. Der dritte Abschnitt behandelt schließlich die Auswahl der
Ensemble-Funktion und die notwendige Anzahl der Moden für das re-
duzierte Modell.
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2.2.1 Direkte Berechnung der Moden
Das Ziel, eine bekannte Lösung yˆ(x,t) des Systems mit wenigen Moden
möglichst genau wiederzugeben, lässt sich nur dann erreichen, wenn jede
einzelne Mode einen möglichst großen Anteil dieser Funktion abbildet.
Dieses Kriterium lässt sich mathematisch durch die Projektion der ge-
suchten Mode φ auf die Lösung yˆ beschreiben. Analog zum euklidischen
Raum Rd, wo die Projektion durch das klassische Skalarprodukt gebil-
det wird, geschieht dies auf dem Funktionenraum L2(Ω)d über das auf
diesem Raum definierte innere Produkt (2.1). Die Anforderung an die
gesuchte Mode lautet damit, dass das innere Produkt zwischen Mode
und Lösung im zeitlichen Mittel maximal sei. Dazu wird zunächst die
Schreibweise 〈·〉 zur Beschreibung des zeitlichen Mittelwerts über den
von den Klammern eingeschlossenen Ausdruck eingeführt. Um nicht den
Betrag der Mode zu maximieren, sondern nur deren Richtung, wird die
Suche eingeschränkt, auf diejenigen Moden, die betragsmäßig den Wert
eins annehmen. Damit lautet die Optimierungsaufgabe zur Bestimmung
einer Mode φ
max
φ∈L2(Ω)d
〈
(yˆ,φ)2Ω
〉
mit ‖φ‖2 = 1 . (2.12)
Über Variationsrechnung lässt sich die Lösung dieses Optimierungspro-
blems auf die Fredholm’sche Integralgleichung∫
Ω
R(x,x′)φ(x′)dx′ = λφ(x) (2.13)
überführen, wobei die detaillierte Herleitung im Anhang A.1 zu finden
ist. Der Kern dieser Integralgleichung ist die Autokorrelationsfunktion
R(x,x′), deren einzelne Elemente Rij = 〈yˆ(i)(x,t) · yˆ(j)(x′,t)〉 zeitge-
mittelte örtliche Korrelationsfunktionen zwischen dem i-ten und j-ten
Eintrag der Lösungsfunktion yˆ darstellen. Die linke Seite von (2.13) de-
finiert dabei einen kompakten, nicht-negativen, selbstadjungierten Ope-
rator. Dann garantiert der Spektralsatz für kompakte Operatoren [116],
dass es eine abzählbar unendliche Anzahl von Lösungen für (2.13) gibt,
wobei λ(n) und φ(n) jeweils den n − ten Eigenwert und die zugehörige
Eigenfunktion dieser Gleichung bezeichnen. Die Eigenfunktionen ent-
sprechen dabei den gesuchten Moden, so dass diese beiden Begriffe im
folgenden synonym gebraucht werden können.
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Die Eigenwerte sind alle reell, nicht-negativ und es gilt
λ(1) ≥ λ(2) ≥ · · · ≥ 0 . (2.14)
Darüber hinaus formen die zugehörigen Eigenfunktionen eine orthonor-
male Basis des Funktionenraums, was sich für die Formulierung des
reduzierten Modells, wie aus (2.11) ersichtlich wird, als sehr vorteilhaft
erweist. Durch Einsetzen der n-ten Mode in die Maximierungsaufga-
be (2.12) ergibt sich
max
φ∈L2(Ω)d
〈
(yˆ,φ(n))2Ω
〉
= λ(n) , (2.15)
wobei die Nebenbedingung aufgrund der Orthonormalität der Eigen-
funktionen immer erfüllt ist. Durch diese Beziehung wird deutlich, dass
der Eigenwert ein Maß für den Anteil der jeweiligen Mode an der En-
semble-Funktion ist und als eine Art Informationsgehalt aufgefasst wer-
den kann. Speziell für den Fall, dass die Ensemble-Funktion yˆ(x,t) ein
Geschwindigkeitsfeld darstellt, entspricht der Eigenwert dem Anteil der
turbulenten kinetischen Energie, der durch die zugehörige Mode abge-
bildet wird [24,99].
Die Ensemble-Funktion lässt durch eine Linearkombination der Moden
rekonstruieren
yˆ(x,t) =
∞∑
i=1
(yˆ,φ(i))Ωφ(i)(x) =
∞∑
i=1
aˆ(i)(t)φ(i)(x) , (2.16)
wobei aˆ(i) den durch Projektion bestimmbaren modalen Anteil der je-
weiligen Eigenfunktion bezeichnet. Die Zeitverläufe der einzelnen mo-
dalen Koeffizienten sind dabei statistisch unkorreliert und ergeben im
quadratischen Mittel jeweils den zugehörigen Eigenwert [24], d.h.
〈aˆ(i)aˆ(j)〉 =
{
λ(i) für i = j,
0 für i Ó= j. (2.17)
Die Darstellung (2.16) veranschaulicht den Begriff der „Zerlegung“ (De-
composition) der Ensemble-Funktion in eine Reihe aus zeitabhängigen
Koeffizienten und ortsabhängigen Basisfunktionen. In Kombination mit
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der anfänglichen Optimierungsaufgabe ermöglicht diese Darstellung die
Interpretation der POD, als der bestmöglichen linearen Zerlegung von
yˆ(x,t). Das heißt, dass für eine beliebige vorgegebene Anzahl an Ba-
sisfunktionen N , die Reihenentwicklung bis zum N -ten Glied mit der
POD-Basis nach (2.16) die Funktion yˆ(x,t) besser approximiert im Sin-
ne des mittleren quadratischen Fehlers als jede andere Basis.1
Die experimentell oder aus einer Simulation gewonnenen Daten der En-
semble-Funktion werden immer nur an diskreten Zeitpunkten und einer
endlichen Anzahl an Stützstellen im Rechengebiet vorliegen. Für die nu-
merische Bestimmung der Moden darf daher davon ausgegangen wer-
den, dass sämtliche Messwerte in einer Matrix Yˆ angeordnet werden
können. Dazu wird zunächst der Sonderfall einer skalaren Ensemble-
Funktion über einem eindimensionalen Gebiet betrachtet. In diesem
Fall lauten die Elemente der Datenmatrix Yˆmn = yˆ(xn, tm). Die Ma-
trix ist damit vom Typ M ×Nx. Die Anzahl der Spalten Nx entspricht
der Anzahl der Stützstellen über dem Rechengebiet und die Anzahl der
Zeilen M ist gleich der Anzahl der Zeitschritte. Wenn für die zeitliche
Mittelung 〈·〉 im Diskreten der Mittelwert über alle Zeitschritte ver-
wendet wird, lässt sich ein Element der diskreten Korrelationsmatrix R˜
berechnen über
R˜ij =
1
M
M∑
m=1
yˆ(xi, tm)yˆ(xj , tm) =
1
M
M∑
m=1
YˆmiYˆmj . (2.18)
Die gesamte diskrete Korrelationsmatrix ergibt sich dann über das Ma-
trixprodukt
R˜ = 1
M
Y TY . (2.19)
Die Integralgleichung (2.13) zur Bestimmung der Moden reduziert sich
dann auf die Bestimmung der Eigenwerte von R˜
R˜φ(i) = λ(i)φ(i) . (2.20)
1Das bedeutet jedoch nicht, dass die POD für alle Anwendungen die optimale
Approximation ist. So argumentiert Schmid [107], dass die turbulente kineti-
sche Energie nicht immer das korrekte Maß darstellt um Strömungsformen zu
bewerten. Insbesondere können auch Moden mit sehr geringem Energieinhalt
dynamisch relevant sein.
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Analog zu dem kontinuierlichen Fall ist die Autokorrelationsmatrix reell,
positiv semidefinit und symmetrisch, damit garantiert die Hauptachsen-
transformation der linearen Algebra [84] die gleichen Eigenschaften der
Eigenwerte und Eigenvektoren wie für den kontinuierlichen Fall.
Neben dem Übergang vom kontinuierlichen zum diskreten Fall, soll nun
die Beziehung zur Singulärwertzerlegung gezeigt werden. Eine beliebige
MatrixA ∈ RM×Nx lässt sich über die Singulärwertzerlegung darstellen
als
A = UΣV T (2.21)
mit den orthogonalen Matrizen U ∈ RM×M und V ∈ RNx×Nx , sowie ei-
ner Diagonalmatrix Σ = diag(σ1, . . . , σk) ∈ RM×Nx , k = min{M,Nx}.
Die Singulärwerte entsprechen den Wurzeln der größten k Eigenwer-
ten von ATA bzw. AAT, also σi(A) =
√
λi(ATA) =
√
λi(AAT) für
i = 1, . . . ,k . Darüber hinaus entsprechen die Spalten von U und V den
Eigenvektoren von AAT bzw. ATA. Ein Vergleich mit der Berechnung
der Moden über die Gleichungen (2.19) und (2.20) zeigt, dass bis auf
einen Skalierungsfaktor 1/M die Bestimmung der Moden einer Singulär-
wertzerlegung der Datenmatrix Yˆ entspricht (vgl. [20]). Die gesuchten
Moden entsprechen dabei den Spalten der Matrix V .
Für den allgemeinen Fall mehrdimensionaler Rechengebiete und vek-
torwertiger Datensamples, wie z.B. einem Strömungsfeld, können die
verschiedenen Datensätze als Spalten in der Datenmatrix angeordnet
werden. Die so berechneten Singulärvektoren müssen anschließend wie-
der entsprechend der verwendeten Reihenfolge zurücksortiert werden
[20, 32]. Das Produkt aus der Anzahl der Komponenten und der Zahl
der Stützstellen bestimmt dann die Anzahl der Spalten Ns in der Daten-
matrix. Für die Berechnung von R˜müssen damit für Ns(Ns+1)2 Elemente
die Korrelationen über (2.18) berechnet werden. Insbesondere für Daten
aus numerischen Strömungssimulationen, die sehr viele Gitterpunkte
und mehrere Geschwindigkeitskomponenten aufweisen, ist der Rechen-
und Speicherbedarf für die direkte Berechnung jenseits der praktischen
Umsetzbarkeit. Als Alternative hat Fahl in seiner Dissertation [32] einen
iterativen Algorithmus zur approximativen Berechnung der ersten Sin-
gulärwerte vorgestellt. Wenn die Anzahl der Zeitschritte deutlich klei-
ner als die Anzahl der Spalten der Datenmatrix ist, d.h. wenn M ¹ Ns
gilt, besteht ein weiterer Ansatz darin, die Moden nicht mehr direkt zu
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berechnen, sondern zunächst die modalen Koeffizienten zu bestimmen.
Dieses Verfahren ist die sogenannte Method of Snapshots.
2.2.2 Method of Snapshots
Die Method of Snapshots wurde im Zusammenhang mit der POD erst-
mals von Sirovich [112] vorgestellt. Der Grundgedanke dieses Verfahrens
besteht darin, dass sich die Singulärwerte und -vektoren nicht nur über
die Matrix ATA, sondern auch über AAT bestimmen lassen. Dabei
wird davon ausgegangen, dass die Lösung yˆ zu diskreten Zeitpunkten
tk, k = 1, . . . ,M vorliegt, den sogenannten Snapshots. Aus (2.16) wird
deutlich, dass sich die Ensemble-Daten als Linearkombination der POD-
Moden darstellen lassen. Die Umkehrung, dass sich die Moden als Li-
nearkombination der Snapshots darstellen lassen, gilt dabei auch, wie
von Holmes et al. [54] gezeigt wird. Das heißt es gilt
φ(i)(x) =
M∑
m=1
a(i)(tm)yˆ(x, tm) . (2.22)
Dieser Zusammenhang stellt den Ausgangspunkt für die Method of
Snapshots dar. In einem ersten Schritt werden die modalen Koeffizien-
ten a(tm) bestimmt. Dabei führt das Einsetzen von (2.22) in die Fred-
holm’sche Integralgleichung (2.13), wie im Anhang A.2 gezeigt wird, auf
die Eigenwertgleichung
Ca = λa . (2.23)
Der Vektor a stellt den Zeitverlauf eines modalen Koeffizienten zu den
diskreten Zeitpunkten der Snapshots dar. C beschreibt eine M ×M -
Matrix deren Elemente Ckm = 1M (yˆ(x, tk), yˆ(x, tm)) sich aus den zeit-
lichen Korrelationen der Snapshots ergeben. Wie in der direkten Be-
rechnung der Moden, ist auch diese Korrelationsmatrix reell, positiv se-
midefinit und symmetrisch. Die normierten Eigenvektoren, die sich als
Lösung ergeben, bilden damit eine Orthonormalbasis. Damit die Auto-
korrelation des Zeitverlaufs der Moden jedoch auch wie in (2.17) gerade
den Eigenwert ergibt, müssen die Vektoren über a˜(i) =
√
Mλ(i)a(i)
skaliert werden. In einem zweiten Schritt können aus den bekannten
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Koeffizientenverläufen die Moden selbst bestimmt werden. Unter Be-
rücksichtigung der Skalierung der modalen Koeffizienten lautet die Be-
stimmungsgleichung für die i-te Mode dann
φ(i)(x) = 1
Mλ(i)
M∑
m=1
a˜(i)(tm)yˆ(x, tm) . (2.24)
Der Zusammenhang (2.22) zeigt eine weitere nützliche Eigenschaft der
POD-Zerlegung. So werden bestimmte Bedingungen, die von der Aus-
gangslösung yˆ erfüllt werden, an die POD-Moden vererbt. Ein wichtiges
Beispiel dafür sind homogene Randbedingungen. Erfüllt die Ausgangs-
lösung homogene Randbedingungen, dann wird jede POD-Mode diese
ebenfalls erfüllen, weil die Mode, wie (2.22) zeigt, eine Linearkombina-
tion der Snapshots ist. Eine weitere solche Bedingung, die speziell für
inkompressible Strömungen von Bedeutung ist, ist die Quellenfreiheit
der Lösung.
Während bei der direkten Berechnung der Moden eine Korrelation über
der Ortsvariablen gebildet wird und eine Mittelung über der Zeit statt-
findet, ist dies bei der Method of Snapshots genau umgekehrt. Für das
Endergebnis spielt die Wahl des Verfahrens dabei keine Rolle, wohl aber
für den Rechenaufwand. Dieser liegt in der Method of Snapshots neben
der Berechnung der M × M Korrelationsmatrix auch in der Rekon-
struktion der Moden über (2.24). Daher lohnt sich dieser Rechenweg
nur, wenn die Zahl der Zeitschritte deutlich kleiner ist als das Produkt
aus Gitterpunkten und Komponenten der Ausgangslösung. Für den Fall
numerischer Strömungssimulationen ist das aber im Allgemeinen gege-
ben. Eine Möglichkeit zur Reduktion der tatsächlichen Rechenzeit ist
zudem die parallelisierte Berechnung der Korrelationsmatrix.
2.2.3 Auswahl der Moden
Vor und nach der eigentlichen Berechnung der Moden ergeben sich für
die Bestimmung einer POD-Basis zwei weitere Fragestellungen. Die ers-
te Frage betrifft das Daten-Ensemble, welches für die Zerlegung verwen-
det wird. Die zweite Frage befasst sich mit der Anzahl der Moden, die
für das reduzierte Modell benötigt werden. Im Vorfeld zu diesen beiden
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Punkten wird zunächst auf den Einfluss einer unvollständigen Funktio-
nenbasis eingegangen. In dem Abschnitt 2.1.4 wird für die Ansatzfunk-
tionen die Forderung nach einer vollständigen Funktionenbasis aufge-
stellt. Dies widerspricht dem Wunsch, möglichst wenige POD-Moden zu
berücksichtigen und die resultierende Modellordnung gering zu halten.
Für eine qualitative Diskussion der Auswirkungen einer unvollständi-
gen Funktionenbasis wird die allgemeine Erhaltungsgleichung (2.2a) in
expliziter Form geschrieben
∂y
∂t
= F(y). (2.25)
Dabei steht die Zeitableitung isoliert auf der linken Seite der Gleichung,
und sämtliche ortsabhängigen Ableitungen und Quellterme zusammen-
gefasst in dem Operator F auf der rechten Seite. Zunächst wird der Fall
einer vollständigen Basis zur Reproduktion einer vorgegeben Trajektorie
yˆ(x, t) betrachtet. Es ist offensichtlich, dass eine Ansatzfunktion welche
yˆ in jedem Zeitpunkt exakt wiedergeben kann, in (2.25) mit dem rich-
tigen Anfangszustand eingesetzt, die Trajektorie yˆ ideal reproduziert.
Dies muss natürlich auch für die schwache Form und damit das ODE-
System gelten. Eine formalere Argumentation dieses Sachverhalts findet
sich bei [100].
Für den Fall einer unvollständigen Basis wird zunächst ein stationärer
Punkt der vorgegebenen Trajektorie yˆ0 betrachtet. Dieser Punkt stellt
eine Nullstelle des Operators auf der rechten Seite von (2.25) dar. Durch
die unvollständige Basis kann yˆ0 mit der Ansatzfunktion nicht ex-
akt wiedergeben werden. Stattdessen führt die Ansatzfunktion mit den
durch die Projektion (yˆ0, φi)Ω bestimmten Koeffizienten auf eine ge-
störte Lösung yˆ0 + Ô, die im Allgemeinen keinen stationären Punkt
beschreibt. Durch das Abschneiden der Ansatzfunktion kann also die
stationäre Genauigkeit des Galerkin-Modells verloren gehen. Dies muss
bei der Reglerauslegung berücksichtigt werden.
Aus der unvollständigen Funktionenbasis ergeben sich auch Konsequen-
zen für die Dynamik des Galerkin-Modells. So zeigen Rempfer [100]
und Noack et al. [90] jeweils an einem Beispiel, wie ein stabiler Grenz-
zyklus eines Systems durch die Galerkin-Projektion auf ein instabiles
bzw. grenzstabiles Modell abgebildet wird. Ursache für dieses Verhal-
ten sind nicht abgebildete Phasenrichtungen des Systems in der Funk-
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tionenbasis. Noack et al. [90] lösen dieses Problem durch die Einführung
einer zusätzlichen Mode, der sogenannten shift-mode, welche die transi-
ente Phasenraumrichtung berücksichtigt. Für das zur POD verwendete
Daten-Ensemble lässt sich daraus die Schlussfolgerung ziehen, dass die
gesamte zu erwartende dynamische Bandbreite des geregelten Systems
in dem Datensatz abgebildet sein muss.
Alle Entwurfsmethoden, bei denen das verteilt-parametrische System
zunächst auf eine gewöhnliche ODE reduziert wird müssen in der Re-
gel einen Anteil der Systemdynamik vernachlässigen, um eine Darstel-
lung als endlich-dimensionales System zu ermöglichen. Im Falle einer
open-loop Simulation führt diese nicht modellierte Residualdynamik zu
den oben beschriebenen Approximationsfehlern des Modells. Durch das
Schließen des Regelkreises, wie in der Abbildung 2.1 dargestellt, regt
der Regler auch diese Residualdynamik des Systems an, die ihrerseits
die Messgröße beeinflusst. Durch diese als Spillover bezeichneten Ef-
fekte kann es zu Stabilitätsproblemen des geschlossenen Regelkreises
kommen, die sich a priori bei der Reglerauslegung nicht erkennen las-
sen. Anfällig für das Auftreten von Spillover-Effekten sind insbesondere
schwach gedämpfte Systeme, deren Polstellen sich in der Nähe oder auf
der imaginären Achse befinden.
Regler
Observation
Spillover
xM
y
g(xM,xR)
Residuen-
dynamik
reduz.
Modell
Control
Spillover
xR
u
Regelstrecke
Abb. 2.1: Geschlossener Regelkreis unter Berücksichtigung der Residualdy-
namik
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Auch für die Anzahl der benötigten Moden lässt sich kein festes a-priori-
Kriterium definieren. Zwar kann der Approximationsfehler der POD-
Approximation gegenüber dem zugrunde liegenden Daten-Ensemble an-
gegeben werden, aufgrund der vorangegangenen Überlegungen zum Ein-
fluss einer unvollständigen Basis lässt sich daraus aber keine Fehlerab-
schätzung für das Galerkin-Modell ableiten. In dieser Arbeit wird in
Anlehnung an Cordier und Bergmann [24] ein heuristisches Kriterium
auf Basis der Singulärwerte verwendet. Der Wert
ε(N) =
∑N
i=1 σ
(i)∑M
i=1 σ
(i)
(2.26)
gibt das Verhältnis der bis zur N -ten Mode aufsummierten Singulär-
werte zu der Summe über alle in dem Daten-Ensemble enthalten Sin-
gulärwerte an und wird als relativer Informationsgehalt bezeichnet. Im
Kontext inkompressibler Strömungen wird ε üblicherweise mit den Ei-
genwerten λ(i) der Korrelationsmatrix gebildet und dann als Anteil der
kinetischen Energie [70, 97,112] interpretiert.
2.3 Berücksichtigung der Aktuierung
Zur Regelung eines Systems ist eine Möglichkeit zur Einflussnahme
auf die Regelgröße erforderlich. Bei verteilt-parametrischen Systemen
kann diese Aktuierung entweder über den Rand oder innerhalb des be-
trachteten Volumens erfolgen. In die Modellgleichungen geht die Ak-
tuierungsform dementsprechend über die Randbedingungen oder über
einen Quellterm in der Erhaltungsgleichung ein. Ein Beispiel für einen
solchen Quellterm ist die Funktion f(x,t) in der eindimensionalen Wär-
meleitungsgleichung (2.3a). f(x,t) stellt hier eine Wärmequelle dar, die,
sofern sie gezielt beeinflussbar wäre, als Stellgröße in dem System die-
nen könnte. Wie an dem Galerkin-Modell (2.11) dieses Beispiels zu se-
hen ist, geht diese Funktion über die Galerkin-Projektion direkt in das
reduzierte Modell ein. Ein Beispiel für eine Regelung mit Aktuierung
über einen Quellterm ist die von Baker und Christofides [11] simulier-
te 2D-Kanalströmung, bei der eine Aktuierung über Lorentz-Kräfte in
Wandnähe angenommen wurde.
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Reale technische Systeme lassen sich jedoch meistens nur über den Rand
beeinflussen, so dass der Berücksichtigung der Randbedingungen in ei-
nem Galerkin-Modell eine große Bedeutung zukommt. An dem einfa-
chen Beispiel (2.11) lässt sich aber bereits erkennen, dass die Randbe-
dingung nicht in das reduzierte Modell eingeht. Da es sich um ein inne-
res Verfahren handelt, wird bei der Galerkin-Methode davon ausgegan-
gen, dass die Randbedingung durch die Ansatzfunktion immer exakt
erfüllt wird. Genau diese Eigenschaft leistet die POD-Ansatzfunktion
aber nur für den Sonderfall homogener Randbedingungen. Im Fall nicht-
homogener Randbedingungen setzt sich der aktuelle Randwert aus der
gewichteten Summe der Randwerte der einzelnen Moden zusammen.
Mit der Zerlegung einer inhomogenen Lösung als Ansatzfunktion für
die Galerkin-Projektion würden die Randwerte durch die innere Dyna-
mik des Systems bestimmt, statt diese selbst zu beeinflussen.
Für den Fall, dass die Zeitableitung nur linear in das PDE-System ein-
geht, kann mit der von Graham et al. [44] unter dem Namen Control
Function Method gezeigten Erweiterung der Ansatzfunktion die Rand-
aktuierung in dem Galerkin-Modell abgebildet werden. Dabei werden
die inhomogenen Randbedingungen der bekannten Lösung des Systems
yˆ durch Subtraktion von zwei über dem Rechengebiet Ω definierten
Funktionen entfernt. Die erste dieser beiden Funktionen ist der Mittel-
wert yˆM der gegebenen Lösung und damit eine reine Funktion des Ortes.
Die zweite Funktion yˆC wird so gewählt, dass sie die durch die Ak-
tuierung zeitlich veränderlichen Randbedingungen zu jeden Zeitpunkt
erfüllt. Diese beiden Funktionen stellen selbst keine Lösung des PDE-
Systems dar, sondern erfüllen lediglich die Randbedingungen des Sys-
tems zu jedem Zeitpunkt. Durch die Subtraktion beider Funktionen von
der ursprünglichen Menge der Snapshots yˆ entsteht ein neues Ensem-
ble an Snapshots yˆH mit homogenisierten Randbedingungen. Die POD
Zerlegung wird dann auf dieses Ensemble angewendet und die resultie-
renden Moden haben dementsprechend alle homogene Randbedingun-
gen. Für die Ansatzfunktion (2.5) der Galerkin-Projektion müssen die
beiden subtrahierten Funktionen natürlich mit berücksichtigt werden,
so dass die neue Ansatzfunktion
ya(x, t) = yˆM + yˆC +
N∑
i=1
a(i)(t)φ(i)(x) (2.27)
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lautet. Für die Aktuierungs-Funktion yˆC wird bevorzugt nach einer se-
parierten Darstellung der Form u(t)φ(C)(x) gesucht, weil das reduzierte
Modell dadurch eine eingangs-affine Form annimmt2. φ(C) beschreibt
dabei den örtlichen Einfluss einer Stellgrößenänderung und wird des-
halb als Einflussfunktion oder Aktuierungsmode bezeichnet. Die Aktu-
ierungsamplitude u(t) stellt die Stellgröße des Systems dar.
Weil die ergänzten Funktionen nicht orthogonal zu der Menge der POD-
Moden sind, entsteht bei der Galerkin-Projektion ein zusätzlicher Term.
Zur Verdeutlichung dieses Zusammenhangs wird wiederum auf die expli-
zite Darstellung der Erhaltungsgleichung wie in (2.25) zurückgegriffen.
Das Einsetzen der neuen Ansatzfunktion (2.27) und die Projektion auf
den Raum der Testfunktionen führen auf
(∂ya
∂t
,φ(j)) = (F(ya),φ(j)) (2.28)
⇔ ( ∂
∂t
(yˆM + uφ(C) +
N∑
i=1
a(i)φ(i)),φ(j)) = (F(ya),φ(j))
yˆM und φ(j) sind nicht zeitabhängig
⇒ ∂
∂t
u(φ(C),φ(j)) +
N∑
i=1
∂
∂t
a(i)(φ(i),φ(j)) = (F(ya),φ(j))
⇒ a˙(j) = (F(ya),φ(i))− (φ(C),φ(j))u˙ . (2.29)
Aus dieser Umformung wird deutlich, dass über die gewählte Ansatz-
funktion nicht nur die Stellgröße u selbst, sondern auch deren zeitliche
Ableitung in das Galerkin-Modell eingehen. Durch die Berücksichtigung
der Stellgröße als zusätzlichen Zustand, kann u˙ als Eingangsgröße des
Systems formuliert werden, siehe z.B. [98]. Durch diese Formulierung
entsteht ein Modell mit integrierendem Verhalten. Dies ist einerseits
wünschenswert in Bezug auf die stationäre Genauigkeit der Regelung,
andererseits ist die Simulation dieses Modells sehr anfällig gegenüber
Störungen der Eingangsgröße. Alternativ gibt Fahl [32] eine Zustands-
transformation an, mit der u˙ aus dem reduzierten Modell eliminiert wer-
den kann. Dies hat aber den Nachteil, dass die Zustände nicht mehr den
gesuchten modalen Koeffizienten der Ansatzfunktion entsprechen.
2In dieser eingangs-affinen Form repräsentiert u˙(t) die Stellgröße.
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Für den Spezialfall einer linearen partiellen Differentialgleichung, las-
sen sich die Randbedingungen mit einer ähnlichen Ansatzfunktion wie
in Gleichung (2.27) in einen Quellterm überführen. Dies wird für das
Beispiel einer Konvektions-Diffusions-Gleichung in Hakenberg et al. [48]
gezeigt.
In diesem Kapitel wurde zunächst die Galerkin-Projektion als Verfah-
ren zur Diskretisierung des unendlich-dimensionalen Systems über dem
Funktionenraum vorgestellt. Anschließend wurde mit der Proper Or-
thogonal Decomposition auf die Bestimmung einer optimalen Basis des
Funktionenraums eingegangen. Abschließend wurde die Berücksichti-
gung der Aktuierung über Randbedingungen in einem POD-Galerkin-
Modell erläutert. Damit liegen nun alle Werkzeuge zur Hand, um ein
System partieller Differentialgleichungen in ein reduziertes ODE-System
zur Reglerauslegung zu überführen.
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Burgers-Gleichung
Als erstes Anwendungsbeispiel für die Modellreduktion mit dem POD-
Galerkin-Verfahren wird die viskose Burgers-Gleichung betrachtet. Der
Name dieser nichtlinearen partiellen Differentialgleichung geht auf Jo-
hannes Martinus Burgers zurück, der diese Gleichung zur Modellie-
rung statistischer Eigenschaften von Turbulenz [18] verwendet hat. Die
Burgers-Gleichung kann als eindimensionale Vereinfachung der Navier-
Stokes-Gleichungen betrachtet werden, da sie dieselbe Struktur auf-
weist. Dieser Zusammenhang und die Tatsache, dass diese nichtlinea-
re partielle Differentialgleichung eine interessante regelungstechnische
Problemstellung darstellt, haben dazu geführt, dass es zahlreiche Veröf-
fentlichungen zur Regelung der Burgers-Gleichung gibt, von denen hier
nur einige beispielhaft genannt werden können.
3.1 Regelungsansätze für die
Burgers-Gleichung
Zwar noch ohne einen direkten regelungstechnischen Bezug, aber für die
später durchgeführte Modellreduktion von Interesse, ist die Anwendung
der POD-Zerlegung auf Lösungen einer aktuierten Burgers-Gleichung in
der Arbeit von Chambers et al. [19]. In dieser Arbeit wird der Einfluss
der Reynolds-Zahl auf die Anzahl der benötigten POD-Moden zur rei-
nen Wiedergabe der verwendeten Eingangsdaten verwendet. Auch wenn
diese Arbeit die Turbulenzmodellierung in einem rein strömungsmecha-
nischen Kontext betrachtet, wird hier doch die mit der Reynolds-Zahl
ansteigende Komplexität des reduzierten Modells deutlich. Die größere
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Anzahl an Zuständen für die Wiedergabe der Ausgangslösung resul-
tiert aus der bei steigender Reynolds-Zahl dünner werdenden viskosen
Schicht, die zu stärkeren Gradienten in der Lösung des Systems führt.
Eine Möglichkeit für die Ableitung eines Regelgesetzes ist der direk-
te Reglerentwurf anhand der partiellen Differentialgleichung. Für die
Burgers-Gleichung lässt sich dabei die nichtlineare Cole-Hopf-Transfor-
mation nutzen, mit der Lösungen der Burgers-Gleichung auf positive
Lösungen einer linearen Reaktions-Diffusionsgleichung überführt wer-
den können [31]. Für diesen Gleichungstyp zeigen Laroche et al. [73] die
Bestimmung eines flachen Ausgangs, der zur Vorsteuerung und Trajek-
torienplanung verwendet werden kann. Auch in den Arbeiten von Krstic
et al. [66,67] wird diese Transformation zur Stabilisierung von instabilen
Lösungen der Burgers-Gleichung verwendet. Das Reglergesetz wird da-
bei mittels Backstepping bestimmt. In den drei hier genannten Arbeiten
findet die Aktuierung über die Randbedingung statt und Messwerte für
die Rückführung sind nur an wenigen Punkten erforderlich.
Zwei Arbeiten zur Optimalregelung verwenden eine verteilte Aktuie-
rung, die sich durch einen Quellterm in der Burgers-Gleichung darstellen
lässt. In der ersten Arbeit, vorgestellt von Atwell et al. [8] wird ein konti-
nuierliches Reglergesetz, basierend auf einer Linearisierung der Burgers-
Gleichung verwendet und um einen Korrekturterm zur Berücksichtigung
der Nichtlinearität ergänzt. Görner und Benner [43] diskretisieren den
Bilanzraum mit Finiten Elementen und bestimmen die Zustandsrück-
führung mit dem diskretisierten System, wobei in jedem Zeitschritt neu
linearisiert wird. Diese schrittweise Linearisierung wird in dieser Arbeit
aufgegriffen, allerdings im Zusammenhang mit einer vorangegangenen
Modellreduktion, um die Ordnung des Reglers klein zu halten.
Die Modellreduktion der partiellen Differentialgleichung und die an-
schließende Reglerauslegung auf Basis des reduzierten Modells stellt
eine weitere Möglichkeit des Reglerentwurfs dar. Beispiele für dieses
Vorgehen finden sich in der Arbeit von Kunisch und Volkwein [70], in
der das kontinuierliche Optimalsteuerungsproblem gelöst und mit einer
Steuerfolge, die mit dem reduzierten Modell bestimmt wurde, vergli-
chen wird. Dabei zeigt sich, dass der erreichte Minimalwert der Kos-
tenfunktion mit beiden Steuerfolgen nahezu identisch ist, die Lösung
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des reduzierten Problems aber eine um zwei Größenordnungen gerin-
gere Rechenzeit erfordert. Auf der Basis des nichtlinearen reduzierten
Modells wird anschließend ein optimales Reglergesetz hergeleitet. Ein
anderes Beispiel für die Kombination von Modellreduktion und Reg-
lerauslegung, inklusive des Umgangs mit der Nichtlinearität, ist die Ar-
beit von Hashemi und Werner [49]. Dort wird die Burgers-Gleichung
mittels POD-Galerkin-Verfahren auf ein ODE-System reduziert. Die-
ses nichtlineare ODE-System wird dann durch ein polytopes Zustands-
raummodell approximiert und mittels linearer Matrix-Ungleichungen
ein Gain-Scheduling-Regler ausgelegt.
In den nachfolgenden Abschnitten wird zunächst das System und die
Generierung einer Ausgangslösung für die Modellreduktion vorgestellt.
Anschließend wird die Anwendung des POD-Galerkin-Verfahrens ge-
zeigt und auf Basis des reduzierten Modells eine modellgestützte prä-
diktive Regelung ausgelegt. In dem Abschnitt »Ergebnisse« werden die
Modellvalidierung und das Verhalten des geschlossenen Regelkreises ge-
zeigt und diskutiert. Die in diesem Kapitel gezeigten Ergebnisse basieren
dabei auf der Veröffentlichung von Hakenberg und Abel [46].
3.2 Modellbildung
In dieser Arbeit wird die Burgers-Gleichung als Beispielproblem für die
Regelung inkompressibler Strömungen betrachtet. Daher liegt der Fo-
kus auf der Sollwertfolge und nicht auf der Stabilisierung von insta-
bilen Gleichgewichtspunkten. Eine instabile Konfiguration kann durch
die Vorgabe von Neumann’schen Randbedingungen entstehen, da die
Lösung in diesem Fall über alle Grenzen wachsen kann. Durch die Vor-
gabe von Dirichlet-Randbedingungen sind die Lösungen auf dem Rand
immer begrenzt. Das hier betrachtete System lässt sich mit
∂y
∂t
+ y ∂y
∂x
− ν ∂
2y
∂x2
= 0 (3.1a)
y(t,0) = w(t) (3.1b)
∂y(t,1)
∂x
= 0 (3.1c)
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beschreiben. Dabei bezeichnet y die gesuchte Funktion, x die Ortskoor-
dinate und t die Zeitkoordinate. Als Bilanzraum wird hier das dimen-
sionslose Intervall x ∈ [0, 1] betrachtet. Alle anderen Größen werden
ebenfalls als dimensionslos betrachtet, darunter auch der Viskositätspa-
rameter ν der hier mit einem Wert von 0,01 angesetzt wird.
Am linken Rand des Systems wird eine veränderliche Dirichlet’sche
Randbedingung w(t) angenommen, über die das System aktuiert werden
kann. Auf der rechten Begrenzung des Bilanzgebiets wird eine homoge-
ne Neumann’sche Randbedingung vorgegeben. Beide Randbedingungen
orientieren sich damit an typischen Ein- und Ausfluss-Randbedingungen
für subsonische Strömungsrechnungen. Für die Aktuierung wird zusätz-
lich eine Dynamik angenommen, welche zum Beispiel das Öffnen oder
Schließen eines Ventils darstellen könnte. Für diese Dynamik soll hier
repräsentativ ein PT1 verwendet werden
c1w˙(t) + w(t) = u(t) , (3.2)
wobei u(t) das Stellsignal des Reglers darstellt. Für die Zeitkonstante c1
wird der dimensionslose Wert 1 verwendet. Zudem wird angenommen,
dass das Stellsignal des Reglers auf den Bereich 0 ≤ u ≤ 1 beschränkt
ist.
Damit die Ausgangslösung für die POD-Zerlegung ein repräsentatives
Datenensemble darstellt, muss das System in allen dynamisch relevanten
Bereichen angeregt werden. Um dies zu erreichen, wird die Stellgröße u
sprungförmig verändert. Der genaue Verlauf der Aktuierung ist durch
u(t) =
{
1 für t ∈ [1, 11]
0 sonst
gegeben. Die numerische Lösung wird über den Matlab® -Löser pdepe
bestimmt. Das Rechengebiet wird mit 51 Gitterpunkten aufgelöst, und
die Lösung wird in einem Abtastintervall von 0,2 Zeitschritten ausgege-
ben1.
Die Abbildung 3.1 zeigt das Simulationsergebnis über der Zeit- und
Ortskoordinaten aufgetragen. Durch die Dynamik der Aktuierung (3.2)
1Intern kann der Löser mit einer höheren zeitlichen Auflösung rechnen um die Sta-
bilitätsbedingung für die explizite Berechnung des entstehenden ODE-Systems
zu gewährleisten.
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Abb. 3.1: Darstellung der Ausgangslösung für die Modellreduktion über der
Zeit- und Ortskoordinaten
ist der tatsächliche Verlauf der linken Randbedingung nicht sprung-
förmig, sondern zeigt PT1-Verhalten. In der Abbildung ist dieses Ver-
halten am linken Rand bei x = 0 zu sehen. Durch diese verzögernde
Dynamik der linken Randbedingung wird die dynamische Bandbreite
der PDE-Lösung eingeschränkt, dies wirkt sich günstig auf die Anzahl
der benötigten Moden aus.
3.3 Modellreduktion
Die bekannte Ausgangslösung yˆ der Burgers-Gleichung wird in die zwei
Anteile
yˆ(x,t) = yC(x,t) + yH(x,t) (3.3)
aufgespalten, wobei die Funktion yC so gewählt wird, dass sie die Rand-
bedingungen des Systems zu jedem Zeitpunkt erfüllt. In diesem Fall
wird yC = w(t) · 1 gewählt, wodurch links die Dirichlet-Randbedingung
und rechts die Neumann’sche Randbedingung erfüllt sind. Der Anteil
yH besitzt dann homogene Randbedingungen. Auf diesen Anteil wird
die POD angewendet.
Die Abbildung 3.2 zeigt links den relativen Informationsgehalt der POD.
Bereits mit wenigen Moden lässt sich hier eine gute Approximation
der Ausgangslösung angeben. Ein entscheidender Einflussfaktor für die
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Abb. 3.2: Relativer Informationsgehalt der POD-Moden (links) und Dar-
stellung der ersten drei POD-Moden (rechts)
benötigte Anzahl an Moden ist der Viskositätsparameter, der in di-
mensionsloser Form dem Kehrwert der Reynolds-Zahl entspricht. Die-
ser Parameter beschreibt das Verhältnis zwischen dem konvektiven und
dem dissipativen Anteil in der Burgers-Gleichung. Wie der Name be-
reits andeutet, nimmt die kinetische Energie des Systems infolge des
dissipativen Anteils ab. Der konvektive Anteil erhält die Energie [54].
Je schneller die Energie dissipiert, d.h. je höher die Viskosität ν, desto
weniger Moden werden zur Rekonstruktion der Lösung benötigt.
In der rechten Abbildung 3.2 sind beispielhaft die ersten drei Moden dar-
gestellt. Gut zu erkennen ist dabei, dass alle Moden auf der linken Seite
zu Null werden, und damit die homogene Dirichlet’sche Randbedingung
erfüllen. Auf der rechten Seite weisen die Moden alle eine verschwinden-
de Steigung auf und entsprechen somit der homogenen Neumann’schen
Randbedingung.
Die Ansatzfunktion für die Galerkin-Projektion setzt sich aus dem inho-
mogenen Anteil und der Approximation des homogenen Anteils durch
die POD-Moden zusammen
ya = w(t) · 1 +
N∑
i=1
ai(t)φi(x)
def=
N+1∑
i=1
ai(t)φi(x) . (3.4)
Zur Vereinfachung der Schreibweise wird der inhomogene Anteil in der
Summe mitgezählt mit der Aktuierungsmode als dem Element N+1.
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Die Zustände des reduzierten Modells sind die modalen Koeffizienten
und der aktuelle Wert der linken Randbedingung, diese werden in dem
Vektor
ξT = [ a1(t) a2(t) . . . aN (t) w(t) ] (3.5)
zusammengefasst. Durch die Galerkin-Projektion und das Einsetzen der
Dynamik der Aktuierung entsteht ein nichtlineares System gewöhnlicher
Differentialgleichungen, welches die zeitliche Entwicklung der Zustände
beschreibt
dξk
dt
= Fk(ξ,u) (3.6)
wobei die Funktion Fk die folgende Form annimmt
Fk =

−ξTQ(k)ξ + νL(k)ξ + g
(k)
φ
c1
· (ξN+1 − u)︸ ︷︷ ︸
=−c1·w˙
für k = 1, . . . ,N
− 1c1 (ξN+1 − u) für k = N + 1 .
Die Koeffizientenmatrizen und -vektoren ergeben sich direkt aus der
Projektion des Konvektions- und Diffusionsterms auf den Raum der
POD-Moden sowie aus der Projektion der Aktuierungsmode auf die
Basisfunktionen
Q
(k)
ij =
(
φi
∂φj
∂x
, φk
)
(3.7a)
L
(k)
i = −
(∂φi
∂x
,
∂φk
∂x
)
(3.7b)
g
(k)
φ = (1, φk) . (3.7c)
Bei der Berechnung der Koeffizienten des Diffusionsterms (3.7b) wird
dabei die partielle Integration und die Tatsache, dass die Moden auf der
linken Seite und deren Ableitungen auf der rechten Seite verschwinden,
ausgenutzt.
Die Dynamik der Aktuierung geht in zweifacher Weise in das reduzierte
Modell ein. Zum einen wird der aktuelle Wert der Randbedingung über
die letzte Zeile des Zustandsraummodells (3.6) bestimmt. Dieser Wert
geht als (N+1)ter Zustand in die Bestimmung der Moden ein. Zum an-
deren geht aber auch die aktuelle Änderungsrate der Randbedingung w˙
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in die Bestimmungsgleichung für die modalen Koeffizienten ein. Dieser
Anteil entsteht durch die Aktuierungsmode, die nicht orthogonal zu den
Funktionen der POD-Basis ist. Durch die Berücksichtigung des verzö-
gernden Verhaltens der Aktuierung kann diese Änderungsrate indirekt,
als Funktion der Eingangsgröße u und dem aktuellen Wert w = ξN+1
ausgedrückt werden. Andernfalls wäre die Änderungsrate w˙ selbst eine
Eingangsgröße des Modells.
Die Berücksichtigung der Randdynamik ist hier beispielhaft für eine
Dynamik erster Ordnung gezeigt. Das Vorgehen lässt sich direkt auf
Verzögerungen höherer Ordnung und auch nichtlineare Beschreibungen
erweitern. Dies geschieht allerdings auf Kosten weiterer Zustände, wel-
che das reduzierte Modell vergrößern.
Mit der Kenntnis des aktuellen Zustands lassen sich die Funktionswerte
der Lösung im gesamten Bilanzraum rekonstruieren. Die Ausgangsglei-
chung des Zustandsraummodells lautet dabei für einen beliebigen Punkt
x1 ∈ [0, 1]
y(x1,t) ≈ ya(x1,t) =
N+1∑
i=1
ai(t)φi(x1)
= [φ1(x1) . . . φN (x1) 1 ]︸ ︷︷ ︸
=C
·ξ(t) .
(3.8)
3.4 Regelung
Bei der verteilt-parametrischen Regelung können Aktuierung, Messung
und die eigentliche Regelgröße an unterschiedlichen Punkten im be-
trachteten Bilanzgebiet lokalisiert sein. Die hier betrachtete Anordnung
dieser Größen ist in Abbildung 3.3 skizziert. Die Aktuierung findet über
die Randbedingung auf der linken Seite statt. Als Regelgröße wird der
Funktionswert an der Stelle xC = 0,5 betrachtet. Die Messgröße wird
weiter stromab an der Stelle xM = 0,7 abgegriffen.
Die Dynamik zwischen Aktuierung, Regelgröße und Messgröße ist je-
weils durch die Konvektion dominiert und weist ein veränderliches Tot-
zeitverhalten auf. Damit die Regelgröße einer Führungsgröße ohne die-
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Abb. 3.3: Skizze der Positionen von Aktuierung, Messung und Regelgröße
se Totzeit und dem damit verbundenen Regelfehler folgen kann, muss
die Regelkreisstruktur eine vorsteuernde Komponente aufweisen. Um
gleichzeitig auf nicht modellierte Störungen reagieren zu können, ist
auch eine Rückführung von Messinformationen unabdingbar. Die mo-
dellgestützte prädiktive Regelung kombiniert inhärent Vorsteuerung und
Regelung und bietet sich daher als Regelungsverfahren an. Darüber hin-
aus bietet die MPR die Möglichkeit, Stellgrößen- und Zustandsbeschrän-
kungen explizit in der online-Optimierung zu berücksichtigen.
Das reduzierte Modell (3.6) besitzt eine nichtlineare Struktur, welche
das Verhalten in einer Umgebung der Ausgangslösung beschreibt, die
zur Modellreduktion verwendet wurde. Eine online-Optimierung der
Stellgrößen auf Basis dieses nichtlinearen Modells führt auf ein be-
schränktes nichtlineares Problem, dessen Lösung einen hohen Rechen-
aufwand erfordert. Andererseits ist der Gültigkeitsbereich eines linearen
Modells gegenüber dem nichtlinearen Modell deutlich eingeschränkt.
Zur Umgehung dieses Dilemmas wird die Prädiktion sowohl für den
Regelfehler als auch für den Beobachter zunächst auf Basis des nichtli-
nearen Modells bestimmt. Für die Optimierung der Stellgrößen und für
den Korrekturschritt des Beobachters wird das Modell anschließend um
den aktuellen Arbeitspunkt linearisiert.
Die Linearisierung um den Arbeitspunkt (ξ0, u0) erfolgt analytisch. Das
resultierende Modell hat die affine Form
dξ
dt
= F (ξ0,u0) +A(ξ − ξ0) + b(u− u0) , (3.9)
wobei die ersten N Zeilen der (N+1)×(N+1) SystemmatrixA durch
Ak,: = −(Q(k)ξ0)T − ξT0Q(k) + νL(k) + [0 . . . 0︸ ︷︷ ︸
N
1]
g
(k)
φ
c1
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Abb. 3.4: Aufbau der Reglerstruktur für die Burgers-Gleichung
gegeben sind. Die letzte Zeile der Systemmatrix enthält lediglich auf
der Diagonalen den Eintrag − 1c1 , welcher die Dynamik der Aktuierung
beschreibt. Der Eingangsvektor b besitzt die Form
b =
[
g
(1)
φ
c1
· · · g
(N)
φ
c1
1
]T
.
Die Abbildung 3.4 gibt einen Überblick über den Aufbau der Regler-
struktur. Die Regelstrecke wird durch den Block PDE gekennzeichnet.
Die Randbedingung bildet als Stellgröße den Eingang in die Regel-
strecke. Die Ausgänge sind zum einen die Regelgröße, zum anderen
der Messwert, der an den Beobachter übergeben wird. Der Beobach-
ter mit der nichtlinearen Prädiktion und der anschließenden Lineari-
sierung für den Korrekturschritt entspricht einem Extended Kalman
Filter und wird in der Abbildung durch den Block EKF zusammenge-
fasst. Der geschätzte Zustand wird zusammen mit der Stellgröße des
vorangegangenen Zeitschritts zur Prädiktion der freien Regelgröße ver-
wendet. Gleichzeitig wird der geschätzte Zustand für die Linearisierung
des Modells und die Anpassung der Referenztrajektorie verwendet.
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Für die Optimierung wird aus der Differenz der freien Regelgröße und
der Referenztrajektorie der freie Regelfehler E(k) über dem Prädikti-
onshorizont bestimmt. Aus dem linearen zeitdiskreten Modell wird die
erzwungene Systemantwort Θ infolge von Stellgrößenänderungen abge-
leitet. Wenn mit ∆U(k) die zukünftigen Stellgrößenänderungen bezeich-
net werden, lautet die Kostenfunktion zum aktuellen Zeitpunkt k
J(k) = ‖Θ∆U(k)− E(k)‖Q + ‖∆U(k)‖R . (3.10)
Der erste Summand dieser Kostenfunktion stellt die mit der Matrix Q
gewichteten Regelfehler unter Berücksichtigung der zukünftigen Aktuie-
rung dar. Der zweite Summand beschreibt die mit der MatrixR gewich-
teten zugehörigen Stellgrößenänderungen. Die Kostenfunktion bewertet
damit den gewichteten Nutzen und Aufwand der Aktuierung. Unter Be-
rücksichtigung einer Stellgrößenbeschränkung führt die Bestimmung der
zukünftigen Stelleingriffe auf ein beschränktes quadratisches Optimie-
rungsproblem
min
∆U(k)
J(k)
unter der Nebenbedingung
0 ≤ u ≤ 1 .
(3.11)
Dieses Optimierungsproblem wird mit einem Active-Set-Verfahren un-
ter Verwendung des qp-Lösers qpOASES [34] in jedem Zeitschritt ge-
löst.
Am Beispiel eines unbeschränkten Optimierungsproblems wird deutlich,
dass es sich bei einer MPR um eine reine Zustandsrückführung han-
delt [1]. Um eine stationäre Genauigkeit im Falle konstant einwirkender
Störungen zu erreichen, muss deshalb das reglerinterne Modell um einen
Störzustand erweitert werden2. Dieser zusätzliche Zustand wird als kon-
stant angenommen und auf die Ausgangsgröße addiert. Durch die Ver-
wendung dieses augmentierten Modells sowohl in dem Beobachter als
auch für die Prädiktion erhält der Regler das benötigte integrierende
Verhalten. Die stationäre Genauigkeit bezieht sich hierbei aber nur auf
die exakte Übereinstimmung der Messgröße mit der Ausgangsgröße des
2Es sei denn, die Strecke weist bereits ein integrierendes Verhalten auf, wie es in
dem Beispiel der kompressiblen Euler-Gleichungen der Fall ist.
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Beobachters. Weil die Regelgröße selbst nicht gemessen werden kann,
muss diese anhand des Messwerts rekonstruiert werden. Eine Störung
oder ein Fehler im Modell des Übertragungsverhaltens zwischen Mess-
und Regelgröße kann nicht kompensiert werden.
3.5 Ergebnisse
Nachdem in den vorangegangenen Abschnitten die Modellreduktion und
die Regelung detailliert beschrieben worden sind, zeigt dieser Abschnitt
nun die Ergebnisse der numerischen Simulation. Das dabei verwendete
reduzierte Modell wurde mit den ersten neun POD-Moden gebildet. Wie
in der Abbildung 3.2 auf Seite 41 zu sehen ist, entspricht dies einem
relativen Informationsgehalt von über 95% der Ausgangslösung.
3.5.1 Modellvalidierung
Zur Validierung des reduzierten Modells werden die Strecke und das
Modell parallel mit denselben Eingangsdaten simuliert. Von der voll-
ständigen Lösung der partiellen Differentialgleichung wird anschließend
der inhomogene Anteil der Ansatzfunktion (3.4) subtrahiert, und der
verbleibende homogene Anteil auf die einzelnen POD-Basisfunktionen
projiziert. Auf diese Weise ergibt sich für jede POD-Mode der zugehö-
rige Verlauf der modalen Koeffizienten. Diese Verläufe werden mit den
Zuständen des reduzierten Modells verglichen. Da diese Zustände die
modalen Koeffizienten abbilden bzw. vorhersagen sollen, liegen beide
im Idealfall übereinander.
Als Eingangssignale werden für die Validierung Signalverläufe verwen-
det, die nicht mit der Aktuierung für die Erzeugung der Ausgangslösung
übereinstimmen. In diesem Fall wurde das Modell mit einer Reihe von
sinusförmigen Anregungen beaufschlagt. Die Abbildung 3.5 zeigt dazu
den Zeitverlauf der ersten drei modalen Koeffizienten und der zugehö-
rigen Modellzustände für ein Eingangssignal u(t) = 0,5 + 0,25 sin(ωt)
mit einer dimensionslosen Kreisfrequenz ω = 0,2pi. Zur besseren Dar-
stellung der Zeitverläufe, werden diese durch den Singulärwert σi der
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Abb. 3.5: Verlauf der modalen Koeffizienten und Modellzustände für eine
sinusförmige Anregung
entsprechenden Mode dividiert. Dadurch sind alle Signale von vergleich-
barer Größenordnung. Da das System aus der Ruhelage y = 0 angeregt
wurde, ist der Systemantwort auf das periodische Signal noch der Ein-
schwingprozess überlagert. Die Verläufe der Modellzustände und der
Koeffizienten stimmen mit hoher Genauigkeit überein. Merkbare Ab-
weichungen treten erst bei höheren Moden auf, die ihrerseits nur einen
geringen Einfluss auf die Ausgangsgröße haben. Zur Modellvalidierung
wurden Eingangssignale im Frequenzbereich zwischen 0,002pi und 20pi
untersucht. Der maximale relative Approximationsfehler betrug dabei
1,9%.
3.5.2 Closed-Loop Simulation
Zur Darstellung des Reglerverhaltens wird eine Sollwertfolge unter idea-
len Bedingungen und eine Sollwertfolge unter Berücksichtigung von
Messrauschen und Störeinflüssen betrachtet.
Für die Simulation des geschlossenen Regelkreises werden abwechselnd
der PDE-Löser und der Regelalgorithmus aufgerufen. Der Programm-
ablauf ist dabei in der Abbildung 3.6 skizziert. Nach der Initialisierung
einer Anfangslösung wird zunächst der PDE-Löser aufgerufen. Dieser si-
muliert die Systemantwort unter der vorgegebenen Randbedingung für
einen Abtastschritt, hier 0,1 Zeiteinheiten. Die interne Abtastrate des
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Abb. 3.6: Programmstruktur der Simulation des geschlossenen Regelkreises
Lösers ist dabei deutlich höher und wird durch die eingestellte Fehlerto-
leranz von 10−6 bestimmt. Nachdem die Simulation der partiellen Diffe-
rentialgleichung für den Abtastschritt abgeschlossen ist, wird der Wert
der Lösung am Ort der Messung xM an den Regelalgorithmus überge-
ben. Dieser berechnet, wie oben beschrieben, die notwendige Stellgröße.
Diese wird in Form der Randbedingung wieder an den PDE-Löser über-
geben und der nächste Abtastschritt simuliert. Nach Abschluss dieser
Schleife erfolgt die Auswertung der Daten.
Für die modellprädiktive Regelung wurde die untere Grenze des Prä-
diktionshorizonts auf 15 gesetzt. Dies entspricht dem erwarteten Zeit-
verzug, bis sich die Änderungen der Aktuierung am Ort der Regelgröße
bemerkbar machen. Die obere Grenze des Prädiktionshorizonts wird auf
50 gesetzt und der Stellhorizont der Optimierung erstreckt sich über 15
Zeitschritte. Als Wichtungsmatrizen der Kostenfunktion (3.10) werden
Einheitsmatrizen verwendet. Für das Extended Kalman Filter werden
Prozess- und Messrauschen ebenfalls gleich stark gewichtet, jeweils mit
dem 0,001-fachen der Einheitsmatrix.
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Abb. 3.7: Zeitverlauf der Führungs- und Regelgröße (oben) sowie der
Stellgröße und linken Randbedingung (unten) für die geregelte
Burgers-Gleichung unter idealen Bedingungen
Die Abbildung 3.7 zeigt das Ergebnis der Simulation mit diesen Reg-
lereinstellungen. In der Grafik ist oben der Verlauf des Referenzwerts
und der Regelgröße dargestellt, die untere Grafik zeigt die Stellgrößen-
vorgabe des Reglers und den tatsächlichen Wert der linken Randbe-
dingung. Bei dieser Simulation wurden ideale Bedingungen angenom-
men, das heißt der Messwert wird unverfälscht übergeben und es wir-
ken keine Störeinflüsse auf das System. Damit dient diese Simulation
zur Beurteilung der Leistungsfähigkeit des Reglers. Dass die sprung-
förmige Änderung der Führungsgröße nicht ideal nachgefahren werden
kann, ergibt sich schon aus der verzögernden Dynamik der Aktuierung.
Dennoch wird der richtige Zeitpunkt der Aktuierung von dem Regler
korrekt antizipiert, so dass der Regelfehler gering bleibt. Bei dem Rück-
sprung der Führungsgröße von 0,5 auf 0,25 zum Zeitpunkt 15 wird die
Stellgrößenbeschränkung aktiv. Das Gebiet der zulässigen Stellgrößen
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Abb. 3.8: Zeitverlauf der Führungs- und Regelgröße (oben), des idealen
und verrauschten Messsignals (mitte) sowie der aufgeprägten und
geschätzten Ausgangsstörung (unten) für die geregelte Burgers-
Gleichung
ist dabei durch zwei hellgraue Linien gekennzeichnet. Der Regler kennt
diese Grenzen und hält die Aktuierung im zulässigen Bereich. Wie oben
beschrieben, kann die stationäre Genauigkeit per se nicht erreicht wer-
den, weil Mess- und Regelgröße an unterschiedlichen Punkten liegen.
Im stationären Fall liegen Soll- und Istwert der Regelgröße trotzdem
mit sehr hoher Genauigkeit beieinander, weil das Übertragungsverhal-
ten zwischen Mess- und Regelgröße durch das reduzierte Modell gut
abgebildet wird.
Mit der Simulation unter dem Einfluss von Messrauschen und Stör-
größen wird die Robustheit des Reglers gegenüber Störungen getestet.
Das Ergebnis dieser Simulation ist in der Abbildung 3.8 aufgetragen.
In der oberen Grafik ist wiederum der Verlauf der Referenz- und der
Regelgröße aufgetragen. Die mittlere Grafik zeigt den idealen Verlauf
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der Messgröße und das tatsächlich an den Regler übermittelte Signal.
Die untere Abbildung zeigt den Verlauf der Ausgangsstörung, die glo-
bal auf die Lösung der Burgers-Gleichung addiert wurde, und den vom
Zustandsbeobachter geschätzten Verlauf dieser Größe. Ein auffallendes
Ergebnis dieser Simulation ist der deutliche Regelfehler in den Zeit-
bereichen, in denen sich die Störgröße ändert. Obwohl der Beobachter
die Störgröße richtig schätzt, ist der Regler nicht in der Lage, diese
zu kompensieren. Dieser Missstand ist jedoch nicht auf das reduzier-
te Modell zurückzuführen, sondern auf das gewählte Störgrößenmodell.
Das Innere-Modell-Prinzip besagt, dass „eine Sollwertfolge nur dann er-
reicht werden kann, wenn der Regelkreis ein inneres Modell der Stör-
und Führungssignale erhält“ [81]. In dem hier verwendeten Störgrößen-
modell wurde jedoch eine konstante Störgröße angenommen. Um die
Störung auch dynamisch kompensieren zu können wäre allerdings ein
integrierendes Störgrößenmodell erforderlich gewesen.
Anhand des glatten Verlaufs der Regelgröße, lässt sich als weiteres Er-
gebnis dieser Simulation erkennen, dass die Bestrafung der Stellgrößen-
änderungen in Kombination mit den Tiefpasseigenschaften des Systems
das Messrauschen nahezu vollständig unterdrückt.
3.5.3 Diskussion
In diesem Kapitel wurde an einem überschaubaren Beispiel die Anwen-
dung des POD-Galerkin-Verfahrens und die anschließende Einbindung
in eine modellbasierte Regelung gezeigt. Ergänzend zu anderen Arbeiten
zur Regelung der Burgers-Gleichung wurde hier zusätzlich eine Dyna-
mik der Aktuierung berücksichtigt, die für reale technische Systeme von
Interesse sein könnte.
Das reduzierte Modell mit insgesamt zehn Zuständen zeigte dabei so-
wohl in der Validierung als auch beim Einsatz im geschlossenen Regel-
kreis eine sehr hohe Genauigkeit sowie eine gute Robustheit gegenüber
rauschbehafteten Messwerten und externen Störungen.
Die erreichbare Reduktion und damit die Größe des reduzierten Modells
hängt bei dem POD-Galerkin-Verfahren allerdings stark von dem Vis-
kositätsparameter bzw. dessen dimensionslosen Pendant, der Reynolds-
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Zahl der Burgers-Gleichung ab. Bei sehr hohen Reynolds-Zahlen, oder
dementsprechend geringen Viskositäten sind sehr viele Moden für eine
sinnvolle Approximation notwendig. Entwurfsverfahren, welche direkt
auf der kontinuierlichen Form der partiellen Differentialgleichung auf-
bauen sind hier im Vorteil, weil die Viskosität dabei als Parameter in
das Regelgesetz eingeht. Eventuell bietet die Cole-Hopf-Transformation
hier eine Möglichkeit, einen Regler auf Basis eines reduzierten Modells
für die lineare Reaktions-Diffusionsgleichung zu bestimmen, und dann
für die Burgers-Gleichung zu transformieren. Hier besteht noch weiterer
Forschungsbedarf.
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4.1 Galerkin-Ansätze für kompressible
Strömungen
Für die Modellreduktion von inkompressiblen Strömungen ist das Ga-
lerkin-Verfahren in verschiedenen Varianten mittlerweile etabliert. Da-
zu sind eine Vielzahl an Arbeiten zum Beispiel zur Modellierung der
Kármánschen Wirbelstrukturen eines umströmten Zylinders durchge-
führt worden [44, 82, 91]. Die Näherung der Strömung als inkompressi-
bel schließt aber nicht nur Strömungen in höheren Mach-Zahl-Bereichen
(Ma > 0,3) von der Betrachtung aus, sondern auch eine Reihe tech-
nisch relevanter Phänomene wie Geräuschemissionen, Verbrennungen
oder Wärmeübergänge. Die Modellierung solcher Prozesse erfordert die
kompressible Form der Navier-Stokes-Gleichungen.
Die Ableitung eines reduzierten Modells aus den kompressiblen Glei-
chungen ist jedoch im Vergleich zu dem inkompressiblen Fall deut-
lich komplexer. Neben der Massen- und Energieerhaltung, die in der
kompressiblen Form als dynamisch relevante Erhaltungsgleichungen zu
den Impulsbilanzen hinzukommen, ist vor allen Dingen die veränder-
liche Dichte der Hauptgrund für diese Komplexität. Weil die Dichte
im Nenner der Impuls- und Energiebilanz auftaucht, entstehen mit ei-
ner POD-Ansatzfunktion gebrochen-rationale Ausdrücke, auf welche die
Galerkin-Projektion nicht angewendet werden kann. In der Literatur
finden sich zwei Ansätze, mit denen dieses Problem umgangen werden
kann.
Der Ansatz von Iollo et al. [58] besteht in der Umformulierung der Mas-
senbilanz. Statt wie üblich die Dichte zu bilanzieren, formulieren Iollo et
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al. die Massenbilanz auf Basis des spezifischen Volumens, dem Reziprok-
wert der Dichte. Dadurch entfallen die Nennerausdrücke in der Impuls-
und Energiebilanz. Iollo et al. verwenden diese Form um daraus ein Mo-
dell abzuleiten, mit dem die Zeitschrittweite der numerischen Simulation
einer kompressiblen Strömung vergrößert werden kann. Der gleiche An-
satz wird ebenfalls von Bourguet et al. für die reduzierte Modellbildung
einer 2D-Profilumströmung [15] und einer 3D-Flügelströmung [16] ver-
wendet. In beiden Fällen werden die Koeffizienten des reduzierten Mo-
dells dabei allerdings nicht direkt aus der Galerkin-Projektion bestimmt,
sondern durch eine nachgeschaltete Kalibrierung an die Trainingsdaten
angepasst. Diese Kalibrierung war nach Aussage der Autoren notwendig,
um die ungenaue Langzeit-Prädiktion des Modells zu verbessern. Eine
Aktuierung wird in keiner der genannten Arbeiten berücksichtigt.
Der andere Ansatz zur Formulierung der Erhaltungsgleichungen stammt
von Rowley et al. [104]. Unter der Einschränkung moderater Mach-
Zahlen und Strömungen ohne Wärmeübergang werden dabei ausschließ-
lich isentrope Zustandsänderungen berücksichtigt. Dadurch kann das
System durch die Impulsbilanz und die Bilanz einer thermodynamischen
Variablen beschrieben werden. Die Bilanzierung der lokalen Schallge-
schwindigkeit liefert dabei eine günstige Form, welche die Galerkin-
Projektion ermöglicht. Rowley et al. wenden diese Modellierung auf eine
überströmte Kavität an und sind damit in der Lage, den akustischen
Grenzzyklus wiederzugeben. Nagarajan et al. [88] greifen diesen Ansatz
auf und betrachten ebenfalls die überströmte Kavität, berücksichtigen
aber zusätzlich eine Aktuierung. Die Koeffizienten des reduzierten Mo-
dells werden dabei nicht mehr allein durch die Galerkin-Projektion be-
stimmt, sondern wiederum durch eine nachgeschaltete Kalibrierung.
Gloerfelt [41] vergleicht in seiner Arbeit die beiden Ansätze von Iol-
lo und Rowley am Beispiel der überströmten Kavität. Zwar berichtet
er von einen besseren Langzeitverhalten bei der isentropen Näherung,
führt dieses aber auf die höhere Auflösung der zugrunde liegenden CFD-
Rechnung zurück. Zur Verbesserung des Langzeitverhaltens untersucht
Gloerfelt verschiedene Ansätze, von denen sich die Kalibrierung der Ko-
effizienten anhand der bekannten POD-Trajektorien als die beste er-
weist.
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Neben den von Iollo und Rowley beschriebenen Möglichkeiten existie-
ren weitere Ansätze zur Anwendung des Galerkin-Verfahrens auf kom-
pressible Strömungen. Diese sind aber mit großen Einschränkungen des
Gültigkeitsbereichs der reduzierten Modelle verbunden. So erstellen Lu-
cia und Beran [77] ein Modell für eine reibungsfreie Strömung mit ei-
ner Mach-Zahl von 0,75 auf Basis der linearisierten Euler Gleichungen.
Durch die Linearisierung entfallen dabei alle für die Galerkin-Projektion
kritischen Terme. Es entsteht ein lineares aber instabiles Zustandsraum-
modell, welches über eine interne Rückführung stabilisiert werden muss,
um sinnvoll anwendbar zu sein. Zur Beschreibung der Temperaturver-
teilung in einem geschlossenen Raum benutzten Sempey et al. [109] ein
Galerkin-Modell, bei dem die Strömung als konstant angenommen wird
und lediglich das Temperaturfeld über die Energiegleichung bilanziert
wird. Die zur Abbildung der natürlichen Konvektion wichtige Wechsel-
wirkung zwischen Temperaturfeld und Strömungsverteilung wird mit
einem solchen Modell nicht erfasst, weshalb der Gültigkeitsbereich des
Modells sehr gering ist.
Die Tatsache, dass eine Aktuierung über Randbedingungen in den ge-
nannten Arbeiten, wenn überhaupt, dann mittels Kalibrierung [88], be-
rücksichtigt wurde, zeigt, dass hier eine weitere Schwierigkeit gegenüber
dem Verfahren für inkompressible Strömungen vorliegt. Während im
inkompressiblen Fall die Randbedingung vom selben Typ wie die Bi-
lanzgröße ist, stehen im kompressiblen Fall eine Reihe von möglichen
Randbedingungen zur Verfügung, die auf die Variablen der Erhaltungs-
gleichung umgerechnet werden müssen. Dementsprechend gibt es zwar
Arbeiten, die eine Regelung kompressibler Strömungen zeigen [40, 57],
diese verwenden aber identifizierte Modelle, die nicht aus den Erhal-
tungsgleichungen abgeleitet sind.
Zwei wesentliche Schritte bei der Modellreduktion für kompressible Strö-
mungen sind damit eine geeignete Formulierung der Erhaltungsgleichun-
gen und die Berücksichtigung von Randbedingungen für die Aktuierung.
Dazu kommt noch die Wahl eines konsistenten inneren Produkts für die
Projektion, die im Abschnitt 4.3 ausführlich diskutiert wird. Das vor-
liegende Kapitel zeigt am Beispiel einer reibungsfreien kompressiblen
1D-Strömung die Modellreduktion und die anschließende Anwendung
in einer modellbasierten Regelung.
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Abb. 4.1: Rohrströmung mit Geschwindigkeitsprofil
4.2 Modellbildung
Das System, welches im folgenden betrachtet wird, orientiert sich an
der eindimensionalen Beschreibung der Gasphase eines Drehrohrofens
zur Zementherstellung, wie es in der Dissertation von Küssel [72] be-
schrieben wird. Eine Verbrennungsreaktion wird nicht direkt modelliert,
stattdessen kann der Wärmeeintrag in die Strömung über eine Randbe-
dingung vorgegeben werden. Ferner wird angenommen, dass das Rohr
einen konstanten Querschnitt besitzt und die Strömung keine nennens-
werte Höhendifferenz überwindet. Das System charakterisiert damit ei-
ne Rohrströmung, deren Geschwindigkeitprofil sich mit Lauflänge des
Rohres ändert, über den Querschnitt aber konstant ist. Eine Skizze des
Systems ist dazu in Abbildung 4.1 gezeigt.
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4.2.1 Erhaltungsgleichungen
Das System wird durch die Erhaltungsgleichungen für Masse, Impuls
und Energie beschrieben. In konservativer Formulierung lauten diese
∂ρ
∂t
+∇ · (ρu) = 0 (4.1a)
∂(ρu)
∂t
+∇ · (ρu · u) = −∂p
∂x
+ FR (4.1b)
∂(ρE)
∂t
+∇ · (ρE · u) = ρq˙ − ∂(up)
∂x
+ FRu− keff
Lx
(T − Tu) . (4.1c)
Dazu kommen die thermische und kalorische Zustandsgleichung idealer
Gase
p = (γ − 1) · ρe (4.1d)
e = cv · T . (4.1e)
Die erste Gleichung ist die Massenbilanz für ein infinitesimales Kontroll-
volumen, wobei ρ die Dichte und u die Geschwindigkeit in Richtung der
Koordinate x beschreibt. Die zweite Gleichung bilanziert den Impuls
(ρu) in x-Richtung. Dabei beschreibt p den statischen Druck und FR
eine Reibungskraft, die der lokalen Strömungsrichtung entgegen wirkt.
Diese Reibungskraft wird als
FR = − µ
D
ρu |u| (4.2)
angenommen, wobei µ die Rohrreibungszahl und D den betrachteten
Rohrdurchmesser beschreiben. In der Energiebilanz (4.1c) bezeichnet E
die totale Energie der Strömung, die sich aus den Anteilen der inneren
Energie e und der kinetischen Energie u2/2 zusammensetzt. Mit dem
letzten Ausdruck auf der rechten Seite wird ein Wärmestrom über die
Rohrwand berücksichtigt, wobei keff den effektiven Wärmedurchgangs-
koeffizienten und Tu die Umgebungstemperatur außerhalb des Rohres
bezeichnet. Zur Schließung des Gleichungssystems werden das ideale
Gasgesetz (4.1d) mit dem Isentropenkoeffizienten γ und die kalorische
Zustandsgleichung eines idealen Gases (4.1e) verwendet.
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Aus regelungstechnischer Sicht stellen die Gleichungen (4.1) ein verteilt-
parametrisches Mehrgrößensystem dar, bei dem die verschiedenen Zu-
stände Dichte, Geschwindigkeit, Temperatur und Druck in nichtlinearer
Weise miteinander verkoppelt sind. Durch den dominierenden Einfluss
der Konvektion wirken sich Änderungen der Randbedingungen mit einer
zeitlichen Verzögerung auf das Innere des Systems aus. Die Verzögerung
ist abhängig von dem aktuellen Geschwindigkeitsprofil. Das Übertra-
gungsverhalten von der Aktuierung am Rand auf einen Punkt im Inne-
ren des System wird daher zum einen durch die Kopplung zwischen den
verschiedenen physikalischen Zustandsgrößen und zum anderen durch
die variable Totzeit bestimmt.
4.2.2 Numerische Lösung
Zur Bestimmung einer Ausgangslösung für die Modellreduktion sowie
zur Simulation im geschlossenen Regelkreis sind numerische Lösungen
der Regelstrecke notwendig. Diese besteht hier aus einem System hyper-
bolischer partieller Differentialgleichungen. Zur vollständigen Beschrei-
bung dieses System gehören neben den Erhaltungsgleichungen auch die
Anfangs- und Randbedingungen. Da in jeder Gleichung nur zeitliche
und örtliche Ableitungen ersten Ordnung auftreten genügt die Anga-
be von jeweils einer Anfangsbedingung und einer Randbedingung für
jede Bilanzgröße. Bei den hier betrachteten subsonischen Strömungen,
werden zwei Bilanzgrößen am Einlass und eine Bilanzgröße am Auslass
vorgegeben.
Zur Bestimmung einer numerischen Lösung müssen die algebraischen
Gleichungen (4.1d) und (4.1e) in die Differentialgleichungen (4.1a) bis
(4.1c) eingesetzt werden. Dadurch werden die Variablen T und p elimi-
niert. Mit der Umbenennung der Variablen als
ψ =
ψ1ψ2
ψ3
 =
 ρρu
ρE
 (4.3)
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lauten die Systemgleichungen dann
∂ψ1
∂t
+ ∂ψ2
∂x
= 0 (4.4a)
∂ψ2
∂t
+ ∂
∂x
(ψ22
ψ1
+ (γ − 1)(ψ3 − ψ
2
2
2ψ1
)
)
= − µ
D
ψ2
∣∣∣∣ψ2ψ1
∣∣∣∣ (4.4b)
∂ψ3
∂t
+ ∂
∂x
(ψ2ψ3
ψ1
+ ψ2
ψ1
(γ − 1)(ψ3 − ψ
2
2
2ψ1
)
)
=
ψ1q˙ − µ
D
ψ22
ψ1
∣∣∣∣ψ2ψ1
∣∣∣∣− keffLxcv
(ψ3
ψ1
− 12
(ψ2
ψ1
)2)+ keff
Lx
Tu .
(4.4c)
Zur numerischen Lösung wird der NAG-Solver d03pf [94] verwendet.
Mit dem Linienverfahren werden dabei die Gleichungen über dem Ort
diskretisiert und das Problem so auf ein System gewöhnlicher Diffe-
rentialgleichungen im Zeitbereich reduziert. Für die Diskretisierung des
Konvektiv-Terms wird ein Vorwärtsdifferenzen-Schema verwendet, wel-
ches sich auf die Lösung eines unbeschränkten Systems stützt. Diese
Lösung wiederum wird als Subroutine über den Approximate Riemann
Solver d03pw [101] bereitgestellt. Dadurch wird sichergestellt, dass die
Differenzen immer in Richtung der Charakteristiken des Systems ge-
bildet werden. Mit diesem Verfahren können auch Lösungen mit sehr
großen Gradienten, die sogenannten Schocklösungen, bestimmt werden,
die in hyperbolischen Systemen auftreten können. Die Lösung des re-
sultierenden ODE-Systems erfolgt mit einem impliziten Mehrschritt-
verfahren mit variabler Zeitschrittweite, welches die Vorgabe einer Feh-
lerschranke erlaubt. Für die im Rahmen dieser Arbeit durchgeführten
Rechnungen wurde eine einheitliche Fehlertoleranz von 10−6 vorgege-
ben.
Für die Bestimmung einer Ausgangslösung wurde das System durch ei-
ne zeitliche Veränderung der Randbedingungen für Dichte ρ und Strö-
mungsgeschwindigkeit u am Einströmrand angeregt. Den subsonischen
Charakteristiken des Systems entsprechend, wird der Druck am Auslass
vorgegeben. Formuliert in den Rechenvariablen ψ lauten die Randbe-
dingungen
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ψ1(0, t) = ρL(t) (4.5a)
ψ2(0, t)
ψ1(0, t)
= uL(t) (4.5b)
(γ − 1)(ψ3(50, t)− ψ2(50, t)2
ψ1(50, t)
)
= 1013,25 hPa . (4.5c)
Die Verläufe von Dichte und Geschwindigkeit über der Zeit, welche für
die Ausgangslösung als Randbedingungen verwendet wurden, sind in
der Abbildung 4.2 zu sehen. Als Anfangswert wird die stationäre Lö-
sung mit den zu diesem Zeitpunkt vorliegenden Randbedingungen ge-
wählt. Dadurch ist gewährleistet, dass sich das System zu Beginn der
Simulation in Ruhe befindet. Auf Basis der numerischen Lösung dieses
Anfangs-Randwertproblems wird die Modellreduktion durchgeführt, die
im nächsten Abschnitt beschrieben ist.
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Abb. 4.2: Zeitlicher Verlauf der Randbedingungen für die Erzeugung einer
Ausgangslösung
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Abb. 4.3: Relativer Informationsgehalt für eine gemeinsame POD-Zerlegung
über alle physikalischen Größen (o) und der separaten Zerlegun-
gen für einzelne Größen
4.3 Modellreduktion
4.3.1 Inneres Produkt und Dimensionen
Für inkompressible Strömungen besteht die Modellreduktion aus der
POD-Zerlegung des Geschwindigkeitsfelds und der anschließenden Pro-
jektion auf die Impulsbilanz. Die Massenbilanz wird dabei inhärent
durch die POD-Moden erfüllt und muss nicht über einen zusätzlichen
Zustand erfüllt werden. In kompressiblen Strömungen sind dagegen auch
die Massenbilanz und die Energiebilanz dynamisch relevant und müs-
sen in dem Galerkin-Modell berücksichtigt werden. Dazu gibt es zwei
Möglichkeiten. Erstens die Verwendung einer jeweils eigenen Ansatz-
funktion für jede physikalische Größe und die dazugehörige separate
POD-Zerlegung dieser Variablen. Die zweite Möglichkeit ist eine ge-
meinsame vektorielle Ansatzfunktion für alle Größen und dementspre-
chend eine POD-Zerlegung über alle Variablen. In der Abbildung 4.3
ist dazu sowohl für die erste, als auch für die zweite Möglichkeit der re-
lative Informationsgehalt aufgetragen. Wie zu erwarten, lassen sich die
einzelnen Größen jeweils durch weniger Moden abbilden, als bei einem
gleichem Informationsgehalt für die Reproduktion aller Zustände gleich-
zeitig notwendig sind. In Summe sind aber mehr Zustände notwendig,
wenn das System mit separaten Ansatzfunktionen aufgebaut ist. Dies
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hat sich auch in den zu dieser Arbeit durchgeführten Simulationen be-
stätigt. Daher wird nachfolgend nur noch der Fall einer gemeinsamen
POD-Zerlegung weiterverfolgt.
Bei der POD-Zerlegung eines reinen Geschwindigkeitsfelds wird je nach
Dimension des Problems ein inneres Produkt verwendet, in dem ein
bis drei Geschwindigkeitskomponenten bzw. deren Fluktuationsgrößen
auftauchen, welche aufsummiert und über dem Rechengebiet integriert
werden. Die Dimensionen des inneren Produkts sind konsistent und er-
lauben darüber hinaus die Interpretation des relativen Informationsge-
halts als Anteil der abgebildeten turbulenten kinetischen Energie. Bei
der POD-Zerlegung der kompressiblen Strömung enthält das innere Pro-
dukt die Schwankungsgrößen von Dichte, Geschwindigkeit und Energie
oder Druck. Die Dimensionen der physikalischen Größen passen da-
durch nicht zueinander. Das gewählte Maß einer physikalischen Größe
ist dabei ein willkürlicher Gewichtungsfaktor in der Bildung des inneren
Produkts. Beispielsweise kann der Druck in Pascal oder in Bar ange-
geben werden. Bei gleichbleibenden Maßen der anderen physikalischen
Größen macht das einen Unterschied in der Gewichtung vom Faktor 105
aus und führt zu anderen Moden bei der POD-Zerlegung.
Notwendig wäre entweder eine dimensionsgleiche oder eine dimensions-
lose Formulierung des inneren Produkts. Erstere wird in der Arbeit von
Rowley et al. [104] durch die Approximation der Strömung als isentrop
erreicht. Dadurch gelingt es den Autoren ein inneres Produkt zu verwen-
den, in dem nur die Strömungsgeschwindigkeit und die lokale Schallge-
schwindigkeit berücksichtigt werden. Die dimensionslose Formulierung
lässt sich durch die Verwendung von dimensionslosen Variablen erzie-
len, wobei hier durch die Wahl der jeweiligen Referenzgröße eine Ge-
wichtung vorgenommen wird. Bourguet et al. [15,16] dividieren dazu in
ihren Arbeiten die Variablen des inneren Produkts durch die Varianz
der Fluktuation dieser Größe. In der hier vorliegenden Arbeit wird die
Modellreduktion auf der Basis dimensionsloser Variablen durchgeführt.
Dabei werden als Referenzgrößen für die Variablen die Randbedingun-
gen der stationären Anfangslösung verwendet, welche damit eine Art
Arbeitspunkt darstellt, um den das reduzierte Modell gebildet wird. Die
Referenzlänge und die Referenzzeit sind die Ausdehnung des Rechenge-
biets und die mittlere Verweilzeit der Strömung für den betrachteten
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Arbeitspunkt. Mit dieser Normierung sind alle Summanden des inneren
Produkts von der Größenordnung Eins.
4.3.2 Umformulierung der Erhaltungsgleichung
Ebenso wie für die numerische Lösung der Systemgleichungen muss
auch für die Galerkin-Projektion eine Form ohne algebraische Glei-
chungen vorliegen. Die Form (4.4), welche für den numerischen Lö-
ser verwendet wird, ist dabei für die Galerkin-Projektion aufgrund der
gebrochen-rationalen Ausdrücke nicht geeignet. Da ausschließlich die
Dichte, in (4.4) mit ψ1 bezeichnet, als Nenner auftritt, wird entspre-
chend dem Ansatz von Iollo et al. [58] die Massenbilanz mit dem spe-
zifischen Volumen ζ formuliert, welches dem Reziprokwert der Dichte
entspricht. Es gilt
ζ = 1
ρ
. (4.6)
Für die Massenbilanz des Systems folgt damit
∂ζ
∂t
= ζ ∂u
∂x
− u∂ζ
∂x
. (4.7)
Die Herleitung dieser Form, ausgehend von der Massenbilanz in Abhän-
gigkeit der Dichte ist im Anhang A.3 angegeben.
Um kubische Ausrücke in dem reduzierten Modell zu vermeiden, sind
weitere Änderungen gegenüber der Form (4.4) notwendig. Zum einen
wird die Impulsbilanz in nicht-konservativer Form gewählt, zum ande-
ren statt der Gesamtenergie die spezifische innere Energie in konserva-
tiver Form bilanziert. Dazu wird die Impulsgleichung beidseitig mit der
Strömungsgeschwindigkeit multipliziert und von der Energiegleichung
subtrahiert. Beide Änderungen sind gebräuchliche Formulierungen der
Euler- und auch der Navier-Stokes-Gleichungen. Eine Übersicht der ver-
schiedenen Formen ist beispielsweise bei Anderson [6] zu finden.
Um konform zu dem inneren Produkt zu sein, müssen auch die Erhal-
tungsgleichungen in dimensionsloser Form verwendet werden. Mit den
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Tabelle 4.1: Werte und Einheiten der verwendeten Simulationsparameter
Symbol Bedeutung Wert Einheit
γ Isentropenexponent 1,4 -
µ Rohrreibungszahl 0,15 -
Lx Rohrlänge 50 m
D Rohrdurchmesser 3 m
keff Wärmedurchgangskoeffizient 13,33 Wm2·K
ρ∞ Referenzdichte 1,2 kgm3
u∞ Referenzgeschwindigkeit 72 ms
T∞ Referenztemperatur 293,15 K
p∞ Referenzdruck 101325 Pa
cv isochore Wärmekapazität 718 Jkg·K
Rs spezifische Gaskonstante 287 Jkg·K
beschriebenen Anpassungen lauten diese
∂ζ
∂t
= ζ ∂u
∂x
− u∂ζ
∂x
(4.8a)
∂u
∂t
= −u∂u
∂x
− c21 ζ ∂(ρe)
∂x
− c22 u|u| (4.8b)
∂(ρe)
∂t
= −u∂(ρe)
∂x
− γ(ρe)∂u
∂x
− c31 ζ(ρe) + c32 . (4.8c)
In dieser Formulierung sind das spezifische Volumen ζ, die Strömungsge-
schwindigkeit u und die spezifische innere Energie (ρe) die Bilanzgrößen.
Die konstanten Koeffizienten cij ergeben sich aus der dimensionslosen
Formulierung der physikalischen Größen. Aufgeschlüsselt lauten diese
Koeffizienten
c21 = (γ − 1)cvT∞
u2∞
c22 = µ
Lx
D
c31 =
keff
ρ∞u∞cv
c32 =
keffTu
ρ∞u∞cvT∞
.
Sämtliche Werte und Einheiten der verwendeten Simulationsparameter
sind in der Tabelle 4.1 angegeben.
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Für die Systembeschreibung in der Form (4.8) lautet die Ansatzfunktion
für die Galerkin-Projektion ζu
ρe
 ≈ ζL
10
0
+ uL
01
0
+ (ρe)R
00
1
+ N∑
i=1
a(i)
φ
(i)
1
φ
(i)
2
φ
(i)
3
 . (4.9)
Die ersten drei Summanden gewährleisten die Erfüllung der vorgegebe-
nen Randbedingungen des Problems zu jedem Zeitpunkt. Die Variablen
ζL und uL geben dabei den aktuellen Wert des spezifischen Volumens
bzw. der Geschwindigkeit am linken Rand an, während (ρe)R den Wert
der konstanten Randbedingung am rechten Rand bezeichnet. Dieser An-
teil der Ansatzfunktion wird von den Snapshots der Ausgangslösung
subtrahiert, so dass für die POD ein Datenensemble mit homogenen
Randbedingungen vorliegt. Die so bestimmten POD-Moden bilden die
Basisfunktionen φ(x) in der Ansatzfunktion (4.9).
Die Anwendung der Galerkin-Projektion auf den Raum der POD-Moden
führt auf das ODE-System der Form
a˙k = (a ζL uL)TQ(k)
 aζL
uL
+ l(k)
 aζL
uL
+ p(k) + b(k)( ζ˙L
u˙L
)
= fk(a, ζL, uL, ζ˙L, u˙L) für k = 1, . . . , N.
(4.10)
Die Koeffizienten der einzelnen Terme in dieser Gleichung sind im An-
hang B.1 angegeben. In der angegebenen Gleichung stellen neben den
modalen Koeffizienten a auch die aktuellen Werte der Randbedingungen
für das spezifische Volumen ζL und die Geschwindigkeit uL Zustände
des reduzierten Systems dar, während die zeitlichen Änderungen dieser
Randbedingungen als Eingangsgrößen aufgefasst werden können. Die
beiden integrierenden Zusammenhänge zwischen den Randbedingungen
und deren Änderungsraten bilden zwei weitere Zustandsgleichungen und
schließen das reduzierte System.
4.3.3 Einbinden physikalischer Randbedingungen
Durch die Formulierung der Erhaltungsgleichung und die zugehörige
Ansatzfunktion sind die Randbedingungen festgelegt, welche als Ein-
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gangsgrößen des reduzierten Modells verwendet werden können. Diese
entsprechen aber nicht unbedingt den veränderlichen Randbedingun-
gen des betrachteten physikalischen Systems. Insbesondere die Vorgabe
eines spezifischen Volumens erscheint in der Praxis sehr unwahrschein-
lich. Deshalb wird hier beispielhaft ein System betrachtet bei dem statt
des spezifischen Volumens die Temperatur am linken Rand TL frei ein-
stellbar ist. Als zweite einstellbare Randbedingung soll weiterhin die
Geschwindigkeit der Einströmung uL betrachtet werden.
Zunächst wird der zu eliminierende Zustand ζL sowie die zugehörige
Änderungsrate als Funktion des gewünschten neuen Zustands TL und
der anderen Zustandsgrößen ausgedrückt. Anschließend werden diese
Ausdrücke in die reduzierte Modellgleichung (4.10) eingesetzt und um-
geformt. Der Zusammenhang zwischen spezifischem Volumen und der
Temperatur ist durch das ideale Gasgesetz in dimensionsloser Form ge-
geben
ζL =
RsT∞ρ∞
p∞︸ ︷︷ ︸
=1
·TL
pL
, (4.11)
wobei die Referenzgrößen so gewählt sind, dass der Vorfaktor zu Eins
wird. Zur Bestimmung des spezifischen Volumens am linken Rand ist
dabei nicht nur die aktuelle Temperatur, sondern auch die Kenntnis des
statischen Drucks an dieser Stelle notwendig. Der statische Druck kann
über den Zusammenhang
pL =
[
φ
(1)
3 (x = 0) · · · φ(N)3 (x = 0)
]︸ ︷︷ ︸
:=cL
a+ 1 (4.12)
aus dem reduzierten Modell rekonstruiert werden.
Die Differentiation nach der Zeit dieser beiden Zusammenhänge lie-
fert die gesuchten Beziehungen zwischen den Änderungsraten. Mit den
Erhaltungsgleichungen stehen darüber hinaus weitere Gleichungen zur
Verfügung, welche durch Einsetzen das folgende differential-algebraische
System ergeben
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Abb. 4.4: Konditionszahl der MassenmatrixM in Abhängigkeit der dimen-
sionslosen Größen Druck und Temperatur
(I − b1 · cL · TL
p2L
)︸ ︷︷ ︸
:=M(a,TL)
a˙ = F (a,TL, uL)− b1 1
pL
T˙L − b2u˙L (4.13a)
⇒ a˙ = M−1(a,TL) ·
(
F (a,TL, uL)− b1 1
pL
T˙L − b2u˙L
)
.
(4.13b)
Eine detaillierte Darstellung ist wiederum im Anhang B.2 zu finden.
Das spezifische Volumen am linken Rand taucht nun nicht mehr als
Zustand auf und wurde durch die Temperatur ersetzt. Diese notwen-
dige Änderung der Zustände wird dadurch erkauft, dass nun zu jedem
Zeitschritt die Massenmatrix M invertiert werden muss. Diese Matrix
ist eine Funktion der aktuellen Temperatur und des Drucks am linken
Rand. In der Abbildung 4.4 ist dazu die Konditionszahl der Matrix M
als Funktion des normierten Drucks und der normierten Temperatur
aufgetragen. Die Konditionszahl ist ein Maß für die zu erwartende Feh-
lerverstärkung bei der numerischen Invertierung der Matrix. Eine große
Fehlerverstärkung würde dabei zu Stabilitätsproblemen bei der nume-
rischen Lösung der ODE führen. Wie in der Abbildung ersichtlich, liegt
die Konditionszahl im Bereich des Arbeitspunkts, also bei einem di-
mensionslosen Druck und einer dimensionslosen Temperatur von Eins,
68
4.4 Regelung
im Bereich von Zehn. Dies entspricht einem zu erwartenden Verlust der
Genauigkeit von einer Dezimalstelle pro Prädiktionsschritt. Für kleinere
Drücke und höhere Temperaturen steigt die Konditionszahl an, wobei
die Umkehrung ebenfalls gilt.
Die Ausgangsgleichungen des reduzierten Modells müssen ebenfalls an
den geänderten Zustandsgrößenvektor angepasst werden. Die drei Bi-
lanzgrößen spezifisches Volumen, Geschwindigkeit und spezifische in-
nere Energie der POD-Zerlegung lassen sich an einer beliebigen Stelle
x1 innerhalb der Systemgrenzen mit dem neu eingeführten Zustand TL
über
ζ(x1, t) =
N∑
i=1
φ
(i)
1 (x1)a(i)(t) +
TL(t)
pL(t)
(4.14a)
u(x1, t) =
N∑
i=1
φ
(i)
2 (x1)a(i)(t) + uL(t) (4.14b)
(ρe)(x1, t) =
N∑
i=1
φ
(i)
3 (x1)a(i)(t) + 1 (4.14c)
berechnen. Alle weiteren Ausgangsgrößen können bei Bedarf aus diesen
Größen zusammengesetzt werden. So ergibt sich die Temperatur in di-
mensionsloser Form aus dem Produkt ζ(ρe) oder der Massenstrom über
m˙ = u/ζ. In den oben angegebenen Gleichungen gilt dabei für pL der
Zusammenhang (4.12).
4.4 Regelung
Für die modellprädiktive Regelung ergeben sich aus der differential-
algebraischen Form des Modells direkte Konsequenzen. Eine MPR mit
nichtlinearer Prädiktion, wie sie im vorangegangen Beispiel für Burgers
Equation gezeigt wurde, scheidet hier sowohl aufgrund der notwendi-
gen Anzahl von Matrixinvertierungen und dem damit einhergehenden
Rechenaufwand als auch dem Verlust an Genauigkeit aus. Stattdessen
wird eine Linearisierung um den geschätzten Arbeitspunkt vorgenom-
men, und die Prädiktion mit diesem linearen Modell durchgeführt.
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4.4.1 Linearisierung
Zur übersichtlichen Darstellung der analytischen Linearisierung wer-
den die Zustandsgrößen ξ = (a TL uL )T und die Eingangsgrößen η =
( T˙L u˙L )T in einem Vektor zusammengefasst. Darüber hinaus werden
die Terme auf der rechten Seite von Gleichung (4.13a) als Funktion
N(ξ,η) geschrieben. Das um einen Arbeitspunkt (ξ0,η0) linearisierte
System nimmt damit die Form
ξ˙ = A · (ξ − ξ0) +B · (η − η0) + f0 (4.15a)
mit der System- bzw. Eingangsmatrix
A = ∂M
−1
∂ξ
·N +M−1 · ∂N
∂ξ
(4.15b)
B = M−1 · ∂N
∂η
(4.15c)
und einem affinen Anteil
f0 = M−1(ξ0) ·N(ξ0,η0) (4.15d)
an. Der affine Anteil entsteht bei Linearisierungen an nicht-stationären
Arbeitspunkten und wirkt sich wie eine konstant einwirkende Störgröße
auf das lineare System aus. Die Ableitung der Inversen vonM lässt sich
über den Zusammenhang
∂M−1
∂ξ
= −M−1 · ∂M
∂ξ
·M−1 (4.16)
bestimmen. Daraus wird ersichtlich, dass für die Linearisierung nur ei-
ne Invertierung der Matrixfunktion M um den aktuellen Arbeitspunkt
erforderlich ist.
Die Ausgangsmatrix des linearisierten Systems setzt sich aus den parti-
ellen Ableitungen der Ausgangsgleichungen (4.14) für die gesuchte Grö-
ße zusammen
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Abb. 4.5: Lageänderung der Polstellen des linearisierten Systems in der
komplexen Zahlenebene entlang einer Zustandstrajektorie
∂ζ
∂ξ
=
[
φ
(1)
1 (x)− φ(1)3 (0)TLp2
L
. . . φ
(N)
1 (x)− φ(N)3 (0)TLp2
L
1
pL
0
]
(4.17a)
∂u
∂ξ
=
[
φ
(1)
2 (x) . . . φ
(N)
2 (x) 0 1
]
(4.17b)
∂(ρe)
∂ξ
=
[
φ
(1)
3 (x) . . . φ
(N)
3 (x) 0 0
]
. (4.17c)
Für Regelgrößen, die sich aus der Kombination der hier angegebenen
Ausgangsgrößen ergeben, wie beispielsweise die Temperatur oder den
Massenstrom ergibt sich die zugehörige Zeile der Ausgangsmatrix über
die Produkt- oder Quotientenregel der Differentialrechnung.
Die Grafik 4.5 zeigt die Lageänderung der Polstellen des linearisierten
Systems in der komplexen Zahlenebene bei einer Reduktion der Tempe-
ratur und einer nachfolgenden Erhöhung der Einströmgeschwindigkeit
am linken Rand um jeweils 20%. Anhand dieses Polstellen-Verlaufes
lassen sich mehrere charakteristische Eigenschaften des reduzierten Sys-
tems erkennen, von denen das herausstechende Merkmal das Überque-
ren der imaginären Achse des rechten komplex konjugierten Polstel-
lenpaares ist. Daraus folgt, dass je nachdem in welchem Arbeitspunkt
sich das nichtlineare System (4.13b) befindet, die Linearisierung ein
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Abb. 4.6: Skizze der Reglerstruktur mit der Closed-Loop MPR
stabiles oder ein instabiles System ergibt. Da die Prädiktion instabiler
Systeme zu numerisch schlecht konditionierten Optimierungsproblemen
führt, wird die modellprädiktive Regelung hier mit dem Closed-Loop-
Paradigm [103] umgesetzt.
4.4.2 Closed-Loop MPR
Bei der Closed-Loop MPR wird das System zunächst mit einem klassi-
schen Zustandsregler stabilisiert. Anschließend werden mittels Optimie-
rung Anpassungen der Stellgrößenfolge bestimmt, welche die Beschrän-
kungen und zukünftige Sollwertänderungen berücksichtigen. In der Ab-
bildung 4.6 sind dazu die verschiedenen Komponenten der Reglerstruk-
tur skizziert. Der PDE-Block kennzeichnet die Regelstrecke, welche über
die Randbedingungen aktuiert werden kann. Aus der Messgröße, die
im allgemeinen Fall nicht mit der Regelgröße übereinstimmt, wird mit-
tels eines hybriden Extended Kalman Filters [111] der aktuelle Zustand
geschätzt. Durch einen Optimalregler und ein zugehöriges Führungs-
größenfilter, die beide auf der oben angegebenen Linearisierung um den
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Arbeitspunkt zum aktuellen Zeitpunkt basieren, wird das System stabi-
lisiert und die Vorgabe des aktuellen Referenzwertes berücksichtigt. Mit
der Closed-Loop MPR wird auf Basis des stabilisierten, zeitdiskreten li-
nearen Streckenmodells zu jedem Zeitschritt eine Trajektorie von Stell-
größenanpassungen berechnet, welche die Beschränkungen und den zu-
künftigen Verlauf der Referenztrajektorie berücksichtigt. Entsprechend
dem Prinzip des zurückweichenden Horizonts wird nur die aktuelle Stell-
größenanpassung tatsächlich verwendet und die gesamte Berechnung im
nächsten Abtastschritt wiederholt. Das Reglergesetz lautet für den ak-
tuellen Abtastzeitpunkt k
ηk = −Kξ˜k + Swk + ck . (4.18)
Hierbei bezeichnet ξ˜k den aktuellen Zustand des linearen Modells in Ab-
weichungsgrößen. Da die Linearisierung in jedem Zeitschritt k um den
aktuellen Arbeitspunkt ausgeführt wird, ist dieser Wert zum Zeitpunkt
k immer gleich Null. Damit hat der LQR-ReglerK keinen direkten Ein-
fluss auf die Stellgrößen. Für die Prädiktion ist diese Zustandsrückfüh-
rung dennoch notwendig, da das lineare System durch die Einwirkung
des affinen Anteils (4.15d) ungewollt, und durch denn Einfluss des Re-
ferenzwerts wk gewollt aus dem aktuellen Arbeitspunkt heraus bewegt
wird. Dazu stellt ck die aktuelle von der Closed-Loop MPR berechnete
Stellgrößenanpassung dar.
Mit den Vektoren der freien Regelgröße e und der freien Stellgrößenän-
derungen f ergeben sich die optimalen Stellgrößenanpassungen aus der
Lösung des beschränkten quadratischen Minimierungsproblems
min
c
cT(ΦTQΦ + ΥTRΥ)c+ cT · 2(ΦTQe+ ΥTRf)
unter den Nebenbedingungen
ηmin < η < ηmax
ymin < y < ymax .
(4.19)
Q und R bezeichnen dabei die Wichtungsmatrizen für den Regelfehler
bzw. die Stellgrößenänderungen. Die Nebenbedingungen berücksichti-
gen die Stellgrößen- und Ausgangsbeschränkungen. Eine ausführliche
Beschreibung der Closed-Loop MPR ist im Anhang C zu finden. Die
Lösung dieses Minimierungsproblems erfolgt zu jedem Zeitschritt durch
den Solver qpOASES [34].
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Während das äußerste rechte Polstellenpaar in der Skizze 4.5 weiter
nach rechts wandert, bewegen sich alle anderen Polpaare zunehmend
nach links. Dies lässt sich dadurch erklären, dass durch die größere Ein-
trittsgeschwindigkeit die Konvektionsgeschwindigkeit im gesamten Sys-
tem zunimmt. Damit wirken sich Änderungen am Rand schneller auf das
Innere des Systems aus, was einer schnelleren Dynamik entspricht. Die
Abbildung einer schnelleren Dynamik wiederum geschieht durch Pol-
stellen mit betragsmäßig größerem Realteil, wie es in der Abbildung 4.5
zu erkennen ist.
Mit den Änderungsraten der Randbedingungen als Eingangsgrößen be-
sitzt das System ein integrierendes Übertragungsverhalten. Dies wird
auch durch die Polstellen im Ursprung der komplexen Ebene deutlich,
die in Abbildung 4.5 zu sehen sind. Durch das integrierende Verhalten
wird die stationäre Genauigkeit der Regelung gewährleistet, ohne das
ein zusätzlicher Störzustand eingeführt werden muss. Für die Übergabe
der Randbedingungen an die Regelstrecke müssen deren Änderungsra-
ten sukzessive aufintegriert werden. Bei der Umrechnung auf die dimen-
sionsbehafteten Werte sind dabei die Skalierungsfaktoren zu beachten,
insbesondere auch die Referenzgröße für die dimensionslose Zeit.
4.5 Ergebnisse
Das in den vorangegangenen Abschnitten hergeleitete Modell und die
darauf aufbauende Regelung werden gegenüber dem Verhalten der rea-
len Strecke getestet. Für die modellgestützte prädiktive Regelung wird
dabei ein auf acht Moden reduziertes Modell verwendet. Inklusive der
beiden Zustände für die Randbedingungen besitzt das Reglermodell da-
mit insgesamt zehn Zustände.
4.5.1 Modellvalidierung
Für die Validierung des reduzierten Modells werden sowohl das Modell
als auch das PDE-System in gleicher Weise angeregt. Die Anregung
weicht dabei von der Aktuierung des Systems für die Ausgangslösung
(vgl. Abbildung 4.2) ab, was allein schon dadurch sichergestellt ist, dass
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Abb. 4.7: Validierung des reduzierten Euler-Modells. Links ist die Anregung
von System und Modell dargestellt, rechts die Verläufe des ersten
(blau), zweiten(rot) und dritten (grün) modalen Koeffizienten und
der entsprechenden Zustandsgrößen des Modells.
für die Ausgangslösung die Dichte variiert wurde, während für die Va-
lidierung neben der Einströmgeschwindigkeit nun die Temperatur am
linken Rand verändert wird. Die Lösung des PDE-Systems wird auf
die POD-Moden projiziert und liefert so den realen Verlauf der moda-
len Koeffizienten. Dieser Verlauf wird mit den Zuständen des reduzier-
ten Modells verglichen. In der Abbildung 4.7 ist dazu links der Verlauf
der Geschwindigkeits- und Temperaturrandbedingung zu sehen. Rechts
werden die dazugehörigen Verläufe der modalen Koeffizienten und der
Zustände des reduzierten Modells miteinander verglichen. Da die Ein-
gangsgrößen in das reduzierte Modell nicht die Randbedingungen selbst
sind, sondern nur deren zeitliche Änderungsrate, hängt die Übereinstim-
mung der Verläufe von dem gewählten Anfangszustand des Modells ab.
Dieser wurde hier so gewählt, dass er mit den modalen Koeffizienten
zum Anfangszeitpunkt übereinstimmt. Mit dieser Vorgabe werden die
Verläufe der modalen Koeffizienten durch das reduzierte Modell sehr
gut abgebildet.
Da die Anfangsbedingungen des realen Systems im allgemeinen Fall
nicht bekannt sind, muss ein Zustandsschätzer verwendet werden, der
durch den Abgleich einer gemessenen Ausgangsgröße mit der vom Mo-
dell berechneten Ausgangsgröße die Modellzustände korrigiert. In dem
Regelungsalgorithmus wird dies durch das Extended Kalman Filter er-
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reicht. Das linearisierte System war dabei immer vollständig beobacht-
bar, sofern mindestens zwei unabhängige Messgrößen gewählt wurden.
Die Prüfung der Beobachtbarkeit wurde dabei in jedem Zeitschritt an
dem linearisierten Modell vorgenommen.
Insgesamt ist das reduzierte Modell in der Lage, die Dynamik der Re-
gelstrecke mit hoher Genauigkeit vorherzusagen. Dies umfasst auch An-
regungsformen, die nicht Teil der Ausgangslösung für die Modellreduk-
tion waren. Damit bietet das reduzierte System wertvolle Informationen
die in einer modellbasierten Regelungsstrategie verwendet werden kön-
nen.
4.5.2 Closed-Loop Simulation
Bei einer verteilt-parametrischen Regelungsaufgabe stimmen im Allge-
meinen der Ort der Regelgröße und der Ort der Messung nicht überein.
In einem kompressiblen Strömungsfall müssen Mess- und Regelgrößen
darüber hinaus nicht dieselbe physikalische Größe sein. Die Liste der
möglichen Mess- oder Stellgrößen umfasst dabei die Geschwindigkeit,
den Druck, die Temperatur, die Dichte, den Massenstrom oder eine
Kombination dieser Größen. Der hier betrachtete generische Anwen-
dungsfall soll möglichst allgemeingültig sein, weshalb Mess- und Regel-
größen als unterschiedliche Größen angenommen und an verschiedenen
Orten positioniert werden.
Konkret soll die Regelung den Sollwert der Temperatur in der Mitte
des betrachteten Gebietes bei 25m und den Massenstrom im hinteren
Teil des Systems bei 37,5m einregeln. Als Messgrößen stehen dazu die
Temperatur und die Strömungsgeschwindigkeit im vorderen Bereich bei
12,5m zur Verfügung. Diese Messgrößen werden mit einem Abtastinter-
vall von 0,1 s von der Simulation der Regelstrecke an den Regelungsal-
gorithmus übergeben. Für die Simulation der Regelstrecke werden da-
bei mindestens zehn Zeitschritte pro Abtastintervall verwendet, wobei
die Fehlertoleranz von 10−6 durch den Löser überprüft wird. Außer
der Information über die aktuellen Messwerte zu den Abtastzeitpunk-
ten bekommt der Regelungsalgorithmus keine weiteren Informationen
von dem Löser übergeben. Im Umkehrschluss übergibt der Regler die
einzustellenden Randbedingungen für den nächsten Zeitschritt, wobei
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die Änderungsrate über die Stellgrößenbeschränkung der MPR begrenzt
werden kann. Die von der Regelstrecke übergebenen Messwerte werden
direkt mit den Referenzgrößen des Modells in dimensionslose Werte um-
gerechnet und erst unmittelbar vor der Übergabe der neuen Randbe-
dingungen wieder auf die entsprechende Dimension gebracht. Sämtliche
Rechnungen des Regelalgorithmus geschehen also mit dimensionslosen
Variablen.
Für die Mess- bzw. Regelgrößen werden die zugehörigen Ausgangsglei-
chungen (4.14) bzw. deren Linearisierungen aus (4.17) zusammenge-
setzt. Der Prädiktionsschritt in dem Extended Kalman Filter erfolgt
dabei auf Basis des nichtlinearen Modells, während der Korrekturschritt
und auch sämtliche Prädiktionen des MPR-Algorithmus auf Basis des
linearisierten Modells erfolgen. Abweichungen vom Sollwert und Ände-
rungen der Stellgrößen werden durch die Wahl der Gewichtungsmatrizen
Q und R als Einheitsmatrizen bei der Optimierung der Stellgrößenan-
passungen gleich bestraft. Der Prädiktionshorizont der MPR sind die
ersten 35 Zeitschritte und der Stellhorizont erstreckt sich über die ersten
zehn Zeitschritte.
Die Abbildung 4.8 zeigt das Simulationsergebnis mit den beschriebenen
Reglereinstellungen. Für die grafische Darstellung werden dabei sämtli-
che Größen in dimensionsloser Form dargestellt. Die Verläufe der beiden
Regelgrößen Temperatur und Massenstrom sind zusammen mit den zu-
gehörigen Sollwertverläufen in den oberen beiden Abbildungen zu sehen,
die untere zeigt die Stellgrößenvorgabe des Regelalgorithmus.
Insgesamt werden die Regelgrößen sehr genau auf die Sollwertverläufe
eingeregelt. In der Abbildung aufgrund der Skalierung nicht zu erkennen
ist, dass eine kleine bleibende Regelabweichung im stationären Zustand
verbleibt. Dies lässt sich damit begründen, dass Mess- und Regelgröße
nicht am selben Ort vorliegen. Da die Regelgröße selbst nicht gemes-
sen wird, muss der Wert der Regelgröße von dem Reglermodell aus der
Kenntnis der aktuellen Messgröße bestimmt werden. Wenn dieser Zu-
sammenhang zwischen dem Ort der Messgröße und der Regelgröße nicht
exakt abgebildet wird, entsteht eine bleibende Regelabweichung. Das
integrierende Verhalten der Regelstrecke führt in diesem Fall lediglich
dazu, dass der vom Modell vorhergesagte Wert der Regelgröße exakt mit
dem Sollwert übereinstimmt. Die tatsächliche Genauigkeit kann dabei
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Abb. 4.8: Ergebnis der Simulation des geschlossenen Regelkreises. Abgebil-
det sind die Verläufe der Referenz- und Regelgrößen für die Tem-
peratur (oben) und den Massenstrom (mitte) sowie die vom Regler
vorgegebene Änderungsrate der Randbedingungen (unten).
durch die Hinzunahme weiterer Moden in das reduzierte Modell theore-
tisch beliebig verbessert werden. In einem realen System werden jedoch
immer nicht modellierte Störungen das Ergebnis beeinflussen.
Aus dem Verlauf der Stellgrößenänderungen in dem Zeitraum bei unge-
fähr 10 s lässt sich die starke Kopplung zwischen der Temperatur und
dem Massenstrom erkennen. Um den Massenstrom bei einem gleich-
zeitigen Abfall der Temperatur konstant zu halten, muss ebenfalls die
Geschwindigkeit reduziert werden. Dieser Zusammenhang resultiert aus
dem Einfluss der Temperatur auf die Dichte. Umgekehrt beeinflusst eine
Änderung des Massenstroms nicht die Temperatur, was aus dem Ver-
lauf der Stellgrößenänderung zum Zeitpunkt der Erhöhung des Massen-
stroms ersichtlich wird. Ähnliche Kopplungen bestehen auch zwischen
den anderen möglichen Regelgrößen. Das reduzierte Modell kann diese
Kopplungen mit hoher Genauigkeit wiedergeben, so dass die darauf auf-
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bauende MPR in der Lage ist, das System nahezu vollständig dynamisch
zu entkoppeln.
4.5.3 Diskussion
Der hier betrachtete Fall der Euler-Gleichungen stellt keinen realen An-
wendungsfall dar, für den die Modellreduktion und die Regelung oh-
ne Anpassungen übernommen werden könnte. Mit der dimensionslo-
sen Formulierung des inneren Produkts, der geeigneten Formulierung
der Erhaltungsgleichungen und der Einbindung physikalisch plausibler
Randbedingungen in das reduzierte Modell wurden anhand dieses Test-
falls jedoch drei wesentliche Herausforderungen für die Modellreduktion
kompressibler Systeme bewältigt, die sich direkt auf den mehrdimensio-
nalen Fall und die Navier-Stokes-Gleichungen übertragen lassen.
Gloerfelt [41] berichtet von einem Anwachsen des Modellfehlers bei der
von ihm untersuchten Modellreduktion einer kompressibel überströmten
Kavität. Deshalb nutzt er eine der Galerkin-Projektion nachgeschaltete
Kalibrierung der Koeffizienten des reduzierten Modells um die Prädik-
tion auch über einen langen Zeitraum genau zu halten. In dem hier
verwendeten Beispiel ist ein solches Wegdriften des Modells nicht zu
beobachten, obwohl die Koeffizienten des reduzierten Modells direkt
durch die Galerkin-Projektion bestimmt wurden. Allerdings stellt sich
hier bei festen Randbedingungen ein stationärer Zustand ein, während
bei der überströmten Kavität ein Grenzzyklus vorliegt. Ein moderates
Wegdriften des lokalen Modells wäre für das hier vorgestellte Verfah-
ren aber kein Hindernis, da zu jedem Abtastzeitpunkt eine Korrektur
des geschätzten Zustands durch die Einbindung des Messwerts erfolgt.
Ein Nachweis für die globale Stabilität der vorgestellten Regelung ist
dadurch aber nicht erbracht.
Das reduzierte Modell weist lokale Instabilitäten auf. Mit der Closed-
Loop-Formulierung der modellprädiktiven Regelung wurde diesem Um-
stand Rechnung getragen, in dem ein unterlagerter Regelkreis das Sys-
tem zunächst stabilisiert, bevor Beschränkungen und zukünftige Stell-
größenänderungen über die Optimierung berücksichtigt werden. Die un-
terlagerte Regelung wurde dabei in Zwei-Freiheitsgrad-Struktur formu-
liert, die für eine Sollwertfolge wesentlich sinnvoller erscheint als eine
reine Stabilisierung des Arbeitspunkts.
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5.1 Wandgebundene Grenzschichten
Weil die Navier-Stokes-Gleichungen nur für Sonderfälle analytisch lös-
bar sind, ließen sich bis zu Beginn des 20. Jahrhunderts Strömungsfel-
der hauptsächlich mit der Theorie der Potentialströmungen berechnen.
Die damit erzielten Ergebnisse widersprachen der praktischen Erfah-
rung, weil weder Reibungs- noch Druckwiderstände auf die umströmten
Körper beschrieben werden konnten. Dieses sogenannte d’Alembertsche
Paradoxon konnte durch ein neuartiges Strömungskonzept von Ludwig
Prandtl im Jahre 1904 behoben werden. Prandtl unterteilte die Strö-
mung in zwei Bereiche. Zunächst unmittelbar auf der Körperoberfläche
eine sehr dünne Schicht, in der Reibungseffekte eine wesentliche Rolle
spielen. Darüber die freie Außenströmung, in der die Reibung vernach-
lässigt werden kann und die sich wie bisher als Potentialströmung be-
rechnen ließ. Die dünne, oberflächennahe Schicht ist die Grenzschicht.
Unter der Annahme kleiner Viskositäten, und dementsprechend großen
Reynolds-Zahlen, leitete Prandtl durch Betrachtung der Größenordnun-
gen der verschiedenen Terme der Navier-Stokes-Gleichungen wesentliche
Vereinfachungen derselbigen her: die Grenzschichtgleichungen. Kenn-
zeichnende Eigenschaften der Strömung in der Grenzschicht sind der
große Gradient der Geschwindigkeit in Wandnormalenrichtung und der
von der Außenströmung aufgeprägte Druckverlauf. Die Grenzschicht-
theorie ermöglichte nicht nur die Berechnung von Reibungswiderstän-
den, sondern liefert darüber hinaus die Beschreibung von Strömungsab-
lösungen und des daraus resultierenden Druckwiderstands bzw. Druck-
verlustes.
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In Abhängigkeit der mit der Lauflänge gebildeten Reynolds-Zahl ändert
sich das Verhalten der Grenzschichtströmung eines umströmten Körpers
grundlegend. Bei kleinen Reynolds-Zahlen ist die Strömung zunächst la-
minar. Das Fluid fließt dabei in Schichten unterschiedlicher Geschwin-
digkeit nahezu ohne Austausch zwischen diesen Schichten. Die Reibung
wird in diesem Fall allein durch Viskositätseffekte hervorgerufen. Bei
größeren Reynolds-Zahlen wird die Strömung turbulent, die mittlere
Fluidbewegung ist dabei von Schwankungsbewegungen überlagert. Die-
se Fluktuationen haben ihrerseits eine Rückwirkung auf die mittlere
Fluidbewegung und führen zu einem deutlichen Anstieg des Reibungs-
widerstands. Deshalb wird in turbulenten Grenzschichten zwischen dem
viskosen Reibungsanteil und einer durch die Fluktuationen hervorgeru-
fenen turbulenten Reibung unterschieden.
5.1.1 Wandgesetze
Während die laminare Grenzschicht sowohl auf analytischem Wege als
auch durch numerische Simulationen gut zugänglich ist, ist die Beschrei-
bung und Modellierung turbulenter Grenzschichten für technisch rele-
vante Konfigurationen auf empirische Daten angewiesen. Innerhalb einer
turbulenten Grenzschicht lassen sich Bereiche unterscheiden, in denen
die viskose bzw. die turbulente Reibung dominieren. Durch die Betrach-
tung des Grenzfalls sehr großer Reynolds-Zahlen in einer reinen Scher-
strömung lassen sich für diese Bereiche Geschwindigkeitsverteilungen
in dimensionsloser Form angeben, die sich auch über diesen Spezial-
fall hinaus als gültig erwiesen haben. In diesem Zusammenhang ist die
Schubspannungsgeschwindigkeit uτ von Bedeutung, die aus dem Quoti-
enten der mittleren Wandschubspannung τ¯w und der Dichte ρ des Fluids
hervorgeht
uτ =
√
τ¯w
ρ
. (5.1)
Aus der Dimensionsanalyse der physikalischen Einflussgrößen in der
Grenzschicht geht hervor, dass dieser Ausdruck, welcher die Dimension
einer Geschwindigkeit besitzt, die einzige Kombination ist, bei der die
Dimension der Masse eliminiert wird. Mit dieser Größe lässt sich nun
einerseits die mittlere Strömungsgeschwindigkeit selbst dimensionslos
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machen, als auch ein dimensionsloser Wandabstand y+ als Kennzahl
einführen
y+ = yuτ
ν
, (5.2)
wobei y den realen Wandabstand und ν die kinematische Viskosität
bezeichnet.
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Abb. 5.1: Geschwindigkeitsprofil der turbulenten Grenzschicht
In der Abbildung 5.1 ist links die dimensionslose mittlere Strömungs-
geschwindigkeit über dem logarithmisch skalierten Wandabstand auf-
getragen. Die unterschiedlichen Bereiche der turbulenten Grenzschicht
sind in dieser Darstellung gut zu erkennen. In dem wandnahen Bereich
(α) dominieren die viskosen Effekte. Für das Geschwindigkeitsprofil in
dieser viskosen Unterschicht, das in der Grafik durch die strichpunktier-
te Linie dargestellt wird, gilt der lineare Zusammenhang
u
uτ
= y+ . (5.3)
In dem äußeren Bereich der Grenzschicht (γ) sind nur die turbulenten
Reibungseffekte von Bedeutung. Der funktionale Zusammenhang, der
in der Grafik mit der durchgezogenen Linie dargestellt wird, ist das
universelle Wandgesetz
u
uτ
= 1
κ
ln y+ + C+ . (5.4)
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Die Kármán-Konstante κ und die Integrationskonstante C+ sind em-
pirisch ermittelte Faktoren die für glatte Oberflächen die Werte 0,41
bzw. 5,0 [106] annehmen. Aufgrund des funktionalen Zusammenhangs,
wird dieser Bereich auch häufig als logarithmische Schicht bezeichnet.
Zwischen der viskosen Unterschicht und dem logarithmischen Bereich
befindet sich eine Übergangsschicht (β). Die grün punktierte Linie im
Bild 5.1 stellt den Geschwindigkeitsverlauf der numerischen Strömungs-
lösung von Klumpp et al. [65] für die ebene Platte dar. In der rechten
Darstellung ist dasselbe Geschwindigkeitsprofil u aufgetragen, diesmal
aber bezogen auf die Schallgeschwindigkeit der freien Anströmung a∞
und linear über dem Wandabstand relativ zur Verdrängungsdicke δ1 der
Grenzschicht. Die gepunkteten grauen Linien zeigen die korrespondie-
renden Bereichsgrenzen innerhalb der Grenzschicht. Aus dieser Darstel-
lung werden die Größenordnungen der verschiedenen Schichten inner-
halb der Grenzschicht deutlich. Mit steigender Reynolds-Zahl nimmt die
Dicke der Grenzschicht immer weiter ab [106], weshalb erwartet werden
darf, dass dort ein geringerer Aufwand zur Aktuierung benötigt wird.
Aufgrund der Nichtlinearitäten in der Interaktion zwischen den ver-
schiedenen Grenzschichtbereichen skalieren die Geschwindigkeitsprofile
im Bereich sehr großer Reynolds-Zahlen dabei aber nicht mehr mit den
dimensionslosen Wandgrößen [87].
5.1.2 Kohärente Strukturen
Einen wichtigen Baustein zur Beschreibung turbulenter Strömung bildet
die Reynolds’sche Mittelung, bei der eine beliebige Strömungsgröße f
in eine mittlere Bewegung f¯ und eine Schwankungsanteil f ′ aufgeteilt
wird
f = f¯ + f ′ . (5.5)
Basierend auf dieser Zerlegung des aktuellen Geschwindigkeitsfelds ha-
ben Fukagata et al. [37] einen analytischen Ausdruck für den Einfluss
der turbulenten Schwankungsbewegungen auf den Reibungswiderstand
hergeleitet. Durch dreifache Integration der Reynolds-gemittelten Im-
pulsbilanz in Hauptströmungsrichtung zeigen Fukagata et al. für eine
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stationäre ausgeprägte Kanalströmung1 folgenden Zusammenhang zwi-
schen Widerstandsbeiwert Cf und den turbulenten Schwankungsgrößen
des Geschwindigkeitsfelds u′ und v′
Cf =
12
Reb
+ 12
1∫
0
2(1− y)(−u′v′)dy . (5.6)
Die Koordinate y beschreibt hier den Abstand von der Wand, normiert
auf die halbe Kanalhöhe, Reb ist die Reynolds-Zahl die mit eben die-
ser Höhe gebildet wird. Der erste Summand in der angegebenen Bezie-
hung stellt den Reibungswiderstand im laminaren Fall dar, der zweite
Summand beschreibt den zusätzlichen Widerstand durch die Turbu-
lenz. In dem Integralausdruck taucht der Reynolds’sche Spannungsterm
−u′v′ mit dem Wandabstand gewichtet auf. Damit folgt aus der Glei-
chung (5.6) unmittelbar, dass der durch die Turbulenz verursachte zu-
sätzliche Reibungswiderstand umso größer ist, je stärker die Korrelation
zwischen den Geschwindigkeitsfluktuationen u′ und v′ ist, und je näher
diese an der Wand sind. Wären die beiden angegebenen Schwankungs-
größen stochastisch unkorreliert, verschwände der Kovarianzausdruck
u′v′ und würde nach Gleichung (5.6) keinen zusätzlichen Widerstand
hervorrufen.
Dass die Fluktuationen im Geschwindigkeitsfeld einer turbulenten Grenz-
schicht nicht stochastisch unabhängig sind, sondern zeitlich und räum-
lich wiederkehrende Muster aufweisen, war eine wichtige Erkenntnis auf
dem Weg zur gezielten Beeinflussung der Turbulenz. Diese kohärenten
Strukturen wurden bereits in den 40er Jahren des letzten Jahrhunderts
auf der Basis statistischer Daten aus Experimenten mit freien Scherströ-
mungen postuliert [54,75]. Dem gegenüber entstanden die, über Visua-
lisierung der Strömung bestimmten, Ereignis-orientierten Beschreibun-
gen turbulenter Strukturen. Dabei werden in Wandnähe häufig Fluid-
Strähnen höherer und niedrigerer Geschwindigkeit beobachtet. Das Ab-
heben von der Wand und Zerplatzen dieser Strähnen (burst event) ist
1In dem genannten Paper wird auf dem gleichen Weg auch der Einfluss der Ge-
schwindigkeitsfluktuationen auf den Reibungswiderstand der ebenen Platte her-
geleitet. Dieser enthält einen zusätzlichen Ausdruck, welcher den Einfluss der
Inhomogenität der Lösung in Hauptströmungsrichtung beschreibt. Aus Gründen
der Anschaulichkeit wird hier die Gleichung für die stationäre Kanalströmung
diskutiert.
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neben dem Eindringen schneller Außenströmung (sweep event) einer
der Hauptmechanismen für die Turbulenzproduktion [21]. Die Analyse
der Geschwindigkeitsfelder mittels POD stellt die Synthese der statis-
tischen und Ereignis-orientierten Beschreibungsform dar. Basierend auf
den statistischen Korrelationen der Messdaten werden mit dieser Zerle-
gung turbulente Strukturen sichtbar gemacht. Dabei werden die dabei
entstehenden Moden nach ihrem Energieinhalt sortiert. Dabei zeigt sich,
das die kohärenten Strukturen in Wandnähe bis zu 80% der gesamten
turbulenten kinetischen Energie ausmachen [78].
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Abb. 5.2: Geschwindigkeitskomponente (links) und Rotation (rechts) in
Hauptströmungsrichtung der ersten Mode
In der Abbildung 5.2 ist ein Schnitt normal zur Hauptströmungsrich-
tung durch die erste Mode der POD-Zerlegung der nicht aktuierten
Referenzsimulation von Klumpp et al. [65] zu sehen. In der linken Abbil-
dung ist die Geschwindigkeitskomponente in Hauptströmungsrichtung
gezeigt, rechts die zugehörige Rotation des Geschwindigkeitsfelds. Al-
le Koordinaten sind auf die Verdrängungsdicke der Grenzschicht am
Einlassquerschnitt δ1 normiert. In dem Geschwindigkeitsfeld sind in ge-
ringem Abstand von der Wand deutlich die Fluid-Strähnen positiver
(rot) und negativer (blau) Geschwindigkeit zu erkennen. Das nebenste-
hende Rotationsfeld zeigt, dass unterhalb dieser Fluidsträhnen, unmit-
telbar über der Wand eine sehr dünne Schicht mit hoher Wirbelinten-
sität liegt. Diese Wirbel- und Geschwindigkeitsstrukturen interagieren
miteinander und bilden einen quasi-Grenzzyklus [60]. Eine wegweisen-
de Arbeit zur dynamischen Modellierung der wandnahen Grenzschicht
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stammt dabei von Aubry et al. [9], die auf der Basis experimenteller
Strömungsdaten mittels Galerkin-Projektion ein reduziertes Modell für
eine Glyzerin-Grenzschicht bis zu einem dimensionslosen Wandabstand
y+ = 40 aufgestellt haben.
5.1.3 Widerstandsreduktion durch Aktuierung
Aus den vorangegangenen Überlegungen lassen sich zwei Mechanismen
zur Verringerung des turbulenten Reibungswiderstands ableiten. Eine
Strategie besteht darin, den Grenzzyklus zu unterbrechen bzw. zu stö-
ren. Der andere Ansatz ist, auch mit Blick auf die Beziehung (5.6), die
Verschiebung der turbulenten Strukturen weg von der Wand.
Zur Störung des Grenzzyklus durch Schwächung der wandnahen Wir-
belstrukturen sind Ribletoberflächen eine seit langem bekannte Mög-
lichkeit [115]. Durch die feste Geometrie, sind diese jedoch auf einen
sehr engen Arbeitsbereich begrenzt, so dass zunehmend aktive Maß-
nahmen in den Mittelpunkt des Interesses rücken. Bei dem Übergang
zu aktiven Maßnahmen muss zusätzlich zu der erzielten Widerstandsre-
duktion auch die dafür benötigte Stellenergie mit bei der Bewertung des
Verfahrens berücksichtigt werden [36]. In Bezug auf die Energieeffizienz
erscheint es dabei besonders vorteilhaft, die kohärenten Strukturen sen-
sorisch zu detektieren und gezielt auf diese zu reagieren. Beispiele für
solche Ansätze sind auf der Basis numerischer Simulationen die Arbeit
von Choi et al. [21] und die experimentellen Arbeiten von Breuer [17]
sowie Yoshino et al. [117]. Allen genannten Arbeiten ist jedoch gemein-
sam, dass sie im Bereich kleiner Reynolds-Zahlen durchgeführt wurden.
Der Übergang auf technische relevante Fälle und den damit verbunde-
nen sehr großen Reynolds-Zahlen erscheint in nächster Zeit nicht um-
setzbar, weil die Größenordnung der relevanten turbulenten Strukturen
dabei im Mikrometerbereich liegt [29]. Als Alternative zu der Detek-
tierung bestimmter Strukturen und der darauf angepassten Aktuierung
bietet es sich an, zunächst die Auswirkung einer Aktuierungsform auf
den Widerstand zu erfassen und mit dieser Information die Aktuierung
anzupassen. Aus regelungstechnischer Sicht ist dies der Übergang von
der Vorsteuerung zur Regelung. Die Aktuierung wird dann nicht mehr
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zur gezielten Zerstörung wandnaher Strukturen eingesetzt, sondern zur
globalen Störung des turbulenten Grenzzyklus.
Zur Reduktion des turbulenten Reibungswiderstands haben sich dabei
in Spannweitenrichtung induzierte Druckgradienten als positiv erwiesen.
Die Verstetigung eines anliegenden Druckgradienten wurde von Akha-
van et al. [4] sowohl durch eine Querströmung als auch durch eine os-
zillierende Wandbewegung erreicht. Dadurch konnte die Turbulenzpro-
duktion in der numerischen Simulation deutlich reduziert werden. Durch
die oszillierende Wand entsteht eine laminare Stokes-Strömung mit ei-
ner Schichtdicke von wenigen Wandeinheiten. Diese Strömung beein-
flusst die wandnahen Strukturen und bewirkt eine Phasenverschiebung
zwischen den Wirbelstrukturen und den Geschwindigkeits-Schwankung-
en [95]. Der Übergang zu einer transversalen Welle wurde von Du et
al. [29] zunächst mit einer Aktuierung über Volumenkräfte simuliert.
Dadurch wurde eine signifikante Veränderung des turbulenten Grenz-
zyklus erzielt, einhergehend mit einer Widerstandsreduktion von 30% in
einer Kanalströmung. Die Aktuierung über Volumenkräfte hat jedoch
den Nachteil, dass sie sich experimentell, und erst recht in technisch re-
levanten Systemen, nur in Sonderfällen umsetzten lässt. Zhao et al. [118]
verwenden daher eine transversale Wellenbewegung der flexiblen Ober-
fläche, um diese Volumenkraft nachzubilden. In der Arbeit von Klumpp
et al. [65] wird diese Aktuierung mit einer in Spannweitenrichtung ver-
laufenden Welle aufgegriffen und für die ebene Platte eine Widerstands-
reduktion von 6% erzielt. In der Abbildung 5.3 sind dazu die Verläufe
der Reynolds-Schubspannung über dem dimensionslosen Wandabstand
für den ebenen Referenzfall (grün) und den aktuierten Fall (rot) aufge-
tragen. Dabei wurde in beiden Fällen die Schubspannungsgeschwindig-
keit der ebenen Platte als Bezugsgröße verwendet. Zur Mittelung des
Wandabstands über der wellenförmigen Oberfläche wurden die folgen-
den Mittelungen in Spannweitenrichtung vorgenommen
ys =
∫
yw(z)dz∫
dz
, u′v′s =
∫
yw(z)u′v′dz∫
yw(z)dz
, (5.7)
wobei der Index s die Mittelung in Spannweitenrichtung kennzeichnet
und yw(z) den Abstand von der Wandkontur darstellt. Aus dieser Dar-
stellung geht hervor, dass zum einen die Reynolds’schen Spannungen
durch die Aktuierung insgesamt abnehmen, und zum anderen, dass sich
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Abb. 5.3: Verlauf der Reynolds’sche Schubspannung aufgetragen über dem
dimensionslosen Wandabstand
das Profil weg von der Wand verschoben hat. Ein ähnliches Verhalten
wurde auch von Duggleby [30] für eine turbulente Rohrströmung mit
oszillierender Wand beobachtet. Die indirekte Beeinflussung des Wand-
zyklus über eine globale Aktuierung führt damit ebenfalls zu einem
reduzierten Reibungswiderstand. Diese Methode ist im Vergleich zur
gezielten Aktuierung sicherlich weniger effizient, bietet aber dafür das
Potential, auch im Bereich technisch relevanter Reynolds-Zahlen ein-
setzbar zu sein.
Im Rahmen der Forschergruppe „Aktive Widerstandsreduktion durch
wellenförmige Oberflächenoszillation“ an der RWTH Aachen werden die
Mechanismen und die Umsetzung einer wellenförmig aktuierten Ober-
fläche zu Reduktion des turbulenten Reibungswiderstands erforscht. Die
Aufgabe der Regelung in diesem Zusammenhang ist es, die Aktuierung
dem Anströmungszustand nachzuführen und Störungen zu kompensie-
ren, so dass die Widerstandsreduktion möglichst nah am möglichen Op-
timum liegt. Dazu kann die Kenntnis der aktuellen Wandreibung oder
einer äquivalenten Ersatzgröße, die sich messtechnisch erfassen lässt, als
Regelgröße vorausgesetzt werden.
Für die modellbasierte Reglerentwicklung ist ein Modell der Regelstre-
cke notwendig, welches den dynamischen Zusammenhang zwischen Ak-
tuierung und Regelgröße abbildet. In den folgenden Abschnitten wird
die Entwicklung eines solchen Modells beschrieben und beispielhaft ge-
zeigt.
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5.2 Modellbildung
5.2.1 Erhaltungsgleichungen
Das Modell zur Beschreibung von kontinuierlichen Strömungen sind die
Navier-Stokes-Gleichungen, die sich aus den Bilanzen für Masse, Impuls
und Energie von infinitesimalen Fluidteilchen ergeben. Für eine ausführ-
liche Herleitung sei zum Beispiel auf Anderson [5] verwiesen. Weil im
Folgenden ausschließlich Strömungen über eine ebene Platte mit einer
Anström-Mach-Zahl Ma∞ = 0,2 betrachtet werden, ist die Näherung
der Strömung als inkompressibel zulässig. In diesem Fall vereinfachen
sich die Navier-Stokes-Gleichungen auf die Massen- und Impulsbilanz
mit konstanter Dichte. In dimensionsloser Schreibweise ergibt sich
die Kontinuitätsgleichung
∇ · v = 0 (5.8a)
und die Impulserhaltung
∂tv + (v · ∇)v = −∇p+ 1
Re
∆v + f . (5.8b)
Dabei bezeichnet v den Vektor der Geschwindigkeitskomponenten u, v
und w in den einzelnen Koordinatenrichtungen x, y und z. Der statische
Druck wird mit der Variablen p beschrieben und f gibt eine mögliche
Volumenkraft an. Alle Variablen liegen in dimensionsloser Form vor,
die durch Bezug auf eine geeignete Kombination aus einer Referenzlän-
ge, -geschwindigkeit und -dichte erreicht wird. Die Reynolds-Zahl Re
wird aus dem Produkt dieser Referenzgrößen und Division durch die
dynamische Viskosität des betrachteten Mediums gebildet.
Durch die Betrachtung einer inkompressiblen Strömung ist die Masse-
nerhaltung gewährleistet, wenn das Geschwindigkeitsfeld, wie in Glei-
chung (5.8a) gefordert, divergenzfrei ist, also keine Quellen und Senken
aufweist. Unter der Annahme, dass diese Bedingung von der zugrunde
liegenden Strömungslösung erfüllt wird, erben die POD-Moden diese
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Eigenschaft und das reduzierte Modell berücksichtigt die Massenerhal-
tung inhärent. In der Impulsbilanz (5.8b) wird die lokale zeitliche Ände-
rung der Geschwindigkeitskomponenten in Abhängigkeit der Trägheits-,
Druck- und Reibungskräfte sowie einer Volumenkraft bilanziert. Zur
vollständigen Beschreibung des Problems gehören noch die Anfangs-
und die Randbedingungen, die für den jeweiligen Anwendungsfall spe-
zifisch sind.
5.2.2 Simulationsdaten
Für die Identifikation eines reduzierten Modells, welches den Einfluss
einer transversalen Wellenbewegung der Oberfläche auf den Reibungs-
widerstand beschreibt, ist es notwendig, das dynamische Übergangsver-
halten des Widerstands auf eine Veränderung der Aktuierung zu kennen.
Die Simulationen von Klumpp et al. [65] lösen zwar mit hoher Genau-
igkeit das Strömungsfeld sowohl für die unbewegte Platte als auch für
einen aktuierten Fall über der Zeit auf, halten dabei die jeweilige Aktu-
ierung aber konstant. Der für die Regelung nutzbare Informationsgehalt
dieser Daten liegt dabei lediglich in den, zu der jeweiligen Aktuierungs-
form gehörenden, stationären Endwerten, welche strömungsmechanisch
dem gemittelten Widerstand entsprechen.
Um auch das Übergangsverhalten abbilden zu können, wurde am Ae-
rodynamischen Institut eine weitere Strömungsrechnung durchgeführt,
bei der die Aktuierung in Form einer Volumenkraft berücksichtigt wur-
de. Abbildung 5.4 zeigt eine Skizze des quaderförmigen Rechengebiets
das in dieser Simulation zugrunde gelegt wurde. Als Referenzlänge wird
die Grenzschichtdicke δ am Eintrittsquerschnitt verwendet. Die Kanten-
längen des Quaders haben bezogen auf diese Länge die dimensionslosen
Maße Lx/δ = 14,3, Ly/δ = 2,5 und Lz/δ = 2,5. Zur Diskretisierung
wird ein Gitter mit 241×34×76 Gitterpunkten in x, y und z-Richtung
verwendet. Die Reynolds-Zahl der betrachteten Strömung gebildet mit
der Grenzschichtdicke und der freien Anströmgeschwindigkeit beträgt
Reδ = 104. Das Daten-Ensemble umfasst die Strömungssimulation über
einen Zeitraum von 29 Zeiteinheiten mit einer Abtastrate von 0,01.
Am Einlass wird eine Geschwindigkeitsverteilung vorgeben, die mit ei-
ner synthetischen Turbulenzgenerierung [102] erstellt wurde. Für den
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Abb. 5.4: Strömungskonfiguration der Volumenkraft-Simulation vom Aero-
dynamischen Institut
Auslass wurde eine charakteristische Auslassrandbedingung gewählt.
Auf der Wand wird die Haftbedingung erfüllt, die Geschwindigkeit ist
dementsprechend Null, und am oberen Rand wird die Geschwindigkeit
der freien Außenströmung angenommen.
Die Rechnung erfolgt auf Basis der kompressiblen Erhaltungsgleichun-
gen und wurde vom Aerodynamischen Institut Aachen durchgeführt.
Die Auflösung des Rechengitters ist zu grob für eine direkte numerische
Simulation der Turbulenz. Daher ist eine Form der Turbulenzmodellie-
rung erforderlich. In der vorliegenden Simulation wurde dazu eine im-
plizite Large-Eddy Simulation gewählt, bei der die Strukturen bis zur
gegebenen Gittergröße aufgelöst werden und darüber hinaus die Dis-
sipation angepasst wird. Dabei wird keine zusätzliche Bilanzgleichung
eingeführt.
Die geometrische Abbildung einer veränderlichen wellenförmigen Ober-
flächenoszillation erfordert eine Rechnung auf einem ebenfalls verän-
derlichen Gitter. Um diesen Schritt zunächst zu umgehen, wurde der
Einfluss der Oberflächenbewegung qualitativ durch eine Volumenkraft
abgebildet, welche auf die Impulsbilanzen in y und z-Richtung wirkt.
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Abb. 5.5: Zeitverlauf der dimensionslosen Wellenlänge der aktuierenden Vo-
lumenkraft
Diese Volumenkraft, in der Skizze 5.4 durch die wellenförmigen Linien
über der Oberfläche dargestellt, breitet sich dabei ebenfalls quer zur
Hauptströmungsrichtung wellenförmig aus und erzeugt eine künstliche
Oberfläche, durch die kein Massenstrom hindurchtritt. Die Wellenfunk-
tion dieser Oberfläche lautet
y(z,t) = A
+
Reτ
·
(
1 + sin
(
2pi(z ·Reτ
λ+(t) −
t ·Re2τ
T+ ·Reδ )
))
, (5.9)
wobei A+ = 60 und T+ = 50 die auf die logarithmischen Grenzschicht-
größen bezogene dimensionslose Amplitude bzw. Periodendauer der lau-
fenden Welle sind. Beide Größen werden über die gesamte Simulations-
dauer konstant gehalten. Der Faktor Reτ = 470 dient zur Umrech-
nung der Skalierung von den logarithmischen Grenzschichtgrößen auf
die Grenzschichtdicke δ als Referenzgröße. Die dynamische Anregung
des Systems erfolgt durch die Änderung der dimensionslosen Wellenlän-
ge λ+, deren zeitlicher Verlauf in Abbildung 5.5 dargestellt ist. Die Wel-
lenlänge wird über die ersten fünf Zeiteinheiten, beginnend bei einem
Wert von 600, kontinuierlich reduziert und springt dann zum Zeitpunkt
5 auf den Endwert von 300. Eine sprunghafte Änderung der Wellenlänge
dürfte an einer realen Platte zwar technisch nur sehr schwer umsetzbar
sein, für die Systemidentifikation bietet der Sprung aber den Vorteil,
das damit der gesamte Frequenzbereich des Systems angeregt wird.
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Auf den Impuls in x-Richtung hat die Volumenkraft in der Simula-
tion keinen Einfluss. Dadurch verschwindet die Geschwindigkeitskom-
ponente u auf der künstlichen Oberfläche nicht, sondern wächst mit
zunehmendem Abstand der künstlichen Oberfläche vom unteren Rand
des Rechengebiets. Physikalische Rückschlüsse aus der Strömungsrech-
nung auf die real zu erwartende Änderung des Reibungswiderstands
sind daher nicht zulässig. So zeigt das Ergebnis der Simulation auch
keine Abhängigkeit des Reibungswiderstands von der Wellenlänge der
Aktuierung. Lediglich für den Übergangsbereich innerhalb der ersten
fünf Zeiteinheiten kann eine nennenswerte Änderung des Widerstands
beobachtet werden. Im folgenden wird daher das Ziel verfolgt, dieses
transiente Verhalten mit einem reduzierten Modell nachzubilden.
Die Strömungsrechnung betrachtet ein stationäres Kontrollvolumen, in
dem die Welle von links nach rechts wandert. Die zeitliche Änderung der
Wellenlänge ist dieser Bewegung überlagert. Um das transiente Verhal-
ten zu isolieren, wird die Strömung in einem mit der Welle mitbewegtem
Koordinatensystem betrachtet. Aus der Bedingung, das Argument der
Sinus-Funktion in der Wellengleichung (5.9) für einen gegeben Punkt z0
konstant zu halten, leitet sich dann die Verschiebung des mitbewegten
Referenzrahmens zref zu jedem Zeitpunkt als
zref =
( λ+(t)
λ+(t0)
− 1)z0 + λ+(t) ·Reτ
T+ ·Reδ (t− t0) (5.10)
ab. Durch Addition dieser Verschiebung auf die z-Koordinate in der
Wellengleichung (5.9) und Ausmultiplizieren ergibt sich die Wellenform
in dem mitbewegten Referenzsystem zu
y˜(z˜, t) = A
+
Reτ
(
1 + sin
(2pi ·Reτ
λ+(t) (z − z0)︸ ︷︷ ︸
z˜
+ 2pi(z0 ·Reτ
λ+(t0)
− t0 ·Re
2
τ
T+ ·Reδ )︸ ︷︷ ︸
ϕ0
))
.
(5.11)
Die Tilde kennzeichnet dabei die Variablen im Referenzsystem. Durch
die Betrachtung der Daten in einem mitbewegten Referenzsystem ist
damit die zeitliche Abhängigkeit der Wellenfunktion allein auf die Ver-
änderung der Wellenlänge beschränkt. Im weiteren Verlauf wird, wenn
nicht anders erwähnt, immer die Strömung im mitbewegten Relativsys-
tem betrachtet.
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5.3 Modellreduktion
Aus dem vollständigen, verteilt-parametrischen Modell der Strömung
soll nun ein für Regelungszwecke nutzbares Modell abgeleitet werden,
welches das Verhalten der Strömung in der Umgebung eines Arbeits-
punktes beschreibt. Gleichzeitig soll die Modellkomplexität so gering
sein, dass eine Nutzung des reduzierten Modells in einer modellbasier-
ten Regelungsstrategie ermöglicht wird. Das hier beschriebene Vorgehen
wird auch in der Arbeit von Hakenberg und Abel [47] vorgestellt.
5.3.1 Reduktion der Erhaltungsgleichungen
Mit dem klassischen POD-Galerkin-Verfahren, wie es in Kapitel 2 be-
schrieben ist, lassen sich die reduzierten Modellgleichungen direkt ab-
leiten. Dazu wird zunächst das mittlere Geschwindigkeitsfeld v¯ aus der
oben beschriebenen Strömungslösung bestimmt. Die Abweichungen der
Geschwindigkeitsfelder zu jedem Zeitschritt von dem mittleren Feld wer-
den mittels POD zerlegt. Die ersten N Moden dieser Zerlegung werden
zusammen mit dem mittleren Feld als Ansatzfunktion für die Galerkin-
Projektion benutzt
va(x,t) = v¯(x) +
N∑
i=1
a(i)(t)φ(i)(x) =
N+1∑
i=1
a(i)φ(i) . (5.12)
Zur Vereinfachung der Notation wird das mittlere Geschwindigkeitsfeld
dabei als (N+1)-te Mode φ(N+1) eingeführt. Für den zugehörigen Wich-
tungsfaktor gilt für alle Zeitpunkte a(N+1) ≡ 1. Die Galerkin-Projektion
auf den Raum der Moden liefert das ODE-System zur Bestimmung der
modalen Koeffizienten
a˙(i) = −(aT1)Q(i)
(
a
1
)
+ 1
Reδ
(l(i))T
(
a
1
)
+ (f ,φ(i)) (5.13)
für i = 1, . . . , N
mit Q(i)j,k =
(
(φ(j) · ∇)φ(k),φ(i)) und l(i)j = (∆φ(j),φ(i))
für j, k = 1, . . . , N + 1 .
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Dabei handelt es sich um ein nichtlineares ODE-System mit N Glei-
chungen, bei dem jeder Zustand a(i) in quadratischer Form von al-
len anderen Zuständen abhängt. Aufgrund der gleichen Struktur der
PDE stimmt die Form des reduzierten Modells exakt mit derjenigen der
Burgers-Gleichung überein. Die Koeffizienten der MatrizenQ(i) und der
Vektoren l(i) können analytisch aus den POD-Moden und dem mittleren
Geschwindigkeitsfeld bestimmt werden.
5.3.1.1 Druckterm
Der Druckterm aus der Impulsbilanz (5.8b) taucht in dem reduzierten
System zunächst nicht mehr auf, weil dieser für den Fall einer Divergenz-
freien POD-Basis mit homogenisierten Randbedingungen verschwindet.
Mit der Produktregel des Divergenz-Operators lässt sich das innere Pro-
dukt des Druckgradienten mit einer POD-Mode als
(∇p,φ(i)) =
∫
Ω
div(pφ(i))dΩ−
∫
Ω
p · div(φ(i))︸ ︷︷ ︸
=0
dΩ (5.14)
schreiben. Dabei bezeichnet Ω das Kontrollvolumen, auf dem die Galer-
kin-Projektion ausgeführt wird. Da die Moden aber divergenzfrei sein
sollten, verschwindet das zweite Integral. Das erste Integral kann über
den Integralsatz von Gauß in das Oberflächenintegral∫
Ω
div(pφ(i))dΩ =
∫
dΩ
pφ(i)dS (5.15)
überführt werden. Da die Randbedingungen der POD-Moden durch die
Abspaltung des mittleren Geschwindigkeitsfelds vor der Zerlegung ho-
mogen sein sollten, verschwindet auch dieser Integralausdruck im Ide-
alfall. Tatsächlich weisen die numerisch bestimmten Moden aber kleine
Schwankungen um die Null auf, die den turbulenten Schwankungsbe-
wegungen geschuldet sind. Daher ist eine alternative Bestimmung des
Druckfelds notwendig, um den Einfluss des Druckgradienten auf die
Strömung zu erfassen.
Bei den kompressiblen Navier-Stokes-Gleichungen ist der Druck über die
Energieerhaltung und das ideale Gasgesetz an das Dichte- und Tem-
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peraturfeld gekoppelt. Durch die Näherung der Strömung als inkom-
pressibel kann diese Kopplung nicht zur Bestimmung des Drucks ver-
wendet werden. Die notwendige Kopplung an das Geschwindigkeitsfeld
kann aus der zusätzlichen Beschränkung desselben durch die Massener-
haltung (5.8a) abgeleitet werden und führt auf die elliptische Poisson-
Gleichung, die beispielsweise von Noack et al. [89] als Modell für den
Druckterm verwendet wird. Die Umsetzung dieser Gleichung führt auf
einen zusätzlichen quadratischen Term in dem reduzierten Modell, des-
sen Koeffizienten sich ebenfalls direkt aus den Moden bestimmen lassen.
Da im weiteren Verlauf dieser Arbeit die Koeffizienten des reduzierten
Modells indirekt über eine Optimierung bestimmt werden, wird nach-
folgend nicht explizit zwischen Koeffizienten aus dem Konvektionsterm
und dem Druckterm unterschieden, sondern beide Einflüsse in den Ko-
effizientenmatrizen Q(i) berücksichtigt.
5.3.2 Frequenz-Selektive POD
Eine genaue Abbildung der Dynamik in der turbulenten Grenzschicht
erfordert aufgrund der kleinskaligen hochfrequenten Strukturen eine
sehr große Anzahl an Moden. Dies wird durch die Abbildung 5.6 deut-
lich, in der die blaue Linie den relativen Informationsgehalt der POD-
Zerlegung des Geschwindigkeitsfelds darstellt. Mit 150 Moden werden
dabei erst knapp 80% der in dem Datenensemble enthaltenen Infor-
mationen wiedergegeben, obwohl die Auflösung des Rechengitters recht
grob ist. Ein Modell basierend auf einer so großen Funktionenbasis ist,
insbesondere unter Berücksichtigung der quadratischen Form der Diffe-
rentialgleichung, viel zu komplex für eine sinnvolle Nutzung in Echtzeit.
Andererseits ist nur ein Teil der Dynamik eines solch hochdimensionalen
Systems für die Regelung des Reibungswiderstands von Bedeutung. Die
turbulenten Schwankungen um den Mittelwert sind aus regelungstech-
nischer Sicht nicht interessant, weil als Regelgröße nur der Mittelwert
des Reibungswiderstands verwendet wird. Die Herausforderung bei der
Modellreduktion besteht deshalb darin, die dynamische Änderung des
mittleren Reibungswiderstands infolge der Aktuierung abzubilden oh-
ne das Modell durch die Berücksichtigung der Schwankungsbewegungen
aufzublähen. Eine Möglichkeit, mit der dies erreicht werden kann, ist die
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Abb. 5.6: Relativer Informationsgehalt der direkten POD-Zerlegung des Ge-
schwindigkeitsfelds (blau), des gefilterten Geschwindigkeitsfelds
(rot) und des dynamisch relevanten Bereichs (grün).
Beschränkung des Datenensembles auf den relevanten Frequenzbereich.
Das Vorgehen dazu lässt sich in vier Schritte unterteilen:
Schritt 1: Ermittlung des relevanten Frequenzbereichs anhand der
Analyse der Regelgröße.
Schritt 2: Filterung der vorhandenen Ensemble-Daten zur Beschrän-
kung auf den relevanten Frequenzbereich.
Schritt 3: Bestimmung der POD-Moden aus dem dynamisch relevan-
ten Teil der gefilterten Ensemble-Daten.
Schritt 4: Anpassung der Koeffizienten des resultierenden Galerkin-
Modells durch Optimierung.
Im Folgenden werden diese Schritte am Beispiel der oben beschriebenen
Strömungssimulation gezeigt.
5.3.2.1 Ermittlung der relevanten Dynamik
Zunächst wird die Regelgröße in dem gegebenen Daten-Ensemble be-
trachtet, um den relevanten Frequenzbereich zu bestimmen. Dazu sind
in der Abbildung 5.7 in blau der Zeitverlauf und das Amplitudenspek-
trum des Wandschubspannungsignals aufgetragen. Darüber sind in rot
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die Frequenzanteile bis zu einem Wert von Zwei dargestellt. Der Ver-
gleich beider Signalverläufe zeigt, dass die wesentliche Dynamik be-
reits mit diesen schmalen Frequenzband erfasst wird. Die höheren Fre-
quenzanteile bewirken die Schwankungsbewegung um den Mittelwert.
Darüber hinaus ist das Wandschubspannungsignal mit einer sehr hoch-
frequenten Schwingung überlagert, die sich im Amplitudenspektrum
durch die Spitzen bei den Frequenzwerten 52,9 und 158,7 zeigt. Die-
se Anregung entsteht durch das Mitbewegen des Koordinatensystems.
Die Transversalwelle wird in der Simulation durch eine kontinuierliche
Wellenfunktion beschrieben. Daher müsste der Referenzrahmen eben-
falls kontinuierlich verschoben werden. Numerisch ist die Verschiebung
des Referenzrahmens aber nur an den diskreten Gitterpunkten möglich,
so dass sich im Zeitabstand von einem Gitterabstand dividiert durch
die Ausbreitungsgeschwindigkeit der Welle jeweils ein kleiner Sprung
im betrachteten Strömungsfeld ergibt. Die Frequenz dieser Anregungen
entspricht sehr genau der Frequenz im Amplitudenspektrum, bei dem
die erste Spitze zu erkennen ist. Die zweite Spitze ist die zugehörige
zweite Oberschwingung. Diese überlagerten Schwingungen treten auch
bei den rekonstruierten Geschwindigkeitsfeldern auf.
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Abb. 5.7: Zeitverlauf (links) und Amplitudenspektrum (rechts) der Schub-
spannung auf der Wellenoberfläche. Die blaue Kurve zeigt das
ungefilterte Signal, in rot ist das gefilterte Signal dargestellt. Die
grüne Linie gibt den Zeitverlauf des aus der POD-Zerlegung re-
konstruierten Signals an.
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5.3.2.2 Filterung des Geschwindigkeitsfelds
Während im ersten Schritt der relevante Frequenzbereich der skalaren
Regelgröße angepasst wurde, müssen nun die Geschwindigkeitsfelder zu
allen Zeitpunkten auf den ausgewählten Frequenzbereich beschränkt
werden. Weil eine direkte Fourier-Zerlegung aufgrund der großen Da-
tenmengen dabei zu rechenaufwendig wäre, werden die einzelnen Ge-
schwindigkeitsfelder stattdessen zeitdiskret gefiltert. Die Geschwindig-
keitsfelder der Simulation sind dabei über den gesamten Zeithorizont
bekannt, so dass ein Forward-Backward-Filtering angewendet werden
kann. Bei diesem Verfahren wird das Signal zunächst in Richtung der
ansteigenden Zeit und anschließend in die entgegengesetzte Richtung
gefiltert. Dies hat den Vorteil, dass die gefilterten Daten ohne Phasen-
verzug vorliegen.
Als Filter wird dabei ein Butterworth-Tiefpassfilter 4.Ordnung mit einer
dimensionslosen Eckfrequenz von 4 verwendet. Die Differenzengleichun-
gen zur rekursiven Filterung des Geschwindigkeitsfelds lauten damit
für die Vorwärtsfilterung
V
(k)
F = −
4∑
i=1
αiV
(k−i)
F +
4∑
i=0
βiV
(k−i) k = 1, . . . ,M (5.16a)
und für die Rückwärtsfilterung
V
(k)
FB = −
4∑
i=1
αiV
(k+i)
FB +
4∑
i=0
βiV
(k+i)
F k = M, . . . , 1 . (5.16b)
Dabei bezeichnet V (k) das Geschwindigkeitsfeld aus dem ungefilterten
Daten-Ensemble zum Zeitpunkt k. Die tiefgestellten Indizes F und FB
kennzeichnen jeweils das Vorwärts- und das beidseitig gefilterte Ge-
schwindigkeitsfeld. Die Werte der Koeffizienten αi und βi des Filters
sind in Tabelle 5.1 angegeben. An den Grenzen des Zeitintervalls werden
die nicht vorhandenen Werte durch das erste bzw. letzte Geschwindig-
keitsfeld ergänzt, um den Einschwingvorgang des Filters zu vermeiden.
99
5 Strömung über einer aktuierten Wand
Tabelle 5.1: Koeffizienten des Butterworth-Filters
i 0 1 2 3 4
αi - −3,8955 5,6919 −3,6971 0,9007
βi/10−7 1,5193 6,0771 9,1156 6,0771 1,5193
5.3.2.3 Berechnung der Moden
In diesem Schritt wird die POD-Zerlegung auf die gefilterten Geschwin-
digkeitsfelder durchgeführt. In der Abbildung 5.6 auf der Seite 97 ist
dazu durch die roten Punkte der relative Informationsgehalt für die
POD-Moden des gefilterten Geschwindigkeitsfelds dargestellt. Im Ver-
gleich mit der blauen Kurve der POD der ungefilterten Daten wird deut-
lich, dass sich der Informationsgehalt das Datenensembles mit deutlich
weniger Moden darstellen lässt. Dies ist das Ergebnis aus der Beschrän-
kung des Informationsgehalts des ursprünglichen Datenensembles durch
die Filterung der hochfrequenten Anteile.
Durch eine Verkleinerung des Datenensembles auf die Zeitspanne, in
der die gesuchte Dynamik stattfindet, lässt sich die Anzahl der benö-
tigten Moden weiter reduzieren. Dies wird in der Abbildung 5.6 durch
die grünen Punkte sichtbar, welche den Informationsgehalt der POD-
Zerlegung des gefilterten Geschwindigkeitsfelds, beschränkt auf die ers-
ten zehn Zeiteinheiten, darstellen. Mit 15 Moden beträgt der relative
Informationsgehalt dabei bereits über 90%. Diese Anzahl wird im Wei-
teren für die reduzierte Modellierung verwendet. Der Zeitverlauf der
Wandschubspannung aus dem mit diesen POD-Moden rekonstruierten
Geschwindigkeitsfeld ist in Bild 5.7 links durch die grüne Linie darge-
stellt.
5.3.2.4 Parameteridentifikation
Die POD-Zerlegung wird, wie Gleichung (2.24) zeigt, aus einer Linear-
kombination der vorhandenen Geschwindigkeitsfelder gebildet und ist
damit eine lineare Operation. Durch die vorangegangene Filterung kön-
nen die hochfrequenten Anteile zwar nicht mehr rekonstruiert werden,
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aber diese haben aufgrund des Superpositionsprinzips keinen Einfluss
auf die Rekonstruktion des gefilterten Felds. Durch die Nichtlinearität
in der Erhaltungsgleichung (5.8b) geht diese Superpositions-Eigenschaft
bei der Galerkin-Projektion verloren.2 Die nicht abgebildeten höherfre-
quenten Anteile der Strömung haben einen Einfluss auf das niederfre-
quente Strömungsfeld. Bei einer ungefilterten POD-Basis wird dieser
Einfluss über die Moden und die daraus gebildeten inneren Produkte
in den Parametern des Galerkin-Modells abgebildet. Im Umkehrschluss
folgt daraus, dass die mit der gefilterten Basis gebildeten Parameter das
dynamische Verhalten nicht richtig wiedergeben können, was sich durch
Simulationen des reduzierten Modells bestätigen lässt.
Statt der direkten Bestimmung der Parameter über die Galerkin-Projek-
tion werden diese geschätzt. Die Vorlage für diesen Ansatz stammt dabei
aus der Arbeit von Couplet et al. [26] und deren Adaption von Cordier
et al. [23]. Bei dieser indirekten Bestimmung der Galerkin-Parameter
wird die Tatsache ausgenutzt, dass der exakte Verlauf der modalen Ko-
effizienten a(i)(t) aus der POD-Zerlegung der Ensemble-Daten bekannt
ist oder durch Projektion der Moden auf die Snapshots der Simulation
bestimmt werden kann. Mit diesen Daten lassen sich die Parameter des
Modells identifizieren. Zur übersichtlicheren Darstellung des Vorgehens
wird dazu die rechte Seite des reduzierten Systems (5.13) in Operator-
schreibweise formuliert
Ni(p,a) = −(aT1)Q(i)
(
a
1
)
+ 1
Reδ
(l(i))T
(
a
1
)
+ p(i)0 · f(t) (5.17)
=
N∑
j=1
N∑
k=1
ajakQ
(i)
j,k +
N∑
j=1
ajQ
(i)
j,N+1 +
N∑
k=1
akQ
(i)
N+1,k
+Q(i)N+1,N+1 +
1
Reδ
(
N∑
j=1
aj l
(i)
j + l
(i)
N+1) + p
(i)
0 · f(t)
Dabei bezeichnet der Vektor p die Einträge der Matrix Q(i) bzw. des
Vektors l(i). Darüber hinaus wurde für die Aktuierung die Annahme
getroffen, dass sich die Volumenkraft als separierte Funktion getrennt
2Eine weitere Konsequenz daraus ist auch der bei der Reynolds’schen Mittelung
der Navier-Stokes Gleichungen auftretende turbulente Schubspannungsterm, der
zu dem Schließungsproblem der turbulenten Gleichungen führt.
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in einen zeit- und einen ortsabhängigen Teil schreiben lässt. Das innere
Produkt aus dem ortsabhängigen Teil und der i-ten Mode wird ebenfalls
als Teil des Parametervektors p geschrieben.
Mit den bekannten modalen Koeffizienten lässt sich die Schätzung der
Parameter des Galerkin-Modells damit auf das Minimierungsproblem
min
p
Jµ(p)
mit Jµ(p) = ‖a˙(i) −Ni(p,a)‖2 + µ‖p− pG‖2
(5.18)
zurückführen, welches unabhängig voneinander für jeden der N Zustän-
de des Modells gelöst werden kann. Die zeitliche Ableitung der moda-
len Koeffizienten a˙(i) wird durch numerische Differentiation bestimmt.
Der erste Teil der Gütefunktion beschreibt die Abweichung der vom
Modell vorhergesagten Änderungsraten von der bekannten Änderungs-
rate der modalen Koeffizienten. Der zweite Term stellt eine Tikhonov-
Regularisierung des Ausgleichsproblems dar und dient zur Verbesserung
der numerischen Kondition. Dazu werden mit diesem Term Verände-
rungen der Parameter gegenüber den über die Galerkin-Projektion be-
stimmten Parametern pG bestraft. Der Wichtungsfaktor µ wird klein
gewählt, hier mit einem Wert von 10−5.
Obwohl der Operator (5.17) eine quadratische Funktion beschreibt, ge-
hen die Parameter nur linear in das Funktional ein, wie aus der Sum-
menschreibweise des Operators deutlich wird. Daher kann die Mini-
mierungsaufgabe (5.18) analytisch auf das Lösen von N linearen Glei-
chungssystemen der Form
(ATA+ µI)p = (ATb+ µpG) (5.19)
reduziert werden. Bei einer gleichzeitigen Bestimmung der Parameter
des konvektiven und des diffusiven Anteils wird die numerische Kondi-
tion der zu invertierenden Matrix sehr schlecht, so dass eine entspre-
chend starke Gewichtung des Regularisierungsterms notwendig wäre.
Weil dadurch aber eine größere Modellabweichung in Kauf genommen
werden müsste, wird stattdessen die Bestimmung der Parameter des
diffusiven und des konvektiven Anteils unabhängig voneinander ausge-
führt. Dazu werden zunächst die Parameter des Diffusionsterms und der
Vorfaktor der Aktuierungsfunktion bestimmt. Anschließend und unter
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Berücksichtigung der im ersten Schritt bestimmten Parameter werden
die quadratischen Parameter des Konvektivterms angepasst. Der Auf-
bau der dazugehörigen Gleichungssysteme ist im Anhang D dokumen-
tiert.
Wie in Abschnitt 5.2.2 bereits erläutert wurde, lässt sich eine nennens-
werte Änderung der Wandschubspannung nur während des Übergangs
der Aktuierung erkennen. Aus diesem Grund wurde für die Zeitfunktion
f(t), welche bei der Identifikation mit den Zustandsverläufen in Korre-
lation gesetzt wird, nicht die zeitabhängige Wellenform selbst, sondern
deren Änderungsrate verwendet. Konkret wird die Funktion
f(t) = − A
+
Reτ
· 2piλ
+
0
(λ+(t))2 · λ˙
+(t) · cos(2piλ
+
0
λ+(t) ) (5.20)
verwendet, wobei λ+0 /Reτ die z-Ausdehnung des betrachteten Referenz-
rahmens ist und gleichzeitig der Wellenlänge zu Beginn der Aktuierung
entspricht.
In der Abbildung 5.8 sind die Zeitverläufe der ersten drei modalen Koef-
fizienten der POD-Zerlegung für den Zeitraum der Trainingsdaten auf-
getragen. Dazu sind die zugehörigen Zustände aus der Simulation des
identifizierten Modells aufgetragen. Dabei zeigt sich eine gute Überein-
stimmung der Zustandsvariablen mit den POD-Koeffizienten. Andere
Identifikationsansätze mit rein linearen Modellen führten zu einer deut-
lich geringeren Übereinstimmung, was die Identifikation auf Basis der
Struktur der Erhaltungsgleichungen rechtfertigt.
5.4 Ergebnisse
5.4.1 Validierung
Für die Validierung des Modells können die über den Zeitraum der Trai-
ningsdaten hinausgehenden Ergebnisse der Strömungssimulation ver-
wendet werden. Dazu ist in Abbildung 5.9 der Verlauf der Wandschub-
spannung über der Zeit dargestellt. In Rot ist der Widerstandsverlauf
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Abb. 5.8: Vergleich der ersten drei modalen Koeffizienten der POD-
Zerlegung mit den zugehörigen simulierten Zuständen des iden-
tifizierten Galerkin-Modells
der CFD-Lösung aufgetragen, die blaue Linie gibt den Widerstands-
verlauf des mit dem reduzierten Modell rekonstruierten Strömungsfelds
wieder. Zur Glättung des Verlaufs sind beide Kurven auf einen Fre-
quenzbereich bis zu einem Wert von 2 beschränkt. Der graue Hinter-
grund kennzeichnet den Zeitraum, der für die Identifikation der Modell-
Parameter verwendet wurde. Der Vergleich beider Kurven zeigt, dass
der mittlere Widerstand durch das Modell etwas überschätzt wird, die
Dynamik aber sehr genau wiedergegeben wird. Obwohl der Schwerpunkt
der Trainingsdaten auf der Änderung der Aktuierung innerhalb der ers-
ten fünf Zeiteinheiten liegt, werden auch die Bereiche mit gleichbleiben-
der Aktuierung gut wiedergegeben. Die Schwankungsbewegungen um
den Mittelwert werden dabei deutlich reduziert.
5.4.2 Regelung
Nachfolgend wird beispielhaft die Anwendung des reduzierten Modells
in einer Regelung verdeutlicht. Weil zum Zeitpunkt dieser Arbeit ei-
ne Kopplung eines Regelalgorithmus an den Strömungslöser noch nicht
möglich war, wird die Strömung als Regelstrecke behelfsweise durch ein
höherdimensionales reduziertes Modell mit 25 Zuständen dargestellt.
Die Erstellung dieses Modells erfolgt ebenfalls nach dem oben beschrie-
benen Vorgehen. Um eine Veränderung des mittlerenWiderstands durch
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Abb. 5.9: Verlauf der Wandschubspannung über der Zeit aus der CFD-
Simulation (rot) und aus dem rekonstruierten Geschwindigkeits-
feld des Galerkin-Modells (blau). Der schattierte Hintergrund
kennzeichnet den Zeitbereich der Trainingsdaten.
die Aktuierung zu ermöglichen, wird sowohl im Streckenmodell als auch
in dem Reglermodell mit 15 Zuständen der Einfluss des mittleren Strö-
mungsfelds mit einem integrierenden Zustand beschrieben. Zur Verein-
fachung der Simulation wird darüber hinaus der Reibungswiderstand
des Modells direkt aus den Zuständen berechnet. Dazu wird eine Aus-
gangsgleichung vom Typ
τw = cTouta (5.21)
eingeführt, bei der a den Vektor der Zustände darstellt. Die Koeffizien-
ten des Ausgangsvektors cTout werden mit einem Least-Squares-Fit an
den Widerstandsverlauf des Strömungsfelds bestimmt, separat für das
Regler- und das Streckenmodell.
Die beiden so ergänzten Modelle werden in einer Simulation als ge-
schlossener Regelkreis aufgebaut. Das Modell mit 25 Zuständen dient
dabei als Regelstrecke. Die einzige Information, die aus dem Strecken-
modell an den Regelungsalgorithmus übergeben wird, ist der Wert des
Reibungswiderstands zum aktuellen Simulationszeitpunkt. Der Regler
besteht aus einem Extended Kalman Filter und einer linearen modell-
gestützten prädiktiven Bestimmung der Stellgrößen.
In dem Extended Kalman Filter erfolgt die Prädiktion für den letzten
Zeitschritt durch das nichtlineare Galerkin-Modell. In dem Korrektur-
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schritt wird dann die Information aus der Messung, d.h. der vom Stre-
ckenmodell übergebene Widerstandswert, zur Anpassung der Schätzung
des aktuellen Zustands verwendet. Dazu wird ein um den prädizierten
Arbeitspunkt linearisiertes Modell verwendet.
Der geschätzte Zustand bildet den Ausgangspunkt für die Ermittlung
der nächsten Stellgröße durch die modellprädiktive Regelung. Dazu wird
zunächst das Modell um den geschätzten Arbeitspunkt linearisiert. Mit
diesem linearen Modell erfolgt die Prädiktion des freien Regelfehlers, al-
so der zu erwartenden Abweichung der Regelgröße von der Referenztra-
jektorie wenn kein weiterer Reglereingriff erfolgt. Die Bestimmung der
optimalen Stellgrößenänderung erfolgt dann über die Lösung eines qua-
dratischen Programms unter Berücksichtigung der Beschränkungen [83].
Nur der jeweils erste Wert der Stellgrößenoptimierung wird tatsächlich
an die Regelstrecke übergeben. Nach dem Prinzip des zurückweichenden
Horizonts wird diese Optimierung unter Berücksichtigung einer neuen
Zustandsschätzung in jedem Abtastschritt wiederholt. Als Startlösung
für die Optimierung wird dabei die Stellgrößentrajektorie aus dem letz-
ten Zeitschritt vorgegeben, wodurch die Anzahl der Iterationsschritte in
der Optimierung deutlich reduziert werden kann. Die Optimierung er-
folgt mit dem an der KU Leuven entwickelten qp-Solver qpOases [34].
Die Simulation des geschlossenen Regelkreises wurde mit einem Abtas-
tintervall von 0,1 Zeiteinheiten durchgeführt, wobei für die Streckensi-
mulation auf einen Abtastschritt mindestens zehn Zwischenschritte ver-
wendet wurden. Der Prädiktionshorizont der Regelung waren 30 Zeit-
schritte, die Optimierung der Stellgrößen wurde über einen Stellhorizont
von 15 Zeitschritten durchgeführt. Der Schwerpunkt der Kostenfunk-
tion des Reglers lag auf der Regelabweichung. Diese wurde mit dem
Faktor 1 gewichtet, während Veränderungen der Stellgröße nur mit ei-
nem Gewichtungsfaktor von 0,1 bestraft wurden. Weil unterschiedliche
Wellenformen im experimentellen Aufbau nicht beliebig schnell ineinan-
der überführt werden können, wird die Eingangsgröße der simulierten
Regelstrecke auf das Intervall zwischen -0,1 und 0,1 beschränkt. Diese
Beschränkung wurde auch in der Stellgrößenoptimierung des Reglers be-
rücksichtigt. Auf die Ausgangsgröße wurde eine dem Regler unbekann-
te Störung addiert, die beispielhaft eine Veränderung der Anströmbe-
dingungen darstellen könnte. Diese Ausgangsstörung springt zum Zeit-
punkt 5 auf auf den Wert 0,2.
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Abb. 5.10: Ergebnis der Simulation des geschlossenen Regelkreises. In der
oberen Grafik sind die Zeitverläufe der Referenztrajektorie (rot)
und der Regelgröße (blau) dargestellt. Die mittlere Grafik zeigt
den dazu gehörenden Verlauf der Stellgrößen u mit den vorge-
geben Beschränkungen. Die untere Grafik zeigt den Verlauf der
beaufschlagten Ausgangsstörung d.
Das Ergebnis dieser Simulation ist in der Abbildung 5.10 zu sehen. Da-
bei ist in der oberen Grafik der Zeitverlauf der Wandschubspannung
τw aus dem Streckenmodell in blau aufgetragen. Dazu zeigt die rot-
punktierte Linie die mittlere Wandschubspannung der CFD-Rechnung,
welche als Referenzwert verwendet wurde. Der von der MPR vorgege-
bene Stellgrößenverlauf u ist in der mittleren Abbildung aufgetragen,
inklusive der Stellgrößenbeschränkungen, die durch die grauen Linien
angedeutet sind. Der Zeitverlauf der Ausgangsstörung ist in der unte-
ren Grafik abgebildet.
Das Simulationsergebnis zeigt, dass der Regler in der Lage ist, die unbe-
kannte Störung auszuregeln und schnell wieder das ursprüngliche Wi-
derstandsniveau einzustellen. Wie an dem Stellgrößenverlauf kurz nach
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dem Sprung der Störgröße zu erkennen ist, wird dabei die extern vor-
gegebene Stellgrößenbeschränkung eingehalten, was in diesem Fall na-
türlich mit einem Verlust der Regelgüte erkauft wird. Die Stellgrößen-
bewegungen vor dem Sprung der Störgröße sind auf die ungleichen Vor-
faktoren des integrierenden Zustands im Regler- und Streckenmodell
zurückzuführen.
5.4.3 Diskussion
In der hier beispielhaft gezeigten Simulation wurde der Widerstand
durch die Wellenlänge der transversal verlaufenden Oberflächenwelle be-
einflusst. Dabei stellt sich die Frage, warum das Ein-Ausgangsverhalten
zwischen Wellenlänge und mittlerem Widerstand nicht direkt identifi-
ziert wurde, sondern der relativ aufwendige Weg über die POD-Zerlegung
und die Identifikation der Galerkin-Parameter gewählt wurde.
Ein offensichtlicher Vorteil des Galerkin-Ansatzes ist dabei die Struk-
turvorgabe des Modells durch die Erhaltungsgleichungen. Das Verhalten
zwischen der Wellenform und dem resultierenden Reibungswiderstand
ist nichtlinear. Die Gültigkeit der Näherung mit einem linearen Ein-
Ausgangsverhalten wird dabei auf einen kleinen Bereich um den Ar-
beitspunkt beschränkt sein. Schon bei der Identifikation der Parameter
zeigte sich, dass mit einem rein linearen Modell die Verläufe der Koeffizi-
enten nicht vollständig abgebildet werden konnten. Das Galerkin-Modell
übernimmt die nichtlineare Struktur der Erhaltungsgleichungen. Eine
Validierung des Gültigkeitsbereichs setzt weitere Vergleichsrechnungen
des Strömungslösers voraus, die zum Zeitpunkt dieser Arbeit nicht vor-
liegen. Bei den in den vorigen Kapiteln untersuchten Anwendungsfällen
zeigte sich allerdings, dass die Galerkin-Modelle das reale Verhalten der
Strecke auch für nicht trainierte Eingangsdaten wiedergeben konnten.
Der eigentliche Vorteil, bei der Modellierung den Umweg über die Ga-
lerkin-Modellierung zu wählen, liegt aber in dem Informationsgehalt des
Modells. Im Gegensatz zu einem Ein-Ausgangsmodell, welches nur den
Widerstand ausgibt, kann mit dem Galerkin-Modell das gesamte Strö-
mungsfeld rekonstruiert werden. In einer experimentellen oder techni-
schen Anwendung der aktuierten Platte wird sich der globale Reibungs-
widerstand nicht direkt messen lassen. Über einen Zustandsbeobachter
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kann aber anhand weniger Messgrößen, z.B. aus Geschwindigkeitsmes-
sungen, der aktuelle Zustand und damit das Strömungsfeld geschätzt
werden. Aus dieser Schätzung kann wiederum die eigentlich Regelgrö-
ße, der globale Reibungswiderstand, abgeleitet werden. Die Korrelation
zwischen Mess- und Regelgröße ist über die POD-Moden damit Teil
des Galerkin-Modells. Die notwendigen Schritte zur Modellierung und
zu einer Reglerstruktur, welche dieses Modellwissen ausnutzten kann,
wurden in dieser Arbeit gezeigt.
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Die aktive Beeinflussung von Strömungen birgt ein großes Potential zur
Reduktion des Reibungswiderstands von Flugzeugen. Neben dem aero-
dynamischen Vorteil müssen dabei auch die Kosten für die Aktuierung
berücksichtigt werden. Für den Nutzen einer aktiven Maßnahme ist es
daher wichtig, dass die Strömung möglichst effizient aktuiert wird. Dies
lässt sich nur erreichen, wenn der aktuelle Strömungszustand berück-
sichtigt wird und Verständnis über die Wirkung der Aktuierung vorliegt.
Beide Punkte lassen sich mit einer modellbasierten Regelungsstrategie
für die aktive Strömungsbeeinflussung erreichen.
Der modellbasierte Reglerentwurf für verteilt-parametrische Prozesse,
zu denen auch Strömungen gehören, ist das Thema dieser Arbeit. Der
Entwurf erfolgt dabei nicht für die kontinuierliche Form der partiel-
len Differentialgleichung, sondern für ein reduziertes Modell, das mit
dem POD-Galerkin-Verfahren aus einer bekannten Lösung des Systems
abgeleitet wird. Vorteilhaft an dieser Methode ist, dass sie für eine gan-
ze Klasse von Problemen in gleicher Weise angewendet werden kann
und nicht speziell auf ein System zugeschnitten werden muss. Anderer-
seits ist der so entworfene Regler nicht optimal bezüglich des verteilt-
parametrischen Problems, sondern nur für dessen reduziertes Modell.
Bei der Modellreduktion mit dem Galerkin-Verfahren wird die nicht-
lineare Struktur der Erhaltungsgleichungen in das reduzierte Modell
übertragen. Dies verspricht einen größeren Gültigkeitsbereich gegenüber
linearen Modellreduktionsverfahren, erfordert aber auch einen Umgang
mit dieser Nichtlinearität für die modellbasierte Regelung. Die in dieser
Arbeit verwendeten Ansätze bauen dabei alle auf einer Linearisierung
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an dem aktuellen Arbeitspunkt auf. Die genaue Formulierung des Opti-
mierungsproblems wird dann abhängig von den Stabilitätseigenschaften
und der Genauigkeit des reduzierten Modells gewählt. Das beschriebene
Verfahren wird auf drei Beispielsysteme angewendet.
Das erste Beispielsystem ist die Burgers-Gleichung. An dieser nichtli-
nearen partiellen Differentialgleichung wird die Einbindung einer zusätz-
lichen Aktuatordynamik und die explizite Berücksichtigung von Stell-
größenbeschränkungen im Regelgesetz gezeigt. In der verwendeten mo-
dellprädiktiven Regelung erfolgt die Prädiktion mit dem nichtlinearen
Modell, für die Optimierung wird ein linearisiertes Modell verwendet.
Dadurch kann der Informationsgehalt des reduzierten Modells gut aus-
genutzt werden, ohne dass eine zeitaufwendige nichtlineare Optimierung
notwendig wird. Das reduzierte Modell wird mit neun POD-Moden ge-
bildet und zeigt eine hohe Genauigkeit. Die darauf basierende Regelung
erweist sich als leistungsfähig und auch robust gegenüber Störgrößen
und Messrauschen.
Die Formulierung der Erhaltungsgleichungen, die Wahl eines dazu pas-
senden inneren Produkts und die Einbindung der vorgegebenen Rand-
bedingungen sind drei wichtige Punkte bei der Modellreduktion von
kompressiblen Strömungen. Anhand des zweiten Beispielsystems, den
kompressiblen Euler-Gleichungen, werden diese Schritte gezeigt und
ein reduziertes Modell zur Einbindung in eine Regelung erstellt. Das
nichtlineare reduzierte Modell ist nicht global stabil. Je nach Arbeits-
punkt können bei der Linearisierung auch instabile Modelle entste-
hen. Für die modellprädiktive Regelung wird deshalb eine Closed-Loop-
Formulierung gewählt, bei dem eine LQR-Zustandsrückführung in ei-
nem unterlagerten Regelkreis das Streckenmodell stabilisiert. Mit der
vorgestellten Regelung gelingt es, die thermodynamischen Zustandsgrö-
ßen des Systems dynamisch zu entkoppeln.
Eine 3D-Strömungslösung einer aktuierten Grenzschicht bildet schließ-
lich das dritte Beispielsystem. Auch wenn diese Simulation nicht die
notwendige Auflösung für eine realistische Wiedergabe der Turbulenz
besitzt, lässt sich an dem Beispiel dennoch eine Methode aufzeigen, mit
der ein brauchbares reduziertes Modell für eine Regelung erstellt werden
kann. Die Schwierigkeit bei der Modellierung der aktuierten turbulenten
Grenzschicht besteht darin, dass sich hier die Änderung des Widerstands
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infolge Aktuierung und die turbulenten Schwankungen überlagern. Eine
direkte Anwendung des POD-Galerkin-Verfahrens auf die Strömungs-
daten führt nicht zu einer brauchbaren Reduktion, da zur Auflösung der
kleinskaligen turbulenten Strukturen sehr viele Moden benötigt werden.
In dieser Arbeit wird daher das Strömungsfeld vor der POD-Zerlegung
durch Filterung auf die gesuchte dynamische Bandbreite reduziert. Die
Koeffizienten des Galerkin-Modells lassen sich aufgrund der Nichtlinea-
rität der Erhaltungsgleichung nicht mehr mittels Projektion der so ge-
wonnen POD-Moden bestimmen, sondern werden parametrisch identi-
fiziert. Das reduzierte Modell ist damit in der Lage, den stationären
Arbeitspunkt mit guter Genauigkeit wiederzugeben, obwohl dieser in
den Trainingsdaten kaum abgebildet wurde.
An den vorgestellten Beispielen werden verschiedene Anpassungen des
POD-Galerkin-Verfahrens und der modellgestützten prädiktiven Re-
gelung vorgestellt, die zu einer durchgängigen Reglerentwicklung für
verteilt-parametrische Systeme mit dissipativem Charakter verwendet
werden können. Die vorgestellten Ansätze stellen kein neues Verfahren
dar, sondern eine ingenieurmäßige Lösung der aufgetretenen Probleme.
In der Simulation liefern die erstellten Reglerentwürfe gute Ergebnis-
se.
Im Rahmen der Forschergruppe „Aktive Widerstandsreduktion durch
wellenförmige Oberflächenoszillation“ soll das vorgestellte Verfahren für
den Reglerentwurf genutzt werden. Der so entworfene Regler soll da-
bei zunächst durch Co-Simulation mit einem Strömungslöser validiert
werden und schließlich an dem experimentellen Aufbau zum Einsatz
kommen.
In methodischer Hinsicht besteht weiterer Forschungsbedarf bei der
Modellreduktion für Systeme mit großen Reynolds-Zahlen. Das norma-
le POD-Galerkin-Verfahren führt bei solchen Systemen nicht zu einer
ausreichenden Reduktion, die eine Verwendung in einer modellbasierten
Regelung ermöglichen würde. Die in dieser Arbeit vorgestellte Beschrän-
kung des Frequenzbereichs reduziert die Anzahl der notwendigen Mo-
den, verhindert aber gleichzeitig die Bestimmung der Modellparameter
mittels Galerkin-Projektion. Die stattdessen verwendete Identifikation,
häufig auch Kalibrierung genannt, besitzt nicht mehr den direkten Be-
zug zu dem physikalischen Modell, sondern stellt lediglich das Verhalten
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an einem Arbeitspunkt dar. Andere Funktionenbasen, die zum Beispiel
über Dynamic Mode Decomposition oder Balanced POD erstellt wer-
den, könnten hier hinsichtlich ihrer Eignung als Ansatz-Funktionen für
die Galerkin-Projektion untersucht werden.
Auch in Bezug auf das angewendete Reglerentwurfsverfahren bestehen
weitere Möglichkeiten, die in dieser Arbeit nicht untersucht wurden. Ne-
ben der expliziten Berücksichtigung der Modellunsicherheiten in Form
einer robusten MPR, ermöglicht vor allem die eingangs-affine Struktur
des reduzierten Modells die Anwendung von Sliding Mode Control zur
Berücksichtigung der Nichtlinearität. Die erreichbare Regelgüte wird je-
doch nicht primär durch das verwendete Entwurfsverfahren bestimmt,
sondern durch die Qualität des zugrunde liegenden Modells.
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A Herleitungen
A.1 Fredholm’sche Integralgleichung
In diesem Anhang wird ausgehend von der gegebenen Maximierungs-
aufgabe die Fredholm’sche Integralgleichung zur Bestimmung der POD-
Moden bestimmt. Die Herleitung orientiert sich an Holmes et al. [53],
erweitert diese jedoch für vektorwertige Funktionen. Ausgangspunkt ist
das Maximierungsproblem aus Abschnitt 2.2.1 mit Nebenbedingung
max
φ∈L2(Ω)d
〈
(yˆ,φ)2Ω
〉
mit ‖φ‖2 = 1 . (2.12)
Die Nebenbedingung wird als Lagrange-Multiplikator in der Kosten-
funktion
J(φ) =
〈
(yˆ,φ)2Ω
〉− λ(‖φ‖2 − 1) (A.1)
eingeführt. Die notwendige Bedingung für das Optimum ist, dass die
erste Variation des Gütefunktionals verschwindet, d.h.
δJ(φ,ψ) = ∂
∂ε
J(φ+ εψ)|ε=0 != 0 (A.2)
für eine beliebige Störfunktion ψ(x) aus H10 (Ω)d. Ausformuliert ergibt
sich
∂
∂ε
[〈(yˆ,φ+ εψ)(yˆ,φ+ εψ)〉 − λ(φ+ εψ,φ+ εψ)]ε=0
!= 0 .
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Aus der Definition des inneren Produktes (2.1) folgt damit
∂
∂ε
[
〈
d∑
i=1
∫
Ω
yˆi(φi + εψi)dx ·
d∑
j=1
∫
Ω
yˆj(φj + εψj)dx′
〉
− λ ·
d∑
i=1
∫
Ω
φ2i + 2εφiψi + ε2ψ2i dx ]ε=0 = 0 .
Nach Differentiation mit der Produktregel und anschließender Auswer-
tung an der Stelle ε = 0 ergibt sich
2 · (
〈
d∑
i=1
∫
yˆiψidx ·
d∑
j=1
∫
yˆjφjdx′
〉
− λ ·
d∑
i=1
∫
φiψidx ) = 0 .
Der Vorfaktor 2 kann weggelassen und die Summation und Integrati-
onsreihenfolge vertauscht werden. Im nächsten Zwischenschritt werden
die Argumente der Funktionen zur besseren Nachvollziehbarkeit mit an-
gegeben〈
d∑
i=1
∫ d∑
j=1
∫
yˆi(x,t)yˆj(x′,t)φj(x′)dx′ · ψi(x)dx
〉
− λ ·
d∑
i=1
∫
φi(x)ψi(x)dx = 0 .
Unter der Annahme, dass die zeitliche Mittelung und das innere Pro-
dukt kommutativ sind, kann die Mittelung über die Zeit 〈·〉 in das In-
tegral gezogen werden, weil nur die vorgegebene Lösung yˆ zeitabhängig
ist. Außerdem kann die Integration über x als
d∑
i=1
∫  d∑
j=1
∫
〈yˆi(x,t)yˆj(x′,t)〉φj(x′)dx′ − λφi(x)
ψi(x)dx = 0
zusammengefasst werden. Durch Einführen des Korrelationstensors
R(x,x′) = 〈yˆ(x,t) ⊗ yˆ(x′,t)〉 lässt sich diese Gleichung in vektorieller
Schreibweise∫ (∫
R(x,x′)φ(x′)dx′ − λφ(x)
)
·ψ(x)dx = 0
115
A Herleitungen
angeben. Da dieser Ausdruck für alle zulässigen Störfunktionen ψ(x)
zu Null werden muss, folgt daraus die in Abschnitt 2.2.1 angegebene
Fredholm’sche Integralgleichung∫
R(x,x′)φ(x′)dx′ = λφ(x) . (2.13)
A.2 Method of Snapshots
Mit der Korrelationsmatrix in Komponentenschreibweise lässt sich die
Fredholmsche Integralgleichung (2.13) für jede Vektorkomponente der
Ensemble-Funktion separat als∫ d∑
j=1
Rij(x,x′)φj(x′)dx′ = λφi(x) i = 1, . . . , d .
schreiben. Wird die Mittelwertbildung der Korrelationsfunktionen als
Rij = 1M
∑M
k=1 yˆi(x,tk)yˆj(x′,tk) ausgeschrieben, und außerdem die Mo-
den entsprechend (2.22) als Linearkombinatonen der Snapshots angege-
ben, folgt damit∫ d∑
j=1
( 1
M
M∑
k=1
yˆi(x, tk)yˆj(x′, tk)
)
·
M∑
m=1
a(tm)yˆj(x′, tm) dx′ =
λ
M∑
k=1
a(tk)yˆi(x, tk) i = 1, . . . , d .
Durch Umsortieren der Summation und Integration lässt sich diese Glei-
chung als
M∑
k=1
( M∑
m=1
1
M
d∑
j=1
∫
yˆj(x′, tk)yˆj(x′, tm) dx′︸ ︷︷ ︸
(yˆ(x,tk),yˆ(x,tm))
·a(tm)
)
yˆi(x, tk) =
M∑
k=1
λa(tk)yˆi(x, tk) i = 1, . . . , d .
116
A.2 Method of Snapshots
schreiben. Dabei wurde die Integrationsvariable in dem inneren Produkt
von x′ in x umbenannt. Damit diese Gleichung (für alle i) erfüllt ist,
müssen die Summanden auf beiden Seiten identisch sein. Daraus ergibt
sich die Forderung
M∑
m=1
1
M
(yˆ(x, tk), yˆ(x, tm)) · a(tm) = λa(tk) k = 1, . . . ,M .
Durch Einführen der M ×M -Matrix C mit
Ckm =
1
M
(yˆ(x, tk), yˆ(x, tm))
und des Vektors a
aT = [a(t1), a(t2), . . . , a(tM )]
lässt sich die Bestimmungsgleichung als das Eigenwertproblem
Ca = λa (2.23)
aus Abschnitt 2.2.2 schreiben.
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A.3 Massenbilanz mit spezifischem Volumen
Ausgangspunkt für die Umformulierung ist die konservative Form der
Massenerhaltung, bei der die Dichte ρ bilanziert wird
∂ρ
∂t
= −∇ · (ρv)
= −ρ∇ · v − (v · ∇)ρ ,
wobei v den Vektor der Geschwindigkeitskomponenten bezeichnet. Mit
der Kettenregel folgt für die zeitliche Ableitung der inversen Dichte
∂
∂t
(1
ρ
)
= − 1
ρ2
∂ρ
∂t
= − 1
ρ2
(−ρ∇ · v − (v · ∇)ρ)
= 1
ρ
∇ · v − (−v · 1
ρ2
∇ρ)︸ ︷︷ ︸
=v·∇( 1ρ )
.
Einsetzen des spezifischen Volumens als dem Reziprokwert der Dichte
gemäß
ζ = 1
ρ
(4.6)
liefert dann die allgemeine Massenerhaltung bilanziert durch das spezi-
fische Volumen
∂ζ
∂t
= ζ∇ · v − (v · ∇)ζ
und speziell für den eindimensionalen Fall, die im Kapitel 4 angegebene
Form
∂ζ
∂t
= ζ ∂u
∂x
− u∂ζ
∂x
. (4.7)
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B.1 Zuordnung der Koeffizienten
Mit der Ansatzfunktion (4.9) lassen sich die einzelnen Ansätze für das
spezifische Volumen, die Geschwindigkeit und die spezifische innere Ener-
gie separat als
ζ(x,t) = ζL(t) · 1 +
N∑
i=1
a(i)(t)φ(i)1 (x)
u(x,t) = uL(t) · 1 +
N∑
i=1
a(i)(t)φ(i)2 (x)
(ρe)(x,t) = (ρe)R +
N∑
i=1
a(i)(t)φ(i)3 (x)
schreiben. In dem Ansatz für die spezifische innere Energie ist dabei
berücksichtigt, dass die zugehörige Randbedingung auf der rechten Seite
des Rechengebietes konstant ist.
In den Erhaltungsgleichungen in der Form (4.8) treten die Variablen ζ,
u und (ρe) ausschließlich in quadratischen Termen auf. Anhand eines
allgemeinen Ansatzes mit zwei generischen Reihenentwicklungen wird
zunächst die Zuordnung der einzelnen Projektionsterme zu den Aus-
drücken in der Gleichung (4.10) gezeigt. In allgemeiner Form lassen
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sich zwei Ansatzfunktionen für das System (4.8) schreiben als
f(x,t) = f (p) + uLf (u) + ζLf (ζ) +
N∑
i=1
a(i)f (i)
:= f (0) +
N+2∑
i=1
a(i)f (i)
g(x,t) = g(p) + uLg(u) + ζLg(ζ) +
N∑
j=1
a(i)g(i)
:= g(0) +
N+2∑
i=1
a(i)g(i) .
Die Funktionen f und g sind dabei als Platzhalter zu verstehen, welche
durch die oben angegebenen Ansatzfunktionen oder deren Ortsableitung
ersetzt werden können. f (i) beschreibt die zugehörige Komponente der
POD-Moden für diese Ansatzfunktion, f (p), f (u) und f (ζ) sind die ge-
wählten Aktuierungsmoden zur Erfüllung der Randbedingungen, die als
Konstante bzw. als (N + 1) und (N + 2)-te Moden definiert werden.
Der Galerkin-Projektionsterm P des Produkts dieser beiden Funktionen
auf einen Eintrag der k-ten Mode eines Ensembles ψ lautet dann
P := (f · g , ψ(k))
=
(
(f (0) +
N+2∑
i=1
a(i)f (i)) · (g(0) +
N+2∑
i=1
a(i)g(i)) , ψ(k)
)
=
(
f (0)g(0) + f (0)
∑
i
a(i)g(i) + g(0)
∑
i
a(i)f (i)
+
∑
i
∑
j
a(i)a(j)f (i)g(j) , ψ(k)
)
.
Durch Ausmultiplizieren werden die quadratischen, linearen und kon-
stanten Terme deutlich. Die Zuordnung auf die Matrix Q(k), den Vektor
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l(k) und die Konstante p(k) erfolgt über die Vorschrift
Q
(k)
ij = (f (i)g(j) , ψ(k))
l
(k)
i = (f (0)g(i) + f (i)g(0) , ψ(k))
p(k) = (f (0)g(0) , ψ(k)) .
Für die Koeffizienten der reduzierten Modellgleichungen (4.10) besteht
der Projektionsterm P aus dem System (4.8), projiziert auf die Men-
ge der POD-Moden. Die Ansatzfunktionen für spezifisches Volumen,
Geschwindigkeit und spezifische innere Energie werden dabei wie oben
angegeben verwendet.
Die Einträge des Vektors b(k) in der Gleichung (4.10) entstehen bei der
Ableitung der Ansatzfunktion nach der Zeit, weil die Aktuierungsmoden
f (u) und f (ζ) nicht orthogonal zu der Menge der POD-Moden sind. Für
den hier betrachteten Fall lauten die Einträge
b(k) =
[
(1 , φ(k)1 ) (1 , φ
(k)
2 )
]
.
Hierbei wurde bereits berücksichtigt, dass die Randbedingung auf der
rechten Seite konstant gehalten wird.
B.2 Einbinden der Temperatur-Randbedingung
Wie im Abschnitt 4.3.3 bereits aufgeführt lassen sich das spezifische
Volumen und der Druck durch
ζL =
TL
pL
(4.11)
pL = cLa+ 1 (4.12)
ausdrücken. Die Ableitung dieser beiden Zusammenhänge nach der Zeit
liefert zusammen mit den reduzierten Systemgleichungen (4.10) das
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Gleichungssystem
p˙L = cLa˙ (B.1a)
ζ˙L =
1
pL
· T˙L − TL
p2L
· p˙L (B.1b)
a˙ = F (a, ζL, uL)− b1 · ζ˙L − b2 · u˙L . (B.1c)
Dabei umfasst die vektorielle Funktion F die einzelnen Funktionen fk
für k = 1, . . . , N aus der Gleichung (4.10) und b1 bzw. b2 bezeichnen
die erste bzw. zweite Spalte der Vektoren b(k).
Um die Variable ζL und deren Änderungsrate zu eliminieren, wird zu-
nächst (B.1a) in (B.1b) eingesetzt und anschließend der neue Zusam-
menhang genauso wie die statischen Zusammenhänge (4.11) und (4.12)
in Gleichung (B.1c) eingesetzt. Es entsteht das System
a˙ = F
(
a, ζL(a, TL), uL
)− b1( 1
pL
· T˙L − TL
p2L
· cLa˙)− b2 · u˙L . (B.2)
Die Variable pL wird hier aus Gründen der Übersichtlichkeit weiter bei-
behalten, kann aber ohne Einschränkungen durch die Beziehung (4.12)
ersetzt werden. In der angegebenen Gleichung tauchen die Ableitungs-
terme a˙ der Zustände auf beiden Seiten der Gleichung auf. Es handelt
sich also um ein differential-algebraisches System. Die Umformung die-
ses Systems liefert die im Abschnitt 4.3.3 angegebene Form
(I − b1 · cL · TL
p2L
)︸ ︷︷ ︸
:=M(a,TL)
a˙ = F (a,TL, uL)− b1 1
pL
T˙L − b2u˙L . (4.13a)
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In diesem Anhang wird allgemein der Aufbau einer Closed-Loop MPR
für ein lineares System in Zustandsraumdarstellung beschrieben. Dazu
wird in diesem Kapitel auf die übliche regelungstechnische Notation
zurückgegriffen
xk+1 = A · xk +B · uk (C.1a)
yk = C · xk . (C.1b)
Im Gegensatz zu den üblichen Darstellungen in der Literatur (z.B.
[103]), wird hier neben dem rein stabilisierenden Regler zusätzlich ein
Führungsgrößenfilter zur Einregelung des Referenzwerts im stationären
Fall verwendet. Dadurch wird im unterlagerten Regelkreis eine Zwei-
Freiheitsgrad-Struktur verwendet, die nicht nur allein auf die Stabilisie-
rung des Ursprungs ausgelegt ist, sondern auch eine Sollwertänderung
einregeln kann. Für die überlagerte Modellprädiktive Regelung bedeu-
tet dies, dass die Regelung im stationären Zustand nicht eingreifen muss
und die optimale Stellgrößenanpassung damit gegen Null strebt. Das
Reglergesetz lautet allgemein
uk = −K · xk + S ·wk + ck , (C.2)
wobei der erste Summand die stabilisierende Zustandsrückführung dar-
stellt, der zweite Summand das Führungsgrößenfilter und den einzure-
gelnden Sollwert und der dritte Summand schließlich die Stellgrößenan-
passung aus der modellbasierten Optimierung.
Für die Prädiktion der Zustände für einen beliebigen Zeitpunkt k + N
ausgehend vom aktuellen Zeitpunkt k folgt mit diesem Reglergesetz
xk+N = ANcl · xk +
N∑
i=1
AN−icl BSwk+i−1 +
N∑
i=1
AN−icl Bck+i−1 , (C.3)
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wobei alle Einträge ck+i die über den betrachteten Stellhorizont Nc der
Optimierung hinausgehen als Null angenommen werden. Ferner steht
die Schreibweise Acl für die Systemmatrix des geschlossenen Regelkrei-
ses Acl = A−BK.
Die Prädiktion der Ausgangsgröße über den Prädiktionshorizont von N1
bis N2 lässt sich damit in Matrixschreibweise darstellen als
yk+N1...
yk+N2
 =
CA
N1
cl
...
CAN2cl

︸ ︷︷ ︸
Θ
·xk
+
φ(N1) · S · · · φ(N1 −N2 + 1) · S... . . . ...
φ(N2) · S · · · φ(N2 −N2 + 1) · S

︸ ︷︷ ︸
ΦS
·

wk
wk+1
...
wk+N2−1

+
φ(N1) · · · φ(N1 −Nc + 1)... . . . ...
φ(N2) · · · φ(N2 −Nc + 1)

︸ ︷︷ ︸
Φ
·

ck
ck+1
...
ck+Nc−1

mit φ(i) =
{
CAi−1cl B für i ≥ 1
0 für i < 1 .
(C.4)
Neben der Prädiktion der Ausgangsgröße wird auch die Kenntnis der
zukünftigen Stellgrößenwerte benötigt, um deren Beschränkungen be-
rücksichtigen zu können. In der Summenschreibweise lautet die Prädik-
tion für die Stellgröße zum Zeitpunkt k + N ausgehend vom aktuellen
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Zeitpunkt k
uk+N = −KANcl · xk −
N∑
i=1
KAN−icl BSwk+i−1 + Swk+N
−
N∑
i=1
KAN−ic Bck+i−1 + ck+N .
(C.5)
In Matrixnotation folgt die Prädiktion der nächsten N Stellgrößen, be-
ginnend mit dem aktuellen Wert zum Zeitpunkt k zu
uk
uk+1
...
uk+N
 = −

K
KA1cl
...
KANcl

︸ ︷︷ ︸
Ξ
·xk
+

ψ(0) · S · · · ψ(0−N) · S
ψ(1) · S · · · ψ(1−N) · S
... . . .
...
ψ(N) · S · · · ψ(N −N) · S

︸ ︷︷ ︸
ΨS
·

wk
wk+1
...
wk+N

+

ψ(0) · · · ψ(0−N)
ψ(1) · · · ψ(1−N)
... . . .
...
ψ(N) · · · ψ(N −N)

︸ ︷︷ ︸
Ψ
·

ck
ck+1
...
ck+N

mit ψ(i) =

−KAi−1cl B für i ≥ 1
I für i = 0
0 für i < 0 .
(C.6)
Damit garantiert ist, dass die Kostenfunktion der Optimierung im Falle
stationärer Genauigkeit ein Minimum annimmt, dürfen nicht die Ab-
solutwerte der Stellgrößen in diese Kostenfunktion eingehen, sondern
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nur die Stellgrößenänderungen. Andernfalls wäre es möglich, dass die
MPR einen gewünschten Betriebspunkt nicht anfährt, weil dieser einen
sehr großen Absolutwert der Stellgröße erfordert. Stattdessen würde ein
bleibender Regelfehler in Kauf genommen, der mit einem deutlich ge-
ringeren Stellgrößenwert erzielt wird und zu einem kleineren Wert der
Kostenfunktion führt. In Matrixnotation lässt sich die Prädiktion für
die nächsten N Zeitschritte darstellen als

∆uk
∆uk+1
...
∆uk+N
 = −

K
K(I −Acl)
...
KAN−1cl (I −Acl)

︸ ︷︷ ︸
Z
·xk
+

υ(0) · S · · · υ(0−N) · S
υ(1) · S · · · υ(1−N) · S
... . . .
...
υ(N) · S · · · υ(N −N) · S

︸ ︷︷ ︸
ΥS
·

wk
wk+1
...
wk+N

+

υ(0) · · · υ(0−N)
υ(1) · · · υ(1−N)
... . . .
...
υ(N) · · · υ(N −N)

︸ ︷︷ ︸
Υ
·

ck
ck+1
...
ck+N
−

uk−1
0
...
0

mit υ(i) =

K(I −Acl)Ai−2cl B für i > 1
−(I +KB) für i = 1
I für i = 0
0 für i < 0 .
(C.7)
Die allgemeine Darstellung für einen beliebigen Zeitpunkt k+N prädi-
126
ziert vom aktuellen Zeitpunkt k lautet dabei
∆uk+N = uk+N − uk+N−1
= KAN−1cl (I −Acl) · xk
+K(I −Acl)
N−1∑
i=1
AN−1−icl BSwk+i−1
− (KB + I)Swk+N−1 + Swk+N
+K(I −Acl)
N−1∑
i=1
AN−1−ic Bck+i−1
− (KB + I)ck+N−1 + ck+N .
(C.8)
Die allgemeine Optimierung der Kostenfunktion, bestehend aus der ge-
wichteten Abweichung der Ausgangsgröße y von der bekannten Refe-
renztrajektorie r und der gewichten Stellgrößenänderungen ∆u
min
c
‖y − r‖Q + ‖∆u‖R
unter den Nebenbedingungen
umin < u < umax
ymin < y < ymax
(C.9)
lässt sich mit Hilfe der obigen Prädiktionen direkt in Abhängigkeit
der Stellgrößenänderungen c formulieren. Zur besseren Übersichtlich-
keit wird dazu die Regelabweichung analog zu klassischen open-loop
MPR
y − r = Θxk + ΦSw − r︸ ︷︷ ︸
:=e
+Φc (C.10)
aufgeteilt in eine freie Regelgröße e, die nicht von den Stellgrößenände-
rungen der MPR abhängt, und eine erzwungene Regelgröße Φc. Dar-
über hinaus werden auch die Stellgrößenänderungen
∆u = Zxk + ΥSw − uk−1︸ ︷︷ ︸
:=f
+Υc (C.11)
in eine freie Stellgrößenänderung f und eine erzwungene Stellgrößenän-
derung Υc aufgeteilt. In der klassischen open-loop MPR gibt es diese
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freie Stellgrößenänderung nicht, weil dort alle Stellgrößenänderungen
durch die MPR selbst vorgenommen werden. Durch den unterlagerten
Zustandsregler und das Führungsgrößenfilter treten bei der closed-loop
MPR auch Änderungen der Stellgröße auf, ohne dass diese von der MPR
direkt vorgegeben werden.
Mit dieser Notation lässt sich die Kostenfunktion nun in Abhängigkeit
der Stellgrößenanpassungen als
J = ‖e+ Φc‖Q + ‖f + Υc‖R
= (e+ Φc)TQ(e+ Φc) + (f + Υc)TR(f + Υc)
= eTQe+ fTRf
+ cT 2(ΦTQe+ ΥTRf)︸ ︷︷ ︸
:=g
+cT (ΦTQΦ + ΥTRΥ)︸ ︷︷ ︸
:=H
c
(C.12)
angeben. Da die ersten beiden Summanden in der letzten Umformung
unabhängig von der Optimierungsvariblen c sind, können sie in der
Kostenfunktion weggelassen werden. Die verbleibende Kostenfunktion
führt wie bei der klassischen MPR auf ein quadratisches Problem
min
c
cT ·H · c+ cT · g . (C.13)
Die Nebenbedingungen müssen ebenfalls in Abhängigkeit der Optimie-
rungsvariblen c formuliert werden. Dies geschieht für die Beschränkun-
gen der Stellgrößen mit Hilfe der Form (C.6)
umin < u < umax
⇔ umin + Ξxk −ΨSw < Ψc < umax + Ξxk −ΨSw
(C.14)
und analog für die Ausgangsbeschränkungen über
ymin < y < ymax
⇔ ymin + Θxk −ΦSw < Φc < ymax + Θxk −ΦSw .
(C.15)
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D Parameteridentifikation
Wie in Abschnitt 5.3.2.4 beschrieben, wird die Bestimmung der Para-
meter des Galerkin-Modells für die Navier-Stokes-Gleichungen auf die
Lösung des Gleichungssystems
(ATA+ µI)p = (ATb+ µpG) (5.19)
zurückgeführt. Dabei können die Parameter für jede Zeile i des Mo-
dells (5.17) unabhängig voneinander bestimmt werden. Die Parameter
l
(i)
N+1 und Q
(i)
N+1,N+1 beschreiben einen konstanten Anteil und bewirken
damit eine Verschiebung des Gleichgewichtspunkts aus dem Ursprung.
Beide Parameter werden fest zu Null gesetzt, damit der mittlere Wider-
stand aus der CFD-Lösung einen stationären Punkt darstellt.
Zur Verbesserung der numerischen Kondition des Problems werden für
die restlichen Parameter des Diffusionsterms und des Konvektivterms
nacheinander bestimmt.
Im ersten Schritt werden dieN Parameter des Diffusionsterms l(i)1 . . . l
(i)
N
und der Vorfaktor des Aktuierungsfunktion p(i)0 bestimmt. Die Matrix
A und der Vektor der rechten Seite b sind dabei wie folgt aufgebaut
Am,n =
{
a(n)(tm) für n = 1, . . . , N
f(tm) für n = N + 1
(D.1a)
bm = a˙(i)(tm) + (aT(tm) 1)Q(i)
(
a(tm)
1
)
(D.1b)
jeweils für alle Trainingszeitpunkte m = 1, . . . ,M . Für den Vektor der
gesuchten Parameter p gilt in diesem Schritt
pn =
{
l
(i)
n für n = 1, . . . , N
p
(i)
0 für n = N + 1 .
(D.1c)
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D Parameteridentifikation
Die MatrixA und der Vektor der rechten Seite b haben jeweilsM Zeilen,
wobei M die Anzahl der für die Identifikation verwendeten Zeitschritte
angibt.
In einem zweiten Schritt werden dann diejenigen Parameter des Kon-
vektivterms bestimmt, welche die quadratischen Einflüsse der modalen
Koeffizienten gewichten. Für die dazu gehörenden Variablen des Glei-
chungssystems (5.19) gilt folgende Indexzuordnung
s = n · (n− 1)2 + k für k = 1, . . . , n
und damit der Aufbau der Matrix
Am,s = −a(n)(tm)a(k)(tm) für n = 1, . . . , N (D.2a)
und des Vektors der rechten Seite
bm = a˙(i)(tm)− p(i)0 f(tm)
+
N∑
j=1
a(j)(tm) (Q(i)j,N+1 +Q
(i)
N+1,j − l(i)j )
(D.2b)
jeweils für alle Trainingszeitpunkte m = 1, . . . ,M . Für den Vektor der
gesuchten Parameter p gilt in diesem Schritt
ps = Q(i)n,k +Q
(i)
k,n für n = 1, . . . , N . (D.2c)
Bei dieser Aufstellung wird die Symmetrie des quadratischen Terms
ausgenutzt. Es müssen nur die Parameter unterhalb und auf der Dia-
gonalen bestimmt werden. Die anderen Parameter ergeben sich über
die Symmetrie Q(i)n,k = Q
(i)
k,n. Dadurch reduziert sich die Anzahl der zu
bestimmenden Koeffizienten auf N(N+1)2 .
Durch die sequentielle Anpassung der Parameter des Diffusivterms und
des Konvektivterms entspricht die Lösung nicht dem möglichen Op-
timum bei einer gleichzeitigen Bestimmung aller Parameter in einem
Schritt. Dies lässt sich auch daran erkennen, dass die Reihenfolge, in
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welcher die Parameter bestimmt werden, einen Einfluss auf das Er-
gebnis hat. Die Identifikation der konvektiven Parameter im ersten
Schritt führte zu deutlich schlechteren Ergebnissen im Vergleich zu der
oben beschriebenen Reihenfolge der Parameterbestimmung. Aufgrund
der schlechten numerischen Kondition des Problems bei der gleichzeiti-
gen Bestimmung aller Parameter führt die hier verwendete suboptimale
Lösung in der numerischen Ausführung zu deutlich besseren Ergebnis-
sen.
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