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Abstract 
We prove that the complete regular multipartite digraph K* is decomposable into directed r;s 
hamiltonian cycles if and only if (r, s )¢ (4, 1 ) or (6, 1 ), thereby answering a question of Alspach, 
Bermond, and Sotteau. @ 1997 Elsevier Science B.V. 
1. Introduction 
A digraph is hamiltonian decomposable if its arc (directed edge) set can be decom- 
posed into directed hamiltonian cycles. Denote by K* s the complete regular r-partite 
digraph K*s,...,s, which has rs vertices each with indegree and outdegree s ( r -  1). 
The asterisk superscript here and throughout the paper indicates a directed graph. 
Decompositions of graphs and digraphs into hamiltonian cycles have been studied 
by mathematicians a far back as Walecki, whose hamiltonian decomposition of the 
complete graph K, is quoted in an 1892 book by D.E. Lucas. In 1975-6, Auerbach and 
Laskar [2] and Hetyei [5] independently proved that the complete regular multipartite 
graph Kr;, is hamiltonian decomposable, that is, its edge set can be decomposed into 
a union of hamiltonian cycles, or into a union of hamiltonian cycles and one perfect 
matching. Alspach, Bermond, and Sotteau [t] asked the corresponding question for 
digraphs: is the complete regular multipartite digraph K* s hamiltonian decomposable? 
This paper will establish the following result. 
Theorem 1. The digraph K* is hamiltonian decomposable if and only/ f(r ,s)  ¢ (4, 1 ) r ; s  
or (6, 1). 
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The proof that K*~ is hamiltonian decomposable is more difficult when r = 4 or r -- 6 
than otherwise. In Section 2, we will prove that K*~ is hamiltonian decomposable 
if r ~ 4 and r ~ 6. The remaining two cases require a curious combinatorial lemma 
described and proven in Section 3. In Sections 4 and 5, we prove that K~;~ and K~s, 
respectively, are hamiltonian decomposable when s ~ 1, thus completing the proof of 
Theorem 1. 
2. The caser~4andr~6 
By [2] or [5], the complete multipartite undirected graph Kr;s has a hamiltonian 
decomposition. If  the common degree, s(r- 1 ), of each vertex is even, then we conclude 
that Kr;s has a decomposition i to hamiltonian cycles. We may extend this decomposi- 
tion to a decomposition of the directed graph K*s by traversing each undirected cycle 
in both directions. In this way, we obtain two directed cycles from each undirected 
cycle, and the directed cycles provide a decomposition of K*~ into directed hamiltonian 
cycles. 
Thus we may assume that r is even and s is odd. At this point, lexicographic product 
notation will be useful; we follow the notation of [1] and [3]. The lexicographic 
product of two digraphs G~ and G2, denoted GI ® G2, is the graph with vertex set 
V(G1) × V(G2), with an arc (directed edge) from (ul,u2) to (vl,v2) if there is an arc 
from Ul to vl in GI, or if Ul = Vl and there is an arc from u2 to v2 in G2. In particular, 
we may write K*r;s as K* ® K*s, where K* is the complete directed graph on r vertices, 
and K* is the directed graph on s vertices with no arcs. 
By a result of Tillson [6], we know that K* is decomposable into r - 1 hamilto- 
nian cycles for all r ¢ 4 or 6. Hence we may decompose K* --~K* ®K* into r -  1 r;s - -  r 
(edge-disjoint) graphs isomorphic to C* @K*, where C* is a directed cycle on r 
vertices. It thus suffices to decompose C* ® K* into hamiltonian cycles. Our decom- 
position is similar to one used in [3]. Label the vertices of C* ®K* by ordered pairs 
(k,j), where k E Zr and j E Z~; then there is an arc from (k,j) to (U,f) if and only if 
U = k + 1. Denote by Tk, t the set consisting of the r arcs between (k, j )  and (k + 1, j + I), 
where j C Zs. Then for m C Zs, we have the hamiltonian cycle 
TO, m u Tl ,  _ rouT2,  m u " ' "  U Tr_  3, _ m u Tr_  2, m u Tr_  l _m+ 1. 
As m ranges through Zs, the s hamiltonian cycles thus produced form a hamiltonian 
decomposition of C* ® K*, as desired. 
3. A lemma 
The above construction breaks down when r = 4 or r = 6, since K4* and K* are not 
hamiltonian decomposable. In these two cases, we will need the following lemma. 
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Lemma 2. For n>~3, there exists a bijection f '{1  .. . . .  2n} ~ {1 .. . . .  2n} so that 
{If(k) - kl: 1 <~k<~n} = {If(k) - kl: n + 1 <~k<~2n} = {2,3,...,n,n + 1}. 
Proof. For each of the four cases, we will exhibit a suitable bijection; it is straight- 
forward to check that these bijections do in fact work. In each case, we will define f
on {1 .. . . .  n}, and extend f to {1 .. . . .  2n} by setting f (2n + 1 - k )=2n + 1 - f (k ) ,  
so that If(2n +1 -k ) - (2n  +1 -k) l  = I f (k ) -k l .  Note that the function is very similar 
from case to case. 
Case 1:n -0  (mod4). Here we have 
1 n-k  if l~<k~<gn- 1 and k¢  ¼n, 
n+l -k  if½n+2<~k<.n, 
f (k )= 5n+l  i f k= l  ~n, 
n if k= ½n, 
3 2n+l  i f k= 1 gn+l .  
Case 2:n -2  (mod4). Here we have 
f (k )  = 
n -k  
n+l -k  
¼(5n + 2) 
n+l  
3n+l  
i f l<~k<~½n-1 andk¢¼(n-2) ,  
1 if 2n+ 2<~k<<.n, 
if k= ¼(n - 2), 
if k = ½n, 
if k=½n+ 1. 
Case 3: n -  1 (mod4). Here we have 
f (k )  = 
n -k  
n+l -k  
½(3n + 11 
n 
¼(7n + 1) 
ifl<~k<<.½(n-3), 
if ½(n + 3)<<.k<<.n a d kS  ¼(3n + 1), 
if k= ½(n- 1), 
if k-- ½(n + 1), 
if k -  ¼(3n + 1). 
Case 4: n = 3 (mod4). Here we have 
I 
n-k  
n+l  -k  
f (k )  = ½(3n + 1) 
n+l  
¼(7n + 3) 
if l <~k <<. ½(n - 3), 
if½(n+3)<<.k<<.n andk¢¼(3n+3) ,  
if k= ½(n -1 ) ,  
if k-- ½(n + 1), 
if k-- ¼(3n + 3). [] 
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4. The  case  r = 4 
In this section, we will exhibit a hamiltonian decomposition fK4~3; using the lemma 
from Section 3, we will extend this to a decomposition of K~; s for s~>9 and s odd. 
We will then present ad hoc decompositions of K~; 5 and K4~ 7. Since, as argued in 
Section 2, we need only show that K~; s is hamiltonian decomposable when s is odd, 
this will complete the r - -4  case. (Note that K~; 1 ~ K~' is not hamiltonian decompos- 
able; see [4].) Throughout this section, and as in Section 2, we will label the vertices 
of K~;s by elements of Z4 )< 7/s, where there is an arc from (k,j) to (k',j') if and only 
i f k¢U.  
First we decompose K4~ 3. We need a decomposition i to nine hamiltonian cycles; 
three of them are as follows: 
(0 ,0) , (1 , j -  1),(2,j),(3,j),(2,j + 1),(1,j + 1), 
(0, 1),(3,j + 1),(1,j),(3,j - 1), 
(0 ,2) , (2 , j -  1),(0,0), 
where j E 773. Another six cycles are obtained by permuting the numbers in the first 
coordinate of the above cycles according to the permutations (123) and (132). 
It is easy to verify that this yields a decomposition of K4~ 3. 
With the help of the lemma from Section 3, we next decompose K4~ ~ for s >~ 9 and 
s odd. Here each vertex has indegree and outdegree 3s, so we need 3s hamiltonian 
cycles. Set n = ½(s - 3), and let f be the function specified in the lemma. Define 
9:{2 .. . . .  s -2}~{2 ... . .  s -Z )  by 9(k)=f (k -  1)+ 1, and view {2 .. . . .  s -Z}  as a 
subset of 7/~. By the lemma, as k runs from 2 to ½(s - 1 ) or from ½(s + 1 ) to s - 2, 
the differences [9(k)- k[ run from 2 to ½(s- 1 ), attaining each integer in this interval 
exactly once. 
We now construct s of the hamiltonian cycles in the decomposition by concatenating 
vertices onto the end of the cycles in K~; 3. Let j E 77s; then we have the cycle 
(0 ,0) , (1 , j -  1),(2,j),(3,j),(2,j+ 1),(1,j + 1), 
(0, 1),(3,j + 1),(1,j),(3,j - 1), 
(0 ,2) , (2 , j -  1), 
(0,3), (1,j + 2),(2,j + 9(2)), (3,j + 2), 
(0,4),(1,j + 3),(2,j ÷ #(3)), (3,j + 3) . . . . .  
(0,½(s+ 1)),(1, j÷ ½(s- 1)),(2, j+o(½(s- 1))),(3, j+ ½(s- 1)), 
(0, ½(s + 3)),(3,j + ½(s+ 1)),(2,j+g(½(s+ 1))),( l , j  + ½(s+ 1)), 
(0, ½(s + 5)),(3,j + ½(s + 3)),(2,j + 9(½(s + 3))), (1,j + ½(s + 3)) . . . . .  
(0,s - 1), (3,j +s  - 2), (2,j + 9(s - 2)),(1,j +s  - 2),(0,0). 
As before, the other 2s cycles are generated by permuting the numbers in the first 
coordinate of the above cycles according to the permutations (123) and (1 32). It is 
easy to verify that this works. 
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A collection of cycles which decompose K* is given by 4;5 
(O,O),(3,j+2),(2,j+2),(3,j+ 1) , (1 , j -  1 ) , (2 , j -  1), 
(0, 1),(3,j - 2),(1,j),(2,j + 1), 
(0, 2),(2,j), (1,j + 2),(3,j), 
(0,3),(1,j - 2),(3,j - 1),(2,j - 2), 
(0,4),(1,j + 1), (0,0), 
where j E Zs, and by the cycles obtained through the first-coordinate permutations 
(1 2 3) and (1 3 2). A collection of cycles which decompose K* is given by 4;7 
(O,O),(3,j+2),(2,j+2),(3,j+ 1) , (1 , j -  l ) , (2 , j -  1), 
(0, 1),(3,j - 2),(1,j),(Z,j + 1), 
(0,2),(3,j - 3),(1,j - 6),(2,j - 3), 
(0,3),(3,j + 3),(2,j), (1,j + 2), 
(0,4),(3,j),(Z,j + 3),(1,j + 4), 
(0, 5),(3,j - 1),(2,j - 2),(1,j - 4), 
(0,6),(1,j - 2), (0, 0), 
where j C 7/7, and by the cycles obtained through the first-coordinate permutations 
(123) and (132). 
5. The  ease  r = 6 
Since this case is quite similar to the case r = 4, we provide fewer details. As in 
Sections 2 and 4, we will label the vertices of K* by elements of 7/6 X 7/s- We first 6;s 
decompose K~;3; we need a decomposition of K* into fifteen cycles. Three of them 6;3 
are as follows, for j E 7/3: 
(0 ,0) , (2 , j -  1),(3,j),(5,j + 1) , (1 , j ) , (3 , j -  1 ) , (4 , j -  1 ) , (1 , j -  1), 
(0, 1),(3,j + 1) , (2 , j ) , (5 , j -  1),(4,j),(2,j + 1),(1,j + 1),(4,j + 1), 
(0,2), (5,j), (0, 0). 
The other twelve are obtained by permuting the first coordinates in the above cycles 
according to the permutations a,a 2, a 3, and a 4, where a = (1 2 3 4 5). 
To decompose K~s, where s~>9 and s is odd, let 9:{2 . . . . .  s -  2}--* {2 , . . . , s -  2} 
be the function described in Section 4. We need 5s cycles; s of them are as follows, 
for j E 7/s: 
(0 ,0) , (2 , j -  1),(3,j),(5,j + 1) , (1 , j ) , (3 , j -  1 ) , (4 , j -  1 ) , (1 , j -  1), 
(0, 1),(3,j + 1) , (2 , j ) , (5 , j -  1),(4,j),(2,j + 1),(1,j + 1),(4,j + 1), 
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(0, 2), (5,j), 
(0, 3),(1, j  + 2), (2, j  + 9(2)), (5, j  + 2), (3, j  + 9(2)), (4, j  + 2), 
(0,4),(1, j  + 3),(2, j  + 9(3)), (5, j  + 3), (3, j  + 9(3)), (4, j  + 3) . . . . .  
(0,½(s+ 1) ) , (1 , j+  ½(s- 1)),(2,j+y(½(s- 1) ) ) , (5 , j+  ½(s -  1)), 
(3, j+9(½(s- 1))),(4, j  + ½(s -  1)), 
(0, ½(s + 3)) ,(4, j  + ½(s+ 1)),(3,j+y(½(s+ 1))),(5, j  + ½(s+ 1)), 
(2,j+9(½(s+ 1))),(1, j  + ½(s+ 1)), 
(0, ½(s + 5)) ,(4, j  + ½(s + 3)) , (3, j  + 9(½(s + 3))), (5, j  + ½(s + 3)), 
(2, j  + #(½(s + 3))) , (1, j  + ½(s + 3)) . . . . .  
(0,s - 1 ), (4, j  ÷ s - 2), (3, j  ÷ g(s - 2)), (5, j  + s - 2), 
(2, j  + 9(s - 2)), (1, j  + s - 2), (0, 0). 
The other 4s cycles are obtained through the first-coordinate permutations o, a 2, cr 3, 
and 0 4, where a is as before. 
A collection of cycles which decompose K~; 5 is given by 
(0, 0), ( 1,j + 3), (2, j  + 4), ( 1,j + 2), (2,j), 
(5, j  + 2),(3, j  + 1) , (5 , j -  1 ) , (3 , j -  1 ) , (4 , j -  1), 
(0, 1),(1,j  + 1),(2,j  + 3), (5, j  ÷ 1),(3,j  + 2),(4, j  + 1), 
(0, 2), (1, j  + 4), (5, j  + 3), (2, j  + 2), (4, j  + 2), (3, j  + 3), 
(0,3),(1,j),(5,j),(2,j + 1),(4,j  + 3),(3, j) ,  
(0,4), (4,j), (0, 0), 
where j E 775, and by the cycles obtained through the usual permutations 0, 02, 03, 
and 04. A collection of cycles which decompose K~; 7 is given by 
(O,O),(1,j + 3),(Z,j +4),(1,j + Z),(2,j), 
(5, j  + 2),(3, j  + 1) , (5 , j -  1 ) , (3 , j -  1 ) , (4 , j -  1), 
(0, 1),(1,j  + 1),(2,j + 3),(5, j  + 1), (3, j  + 2),(4, j  + 1), 
(0, 2), (3,j), (4, j  - 3), (2, j  - 6), (5, j  - 3), (1,j), 
(0, 3), (1, j  - 1),(5,j  - 4) , (2, j  - 1), (4, j  - 2),(3, j  - 3), 
(0,4),(1, j  - 2) , (5 , j ) , (2 , j  + 2),(4, j  + 3),(3, j  + 3), 
(0, 5),(1, j  - 3),(5, j  - 2), (2, j  - 2), (4, j  - 5),(3, j  - 2), 
(0, 6), (4,j), (0, 0), 
where j c 7/7, and by the cycles obtained through the same four cyclic permutations. 
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