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RESUMEN 
 
Este artículo contiene la descripción 
de un diseño de un Sistema de Re-
cuperación de Información (SRI) con 
el modelo conceptual basado en el 
espacio vectorial. Contiene una des-
cripción de los fundamentos bási-  
cos de los conceptos de la recupe-
ración de información (RI) y especi-
fica una arquitectura de un SRI con 
base a dos módulos de indexación y 
de consulta. La intención es dise-   
ñar un motor de indexación y bús-
queda completamente operacional, 
que pueda ser utilizado en entornos 
documentales. El diseño puede dar-
se sobre una base de datos relacional 
(Figuerola, Berrocal y Zazó 2000), 
que facilita la obser-                  
vación, manipulación de estructu-    
ras y resultados intermedios; la rea-
lización de las operaciones funda-
mentales a partir de sentencias SQL, 
permiten una fácil modificación de su 
funcionamiento interno. 
 
INTRODUCCIÓN 
 
La escritura es probablemente uno 
de los medios más antiguos de al-
macenar y transmitir el conocimien-
to, y a partir de un cierto volumen 
de texto escrito se hace imprescin-
dible un sistema organizativo que 
posibilite la localización de la infor- 
 
mación que se precise en cualquier 
momento. Esta necesidad ha esta-  
do cubierta por técnicas que no han 
variado en 200 años básicamente 
hasta que la disponibilidad de or-
denadores cada vez más potentes, 
dispositivos de almacenamiento más 
rápidos y de mayor capacidad y las 
redes de ancho de banda han pro-
ducido una explosión de la informa-
ción que no puede ser afrontada sin 
un amplio conjunto de nuevas téc-
nicas de almacenamiento, acceso, 
interrogación y manipulación de esa 
información. 
 
El desarrollo de los sistemas auto-
matizados de recuperación de infor-
mación se inicio con el objetivo de 
facilitar el manejo de la enorme can-
tidad de literatura científica surgida de 
los años 40 (Mañas 94). No ha 
quedado restringida a este campo 
sino que se ha extendido a otras 
áreas: cualquier disciplina que base 
su trabajo en la utilización de docu-
mentos puede beneficiarse de las 
técnicas de recuperación de infor-
mación textual. En los últimos 30 años 
se han desarrollado estructu-          
ras de datos eficientes para el al-
macenamiento de índices, 
sofisticados algoritmos de interroga-
ción, métodos de compresión (Frakes 
y Baeza-Yates 1992) e inclu-            
so hardware específico; más recien-
temente, se han aplicado técnicas de 
procesamiento del lenguaje na-     
tural en aspectos tales como la ex-
tracción de información, formula-       
ción de interrogaciones amigables y la 
generación de respuestas (Rijsbergen 
1779). La búsqueda de cadenas tanto 
exacta como aproxi-                    
mada, los métodos de construcción 
 
y manipulación de diccionarios 
(Baeza-Yates y Ribeiro 1999). 
 
Un SRI permite la recuperación de la 
información, previamente alma-
cenada, por medio de consultas a los 
documentos contenidos en la base de 
datos. Esta serie de pregun-            
tas se conceptúan como sentencias 
formales de expresiones de necesi-
dades de información, y suelen ve-   
nir expresadas por medio de un len-
guaje de interrogación. Un docu-
mento es un objeto de datos, de 
naturaleza textual generalmente, 
aunque la evolución tecnológica ha 
propiciado la profusión de docu-
mentos multimedia, incorporándo-    
se al texto fotografías, ilustraciones 
gráficas, vídeo, audio, etc. 
 
Un SRI debe soportar una serie de 
operaciones básicas sobre los docu-
mentos almacenados en el mismo, 
como son: introducción de nuevos 
documentos, modificación de los do-
cumentos almacenados y eliminación 
de los mismos. Debemos contar al-
gún método de localización de los 
documentos, para presentárselos 
posteriormente al usuario. Los SsRI 
implementan estas operaciones en 
formatos muy diversos lo que provo-
ca una diversidad en lo relacionado 
con la naturaleza de los mismos. 
La RI es el conjunto de tareas me-
diante las cuales el usuario localiza y 
accede a los recursos de informa-  
ción que son pertinentes para la re-
solución de un problema planteado 
(Fernández 1998). 
 
La diferencia entre recuperación de 
datos (RDs) e RI se puede 
caracterizar por: 
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Según la forma de responder a la pregunta: en RDs se 
utilizan preguntas altamente formalizadas, cuya respuesta 
es directamente la información deseada. En RI las pre-
guntas resultan difíciles de trasladar a un lenguaje nor-
malizado, y la respuesta es un conjunto de documentos que 
pueden contener, sólo probablemente lo deseado, con un 
evidente factor de indeterminación. 
 
Según la relación entre el requerimiento al sistema y la 
satisfacción de usuario: en RDs la relación es determinística 
entre la pregunta y la satisfacción. En RI es probabilística, a 
causa del nivel de incertidumbre pre-                              
sente en la respuesta. 
 
Según el criterio de éxito: en RDs el criterio a emplear es la 
corrección y la exactitud, mientras que en RI el único criterio 
de valor es la satisfacción del usuario, basada en un criterio 
personal de utilidad. 
 
Según la rapidez de respuesta: en RDs depende del so-
porte físico y de la perfección del algoritmo de búsqueda y 
de los índices. En RI depende de las decisiones y accio- 
nes del usuario durante el proceso de interrogación. 
 
 
 
 
 
Este documento en la sección 2 y 3, presenta las ideas 
básicas referentes a RI, el modelo espacio vectorial es 
descrito en la sección 4, en la sección 5 y 6 se especifi-
can los módulos de indexación y consulta respectiva-
mente. En la sección 7 se presentan unas ideas sobre 
realimentación de consultas y finalmente se determinan 
unas sugerencias sobre la proyección del documento. 
 
ARQUITECTURA DE UN SRI 
 
La RI, puede definirse como la representación, almace-
namiento, organización y el acceso a elementos de in-
formación (Fernández 1998). El campo de RI envuelve 
un conjunto bastante grande de conceptos, estructuras y 
métodos. Para seguir un orden lógico se verán las fa- 
ses en las que se ve involucrado el tratamiento de la 
información que se puede resumir en: el modelo con-
ceptual, la indexación, la transformación de consultas, 
las operaciones sobre los términos y la gestión de docu-
mentos (Frakes y Baeza-Yates 1992, Fernández 1998, 
Baeza-Yates y Ribeiro 1999). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1. Arquitectura de un SRI. 
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Básicamente, los SsRI se apoyan en 
dos módulos: uno de indexación, que 
construye los vectores de los do-
cumentos, y otro de consulta, que 
calcula la similaridad con una con-
sulta dada (Figuerola, Berrocal y Zazó 
2000). Tanto los documentos como 
los vectores resultantes, así como 
productos intermedios y auxi-      
liares, se almacenan en una base de 
datos relacional. A pesar de que los 
sistemas de gestión de bases de 
datos relacionales han padecido en el 
pasado un cierto descrédito en lo que 
se refiere a su utilización en entornos 
documentales, creemos que 
constituyen un medio idóneo para 
esta tarea. A las ventajas ge-    
néricas ya conocidas de este tipo de 
sistemas (prevención contra la re-
dundancia y la inconsistencia, faci-
lidad de modificación de estructu-  
ras, flexibilidad de manejo, 
estandarización, etc.), hay que aña- 
dir el hecho de que en la actuali-     
dad han superado algunos de los 
inconvenientes que tradicionalmente 
se les han achacado: posibilidad de 
campos de tamaño variable (los co-
nocidos campos memo), posibilidad 
de almacenar datos binarios (imá-
genes, sonido, referencias a obje-   
tos externos), y, desde luego, cam-
pos repetibles (aunque siempre ha 
sido posible tener campos repetibles 
con una base de datos relacional; de 
hecho, ésta es una de sus razo-     
nes de ser. Adicionalmente, sistemas 
de gestión de bases de datos 
relacionales (con sus lenguajes 
estándar de manipulación de datos e 
interrogación) corren hoy de for-      
ma ágil y sin problemas en ordena-
dores personales. 
 
 
 
 
 
MODELO CONCEPTUAL DE LA RI 
 
En principio, la recuperación de in-
formación engloba las acciones en-
caminadas a identificar, seleccionar 
y acceder a los recursos de informa-
ción útiles al usuario, el objeto do-
cumental se ha organizado y repre-
sentado, utilizando una serie de nor-
mas y convenciones, en un soporte 
informático, mediante el diseño, 
creación y mantenimiento de bases 
de datos. 
 
Como los SsRI implementan una 
gama diversa de estructuras de da-
tos, algoritmos y técnicas de recupe-
ración de información, por ello pre-
cisamos de un modelo conceptual 
donde se determinan el tipo de fi-
cheros, operaciones sobre los térmi-
nos, modelos de búsqueda con base 
patrones exactos o los modelos 
inexactos los cuales contendrán las 
técnicas probabilísticas, los espacios 
vectoriales (Fernández 1998, Baeza-
Yates y Ribeiro 1999). La mayoría de 
los sistemas de información son de 
dos tipo, booleanos y búsqueda de 
información por patrones de texto. Las 
interrogaciones a los sistemas de 
búsqueda de texto se llevan a cabo 
por medio de cadenas de caracteres o 
por expresiones regulares. Los sis-
temas de patrones de textos son más 
utilizados comúnmente en pequeñas 
colecciones de datos y cuando hay 
que gestionar grandes volúmenes de 
documentos se destacan mayorita-
riamente los sistemas booleanos. 
Dentro de un sistema booleano, los 
documentos se encuentran represen-
tados por conjuntos de palabras cla-
ve, generalmente almacenadas en un 
fichero inverso. 
 
 
 
 
 
Se ha tratado de mejorar el rendi-
miento de los SsRI por medio de la 
distribución estadística de los térmi-
nos, en tanto que la frecuencia de 
aparición de un término en un do-
cumento o conjunto de documen- 
tos podría considerarse relevante a 
la hora de establecer al similitud 
entre la consulta y el dato que iden-
tifica el documento. La distribución 
de frecuencia de un término se 
implementa dentro de algunos mo-
delos estadísticos como es el caso 
del modelo espacio vectorial, o el 
modelo probabilístico (Mañas 1994, 
Fernández 1998). 
 
Una decisión fundamental a tomar en 
el diseño de un SRI es que tipo de 
estructura de fichero se va a usar 
para la base de datos subyacente, 
podemos enunciar: ficheros planos, 
ficheros inversos, ficheros de patro-
nes de bits, árboles PAT y grafos 
(Frakes y Baeza-Yates 1992, 
Fernández 1998, Baeza-Yates y 
Ribeiro 1999). 
 
Las operaciones que se pueden lle-
var a cabo sobre los términos en un 
SRI se conforman en: extracción de 
raíces, truncamiento, ponderación 
de pesos, palabras vacías y 
tesauros (Frakes y Baeza-Yates 
1992, Fernández 1998, Baeza-
Yates y Ribeiro 1999). 
 
Los documentos son los objetos pri-
marios en un SRI, por ello se le debe 
asignar un identificador único, de-   
ben dividirse en sus campos consti-
tuyentes, y estos campos deben ser 
introducidos dentro de identifica- 
dores de campos y conjuntos de tér-
minos. Otra operación con los do- 
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cumentos es ordenar por un campo 
determinado mostrar incluye la op-
ción de salida por impresora de los 
documentos como a su visualización 
por pantalla del ordenador. La dis-
tribución de frecuencias de los tér-
minos puede ser usada para agru-  
par documentos similares en un es-
pacio documental, por medio de las 
técnicas de clustering. 
 
MODELO DE ESPACIO  
VECTORIAL 
 
Partiendo de que se puede repre-
sentar los documentos como 
vectores de términos, entonces los 
documentos pueden situarse en un 
espacio vectorial de n dimensiones, 
es decir, con tantas dimensiones 
como elementos tenga el vector. 
 
Matemáticamente hace tiempo que 
se trabaja con espacios de n dimen-
siones, dando a n un valor superior 
a tres. Situado en ese espacio 
vectorial, cada documento cae en-
tonces en un lugar determinado por 
sus coordenadas, al igual que en un 
espacio de tres dimensiones cada 
objeto queda bien ubicado si se es-
pecifica sus tres coordenadas espa-
ciales. Se crean así grupos de do-
cumentos que quedan próximos 
entre ellos a causa de las caracte-
rísticas de sus vectores. Estos gru-
pos o clusters están formados, en 
teoría, por documentos similares, es 
decir, por grupos de documentos 
que son relevantes para la misma 
clase de problemas de información. 
Grupos de clusters pueden organi-
zarse, a su vez, en torno a un 
centroide, que es un documento re-
presentativo de las propiedades 
medias de los documentos del clus- 
 
 
 
 
 
ter. En una base de datos documen-
tal organizada de esta manera, re-
sulta muy rápido calcular qué 
centroide se parece más a una pre-
gunta, y es muy rápida también la 
ordenación por relevancia, ya que, 
de forma natural, los documentos ya 
están agrupados por su grado de 
semejanza. En la fase de interroga-
ción, cuando se formula una pre-
gunta, también se la deja caer en 
este espacio vectorial, y así, aque-
llos documentos que queden más 
próximos a ella serán, en teoría, los 
más relevantes. 
 
CARACTERIZACIÓN DEL  
MODELO VECTORIAL 
 
Un documento di se modeliza como  
un vector dj = (w1,i, ..., wt,i), don-   
de wi,j es el peso del término tj en el 
documento di. 
 
La similaridad entre un 
documento y la consulta es un 
valor entre cero y uno. 
 
Una consulta se puede ver como 
un documento por lo tanto se 
puede ver como un vector. 
 
La similaridad entre dos documen-
tos se calcula mediante el valor 
del coseno entre los dos vectores. 
 
Permite hacer «matches» parciales; 
ordena los resultados por grado de 
relevancia. No incorpora la noción de 
correlación entre términos (pro-  
blema de todos los modelos clásicos). 
 
MODULO DE INDEXACIÓN 
 
En la indexación de los documen-
tos, no todas las palabras o térmi- 
 
 
 
 
 
nos que los componen se incluyen 
en los índices. A los términos que 
se incluyen en el índice se les llama 
elementos de indexación. Además 
hay que considerar que dichos ele-
mentos pueden sufrir una serie de 
transformaciones antes de acabar 
en el índice. 
 
PROCESADO DE DOCUMENTOS 
 
Después de elegir el modelo con-
ceptual de un SRI es necesario op-
tar por un modelo de organizar la 
información de los documentos. Y 
esta decisión no es independiente 
del modelo conceptual considera-
do, ya que ciertos modelos concep-
tuales va a implicar el uso de una 
organización de la información de-
terminada, y viceversa. 
 
OBTENCIÓN DE PALABRAS  
DE CADA DOCUMENTO 
 
Los documentos son los objetos pri-
marios en un IRS y hay muchas ope-
raciones para ellos. En algunos IRSs, 
a los documentos añadidos a una 
base de datos se les debe asignar un 
identificador único, deben divi-      
dirse (en partes gramaticales) en sus 
campos constituyentes, y estos cam-
pos deben ser introducidos dentro de 
identificadores de campos y con-
juntos de términos. Una vez en la 
base de datos, uno a veces quiere 
desenmascarar ciertos campos para 
buscarlos y mostrarlos, por ejemplo, 
un investigador puede desear bus-  
car sólo los campos de título y resu-
men de un documento para una 
búsqueda dada, o puede desear 
consultar sólo el título y el autor de los 
documentos recuperados. En algunos 
sistemas gestores de bases 
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de datos documentales, a este tipo 
de operación se le denomina bús-
queda por referencia cualificada. 
 
FILTRADO Y ELIMINACIÓN  
DE PALABRAS VACÍAS 
 
La lista de palabras vacías es una re-
lación de términos considerados como 
valores no indexables, usados para 
eli-minar potenciales términos de 
indexación. Los términos de una lista 
vacía están carentes de todo signifi-
cado a la hora de recuperar informa-
ción, como ejemplo se puede tomar el 
determinante «la», que no posee 
ninguna funcionalidad a la hora de 
recuperar documentos, ya que en to-
dos los documentos de la base de da-
tos aparecerá este término de forma 
casi segura y no resalta nada del con-
tenido del documento almacenado. 
Así, cada término potencial de 
indexación es comprobado previa-
mente, verificándose su presencia en 
la lista de palabras vacías y es des-
cartado si se encuentra en ella. 
 
NORMALIZACIÓN DE  
CARACTERES 
 
Se refiere a una estandarización de 
los textos de entrada, de tal mane-
ra que los términos identificados 
servirán como entrada al algoritmo 
de indexación cuya finalidad es la 
obtención de una representación 
interna del documento que será la 
estructura de datos sobre la que se 
realizará realmente el proceso de 
búsqueda. 
 
LEMATIZACIÓN 
 
Los algoritmos de extracción de raí-
ces de los términos, o de elimina- 
 
 
 
 
 
 
ción de sufijos, se encuentran orien-
tados a obtener un único término a 
partir de diferentes palabras que 
constituyen esencialmente variacio-
nes morfológicas con un mismo sig-
nificado. El resultado del algoritmo 
debe ser una misma forma canóni-
ca para las diferentes variaciones 
morfológicas de una palabra, que 
no tiene por qué ser, necesariamen-
te, la raíz lingüística. 
 
ALMACENAMIENTO DE TÉR-  
MINOS Y REFERENCIAS A  
DOCUMENTOS 
 
En el caso de indexación de los do-
cumentos a tratar, no todas las pa-
labras o términos que los compo-   
nen se incluyen en los índices. A los 
términos que se incluyen en el índi-ce 
se les llaman elementos de 
indexación. Además hay que consi-
derar que dichos elementos pueden 
sufrir una serie de transformaciones 
antes de acabar en el índice. Exis-ten 
los que consideran elementos de 
indexación a las palabras que apa-
recen en el texto, mientras que otros 
modelos toman como elementos de 
indexación aquellos correspondien- 
tes a entidades distintas de las pa-
labras, como por ejemplo los sufijos 
del modelo PAT. Una vez que un ele-
mento de indexación ha pasado el 
filtro de las palabras vacías, pueden ir 
directamente al índice, o ser indexado 
después de sufrir algún tipo de 
transformación dirigida para aumentar 
su representatividad y a 
homogeneizar la base de términos a 
incluir en las consultas. 
 
CÁLCULO DE FRECUENCIAS  
DE TÉRMINOS, IDFS Y PESOS, 
 
 
 
 
 
MEDIANTE SENTENCIAS SQL,  
Y ALMACENAMIENTO DE  
RESULTADOS EN UNA TABLA 
 
A los términos que se consideran re-
presentativos de los documentos se 
les puede asignar un valor numéri-   
co basado en su distribución esta-
dística, o sea, la frecuencia con la que 
los términos aparecen en do-
cumentos, colecciones de documen-
tos, o en subconjuntos de coleccio-
nes de documentos, tales como do-
cumentos considerados relevantes en 
una búsqueda. 
 
Esta tarea consiste en dos etapas: 
la primera determina los términos 
que se van a considerar capaces de 
representar el contenido de un do-
cumento, y la segunda consistirá en 
asignar a cada término un peso o 
valor que refleje la importancia del 
término como representante del 
contenido del documento. 
 
La primera de las etapas es más o 
menos inmediata, ya que se basa en 
la extracción de los términos que 
componen el texto de los documen-
tos Lo que ya no resulta tan inme-
diato es la asignación de pesos a 
esos términos. 
 
La mayoría de los intentos de 
indexación automática se basan en 
la observación de que la frecuencia 
de ocurrencia de un término en un 
documento tiene alguna relación 
con la importancia de ese término 
como representante del contenido 
del documento. 
 
Se puede obtener el factor de rele-
vancia de un término basándose en 
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las características de la frecuencia de 
las palabras de la colección de 
documentos. Con los siguientes cri-
terios:  
Dada una colección de n documen-
tos, calcular para cada documento i la 
frecuencia de cada término k en ese 
documento. Determinar la fre-  
cuencia de cada término respecto a la 
colección completa, sumando las 
frecuencias de cada término en los n 
documentos. Ordenar las pala-      
bras en orden decreciente de fre-
cuencia y eliminar todas aquellas que 
tienen un valor por encima de un 
umbral dado. Esto elimina las 
palabras muy frecuentes. Del mis-  
mo modo, eliminar las palabras poco 
frecuentes. Las palabras que quedan, 
con una frecuencia media, se 
utilizarán para caracterizar los 
documentos indexados. 
 
 
 
 
 
La frecuencia de documento inver-
sa (Inverse Document Frequency: 
IDF). Consiste en asumir que la im-
portancia del término es proporcio-
nar a la frecuencia de ocurrencia de 
cada término k en cada documento 
i, e inversamente proporcional al nú-
mero de documentos a los que se 
asocia ese término, el valor de dis-
criminación: Esta es una medida del 
grado en el que el uso de ese térmi-
no va a ayudar a distinguir un do-
cumento de otro. Además provee de 
un método objetivo para determinar 
el umbral de frecuencia: los térmi-
nos con alta frecuencia y un valor 
de discriminación negativo son po-
bres y no se deberían utilizar en la 
indexación; los términos con baja 
frecuencia con un valor de discrimi-
nación cero pueden o no ser utiliza-
dos y los términos que son buenos 
 
 
 
 
 
discriminantes, tienen un valor de 
discriminación positivo y deben ser 
considerados en la indexación, co-
incidiendo con aquellos de frecuen- 
cia intermedia. 
 
A partir de la información proceden-  
te de la distribución de frecuencias de 
los términos, es posible asignar una 
probabilidad de relevancia a cada 
documento dentro de un con-       
junto recuperado, permitiendo que los 
documentos recuperados sean 
organizados en orden a esta pro-
bable relevancia. La información de la 
distribución de frecuencias de los 
términos puede ser usada para 
agrupar documentos similares en un 
espacio documental, por medio de las 
técnicas de clustering. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 1. Módulo de Indexación 
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MODULO DE CONSULTA 
 
El módulo de consulta es aún más 
simple. Dado que una consulta en 
lenguaje natural ha de ser tratada 
como un documento cualquiera, 
requiere las mismas operaciones: 
 
Obtención de palabras, eliminación 
de vacías, normalización de carac-
teres, lematización. Cálculo de pe-
sos de los términos de la consulta, 
utilizando los datos de IDF almace- 
 
 
 
 
 
nados en una tabla en la operación 
de indexado. Cálculo de similaridad 
entre consulta y cada uno de los 
documentos, mediante una simple 
sentencia SQL . Para realizar el cál-
culo de similaridad entre dos 
vectores existen diversas funciones, 
siendo las más conocidas la del pro-
ducto escalar de dos vectores y los 
coeficientes del coseno. 
 
Al hacer el cálculo del coeficiente de 
similaridad de los documentos y 
 
 
 
 
 
del vector de búsqueda, y someter- 
los a una comparación sistemática, se 
está en condiciones de estable-      
cer un orden descendente, colocan- 
do en primer término el documento 
cuyo valor es más cercano al del 
vector de búsqueda y así hasta con-
cluir con todos los registros resultan-
tes. Estos registros son los mismos 
que se obtienen al hacer un OR en- 
tre todos los términos que se utili-  
zan en la interrogación. 
 
 
MODULO DE CONSULTA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 2. Módulo de Consulta 
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REALIMENTACIÓN DE CONSULTAS 
 
A partir de esta arquitectura, implementar realimentación de 
consultas es sencillo. Para una expansión simple, no hay 
más que añadir al texto original de la consulta el texto de 
los documentos con los que se desea realimentar, ya sea a 
través de selección por parte del usuario, ya sea tomando 
de forma automática los n primeros recuperados por la 
consulta original; tras esto, reejecutar la consulta con los 
añadidos hechos (Baeza-Yates y Ribeiro 1999). 
 
Un enfoque algo más elaborado, puede requerir un re-
ajuste de pesos de términos, en especial si se tienen en 
cuenta, entre los documentos recuperados por la con-
sulta original, casos positivos y casos negativos; es de-
cir, documentos recuperados que deben usarse para 
realimentar (ejemplos positivos), y documentos que, ex-
plícitamente, deben usarse como ejemplos negativos (es 
decir, que no se desean documentos como ésos). El 
recálculo posterior de pesos se efectúa mediante una 
simple sentencia SQL. Esto posibilita ajustar manual-
mente los coeficientes a aplicar (tanto negativos como 
positivos) sin necesidad de alterar el código del progra-
ma ( Fernández 1998, Baeza-Yates y Ribeiro 1999). 
 
 
 
 
 
 
 
 
CONCLUSIONES 
 
Se ha mostrado la arquitectura y el diseño de un SRI 
con el modelo conceptual de espacio vectorial, lo 
suficientemente abierto y flexible para ser utili-    
zado en labores docentes, así como de investiga-
ción. La sencillez de su arquitectura permitirá tan-to 
la fácil observación de resultados y estructuras 
intermedias como la modificación y añadido de 
nuevos módulos y, por consiguiente, la experimen-
tación. De hecho, puede ser utilizado en la do- 
cencia de algunas materias relacionadas directa-
mente con la recuperación automatizada de la 
información, y también en diversos trabajos de 
investigación, así, como para comprobar el efec-     
to en la recuperación de nuevos sistemas de 
lematización para el castellano, teniendo un pun-    
to de comparación contra los que existen actual-
mente para el inglés. 
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