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ABSTRACT 
We review some recent developments on majorization inequalities in probability 
and statistics. In Section 2 we describe some related generalizations, including 
majorization in an integral form, multivariate majorization, stochastic majorization, 
and other related orderings (include the Lorentz ordering and arrangement increasing 
ordering); and state some results. Section 3 concerns partial orderings of probability 
contents of certain classes of geometric regions in ~n via a majorization ordering of 
their parameter vectors. Section 4 deals with some applications of majorization theory 
to dependence and peakedness orderings of random variables. In most cases the 
described results have become available since the publication of Marshall and Olkin's 
book (1979), and are directly or indirectly inspired by it. 
1. INTRODUCTION 
As noted by Mitrinovi6 (1970, p. v), although "the theory of inequalities 
began its development from (the days oO C. F. Gauss, A. L. Cauchy, and P. 
L. Cebysev," it is "the classical work Inequalities by G. H. Hardy, J. E. 
Littlewood and G. P61ya (1934, 1952). . .which transformed the field of 
inequalities from a collection of isolated formulas into a systematic discipline." 
*Research supported in part by NSF Grant DMS-9149151 and a grant from NSA. 
tThe author wishes to dedicate this paper to Ingrain Olkin, a pioneer in majorization theory 
in probability and statistics. 
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Inspired by that book, several others [e.g., Beckenbach and Bellman (1965), 
Mitrinovi6 (1970), and Marshall and Olkin (1979)] have been published in 
this area. The Marshall and Olkin's book deals with majorization i equalities. 
It contains a comprehensive treatment of the theory of majorization and its 
applications in linear algebra, geometry, probability and statistics, and a few 
other areas. 
In this expository paper we provide a review on some recent develop- 
ments on majorization i equalities in probability and statistics. In particulaL 
we describe some results that have been obtained by applying majorization 
theory and other related notions. Most of those results have become available 
since the publication of Marshall and Olkin's book, and are directly or 
indirectly inspired by it. 
In Section 2 we describe some notions and related results that {bllow 
from generalizations and modifications of the majorization ordering; those 
include majorization in an integral form, multivariate majorization, and 
stochastic nmjorization. Section ,3 concerns ome integral-related multivariate 
probability inequalities; uch results provide a partial ordering (via majoriza- 
tion) on the probability contents of a class of geometric regions in N". Section 
4 deals with some applications of majorization to the orderings of stochastic 
dependence and peakedness, and examples of applications in multivariate 
statistics and reliability theory are briefly discussed. 
It should be noted that the coverage in this paper is not intended to be 
exhaustive. Instead of making an attempt to provide a complete listing of all 
related results, we will focus our attention on a systematic presentation of the 
results according to the categories tated above. Furthermore, clue to space 
limitations, results via weak majorization are not treated here. The proofs of 
the results are not given here either, because they can be fbund in the cited 
references. 
2. MAJORIZATION AND OTHER RELATED ORDERINGS 
In this section we first review the notion of majorization and Schur 
functions, and then describe some recent generalizations along different 
directions. The generalization stated in Section 2.2 involves majorization i an 
integral form, and is related to a partial ordering of the randomness of two 
univariate distributions. The definitions of nmltivariate majorization described 
in Section 2,4 depend on partial orderings of the diversity of two matrices 
(instead of two vectors); a recent application can be found in Section 3.3. 
Arrangement-increasing functions as described in Section 2.5 are closely 
rehtted to Schur-coneave fimetions, and have important applications in statis- 
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tics. Finally, the notion of stochastic majorization defines majorization in a 
stochastic sense, and has become a major mathematical tool for obtaining 
multivariate probability inequalities. 
2.1, Majorization and Schur-Concave Functions 
As indicated in Marshall and Olldn (1979, p. xiii; 1983), "the basic ideas of 
majorization are elementary," and it deals with the diversity of the compo- 
nents of a vector. For fixed n >~ 2 let 
a = (a ,  . . . . .  a , , ) ,  b = . . . . .  b , , )  (2.1) 
denote two real vectors. Let 
all I /> at21 >/ --. >~ a[,,l , b[~] >~ b[21 >/ ."  ~> b[,,] (2.2) 
be their ordered components. 
DEFINITION 2.1. a is said to majorize b, in symbols a >- b, if 
~a[ /1  >~ ~ bti I for m = 1, 2 . . . . .  n - 1 (2.3) 
i= I  i=1  
and E '~ = E" b i= la i  i=l  i" 
This definition provides a partial ordering, namely, a >- b implies that (for 
a fixed sum) the ai's are more diverse than the bi's. In particular, we 
immediately have 
FACT 2.2. a >- (~ . . . . .  ~) holds for  all a, where ~ = (1 /n)E i  ~ ~ai- 
FACT 2.3. I f  a i >~ 0 (i = 1 . . . . .  n), then (El'= lai, O . . . . .  0) 5- a. 
The following facts are less trivial but play an important role in majoriza- 
tion inequalities. They can be found in Marshall and Olkin (1979, Chapters 1 
and 2), and Facts 2.6 and 2.7 are closely related to linear algebra. 
FaCT 2.4. a >- b holds' iff there exists a finite number of real vectors 
c I, e 2 . . . . .  e N such that 
a----- C l  >- c2  ~- . . .  >- CN_ I  >- CN = b 
and such that for  aU j, ej and ej+ 1 differ in two coordinates only. 
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FACT 2.5. Assume that a 1 . . . .  , a,,; b , , . . . ,  b,, are in I, an interval on the 
real line. Then a >- b holds i f f  E~ ~ , 49(a~) > F 4' ~ 49(b~) holds f i)r all continu- 
ous convex.functions 4): I -~ ~. 
From a geometric viewpoint, the notion of majorization concerns combi- 
nations of pernmtations of a vector. Let ~'j(a), 7r,~(a) . . . . .  7r !(a) denote the n! 
pernmtations of a. Then it is known that 
FACT 2.6. a >- b holds ~ b = ~'~1 otj,Trj(a) holds f i)r a set of real 
numbers a~ . . . . .  a,,! ,such that o~/ > 0 and E./n'~ 1aj  = 1. 
Let 11 = {P1 . . . . .  P,,!} denote the group of permutation matrices. Then b 
is of the form ~-':!a= i ajrrj(a) iff 
b = E a ja~ = aQ,  (2.4) 
Pjen 
where Q = Zr: ~ n o~j Pj. But Birkhoffs theorem [see, e.g., Marshall and Olkin 
(1979, p. 19)] says that a square matrix Q is a convex combination of the 
permutation matrices iff it is a doubly stochastic matrix (i.e., a matrix with 
nonnegative lements such that the row sums and column sums are one). 
Thus we have 
FACT 2.7. a >- b holds iff  there exis'ts a doubly stochastic matrix Q such 
that b = a Q. 
As a consequence of Fact 2.7, we observe 
DEFINITION 2.1'. a is said to majorize b (a > b) if b = aQ holds for 
some n × n doubly stochastic matrix Q. 
Note that in general Q may not be unique. For conditions on the 
uniqueness of Q see Brualdi (1984). 
A useful application of the notion of majorization concerns inequalities via 
Schur-concave (and Schur-convex) functions. 
DEFINITION 2.8. A fimction f(x) : N" ~ ~ is said to be a Schur-concave 
function if x > y implies f(x) ~< f (y)  for all x, y ~ N". 
Intuitively speaking, a Schur-concave function takes a larger value when 
the components of x are less diverse in the sense of majorization. (Note that 
if f is a Schur-concave function, then it is permutation-invariant.) As a result, 
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majorization inequalities follow if we show that certain classes of functions 
are Schur-concave functions. 
2.2. Majorization in an Integral Form 
There exist certain modifications and generalizations of the notion of 
majorization described above. The basic idea involved in the development of
the generalizations goes back to Hardy, Littlewood, and P61ya (1934, 1952) 
and Marshall and Olkin (1979). However, those generalizations did not take 
certain specific forms before Marshall and Olkin's book was published. 
To provide motivation for the notion of majorization i  an integral form, 
let us consider two one-dimensional r ndom variables X and Y with distribu- 
tion functions F and G, respectively. Assume that 
1 1 
e[X=a, ]  =- ,  e [Y=b, ]  =- ,  i = 1 . . . . .  ,,. 
11 n 
Then Fact 2.5 asserts that a >- b holds iff 
holds for all continuous convex functions ~b :~ ~ ~. This idea suggests that 
majorization may be represented in integral forms, and many useful results 
already exist. A unified treatment on this topic, as given by Joe (1987), can be 
described below: Let ( X, A, v) be a measure space. Let a(t), b(t) denote 
two nonnegative integrable functions on ( X, A, v). 
DEFINITION 2.9. a(t) is said to majorize b(t), in symbols a(t) >- b(t), if 
fa(t) du(t) = fb(t) dr(t )  and if one of the following four equivalent condi- 
tions holds: 
(1) f[a(t) - ~']+ du(t) >>. f[b(t) - r] + du(t) holds for all ~"/> 0, where 
[y]+= max{0, y}. 
(2) f~b(a(t))du(t)>~ f b(b(t))dv(t) holds for all continuous convex 
functions ~b such that ~b(0) = 0 and the integrals exist. 
(3) f~m~(t) dt <~ f~mb(t) dt holds for all r >/ 0, where ma(t) = 
v{x : a(x) > t} and rob(t) is defined similarly. 
(4) fo~a*(s)ds <~ fo~b*(s)ds holds for all 0 < 6 < ~(X), where a*(s) = 
m~l(s) = sup{t: m~(t) > s} and b*(s) is defined similarly. 
[The proof of the equivalence of (1), (2), (3), and (4) can be found in Joe 
(1987).] In most applications in probability and statistics, X is taken to be the 
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real line. When v is the counting measure and 
{~t for t= 1 . . . . .  n, b(t) = {b~ for t= 1 . . . . .  n, 
a ( t )  = otherwise, 0 otherwise, 
then [by (2.5) and Fact 2.5] Definition 2.9 reduces to Definition 2.1. 
Moreover, when v is taken to be Lebesgue measure and a(t), b(t) are 
probability density functions of two continuous random variables, many useful 
new results can be obtained. As shown in Joe (1987, 1993), this generalized 
notion yields results for a partial ordering of randomness of two univariate 
distributions, for a stochastic ordering of dependence for contingency tables 
as treated in Joe (1985), and for a stochastic ordering of dependence for 
nmltivariate distribntions with common marginal distributions• For a discus- 
sion of those applications, ee Section 3 of Joe (1993). 
2.3. Lorentz Ordering 
As shown in Marshall and Olkin (1979, pp. 4-5), the notion of majoriza- 
tion may be applied to ~ve an interpretation f the Lorentz curve (which was 
originally designed to serve as a measurement of income inequality). This in 
turn leads to the notion of Lorentz ordering considered by Arnold (1987), 
Das Gupta and Bhandhari (1989), and others. In the general framework 
treated in Definition 2.9, the Lorentz ordering follows if we take X = [0, 1], v 
the Lebesgue measure, and a = F i b = G-  l (where F, G are the distribu- 
tion fnnctions of the nnivariate random variables X and Y, respectively). A 
review of some existing results concerning the Lorentz ordering in the space 
of distribution functions and some related applications can be found in 
Arnold (1987, Chapters 3 and 7). 
2.4. Multivariate Majorization 
Tile majorization ordering of n-dimensional vectors (as defined in Defini- 
tion 2.1 or 2.1') may be extended to k × n real matrices. This extension 
involves the notion of multivariate majorization, and the fi)llowing definitions 
can be found in Chapter 15 of Marshall and Olkin (1979): 
DEFINITION 2.10. Let 
A = 
a I 
a k 
B = 
b / 
(2.6) 
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be two real k Xn  matrices (k >~2), where a 1 . . . . .  ak; b 1 . . . . .  b k are n- 
dimensional real vectors. 
(a) A is said to chain majorize B (in symbols A ~- B) if there exists a 
matrix Q which is the product of finitely many n x n T-transform matrices 
[as defined in Marshall and Olkin (1979, p. 21)] such that B = AQ. 
(b) A is said to majorize B in a multivariate sense (in symbols A :~ B) if 
there exists a doubly stochastic matrix Q such that B = AQ (i.e., b, = a,Q 
for each i = 1, . . . ,  k). 
(c) A is said to rowwise majorize B( or to marginally majorize B, in 
symbols A ~- B) if there exist doubly stochastic matrices QI . . . . .  Qk (not 
necessarily the same) such that b i = aiQ i for i = 1 . . . . .  k. 
It is easy to see that 
A>-B ~ A~-B  ~ A~B.  (2.7) 
Furthermore, it is known that the implications are strict. Rinott (1973) 
considered those notions of multivariate maiorization and derived inequalities 
for a class of functions of the form qb : 0~ ~ × I~" ~ ~, and the results are 
treated comprehensively in Marshall and Olkin (1979, pp. 434-436). 
Since the publication of Marshall and Olkin (1979), this topic has contin- 
ued to receive attention from researchers; ome new results include Arnold 
(1987, Section 5.1), Das Gupta and Bhandari (1989), Joe and Verducci 
(1993), and others. Arnold (1987, pp. 58-60) called a T-transform matrix as 
defined in Marshall and Olkin (1979, p. 11) a "Robin Hood" matrix; he 
defined a multivariate "Robin Hood" majorization ordering and a multivari- 
ate "Marshall-Olkin'" inajorization ordering, and discussed related results. 
Das Gupta and Bhandari (1989) showed that if A ~ B, then A'A  - B 'B  is 
an (n × n) nonnegative definite matrix; this result yields a partial ordering of 
the cowlrianee matrices of linear transformations of random vectors with i.i.d. 
components. The results of Joe and Verducci (1993) depend on the following 
definition of PC-nmjorization ordering: A is said to PC-majorize B (in 
symbols A~- 'B)  if cA >- eB holds for all e = (c 1 . . . . .  c k) such that c i > 0 
(i = 1 . . . . .  k). They showed that PC-majorization ordering is permutation- 
PC 
invariant and addition-invariant, and that A ~ B implies A >- B. They also 
discussed properties of PC reduction of matrices, and considered applications 
in economics, ecology, and related areas. 
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2.5. Arrangement-Increasing Functions 
Arrangement- and rearrangement-type in qualities were first treated 
comprehensively b  Hardy, Littlewood, and P61ya (1934, 1952, Chapter 10). 
An an example, consider two n-dimensional (row) vectors a, b and the group 
of all permutation matrices II. For all P ~ 11, bP = (b k, . . . .  hi,) is a 
permutation of b, and the inner product of a and bP is given by 
a(bP)'= ~atl), ,. 
t= l  
Without loss of generality we may assume that a I >1 "" >~ a,,. The 
well-known Hardy-Littlewood-P61ya inequality states that, among all n! per- 
mutations (rearrangements), a(b P)' is mtLximized (minimized) when P satis- 
fies 
The idea of rearrangements leads to tile definition of arrangement-increasing 
(AI) functions [for definitions ee Marshall and Olkin (1979, p. 160)]. With 
this definition, a more general version of the Hardy-Littlewood-Pdlya inequal- 
ity simply asserts that the function ~(a, b) = ab' is an AI fimction. Some 
earlier results on probability inequalities through AI functions can be found 
in Hollander, Proschan, and Sethuraman (1977), and are treated in Section 
6.F of Marshall and Olkin (1979). It is noted in Hollander, Prosehan, and 
Sethuraman (1977) and Marshall and Olkin (1979, p. 163) that the notion of 
AI is closely related to majorization. In particular, it is known that if a 
flmction g :R"  X ~" ~ ~ is of the form g(x,y) = 05(x- y) for some 
05 : N" ~ N" for all x, y ~ R", then g is AI if}" 05 is a Sehur-eoncave 
function. 
A useful result for derMng probability inequalities by using properties of 
AI functions is the following preservation theorem (Hollander, Proschan, and 
Sethuralnan, 1977, Theorem 3.3): 
TItFOltEM 2.11. Let gl, go : ~" × ~" ~ ~ be Al  f imctions, and let 
g(x ,z )  = f . . .  fg,(x,y)g.,(y,z)d.(!/ ,  ..... !in), 
where fA du(y) = fA dv(yP)  fi~r all n X n permutation matrices P and all 
Borel s'ets A c N". Then g(x, z) is an A l  f imction. 
Hollander, Prosehan, and Sethuraman (1977) showed that many well- 
knoum multivariate probability density fimctions are AI. They considered 
MAJORIZATION IN PROBABILITY AND STATISTICS 77 
important applications of AI functions in probability and statistics, and a 
detailed iscussion of the A1 property of the multivariate normal distribution 
and related results can be found in Tong (1990, Section 4.5). 
In a relatively recent paper of Boland, Proschan, and Tong (1988), 
Theorem 2.11 was applied to yield the following corollary: 
COROLLARY 2.12. Let X be an n-dimensional random vector with a 
density fi~nction that is permutation-invariant. Let hi, ho : ~"  × ~" ~ ~ be 
A l  functions, and let q5~, q52 : ff~ ~ ~ be nondecreasing. Then 
~0 (a, b) = E x [ 61(hi(a, X)) 6g(h2(X, b))] 
is an A l funct ion of  (a, b) ~ ~" × ~". 
Various results can be obtained from Corollary 2.12. For example, it 
follows that if X has a permutation-invariant density function, the P[a i <~ X i 
~< hi, i = 1 . . . . .  n] --= P[a ~< X ~< b] is an AI function of (a, b) [see Boland 
(1985) for more rectangular probability inequalities of this type]. 
In a related paper of Boland and Proschan (1988) a multivariate general- 
ization of AI functions (from two n-dimensional vectors to k > 2 vectors) was 
given, and a number of new results follow. For example, certain measures of 
concordance (such as the measure of agreement among k judges, average 
Spearman's rho, and average Kendall's tau correlation coefficients) can be 
treated under this framework. 
2.6. Stochastic Majorization 
The majorization ordering of real vectors may be modified to define a 
majorization ordering of random vectors in a stochastic sense. This topic was 
considered by Proschan and Sethuraman (1977), Nevius, Proschan, and 
Sethuraman (1977), and others, and was treated comprehensively in Marshall 
and Olkin (1979, Chapter 11). Several notions of stochastic majorization are 
treated in Marshall and Olkin (1979, pp. 281-285), and the following one was 
first given by Proschan and Sethuraman (1977): 
DEFINITION 2.13. Let X,Y be two n-dimensional random vectors. X is 
said to stochastically majorize Y (in symbols X ~ Y) if E~b(X) ~< E~b(Y) holds 
for all Sehur-concave functions q~ such that the expectations exist. 
[By a limiting argument, it is known that X ~ Y holds iff P[X ~ A] ~< 
P[Y ~ A] holds for all Borel sets A c N" such that their indicator functions 
are Sehur-eoncave.] 
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Now suppose that {f(x I 0) : 0 ~ ® c JR"} is a f:amily of probability den- 
sity functions, where O is the parameter space. Let the density fnnctions of X 
and Y be, respectively, f(x[ co) and f(x I a')(to,'r ~ 0). A question of 
interest is whether we can establish the stochastic majorization ordering 
X ~ X through the majorization ordering o~ >- "r. Under some very general 
conditions on f,  the answer to this question is known to be in the affirmative. 
[For example, if f (x ]0)  = f(x - 0), the location parameter family, and if 
f(x) is a Schnr-concave t~nction of x, then to >-r implies X ~ Y.) This 
approach leads to useful stochastic inequalities via the (deterministic) ma- 
jorization ordering of the parameter vectors. Earlier results {br well-known 
distributions can be found in Proschan and Sethurmnan (1977), Nevins, 
Proschan, and Sethnraman (1977), and Marshall and Olkin (1979, Chapter 
11); some recent results with applications to operations research and reliabil- 
ity theory can be found in Liyanage and Shanthikumar (1993), Li and Shaked 
(1993), Chang (1993), and certain sections in Shaked and Shanthikumar 
(1993). 
2.7. Majorization and Other Related Properties 
As shown in Marshall and Olkin (1979, Parts IV and V), majorization- 
related stochastic inequalities are closely related to many other properties in 
multivariate statistical distributions--such as unimodality, log-conca,Sty, MTP 2 
and FKG inequality,, and certain closure properties--through convolutions 
and mixtures. For a comprehensive r view on those topics see Eaton (1982, 
1987). The recent results (which became available after the publication of 
Marshall and Olkin's book) include Perhnan and Olkin (1980, with applica- 
tions in multivariate analysis), Karlin and Rinott (1983a, on the MTP 2 
property and M-matrices), Brown and Shepp (1989, on a convolution in- 
equality), and others. 
3. MAJORIZATION AND MULTIVARIATE PROBABILITY 
INEQUALITIES 
In this section we describe some multivariate probability inequalities for 
n-dimensional regions. Specifically, for each of those classes of geometric 
regions indexed by a parameter vector, a majorization ordering of the 
parameter vectors leads to a partial ordering of the "degree" of asymlnetry of 
the geometric regions in •", and hence to a partial ordering of their 
corresponding probability contents. It then yields multivariate probability 
inequalities that are found useful in areas snch as multivariate statistical 
analysis and multiple comparisons. 
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3.1. Inequalities for Asymmetric Regions 
In one of the earlier papers on majorization i equalities in probability and 
statistics, Marshall and Olkin (1974) proved the following theorem [a conve- 
nient reference for its proof is Marshall and Olkin (1979, p. 100)]. 
TI~EOREM 3.1. I f  f and g are Schur-eoncave filnctions defined on ~", 
then the function ~O defined on ~" by 
0(0)  = f~,g(O - x)f (x)  dx (3.1) 
is Schur-concave (whenever the integral exists). 
Now consider an n-dimensional random vector X = (X 1 . . . . .  X,) with 
probability density function f(x). Let A c N" be a Borel set that is permuta- 
tion invariant. On taking g(x) to be IA(X), the indicator function of A, 
Theorem 3.1 yields 
FACT 3.2. I f  f(x) and IA(X) are both Schur-concave functions in ~", 
then P[X ~ A + 0] and P[X ~ A - 0] are Schur-concavefunctions f 0 
It should be noted that if f is a permutation-invariant d log-concave 
function, then it is a Sehur-concave function. Further, if A is a permutation- 
invariant and convex set, then Ia(x) is a Schur-concave function. Thus the 
conditions in Fact 3.2 are easily satisfied in many applications. By taking 
A ={x:x  i <~ Ofor i  = 1 . . . . .  n}and 
Bl(a ) = {x:x ~ ~", x i ~<a i for i  = 1 . . . . .  n} =A + a, (3.2) 
it follows that (Marshall and Olkin, 1974): 
FACT 3.3. I f  f(x) is a Schur-concave function in ~", then its' distribution 
function F(a) = P[X ~< a] = P[X ~ Bl(a)] is a Schur-eoncavefimction of a. 
Fact 3.3 shows that if a >- b, then the region B~(b) is less asymmetric and 
has a larger probability content. In particular, P[X ~ B~(a)] is bounded above 
by P[X ~ Bj(~)] where ~ = (~ . . . . .  ~), with ~ = (1/n)Y?~a i the arithmetic 
mean. [BI(~) is permutation-invariant in ~".] This suggests that we may use 
the majorization ordering to obtain a partial ordering of the "degree of 
asymmetry" of regions in ~", and probability inequalities may follow as a 
result of this ordering of asymmetry. 
80 Y.L. TONG 
Motivated by the result in Fact 3.3, Tong (1982) considered probability 
contents of two-sided rectangles of the fbrm 
a~( . )  = {x :x  e ~" .  Ix,I ~ a, ,  i = 1 . . . . .  ,} ,  (3.3) 
and obtained that 
FACT 3.4. I f  f (X) (the density function of X) is a Schur-concave function 
~( x, then P[X ~ A=(a)] is a Schur-concave function of a. 
The proof of Fact 3.4 depends on Lemma 2.1 in Tong (1982). By applying 
the same lemma, inequalities for ellipsoids also ibllow: For given a = 
(a I . . . . .  a) ,  a i > 0 (i = 1 . . . . .  n), consider an ellipsoid defined by 
{ } A2(a) = x :x  ~ R", ~< a , a > 0 fixed. (3.4) 
i=l \a i ]  
FACT 3.5. I f  f (x)  is a Schur-concave fi,nction of x, then P[X ~ a2(a)] is 
a Sch~-conca~f, ,n~on of ,~ = (a~ . . . . .  £ ) .  
After proving Facts 3.4 and 3.5, Tong (1982) considered a larger class of 
geometric regions defined by 
a , , , (a )  x :  x ~ ~",  xi = - -  ~< A , A > 0 fixed, (3.5) i=1 (l~ 
for m = 2, 4, 6 . . . . .  ~ and conjectured that the probability content of A,,,(a) 
is a Schur-concave function of (aT'/°"-t)  . . . . .  a'i'/°"-])). This conjecture 
seemed reasonable because it was already known that the statement holds for 
m = 2 and m = ~. In a subsequent paper Karlin and Rinott (1983b) pro- 
vided an answer to this conjecture by proving the following theorem. 
THEOREM 3.6. I f  X = (X  1 . . . . .  X,,) is a nonnegative n-dimensional 
random variable with a joint density that is Sehur-eoneave, then 
I tl a ] p ~., Xi 
1 c--~ <~A' A>O,  a~ 1, O<#4a-  1, 
c i > 0 (i = 1 . . . . .  n) ,  (3.6) 
is a Schur-eoncave funetion of e = (c I . . . . .  c,,). 
MAJORIZATION IN PROBABILITY AND STATISTICS 81 
Note that the condition that X is nonnegative in Theorem 3.6 is only used 
to assure the convexity of the function u(x, c) = x ~/c t3 in their proof. As a 
result, Theorem 3.6 also applies to most random variables that are not 
nonnegative. Also, note that a partial listing of Schur-concave density func- 
tions that are useful in applications can be found in Tong (1983, 1989). 
3.2. Geometric Regions with Fixed Volume 
For the rectangular and elliptical regions defined above, the volumes 
(Vol) are multiples of l-I~'=lai. Thus if (a l , . . . ,a  .) >-(b 1 . . . . .  b,,) or 
(a~ . . . . .  a~) >- (b~ . . . . .  b, 2) holds, then we have 
Vol(A~(a)) ~< Vol(A~(b)) or Vol(A2(a)) ~< Vol(a.2(b)), 
with strict inequality if a is not a permutation of b. Consequently, in the 
inequalities stated above the difference in probability contents might be 
partially attributed to the difference in the volumes of the sets. In view of this 
fact, a corresponding result will be of interest if the volumes of the sets are 
kept fixed. This can be accomplished by considering inequalities via the 
majorization 
(log al . . . . .  log a,,) >- (log bj . . . . .  log b,,), 
and this type of majorization inequalities depend on the diversity of the 
elements of a when the geometric mean (instead of the arithmetic mean) is 
kept fixed. 
Shaked and Tong (1983, 1988) studied this problem for a class of 
geometric regions. They first showed in a eounterexample that a correspond- 
ing result is impossible under the sole assumption of Sehur concavity of f(x). 
The following is a positive result they obtained for the bivariate ease: 
FACT 3.7. I f  (X 1, X 2) has a density function f(x~, x.2) that is Schur- 
concave and monotone unimodal (as defined in Dharmadhikari and Jogdeo, 
1988, Section 2.2) and f (x  1, -xo)  is Schur-concave, then 
P[( X~/a 1, Xe/a 2) ~ A ] is a Schur-concavefunction of (log a~, log a 2) for all 
measurable sets A c ~2 which are convex, permutation invariant, and 
symmetric about the origin. 
A special ease of Theorem 3.6 in which A is a rectangle in ~2 was 
obtained independently by Kunte and Rattihalli (1984). Das Gupta and 
Rattihalli (1984) also gave a result for the multivariate normal distribution 
with mean vector 0 and eovarianee matrix ~ [denoted by///~(0, ~)]. Their 
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result asserts that when the volume of the n-dimensional rectangle is kept 
fixed, then the probability content is maximized when the rectangle becomes 
a cube. Their result is stated below: 
FACT 3.8. Let X have an ~, , (0 ,~)  distribution such that ~ = ~2I ,  
~r °- > O. Then, subject to a f ixed gIi'= lai, P[f'l i'.ol{[X/I ~< ai}] is maximized 
when a 1 . . . . .  a,, = (HI' ~ai) I/''. 
Note that the original proof of Fact 3.8 given in Das Gupta and lqattihalli 
(1984) depends pecifically on the fnnctional form of the nmltivariate normal 
densib, fimetion. It is known that the conclusion of Fact 3.8 also holds for 
certain other distribntions, but a general theorem for a large class of 
distributions has not yet been found. For details, see the conjecture in 
Shaked and Tong (1988, p. 336). 
3.3. A Probability Inequality via Multivariate Majorization 
The results given in Facts 3.4 and 3.8 deal with probability contents of 
n-dimensional rectangles centered at the origin. To consider the general case 
for a given 2 × n matrix 
a21 a22 "'" a2~ ~ a2 
such that a U < a~ i (j = 1 . . . . .  n), we define a rectangle 
S(A)  = {x :x  ~ ~" ,  a, i  <-G x i <~ aei  tor i = 1 . . . . .  n} 
Note that S(A)  is not necessarily symmetric about the origin nnless a2) = 
-a l j  holds for all j. Now let 
denote another 2 × n matrix. If the by's are less diverse than tile a/s 
(j = 1, 2) in a certain fashion, then we may expect hat probability contents 
of S(A) to be smaller than that of S(B). The following results, obtained 
independently b Karlin and Rinott (1983b) and Tong (1983, 1989), depends 
on the notions of multivariate majorization (see Definition 2.10). 
THEOREM 3.9. Let X = (X  l . . . . .  X,,) 19e an n-dimensional random vec- 
tor with density funct ion f(x) that is absolutely cont imums w.r.t .  Lebesg, ue 
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measure. If f(x) is a log-concave function of x, and if A ~- B holds', then 
P[X E S(A)] ~< P[X ~ S(B)]. 
The proof of Theorem 3.9 depends on an application of Pr6kopa's 
theorem and the fact that, if A ~- B, then for some doubly stochastic matrix 
Q we have 
s (B)  = ¢ x < : {x:a Q < x < 
= Q({x:a I ~< x ~< a2} ) = Q(S(A)) ,  
where Q(S(A)) = {y:y = xQ for some x E S(A)), 
By applying Theorem 3.9 repetitively, it follows that the probability 
content of S(B) = Q(S(A)) is maximized when Q is the matrix with all 
elements being 1/n. In that special case S(B) is a cube in R n. Further, we 
note that as a companion result given in Karlin and Rinott (1983b) and Tong 
(1983, 1989) the statement in Theorem 3.9 remains valid if the conditions on 
f and A, B are replaced by " f  is a Schur-eoncave function of x, and A ~- B 
holds." A question of interest is whether the statement remains valid under 
the conditions " f  is a Schur-concave function of x, and A ~ B holds." To our 
knowledge this problem has not yet been solved. 
4. OTHER RELATED ORDERINGS AND EXAMPLES OF 
APPLICATIONS 
In this section we illustrate that an ordering of stochastic dependence and 
an ordering of peakedness of a random vector can be obtained via majoriza- 
tion ordering of two vectors. We also briefly state some related other 
applications in probability and statistics. 
4.1. Positive Dependence via Majorization Ordering of Dimension Vectors 
Let X = (X 1 . . . . .  X~), ¥ = (Y1 . . . . .  Y,~) be two n-dimensional random 
vectors. For n = 2, the following notion of positive dependence was intro- 
duced by Rinott and Pollak (1980): Suppose that X t, X 2, Y1, Yz have a 
common marginal distribution. We say that X 1, X 2 are more positively 
dependent than Y1, Y2 if Corr(~b(X1), ~b(X2)) t> Corr(~b(Y1), q~(Y2)) holds 
for all Borel-measurable functions qb [Corr(.," ) denotes the correlation 
coefficient], or equivalently, El-I~qb(X i) >~ EYl~qb(Y~) holds, where the ex- 
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pectations exist. Motivated by this approach, Tong (1989) provided a defini- 
tion of comparison of positive dependence for n-dimensional random vectors: 
DEFINITION 4.1. X~ . . . . .  X,, are said to be more positively dependent 
than Yl . . . . .  Y,, (in symbols X ~/¥) if they have a common univariate distribu- 
tion and if E I-1 i~4~( X i) > E [l'l'4ff Yi) holds for all nonnegative Borel-measura- 
ble functions ~b such that the expectations exist. 
pd 
Note that if X > ¥, then 
e[x~c ..... x,, ~ c ]  >_. e[Y,  < c . . . . .  Y,, ~ c l  
holds for all Borel sets C in ~. 
pd 
To obtain a sufficient condition for the partial ordering X > Y, consider a
sequence of i.i.d, random variables {U/};21, another independent sequence of 
i.i.d, random variables {Vt}/" l, and an independent random variable W as 
"building blocks." Then for a given Borel-measurable function g :~3 __+ 
and a fixed n-dimensional vector of nonnegative integers 
k = (k ,  . . . . .  k,_ ,0 . . . . .  0 ) ,  
F 
1 <-EvEn, kj>~ 1 for j <~rand ~,,kj =n,  (4.1) 
j=  1 
we define an n-dimensional random vector { = (~1 . . . . .  ~,,) given by 
~.+, = ~(v~,+,,v~,w) . . . . .  ~ ,+< = ~(u~,+<, ,v~,w)  . . . . .  (4.2) 
¢k,+. +k, ,+, = g(G,+ +,~ ,+,,vr,w) . . . . .  ¢,, = g (<, , ,¢ ,w) .  
That is, each of the ~i's depends on the common variable W and on a 
different variable U~. Furthermore, the first k 1 of them depend on the 
common variable Vl, the next k 2 of them depend on the common variable 
V 2, and so on. The vector (~1 . . . . .  ~,,) will be denoted by {(k). Similarly, let 
k' be another vector of nonnegative integers, and let ~(k') be defined 
similarly. The main result in Tong (1989) provides a partial ordering of 
positive dependence of ~(k) and {(k') (as defined in Definition 4.1) via a 
majorization ordering of the vectors k and k': 
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THEOREM 4.2. Assume that (i) {Ui}~', {Vi} ~' and W are stochastically 
independent, Ul . . . . .  U,, are i.i.d., and V 1 . . . . .  V,, are i.i.d.; (ii) g : N3 __, 
is any Borel-measurable function. Let ~(k) and ~(k') be the random vectors 
as defined in (4.2). I f  k >- k', then ~(k) %/~(k'). 
Many of the earlier results on the comparisons of stochastic dependence 
involve comparing exchangeable random variables vs. i.i.d, random variables. 
Those results can now be treated in this framework by taking k = (n, 0 . . . . .  0), 
k' = (1, 1 . . . . .  l), and g(u, v, w)  = g'(u, v) (a function that does not depend 
on w). On taking k, k' to be vectors other than (n, 0, . . . ,  0) and (1, 1 . . . . .  1), 
Theorem 4.2 also yields stochastic inequalities for random variables with a 
blockwise dependence structure, and such results apply to many of the 
well-known multivariate distributions. As an example, in the application to the 
multivariate normal distribution g is of the form g(u, v, w)  = 
V r~ - P2U + ~2 - P~ v + VC~(w (0 ~ pj < P2 ~< 1); in this case a partial 
ordering of positive dependence may be obtained from a partial ordering of 
the correlation matrices via a majorization ordering of k and k' [see, e.g., 
Tong (1990, pp. 158-161)]. As another example, for the multivariate xpo- 
nential distribution with an application to reliability theory considered by 
Olkin and Tong (1993), g is of the form g(u, v, w) = rain{u, v, w}. In that 
application a partial ordering of positive dependence of marginally exponen- 
tially distributed random variables, through a majorization of k and k', yields 
an ordering of the reliability functions of two systems. 
In a recent paper of Hauke and Markiewicz (1993), Definition 4.1 and 
Theorem 4.2 are extended to a function g of four wlriables; the proof of their 
result depends on an application of a result of Giovagnoli and Wynn (1985) 
on G-majorization and matrix orderings. Furthermore, in some related appli- 
cations majorization ordering also leads to a partial ordering of dependence 
according to other notions. For example, an ordering of dependence for 
contingency tables via a majorization-related or ering can be found in Joe 
(1985). 
4.2. Majorization and Peakedness Ordering 
Peakedness is a descriptive index of a distribution that provides an 
indication of concentration. For univariate distributions, the following defini- 
tion was first introduced by Birnbaum (1948): 
DEFINITION 4.3. A (univariate) random variable X is said to be more 
peaked than a random variable Y (in symbols X~ Y) if P[[X[ ~< A] ~> 
P[JY[ ~< A] holds for all h. 
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The following definition, due to Sherman (1955), is a multivariate analogy 
of Definition 4.3. 
DEFINITION 4.4. An n-dimensional random variable X is said to be more 
P 
peaked than ¥ (in symbols X > Y) if their density functions exist and if 
e{x  e a} >_. e ly  < a} 
holds tbr all A ~ a¢~,,, the class of compact, convex, symmetric (about the 
origin) sets in R". 
Now consider a sequence of i.i.d, random variables {Zi} with means 0 and 
a finite variance. Let Z,, = (1/n)E' i iZi denote the sample mean. Tile 
problem of interest is whether P[IZ,,] ~< A] converges to 1 ~rumotonieallyin n 
1' ~,, Z for tbr all a. Realizing that this is equivalent to saying that E'~'b~Z~ > 2_,~a~  
b 1 . . . . .  b,, = l /n ,  a 1 . . . . .  a,_ 1 = 1 / (n  - 1), and a,, = 0, Prosehan 
(1965) proved the following result. 
TttEOI',EM 4.5. Let Z~ . . . . .  Z,, be i.i.d, randonz variables with a eontinu- 
ou,s' density function f(=) such that f ( z )=f ( - z )  and that log f ( z )  is a 
concave function ~f z. Let a, b be two n-dimensional real vectors. If a >- b, 
then E'i' lbiZi is more peaked than E'i'= laiZi, 
Theorem 4.,5 yields a peakedness ordering of linear combinations of" the 
Z[s via a majorization ordering of the coefficient vectors. Motivated by this 
result, Olkin and Tong (1988) obtained two generalizations for the multivari- 
ate distributions. The first generalization deals with k-dimensional i.i.d. 
random vectors, and the second with linear combinations of certain permuta- 
tion-invariant (instead of i.i.d.) univariate random variables. 
Tt~EOI~EM 4.6. Let Z I . . . . .  Z,, be i.i.d, k-dimensional random variables 
(k > 1) with a continuous density function f (z)  such that f (z)  = .(( - z) and 
that log f (z )  is a concave fimction ~f z for z ~ ~k. If a >-b, then 
2'~'= ~b~Z~ 2'~'= la~Z~ (in the sense of Definition 4.4). 
TnEOI~EM 4.7. Let (Z l . . . . .  Z,,) have a continuous density function f(z) 
that i,s' perTnutation-invariant. If the conditional densit!j ~f 
c(Z1 +Z,2) + a~Zi Z I -Z2=v 
i 
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is symmetric about the origin and unimodal for  aU fixed c, v, and a 3 . . . . .  a n, 
1) n then a -< b implies ~,"i= lbiZi >1 E~= lb~Zi (in the sense of Definition 4.3). 
The results in Theorems 4.6 and 4.7 were strengthened by Eaton (1988). 
Some related results can also be found in Chan, Proschan, and Park (1989). 
For example, they showed that if the joint density of Z is sign-invariant and 
Schur-concave, and a >- b, A i >1 O, b >~ 0 (i = 1 . . . . .  n), then P[~2'l,a i X i <~ 
A] ~< P[E~b~ X~ <~ A] holds for all A. 
4.3. Some Examples of Applications 
Majorization-related stochastic inequalities have a variety of applications, 
especially in areas such as multivariate analysis and reliability theory. For 
example, the results in Perlman and Olkin (1980) and the results on peaked- 
ness of distributions directly provide some monotonicities of certain classes of 
multivariate statistical tests. Regarding applications in reliability, a simple 
example is how the diversity of component reliabilities affect he performance 
of a system (in terms of the system reliability function). For example, the 
results in E1-Neweihi, Proschan, and Sethuraman (1986) assert that for 
series-parallel and parallel-series systems the system reliability functions are 
Schur functions. For a description of some recent developments on majoriza- 
tion inequalities in system reliability theory, the reader is referenced to the 
survey paper by Boland, Proschan, and Tong (1993). 
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