In order to optimize the knapsack problem further, this paper proposes an innovative model based on dynamic expectation efficiency, and establishes a new optimization algorithm of 0-1 knapsack problem after analysis and research. Through analyzing the study of 30 groups of 0-1 knapsack problem from discrete coefficient of the data, we can find that dynamic expectation model can solve the following two types of knapsack problem. Compared to artificial glowworm swam algorithm, the convergence speed of this algorithm is ten times as fast as that of artificial glowworm swam algorithm, and the storage space of this algorithm is one quarter that of artificial glowworm swam algorithm. To sum up, it can be widely used in practical problems.
Introduction
In recent years, many experts and scholars have carried on the thorough research. These existing methods include: greedy algorithm, bound algorithm, backtracking algorithm, dynamic programming algorithm, e-approximation algorithm [1] [2] [3] [4] and improved swarm algorithm, ant colony algorithm, fireflies swarm algorithm [5] [6] [7] . These algorithms are based on mathematical principles, since different algorithm uses different mathematical model, the complexity and the convergence speed of these algorithms are different. Thus, it has great significance to improve the convergence speed. Now 0-1 knapsack problem can be described with more details as follows:
For 0-1 knapsack problem, the object is loaded into backpack or not. The value determines whether the object i is in the backpack or not. If 1 i x = , the object is in the backpack, otherwise, it is not. There are the following constraint equation and objective function through analysis of 0-1 knapsack problem. 
Among them, M is deadweight of backpack, i w is weight of object, and i c is price of object. The ultimate goal is to look for the solution vector 1 2 ( , , , ) n X x x x =  which meets constraint Equation (1) and makes the objective function value reach its maximum.
Decision Algorithm

Ideas Origin of Algorithm
In the general algorithm for solving the knapsack problem, these objects are arranged by their price-performance ratio in descending order. If these objects of higher price-performance ratio are loaded into the backpack in advance, the residual deadweight of backpack can converge to 0 quickly and the value of objects loaded into backpack can achieve maximum as far as possible, which is the basic idea of greedy algorithm. Solution achieved by greedy algorithm is optimal in local situation, but not optimal in global situation. It suggests that when the number of objects loaded into backpack in a certain range-before the residual deadweight of backpack is 0-the solution is optimal in local backpack situation. This paper continues using greedy strategy.
Expectation efficiency [8] has a wide range of applications in commodity economy and stock exchange, it means that when the event occurs normally, we can expect to get revenue efficiencies. In the process of expectation, deadweight of backpack, the number of objects, weight of individual object, price of individual object and price-performance ratio of individual object all involve in arithmetic. For the same 0-1 knapsack problem, if any of four factors remain unchanged and the other factor changes, all these objects that will be loaded backpack and the optimal solution basically change. An abstract expectation model which is closely related into 5 factors is given through the above analysis, as follows:
, , , , f M n w c r M n w c r ∞
Those objects of higher price-performance ratio are loaded into backpack in advance, the others do expectation efficiency operation according to the model (3). These objects that have higher expectation efficiency value are loaded backpack in advance, and the lower is abandoned or delayed. The embodiment of model (3) is the key link, it decides directly the quality of algorithm.
Algorithm ideas as follows: (a) Greedy algorithm is very good and can attain the optimal solution in solving the local problem. These first n/2 objects are loaded into backpack in advance, if the total weight of n/2 objects is beyond M, first n/4 objects are selected to load into backpack in advance, according to dichotomy like this way until the total weight of n/2 i (i is the frequency of dichotomy) objects is no more than M. And then, for these remaining objects, calculate the expectation efficiency.
(b) After using greedy strategy, the residual deadweight of backpack and the total value of objects loaded into backpack need to focus on. The purpose of expectation is to ensure the residual deadweight of backpack can converge to 0 quickly and the value of objects loaded backpack reach the bigger as much as possible.
Establishment of Mathematical Model
It is necessary to balance the five key factors when modifying this model. Referred to the theory of median and average, we design a mathematical model and show in Formula (4):
Among them, ( ) optp i is equal everywhere, so model (4) is a static model. If model (4) is taken as a dynamic expectation efficiency model, ( ) optp i can't be set equal everywhere. After modifying model (4), a dynamic model is given in Formula (5): (c) Special rule of algorithm. The average of value according to greedy expectation is always greater than the price of current object, in order to avoid the phenomenon, the algorithm has a rule: the symbol of absolute value should be added to model (5) in case the expectation efficiency values of some objects are minus. These objects, whose expectation efficiency values are minus should be removed in advance. Namely, their corresponding prices don't accumulate any more.
Dispersion Coefficient
Given these individual data, they are 1 2 , , n y y y  , their dispersion coefficient is shown in Formula (6). 
In this paper, we compute three kinds of dispersion coefficient by Formula (6). Among them, v σ is dispersion coefficient, n is the number of objects.
Description and Analysis of Algorithm
An optimization algorithm of 0-1 knapsack based on dynamic expectation efficiency can be descripted as follows:
Step 1: Initially, the residual deadweight of backpack is M and is 0.
Step 2: Arrange these objects by their price-performance ratio in descending order.
Step 3: Modify the residual deadweight of backpack and optp according to algorithm idea (a).
Step 4: Calculate ( , , , , ) Step 5: If the condition of model 5 (a) is satisfied, to step 6; otherwise, to step 4.
Step 6: If the condition of model 5 (b) is satisfied, to step 7; otherwise, to continue loading the object which has the higher ( , , , , ) i f M n w c r .
Step 7: Accumulate the price of the corresponding object, and then modify the residual deadweight of backpack and optp .
Step 8: End the algorithm. The flowchart of DEE algorithm is shown in Figure 1. 
Simulation Experiment
We present simulation experiments by writing C++ programs with VC6.0, and the experimental environment is Windows7 of Intel Core2 Q8400 2.66GHZ CPU, 4.00GB Memory. Two simulation experiments are given, one is individual experiment of algorithm and analyzes optimal solution by three kinds of dispersion coefficient, and the other is comparison experiment with the artificial glowworm swarm optimization (GSO).
Individual Experiment
Given examples A and B, two kinds of dispersion coefficient are in the same level with example A, and any kind of dispersion coefficient is not in the same level with example B. Among them, three kinds of dispersion coefficient are the weight dispersion coefficient (WDC), the price dispersion coefficient (PDC) and the price-performance ratio dispersion coefficient (RDC).
A 120, 80, 95, 35, 45, 70, 85, 105, 48, 24, 15, 40, 50, 66, 58,  28, 11, 20, 18, 38, 42, 28, 22, 32, 49, 60, 8, 78, 44, 52, 23,  39, 19, 68, 99, 92, 77, 110, 69, 59, 43, 135, 136}, v = {20,  48, 54, 118, 125, 92, 69, 185, 120, 140, 50, 60, 88, 105,  128, 58, 29, 18, 46, 57, 74, 65, 31, 12, 21, 18, 36, 39, 26,  20, 29, 43, 51, 6, 59, 32, 34, 22, 10, 34, 40, 28, 18, 16, 10 
Algorithm Proving
In order to do further research on the adaptive scope of DEE algorithm, this paper gives 30 0-1 knapsack problems [9] . Set the number of objects is 20, and the deadweight of backpack is in [500, 950] . After executing DEE algorithm, the experiment results show in Table 1 in the latter. As can be seen from Table 1 , the adaptive scope of DEE algorithm is as follows: all the condition that any two kinds of dispersion coefficient are in the same level; the partial condition that all the three kinds of dispersion coefficient are less than 1 and any two kinds of dispersion coefficient are not in the same level. However, the condition that one kind of dispersion coefficient is greater than 1 and the other two kinds of dispersion coefficient are less than 1 and not in the same level is dead zone of DEE algorithm.
Comparison Experiment with GSO Algorithm
This part of experimental data is got by example 1 and 3 of reference [9] . The experiment results of comparison on DEE algorithm and GSO algorithm at iteration number, the optimal solution and the spaces/the number of fireflies are shown in Table 2 . After the comparison of GSO algorithm and DEE algorithm, the relation of objective function value and iteration number can be described as Figures 3 and 4 .
For DEE algorithm in Figures 3 and 4 , the part that red line rises perpendicularly is greedy strategy and the other part that red line grows steady is dynamic expectation efficiency. The objective function value by GSO algorithm changes steady and slowly. To sum up, the average convergence speed of DEE algorithm is as 10 times fast as GSO algorithm's; the number of storage space of DEE algorithm is a quarter of GSO algorithm's.
Conclusion
Two groups of experiments show that the proposed algo- rithm can solve 0-1 knapsack problems better than greedy algorithm, backtracking algorithm, dynamic programming algorithm and bound algorithm. These 0-1 knapsack problems of any two kinds of dispersion coefficient were in the same level, and all the three kinds of dispersion coefficient were less than 1 and any two kinds of dispersion coefficient were not in the same level. The research on discrete coefficient of data, which is a new idea this article explores, is the essence of this algorithm for verification.
