We propose a simple order-theoretic generalization, possibly non monotone, of settheoretic inductive definitions. This generalization covers inductive, co-inductive and bi-inductive definitions and is preserved by abstraction. This allows structural operational semantics to describe simultaneously the finite/terminating and infinite/diverging behaviors of programs. This is illustrated on grammars and the structural bifinitary small/big-step trace/relational/operational semantics of the call-by-value λ-calculus (for which co-induction is shown to be inadequate).
Introduction
The connection between the use of fixpoints in denotational semantics [24] and the use of rule-based inductive definitions in axiomatic semantics [15] and structural operational semantics (SOS) [28, 30, 29] can be made by a generalization of inductive definitions [2] to include co-inductive definitions [11] . It is then possible to generalize natural semantics describing finite input/output behaviors [17] so as to also include infinite behaviors [10] . This is necessary since the definition of the infinite behaviors cannot be derived from the finite big-step SOS behaviors.
Motivating example
Let us consider for example the choice operator E 1 |E 2 where the evaluation of expression E 1 either terminates (returning the value a, written E 1 = ⇒ a) or does not terminate (written E 1 = ⇒ ⊥). Similarly for expression E 2 , either E 2 = ⇒ b or E 2 = ⇒ ⊥. For the semantics of the choice operator, we have three possible results {r | E 1 |E 2 = ⇒ r} ⊆ {a, b, ⊥}, depending upon its operational semantics. Several alternatives are considered below.
• Nondeterministic: an internal choice is made initially to evaluate E 1 or to evaluate E 2 ; Observe that all evaluations have exactly the same convergence big-step semantics. However, they differ on their divergence behaviors. It follows, for example, that an implementation of the natural semantics [17] will have its diverging behaviors undefined by the formal semantics hence determined by the behavior of the implementation. This is the case with left-to-right evaluation Prolog implementation [3, 13] , but the problem is general and concerns the class of all implementations that conform to the semantics, regardless of how they were produced. So the natural big-step convergence semantics is an abstract semantics of programs which is not an exact match for its concrete operational semantics. This shows the need to extend big-step/natural semantics to cope with infinite behaviors.
Summary
The paper develops and illustrates the use of "bi-inductive" definitions in operational semantics.
Bi-inductive definitions enable both finitary and infinitary behaviors to be described simultaneously [10, 11] .
Section 2 describes the general methodology. Hilbert proof systems [2] are extended by replacing the powerset ℘(U ), ⊆ of the universe U by a complete partial order D, . The method for defining a map from a well-founded set to complete partial orders combines well-founded recursion and structural inductive definitions described by using different, but equivalent, forms: fixpoint definition, equational definition, constraint-based (inequational) definition, and rule-based definition.
Section 3 recalls a few elements of abstract interpretation, including soundness and completeness. Section 4 is a simple illustration of this approach to give a trace semantics to transition systems [6] .
The semantics of context-free grammars in Sect. 5 combines the classical definitions of the finite and infinite languages generated by a grammar, which can be recovered by simple abstractions. Section 6 is an application to the call-by-value λ-calculus. We introduce an original big-step trace semantics that gives operational meaning to both convergent and divergent behaviors of programs. The compositional structural definition mixes induction for finite behaviors and co-induction for infinite behaviors while avoiding duplication of rules between the two cases. This big-step trace semantics excludes erroneous behaviors that go wrong. The other semantics are then systematically derived by abstraction.
The big-step trace semantics is first abstracted to a relational semantics and then to the standard big-step or natural semantics. These abstractions are sound and complete in that the big-step trace and relational semantics describe the same converging or diverging behaviors while the big-step trace and natural semantics describe the same finite behaviors. The big-step trace semantics is then abstracted into a small-step semantics, by collecting transitions along traces. This abstraction is sound but incomplete in that the traces generated by the small-step semantics describes convergent, divergent, but also erroneous behaviors of programs. This shows that trace-based operational semantics can be much more informative that small-step operational semantics.
Structural order-theoretic inductive definitions
We introduce different forms of structural order-theoretic inductive definitions and prove their equivalence.
Dcpos and complete lattices
Let S, be a poset [12] . A chain in the poset S, is a subset of S such that any two elements in the chain are comparable by . A directed complete partial order (dcpo) is a poset such that any chain has a least upper bound (lub denoted ). For the empty chain the lub is the infimum ⊥ of S. A complete lattice is a poset such that any subset has a lub. If I is a set and S, is a poset (resp. dcpo, complete lattice) then the pointwise extension I −→ S,˙ with f˙ g ∀i ∈ I : f (i) g(i) is a poset (resp. dcpo, complete lattice) and similarly for the pointwise extension I −→ (I −→ S),¨ of I −→ S,˙ .
Syntax
Structural inductive definitions are by induction on the syntactic structure of the program. We understand a language L as a set of non-empty "syntactic components" (including programs). For example, the λ-calculus has λ y . λ x . a, y, λ x . a, x and a among its "syntactic components". A component is "atomic" or else has finitely many "strict subcomponents" such as y, λ x . a, x and a for λ y . λ x . a. For simplicity, these subcomponents are assumed to be distinct two-by-two (for example thanks to unique labels). The corresponding cover relation is −≺ on L meaning that is a "strict immediate syntactic subcomponent" of . For example, y −≺ λ y . λ x . a and λ x . a −≺ λ y . λ x . a while x −≺ λ x . a and a −≺ λ x . a but a −≺ λ y . λ x . a. As a shorthand reminiscent of the grammatical notation, we write λ y . λ x . a ::= y, λ x . a and λ x . a ::= x, a where the "strict immediate syntactic subcomponents" are given in left-to-right order (in fact any total order would do).
More generally, to completely abstract away from syntax, we let L, be a partially ordered set where is well-founded and ≺ is the corresponding strict relation. We write −≺ for the corresponding cover relation that is x −≺ y if and only if x ≺ y and ∃z :
be the tuple of elements covered by and given in some total order
and write ::= 1 , . . . , n for brevity with n = 0 for atoms (such that ∀ ∈ L : −≺ ).
Semantic domains
For each "component" ∈ L, we consider a semantic domain D , , ⊥ , which is assumed to be a dcpo.
Variables
For each "component" ∈ L, we consider variables X , Y , . . . ranging over the semantic domain D . We drop the subscript when the corresponding semantic domain is clear from the context (e.g. the semantic domain is the same for all "components" i.e. ∀ ∈ L : D = D).
Transformers
For each "component" ∈ L, we let ∆ be indexed sequences (totally ordered sets). For example if the semantics of the "component" is defined by a sequence of rules labeled (R 1 ), ..., (R n ) in that order, then we can define ∆ = R 1 , ..., R n . We write i∈∆ x i when considering the sequence x i , i ∈ ∆ ∈ ∆ −→ S of elements of a set S as a vector of i∈∆ S.
For each element i ∈ ∆ of the sequence, we consider transformers
The transformers are said to be -monotone in their first parameter ( -monotone for brevity), whenever ∀i ∈ ∆ , ::
Join
For each "component" ∈ L, the join ∈ (∆ −→ D ) −→ D is used to gather alternatives in formal definitions. For brevity, we write (
leaving implicit the fact that the X i should be considered in the total order given by the sequence ∆ .
Most often, the order of presentation of these alternatives in the formal definition is not significant. In this case, ∆ is just a set and the join may often be defined in term of a binary join ∈ (D × D ) −→ D , which is assumed to be associative and commutative, as ( The join operator is said to be componentwise -monotone whenever (
This is the case when the binary join is -monotone,
Fixpoint definitions
A fixpoint definition has the form
and lfp is the partially defined -least fixpoint operator on a poset P, 2 . To emphasize structural composition when ::= 1 , . . . , n , we write
Hypothesis 1
It is assumed that the least fixpoint lfp F f does exist.
Hyp. 1 holds in the event of monotony.
tone for all i ∈ ∆ and is monotone by hypothesis. It follows that the least fixpoint lfp F f does exist in the dcpo D , as shown by [7] 3 (or [27] without the axiom of choice, see [18, 21] for historical perspectives), proving that S f is well-defined.
Definitions without fixpoint or join can nevertheless be encompassed as fixpoints such as
Equational definitions
An equational definition has the form:
S e , ∈ L is the componentwise -least X , ∈ L satisfying the system of equations
2 We write lfp a f for the -least fixpoint of f ∈ P −→ P which is -greater than or equal to a ∈ P if any. If P has an infimum ⊥ ∈ P then lfp f = lfp ⊥ f . The dual partially defined greatest fixpoint operator is gfp . 3 The complete lattice hypothesis is not used in [7] to prove the existence of the least fixpoint of monotone partial functions on a poset. It follows from the welldefinedness of transfinite iterates from pre-fixpoints, in particular for limit ordinals. This hypothesis, which is weaker than dcpos, would also be sufficient in this paper when assuming monotony.
Lemma 3 If
by definition and existence of the -least fixpoint.
Otherwise X = S e = S f for all −≺ by induction hypothesis and so S e is the -least X such that X = i∈∆
Constraint-based definitions
A constraint-based definition has the form:
is reflexive, proving that at least one such X does exist. By transfinite induction, all transfinite iterates for F f from ⊥ (which do exist in a dcpo [7] ) are -less than or equal to any such X . Because S f = lfp F f is one of these iterates we conclude that S c does exist and, by antisymmetry, is S f .
In absence of monotony, as shown on the opposite example, the least fixpoint definition and the constraint-based definition may not coincide, since
Rule-based definitions
A rule-based definition is a sequence of rules of the form
where the premise and conclusion are elements of the D , cpo. When understanding the rule in logical form (where the premise is a statement that is assumed to be true and from which a conclusion can be drawn), the following form might be preferred.
If F i does not depend upon the premise X , it is an axiom. In such presentations, the join of the alternatives is left implicit 4 . To make it explicit, we rewrite such definitions in the form
The formal definition of the join makes explicit whether the order of presentation of the rules does matter, or not. When it doesn't, the join can be defined using a binary associative and commutative join. This binary join can even be left implicit and, by associativity and commutativity, the rules can be given in any order. This will be the case for the examples provided in Sect. 5 and Sect. 6.
The meaning of a rule-based definition (1) is
where, by Hyp. 1, the fixpoint of the consequence operator is assumed to exist.
A D ∈ D is provable if and only if it has a proof that is a transfinite sequence
The proof-theoretic meaning of a rule-based definition (1) is
. The limit S f of the ultimately stationary transfinite iterates for 
Equivalence of the order-theoretic inductive definitions
This generalization of [2] could also include a game-theoretic version (the game semantics [1] being of quite different nature). The closure-condition version [2] is also easy to adapt.
Example: inductive definitions
The classical inductive definition [2] of a subset S of a universe U by rules
= where stands for the void syntactic component, 5 In the classical case [2] , the fixpoint operator is continuous hence proofs are finite.
Reduction of order-theoretic inductive definitions
An In case D , satisfies (DCC), we let {F
and similarly for the equivalent forms.
Bi-semantic domains
To account for terminating/finite and diverging/infinite program behaviors, we consider bi-semantic domains [10] [33] . We first prove that S is a fixpoint of F .
Bi-semantic fixpoints
and antisymmetry. It follows that T − ⊆ S − by Tarski's fixpoint theorem [33] for gfp ⊆ F − . We conclude that S T by def. of .
The lemma can be easily generalized to any bi-semantic domain as defined in the previous Sect. 2.14.
Sequences
Given a set S (for example, a set of states in Sect. 4, a finite terminal alphabet in Sect. 5 or a set of terms in Sect. 6), we let S be the set of finite sequences over the set S including the empty sequence , S +
S \ { }, S
ω be the set of infinite sequences over S, S ∝ S ∪ S ω be the set of finite or infinite sequences over S 7 , and S ∞ S + ∪ S ω be the set of nonempty finite or infinite sequences over S. We let |σ| ∈ N ∪ {ω} be the length of σ ∈ S ∝ , in particular | | = 0 and S n {σ ∈ S | |σ| = n}. We let • be the concatenation of traces so that
is an example of bi-semantic domain as defined in Sect. 2.14. It is a complete lattice with lub
Abstraction
We consider a simple form of abstraction based on a continuous abstraction function α [9] , which includes the particular case of a Galois connection [8] (denoted P,
when α is onto, where P, and Q, are posets, and ∀x ∈ P : ∀y ∈ Q :
i ∈ ∆ be monotone in their first parameter, and define the abstract semantics S f in one of the equivalent forms of Th. 6.
If α ∈ D −→ D , we say that the abstract semantics S , ∈ L is sound with respect to the concrete semantics S , ∈ L if and only if ∀ ∈ L :
The following theorem provides a sufficient soundness and completeness condition. 
then S = α (S ). Proof By induction on ≺ using the fixpoint definition of S and S , and [8, 7.1.0.4- (3)].
Order-theoretic inductive definitions of the trace semantics of transition systems
We let Σ be a set of states and τ ⊆ Σ × Σ be a transition relation on Σ.
We consider the bi-semantic domain
.16 and the trace semantics
Since the semantics is not defined by structural induction, we define L { } where is a void syntactic component and ≺ ∅. We leṫ
The trace transformer F is -monotone, indeed upper-continuous. The i-th
In rule-based form, we have
The trace transformer F is -monotone for transition systems and for grammars considered in next Sect. 5 but no longer for the big-step trace semantics of the call-by-value λ-calculus considered in Sect. 6.3.
Structural order-theoretic inductive definitions of the semantics of context-free grammars
The Ginsburg-Rice/Chomsky-Schützenberger theorem [4, 14, 31] shows that the terminal language generated by a context-free grammar can be expressed iṅ ⊆-least fixpoint form. This was extended to the infinite language generated by a context-free grammar by Nivat [26] using⊆-greatest fixpoints. To illustrate bi-inductive structural definition on a simple example, we define the bifinite semantics of grammars mixing the least fixpoint for finite sentences and the greatest fixpoint for infinite sentences.
Metasyntax of grammars
S ∈ S sets of productions
As usual N ::= α | β is a shorthand for the two grammar rules N ::= α and N ::= β. To avoid confusion, the left-hand side N of a grammar rule is separated from the right-hand side α by ::= in the meta-grammar (N ::= α) and by
when S ::= P), P −≺ P S, S −≺ P S, and S −≺ G (when G ::= S). Hence −≺ is well-founded since sentences in the meta-language (that is grammars) are assumed to be finite 9 .
Fixpoint structural bifinite semantics of grammars
The bifinite semantics 
Therefore • is -monotone hence so is• pointwise. It follows, by induction on the "strict immediate subcomponent" relation −≺, that ∀S ∈ S : S S is˙ -monotone so lfp˙ S S exists and ∀G ∈ G : S G is well-defined.
Example 11
For the grammar G defined by the rules X → aX, X → b, we have the following metasyntax tree whose nodes are decorated with their semantics The semantics of the grammar G is therefore
which is the˙ -least solution of the more traditional system of equations [4, 14, 26, 31] (where X ρ(X) and N ρ(N))
The˙ -least solution for the X component is computed iteratively as
Rule-based structural bifinite semantics of grammars
An equivalent definition of the bifinite semantics
Example 12
The bi-inductive definition of the semantics S G of the grammar G defined by the rules X → aX, X → b is
The proof that the finite word a n b is generated by G is (each theorem is followed by a proof argument given between curly brackets ... )
The transfinite proof that the infinite word a ω is generated by G is
. . .
Abstraction into the finite language generated by a context-free grammar
The abstraction is α ∈ ℘(
We get Ginsburg-Rice/Chomsky-Schützenberger's fixpoint characterization of the finite language generated by a context-free grammar [4, 14, 31] by abstracting S G ::= S lfp˙ S S into S G ::= S α(lfp˙ S S ) = lfp⊆ S S .
Abstraction into the infinite language generated by a context-free grammar
The abstractionα
,⊇ , leads to Nivat's fixpoint characterization of the infinite language generated by a context-free grammar [26] that is S G::=S lfp˙ S S abstracted into S ω G::=S α(lfp˙ S S ) = gfp⊆ S S .
Structural order-theoretic inductive definitions of the semantics of the call-by-value λ-calculus
The next example of structural order-theoretic inductive definition is inspired by [29, 22] . We introduce a maximal trace semantics describing terminating and diverging computations. The trace semantics is then abstracted into a sound and complete relational semantics. In turn this relational semantics is abstracted into a sound reduction semantics which is incomplete since the future of computations is unpredictable. Each semantics can be defined using small steps or big steps of computation. Each semantics can be defined in fixpoint or rule-based form.
Semantics
Fixpoint definition Rule-based definition big-step small-step big-step small-step
These semantics including the maximal trace semantics S of Sect. 6.3.1 and the bifinitary relational semantics ñ S of Sect. 6.4 specify the correct finite computations which end with a value and the infinite computations but do not describe the erroneous computations so the semantics of a term that "goes wrong" is empty. Describing these erroneous computations would present no difficulty but is often irrelevant. For example in typing it must be proved that well-typed programs cannot "go wrong" (which requires to describe erroneous computations) or equivalently that well-typed programs "go well" that is have correct finite computations or diverge (in which case the semantics is simpler since erroneous computations need not to be described). The practice is also quite common in natural languages for which no one cares to describe the syntax and semantics of incorrect or meaningless sentences.
Syntax
The syntax of the λ-calculus with constants is Hence the various semantics in this Sect. 6 cannot be defined by structural induction on the syntax of λ-expressions as was the case in the previous Sect. 5. So the framework of Sect. 2 is instantiated with L = { } and ≺ is defined to be false on L which prevents the use of structural induction on program syntax. For brevity we omit the void syntactic component writing e.g. F for F , D for D , ∆ for ∆ , etc.
Trace domain
Recursion will be handled using fixpoints in the trace domain D ,
We define the application a@σ of a term a ∈ T to a trace σ ∈ T ∞ to be σ ∈ T ∞ such that |σ | = |σ| and ∀i < |σ| : σ i = a σ i . Similarly the application σ @ a of a trace σ ∈ T ∞ to a term a ∈ T is σ such that |σ | = |σ| and ∀i < |σ| : σ i = σ i a.
Big-step maximal trace semantics of the call-by-value λ-calculus

Fixpoint big-step maximal trace semantics
The bifinitary trace semantics S ∈ ℘(T ∞ ) of the closed call-by-value λ-calculus T can be specified in fixpoint form S = lfp F where the set of traces trans- (a), (b) , . . . , (f). The join operator is chosen in binary form as ∪.
Lemma 13 F is ⊆-monotone but not -monotone.
Proof ⊆-monotony holds for (a) and ∪ and can be proved for all cases (b)-(f) of the form
For a counter-example to -monotony, define X
So we must prove lfp F to exist. However, because F is not -monotone, lfp F cannot be constructed by iteration of F from T ω since infinite traces starting with a finite prefix which is not yet constructed at some iterate would definitely be eliminated in the next iterate.
Recall that S
By Lem. 13,
Theorem 14
Proof By Lem. 13 and 8.
The trace semantics can also be defined coinductively (as is the case for transition systems [6, Th. 13]):
Proof By Lem. 13, F is ⊆-monotone so gfp ⊆ F exists by Tarski's fixpoint theorem [33] .
It remains to prove (lfp F )
The case (a) is trivial, the cases (c) and (e) are impossible since ς is finite and cases (b), (d), and (f) follow by induction on the length |ς| of ς. In all these case, we have
, and (f) of F .
Properties of the maximal trace semantics
Lemma 16 The bifinitary trace semantics S is suffix-closed in that
Proof We proceed by structural induction on the closed term a. Assume
If
Lemma 17 The bifinitary trace semantics S is total in that it excludes intermediate or result errors
Proof Assume, by reductio ad absurdum, that a • σ • e • σ ∈ S then e • σ ∈ S since S is suffix-closed. By structural induction on e, if e = e 1 a then, by definition of S = F ( S), ∃σ : e 1 • σ ∈ S, which is impossible by induction, or e = c a and then ∃σ : c • σ ∈ S = F ( S) so σ = , which excludes all cases (c)-(f), the only possible ones for e.
Lemma 18 The finite maximal traces are blocking in that the result of a finite computation is always a final value
Proof By induction on the length of σ and definition of S + = F ( S) ∩ T + .
Rule-based big-step maximal trace semantics
The maximal trace semantics S can also be defined as follows
Proof The set of rules
and is ∪ in this example.
Defining S a
we can also write for brevity
Proof is ∪ and S = a∈T S a .
Observe that the inductive definition of S a should neither be understood
induction [23] (because of infinite traces). The definition could be split in inductive rules for termination and co-inductive rules for divergence, as shown in Th. 14, but the above bi-inductive definition avoids the duplication of common rules. Defining a = ⇒ σ σ ∈ S a , we can also write
Abstraction of the big-step trace semantics into the big-step relational semantics of the call-by-value λ-calculus
Relational abstraction of traces
The relational abstraction of sets of traces is
Proof
Bifinitary relational semantics
The bifinitary relational semantics ñ
S α( S) ∈ ℘(T×(T∪{⊥}))
is the relational abstraction of the trace semantics mapping an expression to its final value or ⊥ in case of divergence.
Fixpoint big-step bifinitary relational semantics
The bifinitary relational semantics ñ S α( S) = α(lfp F ) can be defined in fixpoint form as lfp ñ F where the big-step transformer
Lemma 19
ñ F is ⊆-monotone but not -monotone. Proof ⊆-monotony holds for the first constant case and ∪ and can be proved for all other cases of the form F (S) = {f (a, a , ..., σ, σ ) | p(a, a , . .
The counter-example of Lem. 13,
shows the absence of monotony.
Lemma 20 α( F
Proof α is a complete ∪-morphism, so we calculate α( F (S)) by cases.
Hence, we have the commutation property α( F (S)) = ñ F (α(S)) when defining ñ F by (4).
Lemma 21
ñ S + α( S + ) = lfp ⊆ ñ F + where ñ F + (S) ñ F (S + ). Proof To prove that α( S + ) = α(lfp ⊆ F + ) is equal to lfp ⊆ ñ F + = ñ S + , we observe that α preserves ∪ and α • F + = ñ F + • α by Lem. 20 so α(lfp ⊆ F + ) = lfp ⊆ ñ F + by [6, Th. 3].
Lemma 22
Proof We must prove that α(
To prove that α(gfp
Assume, by induction hypothesis, that ∀β < δ : X β ⊆ γ(X β ). We have
of the greatest lower bound (glb) ∩ and therefore 
and we conclude by (3) in Sect. 6.4.1.
To prove that gfp
Assume by induction hypothesis, that ∃σ ∈
It remains to show, by structural case analysis on a, that if σ ∈ S :
If a = (a b) then there are four subcases.
If a ∈ V and b, ⊥ ∈ gfp
Proof By Th. 14 and Lem. 20, we have S = F ( S) so Contrary to the case of the trace semantics Th. 15, the relational semantics cannot be defined coinductively which would validate incorrect evaluations of the form a = ⇒ v where a actually diverges [22] . This phenomenon was already observed for transition systems [6, Sect. 5].
Theorem 24 (lfp
F exists by Tarski's fixpoint theorem [33] . 
Rule-based big-step bifinitary relational semantics
The big-step bifinitary relational semantics = ⇒ is defined as a = ⇒ r a, r ∈ α( S a ) where a ∈ T and r ∈ T ∪ {⊥}. It is
Again this should neither be understood as a structural induction (since T ∩ (T × T) yields (a variant of) the classical natural semantics [17] (where all rules with ⊥ are eliminated and becomes ⊆ in the remaining ones). The abstraction α(T ) T ∩ (T × {⊥}) yields the divergence semantics (keeping only the rules with ⊥, is ⊇, and a = ⇒ ⊥ is written a
The above big-step bifinitary relational semantics = ⇒ is equivalent but not identical to the standard big-step semantics whose bifinitary generalization would be
We have chosen to break evaluations of applications in smaller chunks instead so as to enforce evaluation of the function before that of the arguments and to make explicit the reduction step in the trace semantics.
Abstraction of the big-step trace semantics into the small-step reduction semantics of the call-by-value λ-calculus
The small-step reduction semantics abstracts the trace semantics by collecting all transitions along any trace.
Small-step abstraction of traces
The abstraction is
Since the bifinitary trace semantics is suffix-closed, we can also use
so that we have α s (S) = α(S) whenever S is suffix-closed. By defining ℘(T ∞ ) to be the set of suffix-closed and blocking subsets of T ∞ and γ(τ ) to be the set of maximal traces generated by the transition relation τ ∈ ℘(T × T) that is
we have
Proof Assume that S ∈ ℘(T ∞ ), τ ⊆ (T \ V) × T, and α(S) ⊆ τ so that the first transition along a trace σ ∈ S is also a transition in τ hence any transition along a trace σ ∈ S is also a transition in τ since S is suffix-closed. If σ is infinite, it is a trace generated by τ hence σ ∈ γ(τ ). If σ ∈ S is finite, then σ |σ|−1 ∈ V since S is blocking so σ |σ|−1 has no possible successor by
Reciprocally, if S ⊆ γ(τ ) and σ ∈ S, then by definition of γ, all transitions in σ are also transitions of τ proving that α({σ}) ⊆ τ hence α(S) = α( σ∈S {σ}) ⊆ τ .
Observe that this Galois connection is relative to ℘(T ∞ ), ⊆ and is not valid for ℘(T ∞ ), . Besides absence of monotony, this is another reason why the abstraction theorem Th. 9 is not applicable for . Indeed the small-step reduction semantics is essentially incomplete in that it cannot anticipate that a computation will go wrong as was the case for the trace semantics and its relational abstraction.
Small-step reduction semantics
The small-step reduction semantics or transition semantics S is defined as
, ⊆ is a complete lattice and f is ⊆-monotone so lfp ⊆ f does exist by Tarski's fixpoint theorem [33] . The rule-based presentation of (6) has a call-by-value β-reduction axiom plus two context rules for reducing under applications, corresponding to left-to-right evaluation [29] . a − A b stands for a, b ∈ S and v ∈ V.
Proof α is a complete ∪-morphism so we calculate α( F (S)) by cases.
ignoring that a or (v b) might "go wrong"
ignoring that (a v) might "go wrong" 
It follows that the small-step operational semantics or transition semantics S is sound but incomplete in that the set γ(S) of maximal traces generated by the transition relation S includes the bifinitary trace semantics S plus spurious traces for computations that can "go wrong" that is terminate with a runtime error e ∈ E. Indeed, the transition semantics S is an α-overapproximation of the bifinitary trace semantics S.
Theorem 26 S γ(S) .
Proof We prove S + ⊆ γ(S) and (5) in Sect. 6.5.1.
ω and α is monotone by (5) in Sect. 6.5.1
by (5) in Sect. 6.5.1restricted to infinite traces The strict inclusion follows from spurious traces for computations that can "go wrong".
The inductive definition of S can also be understood as co-inductive since
j is assumed to be parenthesized so that ((λ x . a) v) is the leftmost reducible term
Small-step maximal trace semantics of the call-by-value λ-calculus
Coming back to the small-step maximal trace semantics
A maximal finite and diverging execution traces.
Fixpoint small-step maximal trace semantics
To express the small-step maximal trace semantics ∞ − A in fixpoint form, let us define the junction ; of set of traces as
and the -monotone small-step set of traces transformer f ∈ ℘(
describing small steps of computation.
Lemma 28 We have
Proof By [6, Th. 13].
Theorem 29
The big-step and small-step trace semantics are the same
and definition of F by (a)-(f) in Sect. 6.3.1, we must prove that
By (6) in Sect. 6.5.2, we proceed by structural induction on a.
We have a 0 − A a 1 and a 1 = λ x . a so, by (6) in Sect. 6.5.2, a 0 = (λ y . a ) v and 
To prove that f ( S) ω ⊇ S ω , we must, by definition (7) of f , prove that
Moreover S hence S ω is suffix closed and therefore
We have f ( S) + ⊆ S + and f ( S) ω ⊇ S ω so f ( S) S, proving, by Tarski's fixpoint theorem [33] for the -monotone f on the complete lattice ℘(T ∞ ),
We now prove that F (
Otherwise |σ| > 1 and we proceed by case analysis on the syntax of σ 0 .
, and so by (6) in Sect. 6.5.2,
Next, we prove that (6) in Sect. 6.5.2, there are three cases.
Either all σ i , i ∈ N are of the form a i b in which case, by (6) in Sect. 6.5.2, (6) in Sect. 6.5.2. Since σ i is not of the form (a i b), there are, according to (6) in Sect. 6.5.2, only two possibe cases for Either ∀i ∈ N : Moreover by ⊆-monotony of F and F (
− A by Tarski's fixpoint theorem [33] on the complete lattice ℘(T ω ), ⊆ .
In follows that S S
In conclusion, we have S = ∞ − A by antisymmetry.
Rule-based small-step maximal trace semantics
The maximal trace semantics S = ∞ − A = lfp f where f is defined by (7) in Sect. 6.6.1 can be defined inductively with small-steps as
that is, writing a ⇒ ⇒ σ for σ ∈ S and σ 0 = a
Small-step bifinitary relational semantics of the call-by-value λ-calculus
The bifinitary relational semantics was defined as ñ S α( S) (where α is the relational abstraction of sets of traces (2) in Sect. 6.4.1) and given in big-step form in Sect. 6.4 . It can be given in small-step form by abstraction of the small-step bifinitary maximal trace semantics of Sect. 6.6.1.
Fixpoint small-step bifinitary relational semantics
The bifinitary relational semantics 
Rule-based small-step bifinitary relational semantics
The bifinitary rule-base form is (a ⇒ ⇒ b stands for a, b ∈ ñ S and r ∈ V ∪ {⊥})
Related work
Divergence/nonterminating behaviors are needed in static program analysis [25] 10 or typing [5, 22] . Such divergence information is part of the classical order-theoretic fixpoint denotational semantics [24] but not explicit in smallstep/abstract-machine-based operational semantics [28, 29, 30] and absent of big-step/natural operational semantics [17] . A standard approach is therefore to generate an execution trace semantics from a (labelled) transition system/smallstep operational semantics, using either an order-theoretic [6] or metric [35] fixpoint definition or else a categorical definition as a final coalgebra for a behaviour functor (modeling the transition relation) up to a weak bisimulation [16, 34, 20] or using an equational definition for recursion in an order-enriched category [19] . However, the description of execution traces by small steps may be impractical as compared to a compositional definition using big steps. Moreover, execution traces are not always at an appropriate level of abstraction and relational semantics often look more natural.
Conclusion
We have introduced bi-inductive definitions, an order-theoretic approach to inductive definitions which allows the simultaneous definition of finite and infinite behaviors in structural operational semantics -both big-step and small-step styles. We have related various presentations of the bi-inductive semantics, such as explicit fixpoint definitions and the familiar rule-based definitions including in absence of monotony. Bi-induction simultaneously define the finite behaviors by induction and the infinite behaviors by coinduction. Using induction only would exclude infinite behaviors while using co-induction only might introduce spurious finite behaviors (for example in big-step relational semantics).
We have given two examples of using the approach: specifying the finite and infinite semantics of context-free grammars and of the call-by-value λ-calculus, both in small/big-step style and at various levels of abstractions for trace/relational/operational semantics. The lattice of abstractions of the big-step bifinite trace semantics is the following and the lattice of abstractions of the small-step bifinite trace semantics S = lfp f is isomorphic. Sound (and sometimes complete) abstractions are essential to establish this hierarchy of semantics [6] and to prove that all the semantics are well-behaved in the sense that they abstract the small-step trace semantics.
In conclusion bi-inductive definitions should satisfy the need for formal finite and infinite semantics, at various levels of abstraction, and in different styles, despite the possible absence of monotony.
