Abstract. A variety of pixel and feature based methods have been proposed for registering multiple views of anatomy visible in studies obtained using diagnostic, minimally invasive imaging. A given registration method may outperform another depending on anatomical variations, imaging conditions, and imaging sensor performance, and it is often difficult a priori to determine the best registration method for a particular application. To address this problem, we propose a registration framework that pools the results of multiple registration methods using a decision function for validating registrations. We refer to this as meta registration. We demonstrate that our framework outperforms several individual registration methods on the task of registering multiple views of Crohn's disease lesions sampled from a Capsule Endoscopy (CE) study database. We also report on preliminary work on assessing the quality of registrations obtained, and the possibility of using such assessment in the registration framework.
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Introduction
Minimally invasive diagnostic imaging methods such as flexible endoscopy, and wireless capsule endoscopy (CE) often present multiple views of the same anatomy. Duplication issues are particularly severe in the case of CE, where peristaltic propulsion may lead to duplicate information over several consecutives frames, and also several minutes apart. This may be difficult to detect, since each individual image captures only a small portion of anatomical surface due to limited working distance of these devices, providing relatively little spatial context. Given the relatively large anatomical surfaces (e.g. the Gastrointestinal tract (GI)) to be inspected, it is important to identify duplicate information as well as to present all available views of anatomical and disease views to the clinician for improving consistency, efficiency and accuracy of diagnosis and assessment. In particular, we are interested in automatically assessing the severity of Crohn's disease, an inflammatory condition of the GI tract using CE images (Figure 1 ). The aggressiveness of the course of mucosal healing treatment for Crohn's disease depends upon the severity assessment of unique lesions in the CE images. We aim to identify and assess multiple views of a selected lesion, to reduce redundant information and to improve the consistency and accuracy of disease assessment.
In the literature, lesion finding has been commonly formulated as a detection problem [1] where a classifier is trained to learn the visual properties of the chosen object category (i.e. lesions). This process typically requires feature extraction to generate a low dimensional representation of image content, followed by classifier training to distinguish the desired object model(s) [2] . For CE, appearance modelling has been used for blood detection [3, 4] , topographic segmentation [5] and lesion classification [6] .
Generic detection is different from matching an instance of an object to another. Therefore, we consider detection of repetitive lesions as a registration and matching problem. A registration method evaluates an objective function or similarity metric to determine a location in the target image (a second view) where a reference view (i.e. a lesion) occurs. Once a potential registration is computed, a decision function must be applied to determine the validity of the match. Our goal is to develop a trained statistical classifier that makes a decision based on the quality of a match between two regions of interest (ROIs) or views of the same lesion, rather than the appearance of the features representing an individual ROI.
Decision functions for image matching have traditionally been designed as thresholded classifiers based on one or more registration metrics. Although such a method ensures low false positive rates, the overall retrieval rate is bounded by the recall rate of the most sensitive metric. The work of Szeliski et al. [7] and Stewart et al. [8] are examples of such problem formulations. In many cases, a single, unique global threshold may not exist; therefore the determination of an adaptive threshold is a challenging problem. An integrated classifier that distinguishes registrations based on a feature representation populated by a wide range of metrics is likely to outperform such threshold based methods. Chen et al. [9] introduce a new feature vector that represents images using an extracted feature set. However, this approach still requires the same similarity metric across the entire feature set. By contrast, we present a framework that incorporates multiple registration algorithms, a generalizable feature representation for classification and a regression based ranking system to choose the highest quality match. Given an ROI R i in an image I i , and a target image I j , we define the registration function T (R i , I j ) → R j , which generates an ROI match pair (R i ,R j ). The objective function for this registration is based upon the invariance properties of image data to be matched. For example, histogram representations are invariant to rotation, whereas pixel based methods are generally not. Feature based methods are typically less affected by changes in illumination and scale. Due to large variation in these invariance properties within endoscopic studies, a single registration method may not be adequate for retreiving matches in endoscopic data. We use multiple independent global registration methods (each more accurate in a different subset of the data) and a decision function to estimate a valid match. Let us denote the similarity metric relating visual properties of the two ROIs R i and R j as d(R i , R j ). Using a set of global registration functions T = T i (R, I) : i = 1 . . . n and estimated matches R 1 . . . R n from each of these methods, the decision function D which determines which estimates are correct matches can be written as in equation 1. In the case where there are multiple correct match estimates, we use a ranking function to determine the best result. Figure 2 shows the information flow in the proposed method.
Decision Function Design: For an ROI R, we use the following notation for representing appearance features. We start with pixel based features. The intensity band of the image is denoted as R I . The Jacobian of the image is denoted Given two images I a and I b where A is an ROI in I A with center x and B is an ROI in I B , we generate a feature vector for a pair of regions A and B populated with the metrics shown in Table 1 . The decision function can then be trained to distinguish between correct and incorrect matches using any standard classification method. We use Support Vector Machines (SVM) [11] in our experiments.
The Ranking Function: We treat the registration selection as an ordinal regression [12] problem. Given a feature set corresponding to correctly classified registrations, F = {f 1 , ..., f N } and a set of N distances from the true registrations, we can form a set of preference relationships between the elements of F . Let us define the set of preference pairs P as, P = {(x, y)|f x ≺ f y }. Our goal is to compute a continuous real-valued ranking function K such that, f x ≺ f y ∈ P =⇒ K(f x ) < K(f y ). A preference pair (x, y) ∈ P can be thought of as a pair of training examples for a standard binary classifier. We train a binary classifier C such that,
and C(F y , F x ) = 1−C(F x , F y ). Given such a classifier, the rank can be computed as, K(F ) = n i=1 C(F, F i )/n where K is the fraction of the training set that are less preferred to F based on the classifier. Thus K orders F relative to the training set. Let f x represent the metrics or features of registration and f i,j represent the vector concatenation of f i and f j . The training set, T rain = {< f i,j , 0 >, < f j,i , 1 > |(i, j) ∈ P } is used to train an SVM. For classification, we pair each vector in the test set with all the vectors in the training set and use the empirical order statistics K(F ) described above for enumerating the rank.
Training Data
Given an ROI R and a set of CE images I = {I i : i = 1 . . . N }, the task is to build a dataset of pairs of images representing correct and incorrect matches of a global registration. We first compute the correct location of the center of the same ROI in I through manual selection followed by a local optimization. We denote this set of locations as X = {X i : i = 1 . . . N }. Next, we select any global registration method T and apply it between R and each image in the set I to generate a set of estimated ROI center locations X = {X i : i = 1 . . . N } and pairs R = {R, R i : i = 1 . . . N }. The pairs are designated a class label y (correct or incorrect matches) by thresholding on the Euclidean distance (in pixels) between X i and X i . We refer to this as the ground truth distance. The training set T contains all registered pairs and their associated class labels.
Experiments
Our CE study repository contains studies acquired with an approved Institutional Review Board (IRB) protocol. A CE study may contain up to 8 hours of data acquired at 2 images per second. The CE study database contains selected annotated images containing Crohn's Disease (CD) lesions manually selected by our clinical collaborators. These provide the ROIs we use for our experiments. A lesion may occur in several neighboring images, and these selected frames form a lesion set. Figure 3 shows an example of a lesion set. In these experiments, 150x150 pixel ROIs were selected. Various lesion sets contain between 2 and 25 image frames. Registration pairs were then generated for every ROI in the lesion set, totaling 266 registration pairs. We used the folowing five standard techniques for 2D registration. These include SIFT feature matching, mutual information optimization, weighted histograms (grayscale and color) and template matching. For each of these methods, we performed a registration to estimate a registered location, resulting in a total of 1330 estimates (5 registration methods per ROI-image pair). The ground truth for these estimates was determined by using a threshold of 25 pixels on the Euclidean distance described in Section 3. The dataset contained 581 correct (positive examples) and 749 incorrect (negative examples) registrations.
For every registration estimate, we computed the registered ROI for the training pair. The feature vector respresenting this registration estimate was then computed as described in Section 2. We then trained the decision function using all registration pairs in the dataset. The performance of this integrated classifier was evaluated using a 10-fold cross-validation. Figure 5(a) shows the performance of our classifier, including comparison with the ROC curves of individual metrics used for feature generation. The true positive rate was 96 percent and the false negative rate was 8 percent.
For n registrations, a total of n choose 2 preference pairs can be generated. We used a subset of this data as the input to the ranking model. Features used to generate a training pair include the difference between EHDs and the difference between the DCDs. Training was initiated with a random selection of n = 300. This estimate was then improved by iteration and addition of preference pairs at every step. At each iteration, a 10-fold cross validation was performed where the dataset was divided into appropriately sized training and test sets. Training was then conducted using an SVM model with a radial basis kernel.
Once this classifier was trained, preference relationships were predicted by classifying vectors paired with all training vectors. Relative ranks within each set were determined and pair mismatch rates were calculated. A mismatch is any pair of registrations where K(F x ) > K(F y ) and F x ≺ F y or K(F x ) < K(F y ) and F x F y . The training mis-classification rate is the percentage of contradictions between the true and predicted preference relationships in the training set. Table  2 shows the rank metrics for each iteration. Figure 4 shows the sorted ranking function of training and test set registrations at the end of 8 iterations. The registration framework was applied to all 266 image pairs. For each pair, all five registration methods were applied to estimate matching ROIs. The first row of Table 3 shows the number of correct registrations evaluated using the ground truth distance. Features were extracted for all registrations and the integrated classifier trained above was applied. A leave one out cross-validation was performed for each ROI-image pair. The second row of Table 3 shows the number of matches that the classifier validated as correct. Finally, the last row shows the number of true positives which is the number of correctly classified matches that are consistent with the ground truth classification. The last column in the table shows the performance of the meta registration. The new framework retreived a larger number of registrations than any single registration method. We performed a range of n-fold validations on the same dataset for n ranging from 2-266 (where n = 2 divides the set into two halves and n = 266 is the leave one out validation). Figure 5(b) shows the percentage of true positives retreived (which is the ratio of true positives of the meta registration to the number of correct ground truth classifications) by each individual registration method and the integrated classifier (top curve in cyan). The meta registration was able to retrieve 70 percent of matches where the best registration method only retreived 39 percent. Table 3 . Meta Registration Results. The first row shows the number of correct matches qualified by a manual validation. The second row shows the number of correct matches qualified by the automated integrated classifier. The third row shows the number of automatically qualified matches that match the manual (ground truth) validation.
