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0 Introduction
Cell division, which produces two identical sister cells from a single parental cell, is one of the most
fundamental processes in biology. While in single-celled organisms, cell division represents primarily
a way to achieve self-reproduction, and is thus directly related to the organism’s fitness, the role of
cell division in the multicellular case is more multifaceted. It plays an essential role in as divergent
processes as embryogenesis, innate and adaptive immunity, maintenance of tissues like the skin, cell
differentiation, hematopoiesis, body growth, oogenesis and spermatogenesis. At the same time, dereg-
ulation of cell division, such as excessive growth but also insufficient proliferation, represent a major
threat to the organism integrity and survival [1].
0.1 General background
The whole process of cell division is called the cell cycle. The cell cycle comprises a series of phases,
allowing a cell to generate, from itself, two viable copies, which are able to repeat the same process
again. In eukaryotic cells, there are four major cell cycle phases, which follow each other in a specific
order: the G1 phase, the S phase, the G2 phase, and the M phase [2]. During the S phase, each pair
of chromosomes of a cell is copied once [3], while during the M phase, the original and the newly
replicated DNA molecules are partitioned into two, such that, at the time of division, each daughter
cell receives an identical set of chromosomes [4]. At the end of the M phase, the cell engages into
cytokinesis, which results in the physical separation of the two sister cells. The G1 phase and the G2
phase represent temporal gaps in between cytokinesis and the initiation of the S phase, and between
the completion of the S phase and the initiation of the M phase, respectively. After the completion
of cytokinesis, both sister cells are by definition in the G1 phase. Whether new-born cells in the G1
re-enter the S phase for another round of replication depends on external and internal signals [1]. Cells
which do not re-initiate the S phase, can enter a quiescent phase instead, termed the G0 phase [5] or
undergo apoptosis.
Re-entry into the S phase is regulated by the so-called restriction point, a cell cycle checkpoint which
ensures that a cell initiates DNA synthesis only if conditions are favorable [1]. Other cell cycle check-
points exist which control whether the genome has been fully replicated [6] or whether chromosomes
are properly aligned on the mitotic spindle [7]. The latter condition is a prerequisite for symmetric
segregation of genomic information during and at the end of mitosis.
The cell cycle, and each of its phases, require a certain amount of time for their completion. This time
is denoted the division time for the whole cell cycle, and phase completion time for the individual
phases. Division and phase completion times are important characteristics of dividing cell populations,
as they reflect, for instance, the time it takes cells to duplicate their genome, to properly segregate
their chromosomes, to pass cell cycle checkpoints, to grow, or to make fate decisions concerning divi-
sion and quiescence. Because the underlying processes are stochastic, division and phase completion
times are stochastic as well. Hence, division and phase completion times are random variables with as-
sociated probability density functions rather than single values. In order to retrieve statistics of these
densities from experimental data, appropriate mathematical techniques are required. Developing these
techniques will become one of the main focuses in this thesis.
In the field of oncology, not the division or the phase completion times, but a related quantity, namely
the potential doubling time Tpot, is often of interest. This quantity can directly be computed from
the division and phase completion time densities. The opposite is however not true. If the division
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and phase completion time densities are unknown, ad hoc assumptions about their shape are required
in order to estimate Tpot from experimental data [8]. The impact of these assumptions on the final
estimates can however be significant.
There exist several well established methods to measure division and phase completion times in vivo
and in vitro. Dividing cells can be pulse labeled with nucleoside analogs [9–11]. The latter are
incorporated into newly synthesizing DNA of cells which are in S phase during the pulse. By measuring,
after the pulse, labeled cells as they enter and exit mitosis once or even twice, the phase completion
times and the division times can be estimated. This technique is called the fraction of labeled mitoses
(FLM) method [9, 11]. A more direct method to measure division times is by taking, using a light
microscope, images of in vitro dividing cell populations at short time intervals. By simply counting
the number of intervals that separate birth and division events of individual cells, division times are
retrieved [12].
Nowadays, the FLM method has been replaced by a less tedious and more sophisticated technique,
called DNA-BrdU pulse-chase labeling [13–16]. The latter method is based on a combination of nu-
cleoside analogs (e.g., Bromodeoxyuridine (BrdU)) pulse labeling, DNA staining, and flow cytometry.
This technique will be denoted in the following, for the sake of generality, the DNA-NA pulse-chase
labeling method, where NA stands for one of several available nucleoside analogs (e.g., BrdU, IdU,
EdU, CldU). As it is the case for the FLM method, the DNA-NA pulse-chase labeling technique first
labels permanently cells in S phase with a given nucleoside analog, and then follows these cells as
they progress through the subsequent phases. The DNA-NA pulse-chase labeling technique allows to
measure the frequency of cells in G0/G1 phase (i.e., cells in either G0 or G1 phase), the S phase and
the G2/M phase (i.e., cells in either G2 or M phase). In addition, the kinetics of four cell populations
can be followed over time: 1) the fraction of labeled undivided cells, 2) the fraction of labeled di-
vided cells, 3) the fraction of unlabeled undivided cells initially in G2/M phase, and 4) the remaining
cells [14,17]. Moreover the relative movement of the labeled cell populations on the DNA axis can be
estimated [15,17].
Several approaches have been employed in the past to interpret DNA-NA pulse-chase labeling ex-
periments [18–21]. While most rely on some sort of model-based analysis, basic information can be
extracted from the respective data sets without referring to complex mathematical models. For ex-
ample, given that the proliferating cell population is under homeostatic control and that the total cell
count remains approximately constant over time, the average relative time cells spend in the G0/G1
phase, the S phase and the G2/M phase is proportional to the frequency of cells in each of these
phases. This however is not true for growing populations. A second basic quantity, which can be
directly estimated for both growing and non-growing populations, is the minimal time it takes cells
to complete the G2/M phase. This equals the time elapsed between the pulse and the appearance of
the first labeled divided cells.
Inferring, with the DNA-NA pulse-chase labeling method, more complex features from a dividing
cell population, requires however more elaborate model assumptions. Typically cell cycle progression
is specified in more detail by explicitly or implicitly defining the completion times for individual
phases [18–21]. This allows to make theoretical predictions about the kinetics of labeled and unlabeled
cell cohorts and about the relative movement of the labeled cell populations [14,15]. Comparing these
predictions with data from DNA-NA pulse-chase labeling experiments yields cell cycle progression
estimates, for instance the average S phase completion time or the division time. In contrast to the
basic quantities discussed before, absolute and not relative completion times are derived. Moreover,
some information about the completion time distributions can be obtained [10, 19, 22]. This clearly
motivates a model-based approach for the interpretation of DNA-NA pulse-chase labeling experiments,
because important features of cell cycle progression can be inferred which are not easily accessible
through other means.
Irrespectively however, any conclusions based on DNA-NA pulse-chase labeling experiments about a
dividing cell population remain conditioned on the underlying assumptions about cell proliferation.
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This is a consequence of the fact that the DNA-NA pulse-chase labeling technique is an indirect
method. Individual cells are not observed as they progress through the various cell cycle phases, but
snapshots of dividing cell populations are recorded at certain time points after pulse labeling, and
the number of labeled and unlabeled cells in the different phases are counted. Such an approach
harbors advantages and disadvantages compared to continuous observations of individual cells, the
major advantage being its experimental feasibility, as direct observation of single cells remains, despite
recent advances in the field of live imaging and video microscopy [23], extremely challenging, if not
impossible. Especially, for in vivo experiments, quasi-continuous observations are currently restricted
to relatively slow-migrating cells in superficial tissues with imaging periods of less than three hours
[24–26], which is much shorter than the typical division time [27]. Moreover, in order to measure cell
cycle phase durations and their variability by video microscopy, it would become necessary to identify
cells in each of the cell cycle phases. At present however, the most widely accepted technique, namely
the fluorescent ubiquitination-based cell cycle indicator (FUCCI), allows identification of cells in the
aggregated phases G0/G1 and S/G2/M only [28,29].
0.2 Objectives
The DNA-NA pulse-chase labeling method in combination with model-based data analysis represents
a powerful technique to study cell proliferation in vitro and in vivo. It allows to estimate, besides of
the phase completion times, clinically relevant quantities, like the potential doubling time [8, 30–32]
and the S phase completion time of dividing cell populations. Currently however, there are several
short-comings, which make this method only partly satisfactory. First, from a statistician’s point of
view, there has been no thorough study, concerned with the uncertainty in the estimates the method
provides. This might be partly due to the circumstance, that no general analytical solutions have
been derived so far for the proposed models. Secondly, the quantities that are estimated by this
method represent often (although not exclusively [10, 19, 21]) mean values, and no information about
the biological variance in cell cycle progression is provided. This information, while important in
its own right, is in addition required to infer accurately Tpot or the division time. Thirdly, from
an experimentalist’s point of view, no clear guide-lines are available which dictate how to set up
an DNA-NA pulse-chase labeling experiment most efficiently. While detailed protocols, describing
working solutions for pulse labeling and staining procedures, are frequent in the literature [14–18,33],
the problem of choosing the time points at which samples should best be collected has not been
systematically addressed so far. Finally, most studies which have interpreted DNA-NA pulse-chase
labeling based their inference on a minimal set of assumptions about the cell cycle and the dividing
cells [15,17–21]. While these models might characterize well in vitro conditions, in vivo the complexity
of cell cycle progression is likely to be much higher, since cell division is inter-wined with other
processes. For instance, heterogeneity, cell migration and differentiation are ubiquitous factors, which
can potentially confound inference results.
In this thesis, the aim is to develop a general mathematical framework, which should allow to estimate
accurately phase completion times from DNA-NA pulse-chase labeling experiments. To achieve this
goal, in a first step, we will develop a theoretical model of cell cycle progression, which will be
sufficiently complex to describe DNA-NA pulse-chase labeling experiments, yet at the same time
remain sufficiently abstract to be amenable for a mathematical treatment. Subsequently, we will
derive analytical solutions and validate this model with in vitro DNA-NA pulse-chase labeling data
from homogeneous exponentially growing cell cultures. Cell cycle progression parameters will be
extracted using non-linear least-squares fitting. In order to estimate the impact of measurement error
on the uncertainty in the inferred parameter values, we will then extend the model to the Bayesian
inference framework. We will compute, for two data sets and two different cell lines, credibility intervals
for each parameter of the model, as well as for the average phase durations and the division time.
With the extended model, we will address the problem of how to choose optimal sampling schemes
3
0 Introduction
which minimize the uncertainty in parameter estimates. Finally, we will adapt the model, in order to
account for homeostatic control, heterogeneity and cell migration in dividing cell populations. This
more complex model will be used to interpret in vivo cell cycle and migration data from germinal
centers, which are important anatomical structures of the humoral adaptive immune system [34].
0.3 Outline
This thesis is divided into four chapters. Each of the first three chapters is further subdivided into three
sections. While the first section of each of these chapters gives a brief motivation and some background
information specific to the questions addressed therein, the second section contains the main results,
and the third section provides a chapter specific discussion. The fourth and last chapter comprises
a summary and a general discussion, which reviews, under a more general light, main assumptions
and results. Finally, future directions and prospective applications are explored in the outlook section.
In Chapter 1, we focus on modeling basic cell cycle progression. A stochastic cell cycle model is
developed, which assumes that the completion times for the G1, the S and the G2/M phase are given
by three independent random variable. This model is analyzed on theoretical grounds, in order to
understand not only its asymptotic behavior, but also to predict the outcomes of DNA-NA pulse-
chase labeling experiments. Analytical average kinetics are then used to extract information about
cell cycle parameters from DNA-NA pulse-chase labeling data under homogeneous in vitro conditions.
Besides of non-linear least-squares fitting, Bayesian inference is applied to assess the uncertainty in
the obtained parameter values. A special interest lies in estimating accurately the variabilities in the
phase completion times, which, compared to the average times, are much more difficult to assess.
In Chapter 2, the improvement of experimental design of DNA-NA pulse-chase labeling experiments
is addressed. Two different but complementary approaches are explored: The first approach employs
the theory of D-optimal experimental design, to find the experimental schedules which are expected to
reduce most the uncertainty in the parameter estimates. The second approach analyzes the potential
of the double labeling technique. Instead of using a single pulse of nucleoside analogs, two pulses with
two different nucleoside analogs are applied, and the performance of such a technique is tested in silico.
In Chapter 3, cell division in germinal centers is analyzed. The simple model, developed before,
is adapted to interpret data from this more complex in vivo scenario. Heterogeneity and cell cycle
dependent migration are included into the model, and five different independent data sets are used to
test the model assumptions.
Finally, in Chapter 4, we recapitulate the contributions of this work, we discuss the assumptions
underlying our modeling approach, we critically review its limitations, and consider briefly hypothetical
applications of the proposed methodology to cancer growth prediction and treatment design.
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1.1 Motivation and Background
Due to the global dependency of the mammalian organism (including humans) on cell division, minute
characterization and quantification of cell cycle progression can provide valuable insights into the
regulation and deregulation of many processes related to health and disease. Direct and indirect
experimentally determined properties are numerous and include the growth fraction (e.g., [35]), the
potential doubling time (e.g., [20]), the cell division rate (e.g., [36]), the fraction of cells in the G1, S,
or G2M phase (e.g., [37]), the mitotic index (e.g., [38]), the extent of CFSE dilution (e.g., [39]), cell
cycle related gene expression (e.g., [40]), the growth curve (e.g., [41]), the division time (e.g., [42]),
and long-term BrdU incorporation (e.g., [43]), among others.
In this chapter, we will develop a mathematical framework, to model and analyze stochastic phase-
specific cell cycle progression. This will allow us to interpret data from a well known experimental
technique, frequently called BrdU pulse-labeling or simply BrdU labeling [17], but termed here and
in the following, for the sake of generality, the DNA-NA pulse-chase labeling method. As mentioned
in the Introduction, the NA stands for any of the known nucleoside analogs, including BrdU. The
latter method, if combined with an appropriate model-based inference strategy, turns out to be more
informative than most other indirect approaches enumerated above. Crucial for this inference process
is the underlying cell cycle model, which will be our main focus herein.
In the following, important characteristics of the cell cycle are briefly summarized, with a bias towards
a macroscopic perspective, leaving for the vast field of molecular biology of the cell cycle relative little
space. This reflects the level of description chosen in this thesis and corresponds consequently to
the resolution of our modeling approach. The latter is characterized by reducing complex biological
processes involving thousands of genes, billions of proteins (7.9 × 109, [2]) and trillions of molecules
to a unique feature, namely their duration, or more precisely the distribution over their duration.
This degree of abstraction allows to understand and predict certain kinetics observed in experimental
data, with the caveat that the results remain largely unaffected by the specific underlying molecular
or genetic interactions. Common techniques used to study cell cycle kinetics are then extensively
listed. Finally, to conclude the background section, previous approaches to cell cycle modeling are
reviewed. In the result section, a stochastic phase resolved cell cycle model is developed and analytical
predictions for the average kinetics are derived. This model is then used to analyze data from two
in vitro DNA-BrdU pulse-chase labeling experiments, with a strong theoretical and computational
emphasis on parameter identification, revealing the full potential of a model-based approach. At the
end of this chapter, limitations and possible improvements of the methodology are discussed.
1.1.1 Characteristics of the cell cycle
The most obvious function of the cell cycle is to generate, from a single parental cell, two identical
daughter cells that are capable to repeat the same process again. From a naive technical point of view
this ‘task’ poses a series of ‘challenges’. In order to maintain the organism’s genome intact, billions
of DNA base pairs (e.g., 3 billion base pairs for the human genome [44]) have to be copied with high
fidelity each time a cell divides [45], the chromosomes have to be segregated such that each daughter
cell receives a complete genome [4], the differentiation state has to be passed from the parental to the
daughter cells [46], the chromosomes have to be reproduced once and only once [3], and finally both
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the cell size and the number of organelles have to be synchronized with cell division to ensure viability
and functionality of the progeny [47].
Apparently, cells in a human sized organism master these tasks millions of times per day, without any
major incidences. The ‘secret’ behind this smooth functioning, as has been shown through decades
of research, is not found in error-free cell cycle progression, but lies in the tight control that acts at
several points during the cell cycle [48]. Each time an irregularity is detected, cell cycle progression
is halted, and appropriate repair mechanism are activated in order to resolve the ‘problem’. If this is
not possible, apoptotic pathways are initiated that eventually lead to the clearance of the defective
cell [49].
A scaffold for this highly complex control system is provided by the various phases of the cell cycle,
which will be briefly described in the following section.
The cell cycle phases
The cell cycle is a sequence of processes that can be grouped into four main temporal phases. These
are, in chronological order, the gap-1 or G1 phase, the synthesis or S phase, the gap-2 or G2 phase
and mitosis or M phase. While the S and M phase are the main functional units of the cell cycle in
which DNA replication and nuclear division are accomplished, the intercalated gap phases represent
intermediate stations during which cell fate decisions are taken and where checkpoints are known
to control proper progression. Importantly proliferating cells always progress through the cell cycle
phases in the same order [50].
• The S phase is the phase during which the genome of the cell is duplicated. In brief, DNA
synthesis, initiated at the replication foci, progresses at the so called replication forks. In this
micro-environment, an enzyme named helicase unwinds the double stranded DNA, which leads
to the exposure of both DNA strains. This allows a further family of enzymes, termed DNA
polymerases, to add to the free strains the complementary nucleotides one at a time [51]. The
S phase terminates when the whole genome has been copied.
• The G2 phase then serves as a holding time in which proteins are accumulated that are needed
for mitosis. In addition, the time between DNA synthesis and mitosis allows cells to ensure that
the genome has been replicated properly [6].
• The M phase, even though relatively short if compared to the whole cell cycle time, is marked
by dramatic events necessary for successful nuclear division. Several distinct processes, namely
chromatin condensation, nuclear envelope breakdown and chromosomal DNA segregation, follow
each other in rapid succession [52]. After restoration of both nuclei, cytokinesis, which culminates
into the physical partition of the parental cell into two separate daughter cells, is initiated and
can last in some cells for about 10 minutes [37].
• The G1 phase is the phase that both new-born daughter cells enter, by definition, immediately
after division. In this phase, cells interrogate their environment and internal state to ‘decide’
whether they continue a further cycle, whether they enter a quiescent state termed G0 or even
whether they undergo apoptosis [1]. In case that cells set into a further round of replication,
DNA is primed before the onset of S phase [53].
The checkpoints
Cell cycle progression is not error-free, and an elaborate control system in form of checkpoints has
evolved that ensures that errors or irregularities in the various processes are either corrected and solved
or in cases in which this is not possible, that the apoptotic pathways are activated. Possible errors and
problems throughout the cell cycle include damaged or wrongly replicated DNA, misaligned chromo-
somes, small cell size, confluence, and insufficient nutrients. In addition to their role as guardians of the
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cell cycle, checkpoints also help to coordinate physically independent processes like DNA replication,
growth and organelle duplication.
• The G1 checkpoint, also known as the restriction point in mammalian cells and START in
yeast cells, controls entry of cells into S phase. It integrates both positive and negative signals
before ‘green light’ is given for initiation of DNA synthesis [1].
• The G2 checkpoint regulates progression into mitosis by requiring that all DNA has been
properly duplicated. If double-stranded DNA breaks or damage arising during replication is
sensed at this point, cell cycle progression is halted, and DNA repair mechanisms are activated [6].
• Themitotic-spindle checkpoint ensures symmetric segregation of genomic information during
cell division. It blocks the onset of sister chromatid separation until all chromatid pairs are
aligned on the mitotic spindle [7].
The importance of the checkpoints for the present work lies in their potential impact on the average and
on the variability in the duration of the cell cycle and the cell cycle phases. While it might be argued
for instance that, under normal conditions, DNA synthesis should always progress at approximately
the same rate, repairing damaged DNA might take variable time, depending e.g., on the severity or
nature of the damage.
The cyclins and cyclin-dependent kinases
So far our overview on the characteristics of the cell cycle was restricted to a cellular descriptive level,
which is most relevant for this work. However even a very basic introduction into the cell cycle would
not be complete if cyclins and cyclin-dependent kinases would not have been mentioned. A fascinating
wealth of information is available describing the ‘engine’ that drives the cells through each phase.
The first cyclin-dependent kinase (Cdk), called Cdk1, was discovered in genetic screens for yeast
mutants with irregularities in cell division [54]. Cyclins, on their turn, had been described a few years
earlier as a set of proteins that were synthesized and degraded in a cyclical fashion during cell cycle
progression in sea urchin eggs [55]. Both findings could ultimately be understood as forming part of a
unique and universal cell cycle control mechanism, when in 1989, Nurse et al. (Nobel laureate in 2001)
reported the association of Cdk1 with Cyclin A and Cyclin B in several model organisms [56]. Since
then, a whole set of highly conserved cyclins and Cdks have been identified with distinct functions
during the different phases of the cell cycle [57]. While the overarching action of cyclins has been
found in activating Cdks, the latter in general, upon activation, mediate processes crucial for e.g,
DNA synthesis, cell growth and cytokinesis [58].
The role of the different cyclins and corresponding Cdks is to regulate cell division in a way such that
cells initiate and progress through the cell cycle in an orderly fashion. This is achieved, as has been
proposed based on theoretical and experimental work, by an extended network of protein interactions
involving negative, positive and time-delayed negative feedback loops [47]. While the main design
principles of this network are relatively well understood and have been translated into mathematical
models of cell cycle regulation, the details of the potentially very large number of interactions remains
an active field of research.
1.2 Measuring cell cycle parameters
There exist a plethora of experimental methods to interrogate a proliferating cell population. The
method used in a given study depends on the research question at hand and sometimes also on the
field. Often qualitative questions are addressed like: Are cells in a certain tissue proliferating? Are
cells dividing more or less vigorously given altered experimental conditions? Are cells blocked in a
certain stage of the cell cycle. More quantitative questions encompass: How many new cells are born
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per hour in a given cell population? How long does it take an average cell to progress from entry into
G1 until cytokinesis? In the last 40 years, with the advent of molecular biology, asking ‘Which genes
are expressed in which phase?’ has also become more and more important.
In this section the most common experimental methods are reviewed and their applicability, strengths
and drawbacks are highlighted.
• Light microscopy of living cells represents probably the first and simplest method that allows
to observe individual cells in cell cycle. Due to the fact that cells do condensate their chromatin
during mitosis makes it possible to discern this stage relatively easily from cells in the other
phases [59]. Furthermore cytokinesis can also directly be followed in some cell lines as a rounding
up and a subsequent division event. Some protocols still in use today rely on the light microscope
to extract information from proliferating cell cultures in vitro. For example, a simple way to test
whether a cell culture is proliferating is by counting cells in so-called W-chambers. For this, cells
in a fixed volume are counted under the microscope and the total population is extrapolated from
these measurements. A more elaborated experimental setup, termed long-term cinematography,
popular in the sixties, allows, by taking pictures of the culture dish at relative short intervals,
to measure the inter-division time distribution [12]. Today this technique has been replaced by
long-term video microscopy, which is however essentially the same [42].
• Stathmokinetic analysis is also based on the fact that cells in mitosis can be detected relatively
easily by light microscopy. Progression through mitosis is artificially perturbed by administra-
tion of a cell cycle blocker that acts in mitosis (e.g., colchicine or vincristine). By estimating
the relative increase in mitotic figures over time, the cell birth rate can be estimated [60]. With
an appropriate model, the division time can additionally be derived [38]. The two main disad-
vantages of this technique are on the one hand the tedious counting of mitotic figures and on
the other hand the adverse and unpredictable effects that a cell cycle blocker may have on the
cellular system under study.
• Pulse labeling with nucleoside analogs forms the basis for several related techniques which
will be described in the following. In its most simple form, a proliferating cell population is
briefly exposed to a nucleoside analog like tritiated thymidine ([3H]-Tdr) or the nowadays more
commonly used bromodeoxyuridine (BrdU). Only those cells that are actively synthesizing DNA
during the pulse incorporate the label into their newly formed DNA strands. If this population
is fixed immediately after the pulse and analyzed by autoradiography in the case of radioactive
thymidine, or alternatively by fluorescence-activated cell sorting (FACS) or immunohistology if
BrdU was used, the fraction of labeled cells provides a good proxy for the fraction of cells in
S phase. If, instead, the labeled cells are not fixed, but held under conditions in which they
continue to divide (pulse-chase method), kinetics of labeled and unlabeled cells can be used to
extract further properties:
◦ The grain count diminution method exploits the fact that [3H]-Tdr acquired during
pulse exposure is divided approximately equally between the two daughter cells after mitosis
[61]. As a consequence, the mean autoradiographic grain count of labeled cells is reduced
by half after each cell division. Therefore the half-life of the initial label intensity estimated
from serial samples serves as a measure for the time labeled cells take to complete the S,
G2 and M phase.
◦ The fraction of labeled mitoses method combines the tritiated nucleoside pulse label-
ing technique with the possibility to measure cells that are both labeled and in mitosis [38].
The resulting kinetics are typically analyzed using computer programs to infer the dura-
tion of the cell cycle phases. The last two methods are nowadays rarely used due to the
complications associated with handling radioactive material. Furthermore, the counting of
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mitotic figures is time consuming, requires relative high resolution and has therefore been
replaced by high-throughput methods that are based on flow cytometry.
◦ The DNA-BrdU pulse-chase labeling method, developed by Dolbeare and co-workers
in 1982 [62], stains the cells additionally to BrdU with DNA specific labels like PI or DAPI.
Based on bi-variate flow cytometric analysis of labeled cell populations, the synthesis time
and the potential doubling time can be estimated from a single sample using for example the
relative movement method [14]. As for the fraction of labeled mitosis method, mathematical
models are necessary to extract cell cycle parameters from the data.
• Long term labeling and delabeling with nucleoside analogs, in contrast to pulse labeling
methods, employs continuous labeling with nucleoside analogs, or the less toxic heavy water
which gets incorporated into cells that are synthesizing DNA [43, 63, 64]. Due to the prolonged
labeling over several weeks, all cells that enter the cell cycle during this period will become
labeled. This method is especially useful if entry into the cell cycle is rare and many cells in the
population of interest remain in a quiescent state. After the labeling phase, when a sufficiently
large fraction of cells has become labeled, BrdU or deuterium administration is discontinued.
The subsequent decrease in the number of labeled cells, or the decrease in the percentage of
deuteriated DNA, contains information about the life-time of the labeled cells. The theoretical
treatment of the labeling and delabeling curves is discussed in more detail in [65].
• Carboxyfluorescein succinimidyl ester (CFSE) dilution is a relatively new method that
has been exploited extensively in recent years, especially in immunology [39,66], but also in other
fields [67]. The cell’s intracellular matrix, if exposed long enough, binds covalently and relatively
uniformly to CFSE. Subsequently, each time a labeled cells divides, the amount of CFSE bound
to its intracellular matrix is halved. This allows to track cell division over up to 8 generations.
Usually CFSE, in contrast to BrdU, is not administrated directly to animals but is used in cell
transfer experiments.
• Gene and RNA expression assays can be used to measure the concentrations of cell cycle
related proteins and mRNA in proliferating cells. While gel-electrophoresis (northern (RNA) and
western (protein) blotting) and PCR represented the methods of choice over many years, micro
arrays [68–70] and deep sequencing of mRNA [71] become more and more popular nowadays. Due
to the low concentrations, it is usually unavoidable to synchronize cells for bulk measurements.
Nevertheless, a large part of what we know about the molecular biology of the cell cycle has
been derived in studies relying on this type of experiments.
• Fluorescence microscopy utilizes fluorescent dies complexed to antibodies which bind surface
proteins of living cells to track cycling and non-cycling cells in vitro. Alternatively, fluorescent
reporter genes that are specifically expressed during certain cell cycle phase have been used to
image in real-time cell cycle progression in genetically modified mice [28,72]. With the advent of
two-photon microscopy it has also become feasible to image dividing cells in tissues in vivo [37].
Unfortunately the typical imaging window is currently limited to 1-3 hours, which makes it
impossible to observe a single cell in vivo over a whole cell cycle. Furthermore if cells show a
migrating phenotype, tracking of a single cell over longer periods of time becomes, due to the
small volume that is typically imaged, increasingly unlikely.
1.3 Mathematical models of the cell cycle
Most if not all theoretical models of the cell cycle can be interpreted as compartmental models. In
general they distinguish themselves in the number of compartments, in the allowed transitions between
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the compartments, in the completion time distribution for each compartment and finally in the way
they are defined, analyzed or implemented.
In the following, we will restrict our attention to cell cycle models at the cell population level, with the
most important variables being the number of cells and their respective state (e.g., phase, generation).
Models describing for instance explicitly gene regulatory networks or DNA synthesis are out of the
scope of the present work.
Probably the most trivial cell cycle model at the cell population level is given by a single compartment
model assuming an exponentially distributed completion time1 distribution with mean α and zero cell





The latter is the solution of the following ordinary differential equation
ṅ(t) = 1
α
n(t); n(0) = n0,
with 1α being the so-called Malthusian constant.
As a simple and possibly more realistic alternative, the completion or the division time for cells may
be assumed as fixed instead of exponentially distributed, for example at a deterministic value of β.
Then the number of non-synchronously dividing cells evolves over time according to
n(t) = n0 2
1
β





Notice that the cell populations are growing, under the two models, with an exponentially increasing
rate. However, even if the average division time for both would be equal, i.e., α = β, the exponential
model would grow with a 1/ ln(2) = 1.44 steeper log-growth curve.
Population kinetics predicted by Eq. 1.1 or Eq. 1.2 are well supported by experimental studies in
which exponentially growing cell populations are routinely observed in vitro under ideal conditions
of virtually unlimited space and nutrients. Such necessarily temporally restricted behavior is then
termed either exponential, free, balanced or log phase growth. Typically confluence, i.e., high cell
densities, limits free growth at a certain stage because it induces most cell types to undergo apoptosis
or to exit the cell cycle and enter a quiescent state. Simple models accounting for this self-limiting
behavior are common and have been studied for a long time [73].
The exponential and the deterministic model, even though describing accurately the kinetics of freely
proliferating cell populations, are less successful in reproducing frequency distributions of intermitotic
times obtained by time-lapse cinematography of exponentially growing cultures [12]. Therefore Smith
et al. proposed a slightly more complex 2-compartment cell cycle model with compartments termed
A and B. While the completion time in the A compartment was assumed exponentially distributed,
the completion time in the B state was fixed. Even though later studies [42, 74–76] have shown
that the model predictions do not exactly match experimental data, its simplicity and mathematical
tractability makes the Smith-Martin model even today one of the most popular theoretical models in
the field [77,78].
Since then, prompted by new experimental techniques, more elaborate models have been developed.
Two examples where experimental techniques lead to model refinements are the previously described
DNA-BrdU pulse-chase and the CFSE dilution method. In the first case, the fact that cell cycle phases
could be measured and cells in each phase followed over time, ‘asked’ for the inclusion of phase specific
compartments into kinetic cell cycle models [18–20, 24]. In the case of CFSE dilution, the generation
1Throughout this work, we will use ‘completion time’ to denote the time it takes a cell between entry into and exit out
of a given compartment. Common synonyms found in the theoretical literature are waiting time, dwelling time and
passage time, among others.
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number became the most important ‘new variable’ that could be extracted from experimental data.
Generation structure, activation times and generation dependent cell death were accounted for and
subsequently estimated mostly in the context of lymphocyte activation and proliferation [39,65,66,79].
Not so much inspired by technical innovations but rather motivated by the relevant clinical problem
of optimizing chemotherapy and radiotherapy, a large body of work has been dedicated to model cell
cycle in cancer cells [19, 80–83]. Due to a wide-spread use of cell cycle specific anti-cancer drugs,
phase resolved models are quite common in this field. Optimal dose schedule design for therapeu-
tics have been derived, which aim at maximally harming cancerous while sparing healthy cells [84].
Unfortunately these models have not yet found their wide application in the clinics.
Completion time distributions other than the most commonly assumed exponentially distributed or
fixed have also been studied. Gaussian [85], Log-normal [19,23] and Gamma distributed [39] completion
times represent the most frequent alternatives. These distributions, in contrast to exponentially
distributed completion times, do not allow for a mathematical treatment using ODE models. Therefore
new methods were developed and existing methods based on general probability theory have been
adapted to understand these models. One popular approach are age-structured models [76,86]. They






where n(t, a) is the cell number density of cells with maturity age a at time t, and D(a) is an time-
independent transition matrix. Given an initial distribution n(0, a) the evolution of n(t, a) can be
derived using techniques typically used to solve partial differential equations. If analytical solutions
are too difficult or impossible to obtain, which is the rule rather than the exception, numerical algo-
rithms, like cellular automaton models [18,21,87] or the method of successive generations [19] can be
implemented in order to compare predictions with experimental results. Another approach employs
the theory of branching processes in order to cope with non-exponential completions time distribu-
tions [86, 88]. Although solvable only for highly simplified models, this powerful technique allows,
in addition to the average kinetics, to predict fluctuations in the abundances of cells in the various
compartments.
A further class of cell cycle models describes kinetics, specific to cell populations under homeostatic
control. To give an example, the following ODE model was developed by Mohri et al. [43] to analyze
long-term BrdU labeling experiments of CD-4 and CD-8 T cells in SIV-infected rhesus macaques. For
the labeling period, unlabeled (U) and labeled (L) cells were modeled by
U̇ = sU − pU − dU L̇ = sL + 2pU + pL− dL
and for the delabeling period
U̇ = s´U + pU − dU L̇ = s´L + pL− dL.
Here sU , sL, s´U , s´L represent source terms (e.g., the thymus), p is the proliferation rate and d is
the death rate. Analytical solutions have been derived for this system, which were then compared to
experimental data. Subsequently, several modification of this model have been proposed to account
for different experimental conditions or assumptions, leading to interesting insights into the dynamics
of T lymphocytes during SIV and HIV infection [63,89].
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1.4 Results
1.4.1 A phase resolved stochastic cell cycle model
Model definition
We describe the eukaryotic cell cycle as an orderly sequence of three phases, distinguished by cellular
DNA content, conventionally termed G1, S and G2M2 (see Section 1.1.1). Proliferating cells are
supposed to proceed, under this minimalist view, from one phase to another in a fixed order, until
reaching the end of G2M phase. At this point, they undergo cytokinesis which generates, starting with
a single parental cell, two genetically identical daughter cells. These are by definition in G1 phase as
soon as cell division is completed (Fig. 1.1 B). In addition, we assume that the completion time in any
given phase (i.e., the time lapse between the entry and exit in the given phase) is a random variable







(τ−β)H(τ − β), (1.3)
where α is the reciprocal of the rate of the exponential, β is the fixed delay and H denotes the
heavyside step function whose value is zero for negative argument, i.e., for t<β, and one for positive
argument. Notice that with a slight abuse of notation we denote here the random variable and the
value it assumes by the same symbol τ . The delay β in Eq. 1.3 ‘ensures’ that a cell that enters the
specific phase will remain therein for at least β time units (e.g., hours) before proceeding to the next
phase. Besides this fixed minimal time β, additional less predictable effects that affect the completion
of the processes associated to a phase are assumed to be exponentially distributed with both mean and
standard deviation given by α. The phase specific average completion time, denoted in the following
by τ̄ , is then α+β with standard deviation α and coefficient of variation α/τ̄ . The Laplace transform
of Eq.1.3 is given by
Lω(fτ (τ)) =
e−βω
1 + αω . (1.4)
where ω is the transformed variable corresponding to the time lapse τ . The temporal organization of
the cell cycle is defined by the vector of phase-specific completion times τ = {τG1 , τS, τG2M}, which in
turn depend on the parameter vectors α = {αG1 , αS, αG2M} and β = {βG1 , βS, βG2M}. For the average
phase durations we have τ̄ = {αG1 + βG1 , αS + βS, αG2M + βG2M}.
The cell cycle length, understood as the time lapse between the entry into G1 until exit out of
G2M, is also a random variable, and will be denoted herein by T = τG1 + τS + τG2M. Its probability
density function (PDF) is the convolution of the three underlying shifted exponential distributions
and corresponds to the so-called shifted hypoexponential distribution. Explicit expressions can be
computed using the inverse Laplace transform L−1 of the product of the Laplace transforms of the
three densities given by Eq. 1.4, i.e.,




1 + αi ω
) with i ∈ {G1,S,G2M}. (1.5)
In case that all entries in α are distinct, we get
fT (T ) =
∑
i
 αi e− (T−B)αi∏
j, i6=j(αi − αj)
H(T −B), (1.6)
2Based on DNA content, the G2 and M phase are indistinguishable. Therefore we combine in our model both phases
into a single compartment.
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in which the indices i and j iterate over the three phases and B is the sum over the elements in β.
The corresponding cumulative distribution function (CDF) is computed as






α2i (1− e− (T−B)αi )∏
j, i6=j(αi − αj)
H(T −B). (1.7)
Notice that the lower integration limit in the integral above is B and not −∞, because, according to
Eq. 1.6, fT (T ) = 0 for T < B.
The shape of the phase specific completion time distribution fτ , shown in Fig. 1.1 A and defined
by Eq. 1.3, visualizes the fact that the probability for a cell to complete a given phase in less than
β time units is zero. Also notice that each phase can have distinct parameter values α and β for its
completion time distribution.
A preliminary experimental validation
The theoretical predictions obtained in the previous section can be utilized to perform a preliminary
validation of the model by comparing Eq. 1.6 and an expression involving Eq. 1.7 to appropriate
experimental data.
Careful measurements of proliferating cell lines in vitro have been collected by e.g., Smith et al. ( [12],
1965) and more recently by Hawkins et al. ( [42], 2009) using time-lapse cinematography and long-
term video tracking respectively. The data points reproduced in Fig. 1.2 A represent, for several
distinct cell lines, the percentages of undivided cells, given birth at time zero (see [12] for further
details). This data served initially to motivate the now famous Smith-Martin model (see Section ??),
which posits a shifted-exponential distribution, as defined in Eq. 1.3, not for each phase, but for the
total cell cycle length. The histogram in Fig. 1.2 B, on the other hand, shows the division time PDF
obtained by continuous observation of CpG-stimulated proliferating B cells [42].
The kinetics in Fig.1.2 A are for certain parameter values well approximated by 100× (1− FT ). The
latter expression corresponds to the predicted percentage of undivided cells with time, given birth at
time zero. Similarly the empirical division time histogram in Fig. 1.2 B is closely reproduced by the
shifted hypoexponential distribution defined in Eq. 1.6. Obviously this cannot be taken as a proof
that the proposed model is ‘correct’, a point which is underpinned by the fact that alternative and
even simpler models like the shifted log-normal and the shifted gamma distribution [42] are able to
reproduce the distribution equally well (not shown). While the two latter distributions depend on three
parameters each, the shifted hypoexponential distribution depends, in our case, on six parameters. Not
surprisingly, the parameters remain given this kind of data largely undetermined. To test whether
the model assumptions concerning the phase completion times are reasonable, further theoretical
predictions and experimental data are therefore needed.
1.4.2 Parameter identification under balanced growth
Balanced growth
A proliferating cell population that obeys the probability model specified in the previous section can
be represented by a non-Markov multidimensional random process, whose evolution depends on its
history. There exist an infinite number of possible histories of the population size N(t). We focus here
on a specific important subset, namely those under balanced growth. The latter are implicitly defined
by an in average exponentially growing cell population E[N(t)] def= E[NG1(t) +NS(t) +NG2M(t)] ∝ eµt
with growth rate µ and constant average fractions of cells in each phase n ={nG1 ,nS,nG2M}, where
e.g., nG1
def=E[NG1(t)/(NG1(t) + NS(t) + NG2M(t))]. The expectation operator E[·] is defined over all
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Figure 1.1: Stochastic cell cycle model. (A) Shifted-exponential completion time distribution density
fτ with parameters α and β. (B) Scheme of the proposed cell cycle model with three
phases G1, S and G2M. The dashed border between the G2- and the M-phase indicates
that the G2 and M-phase are combined into a single phase. The random time τ a cell
needs to complete the processes associated with each phase follows a shifted exponential
distribution with phase-specific parameters α and β.
possible realizations of the process. It follows from the definition of balanced growth that the average
history of the population size N(t) is also proportional to eµt.
We now derive explicit expressions for nG1 , nS and nG2M and a transcendental equation that defines
µ, the balanced growth rate. A first step in obtaining the constant frequencies of cells in each of the
phases consist in computing the ratio between the cells that complete a given phase and the total
number of cells inside the same phase at time t. This vector quantity, denoted here by γ, represents
the asymptotic efflux rate constant, which will be useful, as we will see, to construct a transition
probability matrix Q. The latter will enable us to employ methods from linear algebra to solve the
steady state condition.
Suppose for example that a cohort of cells entered a given phase i at time tin. Then a proportion
fτi(tout − tin) of these cells will leave this phase at time tout. Similarly if a cohort of cells entered a
phase at time tin then a proportion 1−
´ t−tin
0 fτi(x)dx
def= Rτi(t− tin) will remain in this phase until
time t, where R denotes the so-called reliability function.
Recalling that the influx of cells into a given phase is proportional to eµt, integrating over all past










where we used for the second equality Eq. 1.36 and Eq 1.37. For a phase without a delay, i.e., βi = 0,
this expression simplifies to the more familiar mass action principle, where the transition probability
is directly proportional to the decay rate α−1i . Assuming that cells are immortal and recalling that
division occurs as cells proceed from G2M to G1, we build up the transition probability matrix as
follows
Q =





Figure 1.2: Preliminary experimental validation. (A) Best fit of the model predictions, i.e., 100× (1−
FT ), to the percentage of undivided cells after birth obtained by time lapse cinematography
[12] of slow and fast dividing cell lines. (B) Best fit of fT defined by Eq. 1.6 (solid line)
to inter-mitotic time distribution density measured by long-term video tracking of in vitro
proliferating B-cells [42]. The data in C and D were extracted from the graphs in the
original publications as accurately as possible.








where µ is an eigenvalue of Q and n = {nG1 , nS, nG2M} is the corresponding eigenvector. It can be
shown that there exist a single dominating real positive eigenvalue for Q (see Material and Methods,
Stability Analysis) whose associated normalized eigenvector is nG1nS
nG2M
 =
 2− 2 exp(−βG1µ)× (αG1µ+ 1)−12− nG1 − exp(βSµ)× (αSµ+ 1)
−1 + exp(βG2Mµ)× (αG2Mµ+ 1)
 (1.11)
The uniqueness and existence of a dominating positive real root ultimately motivates our focus on
balanced exponential growth, as any immortal proliferating cell population with sufficient nutrients
and space will eventually enter this stationary phase. The time it takes, either starting with a single
cell or a synchronized cell cohort to enter this state depends on the cell cycle parameters. This aspect,
although important, will not be further investigated here. The exponential growth rate µ is the unique
real positive root of the characteristic equation det(Q− µI) = 0 which writes as
µ3(2−∏i eβiµ(1 + αiµ))∏
i(eβiµ(1 + αiµ)− 1)
= 0. (1.12)
It is easy to see that the denominator in Eq. 1.12 is always positive. To determine a non-trivial µ it




eβiµ(1 + αiµ) = 0, (1.13)
which does not allow for any analytical solution. Numerical solutions can be computed using e.g., the
Newton-Raphson root finding algorithm, with fast convergence if the initial value is set to µ0 = log(2)/T ,
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where T is the average cell cycle length, i.e., the sum of the elements in τ̄ . This first guess is a naive
estimate for µ assuming that cells divide according to a deterministic division time identical to the
average of the hypoexponential density defined in Eq. 1.5.
Learning from balanced growth
The predictions for the fraction of cells in each of the phases can be compared to frequencies extracted
experimentally from bivariate analysis of cell populations transiently exposed to nucleotide analogs
(e.g., BrdU) and subsequently examined both for the intensities of the signals due to incorporated
nucleotide analog and total DNA content (see [14] and Section 1.2). The question that we want to
address in this section is: What can potentially be learned about the parameters of the model, given
this type of experimental data? By definition the measured frequencies will sum to one, and therefore
we have for three populations effectively only two equations but six model parameters. This makes
it impossible to identify all the parameter values, irrespective of the number of samples we take.
It is however possible to derive analytical expressions for the upper and lower bounds for both the
parameters and the average completion time of each phase.
Solving Eq. 1.11 using measured frequencies denoted by ñ = {ñ G1 , ñ S, ñ G2M}, we get for the reciprocal
of the rate parameter vector for phase i ∈ {G1, S,G2M}
αi =(κie−βiµ − 1)/µ, (1.14)
with κ =
{










Both αi and the delay parameters βi are by assumption greater or equal zero. These conditions
propagate into Eq. 1.14 which allows us to specify boundaries for αi and βi. First notice that αi is
a monotonically decreasing function in βi with its maximum (κi − 1)/µ at βi = 0 and a zero crossing
at βi = ln(κi)/µ. The maximum and the root represent the upper bounds for αi and βi respectively,
while the lower bounds are zero for both. We thus have
αi ∈ [0, (κi − 1)/µ] and βi ∈ [0, ln(κi)/µ] . (1.16)
The mean phase-specific completion time, τ̄i, the sum of the reciprocal rate vector αi and the delay
vector βi, is also bounded, with an interval given by
(αi + βi) ∈ [ln(κi)/µ, (κi − 1)/µ] . (1.17)
This result is derived from the fact that (αi+βi) is concave having its unique minimum at βi = ln(κi)/µ,
which follows from setting the derivative ∂β(αi+βi) = 1−κie−βiµ to zero. This implies that (αi+βi) is
a monotonically decreasing function in the interval βi ∈ [0, ln (κi)/µ] with the corresponding extrema
specified above. It is important to note that intervals defined by Eqs 1.14-1.17 depend on the average
growth rate µ which is in general not known. Formally, if one specific pair of parameter vectors αi
and βi explains the measured frequencies with growth rate µ, the scaled parameter vectors c αi and
c βi mimic equally well the same data for arbitrary positive c, however with a reduced growth rate
µ/c. This can be easily verified by substituting these expressions in Eq. 1.11 and Eq. 1.13. The
consequence is that µ remains undefined. However for the relative average time a cells spends e.g., in
G1 phase (αG1 + βG1)/T the growth rate cancels out.
Using the fact that κi ∈ ]1, 2[ and the appropriate series expansion for the natural logarithm, the
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width of the intervals bounding αi, βi and (αi + βi) can be rewritten as:


















From this it can be proven that wαi > wβi > wαi+βi . This shows that by using measurements of
the phase-specific stationary cell frequencies to infer the phase-specific completion times τ results in
estimates of the mean value αi + βi that are more precise than the estimates of the variability, i.e.
of the standard deviation αi. Notice that the width of the intervals can be interpreted as a naive
lower bound for the uncertainty about the respective parameter values. For the two data sets that we
will analyze later, we compute intervals for the phase-specific standard deviations wαi which are on
average ≈ 10 times wider than the intervals for the expected phase-specific completion times wαi+βi .
1.4.3 Parameter identification under unbalanced growth
Unbalanced growth
Balanced growth analysis does not allow to distinguish between fixed and purely exponentially dis-
tributed completion times even when µ is known. This follows from Eq. 1.16, because, for any phase
i, possible values for the standard deviation αi include 0 (fixed) and (κi − 1)/µ, which due to Eq. 1.17
requires the delay βi to become 0 (purely exponential).
A possible avenue that overcomes this limitation is perturbation of the stationary phase. To illustrate
this we consider a simple Gedankenexperiment, that consists in separating physically cells from a
population under balanced growth, at a given time, according to a specific phase, say φ, which could be
either G1, S or G2M. This unbalanced or synchronized cell population is, under our model assumptions,
predicted to return to balanced growth, i.e., to the restoration of exponential growth kinetics and to
the stationary proportions of cells in each phase. It turns out that measuring after the partition
the transient kinetics of this population yields information that potentially allows, in contrast to
balanced growth analysis, to distinguish between a fixed and a purely exponentially distributed phase
completion time. More specifically a mathematical proof will show that taking samples at three
well placed support points permits under ideal conditions accurate estimation of the average and the
variability in the time required to complete the phase φ.
The initial average fraction of cells in φ is specified by the corresponding entry in the eigenvector
defined by Eq. 1.11. To predict when and at which rate the isolated cells will have completed φ
we need to specify their histories first. For the time before the partition the average influx into φ is
proportional to eµt under balanced growth. After the partition, i.e., for t > t0, the influx vanishes,
but only for those cells which completed zero phases since t0. In the following we will denote the
number of phases a cell cohort completed since t0 by p. Cells which completed at least one phase (i.e.,
p > 0) since t0, are treated, as we shall see, as distinguishable subpopulations, whose kinetics will be
considered as soon as the fate of the cells with p = 0 has been determined.
In close analogy to expression Eq. 1.8 we compute the time-dependent flux density for cells with p = 0
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Notice that the upper integration limit is t0 and not t, because the influx vanishes after t0. On the
left-hand side, the arrow from 0 to 1 indicates that this expression describes the flux density for cells
from zero (p = 0) to one (p = 1) phases completed after partitioning, thus corresponding to the
frequency of cells (relative to the initial number of cells in φ) which complete φ at time t.













(1 + αφµ) eβφµ − 1
t ≥ βφ
, (1.20)
where for the first equality we used Eq.1.40 and Eq.1.41. It follows that the accumulated average cell





which for t → ∞ approaches one, reflecting the fact that, in our model, all cells will eventually
complete φ.









where ω is again the transformed variable corresponding to t.
Within a cohort of cells isolated for instance in S phase, i.e., φ = S, the accumulated average cell flux
out of the subsequent G2M phase can then be derived recalling Eq.1.4 and using the properties of the











1 + αG2M ω
}
. (1.22)
For an arbitrary cell cohort, the accumulated average flux completing p phases and entering the

















where q(φ, i) denotes a function with i ∈ N and q(φ, 0) def= φ. For i > 0, q(φ, i) is recursively defined as
the cell cycle phase which follows q(φ, i− 1) according to the cell cycle model, e.g., S follows G1, G1
follows G2M, and G2M follows S. For instance, if φ = S, then by definition q(S, 0) = S, q(S, 1) = G2M,
q(S, 2) = G1 and q(S, 3) is again S. Notice that Eq. 1.22 corresponds to Eq. 1.23 for φ = S and p = 1.
Analytical expression for Eq. 1.23, although solved relatively easily with modern algebra software,
can become quite cumbersome for values of p larger than six. In our case, deriving the expressions for
p up to a value of five was sufficient to simulate the experiments.
Because we want to compare the model predictions with experimental determined cell frequencies,
more interesting than the accumulated fluxes are the average relative numbers of cells inside each
phase over time. These can be derived from Eqs 1.21-1.23 closely following the methodology outlined
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× (1− Γφ0→1(t)), (1.24)
where the index 0 in nφ0 (t) indicate that this expression describes cells which completed zero phases
since t0. The first term on the right hand side corresponds to the fraction of cells in phase φ at t0
divided by eµt, which accounts for the total population growth during the same interval. The second
term stands for the fraction of cells that remained in phase φ up to time t relative to the initial number
of cells in this phase. By evaluating the integral in Eq. 1.21, substituting in Eq. 1.24 and letting as














(1 + αφµ)eβφµ − 1
t≥βφ
. (1.25)
Expressions for cells initially in S, G1 or G2M phase can be obtained by substituting φ by the respective
phase.
If there were no cell division (i.e., µ = 0) we could readily obtain the average fraction of cells that
completed p phases at time t as the difference between the cells that entered the pth phase, i.e.,
Γp−1→p(t), and those that left it, i.e., Γp→p+1(t), divided by eµt. To account for cell division, we need to
multiply this difference by an additional term λφp , which increase by a factor 2 each time cell cohorts
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3 c, where the brackets in the exponent represent the floor operator.










As for Eq. 1.25 the resulting solutions are defined as piecewise-continuous functions in time.
Learning from unbalanced growth
In this section, we will show that data from the transient kinetics generated by our Gedankenexperiment
allows to identify the average and the variability in the individual completion times. The proof is
based on the analytical expressions derived in the previous section, and also on the assumption that
the kinetics are acquired under the ideal conditions of no measurement errors. The latter condition,
although obviously unrealistic, can, assuming unbiased measurement noise, always be approached in
practice by increasing the number of samples collected at each support point.
As before, consider a cohort of cells isolated at t0 = 0 in a specific phase φ. Substituting αφ using Eq.













the experimentally determined equivalent of Eq. 1.25. This shows that the balanced growth rate µ
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is fully determined by only two support points, one immediately after the partition at t = 0 and a
second at an arbitrary time point t]0,βφ[. This also makes clear that placing more support points in
the interval t]0,βφ[ does, under ideal conditions, neither increase knowledge about µ nor the parameter
values. Importantly the uncertainty about the phase-specific variability discussed in previous sections
remains.






exp(βφµ)−κφ )(κφ − exp (βφµ))
(κφ − 1)
. (1.28)
After acquiring κφ, µ and ñ 0φ(t[βφ,∞]) experimentally, this expression will depend on a single unknown
βφ. One can show that Eq. 1.28 is solved by a unique βφ. This follows from the fact that the right
hand side of Eq. 1.28 is a monotonically decreasing function in βφ ∈ [0, ln(κφ)/µ] with corresponding
values lying in the interval [ñφ exp(−
κφµt[βφ,∞]
κφ−1 ), 0] while the left hand side is positive by definition.
Substituting the solution for βφ into Eq. 1.14 yields the remaining parameter vector αφ.
Taken together this proves that in theory samples of the three cell cohorts taken at three support
points, a first at t = 0, a second at 0 < t < min(β) and a third at t > max(β) are sufficient to
determine all the parameters of the model.
1.4.4 Validation with DNA-BrdU pulse-chase labeling experiments
The Gedankenexperiment analyzed so far, although conceptually simple, poses a series of experimental
challenges, that make a one-to-one realization difficult. The technical difficulties lie mostly in initially
separating the cells according to their phase and in following these cells as they enter the subsequent
phases. A widely used technique, namely DNA-nucleoside pulse-chase labeling experiments, generates
nevertheless to a certain extent comparable data. The latter achieves, as discussed in Section 1.2,
the initial phase-specific partitioning by exposing, during a short time window, proliferating cells with
a thymidine analog (e.g., BrdU) that gets selectively incorporated into the DNA of cells that are
actively replicating their genome. Measuring subsequently by FACS simultaneously the DNA content
and the amount of incorporated thymidine analog permits to discern the three phases G1, S and G2M
immediately after the pulse. In addition, due to the permanent staining property of the thymidine
analogs, it is possible to follow, up to a certain degree, the labeled and unlabeled cell cohorts over
time (for more details see Section 1.2).
In theory this method would largely correspond to the hypothetical experiment that we analyzed so
far. In practice however, the overlap of the subpopulations in the FACS scatter plots prevents the
exact determination of the frequencies of cells described by Eq. 1.25. For example labeled cells that
have completed the S phase but remain in G2M phase are indistinguishable from those that did not
complete the initial S phase yet. As has been reported previously, only four different sub-populations
can be identified with reasonable accuracy [14]. These are:
• f lu : labeled undivided cells which at time of labeling (t0) were in S phase (nS0 + nS1),
• fuG2M : unlabeled cells that were in G2M phase at t0 (n
G2M
0 ),
• f ld : labeled divided cells which were initially in S phase (∑4p=2nSp) ,
• fuG1 : unlabeled cells and progeny of cells that were in G1 at t0 accompanied by the progeny of
fuG2M and f
lu (1− f lu − fuG2M − f
ld),
where the corresponding populations in our Gedankenexperiment are indicated in parenthesis. This
shows that computing Eq. 1.26 up to p equal 4 is sufficient to describe a complete in silico BrdU
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Figure 1.3: DAPI-BrdU pulse-chase labeling FACS data. Samples taken at several time points after
pulse labeling proliferating U87 human glioblastoma cells with BrdU (for details see Ma-
terials and Methods, Experimental Methods). The four gated populations are f lu, fuG2M,
fuG1 and f
ld defined in the main text. Note that for this data none of the cells initially
in S apparently divided twice. The experiment was designed in collaboration with and
performed by Dr. Jaehnert at Ludwig-Maximilians University in Munich.
pulse labeling experiment. The reason is that using current protocols BrdU labeling becomes indistin-
guishable from background as soon as the latter divide a second time. In other words, cells that leave
population f ld by dividing a second time join population fuG1 (see Fig. 1.3). It is worth noticing that in
the case of the experimental data analyzed in the next section there is no evidence that labeled cells
divided twice during the experiment.
The population fuG2M is the only sub-population that matches directly the type of data considered
before and its temporal evolution follows as such Eq. 1.25. The remaining three populations in
contrast represent mixtures of cell cohorts whose kinetics could be described individually by Eqs 1.25-
1.26.
Learning from real DNA-nucleoside analog pulse-chase labeling experiments
By analyzing two data sets from samples of BrdU pulse-chase labeling experiments, we tested the
model and the effect of population intermixing on the identification of the model parameter values.
The two cell lines considered were in vitro cultured U87 human glioblastoma cancer cells (for details
see Materials and Methods) and in vitro grown V79 Chinese hamster cells (courtesy G. Wilson). We
will refer to these data as the U87 and the V79 data sets. The two latter consist of samples taken at
several time points after a single BrdU pulse, with sample sizes ranging from 5000 to 50000 cells each.
Data points represent simultaneous measurements of BrdU as well as DAPI or PI (DNA content)
in single cells by fluorescent activated cell sorting. The U87 data set was generated in collaboration
with Christian Schichor and Irene Jaehnert at the Department of Neurosurgery, Ludwig-Maximilians-
University Munich, Klinikum Grosshadern.
As a preliminary test, we minimize the residual sum of squares (RSS), i.e., least-squares fitting, of
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adequate mixtures of Eq. 1.25 and Eq. 1.26 to extracted frequencies at different time points after
the pulse. We find that, for properly chosen parameter values, both data sets are reasonably well
approximated by the model predictions (see Fig. 1.4 A).
While this indicates that the model captures some of the relevant temporal characteristics of cell cycle
progression, a more careful analysis reveals that an infinite number of different parameter combinations
does fit the measured frequencies with the same minimal RSS (not shown). This implies that there
exists, given the available data, no single best-fit parameter combination, but a whole region in
parameter space which can explain the data equally well.
When we then interrogate the same data by approximate maximum likelihood (ML) estimation, using
a simple ad hoc likelihood function Eq. 1.33 (see Material and Methods, Bayesian Inference), we
find again that relative large regions in parameter space map to the same ML (see Fig. 1.5). It
turns out that these regions are entirely superimposed onto the lines defined by Eq. 1.14 and shown
in Fig. 1.5 (dashed lines). The latter delineate what could have potentially been learned in our
Gedankenexperiment with only two support points, namely one at t = 0 and a second at t < min(β).
In both experiments, ML parameters associated with the G1 phase are spread out almost everywhere
along these lines. Parameters related to the S phase are more concentrated but still in the case of
the V79 data a substantial region of ML estimates is observed. Finally the region for the G2M phase
parameters approaches that of a point estimate for both data sets.
The spread of the ML estimates suggests that even in the ideal case of noise-free data, the specific
choice of the support points in these experiments does not allow to determine uniquely the variability
neither for all the phases nor for the total cell cycle length distribution. In contrast the average
completion time for each phase, corresponding approximately to the width and not to the length of
the regions, can still be estimated with relative high precision.
To further quantify the uncertainty of these estimates, Bayesian 99%-credibility regions (CR) are
computed with the Markov chain Monte Carlo method (see Appendix, Algorithm) using the same
likelihood function as before (Fig 1.6). CRs follow mainly the same trends as the regions observed
in the ML estimates, cover however as expected a larger volume. An exception is the ‘blown up’ CR
of the S phase parameter for the U87 cell line, for which the ML estimates wrongly insinuate a well
defined point estimate.
In Table 1.1 we summarize the obtained Bayesian summary statistics. One can see, in line with our
balanced growth analysis, that the intervals for the average duration of each phase are narrow compared
to those for the individual parameters α and β. In both cases the data allows for a deterministic S
phase (α = 0), while for the U87 data set variability in G2M is a necessary characteristic to reproduce
accurately the data. Notably, when contrasting the two cell lines, are the short G1-phase of Chinese
hamster cells and the approximately two times more extended G2M-phase of the glioblastoma cell line.
It is out of the scope of this thesis to interpret or relate these differences to cell line specific conditions.
More important in this context is the fact that the information contained in the analyzed data is too
sparse to narrow down all the parameter values even under noise-free conditions. We will address this
issue in the next chapter, where improving the performance of pulse-chase labeling experiments will
be our main target.
1.5 Materials and Methods
1.5.1 Stability analysis
From a parameter estimation perspective the results derived in this chapter are only useful, if balanced
growth corresponds to a situation that is experimentally relevant in vitro or in vivo. Empirically,
exponential growth of proliferating cell populations is routinely observed in cell cultures under ideal
conditions, given virtually unlimited space and nutrients. Even if these conditions are necessarily
temporary, there usually exist a time window during which balanced growth may represent a good
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Figure 1.4: Least-squares model fitting. Best fit of the model predictions (lines) to experimentally
determined cell fractions after BrdU pulse labeling (dots). U87: In vitro cultured U87
human glioblastoma cancer cell line (see Fig. 1.3). V79: In vitro cultured V79 Chinese
hamster cells (courtesy G. Wilson).
Figure 1.5: Maximum likelihood estimation. Bi-variate maximum likelihood regions for the parameters
α and β associated to each phase (gray: G1, red: S, green: G2M). The dashed lines
delineate the information that could have been gained in our Gedankenexperiment from
two support points, one at t = 0 and a second at t < min(β).
G1 [h] S [h] G2M [h] T̄ [h]









































Table 1.1: Bayesian summary statistics (mean, 99%-credibility intervals) for individual cell cycle pa-
rameters, average durations τ̄ = α + β and the total cell cycle length T̄ . The intervals for
the average durations are narrow compared to those for the individual parameters α and
β.
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Figure 1.6: Bayesian Inference. Bi-variate 99%-credibility regions for the parameters α and β associ-
ated to each phase (gray: G1, red: S, green: G2M). CRs follow mainly the same trends
as the regions observed in the ML estimates (see Fig. 1.5), cover however a larger volume.
An exception is the ‘blown up’ CR of the S phase parameter for the U87 cell line, for which
the ML estimates wrongly insinuate a well defined point estimate.
approximation. This, for example, is reflected in the logistic growth model, whose kinetics in a first
phase are indistinguishable from exponential growth. Here we will show on a theoretical basis that
a population that follows the stochastic model specified before, will eventually enter this so-called
exponential growth phase.
The requirement for such an asymptotic behavior is, recalling Eq. 1.13, that, for phase i ∈ {G1, S,G2M},




eβiµ(1 + αiµ) (1.29)
has for given positive αi and βi a unique positive real root which represents the upper bound of the
real part of any of its other potentially infinite number of roots. The complex number µ that solves
Eq 1.29 corresponds, according to our model, to the stationary phase growth rate of the proliferating
cell population. In case that µ is real, the population is growing exponentially, while if µ is purely
imaginary, growth is oscillatory. In general, roots have both non-vanishing real and imaginary parts,
which leads to oscillations with growing or decaying amplitude.
If for real x and y we write µ = x+ iy, the real and imaginary part of Q(µ) are computed as
Re(Q)= 2−eBx(ψ1 cos(By)−ψ2 sin(By)) ,



























For µ to be a root of Q both real and imaginary part have to vanish. We restrict our analysis to the
positive complex half plane, i.e. x ≥ 0, because we are interested in growing and not contracting cell
populations. Due to the symmetries in the trigonometric functions sin(−y) = − sin(y) and cos(−y) =
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cos(y) and ψ1(−y) = ψ1(y) and ψ2(−y) = −ψ2(y) one can see that if µ = x + iy is a root, its
complement µ∗ = x − iy is also a root. We can thus reduce the analysis even further to values with
positive imaginary parts. If for fixed x we plot Q in the complex plane as a parametric function of
y ∈ [0,∞] we get a spiral with the distance from a real center point c = 2 + i 0 given by
r =
√




((1 + αix)2 + α2i y2). (1.32)
Crucially, as r is a monotone increasing function in y, the spiral never crosses itself. For y = 0 the
imaginary part of Q vanishes as expected because limy→0 sin(ωy) = 0 and limy→0 ψ2 = 0. For this
special case, Re(Q) = 2 − ∏i eβix(1 + αix) is obviously monotone decreasing with increasing x and
restricted to the interval [1,−∞]. This means that the spiral can only ‘start’ in the interval between
one and minus infinity. Taken together this implies that if for y = 0 and fixed x, the real part of Q
is positive, there exist a single ‘opportunity’ to cross the origin, while if the real part of Q is negative
there exists none. At the border where the real part is zero (Fig. 1.7 C), the corresponding value
of x is the only positive real root. Due to the monotonicity of Re(Q) any value of x greater than
the positive real root will result for y = 0 in Re(Q) < 0 which does not admit for any solution. The
different possible scenarios are exemplified in Fig. 1.7.
1.5.2 Bayesian inference
When estimating, by FACS analysis, frequencies of cells in different phases of the cell cycle, mea-
surement noise becomes unavoidable. Potential sources of noise include variability in experimental
conditions, gating errors, stochasticity in cell division, FACS measurement errors, and many more.
Here we describe an attempt to account, in a simple way, for the observed experimental noise by
taking a Bayesian approach. This provides us not only with a maximum likelihood estimate region of
the model parameter, but in addition will give us an idea about the uncertainty that we have about
the parameter values.
Even though considering all potential sources of noise would be most consistent, the resulting proba-
bility model would become far more complex than our initial cell cycle model. To avoid this overload
we assume that a relatively simple ad hoc multivariate probability density function approximates
reasonably well the average and the noise in the observed frequencies at a single time point. This
probability density function, which corresponds to the likelihood Pi of a single measurement event ñi,
is defined by








where Γ is the Euler gamma function. The right-hand side of Eq 1.33 corresponds to a continuous
approximation of a scaled multinomial distribution with support xj ∈ [0, 1] and
∑
xj = 1 [90]. The
parameter N , which determines the spread of the distribution, can be interpreted as an effective
population size. Taking e.g., a sample of size N from a population of cells containing k sub-populations
with proportions given by ni yields frequencies with a probability density approximately distributed
accordingly. If N is small the density distribution is broad, while if N becomes large the density
distribution becomes narrow.
Following in general terms the notation in the main text, the ñi,j denote the k measured population
frequencies from experiment i and the ni,j stand for the corresponding frequencies predicted by the
cell cycle model. The latter obviously depend on the parameter vector α and β and the time ti.
Having defined the likelihood Pi for an outcome of a single pulse labeling experiment, the likelihood for
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Figure 1.7: Here we plot Q(x+ iy) as a function of y ≥ 0 for fixed values of x ≥ 0, α and β. For y = 0
(green circle) the real part of Q takes, depending on x ∈ [0,∞], a value in the interval
[1,−∞] . The values for x are increasing from A-D, while α and β remain unchanged.
For relatively low values of x (A-B) the real part Re(Q) is positive for y = 0. After one or
several turns, i.e by increasing y the spiral can potentially cross the origin only once (empty
circle). In A the spiral misses the origin, while in B the spiral crosses the origin after one
turn. Crossing of the origin means that the corresponding complex number µ = x + iy
is a root of Q. In C the spiral starts at the origin. This represents the only real positive
root of Q. For initially negative values of Re(Q) (D) the spiral can never cross the origin
because the distance to the center point (gray circle) is already in the beginning for y = 0
larger than the distance between the latter and the origin. By increasing y this distance
will even grow further according to Eq. 1.32 .
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the outcomes of a set of m experiments is the product P = ∏mi=1 Pi under the reasonable assumption
that noise in a specific experiment is independent of all the other experiments. By numerically inverting
P, using Bayes theorem, one can obtain the posterior and subsequently the uncertainty over the model
parameter given the data, the model and prior knowledge.
To estimate the maximum likelihood regions, the posteriors and the uncertainties in α and β for the
U87 and V79 data sets, we implement the adaptive Markov-Chain-Monte-Carlo algorithm proposed
in [91] (see also Appendix, Algorithm). The estimates for the maximum likelihood regions are obtained
by fixing N to an extreme value (e.g., 1e5). For Bayesian inference, N is considered as an additional
parameter. For simplicity, improper priors uniformly distributed over the positive real number are
assumed for all parameter. The first 106 steps of the initially 107 step-long chains are discarded, and
of the remaining chains every 1000’th step is included in the subsequent analysis. The credibility
regions are computed from the resulting MCMC chains using the ‘HPDregionplot’ routine in the R
package ‘emdbook’, and convergence of the chains is confirmed using the Gelman convergence test.
1.5.3 Some useful identities
In this section, several identities will be derived, which turn out to be useful in generalizing the
model solutions to arbitrary waiting time distributions with known expectation and known Laplace
transforms. These identities are as follows:
tˆ
−∞
f(t− x)dx =1, (1.34)
tˆ
−∞
R(t− x)dx =E{f(x)}, (1.35)
tˆ
−∞
eµxf(t− x)dx =eµt × Lµ{f(x)}, (1.36)
tˆ
−∞





f(t− x)dx =R(x), (1.38)
0ˆ
−∞
R(0− x)dx =E{f(x)}, (1.39)
0ˆ
−∞
eµxf(t− x)dx =Lµ{f(x+ t)}, (1.40)
0ˆ
−∞






−µxf(x)dx, is the Laplace transform, R(t) = 1−
´ t
0 f(x)dx, is the survival or
reliability function, and E{·} =
´∞
0 xf(x)dx, is the expectation. As most identities follow directly by
substitution of (t − x) with y, we will indicate, for brevity, an equality which uniquely involves this
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specific operation, by the symbol s=.
For Eq. 1.34 we have
tˆ
−∞







where the last step is a consequence of the fact that f(y) is a normalized probability density function
for a non-negative random variable.







To show that this last expression equals the expectation of f(t), we let
u(y) = y, v(y) = −R(y),
u′(y) = 1, v′(y) = f(y),
and using integration by parts (i.e.,
´ b
a uv












From this, recalling the definition of the expected value, and recognizing that the first term on the





which confirms the identity in Eq. 1.35.






eµ(t−y)f(y)dy =eµt × Lµ{f(y)}.

















=eµt × 1− Lµ{f(y)}
µ
,
where in the third row, we exploited the well known property of the Laplace transform which says that
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the Laplace transform of a given cumulative function is the Laplace transform of its density function,
divided by the transformed variable, which in this case is µ.
For Eq. 1.38 we have
0ˆ
−∞
f(t− x)dx = 1−
∞̂
0











in which the first step follows from
´∞
−∞ f(t−x)dx = 1, and the second last equality uses the fact that
f(y) is zero for y < 0.
Eq. 1.39 is found by substituting t by zero in Eq. 1.35.






e−µzf(t+ z)dz =Lµ{f(z + t)},
where we substituted x by −z to derive the first equality. The last equality ensues directly from the
definition of the Laplace transform.
Finally, Eq. 1.41 is obtained by substituting t by zero in Eq. 1.37.
1.5.4 Experimental methods
Cell culture experiments and BrdU labeling protocols for the U87 data set were designed in collabora-
tion with Christian Schichor and Irene Jaehnert at Department of Neurosurgery, Ludwig-Maximilians-
University Munich, Klinikum Grosshadern. For the sake of completeness, experimental methods are
provided below, according to Irene Jaehnert, who performed the actual experiments.
Cell culture
Human astrocytoma cells U87 MG (ATcell cycle-LGC) were routinely cultured with Dulbecco’s mod-
ified Eagles medium (DMEM, Biochrom AG) supplemented with non essential amino acids (NEAA,
Invitrogen GmbH), heat-inactivated fetal bovine serum (FBS, 10%, Biochrom AG) and additives
(penicillin-streptomycin-glutamine, Invitrogen GmbH) in plastic flasks (TPP AG) at 37 °C in 5%
CO2-humified incubators and were passaged twice a week using Dulbecco’s PBS (DPBS, Apotheke
Innenstadt Uni München) and Trypsin/EDTA (Biochrom AG) before reaching confluence.
Treatment with BrdU
For cell cycle analysis cells (2.0 x 104/cm2) were seeded in 75 cm2 culture flasks and incubated for 24
h followed by the BrdU pulse. For this purpose, medium was replaced by medium supplemented with
BrdU (10 µM, Bromodeoxyuridine, Becton Dickinson GmbH), cells were incubated for 30 min at 37 °C
followed by washing away of BrdU for two times with fresh medium. Cells were then again incubated
at 37 °C for a designated period of time (0 h, 2 h, 4 h, 6 h, 8 h, 12 h) to measure proliferation over
12 h.
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Preparation of samples
Collecting of cells was performed by trypsinization using DPBS, Trypsin/EDTA and medium followed
by washing of cells in DPBS. To exclude dead cells from the analysis staining of dead cells was
performed. For this purpose cells were incubated for 30 min with fluorescent dye (LIVE/DEAD
Fixable Green Dead Cell Stain Kit, Invitrogen) according to the manufacturers instructions followed by
washing with DPBS. Consequent steps of sample preparation were processed using the APC BrdU Flow
Kit (Becton Dickinson GmbH). Cells were washed once with Perm/Wash Buffer and fixed for 30 min on
ice with Cytofix/Cytoperm Buffer. After washing with BD Perm/Wash Buffer cells were resuspended
in Cytoperm Plus Buffer and incubated on ice for 10 min followed by washing with Perm/Wash Buffer
and incubation in Cytofix/Cytoperm Buffer for 5 min on ice. Cells were then washed with Perm/Wash
Buffer and incubated with 2 M HCl-Triton (1%) for 30 min at room temperature followed by washing
twice with Perm/Wash Buffer. For detection of incorporated BrdU cells were incubated with diluted
(1:50) fluorochrome-conjugated anti-BrdU antibody for 20 min at room temperature. Cells were then
washed with BD Perm/Wash Buffer and further incubated with DAPI (0.5 µg/ml in staining buffer:
100 mM Tris, pH 7.4, 150 mM NaCl, 1 mM CaCl2, 0.5 mM MgCl2, 0.1% Nonidet P-40) for 30 min at
room temperature. All samples have subsequently been stored on ice until acquisition.
Acquisition and analysis
Acquisition of data was performed by measuring fluorescence intensity using a BD LSR II Cytometer
at the excitation wavelength of 660 nm for APC and 450 nm for DAPI and the software BD FACSDiva.
1.6 Discussion
In this chapter we analyzed a simple stochastic model that aims at approximating the time it takes for a
cell to accomplish the sequential phases of the cell cycle, by defining the completion time in each phase
as a shifted exponential density distribution. At first sight this might seem a gross oversimplification
of all the processes involved. However, when compared with experimental data, this simplistic model
performs surprisingly well.
While the observation that the model reproduces well the experimental time series has to be interpreted
with care, we think its performance can be accounted to the fact that the probability rule captures
simultaneously two important regimes of complex biochemical processes, that qualitatively differ in
their completion time distribution. As was shown recently by Bel et al. [92] the completion time
for a large class of complex theoretical biochemical systems, including models for DNA synthesis and
repair, protein translation and molecular transport, simplify either to deterministic or to exponentially
distributed completion times, with a very narrow transition between the two regimes. These are
precisely the ‘ingredients’ of the shifted exponential distribution. Under this light our model could be
naively interpreted as a sensor that measures approximately the ‘relative contribution of delay and
decay processes’ in each of the cell cycle phases. However, while in series connected delays form again
a delay, this is not true for decays. These form a process with hypoexponential distributed completion
times with a shape similar to the frequency distribution of the S phase completion time reported
in [72]. Thus a more flexible model for the completion time of each phase could be a hypoexponential
distribution, a distribution of the family that we are currently using to model the total cell cycle length
(i.e., Eq. 1.5). Or alternatively, if processes are not in series connected but rather concurrent, the time
for all the processes to complete is dominated by the largest delay or the smallest decay parameter.
This might explain the close to negative-exponentially distributed completion time for G1 which was
measured by the technique of cell cycle specific reporter genes [72].
An important simplification of our model consist in the assumption that cell loss is small compared
to population wide division rates, such that we can neglect apoptotic and necrotic cells when we fit
the model to experimental data. The main reasons to adopt this approach is simplicity and the fact
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that the available data sets does hardly permit the determination of the possibly large number of
additional parameters. While for the U87 LIFE/DEAD discrimination was performed, the markers
used for gating are specific for late stages of apoptosis or necrosis, typically after membrane integrity
is lost, and therefore do not necessarily reflect the true fraction of dying cells. The fraction of dead
cells identified and excluded by this method was typically low. In case that experimental conditions
would however suggest a substantial death rate, the model is flexible enough to be adapted without
major technical difficulties. Given that the apoptotic state (e.g., defined by Annexin V staining) would
be measured simultaneously with BrdU and DNA content, this could even open up the possibility to
assess the stochastic timing of apoptosis in vivo.
Another fundamental abstraction of our model is found in the presumption that the completion times
for the cell cycle phases of a given cell are uncorrelated, which also implies uncorrelated division times
of parental cells and siblings. Even though positive correlation in division times between parental and
daughter cells [42] and between siblings [93] has been observed recently in vitro by direct long-term
microscopy of activated proliferating B cells, Schultze et al. showed many years ago for in vivo murine
crypt epithelial cells the lack of correlation of completion times of a cell through successive phases [?].
It remains to be shown experimentally how much of the correlation or lack of correlation is due to
cell type or environment. In any case it would be interesting to adapt the present model such that
correlation of phase completion times could be accounted for in the estimation procedure.
After investing a considerable amount of effort into developing and solving a stochastic cell cycle
model, the awaited output from experimental data remained relatively disappointing. Even thought
the model reproduces well the empirical kinetics, many of the parameters from the cells under study
are only partially identified. This could indicate that we have overparameterized the system, however
two parameters do not seem disproportionate to describe the completion time distributions of a cell
cycle phase. Alternatively, the experimental setup might not have been ideal to validate the model.
This is the hypothesis, that we will pursue in the next chapter, where the model developed herein
will be used to derive experimental designs which are optimal in a sense that they help to identify the
model parameters most efficiently.
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2.1 Motivation and Background
The two ultimate goals of many model-based inference strategies are : (i) model validation and (ii)
parameter estimation. While the outcome of (i) mostly depends on how well the often highly simplified
model captures measurable traits of the underlying more complex ‘real’ process, the success of (ii)
requires that the information contained in the collected data is sufficient to identify the parameter
values. The less data is analyzed, the more likely is (i) but the more difficult becomes (ii). The most
common reason why (ii) is not satisfactory is measurement noise or insufficient sampling, however
other possibilities exist. For instance when the kinetics predicted by a model depend on quantities
that are not directly visible, e.g., hidden Markov models, uniquely identifying certain parameters may
turn out to be impossible [94]. Similarly, solutions of a model may not be invertible and parameter
values may remain unidentifiable due to the non-injectivity of the model’s parametrization map [95].
We concluded the first chapter of this thesis with the observation that even though our model could
reasonably well reproduce empirical cell cycle kinetics, some of the parameters in the model remained
undetermined. This indicated successful (i)1 but partial failure in (ii). In this chapter we will investi-
gate the deeper reason for this failure, and analyze in silico ways how to avoid this situation in future
studies. One approach will exploit the theory behind the design of experiments (DoE) in order to
optimize sampling schemes in pulse labeling experiments, while a second approach will be based on a
dual pulse labeling protocol.
Before discussing our main findings however, basic insights from the field of experimental design are
briefly summarized and former dual pulse labeling studies are reviewed.
2.1.1 Optimal design of experiments
Design of experiments (DoE) is an essential part of any data driven research. From a simplistic point
of view, it consists in a first step, in choosing the type of experiment that is most appropriate to test
a given hypothesis or to estimate a certain quantity of interest. Then, in a second step, ignoring other
technical details, the number of samples, the position of the support points and the distribution of
the samples over the support points have to be specified. Both steps are usually subject to monetary,
temporal and technical constraints. Therefore, provided that the first step has been concluded, an ideal
second step would consist in choosing a sampling scheme that maximizes, under the above mentioned
constraints, the information in the data concerning the research question at hand. In general, such an
optimal experimental protocol is not known and common sense, experience or intuition are applied
instead. If however a mathematical model is available that is able to describe reasonably well the
expected data, this model can be exploited to find an optimal sampling scheme. In the following, we
will review the basic theory that has been developed over the last two hundred years to solve this
optimization problem [96,97].
As a simple, yet informative example, we first consider the design problem for linear models of the
1Notice that, according to Sir Karl Raimund Popper and to common sense, a hypothesis, i.e., a model, can only be
disproven but never proven. Success in this case means that a given hypothesis has not been disproven by the data.
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form
y =X(ξ)θ + ε,
where y is a n × 1 matrix of n uni-variate observations, θ is a p × 1 matrix of p parameters, X(ξ)
is a n × p matrix whose entries depend on the design ξ, and ε is an n × 1 matrix of n independent
errors which are normally distributed; εi ∼ N (0, σ2) for i = 1, 2, . . . , n. Usually it is assumed that the
number of observations equals the number of parameters, in other words is is required that n equals
p.
As a special case, consider a quadratic response-surface model with one explanatory variable (e.g.,
temperature, time), three parameters and three observations : y1y2
y3
 =









While the design ξ specifies for each observation the controllable experimental conditions (e.g., the
temperature of the system, the time point of measurement), the matrix X(ξ) describes the functional
relationship between these conditions and the expected data.
A classical result for linear models, as defined above, states that the least-squares estimator θ̂ based on
a realization of y is distributed according to N (θ,M−1), where M = X′X is the Fisher information
matrix [98]. From this follows that the volume of the joint confidence ellipsoid for θ̂ is proportional to
(det(M))−1/p. Therefore, if the purpose of an experiment is to estimate the parameters as accurately
as possible, a reasonable design criterion could aim at maximizing det(M) [99–101]. This criterion is
known as the determinant criterion and a design which maximizes det(M) is called D-optimal. Other
related, however less commonly applied criteria minimize for example the trace of M−1 (A-optimal)
or the maximal eigenvalue of M−1 (E-optimal) [102].
ImportantlyM and therefore also D-optimal designs for linear models do not depend on the parameter
θ. This is not true for non-linear models, which are typically defined as follows
y =η(ξ,θ) + ε,
where the expected response η(ξ,θ) contains non-linear functions of the parameters such that it cannot









and the determinant criterion could in principle be applied as before. However, because M depends
on θ, which is typically to be estimated, choosing a D-optimal design is not as straightforward.
As simple approximate solution to this problem is to use a ‘best guess’ estimate, say θ̂0, possibly
derived from a previous experiment, and optimize as before. This procedure yields locally D-optimal
designs, where the term ‘locally’ emphasizes the fact that the optimal solution is based on an initial
parameter choice [103]. Alternatively, if a prior distribution p(θ) over the parameter θ is available,




which corresponds to maximizing the expected gain in Shannon information [104].
If experiments are expensive, one might wish to use the information obtained in a first part of the
experiment, in order to optimize the design in a second part. This approach is called batch-sequential
34
2.1 Motivation and Background
experimental design, where the batch size gives the number of new support points that are sampled
before a new optimization round is performed [105]. The extreme case in which the number of support
points is increased one at a time is known as fully sequential D-optimal experimental design [106].
Here new design points are sequentially added such that
ξk+1 = arg max
ξ
[det(M({ξ1, ξ2, . . . , ξk, ξ}, θ̂k))],
where k is the number of samples and θ̂k is an estimate based on these samples [107]. Importantly,
monotone convergence of this sequence towards D-optimal designs is guaranteed under relatively
general conditions [108].
In this section we have focused on design criteria which aim at optimizing parameter estimation.
However, alternative criteria have been proposed which target instead model identification [97], model
discrimination, hypothesis testing and prediction about future observation, among others [104]. Some-
times combinations of these criteria are used to account for the relative contribution that the experi-
menter is willing to attach to each of these objectives. Applying these useful criteria in our context is
however beyond the scope of the present work.
2.1.2 Dual pulse-chase labeling studies
The standard approach for pulse-chase labeling experiments, including the fraction of labeled mitotic
figures (FLM) method, the grain count diminution method and techniques that measure additionally
to nucleoside incorporation DNA content, is administration of a single nucleoside analog over a short
period of time followed by enumeration of labeled cells or their properties at one or multiple time
points after the pulse (see Section 1.2). Over the years, a number of researchers have explored the
possibility to use instead of a single pulse, two sequential pulses of nucleoside analogs, in general with
the aim to increase the statistical power of the conventional methods.
In 1976 Schultze et al. presented a double-labeling method relying on two radiolabeled nucleosides,
namely [3H]- and [14C]- thymidine [22]. Unlabeled, single labeled and double labeled cells could be
distinguished with a relatively complex two emulsion autoradiographic technique, and in the framework
of the FLM approach a) the duration of S phases, b) cell fluxes at the beginning and end of the S
phase, c) cell cycle times and d) sensitivity to drugs (e.g., vincristine) of cells in different phases were
determined. Interestingly variances in cell cycle phase completion times and even correlations or more
precisely the lack of correlations in subsequent cell cycle phase transitions could also be estimated in
vivo by this method.
With the halogenated thymidine analog bromodeoxyuridine (BrdU) becoming more popular [109],
several studies used a combination of [3H]-thymidine and BrdU labeling [110, 111], where nuclei la-
beled with [3H]-thymidine were typically detected by autoradiography and nuclei labeled with BrdU
by immunocytochemistry. Using this technique, rapid changes in the rate at which terminally dif-
ferentiating chicken embryo cells entered S-phase could for example be detected with an accuracy
not achievable with a single pulse [111]. At the same time, several alternative halogenated thymidine
analogs (e.g., iododeoxyuridine (IdUrd), chlorodeoxyuridine (CldUrd)) were discovered and extensively
tested [112, 113]. While Pollack et al. described double labeling experiments in mouse mammary tu-
mor grown in vivo utilizing IdUrd and CldUrd [33], Ritter et al. [20] assessed the S phase duration
(TS) and the potential doubling time (Tpot) of different types of tumors in nine human patients with
sequential pulses of BrdU and IdUrd. In this latter study, a simple mathematical method was de-
veloped to estimate Ts and Tpot from the estimated labeling indices obtained from a single tumor
biopsy.
More recently a novel thymidine analog, ethyldeoxyuridine (EdU), has been introduced, which relies
on click-chemistry for detection [114,115]. The main experimental advantage of this analog is the fact
that DNA denaturation is not required for proper staining. Because EdU shows little cross-reactivity
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with BrdU, double-labeling protocols employing both nucleoside analogs have been developed and
applied [116,117].
While single nucleoside pulse-chase experiments are routinely performed for cell cycle analysis in
many laboratories, the double labeling technique, despite its proven statistical power, has found rather
limited application. There are probably several reasons for this lack of popularity of dual-pulse labeling
among experimentalist. First, the protocol becomes, due to the two labels, more complex, more
expensive and more time consuming. Secondly, the analysis and the presentation of the resulting
kinetics is not straightforward, and the question what extra information can be gained by a second
pulse is not always easy to answer. Finally proper interpretation of the experimental results requires
in most cases model-based data analysis.
2.2 Results
2.2.1 Noise explains only part of the parameter identification problem
Measurement noise is the most likely, but not the only candidate reason for failure in parameter
identification. Therefore, it is important to test to what extend measurement noise caused the partial
identification of the cell cycle parameters when we analyzed proliferating cell cultures in the first
chapter of this thesis. If noise would be the sole reason for parameter indetermination, then increasing
the number of samples taken at each support point, should lead in a hypothetical limit of infinite
sample sizes and under mild conditions, to point estimates for each of the parameters. While it is
hard to test such a scenario with real data, it is possible to approximate it, by setting the parameter N
in the likelihood function Eq. to increasingly higher values. In the limit of very large N the resulting
parameter values are expected to approach the maximum likelihood (ML) point estimates.
In Fig. 2.1 we show for the U87 and the V79 data set the lengths of the 95%-credibility intervals
(|CI|) for all six parameters for values of N ranging from 102 − 107. One can see for the U87 data
set that, while the |CI|s for the G2M and the S phase vanish with growing N (i.e., |CI| ∝ N−1/2), the
|CI|s corresponding to the G1 phase converge not to zero but stabilize at around 10 hours. A similar
trend is found for the V79 data set, with the difference however that in this case merely the |CI|s for
the G2M phase converge asymptotically to zero.
These observations suggest that even if we had measured the cell cycle kinetics at the original support
points a very large number of times, the model parameters could still not be uniquely identified. The
simple explanation for this behavior is the fact that many distinct parameter values lead to exactly the
same expected measurements at the original support points. In the following section we will therefore
change the positions of the support points to better understand the impact of the sampling scheme
on asymptotic parameter identification.
2.2.2 Proper sampling is sufficient for parameter identification
As described in Chapter 1, current DNA-BrdU pulse-chase labeling experiments only permit for a
limited number of subpopulations (i.e., f lu, f ld, fuG1 , f
u
G2M
) to be followed separately over time. For
instance, labeled undivided cells which are synthesizing DNA are indistinguishable from labeled cells
which initiated, but did not complete, the subsequent phase G2M (together they constitute the f lu
subpopulation). Similarly, unlabeled cells in the G1 phase are, immediately after the pulse, intermixed
with unlabeled cells in S phase, unlabeled cell which divided once after label administration and later
with second generation progeny of labeled cells (together they constitute the fuG1 subpopulation). As
a consequence, many of the transient population kinetics, which could provide valuable information
about the parameters, are hidden during the time window between the pulse and the return to the
system’s steady state (fuG1 = 1). Therefore, it is not clear whether the information content in the data
from conventional DNA-BrdU pulse-chase labeling experiments is sufficient to identify the parameter
values, irrespective of the number of samples and the support points we may collect. That the
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Figure 2.1: Length of the 95%-credibility intervals (|CI|) for cell cycle parameters α and β as a function
of the sample size parameter N . The |CI|s for the parameters specific for a given phase
(same color) are highly correlated and follow the same trends. For the U87 data set the
|CI|s decrease according to a power-law ∝ N−1/2, except for the |CI|s of the G1 parameters,
whose length remains approximately constant at 10 hours. For the V79 data set, the
uncertainty in the G2M parameters drops as in the U87 data set, while the |CI|s for the
S and G1 parameters stabilize after N > 10000 at around 2− 3 hours. The dashed lines
indicate N estimated from the original data.
information content is indeed sufficient for full parameter identification, at least for the parameters
we tested, is the most important finding in this section. Generalizing this result to any parameter set,
i.e., by providing a formal proof of uniqueness of the solutions for a given design, appears, due to the
memory property of the model and the piecewise-continuous solutions, relatively complex and will not
be further pursued here.
Fig. 2.2 shows for simulated data, using ML parameter estimates from the U87 and V79 data sets,
approximate bi-variate maximum likelihood regions (N = 106) for three sampling schemes, differing
only in the position of their design points, with the number of support points identical to those used
in the true experiments. In the upper row, sampling scheme are chosen such that the support points
lie two times closer to the initial pulse; in the middle row the sampling schemes are the one used in the
real experiments (U87: {0, 2, 4, 6, 8, 12}; V79: {1, 2, 3, 4, 5, 6, 7, 8, 9}; in hours, without repeats); and
finally at the bottom support points are positioned two times further away from the pulse extending
the support points up to 24 and 18 hours for the U87 and V79 data set respectively. The blue circles
indicate the parameter values that were used to simulate the data (U87: α = {2.3, 3.9, 3.5}, β =
{5.7, 4.1, 2.1}; V79: α = {1.6, 1.1, 0.5}, β = {1.4, 7.8, 1.9}). The latter were drawn randomly from the
set of maximum likelihood estimates obtained from each data set. In the following, these parameter
sets will serve as examples to illustrate the methodology and we will refer to them as θU87 and θV79
respectively.
For the U87 data set, the approximate ML estimates span from top to bottom, first a 2-dimensional
surface, then a line and then a point in the six-dimensional parameter space. The situation for the
V79 data set is similar. This example illustrates how the position of the support points dramatically
influences, in our model, the information content in the data and determines whether the parameters
can be identified or not. Moreover, it shows that the information content of the transient dynamics
is in both cases sufficient to identify the parameters, if the support points are well placed. Finally,
we can conclude that the support points in the original experiments were apparently chosen too close
to the pulse to allow for full parameter identification. Understanding which sampling schemes avoid
asymptotic parameter unidentifiability is the task that we want to address in the next section.
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Figure 2.2: Approximate maximum likelihood estimate bi-variate regions (N=106) based on simulated
data. In the top row the support points were set two times closer to the BrdU pulse
compared to the true experiments, in the middle row original sampling schemes were ap-
plied (U87: {0, 2, 4, 6, 8, 12}; V79: {1, 2, 3, 4, 5, 6, 7, 8, 9}; in hours, without repeats), in the
bottom row support points were chosen two times further away from the pulse. Parame-
ters used to simulate the data were drawn randomly from the set of maximum likelihood
estimates obtained from each data set (U87: α = {2.3, 3.9, 3.5}, β = {5.7, 4.1, 2.1}; V79:
α = {1.6, 1.1, 0.5}, β = {1.4, 7.8, 1.9}).
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2.2.3 Analysis of D-optimal designs for known parameter values
The analytical average kinetics, describing DNA-nucleoside pulse-chase labeling experiments derived
in Chapter 1, are piecewise-continuous and depend in a non-linear way on the cell cycle parameters
α and β. Therefore D-optimal designs will also depend, as discussed in Section 2.1.1, on the specific
set of parameters. The latter are however in most practical applications not known, to the contrary
they are to be estimated. Despite this dependency, which makes it impossible to define a design which
is optimal in all situations, it is, as we will see, rewarding to derive D-optimal designs for known
parameter sets (e.g., θU87 and θV79), in order to see whether some pattern or general rules can be
identified, that may become useful when parameters are not readily available.
Features of D-optimal sampling schemes
In order to numerically maximize the determinant of the Fisher information matrix, i.e., det(M), we
exploit the fact that the likelihood function defined in Chapter 1 (see Section 1.5.2) is everywhere
twice differentiable, if the condition ξi 6= βG2M holds for all support points. Excluding this special
case from the design space, and under mild conditions, the following expression applies
M(ξ,θ) =− E[H(z|ξ,θ)], (2.3)
where H is the Hessian matrix of the logarithm of the likelihood function, conditioned on the design





The expectation operator is averaging over all possible data sets z, accounting in this way for all the
possible outcomes of an hypothetical experiment that is being designed.
A simplified version of Eq. 2.3 is given by the so-called ‘observed’ Fisher information matrix, which
is evaluated for an ‘observed’ data set z0, and consequently the expectation operator can be omitted,
i.e., M(ξ,θ) = −H(z0|ξ,θ). Here, for computational reasons, we assume that the Hessian matrix
evaluated at the most likely data set represents a good approximation for the average M(ξ,θ). That
this assumption is indeed reasonable, was tested by numerically averaging the Fisher information
matrix over a large number of simulated data (not shown).
Using the covariance-matrix-adaption evolutionary optimization algorithm [118] and exploiting the
high precision and the speed of automatic differentiation [119] for computing the Hessian matrix,
D-optimal designs with two and up to six support points were derived. In Fig. 2.3 we show these
optimal sampling schemes (filled squares), overlaid for comparison on top of the analytical predictions
(solid lines) corresponding to the parameter sets θU87 and θV79. The sampling schemes used in the
original experiments are also provided. Optimal designs, derived following a non-local approach (open
squares), including designs with a single support point, will be covered in the next section.
Several features of the D-optimal sampling schemes can readily be identified on the graphs in Fig.
2.3. First, none of the support points is found outside the time window during which the transient
kinetics evolve towards the absorbing state (i.e., fuG1=1). This is intuitively clear, because as soon as
all cells are in the fuG1 population, nothing except the minimal time until all labeled cells undergo a
second division can be inferred. Secondly, support points seem to be placed close to the beginning
and towards the end of this time window, with additional ones approximately in the middle and
surprisingly none positioned at time zero, immediately after the pulse. Thirdly, designs with more
than three support points show repeats (as indicated by the number above the squares) or ‘quasi’
repeats. This is typically seen for D-optimal designs of linear models, where for uni-variate response
functions the number of optimal design points equals the number of parameters. If there are more
observation than free parameters, then optimal support points are repeated [120]. Finally, at closer
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inspection, the earliest support point is always later than the delay parameter of the G2M phase. Again
this makes sense, because placing the first support point beyond βG2M allows to extract information
from the f ld population, which would otherwise be zero and largely non-informative. Lastly, of note,
is the large deviation of the D-optimal designs, when compared with the original sampling schemes.
The latter appear to have been ‘intuitively’ placed such as to cover the kinetics of the f lu population,
while the D-optimal designs seem to follow more closely the evolution of the f ld population.
Non-local computation of optimal designs
The fact that one can estimate the credibility regions from the Fisher information matrix at a single
point is a formidable simplification, because it allows to deduce from a local property (i.e., a curvature)
a non-local property (i.e., a volume). However, this simplification requires that the likelihood function
is sufficiently close to a multivariate normal density in order to be valid. For a single design point this
condition is apparently not met in our case, as the determinant of the Fisher information matrix yields
highly unstable negative and positive values. This is not surprising, as a singular Fisher information
matrix indicates local parameter unidentifiability, which is in line with our previous results. Therefore,
for our model, the determinant criterion cannot be used to find optimal design with a single support
point. For two support points the problem is still not completely resolved, however the determinant
is found to be sufficiently well-behaved to permit optimization. And even for three or more support
points, some regions in design space still lead to a singular Fisher information matrix.
To derive optimal designs in the singular case or when the normal approximation is not appropriate,
we have to adopt a different approach. As we are interested in the sampling scheme that reduces most
the volume of the credibility region, we can, in principle, simulate data for each possible design, and
then compute the credibility region via MCMC. Because in our case, MCMC chains take in the order
of 104 or more steps to converge, and each step requires an evaluation of the likelihood function, this
method is computationally far more expensive than computing the Hessian, which with the help of
automatic differentiation approximately requires the time needed for a single evaluation.
Therefore, in order to limit the computational cost, some measures have to be taken which reduce the
variability in the volume estimates. These measures consist in fixing the range of possible parameter
values from zero to twenty hours and in projecting the 6-dimensional MCMC output onto three 2-
dimensional subspaces, where the axis in each of the subspaces corresponds to α and β defining the
completion time for each of the cell cycle phases. Then, for each subspace, we compute approximately
the 95%-credibility region and sum these surfaces into a final ‘volume’, which is minimized. For a
single support point, Fig. 2.4 shows this quantity over a design space spanned from zero up to forty
hours. For one, two and three design points, numerically optimized designs are shown in Fig. 2.3
(open squares). These are in general different from D-optimal design, however approach the latter
for three support points. The differences in the volumes computed from D-optimal design and those
derived in this section are typically low (≈10%). Surprisingly, in the light of the previous results, for
two design points, one of the two measurements lies immediately after the pulse.
Three support points are necessary and sufficient to identify θU87 and θV79
To test to what extent the computed optimal designs are more efficient than the sampling schemes
from the original experiments, we simulated data and generated, as before approximate maximum
likelihood estimates (N=106) via the MCMC approach. In Fig. 2.5, instead of showing credibility
regions, we directly plot the MCMC output for the optimal design with one (direct method), two
(D-optimal) and three (D-optimal) support points. The graphs clearly illustrate that a single support
point is insufficient to define the parameters. With two support points, a level of ‘uncertainty’ in the
ML estimates is reached that matches closely the uncertainty in the corresponding parameter estimates
derived from the original sampling schemes, involving however six and nine support points instead of
two for the U87 and the V79 experiment respectively (see Fig. 2.3). Finally with three support points,
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Figure 2.3: Optimal designs for known parameters θU87 and θV79. D-optimal designs (closed squares)
with two and up to six support points, overlaid on top of the model’s solutions. Non-local
optimal designs (open squares) for one and up to three support points are also shown.
They are different from D-optimal designs, but approach these for three support points.
For comparison, sampling schemes used in the original experiments are also provided.
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Figure 2.4: Approximate volume (in arbitrary units) of the credibility region for different positions of
a single support point. The position which minimizes the volume (star), minimizes the
uncertainty in the parameter values, and maximizes the information content of the data.
the estimates approach point estimates and are thus asymptotically identifiable. Together, this shows
that three support points are necessary and sufficient to identify the parameter values θU87 and θV79
in the limit of large sample sizes.
2.2.4 Batch-sequential most likely D-optimal design
So far we analyzed D-optimal designs assuming that we knew the underlying parameter values. This
of course is not practical, because the parameter values are exactly the quantities that we want to
estimate. In this section we will address the more realistic scenario in which the parameters are not
known. As outlined in section 2.1.1, batch-sequential design is, under these conditions, a possible
strategy to approach the D-optimal sampling scheme in a step-wise fashion. Because we learned
before, that three support points seem sufficient to identify the parameters values, we will concentrate
on a batch size of three. As a reasonable target, we assume that we want to infer, from a proliferating
cell population and under realistic measurement noise, all the model parameter values up to a minimal
accuracy of one hour (i.e., max(|CI|) ≈ 1 hour). Two questions which become of practical importance
are then: how many batches do we need and how many samples should we collect per support point
in order to attain this goal? Again we will use the parameter sets θU87 and θV79 and simulated data
to exemplify the situation.
Suppose, for the sake of generality, that we don’t know anything or almost anything about the cell
population under study. We have nevertheless a vague idea about cell cycle kinetics in general. For
example, looking at the literature on cell cycle parameter estimates (see Table 2.1), one finds that
the average S phase duration lasts between 5 and 27 hours. Or, if one excludes estimates for in vivo
cancer cells, the average S phase duration seems to lie in between 5 and 11 hours. Bayesian D-optimal
design allows to include this kind of knowledge, in form of a prior, into the optimization procedure.
As discussed in Section 2.1.1, one may then decide to maximize Eq.2.2, to derive the most informative
design. Unfortunately, this expression has one important limitation, making it unsuitable for our
case. It only permits, due to the use of the logarithm, positive values for det(M(ξ,θ)). It is however
common to find, in our situation, for a given experimental design ξ, a parameter combination for
which det(M(ξ,θ)) becomes negative, indicating that the likelihood diverges, perhaps only slightly,
from the normal distribution. As a more robust alternative, we propose not to choose a design which
maximizes the average log(det(M(ξ,θ)), but instead to seek after the most likely D-optimal design
ξ̂. This can be formalized as follows
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Figure 2.5: MCMC output for approximate ML estimates (N=104) showing that three D-optimal
support points are necessary and sufficient to identify θU87 and θV79.
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where ξ̂(θ) is the D-optimal design for parameter θ, δ is the Dirac delta function and p(θ) represents
the prior knowledge over the model parameters. Thus, by maximizing the integral, which ‘enumerates’,
weighted by the probability of θ, the number of times a given design is D-optimal, we obtain a design
which is D-optimal more often than any other design.
A Monte Carlo algorithm to compute the most likely D-optimal design
A Monte Carlo scheme to derive ξ̂ approximately is :
1. draw θi from p(θ),
2. maximize det(M(ξ,θi)) to find ξ̂(θi),
3. sort the individual design points in ξ̂(θi) in ascending order,
4. return to 1. until a large number of ξ̂(θi)s are collected, otherwise proceed to 5.,
5. estimate the density in design space from the set of sorted ξ̂(θi)s,
6. search for the global maxima of the density, which should be close to ξ̂.
It is important to notice that the accuracy of the final ξ̂ depends on several factors, first the effectivity
of the algorithm that is used to globally maximize det(M(ξ,θi)), then the number of ξ̂(θi)s that
are computed to derive the density in the design space, and finally the technique that is used to
estimate the density and its maxima from the ξ̂(θi)s. For our analysis, we rely as before on automatic
differentiation to compute the Hessian matrix, the CMA evolutionary algorithm is utilized to maximize
the determinant and for the density estimation we assume a gaussian mixture model with ten kernels,
optimized by the expectation maximization (EM) algorithm (see [121] and Appendix, Algorithm),
with a number of ξ̂(θi)s in the range of 500-1000. Finally the global maxima of the density is found
by the Broyden-Fletcher-Goldfarb-Shannon (BFGS) gradient search algorithm implemented in the
C++ library shark [122] starting from each of the kernels of the Gaussian mixture [123].
Two batches are sufficient to identify θU87 and θV79 asymptotically
For the first batch, sometimes also called the starting design [120], we use values from the literature,
excluding estimates from in vivo cancer cells, in order to set up the prior. For simplicity, we take an
independent normal distribution for the average durations of each phase, with the same mean and
variance as the corresponding values in Table 2.1. As variability in phase durations was not reported
in most of these studies, we assume that any combination of α and β that yields the same τ̄ = α+β
is equally likely. For all subsequent batches we use as a prior the posterior over θ, representing the
information from all the data collected in the previous batches.
The initial most likely D-optimal design, given the above specified prior with three support points,
is found as ξ̂0 = {1.2 h, 13.5 h, 24.8 h}. This design represents a rational (in contrast to intuitive)
starting point for DNA-nucleoside pulse-chase labeling experiments for relatively fast in vitro or in
vivo dividing cells.
We then proceed by simulating a first batch, using θU87 as parameter and ξ̂0 as the sampling scheme,
with three repeats and a level of noise mimicking residuals estimated in the original U87 (N≈300) data
set. By subsequently examining the artificial data by MCMC, as we did before with the original data,
we find that the information content is insufficient to allow for asymptotic parameter identification.
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Especially the parameters for the G1 phase are again poorly resolved (not shown). Nevertheless, when
we employ this ‘partial’ knowledge in form of a prior over the parameters, to derive the next optimal
design, we get ξ̂1 = {3.5 h, 24.2 h, 43.4 h}. This design is, despite our ignorance about the parameter
values, already very close to the true D-optimal design, which is ξ̂∞ = {3.4 h, 23.4 h, 42.4 h}. In line
with previous results, we observe that ξ̂1 permits full parameter identification in the limit of large
sample sizes. Finally for the third batch we obtain ξ̂2 = {3.2 h, 22.9 h, 42.6 h}, confirming that the
D-optimal design is, as expected, approaching closer and closer to ξ̂∞.
For the parameters θV79 the same procedure, with a level of noise estimated from the V79 data set
(N≈600), yields ξ̂1 = {2.5 h, 11.6 h, 27.4 h} and ξ̂2 = {2.4 h, 12.0 h, 27.3 h} with ξ̂∞ = {2.2 h, 11.9 h, 27.5 h}.
Again this indicates that sequential designs converge relatively quickly to the true D-optimal design
and allow for full asymptotic parameter identification after about two batches.
A large number of samples are required to infer θU87 and θV79 precisely
Recalling our initial target, namely inferring, under realistic measurement noise, all the model pa-
rameter values up to a minimal accuracy of one hour, we can now address the question of how many
samples should we collect, say in a third batch, in order to attain this goal. It turns out that, while
the parameters for the G2M are determined with the desired precision using a moderate number of
samples, the parameters for the S phase and especially for the G1 phase are more difficult to infer
(see Fig. 2.6). Almost two hundred (for θV79) and more than four hundred repeats at the optimal
support point are necessary to reduce the uncertainty (95%-credibility interval length) in the S and
G1 parameter up to 1 hour (shown up to 100 repeats in Fig. 2.6). This is far more than most studies
can afford, and therefore inferring precise estimates for the variability of cell cycle phases, using this
method, seems unrealistic. However important quantities, like the average duration for each phase
and the total cell cycle length (see Fig. 2.6, bottom) are estimated with up to one hour precision using
less than 10 repeats.
The ability of the method to identify selectively the parameters of the G2M phase with relative ease,
is partly due to the fact that the fuG2M population can directly be observed. Moreover, the latter
population uniquely depends on the parameters αG2M, βG2M and µ. In contrast, the three other
populations (i.e., f lu, f ld, fuG1) are mixtures and therefore depend in a complex way additionally on all
or some of the other cell cycle parameters. This suggests that if we could prevent the intermixing of the
different cell populations, perhaps we could reduce the number of repeats that is required to estimate
cell cycle parameters with reasonable precision. This is precisely our strategy in the next section,
where we explore the potential of dual pulse-chase labeling in order to separate cell populations which
become indistinguishable during conventional single pulse-chase labeling experiments.
2.2.5 Dual pulse-chase labeling improves the quality of parameter estimates
As discussed in Section 2.1.2, dual pulse-chase labeling (DPL) experiments have been carried out in
the past, in general with the aim to increase the statistical power of the conventional single pulse-
chase labeling (SPL) experiments. Simple theoretical models have been developed in some of these
studies, to explain and interpret the kinetics obtained from DPL experiments, where the focus lay for
example either on the total number of single-labeled and double-labeled cells without distinction of
the cell cycle phase [20], or in the context of the FLM method on the fraction of single-labeled and
double-labeled cells in mitosis [22]. The combination of DPL with DNA content staining (e.g., DAPI),
which provides additional information about the cell cycle phases, remains however to our knowledge
experimentally and especially theoretically, largely unexplored.
The results in this section will confirm previous insights on the statistical power of DPL. The model
developed in Chapter 1 is employed to describe unlabeled, labeled and double-labeled cells in each of
the three cell cycle phases G1, S and G2M. D-optimal designs are derived and their increased efficiency
is compared to D-optimal SPL experiments. Finally, in line with the last point in the previous section,
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Figure 2.6: 95%-credibility interval lengths (|CI|) for the standard deviations (top row) and the average
durations (bottom row) of the phase completion times as a function of repeats at three
approximate D-optimal support points, derived from batch-sequential design. The |CI|s
for the delays (βi) are very similar to the standard deviations (αi) and are therefore not
shown. One can see that while the average duration for each phase are estimated with
reasonable precision using about ten repeats, the uncertainty in αG1 remains, even after
one hundred repeats, above the target of one hour (dashed line).
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τG1 τS τG2M total cell line in vivo cancer reference
5.12 5.02 1.76 WB344 [124]
9.6 647V x [20]
10.9 MC26 x id
7.7 colorectal x id
27.2 colorectal x id
14.8 colorectal x id
18.2 colorectal x id
6.8 ret. trigone x id
23.0 cervix x id
10.8 floor of mouth x id
13.2 recur. prostate x id
16.6 renal x id
3.7 7.8 1.8 13.3 murine jenumum [10]
9.5 7.5 1.45 18.7 id id
4.5 5 11.5 id id
4.7 6.7 1.5 13.1 id id
3.2 8.3 1.65 13.1 id id
3.6 7.6 12.42 id id
4.5 8.0 1.5 14.0 id id
3.7 7.8 13.3 id id
5.6 7.0 1.4 14 CHO [18]
4.6 6.3 1.7 12.6 CHO id
10 3.6 murine lung [17]
39.4 9.4 11.7 60 Kag cancer x [21]
13.8 14.8 9.7 38.3 id x id
13.4 13.1 19.6 46.1 Vaa cancer x id
20.9 10.4 14.5 45.8 id x id
34.9 6.3 21.9 63.1 ScuL cancer x id
6.2 9.9 3.1 19.2 ScuS cancer x id
6.6 8.0 5.9 20.5 id x id
31 17.5 4.6 53.1 Fro cancer x id
10 12.4 5.4 27.8 id x id
Table 2.1: List of cell cycle parameter estimates from the literature (all values in hours).
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batch-sequential design is carried out in silico, and the number of batches and the number of repeats
necessary for reasonable precision and accuracy in the parameter estimates is assessed. Experimental
validation of the results, although essential, is out of the scope of the present investigation, and is
scheduled for future work (see Fig. 2 for a preliminary experiment in which Jurkat cells were pulse-
labeled first with EdU, then with BrdU).
Nine instead of four subpopulations identifiable by DNA-nucleoside DPL
While there exist many possible variants of DPL (see Section 2.1.2), the protocol we consider here,
uses two different nucleoside analogs which, when incorporated into the DNA of a cell, are specifically
detectable concurrently with DNA content by FACS analysis. A candidate pair of analogs could be,
for example, the commonly used BrdU together with the recently discovered thymidine analog EdU,
however the method is not restricted to these.
An important characteristic of the protocol, which distinguishes it from those used in the studies
discussed in Section 2.1.2, is that one of the two pulses is always placed immediately before cell
fixation (see Fig. 2.7). The latter strategy bears several conceptual, theoretical and experimental
advantages. First, from an experimental point of view, this protocol, if applied in an in vivo context,
allows to label cells ex sito with the second nucleoside analog. As a consequence, the amount of possibly
carcinogen nucleoside analog the organism is exposed to is reduced. Secondly, the populations that
can be identified by DPL in combination with measuring the DNA content, are, as we will see, easy to
interpret, and represent cell populations with are, in contrast to a protocol in which the second pulse
is not administrated immediately before fixation, ‘pure’ and not mixed in respect to their cell cycle
phase. Thirdly, mathematical treatment is significantly simplified, especially because predictions for
double-labeled cells are much more complex than their single-labeled counterparts. Finally, single-
pulse optimal designs with two support points, derived with the non-local method in Section 2.2.3,
were found to have one of the two support points placed at time zero. Because dual pulse labeling
data contains (i) the same information than two single pulse labeling experiments plus (ii) the extra
information from the double-labeled population, the results from optimal single pulse labeling indicate
that the information in (i) may be maximized by the protocol. We will come back to this point in the
discussion.
To appreciate the additional populations identified by DPL, data from a single pulse-chase labeling
experiment was artificially colored, to mimic the expected FACS output from proliferating cells labeled
according to the protocol described before. In Fig. 2.8, besides the usual gates defining the populations
f lu, f ld, fuG1 and f
u
G2M
as before (see Fig. 1.3), cells that have incorporated the second label are drawn in
red and subpopulations that can be identified based on the two labels are indicated by rounded squares.
For the time immediately after the pulse (i.e., t = 0), no extra information is gained by the second
pulse. However, already two hours later, two additional population can be discerned. Twelve hours
after the first pulse, seven population, instead of three, can be recognized. Thus by resolving each
of the four initial population according to the cell cycle phases, it is possible to measure the kinetics
of in total nine populations (f lu → {f luS , f luG2M}, f
ld → {f ldG1 , f
ld
S , f ldG2M}, f
u
G1




}). Because all these kinetics depend on the cell cycle parameters, each of them
can in principle tell us something about the phase completions times. However some information is
redundant. For example if f luS and f ldS is measured, then fuG1,S is defined by the total fraction of cells in
S phase, because nS = f luS + f luS + fuG1,S. Similarly from f luG2M , f
ld
G2M




by knowing the frequency of cells in G2M phase.
Notice that the predictions for all ‘new’ populations are readily given by the solutions Eq. 1.26 derived
in Chapter 1 (e.g., f luS = nS0; f luG2M = n
S
1; f ldG1 = n
S
2; fuG2M,G2M = n
G2M
0 ). In contrast to the treatment of
SPL experiments, pooling together several populations has become largely unnecessary. Thus, in-




Figure 2.7: Single and dual pulse-chase labeling protocol for cell culture experiments.
Figure 2.8: Artificial staining of SPL data, showing seven of the nine subpopulations that could po-




can be followed by SPL, have each been subdivided according to the cell cycle phases.
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Figure 2.9: Optimal designs for known parameters θU87 and θV79. D-optimal designs (closed squares)
with two and up to six support points, overlaid on top of the DPL model solutions. Non-
local optimal designs (open squares) for one and up to three support points are also shown.
Two support points are necessary and sufficient to identify θU87 and θV79
Following mostly the steps in the previous section, we first analyze optimal designs for known param-
eter values. For θU87 and θV79, Fig. 2.9 shows D-optimal design (filled squares) and non-local optimal
designs (open squares) for the DPL protocol. As a general trend, the optimal design points for DPL
differ from those for SPL experiments and are positioned closer to time zero. As before, however,
design points are placed within the time window between the last pulse and the return to the system’s
absorbing state (i.e., fuG1=1). When testing the optimal design with one and two support points in
the limit of large sample sizes, it turns out that two but not one support points are sufficient to reach
asymptotic parameter identifiability (not shown).
Batch-sequential designs for θU87 and θV79 converge approximately after two batches
As before, we initiate the batch-sequential design procedure with the most likely D-optimal design,
based on a prior reflecting literature data (Table 2.1 excluding in vivo cancer studies). We obtain for
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the first batch ξ̂0 = {1.2 h, 5.3 h, 12.2 h}, which measures the kinetics at somewhat earlier times than
the starting design for SPL experiments.
For θU87, using simulated data with three repeats and appropriate noise, we then find for the second
optimal batch ξ̂1 = {6.2 h, 11.3 h, 21.2 h}. In the case of θV79, we compute the most likely D-optimal
second batch as ξ̂1 = {8.0 h, 20.4 h, 25.4 h}. These second optimal batches indicate that the designs
converge, as it was the case for SPL, relatively quickly towards the true D-optimal designs, with are
derived for DPL as ξ̂∞ = {5.64 h, 11.2 h, 20.8 h} and ξ̂∞ = {7.8 h, 20.2 h, 26.1 h} for θU87 and θV79
respectively.
Around ten repeats are required to infer θU87 and θV79 precisely
With a good approximation of the D-optimal design in hands, which should guarantee, as we have
seen before, parameter identification, we are now in the position to examine the important question of
how many samples we need to estimate the parameters precisely. As done in the corresponding section
on SPL, we compute the 95%-|CI|s for increasing number of repeats. Furthermore the parameter N ,
which specifies the effective population size, was fixed as before to 300 and 600 for the parameters
θU87 and θV79 respectively.
In Fig. 2.10 we show, using the optimal designs from the second batch, the 95%-|CI|s of the α
parameters (top row), corresponding to the standard deviations of the phase completion times, and
the 95%-|CI|s for the average duration of each phase τG1 , τS and τG2M (bottom row). One can see
that for 10 repeats, all parameters are determined up to one hour precision. This is about forty times
(!) less than the number of repeats required for the same parameter values, using SPL instead of DPL.
Being able to resolve each of the four population from SPL according to their cell cycle phases thus
comes with an enormous increase in precision.
Finally it is noticed that the least determined parameter always dominates the estimates for the
total cell cycle. For example, if we want to estimate the variance in the cell cycle duration, i.e.,
σ2T = σ2G1 + σ
2
S + σ2G2M, then even if we know σS and σG2M exactly, uncertainty in αG1 = σG1will
prevent precise inference of σ2T . Therefore, even if only the average or variability in the cell cycle
duration is of interest, it is important, with this method, to reduce uncertainty in the corresponding
quantities for all cell cycle phases.
2.3 Discussion
In this chapter, we have analyzed ways to improve DNA-nucleoside pulse-chase labeling experiments.
First, we optimized the sampling schemes of single pulse-chase labeling experiments for known pa-
rameters, and found that three D-optimal support point are necessary and sufficient to determine
parameter values in the limit of large sample sizes. Then we used batch-sequential design to derive
most likely D-optimal support points for the more useful case in which the parameters are not known.
We found that two or three batches were sufficient to approach very closely the D-optimal design,
but had to realize that far too many repeats are required to infer all the parameters with reasonable
precision. To overcome this limitation, we modified, as previously done by others, the conventional
single-pulse method, and added a second nucleoside analog pulse to the protocol. This reduced in
silico significantly the number of repeats required for high quality parameter estimates, suggesting
DPL in combination with the model-based inference strategy developed herein as a promising new
method to infer cell cycle parameters with high precision. There remained however some aspects of
the methodology which could not fully be explored.
One obvious flaw of the work presented herein, is the fact that the results have not been verified by
‘real’ experiments. Attempts to implement the DPL protocol have unfortunately remained preliminary
(see a preliminary experiment in Fig. 2 where Jurkat cells were pulse-labeled first with EdU, then 30
minutes later with BrdU). Nevertheless, even though the results are so far purely based on simulations,
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Figure 2.10: 95%-credibility interval lengths (95%-|CI|) for the standard deviations (top row) and the
average durations (bottom row) of the phase completion times as a function of repeats at
ξ̂1 for DPL experiments. This shows that, for the same number of repeats, DPL yields
more precise estimates for all cell cycle parameters when compared to SPL (see Fig. 2.6).
Moreover, ten instead of four hundred repeats, are sufficient to reach our target of a
minimal 95%-|CI| of one hour.
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we are confident that they will hold in the real setting. Out of prudence, one might however ask, which
‘surprises’ are to be expected, when applying the proposed methodology in the laboratory. First of all,
the model might not reproduce as well the kinetics obtained from DPL than those from SPL. If this is
the case, the model can be modified, for example, by adopting a delayed hypoexponential completion
time for each phase, instead of the more simple delayed exponential density. The theory, especially the
way we solve the average kinetics and the way we derive D-optimal designs, would essentially remain
the same. Another complication that may arise are the unknown long-term (>24 hours) effects of
the nucleoside analogs BrdU and EdU on the proliferative behavior of labeled cells. However, this
issue is common to all nucleoside pulse-chase experiments [125], and minimizing the amount of label
incorporation should help to reduce the impact of this potentially harmful factors.
As mentioned before, placing the second pulse in DPL immediately before cell fixation has a number of
advantages. However, we could not conclusively show that this represents the best design strategy. To
confirm this, one would need to derive predictions for double-labeled cells, which is not straightforward
due to their complex history which has to be taken into account. Even though, in Chapter 3, we will
solve kinetics of double-labeled cells, we only consider double-labeled cells which are and remained in
S phase during the two pulses. This is justifiable in that case, because the time lapse between the two
pulses, specified by the original experiments, was only three hours.
Finally, after analyzing the performance gain of DPL over SPL, one might naively ask whether triple
pulse-chase labeling (TPL) could further improve the potential of kinetic cell cycle experiments. The
answer is : Yes. Recalling that DPL contains as a lower bound the information of two SPL experiments,
TPL contains at least the information of three SPL experiments. Because we could show that three
D-optimal SPL support points are sufficient to asymptotically identify the parameters θU87 and θV79,
we can anticipate, that a single optimal TPL sample will be sufficient for parameter identification
in the limit of large sample sizes in this case. Moreover, with the additional information of double-
and triple-labeled cells the method will certainly outperform SPL and DPL in terms of statistical
power. And the fact that a single sample might be sufficient for complete parameter identification,
represent an interesting perspective for in vivo experiments or even for potential clinical applications,
where taking a biopsy from the tissue of interest (e.g., a tumor) more than a single time might not
be possible. While double pulse labeling (without DNA content staining) have been studied since




3 Proliferation and Migration in Germinal Centers
3.1 Motivation and Background
In the first two chapters of this thesis, our focus lay on estimating cell cycle parameters from exponen-
tially growing cell populations. While arguably of practical importance, for instance in the analysis of
cell culture growth, initial stages of immune responses and acute lymphomas, unlimited or free growth,
due to its transient nature, represents necessarily a rather exceptional scenario. More common, and
therefore probably more relevant, are situations of cell populations proliferating under homeostatic
control, wherein the number of newly produced cells is counter-balanced by cell death, emigration or
differentiation. Examples of homeostatically controlled cell population include most if not all healthy
tissues in human adults, stem cells, naive immune cells, red blood cells, chronic lymphomas and other
temporarily non-growing cancers.
In this chapter, we will expand the concepts and the modeling approach, proven successful before in the
in vitro context, to a more complex in vivo environment, presumably under temporary homeostatic
control. The specific environment we will focus on are transient anatomical structures known as
germinal centers (GC), which play a key role in the humoral arm of the adaptive immune response.
Class switch recombination, somatic hypermutation, affinity maturation as well as clonal expansion
and differentiation into plasma and memory B cell all occur or at least depend on GCs (for more
details see Section 3.1.1).
As was shown by many years of research, central for performing these distinct, yet interleaved functions,
is cell division. Studying cell cycle kinetics in GCs is however hindered by the fact that the latter are
heterogeneous dynamic entities, involving a complex interplay between proliferation, cell migration,
differentiation and affinity selection. In this chapter, by integrating some of these processes into a
model-based cell cycle analysis, we aim not only at improving our understanding of proliferation in
GCs but also at reconciling some of the apparent contradictory findings about GCs that have been
reported in the literature.
After a short introduction into the humoral immune response, the role of GCs and their spatial
organization are briefly reviewed. Because GCs represent an especially fertile field in theoretical
immunology, the major insights gained from GC modeling studies are recapitulated. Finally, former
studies which reported on GC cell cycle estimates are reviewed. In the results section, two different
stochastic models are developed, solved and compared to five previously published data sets. With the
first model, overall proliferation and selection in the GC B cell population is analyzed, using in vivo
DAPI-BrdU pulse-chase labeling data of GC B cell populations. With the second model, proliferation
and migration is studied, specifically in the so-called dark zone (DZ) of GCs, relying on published
data from BrdU double-pulse labeling, in vivo photoactivation and stathmokinetic experiments. The
main findings from this modeling attempt, namely the existence of a transiting subpopulation in the
DZ and the influx of cycling cells from outside into the DZ of GCs are elaborated on in the discussion.
3.1.1 Characteristics of germinal centers
According to current beliefs, a typical humoral immune response is initiated when one or several
recirculating naive B cells bind via their surface B cell receptors with sufficient ‘strength’ to antigen-
antibody immune complexes on follicular dendritic cells (FDC) in primary follicles of secondary lym-
phoid organs [128]. Activated B cells then internalize the antigen and migrate to the periphery of
the follicle in which they became activated [129]. Here they seek to interact and receive help from
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activated T helper cells by antigen-derived peptide-MHC (pMHC) complexes presentation on their
surface, in order to become fully committed [130].
Antigen-specific T helper cells, on their turn, are activated by dendritic cells in the T cell zone, however
only if the latter had previously internalized the antigen or antigen-antibody immune complex by
unspecific phagocytosis [131] and are thus capacitated to present, like the activated B cells, antigen-
derived pMHCs on their surface.
After full activation, B cells then either commit to the so-called extra-follicular B cell response or
engage into the formation of GCs. In the first case, the activated B cells undergo rapid clonal expansion
followed by differentiation into short-lived plasma cells. Plasma cells are able to produce quickly large
amounts of low-affinity germline encoded antibodies or somatically hypermutated antibodies, if specific
memory B cells from a previous encounter with the antigen become activated [132]. B cells that engage
into the formation of GCs return to the follicle in order to found, with the help of cognate follicular
T helper cells, FDCs, tingible body macrophages and probably a small number (e.g., 5-50) of other
clonaly unrelated but antigen specific B cells a new germinal center [133,134].
Typically, a few hundred such new germinal centers are formed in secondary lymphoid organs over
the course of several weeks after antigen challenge. Depending on the experimental protocol, peak
GC B cell numbers are observed between 5-10 days after immunization, which slowly wane away in
the subsequent weeks [134,135]. The processes associated with the appearance and the disappearance
of GCs have collectively been termed the germinal center reaction (GCR). Its fundamental role in
adaptive humoral immunity has extensively been studied and will be described in more detail in the
following sections.
The role of germinal centers
The role of GCs in adaptive humoral immunity is at least three-fold. The GCs provide microenviron-
ments or niches within which (i) affinity maturation, (ii) differentiation into high-affinity plasma and
memory cells and (iii) class switch recombination occur [135].
• Affinity maturation denotes the increase in average affinity of serum antibodies towards the
epitopes of a given antigen after immunization. Initially discovered by Eisen et al. [136], it
has later been postulated that affinity maturation is driven by a GC restricted Darvinian-like
process of clonal expansion, mutation and selection, favoring survival of B cell clones bearing
hypermutated surface antibodies with higher affinity towards prevailing antigens [137,138]. This
view is supported by several classical and recent experimental observations which show a re-
markable combination of proliferation, mutation and selection sharply localized to GCs. First,
proliferative activity in GCs is significantly higher when compared to other locations in lymphoid
organs or the blood [139,140]. This indicates that GCs are the major site of B cell clonal expan-
sion during adaptive immune responses. Secondly, somatic hypermutation, i.e., random point
mutations mostly introduced into the IgV region of B cell receptor genes, and the associated
expression of activation induced cytidine deaminase (AID), was also found highly restricted to
GCs [141]. Thirdly, selection occurring in GCs has been ‘demonstrated’ by sequencing B cell
receptor encoding genes from e.g., single cells picked from serial section of GCs [133, 142–144].
Genealogies generated from these trees suggest an ongoing selection process, with a high ratio
of replacement versus silent mutations and affinity enhancing mutation acquired in a step-wise
fashion [145]. However the interpretation of these findings is still a matter of debate, mainly due
to the limited number of receptors sequenced, an issue that might hopefully be resolved in the
near future by next generation sequencing.
• Differentiation of GC B cells into memory B cells and long-lived plasma cells is known to be
initiated within GCs, even though the exact mechanism remains to be elucidated [146]. Both cell
phenotypes, memory B cells and long-lived plasma cells are considered as the final outcome of
an adaptive humoral immune response and together are complementary in providing protective
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humoral immunity. After encounter with cognate antigen, memory B cells undergo more rapid
reactivation and mount a faster and more potent humoral immune response than their naive
inexperienced counterparts [147]. Plasma cells, on their turn, are highly hypermutated and are
found mostly in the bone marrow, a niche which is known to promote their survival. Here they
produce, over extended periods of time, antibodies which diffuse into the body fluids, where they
mediate clearance of any object they bind to [148]. As mentioned before, little is known about
the mechanism that lead inside or outside GCs to one or the other fate [149], but it has been
suggested that high affinity GC B cell preferentially become plasma cells [150].
• Class switch recombination (CSR) is, as somatic hypermutation, an AID dependent mech-
anism [151], and as such probably largely restricted to GCs. CSR allows plasma cells to target
their effector function (through diffusing immunoglobulin) to specific anatomical sites in the
body, by switching the gene fraction coding for the constant regions of the immunoglobulin
heavy chain., i.e., the class (IgA, IgE, or IgG) of the antibodies, they produce. Besides of de-
termining its preferential location in the body, the class of a given antibody also determines
its potential life time and influences the behavior of other components of the immune system,
e.g., the complement system and macrophages, it interacts with. Despite the important role in
‘focusing’ the humoral immune response to certain environments in the body, the way by which
GC B cells ‘decide’ to which class they switch remains, as with the fate decisions regarding
plasma and memory differentiation, enigmatic [147].
Germinal center organization
In order to carry out their distinct functions, GCs seem to be tightly organized both spatially and
temporally [135]. A spatial compartmentalization, that can be readily visualized by immunohisto-
chemistry based on staining pattern, are the light zone (LZ) and the dark zone (DZ). Historically, B
cells in the LZ are called centrocytes while B cells in the DZ are termed centroblasts.
• The LZ harbors most of the follicular dendritic cell network and attached iccosomes (immune
complexes in highly ordered units). It also shows a higher density of follicular T helper cells [152],
which are known to provide important pro-survival signal to GC B cells via direct cell-cell contact
and cytokine secretion. Together these observations have been suggestive for a model, in which
selection of GC B cells bearing antibodies with higher affinity towards the prevailing antigen is
mainly carried out in the LZ, however no definitive consent has been reached [26].
• Cells in the DZ show higher expression of AID [153], indicating that somatic hypermutation and
class switch recombination preferentially occur in this zone. There is also a clear bias of mitotic
figures in the DZ when compared with the LZ [36]. This fact had been interpreted in the past
as an indication that cell proliferation is restricted to the DZ. BrdU pulse labeling [24, 37] and
Ki-67 staining [135] have however repeatedly shown that cells in both zones are actively cycling.
Reconciling both observations, recent experimental work indicates that not proliferation but
cytokinesis exclusively occurs in the DZ [153].
Over the years a general picture emerged, based on live-imaging, histoimmunological staining and gene
expression studies, in which GC B cells in the DZ and LZ represent relatively similar phenotypes, with
only minor but reproducible differences in gene expression profiles [26]. It has been proposed that GC
B cells may switch rapidly from one phenotype to the other in a possibly cell cycle specific manner [141].
Germinal center migration
Although spatially segregated, the DZ and LZ cell populations are not completely isolated from each
other. Cell migration from the DZ to LZ, initially proposed to explain [3H]-thymidine pulse labeling
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Figure 3.1: Evolution of germinal center models over the last fifty years. Graphs are reproduced from
the original papers for historical reasons (A, [61]; B, [154]; C, [26]).
experiments in the early sixties [61], was confirmed in 2007 directly by two-photon imaging in lymph
nodes of living anesthetized mice [24,25,37]. Migration in the opposite direction, i.e., from the LZ to
the DZ, postulated by mathematical models of affinity maturation [154], was also observed in these
studies. The reported quantitative estimates of migration rates between the zones remained however
controversial, mainly due to the relatively short recording times and the limited volume that could
be imaged. This issue was resolved to a certain extend in 2010 by a novel experimental approach in
which GC B cells in the DZ and the LZ of genetically modified mouse were photoactivated and tracked
for up to six hours [153]. This confirmed again cell migration in both directions with a clear net flux
from the DZ towards the LZ. Unfortunately these technically challenging experiments have not been
reproduced or published yet by other research groups.
3.1.2 Cell cycle analysis in germinal centers
Many different methods have been employed to infer GC cell cycle parameters in both mice and rats
(see Table 3.1). Early studies by Hanna et al. in 1964 [61] made use of radioactive thymidine which gets
selectively incorporated into the DNA of cells that are in the process of replicating their genome. By
following cells that became labeled by a short pulse of [3H]-thymidine over one division cycle (grain
count diminution method), the doubling time, defined by the authors as the time it takes cells to
complete the S, G2 and M phase (excluding the G1 phase !), was determined for centroblasts, i.e., GC
B cells in the dark zone of the germinal center, to range between 5−7 hours. A stathmokinetic study
(metaphase arrest method) presented by Zaitoun et al. [38] in 1980 concluded that the ‘apparent’
cell cycle time in the overall germinal center ranged from 15−17 hours. In the same report two
alternative methods, namely the fraction of labeled mitotic figures (FLM) technique and pulse labeling
with tritiated thymidine, yielded somewhat different average estimates of 12.3 hours and 19.4 hours
respectively. A similar study carried out by Zhang and co-workers in 1988 [36] reported for centroblasts
a birth rate coefficient of 15 % per hour, which translates under common assumptions1 into a generation
time of 6−7 hours (i.e., 100/15 = 6.6). In 1991, Liu et al. [134] undertook an in-depth study of sites of
B cell activation during primary and secondary immune responses in rats. The authors concluded from
immunohistology examinations of in vivo BrdU pulse labeled spleen sections that B cells in the light
zone were renewed by cells from the DZ every 7 hours and that the generation time of cells in the DZ
was about 6 hours. Later, Hollowood and colleagues [60] carried out a thorough stathmokinetic study
measuring GC cell birth rates at several stages during the primary and secondary immune response.
They found that pre-existing GC in unimmunized animals had a mean cell birth rate coefficient of 3.3
1To interpret stathmokinetic data it is common to assume that the generation time equals the reciprocal of the mitotic
entry rate coefficient. In principle this requires, in order to represent a valid approximation, a homogeneous and
self-sustained proliferating cell population in steady state, in which in average half of the new-born cells die or leave
the population immediately after birth (see Introduction).
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Method Data Quantity Estimate Author Ref.
grain count dimin. 1964 doubling time (DZ) 5-7 Hanna [61]
FLM 1980 G1, S, G2, gen. time (GC) 6.0, 4.8, 1.4, 12.3 Zaitoun [38]
stathmokinetic id. birth rate, gen. time (GC) 6% per h, 16.4 id. id.
stathmokinetic 1988 birth rate, gen. time (DZ) 15% per h, 6-7 Zhang [36]
BrdU and histo. 1991 gen. time (DZ) 6 Liu [134]
stathmokinetic 1992 birth rate (established GC) 3.3 % per h Hollowood [60]
BrdU-DAPI 2007 gen. time (GC) >12 Allen [37]
BrdU-DAPI 2007 gen. time (GC) 6-8 Hauser [24]
Table 3.1: Overview over cell cycle estimates from GCs in the literature. Values of the estimates are
given in hours, if not otherwise indicated.
% per hour. Two days after primary immunization this coefficient decreased to 1.8 % per hour followed
by an almost threefold increase up to 4.4 % per hour on day four. Thereafter, it returned to its initial
level by day 7, i.e., 3.3 % per hour, and remained stable for the rest of the experiment. Notably no
attempt was made in this article to estimate the generation time in GCs. However using common
model assumption an apparent generation time in established GCs of 30−31 hours (i.e., 100/3.3 = 30.3)
can be derived. A more recent study by Allen et al. in 2007 [26] questioned previous low estimates on
generation times of GC B cells. Based on DNA-BrdU pulse labeling, the authors pointed out that the
average GC B cell-cycle time most probably lay above 12 hours in their experiments. Concurrently
Hauser et al. [24] observed during a comparable study a considerable number of GC B cells reentering
S phase after 6-8 hours, showing that at least some cells did complete part of the S, the G2, the M
and the G1 phase during this time interval.
3.1.3 Theoretical insights from germinal center models
Since the seminal paper by Kepler and Perelson in 1992 [154], understanding affinity maturation has
remained one of the central themes in the GC modeling field. By analyzing a deterministic differential
equation model of a GC B cell population, divided into several affinity classes, Kepler at al. found,
based on a numerical optimal control treatment, that a mutation schedule with brief bursts of high
mutation rates interspersed between periods of mutation-free growth would lead, in their model, to
most efficient affinity maturation. Relating these theoretical results to biology, it was suggested in this
same paper that such a model could provide a framework within which the anatomy and kinetics of
the germinal center reaction could be understood. They proposed that the derived optimal mutation
schedule, coined cyclic re-entry, was realized in the GC either by cohorts of i) selected centrocytes
reentering the DZ via the outer zone, ii) memory B cells re-entering the GC via the circulation, or
iii) memory B cells colonizing a new germinal center. Later, this model was adapted to account for
antigen decay [155], stochasticity [156], explicit centrocyte to centroblast conversion [157, 158] and
mutation occurring at transcription or at replication [158]. A major insight from these additional
modeling studies was that recycling remained in most scenarios a necessary feature to explain efficient
affinity maturation.
A hint, that affinity maturation might however not be as efficient as previously thought, came from a
study analyzing B cell receptor (BCR) sequence data from cells picked in single GCs during the anti-4-
hydroxy-3-nitrophenyl-acetyl (NP) immune response. Radmacher and Kepler computed in 1998 [159]
the mean waiting time τkey for a key mutation2 to appear in a GC of size 10000 as follows
τkey =(660× 10−3 × 0.19)−1 ≈ 8 hours
2A recurring mutation in a certain immunoglobulin heavy and light chain rearrangement that is known to increase the
affinity to NP several fold.
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where 660 is the number of new cells produced per hour in established GCs [60], 10−3 is the mutation
rate per base pair per cell division and 0.19 accounts for the fact that the key mutation involves a
G → T transversion, which occurs at a rate of 19% per G mutation (see references in [159]). This
estimate was in stark contrast to the estimate of 8.3 days obtained from a maximum-likelihood method
based on their BCR sequence data. This finding was later termed the key-mutation discrepancy [145].
Several non-exclusive explanations have since been provided to explain why so few key mutations have
actually been observed, despite the fact that cells carrying this mutation should frequently be generated
in GCs. While Radmacher et al. argued that many cells bearing key mutations are overlooked due
to stochastic selection, Kleinstein et al. [145] put forward the idea that blocking mutation are most
important in preventing establishment of high-affinity B cells. Interestingly, if one adds to the above
computation, as proposed in the original paper by Radmacher et al., a factor 0.145 which accounts
for the key-mutation being in a cold-spot and a factor 0.25 which is an estimate for the probability
that a lethal mutation is acquired concurrently with the key mutation, one computes τkey ≈ 9.1 days,
which is even longer than the estimate based on the sequence data. This makes clear how much the
key-mutation discrepancy depends on quantities that are extremely difficult to estimate, and leaves
open the intriguing question whether affinity maturation is highly efficient or inherently ‘wasteful’.
Further preventing a clear answer to this question is the fact that any reasonable model of affinity
maturation needs to define an affinity space. Specifying a realistic affinity space is however a very
complex undertaking and remains an unsolved problem [154]. Usually GC models circumvent this
by making some simplifying assumptions, e.g., a small number of affinity classes [154, 158], mutation
decision trees specific for certain canonical hapten responses [145] and low-dimensional shape-space
models [160]. Importantly any conclusions concerning the efficiency of affinity maturation in GCs
remain dependent on these assumptions.
Another aspect of affinity maturation, which has received considerable attention in the field, is the
selection process per se. Hypermutated GC B cells with increased affinity relative to their peers
are usually assumed to receive more survival signal or are induced to expand more rapidly, and
several mechanism have been devised to account for this preferential treatment. While some studies
explored antigen masking [161] and cellular sorting [162], other groups investigated the role of FDC
dynamics [155] and T-cell help [157]. In this context, fast take-over rates estimated from DNA sequence
data collected during anti-hapten immune response became of interest, because these indicated high
stringency in the selection process. More precisely, early GCs (day 10 post immunization) which were
found to contain B cells bearing key-mutations, were constituted exclusively of key-mutants. This
observation suggested that the latter had quickly outcompeted germline cells. However, as pointed
out by Kleinstein et al., fast take-over rate estimates were based on data from a single GC (!) of
unknown size, who had apparently been founded already by a key-mutant. Thus, instead of indicating
fast take-over rates, the finding above could alternatively provide support for the hypothesis by Kepler
and Perelson, in which selected GC B cells may emigrate from their follicle in order to colonize a new
follicle. This would also be in line with the observation that GC seeding is an on-going process
throughout the GCR [163].
Until recently the most important data for GC modelers, besides of DNA sequences, were the average
numbers of GC B cells in spleen and lymph nodes during the GCR. These highly reproducible kinetics
have extensively been used to validate population dynamics predicted by the models mentioned before
[155,156,162]. In addition to growth, the termination of the GCR has been studied as well [164,165],
however conclusive results were difficult to obtain based on these kinetics alone. Besides of average
GC B cell numbers in spleen and lymph nodes, GC volume distributions have also been subjected to
model-based analysis, leading to the hypothesis that GCs might undergo sudden collapses due to e.g.,
the appearance of a key-mutant [163].
With the advent of two-photon microscopy, it became feasible to image GC B cells as they migrate
and divide in their natural environment in vivo [24, 25, 37]. This prompted several groups to develop
complex agent-based GC models able to reproduce simultaneously GC B cell migration pattern, cell
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division, dark and light zone formation, affinity maturation, differentiation and T-B cell interactions
[85, 160, 166]. These models were utilized to test the conclusions drawn from 2-photon microscopy
studies, with the main insights that persistent random walk could explain well GC B cell migration
and that imaging times and volumes in the two-photon microscopy experiments had been insufficient
to estimate accurately transzonal migration rates.
3.1.4 Germinal center models of proliferation and migration
To conclude the introduction, we review the main GC models that have been proposed in the past,
especially focusing on proliferation and migration, while leaving, for the sake of comparison, other
important features, like e.g., affinity maturation and GCR initiation and termination, apart.
The so-called classical model of GC dynamics assumes that centroblasts divide rapidly in the DZ to
give continuously rise to non-proliferating centrocytes, which move to the light zone, where selection is
presumed to take place. Selected centrocytes then leave the GC to become memory or plasma cells. A
schematic representation of this model is shown in Fig. 3.2 A, where the gray area represent the DZ,
the white area is the LZ, straight arrows show cell migration and the closed circular arrows indicate
cell proliferation3. This model is usually attributed to Ian MacLennan [152], however it also matches
relatively closely the migration and proliferation pattern proposed in the study by Hanna (see Fig.
3.1 A and [61]).
Kepler and Perelson suggested, as discussed in the previous section, a modification to this simple model
in which centrocytes are, besides of differentiating into plasma and memory cell, allowed to recycle
back into the DZ (see Fig. 3.1 B and Fig. 3.2 B). This view was re-adopted almost fifteen years later
by Allen et al. and others to interpret live-imaging data of GC B cells in murine lymph nodes (see Fig.
3.1 C and [37]). Several aspects however differed from the original hypothesis, namely in this updated
model centrocytes recycled back directly through the DZ/LZ interface instead of taking an external
route and proliferation took place both in the DZ and in the LZ (see e.g., Fig. 3.2 C)4. Migration rates
were determined by Allen et al. as 4% per hour for cells migration from the DZ towards the LZ and
2% for cells migrating from the LZ towards the DZ. A similar behavior was observed by Hauser et al.,
which led these authors to conclude that migration, proliferation and also selection is predominantly
intrazonal [24].
As mentioned before, Victora et al. followed migration of GC cells over longer time periods, which
probably yielded more accurate cell flux estimates, compared to previous studies. They observed in
their experiments that 15% of cells migrated per hour from the DZ to the LZ while in the same time
only 1.5% (relative to the DZ) migrated from the LZ to the DZ (see Fig. 3.2 D). In addition, by
determining the frequency of cells in G1, S and G2M phase in the DZ and in the LZ, they surprisingly
found that cells in G2M phase were virtually absent in the LZ. This indicates that cells which are in
CC in the LZ, do not complete the CC therein (see e.g., Fig. 3.2 D). While it is currently unknown
where these cells undergo mitosis and cytokinesis, one plausible assumption is that they return to
the DZ. Together, this suggests that even though a sizable amount of cells in GCs progress through
parts of their CC in the LZ, they always complete it in the DZ. Based on these and other findings,
Meyer-Hermann et al. proposed that GC B cells selected in the LZ enter the cell cycle in the LZ,
then migrate to the DZ, divide twice with a division time of 6 hours and then either leave the GC as
plasma cells or return to the LZ for a further round of selection (see [85] and Fig. 3.2 D).
3Closed circular arrows have been used in previous GC studies to indicate intra-zonal migration [23,149]. Here they will
be used exclusively to denote cell proliferation, meaning that dividing cells are completing a full cell cycle within the
respective compartment. Open circles denote cells which complete only part of the cell cycle within the respective
compartment.
4Biological models, in contrast to mathematical models, are typically vaguely defined. Fig. 3.2 C is an attempt to
translate hypotheses expressed in [37] into a concrete mathematical model. It should not be regarded as ‘the’ model
proposed in the paper, but rather one possible model, consistent with the statements made therein.
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Figure 3.2: GC proliferation and migration models. A) The classical model of GC dynamics assumes
that B cells in the DZ (gray area) proliferate (closed circle) rapidly, then leave the CC
and migrate (straight arrow) to the LZ (white area) to get selected and become memory
and plasma cells [152]. B) The cyclic re-entry model assumes that some of the B cells
leaving the LZ can re-enter the DZ for further rounds of proliferation [154, 158]. C) An
updated model in which centrocytes recycle back directly through the DZ/LZ interface
and proliferation takes place both in the DZ and in the LZ [26]. D) A recent model based
on data from photoactivation experiments presumes a large net flow of cells from the DZ
to the LZ [85]. Notice that cells complete only part of their CC in the LZ (open circle)
and that they are leaving the GC through the DZ. E) Possible extension of the model that
will be analyzed in the last section of this chapter. Cells in the DZ belong either to a
self-renewing (left) or a trafficking population (right). Only the DZ part of this model will
be considered.
3.2 Results
Currently it is not clear, which of the models shown in Fig. 3.2 is most appropriate to describe
proliferation and migration in GCs. While textbook sections on GC biology still favor, perhaps due to
its simplicity, the classical model (see [34] and Fig. 3.2 A), the majority of investigators working in the
field probably ‘believe’ in some degree of re-cycling inside GCs (see e.g., [24, 25, 37, 153, 154, 156–158]
and Fig. 3.2 B-E). Despite this important paradigm shift in the community, the way how recycling is
organized remains to be elucidated.
3.2.1 Birth rates, S phase labeling index and DZ:LZ ratios argue against a classical
view on GC B cell proliferation
In a GC DZ cell population, as proposed by model A (see Fig, 3.2), with a birth rate coefficient of
15 % per hour, as measured by Zhang and co-workers for dividing cells in the DZ [36], and a 17 %
fraction of cells in S phase, as measured by photoactivation [153] and [3H]-thymidine incorporation [61],
centroblasts would have to divide every 6.6 hours (i.e., under common assumptions, 100/15 = 6.6)
and duplicate their entire genome in little more than one hour (i.e., 17% of 6.6 hours = 1.1 hours).
This, i.e., S phase durations of 1.1 hours, is several times faster than previous estimates for S phase
durations reported for rapidly proliferating murine cells in vivo and in vitro [10], including GC B
cells [38].
Moreover, in order to accommodate under the classical model, both the birth rate coefficient measured
in the DZ with the GC wide birth rate coefficient of 3.3 % per hour [60], a DZ:LZ ratio of approximately
1:5 (i.e., 3.3/15 = 0.22) is expected [159], a value ten times lower than the recently determined
ratio of 2:1 [153] and still 5 times lower than the more conservative estimates of 1:1 deduced from
immunohistology [167].
Both observations suggest that the 6-7 hour generation time estimate for centroblasts may have been
based on a model too simple to account for the complex environment of the GCs. The analysis in
the subsequent sections will on one hand further support this view and will on the other hand show
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Figure 3.3: A proliferation and selection model of the GC. A) Pictorial representation of the proposed
model. B cells in the GC either belong to the proliferating or selected phenotype. Two
decision points, indicated by question marks (?), control their respective fate. At the
end of the G1 phase cells either enter a further round of DNA replication or undergo
selection. When the selection process is completed, cells either differentiate back into the
proliferating phenotype (re-entry) and start replicating their genome or disappear from
the GC. B,C) Best fit of the model to kinetics extracted from BrdU pulse labeling data
of GC B cells (B, [24]; C, [37]). Frequencies of labeled cells that have not divided since
the pulse (red dots), of unlabeled cells initially in G2M phase (green dots), of unlabeled
cells initially in G1 together with progeny of unlabeled cells born after the pulse (black
dots), first generation progeny (counted from the pulse) of labeled cells (blue dots) and
first generation progeny of labeled cells in S phase (gray dots) are approximated by the
predictions of the model (lines).
that trafficking of a cycling GC B cell subpopulation through the DZ, in line with the cyclic re-entry
model, provides a plausible explanation for both the high birth rates and the low percentage of cells
in S phase in the DZ, without the need for extreme DNA replication rates.
3.2.2 Model-based analysis fails to detect a rapidly replicating subpopulation in GCs
A substantial number of cells in the GC dividing every 6-7 hours and capable of duplicating their
whole genome in approximately one hour, should certainly leave a clear signature in experiments able
to quantify cell cycle progression and DNA synthesis. Therefore we interrogate two independently
published data sets from DNA-BrdU pulse-chase labeling experiments with an abstract GC B cell
proliferation model in order to see if we can find traces of such a ‘remarkable’ cell population.
The model presumes (see Fig.3.3 A) that there are in the GC two major B cell phenotypes, one
proliferating (in G1, S and G2M phase) and one undergoing selection (in G1 phase). Proliferating
cells may ‘exit’ the cell cycle with a certain probability to undergo selection. After completing the
selection process, cells either disappear from the GC through migration and death or differentiate back
into the proliferating phenotype (re-entry). Where selection and proliferation take place, i.e., either
in the DZ or in the LZ or in both, is not specified. The completion times for each phase, including
selection, are assumed, as in Section 1.4.1, independent shifted exponentially distributed random
variables depending on two parameters each (see Material and Methods for a rigorous mathematical
definition and analytical predictions of the model).
The data sets we test for the presence of rapidly replicating cells in GCs consist of measurements of
BrdU uptake and DNA content by flow cytometry (i.e., obtained with the DNA-BrdU pulse-chase
labeling method) in a large number of single cells from murine lymph nodes, identified by several
markers as GC B cells [24, 37]. Samples had been taken at multiple time points, ranging from 30
minutes up to 12 hours after administration of a single injection of BrdU. Mice had been immunized 9
days [24] and 14 days [37] before with (4-hydroxy-3-nitrophenyl)acetyl-chicken gamma globulin (NP).
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We will denote these data sets in the following as the D9 and the D14 data set. More detailed
experimental procedures are given in the respective publications.
As a preliminary validation, we minimize the residual sum of squares between the model and the data
by adjusting the eight parameters that define the times cells spend in each phase and an additional
parameter that regulates the probability of re-entry. The model assimilates well the empirical dynamics
observed in D9 and D14 (see Fig.3.3 B-C).
To further interrogate these data sets, we rely on the Bayesian inference framework (see Section 3.3.4).
As discussed before, the typical output from Bayesian inference, given data, a model and a properly
chosen prior, is a so-called posterior distribution over the model parameters. The latter reflects an
estimate of the uncertainty in the parameter values. The marginal posterior distributions for several
model parameter summaries based on analytical average kinetics, derived in the Section 3.3.1, are
represented in Fig. 3.4. The corresponding means of the marginal posteriors and 95%-credibility
intervals are summarized in Table 3.2.
For the proliferating phenotype almost typical estimates for the duration of G1, S, G2M are obtained
(see Table 3.2 and Table 3.1). The total cell cycle length of 10.7(7.9 : 13.5) hours and of 9.9(5.5 : 14.9)
hours extracted from the D9 and the D14 data set are in good agreement within each other and match
relatively closely the 9.3 hours measured in in vitro studies with activated proliferating B cells [42].
The cell cycle kinetics, especially the S and G2M phase, appear slightly accelerated in the D14 when
compared to the D9 data set. The probability of re-entry, defined as the probability for GC B cells to
differentiate back into a proliferating phenotype after selection is however somewhat lower in the D14
data set (mean: 6% (D9), 2% (D14); relative to cells that completed cytokinesis). The minimal cell
cycle length is estimated as 7.99 (4.32 : 10.94) hours and 6.4 (2.63 : 10.01) hours for the D9 and D14
data set respectively. Notice however that there only very few if any cells which complete a full cycle
that fast.
The phenotype under selection shows surprisingly extended selection periods which over-pass the cell
cycle length by a factor of 3.0 (D9) and 1.5 (D14). Interestingly, cells in the D9 experiment, as
indicated by Bayesian summary statistics, do take twice as long, 30.4 (18.2 : 43.5) hours as compared
to 15.4 (0.0 : 27.2) hours for the D14 data set, to complete selection. The fraction of cells undergoing
selection is estimated as 72 (59 : 81) % (D9) and 52 (13 : 80) % (D14).
To summarize, the estimates for the average generation time range for both data sets at around 10
hours, similar to what has been observed for activated B cells in vitro [42]. The GC wide S phase
duration are estimated to last 7.5 hours and 6 hours for the D9 and D14 experiments. Importantly
no bi-modal kinetics, e.g., a fast and a slow progressing S phase sub-population, can be detected. The
selection process, as represented in our model, takes longer than the respective total cell cycle length,
with a duration two times more extended in the case of the D9 data set when compared to the D14
data set. It should however be noted at this point that all the above estimates depend on our model
assumptions, and as such should be interpreted with extreme care. Especially the inferences regarding
selection, the total cell cycle length, and the probability to recycle are rather sensitive, as the data
does not allow to distinguish cells which are in the selection phase from actively proliferating cells
which are in G1 of the cell cycle. Nevertheless, the estimates for the average S phase duration are
relatively robust to model assumptions, which also provides the motivation for the title of this section.
3.2.3 Heterogeneous model explains both DZ cell cycle and migratory data without the
need for short generation times
By analyzing GC population wide cell cycle kinetics, we can’t find any indication for a substantial
cell population in GCs dividing every 6−7 hours, nor does a sizable fraction of cells complete the S
phase within 1 hour. This however is expected under the classical model of GC B cell proliferation
and given available cell cycle data. Therefore a biologically plausible alternative is required that can
reconcile these observations instead.
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Figure 3.4: Bayesian Inference. Samples from the posterior density distribution over the model param-
eter are generated for D9 (solid line) and D14 (dashed line) using a Markov-Chain-Monte-
Carlo (MCMC) approach (see Appendix, Algorithm). While the estimate for the average
cell cycle duration ranges for both data sets around 10 hours, summary statistics suggest
that selection lasts twice as long (30 hours (D9), 15 hours (D14)) in the D9 experiment.
τG1 τS τG2M selection cell cycle pre−entry
D9 1.5 (0:3.5) 7.5 (5.4:9.5) 1.7 (1.1:2.2) 30.4 (18.2:43.5) 10.7 (7.9:13.5) 0.06 (0:0.06)
D14 2.5 (0:6.9) 6.0 (3.7:8.6) 1.3 (0.6:2.1) 15.4 (0:27.2) 9.9 (5.5:14.9) 0.02 (0:0.32)
Table 3.2: Summary statistics (mean, 95%-credibility interval) of the computed marginal posterior
density distributions. All values are given in hours, except the probability to differentiate
back into the proliferating phenotype, which is unit-less.
Cell cycle dependent trafficking has repeatedly been proposed in the literature [37, 134, 153, 157],
e.g., to explain GC related experimental findings like asymmetry in transzonal migration rates, the
accumulation of cells in mitosis in the DZ and the increase of BrdU positive cells in the LZ after
pulse labeling. In addition the latter mechanism was predicted by some ‘stringent’ forms of the cyclic
re-entry model [24,154], in which proliferating GC B cells, in order to undergo selection, traverse the
LZ once per cell cycle. However the impact of GC trafficking on cell birth rates and derived generation
time estimates, which is of special interest here, has received relatively little attention so far.
Experimentally, long-term (≈ 6 hours) migration into and out of the DZ of single lymph node GCs
has been assessed [153] and was complemented recently by an extensive modeling and simulation
study [85]. The data reported in the primary study showed (our own interpretation, see Fig 3.5 B)
that the percentage of activated cells in the DZ initially decreases by 40% in the first 4 hours following
photoactivation, and then settles onto a plateau over the rest of the experiment. This indicates that
about 40% of cells in the DZ of GCs are short-term visitors with the majority remaining in the DZ
for less than 4 hours.
To understand the impact of such trafficking on stathmokinetic and related experiments in the DZ,
and to see if we can reconcile the results from the previous section with birth rates and fractions of
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Figure 3.5: Heterogeneous cell cycle and trafficking model of the germinal center dark zone. (A)
Besides a self renewing populations making 60% of cells in the DZ, a trafficking population
that completes S phase outside, continuously enters the DZ in G2 phase, progresses to
mitosis and undergoes cell division. After cell division the newly born cells, which are in
G1 phase, remain in the DZ for some time before they emigrate. (B-C) Simultaneous fitting
of the model (lines) to three published data sets: i) to the percentage of photo-labeled cells
in the DZ activated in the DZ (B, black squares, adapted from Fig. S4.A and Fig. S4.B
in [153]), ii) to the percentage of mitotic figures in the DZ after blocking cells in mitosis
(B, black dots, reproduced from [36]) and iii) to the percentage of labeled cells in the DZ
after BrdU pulse labeling (C, black squares, adapted from Fig. 5 in [134]). The direct
read-outs are: a) the time until accumulation of mitotic cells prevents further immigration
(≈ 1.5 hours); b) the time it takes most trafficking photo-labeled cells to leave the DZ
(≈ 3 hours); c) the percentage of trafficking cells in the DZ (≈ 40%); d) the percentage of
S phase cells in the DZ (≈ 17%); e) the time it takes until all trafficking cells are labeled,
corresponding to b (≈ 3 hours); f) the increase of BrdU labeled cells, of which 40% are
due to the trafficking population (≈ 60%); g) the time between the second pulse and the
decrease in labeled cells, which equals the S phase duration of the trafficking population
(≈ 5 hours); h) the time it takes the labeled trafficking cells to leave the DZ, corresponding
to b and e (≈ 3 hours); i) the percentage of labeled cells that are lost due to label dilution
over 12 hours (≈ 20%). Also shown is the 15% slope based on linear regression of the first
3 time points (B, dashed line) proposed by Zhang et al.. To facilitate comparison the data
sets by Liu et al. and Victora et al. were adapted and subsequently translated from their
original units into %. The white dot at 100% in B represents our re-estimate of the no. of
cells initially photo-labeled (see Materials and Methods, Data Adaptation).
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cells in S phase reported in the literature, a cell cycle and trafficking model of the DZ, as depicted in
Fig 3.5 A, is analyzed. For the DZ we assume a heterogeneous GC cell population5 composed of cells
with two different migratory and cell cycle characteristics, a self-renewing population making 60 % of
all cells in the DZ and a second population that immigrates into the DZ after completing the S phase
outside. Inside the DZ, cells appertaining to the second population, first enter mitosis, undergo cell
division and then leave the DZ in G1 phase. In the following, these cells, in S phase outside the DZ,
and in G2, M, and G1 phase inside the DZ, will be referred to as the trafficking subpopulation. Finally
half of the cells in the self-renewing population are assumed to emigrate or die, after completing the
G1 phase, as a consequence of homeostatic regulation. While the self-renewing population mimics
the cell type that is expected under the classical model of GC dynamics, the trafficking population
corresponds more closely to the phenotype predicted by the cyclic re-entry model [154,158].
We confront this model simultaneously with three published data sets: i) the percentage of murine
GC cells arrested in mitosis after administration of vincristine reported by Zhang et al. [36], ii) the
percentage of photoactivated murine GC cells that remained in the DZ after being activated in the
DZ presented by Victora et al. [153] and iii) the percentage of BrdU positive GC cells recorded over
time after two BrdU pulses in rats by Liu et al. [134].
In order to capture the three types of experiments some additional assumptions have to be specified.
Besides the well documented empirical facts that BrdU labels cells in S phase and that vincristine
arrests cells in mitosis, BrdU labeled cells that divide for the first time are presumed to generate
progeny with detectable amount of BrdU. In contrast later progeny are born unlabeled, e.g., due to
label dilution. Similarly, photoactivated cells that divide during the 6 hours of the experiment also
generate photoactivated progeny. Cell migration and hence trafficking are assumed to be incompatible
with mitotic arrest. Therefore trafficking cells arrested in mitosis accumulate in the DZ after admin-
istration of vincristine, until the DZ starts growing in size. Then, due to e.g., a density-dependent G2
checkpoint, further entry into mitosis is prevented. Finally, for the sake of simplicity, neither trafficking
nor self-renewing cells that leave the DZ, return to the DZ during the course of the experiments.
For the analysis we proceed in the same way as with the proliferation and selection model in the
previous section. After initial least-squares-fitting, whose result are shown in Fig. 3.5 B-C, Bayesian
inference employing minimal prior knowledge is applied using for both methods analytical average
kinetics (see Section 3.3.2). Due to two subpopulations, the relatively large number of parameters (16
in total, 2 populations with 8 parameters each, specifying the completion time in 4 phases) and limited
information about the variables, it is not expected that all parameters can be uniquely identified.
Instead, summary statistics capturing general traits of interest, namely the total cell cycle length of
the self-renewing population, the transit time of the trafficking cell population and the average S phase
duration for both phenotypes are extracted (see Fig. 3.6).
The total average cell cycle length for the self-renewing population is estimated to last between 11−18
hours, close to the range of the 15−17 hours estimated by stathmokinetic experiments in the overall
GC [38]. The average S phase duration estimate lies around 5.3 hours for both populations. The
latter estimates are somewhat lower than the overall S phase durations extracted from the D9 and the
D14 data set, however again consistent with the 4.8 hours reported in [38]. Cells appertaining to the
trafficking population are found to stay in the DZ for about 3 hours, a time during which they have,
according to our model, to complete mitosis and undergo cytokinesis.
These results show that, given our model, neither rapid proliferation nor fast DNA replication is
required to simultaneously explain empirical birth rates and percentages of cells in S phase in the DZ.
In addition, besides of providing this proof of concept, our model, a hybrid between the classical and
the cyclic re-entry model, explains naturally how the percentage of BrdU positive cells can raise by
a factor of three in only 5 hours (!) in the experiments of Liu et al. (see Fig. 3.5 C) and suggests a
new interpretation for the plateau-like kinetics observed after 2 hours and 4 hours in the studies by
Zhang et al. and Victora et al. respectively (see Fig. 3.5 B). None of these observations can easily
5For simplicity T cells and macrophages are not considered in the model.
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Figure 3.6: Marginal posterior densities given the model and the data as presented in Fig. 3.5. Shown
are for the trafficking phenotype the posterior over the transit time, i.e., the time lapse
between entry and exit, and the S phase duration. For the self-renewing phenotype the
cell cycle length and the S phase duration are represented. For each density the average
and the 95%-credibility interval are given under the respective graph.
be explained neither by the classical nor by a homogeneous cyclic-reentry model.
Intriguingly, the present analysis also indicates a substantial DZ immigration rate of 13% per hour
(e.g., 40/3.0=13.3) of cells that complete S phase shortly before entry. In the light of the rising
acceptance of the cyclic re-entry model in the field [85, 166, 168], this might not seem too surprising.
However the fact that the emigration rates from the LZ to the DZ as measured by Victora et al. can
only account for a small fraction (approximately 5%)6 of this flux implies that many of the immigrating
cells would have to enter the DZ, not as usually assumed, from the LZ but via a different pathway.
We will elaborate on this point in more detail in the discussion.
As in the previous section, we emphasize on the fact that all conclusions presented herein depend on
our model assumptions and the data, both of which are associated with a high degree of uncertainty.
While our model is based on assumptions that have not been tested yet, the data we analyzed stems
from different research groups, employing different protocols, and even different animal systems.
3.3 Materials and Methods
3.3.1 A GC proliferation and selection model
The GC proliferation and selection model depicted in Fig. 3.3 A is defined mathematically by a state
transition model at the cellular level. The latter is completely specified by its states, transitions and
rules that control the timing and the probabilities of the transitions. The set of possible states is given
by four states inside the GC
s ={G1, S, G2M, select},
and one auxiliary state ‘exit’ which is introduced to facilitate notations.
6From the 70-80 cells that were photoactivated in the LZ in the study by Victora et al., in average 5 migrated to the DZ
in 4-6 hours. With a DZ:LZ ratio of 2, this corresponds approximately to 0.66% per hour (e.g., 0.5×5 cells /(75 cells×
5 hours) = 0.66) of immigrating cells into the DZ. This is 20 times less or 5% of the 13.3% per hour required to
compensate for the emigration out of the DZ.
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The transitions are of two types, a first type allows for a single fate only
Λ1 ={S 1→ G2M, G2M 2→ G1},
while a second type allows for multiple fates













The labels above the arrows indicate, for the events of the first kind, the factor by which a transition
event is ‘multiplied’ as soon it occurs. For example, every cell that exits the G2M phase corresponds
to two cells entering the G1 phase, because cell division happens at this transition. For the events
with multiple fates the labels represent probabilities instead. One can see, for instance, from the
above expression that every cell that completes selection either leaves the GC with probability 0.5/R
or initiates a new round of DNA replication with probability 1− 0.5/R.
In our model, cells which complete the G1 phase, enter either a further round of DNA replication or
differentiate into the selected phenotype. The latter occurs with probability R, a parameter that, in
order to avoid exponential growth of the proliferating cell population, can only take values between
0.5 and 1. The probability for re-entry pre−entry defined by R − 0.5 is such that, in average, half of
the cells that complete the G1 phase enter the S phase at some later point. Again this is necessary to
keep the GC population size constant over time.
In order to make predictions about the temporal evolution of this model, we have to specify the rules
that control the time cells spend in each of the states. A simple, yet powerful approach, that we
have already adopted in Chapter 1, is to assume state dwelling times that are shifted exponentially
distributed. Recall that the latter depend on two parameters α and β, where α is the reciprocal of
the rate of the exponential and β is the fixed delay. The mean dwelling time τ is α+ β with standard
deviation α and coefficient of variation αα+β .
With this we have rigorously defined the GC proliferation and selection model that in total depends on
9 parameters, 8 of which specify the dwelling time in the four states inside the GC, and one determines
the probability of re-entry.
A BrdU pulse-chase experiment then consists in labeling permanently, at a given time, all cells in
the S state and follow their kinetics over time. The general strategy to obtain analytical predictions
for DNA-BrdU pulse-chase labeling experiment based on this model consist, as seen for exponentially
growing cell populations in Chapter 1, in setting up a steady state transition probability matrix, in
solving the eigenvalue problem, and in computing the accumulated efflux of cell cohorts out of the
phase in which they became initially labeled (e.g., the S phase for DNA-BrdU pulse-chase labeling
experiments). From the latter, accumulated fluxes between subsequent phases can be derived, using
the formalism of the inverse Laplace transform. Together the accumulated fluxes then allow to compute
the kinetics of labeled cells, as they enter subsequent phases over time. Finally the kinetics of unlabeled
cells can be derived from the solutions of labeled cells. We will in the following only sketch the major
derivation steps that lead to the full solution, as a detailed derivation for exponentially growing cell
populations was already provided in Chapter 1.




−γG1 0 2 γG2M 0
(1.0−R)γG1 −γS 0 (1− 0.5/R)γselect
0 γS −γG2M 0
RγG1 0 0 −γselect
 (3.1)
where γi is 1/τ̄i and R is the probability that a cell, at the end of G1 phase, differentiates into the
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selected phenotype. The normalized eigenvector of Q, which gives the steady state frequencies of cells











 /T ∗ (3.2)
where T ∗ = (2τ̄G1 + τ̄S + τ̄G2M + 2Rτ̄select).
The fraction of BrdU positive cells that complete the initial S phase at time t after the pulse which
occurred at t0, can be derived from
γ0→1(t) =
´ t0






where 0 and 1 denote the phase S and G2M respectively and fτ0 is the shifted negative exponential
density distribution describing the stochastic completion times specific to the S phase.






t/τ0 t<β01− α0eβ0−tα0τ0 t≥β0 . (3.4)
The Laplace transform of this expression is found as
Lω(Γ0→1(t)) =
1 + α0ω − e−β0ω
τ0ω2(1 + α0ω)
.
The fraction of BrdU positive cells that has completed G2M phase and has thus divided at least once,
can be derived using the properties of the inverse Laplace transform L−1 and the Laplace transform
of the shifted exponential distribution which is e−βω/(1 + αω). We can write
Γ1→2(t) =L−1t (Lω(Γ0→1(t))×
e−β1 ω
1 + α1 ω
), (3.5)














β0 > t≥ β̄
, (3.6)
where ᾱ = α0 + α1, β̄ = β0 + β1 and the index 1 and 2 is short for G2M and G1 respectively.
Further accumulated fluxes can be derived using the following generic formula






with the index k iterating over all intermediary phases. For example for Γ3→4(t) which corresponds
to the accumulated flux of labeled cells that divided once after the pulse and are entering G2M, the
index k iterates over the set {G2M,G1,S}.
We obtain the fate of labeled cells in various phases ni(t) mainly by straight-forward subtraction of
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the accumulated fluxes, i.e.,
n0(t) =n0(1− Γ0→1),
n1(t) =n0(Γ0→1 − Γ1→2),
n2(t) =2n0(Γ1→2 − Γ2→3),
n3(t) =2n0(1−R)(Γ2→3−Γ3→4)+
+2n0(R−0.5)(Γ3→6 − Γ6→7), (3.7)
n4(t) =2n0(1−R)(Γ3→4 − Γ4→5)+
+2n0(R−0.5)(Γ6→7 − Γ7→8),
n6(t) =2n0R(Γ2→3 − Γ3→6).
Here the index set {0, 1, 2, 3, 4, 5, 6, 7, 8} maps onto
{S,G2M,G∗1, S∗,G2M∗,G∗∗1 , select, S∗s,G2M∗s},
where the star gives the number of divisions after the pulse, and the subscript s indicates that the flux
corresponds to cell cohorts that passed through selection after the pulse. For example, the frequency
of labeled cells in G1 that divided once after the BrdU pulse is given by the third row in Eq. 3.7, i.e.,
nG∗1(t) = 2nS(ΓG2M→G∗1 − ΓG∗1→S∗).
Finally, in a real single pulse BrdU labeling experiment, not all of these populations can be readily
identified. Frequencies that could be extracted from the data set we analyzed are labeled cells (f lu),
unlabeled cells initially in G2M (fuG2M), unlabeled cells initially in G1 together with unlabeled cells
that divided at least once (fuG1), first generation progeny of labeled cells in G1 phase (f ldG1) and first
generation progeny of labeled cells that re-entered S phase (f ldS ). Notice that the last two populations
were considered as a single population in Chapter 1, because it is usually difficult to distinguish by
FACS both populations in single BrdU-DNA pulse-chase labeling experiments. For the present chapter,
we gated these subpopulations, despite the fact that our estimates are probably imprecise, because
re-entry of labeled cells into S phase was an important observation in the original papers [24,37].
All populations listed before can be constructed by adding several expressions defined in Eq.3.7 in the
following way
f lu(t) =n0(t) + n1(t),
fuG2M(t) =mG2M(t),
fuG1(t) =1− (f lu(t) + fuG2M(t) + f ldG1(t) + f ldS (t)). (3.8)
f ldG1(t) =n2(t),
f ldS (t) =n3(t) + n4(t) + n6(),




αG2M exp[(βG2M − t)/αG2M]/τG2M t≥βG2M
, (3.9)
which equals the first line in Eq. 3.7, however for the case that we would have labeled cells in G2M
and not in S phase.
These are the equations that we use for both least-squares fitting of the model with data and Bayesian
inference. Because in the experiments apparently no cells complete a second S phase in 12 hours (the
duration of the experiments), Γ6→7 and Γ7→8 in Eq. 3.7 are set to zero in order to facilitate the
analysis.
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3.3.2 A DZ proliferation and migration model
The DZ model shown in Fig. 3.5 A is defined formally, as in the case of the GC model, by a state transi-
tion model. Ignoring specific experimental conditions, e.g., labeling, mitotic block or photoactivation,
we consider four phase-related states str = {Str , Gtr2 , Mtr , Gtr1 } and ssr = {Ssr , Gsr2 , Msr , Gsr1 }, for
the trafficking (tr) and the self-renewing (sr) population respectively.
The transitions for the trafficking phenotype Λtr1 are given by
{Str 1→Gtr2 , Gtr2
1→Mtr, Mtr 2→Gtr1 , Gtr1
1→exit},
while for the self-renewing phenotype we have
Λsr1 = {Ssr
1→ Gsr2 , Gsr2









where exit denotes again the auxiliary state introduced to simplify the notation. Notice that cells in
Str are, according to our model, located outside the DZ. These cells only enter the DZ, after completing
DNA synthesis.
The dwelling time in each state are presumed as before a random variable defined by a shifted negative
exponentially distributed probability density function. Consequently the steady state ni, the fluxes
Γip→p+1(t) and kinetics nip(t) can be derived as previously outlined. The additional index i in these
expressions denotes the phase in which cell cohorts initially become labeled. Specifying this was not
required when we described DNA-BrdU pulse-chase labeling experiments because cells always became
positive in the same phase. Here, as we shall see below, cells in all phases may become labeled or
contribute to observable kinetics. Together these expressions are used to concisely translate domain
knowledge and assumptions about experimental conditions into mathematical models of stathmoki-
netic, photoactivation and BrdU pulse labeling experiments.
We will begin with describing the photoactivation experiment in the case of the transmigratory pop-
ulation. Photoactivation is independent of cell cycle position, therefore cells in all phases become
activated. The kinetics of photoactivated cells in the DZ depend on the time cells remain in the DZ,
which is given for trafficking photoactivated cells (ntrphoto) by the following expression
ntrphoto(t) = nG2(nG20 (t) + n
G2
1 (t) + 2n
G2
2 (t))+
+ nM (nM0 (t) + 2nM1 (t))+ (3.10)
+ nG1(nG10 (t)),
where e.g., the first row corresponds to cells that become activated in G2 phase. These cells have to
go through mitosis, divide and enter G1 phase before they can leave the DZ. Notice that the third
term in the first row and the second term in the second row are multiplied by a factor two, which
accounts for the fact that cells divide, after completing mitosis.
Stathmokinetic studies follow the percentage of mitotic figures after blocking cells in mitosis. Because
in our model we presume that cells blocked in mitosis are unable to migrate, after administration of
vincristine only trafficking cells in G1 will continue to leave the DZ. Due to the constant immigration
rate from outside these cells are replaced by cells blocked in mitosis as soon as the experiment starts.
As long as there are G1 cells leaving the DZ, it is reasonable to assume that the volume occupied
by all the cells in the DZ remains constant (i.e., two small cells in G1 are replaced by on ‘big’ cell
blocked in mitosis). When most G1 cells left the DZ, which should be close to τG1 after injection of
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vincristine, then the volume increases and the DZ will appear more crowded. Cells in our model are
assumed to react to this change in volume by preventing immigration of further cells. For the fraction













where the first term in the nominator equals the initial fraction of cells in mitosis and the second term






0→1(τG1) + nG2 Γ
G2
0→1(t− τG1)






Notice that after τG1 only cells in G2 enter mitosis, while the total number of trafficking cells remains
constant.
For the fraction of BrdU positive cells after a first pulse at time t1 = 0 we obtain for the trafficking
cells
ntrBrdU 1(t) =
nS(nS1 (t) + nS2 (t) + nS3 (t))
nG2 + nM + nG1
. (3.13)
The same applies in principle for the second pulse after time t2 > t1 (which is 3 hours later in the
experiments by Liu et al.)
ntrBrdU 2(t) =
nS(nS1 (t) + nS2 (t) + nS3 (t))
nG2 + nM + nG1
. (3.14)
However due to the fact that some cells become double-labeled, we can not simply take the sum of
these two expression to compute the total fraction of BrdU positive cells. We need to subtract from
this sum the double-labeled cell cohort, which does follow, due to different initial conditions, different
kinetics when compared to the single labeled cell cohorts.



















which corresponds to the flux of cells that are labeled by the first pulse at t1 and remain in S phase




τ0ω2(1+α0ω) β0 > t2
α0e(β0−t2)/α0
τ0ω(1+α0ω) β0 ≤ t2
, (3.16)
from which all the fluxes and kinetics can be derived as before. The fraction of double labeled cells is
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then given by
ntrBrdU (1+2)(t) =
nS(mS1 (t) +mS2 (t) +mS3 (t))
nG2 + nM + nG1
, (3.17)
where we used m(t) for the new kinetics to distinguish them from the previous solutions.
Finally we get for the time t after the second pulse the fraction of BrdU positive cells by summing
cells labeled in the first and second pulse and subtracting the double labeled cell as follows
ntrBrdU (t) =ntrBrdU 1(t∗) + ntrBrdU 2(t)−ntrBrdU (1+2)(t∗), (3.18)
where t∗ = t+ t2, which accounts for the circumstance that cell cohorts get labeled at different times.
The kinetics for the self-renewing population are derived using similar logic. Because we assume
that photoactivated cells generate photoactivated progeny, the number of photoactivated cells in the
self-renewing population is expected to remain constant during the course of the experiment, i.e.,
nsrphoto(t) = const.
The fraction of cell arrested in mitosis nsrmitosis(t) is found as follows
nM + 0.5× nG1ΓG12→3(t) + nSΓS1→2(t) + nG2ΓG20→1(t)
1− 0.5× nG1ΓG12→3
. (3.19)
Here the different fluxes in the nominator describe how the respective cell cohorts enter mitosis. The
factor 0.5 accounts for homeostatic regulation by which half of the cells that pass through G1 emigrate
or die in order to maintain the population size constant.
The expression for the fraction of BrdU positive cells in the self-renewing population are derived as
outlined before. Two simplification are however applied in order to facilitate the derivation. First
the G2 and M phase are pooled together, as in the germinal center selection and proliferation model
discussed earlier with parameters βG2M = βG2 + βM and αG2M = (α−1G2 + α
−1
M )−1. Second we neglect
initially labeled cells that during the time in between the two pulses (i.e., 3 hours) reentered S phases
after having completed the G2, M and G1 phase. The latter assumption ensures that double labeled
cells are uniquely constituted of cells that became labeled by the first pulse at t1 and had remained
in S phase until t2.
Finally, in order to match experimental conditions, the trafficking and self-renewing phenotypes are
pooled into a single DZ cell population. This is straightforward as the kinetics can be added by a
weighted sum in which the weights correspond to the respective fraction of cells in each sub-population.
Care however has to be taken in the stathmokinetic experiments, because the fractions are changing
over time.
3.3.3 Data Adaptation
In order to facilitate the simultaneous comparison of the analyzed data sets with the predictions from
the DZ model, the kinetics measured by Liu et al. and Victora et al. are translated from their original
units, number of cells per area and number of cells respectively, into percentage. This translation,
seemingly straightforward, requires unfortunately some non-trivial transformations, which we will
describe in the following.
The number of BrdU positive cells counted by Liu et al. after BrdU pulse labeling (Fig. 5 in [134])
were originally reported in number of cells per square millimeter. Because neither the density of cells
in GCs nor scale bars on microscopy images were provided in the article, the scaling factor, which is
necessary to transform by division the original units into %, cannot be determined. As a work-around
we choose the cell density (2100 cells/mm2) such that the reported range of measurements stays just
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below the 100% line. This results in average in approximately 80% of labeled cells between 6 and 12
hours after administrating the first BrdU pulse, approaching as close as possible the observation by
the authors ‘that the centroblasts were all labeled within 6 h of injecting BrdU’ [134]. It also leads
to a best-fit of the model to the data with a total percentage of cells initially in S phase of 18% (see
Fig. 3.5 C, at time zero). This is close to the 17% that had previously been estimated by Hanna et
al. using [3H]-thymidine and more recently by Victora et al. employing direct photoactivation of DZ
cells and subsequent cell cycle analysis. Increasing the cell density (2400 cells/mm2) such that 70%
instead of 80% of cells are labeled between 6 and 12 hours after BrdU administration, does not change
the estimates for the parameters of trafficking subpopulation but increases and decreases by circa one
hour the estimates (marginal posterior mean) for the cell cycle length and for the S phase duration of
the self-renewing population respectively.
For the kinetics of photoactivated cells in GCs measured by Victora et al. a different issue prevents
the direct translation from number of cells into %. Due to technical reasons, photoactivated cells in
these experiments suffered from a substantial spatial overlap immediately after activation, preventing
accurate counting of activated cells at this point. According to the authors this lead to a systematic
underestimation of the number of cells that became initially activated. The observed overlap appar-
ently equilibrated after half to one hours after photoactivation, when activated cells had migrated
sufficiently in random directions, such that single cells could unequivocally be identified.
Due to the apparent bias in the original value we considered to discard the measurement from the first
time point and derive a new estimate through extrapolation using simple linear regression (see Fig.
3.7). This yields an estimate for the number of cells initially activated close to 51 cells instead of the
37 cells reported. While arguably suboptimal, we feel for several reasons that this approach yields a
more plausible estimate than the value reported.
First, the original value would suggest that, in order to explain the increase in the average number
of photoactivated cell by a factor of 1.4 in one hour (e.g., 53 cells/37 cells = 1.4), at least 40% of the
activated cells would have to divide within the same time interval (e.g., 0.6 + 2 × 0.4 = 1.4). While
activation induced proliferation may be possible, it is unlikely that cells complete S phase and mitosis
so rapidly.
Secondly, under homeostatic conditions, it can be shown on theoretical grounds that the mean number
of photoactivated cells in the DZ should only decrease or remain constant in time but never increase.
The original value suggests however an average increase of photoactivated cells in the DZ of ca 24% in
one hour (e.g., 46/37 = 1.24)7 while our new estimate indicates a decrease of 10% (e.g., 46/51 = 0.90).
The reasoning why the number of photoactivated cells should only decrease or remain constant in
time is as follows. The kinetics of the number of cells in the DZ, denoted here by n, can be described,
similar to the model developed in [153], by a very general ODE as follows
ṅ =an− dn+ bm
where an is the division rate, dn is cell loss due to death and emigration, bm is the immigration
rate which depends on a positive rate coefficient b and the number of cells outside the DZ that
‘await’ immigration into the DZ, denoted here by m. Under homeostatic condition ṅ = 0. Given
that photoactivation in the DZ does not significantly alter neither proliferation nor migration nor
apoptosis, this ODE equally holds for photoactivated cells nphoto. From this follows that ṅphoto ≤ 0
immediately after photoactivation because mphoto ≈ 0.
The number of photoactivated cells in the DZ which had been activated in the DZ is finally derived
by subtracting the number of photoactivated cells counted in the LZ (Fig S4.B in [153]) from the
total number of photoactivated cells (Fig S4.A in [153]). Percentages relative to the cells that became
initially activated are obtained by division with the estimated initial number of cells, i.e., 51, and
multiplication by 100.
746 was the number of activated cells counted in the DZ one hour after activation.
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Figure 3.7: Data Adaptation. Number of photoactivated cells activated in the DZ (reproduced from
Fig. S4.A in [153]). At time = 0 substantial overlap between photoactivated cells lead
to underestimation of the experimental value (star, [153]). We extrapolated the number
of cells photoactivated at time = 0 (open circle) using linear regression based on the
remaining data points (line).
3.3.4 Bayesian Inference
Bayesian inference is carried out almost as outlined in Chapter 1 (see Section 1.5.2). As before,
improper priors uniformly distributed over the positive real number are assumed for most parameters
in both models. However for the parameter R in the GC model, a uniform density in the interval
[0.5, 1] is assigned in order to assure homeostatic control, and prior knowledge is introduced into the
analysis of the DZ data by using a prior over the G2M duration for the self-renewing population
(gaussian distributed with µ = 1.7 and σ = 0.28, truncated at values smaller than 10−10). The latter
is the posterior estimated for the average duration of the G2 and M phase based on the BrdU pulse
labeling data (D9). This serves to stabilize the MCMC chain and to maintain the parameters in
physiological ranges despite the limited amount of data. It corresponds to the fair assumption that
the self-renewing subpopulation progresses through the G2M phase at a velocity similar to an average
cell in the GC.
The likelihood function as well the method to ensure convergence of the chains are identical to those
used in Chapter 1 (Section 1.5.2).
3.4 Discussion
The classical model of the GC states that B cells in the DZ proliferate rapidly before they exit the
cell cycle and migrate to the LZ. However by interrogating two data sets from DNA-BrdU pulse-chase
labeling experiments with a simple proliferation and selection model we couldn’t find any indication
for an especially fast dividing subpopulation in the GC. This led us to hypothesize that the high birth
rates measured in the DZ, which had partially fueled the widely held notion of rapidly dividing cells
at this site, were not due to short generation times but were the consequence of cycling GC B cells
through the DZ. To test this hypothesis, we compared a heterogeneous cell cycle and trafficking model
of the DZ with data from three studies which had measured migration and cell cycle kinetics in the
DZ using very distinct experimental techniques. We found that this hypothesis, in contrast to rapid
proliferation, was consistent with these data sets. Although, this does not prove, especially in the light
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of the high uncertainty associated with the analyzed data sets, the existence of such a population in
the DZ, it provides an interesting explanation for both the high birth rates and the low frequency of
cells in S phase measured in the DZ.
While our DZ model does not specify the origin of the DZ immigrants, it requires the incoming cells
to be in cell cycle. Notably the number of cells migrating from the LZ into the DZ as measured by
Victora et al. can only account for a small fraction of the expected flux (see Section 3.2.3). Therefore
a cell population in cell cycle that continuously enters the DZ not from the LZ but via a different route
appears to be necessary to explain these observations. Interestingly Kepler and Perelson [154], in their
seminal paper, hypothesized that GC B cells either re-enter the DZ through the outer zone, or return as
memory cells from the circulation. Specific B cells in cell cycle that could potentially join lymph node
germinal centers have been observed in large numbers in the sub-capsular sinus in a recent study by
Kerfoot et al. [169]. Furthermore Phan et al. [150] tracked B cells interacting with SCS macrophages
which subsequently carried antigen into the GCs. And Schickert et al. [25] showed that GC are open
structures that can be visited by both follicular and high-affinity antigen-specific B cells. A definitive
answer to the question whether cycling B cells from the SCS continuously traffic through GCs could
in principle be obtained experimentally relying on techniques similar to those developed by Victora et
al.. Yet, what could be the role of such trafficking? Among a number of possible scenarios, trafficking
back and fourth to the adjacent SCSs could favor replenishment of specific antigen consumed by GC
B cells during the selection process.
Several other aspects of the DZ model deserve further discussion. In our model we assume, for the
sake of simplicity, that cells enter the DZ just before of just after initiating the G2 phase of the cell
cycle. This coincides with cell cycle specific activation of B cell receptor signaling of GC B cells, as
was shown in a recent report by Khalil et al. [170], suggesting, given that our model were appropriate,
that immigration or subsequent progression through cytokinesis could be affinity dependent. Another
important feature of the model is the self-renewing population. Although highly speculative, the
latter could play the role of a bi-potent ‘stem-cell-like’ population inside GCs. Distinguishing charac-
teristics for example of hematopoietic stem cells (HSC), the precursors of B and T lymphocytes, are
niche-dependent self-renewal and production of more differentiated progeny. This fits well with DZ
restricted cell division (i.e., cytokinesis) and the still poorly understood differentiation into plasma
and memory cells associated with GC B cells. Perhaps differentiation (i.e., into plasma and memory
cells) represents, as it has been shown for HSC, the default pathway for GC B cells and self-renewal
is a property that is reserved to a privileged subpopulation in the DZ. Interestingly both HCS and
GC B cells respond to CXCL12, a chemokine that is produced by mesenchymal stem cells in the bone
marrow [171] and by stromal cells in the DZ of GCs [172]. Finally it should be noted that only 40%
of cells in the DZ model belong to the self-renewing population. This could in principle explain, at
least for the DZ, both the predominantly intrazonal mode of migration that has been observed during
live-imaging experiments in murine lymph node GCs [24] and the 28% DZ cells moving towards the
LZ along relatively straight paths [168].
A mathematical model describing cell cycle progression and migration from the dark to the light
zone and back into the dark zone including a quiescent cell fraction had been developed several years
ago to interpret part of the BrdU-DAPI pulse labeling data analyzed herein (see S5 in [24]). The
model was represented by a system of differential equations, assuming for the DZ three successive
stages, the S phase, the G2M phase, and finally after division, a ‘DZ’ population. From this ‘DZ’
population, cells were assumed to migrate towards the ‘LZ’ population, where they were either leaving
the GC through death or emigration, or returned to the S phase in the DZ. Progression in cell cycle
and migration was described by constant rates (i.e., exponentially distributed waiting times), and
the percentage of cells in S phase in steady state was fitted to experimental data. This then yielded
estimates for the migration rates from the DZ towards the LZ, and from the LZ towards the DZ. The
major differences between the present modeling approach and the one adopted in this former study
is that the full kinetics of BrdU pulse labeled cells and not the steady state fraction of BrdU positive
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cells (i.e., measured immediately after the pulse) were used in order to interrogate GC B cells. Despite
the differences, these models share many similarities, and together highlight the potential of including
heterogeneity and especially explicit cell cycle phases into models of GC dynamics.
Another more recent simulation model of the GC, proposed by Meyer-Hermann et al. [85], and largely
based on data from the photoactivation experiments described before, presumes for the DZ, a homo-
geneous population of cells which, after immigration from the LZ, divide asymmetrically twice with an
average generation time of 6 hours. From the progeny 75% differentiate into plasma and memory cell
and leave the DZ, while 25% return to the LZ. It would be informative to see under which conditions
this model would reproduce the kinetics shown in Fig.3.5 B-C.
In conclusion, our analysis suggests that the widely held notion of rapidly proliferating GC B cells in
the DZ is incompatible with available data, and that a cycling GC B cell subpopulation undergoing
cytokinesis while trafficking through the DZ could provide an alternative explanation for the high
birth rates measured at this site. Even though faster cell cycle progression could potentially speed-up
affinity maturation, and thus represent a fitness advantage, a trade-off may exist between quantity
and quality, namely between cell production and faithful DNA replication or efficient affinity selection.
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In this last chapter, the main findings presented in this thesis are recapitulated. Then follows a discus-
sion, which critically reviews the assumptions and limitations underlying our model-based inference
approach. Finally, future directions and hypothetical applications are considered.
4.1 Summary
One of the aims of this thesis was to develop a mathematical framework, which would permit to
characterize and infer phase completion times from DNA nucleoside analog pulse-chase labeling ex-
periments. We started this ‘journey’, in Chapter 1, by setting up a stochastic phase-resolved cell
cycle model, in which the phase durations for the G1, the S and the G2/M phase were assumed to be
independent random variables, distributed each according to a shifted exponential density distribution
(see Fig. 1.1). Analytical analysis was carried out for this model, steady state frequencies of cells in
each phase were derived, and a numerical method which efficiently computes the asymptotic growth
rate was implemented. Predictions for the division time distributions were fitted to two published
in vitro data sets of dividing cell populations, which showed that the model could reproduce with
reasonable accuracy these empirical measurements of cell cycle progression in vitro (see Fig. 1.2).
With this model, we then analyzed and interpreted data from DNA-BrdU pulse-chase labeling exper-
iments. By comparing the theoretical predictions with the pulse-chase data from a glioma cell line
and a Chinese hamster cell line, we found that the model could also approximate well these more
complex kinetic data sets (see Fig. 1.4). A subsequent Bayesian analysis revealed however, that some
model parameters, especially those related to the G1 phase, could not be fully identified based on the
available data sets (see Fig. 1.6).
We addressed this problem in Chapter 2, by first identifying the source of the uncertainty in the
parameter values. We realized that measurement noise was only partially responsible for the poor
resolution, and showed in silico that the positions of the support points may have, in this system, a
major impact on the quality of the estimates (see Fig. 2.2). To find the positions of the support points
which would minimize the uncertainty in the parameter estimates, we relied on the theory of D-optimal
design. This revealed that two experiments, with tree sampling points each, were sufficient to identify
test parameter sets in in silico experiments in which either measurement noise was very low or the
number of replicates was very high (see Fig. 2.5). However, under more realistic noisy conditions,
the number of replicates required to infer the parameters at a reasonable precision, turned out to be
prohibitively high (see Fig. 2.6). This led us to test in silico a modification of the prevailing DNA
nucleoside analog pulse-chase labeling protocol, in which a second pulse with a different nucleoside
analog is given shortly before cells are collected for fixation (see Fig. 2.7). To quantify the gain
in information from this second pulse, artificial data was generated, D-optimal sampling schedules
were derived, and D-optimal batch-sequential design was performed. We could show, for the same
parameter sets, that for this protocol, two instead of three support points were already sufficient for
full parameter identification under conditions where measurement noise was negligible. Importantly,
under conditions in which measurement errors were not neglected, the number of replicates required
to infer all parameters of the model up to a credibility interval of one hour was dramatically reduced
(see Fig. 2.10).
In Chapter 3, we applied the mathematical framework, developed in Chapter 1, to improve our
understanding of cell proliferation and migration in germinal centers. We first provided two rational
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arguments, which, in line with former studies, suggest, that the classical notion of proliferation in
germinal centers is difficult to reconcile with some of the previously published germinal center cell
cycle data sets (see Section 3.2.1). We then developed and solved a mathematical model, in which
germinal center B cells progress through the cell cycle completing the G1, the S, and the G2/M
phase, with the additional fates however to enter a selection phase after the G1 phase, and to leave
the germinal center or re-enter the S phase after selection has been completed (see Fig. 3.3 A). By
comparing the analytical predictions of this model with data from DNA-BrdU pulse-chase labeling
experiments, we found that the model could explain the empirical kinetics best, when the cells divided
in average every ten hours (see Fig. 3.3 B). To further investigate the interplay between migration
and cell proliferation in germinal centers, we set up a second model, targeting migration and cell cycle
progression specifically in the germinal center dark zone. In our hands, the most simple model which
was able to describe simultaneously the considered data sets, comprised two distinct kind of cells,
one trafficking and one self-renewing subpopulation (see Fig. 3.5). An analysis based on this model
predicted a surprisingly high influx of cycling germinal center B cells into the dark zone. However
more experimental and theoretical work is needed, in order to test the model assumptions in a single
consistent system.
4.2 Discussion
This thesis provides a general mathematical tool to analyze DNA nucleoside analog pulse-chase labeling
experiments. This tool has proven useful in the process of optimizing and testing in silico experimental
pulse-chase labeling protocols, and showed itself versatile enough to describe nucleoside analog pulse-
chase labeling experiments of exponentially growing and homeostatically regulated cell populations.
Furthermore, it could be adapted to interpret additional types of data, for instance time-series data
generated by stathmokinetic and photoactivation experiments. However, as with any other model-
based approach, a set of assumptions had to be made in order to generate model predictions which
permit comparison with experimental data. In the following, we will review some of our assumptions,
discuss how much we depend on them, how they can be tested and to what extend they limit the
applicability of our approach.
Model assumptions
The most basic assumption of our model, namely the sequential progression of proliferating cells
through the various cell cycle phases, does probably not require any further justification. Overwhelm-
ing experimental evidence, collected over several decades of cell cycle research, has shown that this
describes indeed very faithfully the way how mammalian cell division is accomplished (see Chapter
1, Motivation and Background). That the completion of each of the cell cycle phases takes a cer-
tain minimal amount of time, the latter being subject to stochastic variation, represents our second
most basic assumption. In this general form, it is an almost trivial statement, given the ubiqui-
tous thermodynamic fluctuations underlying biological processes, including DNA synthesis and gene
expression [92,173–175].
Throughout this thesis, we considered the delayed negative exponential distribution as a reasonable
approximation to mimic phase completion times. This distribution was chosen as a trade off between
mathematical convenience and biologically reasonable assumptions. It allowed us to derive analytical
solutions for the kinetics of nucleoside analog pulse-chase labeling and similar experiments. In addition,
this distribution seemed sufficiently flexible and accurate to reproduce well experimentally determined
division time distributions and kinetic data from pulse-chase labeling experiments. Nevertheless,
more realistic phase completion times might be considered in the future. The expressions presented
in Chapter 1, especially those for the average kinetics of labeled and unlabeled cells expected from
DNA nucleoside analog pulse-chase labeling experiments, are given as one-dimensional integrals and
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convolutions, which can in principle be evaluated for more complex phase completion times on any
modern computer. In addition, the fact that nφ0 (t) (see Eq. 1.24) are derived as a function of the
Laplace transform of the completion time density distribution implies that any probability density
function with closed-form Laplace transform can be plugged into the expressions in order to yield
analytical results for this specific population. Generalizing to the case of nφi (t), for i > 0, is however
hampered by the need to compute inverse Laplace transforms, which are typically hard to evaluate
for non-standard density distributions. There exist however powerful and accurate numerical Laplace
inversion algorithms [176], that are fast enough to perform even Bayesian inference in a reasonable
amount of time.
Empirical phase completion times
One direct approach to measure phase completion time distributions, employs time lapse imaging.
For this method, genetically modified cells ‘communicate’ their current cell cycle phase by means of
cell cycle dependent fluorescent reporter genes [28, 72]. Currently, continuous imaging of single cells
over more than 3 hours is however constrained to in vitro studies and relatively few cells. In addition,
resolving all phases by microscopy is not possible in the FUCCI system [28], or requires to interpret
subtle changes in the distribution of reporter genes inside the cytoplasm and the nucleus [72].
A second so far unexplored indirect approach could exploit the nucleoside analog double pulse-chase
labeling technique proposed in Chapter 2 of this thesis. To see this possibility, consider for instance
measuring f luS,S (i.e., the fraction of labeled undivided cells in S phase) at many different time points
after the first pulse. Because, according to Eq. 1.20 and Eq. 1.24,






eµt × f luS,S(t), (4.1)
one finds that fτS(the probability density function of τS) is uniquely defined by f luS,S and µ. Hence,
the more accurately we measure f luS,S and µ (the growth rate µ can be estimated independently by
cell counting or stathmokinetic experiments), the better will be our estimate of fτS . By analogy, the
same is true for fuG2M,G2M. The situation for the G1 phase is different. Using the double pulse labeling
approach, the population fuG1,G1 cannot be measured as a pure population, because this population is
still intermixed and indistinguishable from fuG2M,G1 . Continuous labeling with the nucleoside analog
from the first pulse, additional labeling with CFSE [39] or blocking cells in M phase by colchicine,
could however prevent intermixing of fuG1,G1 with f
u
G2M,G1
. Obviously, many support points will be
required in order to generate accurate estimates, which makes this approach quite labor-intensive.
Crucially however, the estimates will only depend on a single assumption, namely exponential growth,
which can be tested independently by analyzing the growth curve. Interestingly, the same reasoning
can also be applied to a homeostatically regulated population, in which the only assumption is the
lack of growth (i.e., µ = 0). In this case, Eq.4.1 simplifies, and we get fτφ(t) ∝ f̈φ,φ(t), where the
double dots indicate differentiating fφ,φ(t) twice with respect to time.
Cell death
Another assumption, which was made in Chapter 1, is the absence of cell death. How much do the
results and the methodology depend on this rather extreme condition? If cell death would happen
for example shortly after mitosis, and as long as in average the number of cells that are born per
unit of time is greater than the number of cells that die per unit of time, our formalism would apply
without major modifications. Uniquely the factor two in the matrix Eq. 1.9 would have to become
smaller. In the more realistic case that cells do not die immediately after mitosis, but instead at the
restriction point [177], it would be reasonable to split the G1 phase into two parts, and introduce an
additional parameter which specifies the fraction of cells that die at this point. Again, except of slight
adaptations, most formulas derived in Chapter 1 would remain valid.
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Ideally however, instead of making assumptions, one would like to assess cell death directly. Measuring
when and to what extend BrdU positive cells appear after a first nucleoside analog pulse in the
Annexin-V (a marker for apoptosis) positive compartment could provide the information necessary to
infer the rate and duration of apoptosis in vivo. Surprisingly, we could not find any published study,
which reports on or analyzes quantitatively such type of data.
Heterogeneity
In principle, the model-based inference approach presented herein can be applied to infer cell cycle
progression in any homogeneous cell population1, as long as cells can be identified based on cell sur-
face markers, tissue, or other characteristics. If the population under study is however heterogeneous,
meaning that it is composed of a set of phenotypically indistinguishable subpopulations with poten-
tially different cell cycle progression parameters, the analysis becomes obviously more complex. A
good example is given by the germinal center dark zone B cell population, analyzed in Chapter 3.
While data from photoactivation experiments indicate heterogeneity in respect to migration in single
lymph node GCs, an aspect which we tentatively incorporated into our analysis, further subpopula-
tions might have remained undetected. For instance, we completely ignored B cell receptor affinity
dependent proliferation, or differences in cell cycle progression due to local conditions in specific GCs.
While the existence of undetected subpopulations can never completely be ruled out given the indirect
nature of our analysis, there are some read-outs from nucleoside analog pulse-chase labeling experi-
ments which can at least serve as an indicator whether the assumption of homogeneity in respect to
cell cycle progression represents a reasonable approximation. First of all, the kinetics of labeled and
unlabeled cell populations in the various phases clearly depend on the composition of the population.
Imagine, for example, that some cells in a given population of interest require substantially more time
to complete the G2M phase compared to their peers. This would become apparent in the nucleoside
pulse-chase labeling data, as the evolution of fuG2M,G2M would not correspond to the kinetics expected
from a homogeneous model. Therefore, if in practice a homogeneous model performs well in reproduc-
ing the data, it is not completely unreasonable to assume that the population is indeed homogeneous.
In contrast, if a homogeneous model fails to reproduce the data, one may consider the presence of
heterogeneous subpopulations as one possible cause for the failure. From a more formal perspective,
we may recall that fτG2M is fully defined by f
u
G2M,G2M
, if the population size remains constant over time.
In our example with two subpopulations, and assuming in addition homeostatic regulation, fuG2M,G2M
will correspond to the weighted sum of the average kinetics from the fast and the slow progressing
subpopulation. As fτG2M can be derived from f
u
G2M,G2M
by differentiating twice (see above), fτG2M will
also correspond to a weighted sum or a mixture of two completion time density functions. The latter
could be analyzed using for example a mixture model in order to tease apart both density functions.
Besides of testing, whether experimentally determined kinetics are consistent (or not) with a homoge-
neous model, it is also possible to check independently whether S phase durations are homogeneous or
heterogeneous. Given that nucleoside analog incorporation is proportional to the DNA synthesis rate,
and that DNA synthesis rate is proportional to the S phase duration, similar amounts of incorporated
BrdU indicate similar S phase durations. The four BrdU pulse-chase labeling data sets that we ana-
lyzed in this thesis, showed quite narrow uni-modal distributions of BrdU incorporation, suggesting
in our case approximately homogeneous populations in respect to S phase progression.
Bayesian inference
Bayesian inference has played several distinct and important roles in the course of this thesis. In
Chapter 1, it was key in discovering and exploring the uncertainty in the parameter estimates inferred
from the U87 and the V79 data sets. In Chapter 2, it formed the basis for optimal experimental
1Notice that even though the population is assumed homogeneous, the completion times are subject to stochastic
variation and are therefore in some sense heterogeneous.
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design, as the uncertainty in the parameter values, determined through the Bayesian approach, was
the quantity that we aimed to minimize. Finally in Chapter 3, where due to additional phases and
a second cell type, the number of parameters increased significantly, Bayesian inference helped to
identify the quantities which, despite the increasing number of degrees of freedom, remained relatively
well defined by the data (e.g., the average transit time, the average S phase duration).
It should however be emphasized that the accuracy of Bayesian inference depends on the accuracy of
the underlying noise model. In this thesis, we have chosen a very simplistic noise model, namely a
continuous approximation of a scaled multinomial distribution, involving a single additional parameter
(see 1.5.2). This choice appeared more appropriate to describe fluctuations in frequencies, compared to
the more commonly used beta or normal densities, yet the data that we analyzed was to sparse, in order
to test accurately, how well this model reproduces the actual correlation structure in the measured
frequencies. Because the measurement errors are most likely composed of contributions from a range
of different sources, for instance, variability in experimental conditions, gating errors, stochasticity
in cell division, FACS measurement errors, inter-animal heterogeneity, the true error distribution is
probably experiment-specific and more complex than our ad hoc assumptions. More extensive data
sets are therefore needed to define a proper and hopefully general noise model. In the mean time, we
propose to consider Bayesian inference, in the form presented here, as a useful qualitative rather than
an accurate quantitative tool to understand uncertainty in cell cycle parameter estimates. To the best
of our knowledge, no study has been published so far which applied Bayesian inference to cell cycle
parameter estimation. The same is also true for rational experimental design.
4.3 Outlook
The future of nucleoside analogs
Nucleoside analogs have now been used by biologists for over seventy years to study cell proliferation.
And, as pointed out in a recent review by Cavanagh et al. [13], BrdU alone has been utilized in
over 20,000 biomedical studies to track newly synthesized DNA. This makes it unlikely that the
use of thymidine or more generally nucleoside analogs will be discontinued in the near future. On
the contrary, the discovery of EdU has provoked renewed interest from the biological community
in the potential of this technique. Currently however, many studies refrain from measuring DNA
content concurrently with nucleoside incorporation, much less consider to use model-based analysis or
administration of several pulses in order to increase the accuracy of the estimates.
Despite their popularity among biologists, a specific aspect of nucleoside analogs prevents their wide-
spread use in the clinics. Because analogs slightly differ from the originals, their incorporation into
newly formed DNA can induce DNA instability and increase the probability for malicious mutations
to occur. While several studies, where BrdU has been administrated to humans have been approved
in the past [20,33,178–181], patients enrolled in these experiments typically suffered from diseases like
cancer and HIV, with notoriously bad long-term prognosis. Administration of nucleoside analogs to
potentially healthy individuals is clearly more difficult to justify, even if their toxic effects, similar to
e.g., radiation therapy, are most likely a question of dosage. To avoid these issues, non-toxic nucleoside
analogs which contain the stable isotopes 2H, 13C and 15N, have been explored in several studies
[64, 182]. Unfortunately, these are, in contrast to fluorescently labeled BrdU, currently impossible to
detect at a single-cell level [183].
Irrespectively, inferring precise cell cycle kinetics from tumor tissues on a patient-to-patient basis
remains an attractive notion which could support individualized cancer therapy in the future. For this,
the triple pulse labeling method, discussed at the end of Chapter 2, applied either with conventional or
so far undiscovered non-toxic nucleoside analogs, might prove useful, as a single tissue sample (biopsy)
may already contain sufficient information to identify cell cycle parameters, possibly relevant for the
prediction of tumor growth and susceptibility to certain drugs.
83
4 General discussion
Estimating variability in cell cycle progression : Hypothetical applications for tumor
growth prediction and treatment?
Considerable amount of work has been invested in the past, to characterize cell cycle progression
in tumors (e.g., [8, 20, 30, 31, 35, 81, 83, 84, 125, 178, 184–186]). This impressive effort was driven by
the hope that some properties of cell cycle progression in cancerous cells would be correlated with
disease stages or treatment outcomes. Most prominent quantities that have been considered are
the potential doubling time and the average duration of the S phase, although their relevance is
not undisputed [8, 187]. Interestingly, despite the fact that some cancerous cells are known for their
heterogeneity in respect to cell cycle progression (see e.g., Table 2.1 and [21,188]), apparent for instance
through a very broad second wave in FLM experiments, this specific aspect has received relative little
attention in applications in the clinics, perhaps because variability has been difficult to infer with
currently available techniques. In this section, we will discuss two examples which illustrate how
variability in cell cycle progression may play a role in tumor growth prediction and treatment. These
examples are meant as simple and naive toy models, as they do not account for the high complexity
encountered in real-life cancer disease.
For the sake of simplicity, we will consider a cell cycle model with a single phase (instead of three as in
Chapter 1). The completion time for this phase is assumed, as before, shifted negative exponentially
distributed. This corresponds one-to-one to the classical Smith-Martin cell cycle model [12]. In the
absence of cell death, the asymptotic growth rate µ of an asynchronously dividing cell population
which follows this model is given by the solution of
γ = µ,
where γ is defined by Eq. 1.8. One finds that






where W (·) is the so-called Lambert W-function. This expression approaches 1/α for β → 0, and
ln 2/β for α→ 0, which is expected (see Section 1.3). Because the average division time for this model
is α+ β, Eq. 4.2 shows that the growth rate of the population in this model is not simply a function
of the average division time, but does depend in a more subtle way on both parameters α and β.
For the sake of the argument, imagine that we have measured, from e.g., a biopsy, the average division
time for a non-growing but proliferating tumor cell population to be 12 hours (for instance by the
relative movement method [15]), but that the data or the method did not allow us to estimate the
variability in cell cycle progression. Furthermore, suppose, that we aim at using the information
contained in our data to predict re-growth of the tumor immediately after surgical removal of neoplastic
tissue, under the simplifying assumptions that cell cycle parameters of residual cancer cells remain
unchanged and that cell death becomes negligible shortly after surgery. The motivation for such an
approach is that these predictions could inform treatment design, as for example patients with faster
growing tumors might, due to a more rapid repopulating of remaining cancer cells, require, in order
to become effective, shorter intervals between subsequent radio- or chemo-therapies [187].
However, from a theoretical perspective, predicting population growth based on the average division
time alone is virtually impossible. To see this, we plotted in Fig. 4.1 the expected sizes of two
populations starting both with a single cell, a first population growing over 3 days with rate µ = 1/12
and a second population growing during the same time at a lower rate, µ = ln 2/12 respectively.
These are two cases which, under our model, are perfectly compatible with an average division time
of 12 hours (α = 12 , β = 0, µ = 1/12, or α = 0, β = 12, µ = ln 2/12). The graph and a
simple computation show that the size of the first population becomes more than 9 times larger
(i.e., exp(1−ln(2)12 × 24 × 3) = 9.1) after only 3 days, compared to the slower growing ‘deterministic’
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population, even though the average division time is 12 hours for both.
For the second example, consider again the single-phase cell cycle model as specified before. This
time, we are interested in estimating the minimal time, it would take an hypothetical 100% effective
drug, which exclusively acts during cytokinesis, to kill in 99% of the cases all cycling cells of a tumor
population. Suppose that at the time of treatment the size of the cycling cell population in the
tumor is n = 10000. Assume furthermore, that we have measured as before the average division time
α+β = 12 hours, and that we want to derive the appropriate treatment duration d. For the unrealistic
case that α = 0, the time it will take all n cells to enter cytokinesis will obviously be β = 12 hours.
For the other extreme, where α = 12 hours and β = 0, estimating the time at which the last of the n
cells will enter cytokinesis is slightly more intricate. We know that the probability that n iid random
variables are smaller than a given value x equals F (x)n, where F (·) is the cumulative distribution of
the random variables, which in our case is the division time. For negative exponentially distributed
division times with mean α and F (x) = 1− e−x/α, we thus compute, exploiting the Markov property,
the probability for a successful treatment (i.e., which kills all the cells) with duration d as follows
P(success) =(1− e−d/α)n. (4.3)
Because we require for our treatment design this probability to become 0.99, we get
d =− α× ln(1− 0.991/n). (4.4)
Generalizing this expression for the case where β > 0, the minimal treatment length becomes instead,2
d∗ =− α× ln(1− 0.991/n∗) + β, (4.5)
where n∗ = n × (2 − eβµ). Fig. 4.1 shows d∗ as a function of the parameter α, given a fixed average
division time of 12 hours. This shows that the treatment time, as defined above, increases almost
linearly with α, and becomes approximately 7 days for α = 12 hours.
Both examples highlight how variability in division times, irrespective of their average durations,
can have a significant influence on the evolution of dividing cell populations in the presence and in
the absence of cytotoxic drugs. It may therefore become informative, in certain cases, to assess, in
addition to the classical average quantities, variability in cell cycle progression in order to predict
and understand tumor growth or the effectiveness of anti-cancer drugs. In this thesis, we presented a
methodology to estimate with high precision and accuracy the variability in cell cycle phase completion
times, which at the same time allows to derive, assuming independency of completion times, the
variability in division times.
2The derivation is as follows: Assume, as proposed in the original Smith and Martin model, that the cell cycle is divided
into an A state with exponential completion times and a B state with deterministic completion times. It can be shown
that the proportion of cells in the A state is given by 2 − eβµ. The probability that all cells in the A state (there are
in average n∗ = n× (2 − eβµ)), leave the A state x hours after treatment initiation is (1 − e−x/α)n
∗
. Therefore, if our
drug would act in the B state, the target treatment duration would become −α× ln(1 − 0.991/n
∗
). However, because
by assumption our drug acts during cytokinesis, the last cell that leaves the A state still has to complete the B state





Figure 4.1: Impact of variability in division times on population kinetics. A) Sizes of two populations,
starting with a single cell and proliferating over three days, one with purely exponential
distributed division times, a second with fixed (deterministic) division times, and both
with the same average division time of 12 hours. This shows that after three days, the
faster growing population (exponential) is about 9 times larger than the slower growing
deterministic population. B) Treatment length d∗ as a function of α, required to kill,
in 99% of the cases, all cycling cells in a tumor population (see main text for model
assumptions). While for α = 0 (zero variability), the treatment length is 12 hours, for
α = 12 hours (maximal variability) the required treatment length becomes almost as long
as a week. The average division time is assumed to be 12 hours, independently of α.
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Algorithms
Several classical and more recent algorithms were used in this thesis to analyze the models and data
sets at hand. Most of these algorithms are well described in the literature, and shall therefore be
covered in this section only very briefly. We will also restrict our attention to those algorithms
which have been implemented by the author or were used in form of open source libraries as part
of other C++ programs. For example, the Risch algorithm, which forms the basis of most symbolic
integration routines (including Mathematica’s), will not be described, although without this algorithm
the majority of theoretical results presented in this thesis, would have been very hard to derive. The
interested and brave reader is refered to [189].
The Expectation-Maximization Algorithm
The expectation-maximization (EM) algorithm is a well-studied algorithm, commonly employed by
statisticians to derive maximum-likelihood estimates for models with latent variables [121]. The basic
idea behind the algorithm is to use current parameter estimates and available data to derive in a first
step (E-step) the expected log-likelihood or the Q-function, with respect to the conditional distribution
of the latent variables. In a second step (M-step), the parameters are updated such that the Q-function
is maximized. Both steps are iterated until some convergence criteria are met.
In Chapter 2 of this thesis, we use the EM algorithm to estimate the density of D-optimal designs
in a three-dimensional design-space, based on a cloud of N previously derived D-optimal designs for
specific parameters. The density is assumed to be accurately approximated by a multivariate gaussian
mixture model with K = 10 kernels. For the kth kernel with weight αk and dimension d = 3 the










where θk = {µk,Σk} are the parameters, i.e., the mean and the covariance matrix, which typically
specify a multivariate Gaussian density, |Σk| is the determinant of the covariance matrix and (x−µk)t
is the transpose of the column vector (x−µk), which is the difference vector between the mean vector
µk and a given position vector (or a data point) x.





and the latent variables are for each D-optimal design the so-called ‘membership weights’, which
correspond to the probabilities a given design belongs to a given kernel.




































where Nk = ΣNi=0ωik.
For the implementation of the EM algorithm, the well structured Matlab code from [190] was trans-
lated into C++ code, using one of the fastest open source linear algebra libraries, called Eigen
(http://eigen.tuxfamily.org). Several details in the algorithm proposed by Figueiredo et al. differ
from the traditional implementation. First, kernels are updated one at a time and not concurrently,
presumably to avoid convergence to local maxima. Secondly, kernels are deleted from the mixture,
using as a criterion the minimal description length. For estimating the density in the design space this
feature was disabled, as an optimal number of kernels was not required. The routine implemented in
C++ can easily handle several thousand data points, and was successfully used, besides of estimating
the density in design space, to cluster FACS data with more than 3× 105 single measurments (for an
example with less data points see Fig. 2). In addition, a faster version was developed, which is based
on binned data (e.g., pixmaps), instead of continuous data points.
The Metropolis-Hastings Algorithm
The Metropolis-Hastings (MH) algorithm represents one of the most verstile Marcov chain Monte
Carlo (MCMC) methods to generate sequences of random samples from a multivariate probability
distribution for which direct sampling is not straightforward [191]. It was first proposed in a paper by
Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller [192] and was further generalized by Hastings
[193].
In order to generate a sample from the distribution π(·) using the MH algorithm, a suitable proposal
density or candidate-generating function q(x, y) has to be specified. The latter is usually a distribution
from which it is easy to sample from, and defines, conditioned on the position x, the probability to
draw as a next position y. For the special case that q(x, y) = q(y, x), the basic steps of the MH
algorithm are, starting at x(1):
• repeat for i = 1, 2, . . . , N
• draw y from q(x(i), ·), and u from the uniform distribution U(0, 1)
• if u ≤ π(y)π(x) then set x
(i+1) = y
• else set x(i+1) = x(i)
• return the values {x(1), x(2), . . . , x(N)}
It can be shown that this sequence converges for large N to a sample from π(·).
While represting an extremely powerful algorithm, a serious issue with MH, especially for high di-
menional problems, can be the rate of convergence, which depends both on π(·) and q(·, ·). As a
general rule, it is found that convergence is fastest if π(·) ≈ q(·, ·), however choosing q(·, ·) = π(·) is
obviously not practical. Therefore several authors [91, 194, 195] have proposed adaptive variants of
the MH algorithm, where q(·, ·) is updated as soon as more information about π(·) is available. Under
relatively mild conditions, convergence is guaranteed even if q(·, ·) changes over time [196].
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For this thesis, the M-H algorithm proposed by Roberts et al. [91] was implemented, in which a
d-variate normal proposal density is updated in the i-th step (for i > 2d) as follows
q(i)(x, ·) = (1− β)N (x, 2.382Σ(i)/d)+βN (x, (0.1)2Id/d),
where Σ(i) is the current empirical estimate of the covariance structure of the target distribution based
on the run so far, and where β is a small positive constant. The constants 2.38 and 0.1 are empirical
values which under certain conditions optimize mixing of the Marcov chain.
It was observed that mixing of the chains was generally satisfactory, despite the high dimensions and
the extreme correlations frequently encountered in the posteriors over the cell cycle parameters.
The Covariance Matrix Adaptation Evolutionary Strategy
The covariance matrix adaptation evolutionary strategy (CMA-ES) is a stochastic population based
method for parameter optimization of non-linear functions. It uses processes inspired by Darvinian
evolution, like reproduction, mutation, and selection in order to find local but also global maxima.
In contrast to genetic algorithms, where the domain of the functions to be optimized is often dicrete,
CMA-ES requires continuous parameters which are ‘mutated’ by sampling from a multivariate normal




(i) + σ(i)N (0,Σ(i)) for k = 1, . . . , n (6)
where
∼ denotes the same distribution on the left and on the right hand side,
N (0,Σ(i)) is a multivariate normal distribution with zero mean and covariance Σ(i),
x
(i+1)
k is the position of the k-th offspring at generation i+ 1,
µ(i) is the mean positions of the search distribution at generation i,
σ(i) is the overall standard deviation at generation i,
Σ(i) is the covariance matrix at generation i,
n is the offspring population size.











m ≤ n is the parent population size,
ωj=1...m are positive weight coefficients for recombination,
x
(i+1)
j:λ are the j-th best solutions from Eq. 6.
The selection mechanism corresponds to truncated selection by choosing m out of n offsprings which
contribute to the average position of the search distribution at the next generation.
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The update equation for the covariance matrix is more intricate























is the so-called evolution path, and y(i+1)j:n = (x
(i+1)
j:n − µi)/σi.
The parameters mcov, ccov, meff and cc are tuning parameters which depend on the dimensionality of
the problem and the desired stringency of selection. They are mostly determined based on empirical
experience. An in-depth description of each of the terms in Eq. 7 is beyond the scope of this section
and can be found together with the update equation for σ(i+1) in [118,197].
The CMA-ES algorithm is implemented in the open-source library shark ( [122]) which can be readily
included into any application written in C++. In this thesis, the algorithm was successfully used for
constrained non-linear least-squares-fitting of model predictions with six and up to 18 parameters. In
Chapter 2, the routine also served to find the D-optimal and non-local optimal designs in up to six




In the context of this thesis, several software applications with graphical user interfaces were developed
to assist in the data analysis, to explore classical and novel algorithms, and to make some of the results
derived in Chapter 1 and Chapter 2 more easily available to a broader audience.
GEM xD
GEM xD, which is short for Gating with the Expectation-Maximization Algorithm in any dimension,
is an interactive 3-D FACS data viewer, which allows to cluster high-dimensional FACS data using
a fast and efficient implementation of the expectation-maximization (EM) algorithm (see Appendix,
Algorithm and [190]) specific for gaussian mixture models (GMM). The clustering is implemented as
follows:
1. a GMM with a relative large number of kernels (circ. 10-30) is initialized with the standard
k-means or the k-means++ algorithm [198].
2. the EM algorithm is employed to find maximum-likelihood estimates for the kernels.
3. the kernels of the GMM are then grouped according to basins of attraction.
4. a majority rule is used to assign data points via the kernels to the basins of attraction.
Notice that the final number of clusters (populations) corresponds to the detected number of basins
of attraction.
EM in combination with GMM or similar models have previously been used to analyze FACS data,
where a common approach is to assume that the number of kernels roughly matches the expected
number of subpopulations in the total cell population [199,200]. This works well if the subpopulations
are distributed approximately like multivariate gaussian or similar distribution, which is however rarely
the case. The method described above, by using far more kernels, achieves a better fit to the data.
This allows to use the resulting GMM to identify the basins of attraction, which in turn leads to the
definition of the subpopulations. A similar approach, however based on kernel density estimation, has
been published recently by Ge et al. [201].
The interface of GEM xD is highly interactive, giving the user the possibility to move, rotate and
zoom in 3-D the projection of the possibly high-dimensional data. Using the low-level rendering
library openGL (opengl.org) in combination with Qt4 (qt-project.org) and C++ permits to view and
manipulate large data sets (> 105) without significant performance issues. Gating can be done either
by drawing a polygon on a 2-D plane in the 3-D space or more inventively by using the clusters obtained
from the GMM. Clusters can be included or removed from the data based on their color. The utility
of this approach is shown in Fig. 2, where six-dimensional experimental dual pulse data (shown are
the BrdU-DAPI-EdU axis) is first initialized with the k-means algorithm (B), then clustered with a
variant of the EM algorithm (C), and finally ‘cleaned’ by removing clusters apparently originating
from doublets or other sources of noise (D).
GEM xD has extensively been used to gate the DAPI-BrdU single pulse labeling data analyzed in
Chapter 1 and Chapter 3 of this thesis.
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Figure 2: Typical work flow of GEM xD. First, high-dimensional FACS data is loaded (A). Then k-
means clustering is applied to initialize a GMM (B). The EM algorithm is used to find the
maximum likelihood of the GMM given the data (C). Populations that are identified by the
user as noise are removed by selecting respective clusters based on their color (D). Finally
the frequencies of the populations of interest are determined. Black squares represent local
maxima. The data was generated, as a preliminary test for EdU-BrdU dual-pulse labeling
experiments, by Telma Lopez and Rui Gardner at the Instituto Gulbenkian de Ciencia,
Portugal.
Figure 3: Graphical user interface for Cell Cycle Timer. On the left, parameters can be adjusted
by moving the sliders, and options for e.g., the fitting and experimental design routines,
can be specified. To the right, the U87 example data set (triangles) has been loaded and
subsequently fitted with the model predictions (lines). Fitting with the CMA algorithm
takes about 5 seconds on a normal computer.
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Figure 4: Cell Qounter was used to manually count three types of cells (green:normal; red:dead;
black:unclassified) on a light-microscopy image from the human glioma cell line U87. The im-
age was recorded by Irene Jaehnert at the Department of Neurosurgery, Ludwig-Maximilians
University Munich, Klinikum Grosshadern.
Cell Cycle Timer
Cell Cycle Timer (cellcycletimer.appspot.com) is an intuitive, graphical web-based application, whose
target audience are experimentalist, interested in including design of experiments (as developed in
Chapter 2) into their proliferation studies (see Fig. 3). Its main features are:
• parameter exploration of the models presented in Chapter 1 and Chapter 2
• stochastic simulations to visualize the impact of noise on the kinetics
• generation of synthetic data
• loading of user data
• example data (e.g., the U87 and V79 data sets)
• fitting of the single and dual pulse model to data using the CMA algorithm
• experimental design (preliminary)
Experimental design, although being the main motivation to implement this application, is still under
development and is currently based on a full batch-sequential design algorithm to decide for the next
optimal support point.
A peculiarity of Cell Cycle Timer is that it is an application based simultaneously on three programing
languages, namely Html5, Javascript and C++. Computationally intensive tasks, like model fitting
and experimental design are implemented in C++ and run on the client side in a so-called sandbox, the
interactive graphical user-interface relies on Javascript and finally for structuring and presentation of
the application’s content and for loading and saving files, Html5 is utilized. This unusual combination
is made possible by a recently developed technology named ‘native client’ (chromium.org/nativeclient),
which allows to run compiled C++ code inside of the chromium web browser. Users which have the
web browser chromium or chrome installed (currently, about 40% of all users in the Internet) can (




Cell Qounter is a simple Qt based application to count efficiently cells (or other objects) on light-
microscopy or other 2-D images. The user can, besides of basic features like loading images, click
and drag interactivity, zoom in and zoom out, mark a cell by placing a resizable and movable semi-
transparent ellipsoid on top of it (identification). If cells of different types are to be counted (e.g.
living and dead cells) this information can be easily added (classification). By selecting a given
ellipsoid and pressing a key (e.g., 1-3) on the keyboard, the ellipsoid changes its color accordingly.
Because identification is most efficiently done at a certain ‘distance’ from the image, while accurate
classification requires a close-up view, Cell Qounter allows to first identify the cells at a certain
magnification and then swap quickly through all the ellipsoids using the arrow keys on the keyboard,
automatically clipping and magnifying the part of the image below the ellipsoid, i.e., the cell which
is to be classified. The number of ellipsoid and their color are automatically recorded and can be
retrieved from a dialog. Finally the positions and the color of the ellipsoids can be corrected at any
time and saved together with the image file, to resume counting at a later time.
Several open source application to manually count cells are available, for example a plug-in for imageJ
or the Python-based cellprofiler (cellprofiler.org). However, at the time of development, the simple task
of manually counting cells seemed, given the above mentioned features, more practical and convenient
with Cell Qounter, when compared to the available open-source alternatives.
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