The estimation of a log-concave density on R d represents a central problem in the area of nonparametric inference under shape constraints. In this paper, we study the performance of log-concave density estimators with respect to global (e.g. squared Hellinger) loss functions, and adopt a minimax approach. We first show that no statistical procedure based on a sample of size n can estimate a log-concave density with supremum risk smaller than order n −4/5 , when d = 1, and order n −2/(d+1) when d ≥ 2.
Introduction
The set of log-concave densities on R d forms a particularly attractive infinite-dimensional class. Gaussian densities are of course log-concave, as are many other well-known parametric families, and the class retains several of the properties of normal densities that make them so widely-used for statistical inference, such as closure under marginalisation, conditioning and convolution operations. On the other hand, the set is small enough to allow fully automatic estimation procedures, e.g. using maximum likelihood, where more traditional nonparametric methods would require troublesome choices of smoothing parameters. Log-concavity therefore offers statisticians the potential of freedom from restrictive parametric (typically Gaussian) assumptions without paying a hefty price. Indeed, in recent years, researchers have sought to exploit these alluring features to propose new methodology for a wide range of statistical problems, including the detection of the presence of mixing (Walther, 2002) , tail index estimation (Müller and Rufibach, 2009) , clustering (Cule, Samworth and Stewart, 2010) , regression , Independent Component Analysis (Samworth and Yuan, 2012) and classification (Chen and Samworth, 2013) .
However, statistical procedures based on log-concavity, in common with other methods based on shape constraints, present substantial computational and theoretical challenges and these have therefore also been the focus of much recent research. For instance, the maximum likelihood estimator of a log-concave density, first studied by Walther (2002) in the case d = 1, and by Cule, Samworth and Stewart (2010) for general d, plays a central role in all of the procedures mentioned in the previous paragraph. Dümbgen, Hüsler and Rufibach (2011) developed a fast, Active Set algorithm for computing the estimator when d = 1, and this is implemented in the R package logcondens (Rufibach and Dümbgen, 2006; . For general d, a slower, non-smooth optimisation method based on Shor's r-algorithm is implemented in the R package LogConcDEAD (Cule et al., 2007; Cule, Gramacy and Samworth, 2009 ); see also Koenker and Mizera (2010) for an alternative approximation approach based on interior point methods. On the theoretical side, through a series of papers (Pal, Woodroofe, and Meyer, 2007; Dümbgen and Rufibach, 2009; Seregin and Wellner, 2010; Schuhmacher and Dümbgen, 2010; , we now have a fairly complete understanding of the global consistency properties of the log-concave maximum likelihood estimator (even under model misspecification).
Results on the global rate of convergence in log-concave density estimation are, however, less fully developed, and in particular have been confined to the case d = 1. For a fixed true log-concave density f 0 belonging to a Hölder ball of smoothness β ∈ [1, 2], Dümbgen and Rufibach (2009) studied the supremum distance over compact intervals in the interior of the support of f 0 . They proved that the log-concave maximum likelihood estimatorf n based on a sample of size n converges in these metrics to f 0 at rate O p (ρ
where ρ n = n/ log n. Very recently, Doss and Wellner (2013) introduced a new bracketing argument to obtain a rate of convergence of O p (n −4/5 ) in squared Hellinger distance in the case d = 1, again for a fixed true log-concave density f 0 .
In this paper, we present several new results on global rates of convergence in log-concave density estimation, with a focus on a minimax approach. We begin by proving, in Theorem 1
in Section 2, a non-asymptotic minimax lower bound which shows that for the squared L 2 and squared Hellinger loss functions, no statistical procedure based on a sample of size n can estimate a log-concave density with supremum risk smaller than the order n −4/5 when d = 1, and order n −2/(d+1) when d ≥ 2. The surprising feature of this result is that it is often thought that estimation of log-concave densities should be similar to the estimation of densities with two bounded derivatives, for which the minimax rate is known to be n −4/(d+4) for all d ∈ N (Ibragimov and Khas'minskii, 1983) . The reasoning for this intuition appears to be Aleksandrov's theorem (Aleksandrov, 1939) , which states that a convex function on R d is twice differentiable (Lebesgue) almost everywhere in its domain, and the fact that for twice continuously differentiable functions, convexity is equivalent to a second derivative condition, namely that the Hessian matrix is non-negative definite. Thus, our minimax lower bound reveals that while this intuition is valid when d ≤ 2 (note that 4/(d + 4) = 2/(d + 1) = 2/3 when d = 2), log-concave density estimation in three or more dimensions is fundamentally more challenging in this minimax sense than estimating a density with two bounded derivatives.
The second main purpose of this paper is to elucidate the supremum risk with respect to the squared Hellinger loss function of a particular estimator, namely the log-concave maximum likelihood estimatorf n . The empirical process theory for studying maximum likelihood estimators is well-known (e.g. van der Vaart and Wellner, 1996; van de Geer, 2000) , but relies on obtaining a bracketing entropy bound, which therefore becomes our main challenge.
A first step is to show that after standardising the data, and using the affine equivariance of the estimator, we can reduce the problem to maximising over a class G of log-concave densities having a small mean and covariance matrix close to the identity (cf. Lemma 11 in the Appendix). In Corollary 6 in Section 3.2, we derive an integrable envelope function for such classes, relying on certain properties of distributional limits of sequences of log-concave densities developed in Section 3.1.
In Theorem 8 in Section 4, we develop the bracketing entropy results that are key to deriving a rate of convergence for the log-concave maximum likelihood estimator. In particular, we show that the ǫ-bracketing number of G in Hellinger distance h, denoted N [] (ǫ, G, h),
as ǫ ց 0. The second term on the right-hand side, which dominates the first when d ≥ 3, is somewhat unexpected in view of standard bracketing bounds for classes of convex functions on a compact domain taking values in [0, 1] (e.g. van der Vaart and Wellner, 1996; Guntuboyina and Sen, 2013) , where only the first term on the right-hand side of (1) appears.
Roughly speaking, it arises from the facts that the log-densities are not bounded below, and their level sets are unknown; see Section 4 for a fuller description.
The bracketing entropy bound (1) allows us to deduce in Theorem 9 that the squared Hellinger distance betweenf n and the true log-concave density f 0 satisfies sup
Thus the log-concave maximum likelihood estimator attains the minimax optimal rate of convergence when d ≤ 2. When d = 3, we see a multiplicative penalty of order log n compared with the minimax lower bound, while when d ≥ 4, the rate obtained is slower than that in our lower bound. These stated rates are slower, when d ≥ 3, than had been conjectured in the literature (e.g. Seregin and Wellner, 2010, p. 3778) , and arise as a consequence of the second term on the right-hand side of (1) being the dominant one for these dimensions.
Although (1) describes the exact rate of growth of the bracketing number (up to multiplicative constants) as ǫ ց 0, it remains possible that the actual maximum likelihood estimator convergence rate is faster than that stated here when d ≥ 3. However, Birgé and Massart (1993) give an example of a situation where the maximum likelihood estimator has a suboptimal rate of convergence agreeing with that predicted by the same empirical process theory from which we derive our rates.
All of our proofs are deferred to the Appendix, where we also give various auxiliary results.
We conclude this section by highlighting some related research on the pointwise rate of convergence of the log-concave maximum likelihood estimator. Balabdaoui, Rufibach, and Wellner (2009) proved that in the case d = 1, if f 0 (x 0 ) > 0 and f 0 is twice continuously differentiable in a neighbourhood of x 0 with φ ′′ 0 (x 0 ) < 0, where φ 0 := log f 0 , then n 2/5 {f n (x 0 ) − f 0 (x 0 )} converges to a non-degenerate limiting distribution related to the 'lower invelope' of an integrated Brownian motion process minus a drift term. Seregin and Wellner (2010) also derived a minimax lower bound for estimation of f 0 (x 0 ) with respect to absolute error loss of order n −2/(d+4) , provided that x 0 is an interior point of the domain of log f 0 and log f 0 is locally strongly concave at x 0 .
Minimax lower bounds
Let µ d denote Lebesgue measure on R d , and let F d denote the set of upper semi-continuous, log-concave densities with respect to µ d , equipped with the σ-algebra it inherits as a subset
. . , X n be independent and identically distributed random vectors having some density f ∈ F d , and let P f and E f denote the corresponding probability and expectation operators, respectively. An estimatorf n of f is a measurable function from (R d ) ×n to F d , and we writeF n for the class of all such estimators. We also define a loss function L to be a measurable map from
Adopting a minimax approach, we define the supremum risk
our aim in this section is to provide, for two different global loss functions, a lower bound for the infimum of R(f n , F d ) overf n ∈F n . Specifically, we consider here the squared L 2 and squared Hellinger distances, given respectively by
where we may take c 1 := 1/7000, and
the same statement holds with c 1 replaced with c 1 /4 and c d replaced with
We remark that a quick inspection of the proof of Theorem 1 confirms that the same lower bounds hold for the (smaller) class of upper semi-continuous concave densities on R d . Theorem 1 reveals that when d ≥ 3, the minimax lower bound rate for global loss functions is different from that for interior point estimation established under the local strong log-concavity condition in Seregin and Wellner (2010) . Our proof relies on a variant of Assouad's cube method (van der Vaart, 1998, p. 347) . For convenience, we state the specific result to which we appeal as Lemma 13 in the Appendix. We handle the cases d = 1 and d ≥ 2 separately. For d = 1, we bound the risk below by the risk over a finite subset of F 1 consisting of pertubations of a semicircle density (raised to be bounded away from zero on its domain); for d ≥ 2, we employ the same strategy, but construct a finite subset of F d
by perturbing the support of a uniform density on a closed Euclidean ball.
Convergence and integrable envelopes
We begin this section with some general results characterising the possible limits of sequences of log-concave densities on R d . We will not require the full strength of these results in the rest of the paper (though we will apply Propositions 2 and 4 when studying integrable envelopes in Section 3.2 below), but we believe they will be of some independent interest.
Convergence of log-concave densities
If A is a k-dimensional affine subset of R d , we write µ k,A for k-dimensional Lebesgue measure on A, and let µ d := µ d,R d to agree with our previous notation. We also write F k,A for the class of upper semi-continuous, log-concave densities with respect to µ k,A on A, and let
is a log-concave function, write cl(f ) for its closure; thus cl(f )(x) := lim sup y→x f (y); if f is also a density with respect to µ k,A then cl(f ) ∈ F k,A . If ν is a probability measure on A, we write csupp(ν) for its convex support; that is, csupp(ν)
is the smallest closed, convex subset of A with ν-measure
bd(C), conv(C) and aff(C) denote its complement, closure, interior, boundary, convex hull and affine hull, respectively. Let B(x 0 , δ) andB(x 0 , δ) respectively denote the open and closed Euclidean balls of radius δ > 0 centred at
Throughout this subsection, we let f 1 , f 2 , . . . be a sequence in F d , and let ν n be the probability measure on R d corresponding to f n . We suppose that ν n d → ν, for some probability measure ν, and let C = {x ∈ R d : lim inf f n (x) > 0}. Our first proposition deals with the most straightforward situation.
under either condition, ν is absolutely continuous with respect to µ d , with Radon-Nikodym
The second part of Proposition 2 weakens the hypothesis of Proposition 2(a) of , where the limiting measure was assumed a priori to be absolutely continuous with respect to Lebesgue measure on R d . The correspondence between csupp(ν) andC in the first part leads one to hope that a similar relationship might hold in more general scenarios where the dimensions of csupp(ν) and C are smaller than d (so the limiting measure is degenerate).
The following examples, however, dispel such optimism.
(i) It is not in general the case that csupp(ν) ⊆ aff(C). For instance, if f n denotes the (logconcave) density of a random variable with a N(1/n, 1/n 4 ) distribution, then C = ∅ but csupp(ν) = {0}.
(ii) Even if csupp(ν) ⊆ aff(C), we do not necessarily have csupp(ν) ⊆C. For instance, if f n denotes the density of a bivariate normal random vector with mean 0 and covariance
, with σ n = 1/n and ρ n = 1 − 1/ log n, then a straightforward
(iii) It is also not in general the case that C ⊆ aff csupp(ν)). For instance, if f n denotes the density of a bivariate normal random vector with mean 0 and covariance matrix   1/n 0 0 e −n 2   , then C = R × {0}, while csupp(ν) = {0} × {0}.
(iv) Even if C ⊆ aff csupp(ν) , we do not necessarily haveC ⊆ csupp(ν). For instance, let f n denote the density of the bivariate random vector
, where X n and Y n are independent, where X n has density
Despite these chastening examples, we can still make the following statements with regard to the situation where ν is degenerate.
Finally in this subsection, we show that even in the situation where ν is degenerate, the convergence in distribution of log-concave measures implies much stronger forms of convergence. Similar results were proved in Theorem 2.1 and Proposition 2.2 of Schuhmacher, Hüsler and Dümbge (2011) under the stronger assumption that ν has a log-concave Radon-Nikodym derivative with respect to µ d . Moreover, for every θ ∈ Θ, we have
as n → ∞.
We note for later use that as an immediate corollary of Proposition 4, if Σ n denotes the covariance matrix corresponding to ν n , and Σ denotes the covariance matrix corresponding to ν, then Σ n → Σ.
Integrable envelopes for classes of log-concave densities
Part (a) of the following result is important for establishing our bracketing entropy bounds in Section 4. Part (b) is used in Lemma 11 to obtain a lower bound for the smallest eigenvalue of the covariance matrix corresponding to the log-concave projection of a distribution whose own covariance matrix is close to the identity. For f ∈ F d , let µ f := R d xf (x) dx and
we have
In fact, it will be convenient to have the corresponding envelopes for slightly larger classes. We write λ min (Σ) and λ max (Σ) for the smallest and largest eigenvalues respectively of a positive-definite, symmetric d × d matrix Σ. For ξ ≥ 0 and η ∈ (0, 1), let
As an ancillary result, we can also give a precise envelope for the class of one-dimensional log-concave densities having mean zero and with no variance restriction. Let
Proposition 7. For every x 0 ∈ R, we have
where we interpret 1/0 = ∞.
While the envelope function here is not integrable, this result is reminiscent of the fact that f (x) ≤ 1/(2x) for all x > 0, when f is a convex density on (0, ∞), which was proved and exploited in Groeneboom, Jongbloed and Wellner (2001) .
4 Bracketing entropy bounds and global rates of convergence of the log-concave maximum likelihood estimator Let G be a class of functions on R d , and let ρ be a semi-metric on G. For ǫ > 0, we write
≤ ǫ for all j = 1, . . . , N and, for each g ∈ G, there exists j * ∈ {1, . . . , N} satisfying g
The following entropy bound is key to establishing the rate of convergence of the logconcave maximum likelihood estimator in Hellinger distance. 
Note that in this theorem, η 0 depends only on d. Guntuboyina and Sen (2013) , who showed that when working with the L 2 -metric (or more generally, L r metrics with r ∈ [1, ∞)), a metric entropy bound of the same order in ǫ can be obtained without the Lipschitz condition (but still with the uniform lower bound condition).
We extend their result in Proposition 16 in the Appendix, by allowing the domain to be a
proper subset of [0, 1] d , and by constructing a bracketing set rather than a covering set.
The greater challenge is to deal with the fact that iff ∈F
, then logf can take negative values of arbitrarily large magnitude, and may even be −∞. We therefore define a finite sequence of levels y 0 , y 1 , . . . , y k 0 , where y 0 is a uniform upper bound for the class
} obtained from Corollary 6, and divide the class of restrictions of densities
subclasses, where in the kth class (k = 1, . . . , k 0 ), the log-density is bounded below by −y k on its domain, with the remaining functions placed in the (k 0 + 1)th subclass. The domains are unknown, so we derive inductively upper bounds for the bracketing Hellinger entropy of the kth class (k = 1, . . . , k 0 ) by first constructing a bracketing set for its domain, and then, for each such bracket, using Proposition 16 to construct a bracketing set for the log-density on the inner domain-bracketing set. Since we can only use crude bounds for the brackets on the (small) region between the inner and outer domain bracketing sets, and since the domain of a function in the kth subclass is a
) brackets to cover these domains when d ≥ 3. It turns out that ultimately it is this step that drives the final bracketing bound when d ≥ 3, a stark contrast with the univariate setting studied by Doss and Wellner (2013) , where a similar general strategy was introduced, but where only O(ǫ −2 ) brackets are needed for the domains. (When d = 2, the number of brackets is of the same order of magnitude as that required in the bracketing set of the log-density on the inner domain bracketing set, because
Crucially, we can afford to be more liberal in the accuracy of our coverage as k increases, because the contribution to the Hellinger distance is small when the log-density has a negative value of large magnitude. This enables us to show that the total number of brackets required to construct a bracketing set with Hellinger distance at most ǫ between the brackets is bounded above by an expression not depending on k 0 . For the (k 0 + 1)th class, we can modify the brackets used for the k 0 th class in a straightforward way.
Translations of these brackets can be used to cover the restrictions of densitiesf ∈F again to allow us to use fewer brackets as the boxes move further from the origin, yet still cover with higher accuracy, enabling us to obtain the desired conclusion.
For the lower bound, we treat the cases d = 1 and d ≥ 2 separately. In both cases, we use the Gilbert-Varshamov theorem and packing set bounds for the unit sphere developed in Lemma 10 in the Appendix to construct a finite subset ofF
of the desired cardinality where each pair of functions is well separated in Hellinger distance. The key observation here is that, while in the d = 1 it suffices to consider a fixed domain, when d ≥ 2, the domains of the functions in our finite subset have to vary.
We are now in a position to state our main result on the supremum risk of the log-concave maximum likelihood estimator for the squared Hellinger loss function.
Theorem 9. Letf n denote the log-concave maximum likelihood estimator based on a sample of size n. Then, for the squared Hellinger loss function,
The proof of this theorem first involves standardising the data and using affine equivariance to reduce the problem to that of bounding the supremum risk over the class of log-concave densities with mean vector 0 and identity covariance matrix. Writingĝ n for the log-concave maximum likelihood estimator for the standardised data, we show in Lemma 11
in the Appendix that
As well as using various known results on the relationship between the mean vector and covariance matrix of the log-concave maximum likelihood estimator in relation to its sample counterparts, the main step here is to show that, provided none of the sample covariance matrix eigenvalues are too large, the only way an eigenvalue of the covariance matrix corresponding to the maximum likelihood estimator can be small is if an eigenvalue of the sample covariance matrix is small.
The other part of the proof of Theorem 9 is to control
This can be done by appealing to empirical process theory for maximum likelihood estimators, and using the Hellinger bracketing entropy bounds developed in Theorem 8.
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Appendix
Proof of Theorem 1. We first treat the case d = 1, and define a finite subsetF 1 of F 1 to which we can apply Lemma 13 below. To this end, fix ǫ := n −1/5 /2 ≤ 1/2 and r := 2/3. Let
For k = 1, . . . , K and ℓ ∈ {0, 1}, set
For k = 1, . . . , K, we also define
and set R k,
Finally, then, we can defineF
and
With r = 2/3, we have c r,K,ǫ ≥ 3 4
(1 − 2π/9) =: c 0 . Note that the epigraph of f α , defined by
1/2 } with K closed halfspaces, so is closed and convex.
Hence, f α is upper semi-continuous and concave, soF 1 ⊆ F 1 , and it remains to verify the two conditions of Lemma 13. First, note that if
where θ k := (2k − 1) sin −1 ǫ and
It is convenient to observe first that
is a monotonically increasing function of θ ≥ 0. In fact, by differentiating under the integral, splitting the range of integration into two intervals of equal length, and then making the
where
We deduce that J(t, θ) ≥ 0 for all t ∈ [(1 − ǫ 2 ) 1/2 sin θ, sin(θ + sin −1 ǫ)], and our desired monotonicity as a function of θ follows. Hence, for any α, β ∈ {0, 1} K , we have
Here we have used the fact that sin We now turn to condition (ii). Since
Here we also used the fact that (1
This shows that in condition (ii) of Lemma 13, we may take C := nr 3 ǫ 5 /(2c 0 ). From Lemma 13, and using the fact that ⌊
For the squared Hellinger loss function, the result follows immediately from what we have already proved, on noting that for any α, β ∈ {0, 1} K ,
We now prove the result for the case d ≥ 2. We again apply Lemma 13, but the construction of our finite subsetF d of F d is quite different. Let
and let r := 1. Letting S r :=B(0, r) \ B(0, r), we use the fact, proved in Lemma 10 below, that there exist
and ℓ ∈ {0, 1}, let x k,ℓ := x ℓK+k , and define the halfspaces
We can now
Thus, each f α is a uniform density on a closed, convex subset of R d , so is upper semicontinuous and concave, and, in particular,
Again, it remains to verify the conditions of Lemma 13. First, if α, β ∈ {0, 1} K , then
For the squared Hellinger loss function, we may therefore take γ :=
This shows that we may take C := 2 (d+1) 1/2 nǫ d+1 in condition (ii) of Lemma 2. We conclude from Lemma 2 that for the squared Hellinger loss function,
The result for the L 2 2 loss function follows from the fact that for every α,
We now give lower and upper bounds on the packing number of a Euclidean sphere; the lower bound was used in the proof of Theorem 1 above (cf. also the proof of Theorem 8 below). Let d ≥ 2, and recall from the proof of Theorem 1 that S r :=B(0, r) \ B(0, r). For ǫ > 0, let N ǫ denote the packing number with respect to Euclidean distance of S r ; thus N ǫ is the maximal N ∈ N such that there exist x 1 , . . . , x N ∈ S r with x j − x k > ǫ for all j = k.
Proof. Let x 1 , . . . , x N 2ǫr denote a packing set of S r at distance 2ǫr. For j = 1, . . . , N 2ǫr , define the hyperplane
2)r 2 }, and let
Notice that for any x ∈ H j ∩ S r , we have j=1 C j and S r , we deduce that
where B(
). Since
, the upper bound for N 2ǫr follows.
For the lower bound, observe that for any x ∈ S r , we can find j * ∈ {1, . . . , N 2ǫr } such that x − x j * ≤ 2ǫr. Thus, if for j = 1, . . . , N 2ǫr , we let
j=1C j = S r . We deduce that
Since B(
the lower bound follows.
Proof of Proposition 2. Suppose that dim csupp(ν) = d. We first show that csupp(ν) ⊆C.
Suppose that x 0 / ∈C, so there exists δ > 0 such that
Hence for R > x * , we have f n k(l) (x) < 1/k(l) for all x ∈ A R,η and l ≥ l 0 . Since A R,η is open, we have for all R > x * and η > 0 that
Since the sets A R,η are increasing in R, we deduce that ν(A R,η ) = 0 for all R ∈ N and all η > 0, so for every x * ∈ B(x 0 , δ),
This shows that no x * ∈ B(x 0 , δ) belongs to int csupp(ν) , so x 0 / ∈ csupp(ν). We conclude
is closed) to prove that C ⊆ csupp(ν). Suppose, for a contradiction, that x 0 ∈ C \ csupp(ν).
Then there exists δ > 0 such that B(x 0 , δ) ∩ csupp(ν) = ∅. Since dim(C) = d, we can find ǫ > 0, n 0 ∈ N and x 1 , . . . , x d ∈ B(x 0 , δ) such that x 0 , x 1 , . . . , x d are affinely independent, and f n (x j ) ≥ ǫ for j = 0, 1, . . . , d and n ≥ n 0 . We deduce that for n ≥ n 0 , we have f n (x) ≥ ǫ for
This contradicts B(x 0 , δ) ∩ csupp(ν) = ∅, and we conclude that if dim(
it follows that csupp(ν) =C. Moreover, we can reach the same conclusion starting from the hypothesis that dim(C) = d.
Now suppose that dim(C) = d. To show that ν is absolutely continuous with respect to
We can find ǫ ∈ (0, 1) and n 0 ∈ N such that µ d (U n,log ǫ ) ≥ ǫ, for all n ≥ n 0 . We first want to deduce that sup x∈R d sup n∈N f n (x) < ∞.
To this end, let M n = sup x∈R d log f n (x), and suppose, without loss of generality since f n is upper semi-continuous, that log f n (x 0,n ) = M n . Assume for now that M n − 1 > 1, so for
We deduce that M n ≤ 1 + max(1, log(1/ǫ)) =: M, say. Now, given η > 0, choose δ =
It follows that ν is absolutely continuous with respect to µ d , so by the Radon-Nikodym theorem, we can let f denote the Radon-Nikodym derivative of ν with respect to µ d . The fact that f = cl(lim inf f n ) then follows from the proof of Proposition 2(a) of .
Proof of Proposition 3. 1. Now suppose that dim(
Let S be a compact subset of R d not intersecting aff(C), and suppose for a contradiction that there exist ǫ > 0, a subsequence (f n k ) and a sequence (
S is compact, there exists a subsequence (x k(l) ) and x 0 ∈ S such that x k(l) → x 0 . Moreover, we can find affinely independent points x * 1 , . . . , x * d ∈ C, and by reducing ǫ > 0 if necessary, we may assume 
contradictingB ∩ csupp(ν) = ∅. We deduce that sup x∈S f n (x) → 0 as n → ∞.
We now wish to deduce that if dim(C) = d − 1, then csupp(ν) ⊆ aff(C). Suppose for a contradiction that x 0 ∈ csupp(ν) \ aff(C). Let H be a closed halfspace with x 0 ∈ int(H) but H ∩ aff(C) = ∅, and let H R = H ∩B(0, R). Then by the argument in the previous paragraph, given ǫ > 0, there exists n 0 ∈ N such that f n (x) ≤ ǫ for all x ∈ H R and n ≥ n 0 .
It follows that
so ν int(H R ) = 0. We deduce that ν int(H) = lim R→∞ ν int(H R ) = 0, contradicting the hypothesis that x 0 ∈ csupp(ν). Thus csupp(ν) ⊆ aff(C).
2. Note that f n,U ∈ F k,U +a , by Theorem 6 of Prékopa (1973) . If ν n,U denotes the probability measure corresponding to f n,U , then by the Cramér-Wold device,
It follows by Proposition 2 that ν is absolutely continuous with respect to µ k,U +a , with
Radon-Nikodym derivative cl(lim inf f n,U ) ∈ F k,U +a .
Proof of Proposition 4. If θ 0 ∈ U and θ 1 ∈ U ⊥ , then Now fix θ ∈ Θ, and let X n ∼ ν n and X ∼ ν. By Theorem 6 of Prékopa (1973) , θ T X n has a log-concave density, and by the Cramér-Wold device,
denote the distribution of θ T X, we consider separately the cases dim csupp(ν θ ) = 1 and dim csupp(ν θ ) = 0. If dim csupp(ν θ ) = 1, then by Proposition 2, ν θ admits an upper semi-continuous, log-concave Radon-Nikodym derivative f θ , say, with respect to µ 1 , and
Letting f n,θ (t) := cl x:θ T x=t f n (x) dx , and noting that f n,θ ∈ F 1 , we deduce that
where the convergence follows from Proposition 2.2 and Theorem 2.1 of Schuhmacher, Hüsler and Dümbgen (2011) .
Finally, suppose that dim csupp(ν θ ) = 0, so that θ ∈ U ⊥ , and θ T X n d → δ a . Letting f n,θ (t) = cl x:θ T x=t f n (x) dx as before, we note that given ǫ ∈ 0, log 2 10
, we can find n 0 ∈ N such that a+ǫ a−ǫ f n,θ (t) dt ≥ 1/2 for all n ≥ n 0 . In particular, for n ≥ n 0 , there exists t n ∈ [a − ǫ, a + ǫ] such that f n,θ (t n ) ≥ 1/(4ǫ). By increasing n 0 if necessary, we may also assume that for each n ≥ n 0 there exists t 1,n ∈ [a + ǫ, a + 9ǫ] such that f n,θ (t 1,n ) ≤ 1/(8ǫ).
We deduce that for n ≥ n 0 and t ≥ t 1,n , f n,θ (t) ≤ exp t − t n t 1,n − t n log 1 8ǫ + t 1,n − t t 1,n − t n log 1 4ǫ
It follows that for large K > 0,
−1) → 0 as K → ∞. We deduce that the sequence (e θ T Xn ) is uniformly integrable, so the result follows by Theorem A on p.14 of Serfling (1980) .
Proof of Theorem 5. (a) Suppose for a contradiction that there exist sequences (f
and (a n ) ց 0 such that sup x∈R d e an x f n (x) ≥ n for all n ∈ N. Note that for R > 0,
as R → ∞. We conclude that the sequence of probability measures (ν n ) defined by (f n ) is tight, so by Prohorov's theorem, we can find 1 ≤ n 1 ≤ n 2 ≤ . . . and a probability measure ν
If Σ denotes the covariance matrix corresponding to ν, then by the remark following Proposition 4, we have Σ = I. In particular, dim csupp(ν) = d. It follows by Proposition 2 that ν has a log-concave Radon-Nikodym derivative f := cl(lim inf f n k ) with respect to µ d . Pick x 0 ∈ int(dom(f )) and δ ∈ (0, 1) such thatB(x 0 , δ) ⊆ int(dom(f )).
Since f n k → f uniformly on compact subsets of int(dom(f )), there exists k 0 ∈ N such that |f n k (x) − f (x)| < f (x 0 )/4 for all k ≥ k 0 and all x ∈B(x 0 , δ). Moreover, by reducing δ > 0 if necessary, we may assume that |f (x) − f (x 0 )| < f (x 0 )/4 for all x ∈B(x 0 , δ). We claim that
, then we can set
Observe that
Now, for x n k > R 0 , we can find x 2,k ∈B(0, R 0 ) \ B(0, R 0 ) and λ ∈ (0, 1) such that
We conclude that there exist A 0,d > 0 and
all k ≥ k 0 , contradicting our original hypothesis, and therefore proving our claim.
(b) Suppose for a contradiction that there exists x 0 ∈ R d with x 0 ≤ 1/4 and a sequence
such that f n (x 0 ) ց 0 as n → ∞. As in the proof of part (a), the sequence (ν n ) of corresponding probability measures is tight, so by Prohorov's theorem, there exists a subsequence (ν n k ) and a probability measure ν on
The upper semicontinuous version of the probability density f corresponding to ν belongs to F
0,I
d , so letting C = dom(log f ), we have 0 ∈ int(C). Note further that since (f n k ) converges to f pointwise on int(C), we must have that x 0 / ∈ int(C) and cx 0 ∈ bd(C) for some c ∈ (0, 1]. Now let
x , so 0 < x * ≤ x 0 . Without loss of generality, we may assume x * = ( x * , 0, . . . , 0) T .
By the supporting hyperplane theorem (Rockafellar, 1997, Theorem 11.6) , there exists b =
, where e 1 denotes the first standard basis vector in R d , then b T x * < x * and there exists c ∈ (0, 1) such that x * * := c x * b ∈ bd(C). But then x * * < x * , a contradiction, so b = e 1 , and
and f 1 (x 1 ) = 0 for all x 1 > x * .
Our claim is that this forces x * > 1/4. To see this, let a := x * , let m ∈ [0, a] be such that f 1 (m) = max x 1 ∈[0,a] f 1 (x 1 ) =: M and let φ 1 := log f 1 . Note that
Hence inf u∈[−2a,0] f 1 (u) ≤ M/4, and in fact this infimum must be attained when u = −2a,
On the other hand,
Here, we used (3), as well as m ≤ a and log M − φ 1 (−2a) ≥ 2 log 2 to obtain the final inequality. We deduce that
so a > 1/4, as required.
Proof of Corollary 6. (a) Letf
as R → ∞, so the sequence of probability measures corresponding to (f n ) is tight. By
Prohorov's theorem, we assert the existence off ∈F ξ,η d
such that x 0 / ∈ int(C), where
d , so by Theorem 5(b), we must have
It follows that x 0 > (1 − η) 1/2 /4 − ξ, as required. We must have f * (0) < f * (x 0 ) (otherwise
, so writing φ * := log f * , we have that
We deduce that φ
say, with strict inequality for every x ≤ x 0 except possibly when x = x 0 , since F (x 0 ) = 1.
We deduce that {e −y j−1 /2 K 1 + 8e
where K d and K * * are the constants defined in Propositions 14 and 16 below respectively.
We claim that for k = 1, . . . , k 0 , we have
and prove this by induction. First consider the case k = 1. By Proposition 14, we can find 
Moreover, when d = 1 the cardinality of this bracketing set is
where we have used the fact that e y 0 /2 ǫ 1/2 ≤ e y k 0 −1 /2 ǫ 1/2 ≤ ǫ 1/2 1 ≤ 1 and 2e y 0 /4 ǫ 1/2 log(1/ǫ) ≤ 8e
This proves the claim (4) when k = 1. Now suppose the claim is true for some k − 1 <
We use Proposition 14 again to find measur-
Again, we can compute
When d = 1 the cardinality of this bracketing set is
again as required. This establishes the claim (4) by induction.
We now consider the classF
Since k 0 depends on ǫ, it is important to observe that for all k = 1, . . . , k 0 ,
In particular, these bounds do not depend on ǫ. 
φ ∈ Φ}, and since ǫ ∈ (0, ǫ 00 ] was arbitrary, we conclude that
. By a simple scaling argument, we deduce that for any b > 0, 
j . Such a bracketing set can be found because when j ≤ j 0 , we have
Finally, for {ℓ = (ℓ j ) ∈ × j: j ≤j 0 {1, . . . , N j }}, we define a bracketing set for {f 1/2 :f ∈F
Note that
where we have used the definition of ǫ 01 to obtain the final bound. Moreover, the cardinality of the bracketing set is
Since ǫ ∈ (0, ǫ 01 ] was arbitrary, we conclude that
) and where
Lower Bound: Let ǫ 02 := min 10 −6 , η 0 /8, sin(4ζ)} 2 = 1.
sin −1 ǫ 1/2 ⌋ and, for convenience, let w :
We also define
As in the proof of Theorem 1, for k = 1, . . . , K and ℓ ∈ {0, 1}, define
for k = 1, . . . , K, we define auxiliary functions
We can now define F
We also compute r sin(2w)
. By the Gilbert-Varshamov bound (e.g. Massart, 2007, Lemma 4 
But then, since |f α | ≤ r ≤ 10, and r ≥ 7, we deduce from the proof of Theorem 1 that for any f α , f β ∈ F L 1, * , we have
Since the bracketing number at level ǫ is bounded below by the packing number at level 2ǫ, we can let ǫ L 0,1 := ǫ 02 /8, and conclude that 
Now, for any j = 1, . . . , d,
Finally, for j, k ∈ {1, . . . , d} with j = k, we have
We deduce from the Gerschgorin circle theorem (Gerschgorin, 1931; Gradshteyn and Ryzhik, 2007 ) that if Σ α denotes the covariance matrix corresponding to f α , then
We conclude thatF d ⊆F
. By the Gilbert-Varshamov bound again, there exists a subset
10 1/2 2 (d+1)/2 16 (d+1)/4 ǫ 03 , we conclude that
Thus, if we set ǫ 0 := min(ǫ We now turn to the proof of Theorem 9, which requires the following lemma.
Lemma 11. There exists η 0 ∈ (0, 1) such that
as n → ∞, whereĝ n denotes the log-concave maximum likelihood estimator based on a random sample Z 1 , . . . , Z n from g 0 .
Proof. For g ∈ F d , we write µ g := R d zg(z) dz and Σ g :
Note that for n ≥ d + 1, and for any η 0 ∈ (0, 1),
We treat the three terms on the right-hand side of (5) in turn. First, we observe by Remark 2.3 of that µĝ n = n −1 n i=1 Z i =:Z, where the density of
d . Taking A 0,d > 0 and B 0,d ∈ R from Theorem 5(a), it follows that for any t ≥ 0 and j = 1, . . . , d,
For the second term, we use Remark 2.3 of again to see that
T , we deduce from the Gerschgorin circle theorem, Chebychev's inequality and Cauchy-Schwarz that
The third term on the right-hand side of (5) is the most challenging to handle. Let P 1/10,1/2 denote the class of probability distributions on R d such that µ P := R d x dP (x) and Σ P :=
Recall from Theorem 2.2 of that for P ∈ P 1/10,1/2 , there exists a unique log-concave projection ψ * (P ) ∈ F d given by
Our first claim is that there exists M 0 > 0, depending only on d, such that
To see this, suppose for a contradiction that there exist (P n ) ∈ P 1/10,1/2 such that
Similar to the proof of Theorem 5(a), the sequence (P n ) is tight, so there exists a subsequence (P n k ) and a probability measure P on
is a sequence of random vectors on the same probability space with
Proof of Theorem 9. Let µ := E(X 1 ) and Σ := Cov(X 1 ). Note that since f 0 ∈ F d , we have that Σ is a finite, positive definite matrix. We can therefore define Z i := Σ −1/2 (X i −µ) for i = 1, . . . , n, so that E(Z 1 ) = 0 and Cov(Z 1 ) = I. We also set g 0 (z) :
d , and letĝ n (z) := (det Σ)
1/2f n (Σ 1/2 z+µ), so by affine equivariance , Remark 2.4),ĝ n is the log-concave maximum likelihood estimator of g 0 based on
Tĝ n (z) dz respectively denote the mean vector and covariance matrix corresponding toĝ n . Then by Lemma 11 above, there exists η 0 ∈ (0, 1) and n 0 ∈ N, depending only on d, such that
for n ≥ n 0 .
We can now apply Theorem 12 below, which provides an exponential tail inequality controlling the performance of a maximum likelihood estimator in Hellinger distance in terms of a bracketing entropy integral. It is an immediate consequence of Theorem 7.4 of van de Geer (2000) , although our notation is slightly different (in particular her definition of Hellinger distance is normalised with a factor of 1/ √ 2) and we have used the fact (apparent from her proofs) that, in her notation, we may take C = 2 13/2 .
In Theorem 12, we takeF :=
, and we setf
It follows from this and our bracketing entropy bound (Theorem 8) that
provided u ∈ (0, 2 −1/2 ǫ 0 ]. We now consider four different cases.
1. For d = 1, we set δ n := 2 −1/2 M 1/2 1 n −2/5 , where M 1 := max (
provided n is large enough that δ n ∈ (0, 2 −1/2 ǫ 0 ], we have
for n ≥ n 0,1 . We conclude by Theorem 12 that for n ≥ n 0,1 and : f ∈ F , and let
The following lemma, a special case of Lemma 1.4 of Kim (2013) , is used in our minimax lower bound construction (cf. Theorem 1).
Lemma 13 (Kim (2013) , Lemma 1.4). Suppose that the loss function L belongs to the set 
for all α, β ∈ {0, 1} K , where α − β 0 denotes the Hamming distance between α and β (ii) There exists C ∈ (0, 1) such that for every α, β ∈ {0, 1} K with α − β 0 = 1, we have
We remark that although Lemma 1.4 of Kim (2013) 
in (6), a quick inspection of the proof of the lemma reveals that the squared Hellinger distance can also be used.
We now provide three auxiliary results used in the proof of Theorem 8 above. We first recall the following entropy bound for convex sets. Write A d for the class of closed, convex subsets of [0, 1] d , and (in a slight abuse of notation) write
Proof. See, for example, Dudley (1999, Corollary 8.4 .2).
Next, we generalise Theorem 3.2 of Guntuboyina and Sen (2013) . It is convenient to define subclasses of concave functions in Φ B (defined at the beginning of the proof of Theorem 8) satisfying coordinate-wise Lipschitz conditions on their domains. For a convex subset Proof. The result follows using small modifications to the proof of Theorem 3.2 of Guntuboyina and Sen (2013) . The details are omitted.
Our final auxiliary result is a generalisation in two respects of Theorem 3.1 of Guntuboyina and Sen (2013) , though it follows the original proof quite closely. First, we again allow the domain of our convex functions to be an arbitrary d-dimensional closed, convex subset of [0, 1] d rather than the whole set; and second, we extend their result from metric entropy to bracketing entropy. 
for all ǫ ∈ (0, ǫ 3 ], and prove this result by induction on M. Let M = 0 and fix ǫ ∈ (0, ǫ 3 ]. The proof for the case B = 1 is therefore complete by induction. For general B, we can use a simple scaling argument to reduce the problem to the case B = 1.
