We study the asymptotic limit, as ε ց 0, of solutions of the stochastic Cahn-Hilliard equation:
where W ε = ε σ W or W ε = ε σ W ε , W is a Q-Wiener process and W ε is smooth in time and converges to W as ε ց 0. In the case that W ε = ε σ W , we prove that for all σ > 1 2
, the solution u ε converges to a weak solution to an appropriately defined limit of the deterministic Cahn-Hilliard equation. In radial symmetric case we prove that for all σ ≥ 1 2 , u ε converges to the deterministic Hele-Shaw model. In the case that W ε = ε σ W ε , we prove that for all σ > 0, u ε converges to the weak solution to the deterministic limit Cahn-Hilliard equation. In radial symmetric case we prove that u ε converges to deterministic Hele-Shaw model when σ > 0 and converges to a stochastic model related to stochastic Hele-Shaw model when σ = 0. (1.1)
Here W is a Q-Wiener process where Q satisfies (2.1) and (2.2). f (u) = F ′ (u) where F (u) = is widely accepted as a good model to describe the complicated phase separation and coarsening phenomena in a melted alloy that is quenched to a temperature at which only two different concentration phases can exist stably. It was formally derived by Pego [Peg89] and rigorous proved by [ABC94] by using the method of matched asymptotic expansions that the equation (1.3) converges to the motion by Mullins-Sekerka law. That is, as ε ց 0, the chemical potential v ε tends to a limit v which, together with a free boundary Γ := ∪ 0≤t≤T ({t} × Γ t ), solves the following free boundary problem:
where
H is the scalar mean curvature of Γ t with the sign convention that convex hypersurfaces have positive mean curvature, V is the normal velocity of the interface with the sign convention that the normal velocity of expanding hypersurfaces is positive, n is the unit ourward normal either to ∂D or to Γ t . [Che96] , the author formulate a weak solution to the free boundary problem (1.4) (see Definition 2.6) and show that the solutions of (1.3) approach, as ε ց 0, to weak solutions of (1.4) by using a compactness argument. In fact, the Cahn-Hilliard equation (1.3) is an H −1 -gradient flow with the van der Waals-Cahn-Hilliard energy functional where χ E is the characteristic function of E, i.e. χ E (x) = 1 when x ∈ E and χ E (x) = 0 when x ∈ E. Γ t := ∂E t is the interface. By using a varifold approach, Chen in [Che96] analyzed the property of the limit of the solutions to equation (1.3) and then proposed a definition of weak solution of this limit. Any classical smooth solutions to (1.3) are weak solutions. In some special case, the smooth weak solutions are also classical solutions to (1.4). We need to mention that in [ABC94] , the convergence of solutions to Cahn-Hilliard equation (1.3) to (1.4) is proved under the assumption on the existence of smooth solution to (1.3). While in [Che96] , Chen proved the convergence of the solution to equation (1.3) and analyzed the limit directly. No assumption on existence of solution to (1.3) is required in [Che96] .
The equation with Q-Wiener process for σ ≥ 1 2
. In this case, we can obtain that for σ > 1 2 , the solutions to equation (1.1) converge to the weak solutions defined in Definition 2.6. In fact, motivated by [DPD96] , we apply the Itô's formula to E ε (u ε ) and prove the Lyapunov property of equation (1.1) for all σ ≥ 1 2 (see Lemma 3.1). By a tightness argument, we prove that for all σ > 1 2 , the solutions to equation (1.1) converge to the weak solution of the limit of deterministic Cahn-Hilliard equation (1.3) defined by Chen [Che96] (see Theorem 2.7). For σ = 1 2 , the tightness and convergence results are still true. But we cannot conclude that the limit is a weak solution defined in Definition 2.6.
Particularly in radial symmetric case, we prove that for all σ ≥ 1 2
, the limit of solutions to equation (1.1) satisfy (1.3) in the weak sense. Thus we conjecture that in general for P − a.s. ω, as ε ց 0, the chemical potential v ε (ω) tends to a limit v(ω) which, together with a free boundary Γ(ω) := ∪ 0≤t≤T ({t} × Γ t (ω)), (v(ω), Γ(ω)) satisfies (1.3).
The equation with "smeared" noise for σ ≥ 0. Moreover, we consider stochastic Cahn-Hilliard equation driven by "smeared" noise which is smooth in time. This kind of noise were considered also for stochastic Allen-Cahn equation in [Fun99, Web10, FY19] .
We smoothen the noise in time and consider the following random PDE:
ρ ε (t − s)W s ds and ρ ε is an approximate delta function on R.
. Since ξ ε t is smooth in time, this enables us to apply the NewtonLeibniz formula to E ε (u ε ) and obtain the Lyapunov property. Thus the tightness and the convergence results hold for all σ ≥ 0. Similar as before, for all σ > 0, the solutions to (1.7) converge to the weak solution to Definition 2.6 (see Theorem 5.3). For the interesting case that σ = 0, when ε ց 0, we have that
(1.8)
(1.8) actually gives a weak formula to describe how the evolution of the interface Γ t := ∂E t is governed by the noise W (see Theorem 5.6). This gives the first rigorous result of the sharp interface limit of stochastic Cahn-Hillliard limit to a stochastic model. Similar as before, we conjecture that for P − a.s. ω, as ε ց 0, the chemical potential v ε (ω) tends to a limit v(ω) which, together with a free boundary Γ(ω) := ∪ 0≤t≤T ({t} × Γ t (ω)), (v(ω), Γ(ω)) satisfies the following stochastic problem:
(1.9)
We also mention that Chen's definition for weak solution in Definition 2.6 is not so "perfect", since it is still unknown whether in general such a smooth weak solution is a classical solution to (1.4). The problems come from that a "good" weak formula for the third equation in (1.4) is still missing. Moreover, in [ABK18] the authors also give some different conjectures about the sharp interface limit of equation (1.1) via a formal calculation, especially in the case that σ = 1. In their case the value of v on the interface is different from ours. As what we analyze in Remark 5.9, our model (1.9) fit quite well in radial symmetric case. But in general case, we still cannot give a fully rigorous proof.
In fact, identifying the value of v on the interface Γ t is the main task of varifold approach to study the sharp interface limit of both Cahn-Hilliard equation and Allen-Cahn equation (cf. [HT00, Ton02, Ton05, RS06, Le08, RT08]). In these literature, the authors give a weak formula for the third equation in (1.4). But they are unable to prove the limit of the solutions to equation (1.3) satisfy such weak formula. Until now, a fully rigorous proof of the sharp interface limit of Cahn-Hilliard equation is still missing.
The problem (1.4) is often called the Mullins-Sekera problem or the two-phase Hele-Shaw problem. The local existence and uniqueness of classical solutions of (1.4) when the initial hypersufrace Γ 0 is sufficiently smooth can be found in [CHY96, ES97] . For general initial hypersurfaces Γ 0 , existence of weak solutions of (1.4) was proved in [Che96, Rög05] by using the tools of varifolds. For the stochastic Hele-Shaw model (1.9), there is no result for existence.
Finally, as what we mentioned before, the methods in [Che96] and also in this paper are deeply related to the theory of varifolds. We recall some related definitions in Section 2. In fact, varifolds represent very natural generalizations of classical n-surfaces, as they encode, loosely speaking, a joint distribution of mass and tangents. More technically, varifolds are Radon measures defined on the Grassmann bundle R d × G(n, d), whose elements are pairs (x, S) specifying a position in space and an unoriented n-plane. Varifolds have been proposed more than 50 years ago by Almgren [Alm65] as a mathematical model for soap films, bubble clusters, crystals, and grain boundaries. After Allard's fundamental work [All72] , varifolds have been successfully used in the context of Geometric Measure Theory, Geometric Analysis, and Calculus of Variations. One successful application of varifolds resulted in the definition and the study of a general weak mean curvature flow in [Bra78] , which allowed to prove existence of mean curvature evolution with singularities in [KT17] . Beyond the theory of rectifiable varifolds, the flexibility of the varifold structure has been proved to be relevant to model diffuse interfaces, e.g., phase field approximations, and a crucial part in the proof of the convergence of the Allen-Cahn equation to Brakkes mean curvature flow [Ilm93, Ton03, TT15] , or in the proof of the Γ-convergence of Cahn-Hilliard type energies to the Willmore energy (up to an additional perimeter term) [Ton05, RS06, Le08, RT08] . This paper is organized as follows: In Section 2 we give some basic notations and recall some definitions from geometric measure theory. In subsection 2.3 we give the main results for (1.1) driven by Q-Wiener process. In Section 3, we establish certain ε-independent estimates for the solution to (1.1), which allow us obtain tightness and then apply Skorohod's theorem to obtain a convergence subsequence for all σ ≥ . Moreover for σ > 1 2 , we prove that this limit is actually a weak solution to (1.4). Similar as in [Che96] , in Section 4, we study the radially symmetric case and prove that for all σ ≥ 1 2 , the limit of the solution to equation (1.1) satisfies the deterministic Hele-Shaw model (1.4). Finally in Section 5, we consider the case for "smeared" noise ξ ε t and obtain the convergence result for all σ ≥ 0. For σ > 0, the limit of the solution to (1.7) is a weak solution to equation (1.4). For σ = 0, we obtain a stochastic characterisation of the evolution of the interface (1.8) and prove in radial symmetric case that it satisfies the stochastic Hele-Shaw model (1.9).
Preliminary

Basic notations and assumptions
In the following, we denote by S d−1 the unit sphere in R d and ν a generic element in
, we denote by n ⊗ n the matrix (n i n j ) d×d . We use "I" to denote the identity matrix (δ ij ) d×d . For any d × d matrices A = (a ij ) and B = (b ij ),
We denote by C 
We also denote by χ E the characteristic function of a set E, which is defined by χ E (x) = 1 for x ∈ E and χ E (x) = 0 for x ∈ E.
Moreover, we denote H n as the n-dimensional Hausdorff measure on 
Let u ε be the solution to equation (1.1), we set
In the following, we recall several definitions from geometric measure theory (cf. [Fed14, Sim83] ). 
Radon measures
BV functions
can be extended as a bounded linear functional over C c (D; R d ), then we say that u is a function of bounded variation, denoted by u ∈ BV (D). If u ∈ BV (D), we use D i u to denote the measure on C c (D) generated by the functional u, −∂ x i ψ for all ψ ∈ C 1 c (D). We denote by |Du| the Radon measure generated by
One can show in [Fed14] that D i u is absolutely continuous with respect to |Du| and there exists a |Du|-measurable unit vector valued function ν such that Du = ν|Du|, |Du| − a.e.. We say that a set E ⊂ D is a BV set if χ E ∈ BV (D). We denote ν E by
Clearly, in the case that ∂E is smooth, ν E is the unit inward normal of E on ∂E.
In the following, we introduce the several concepts of general varifold, which can be found in [Sim83, Chapter 8] . 
where π is the projection 
Here for any
For any T ∈ G(d, d − 1) with p ∈ P the unit normal of T , we have that
We simply denote P ≡ G(d, d − 1). Hence the first variation formula becomes
By the general Riesz representation [Sim83, Theorem 4.1], this is equivalent to that there exists a Radon measure |δV | on D characterized by
Mean curvature vector
Definition 2.5 Let V be a varifold which has locally bounded first variation in D such that |δV | is absolutely continuous w.r.t.
2.2 Definition of a weak solution to the limit of equation (1.1)
Now we recall the following definition of weak solutions to the limit of equation
Definition 2.6 A triple (E, v, V ) is called a weak solution to the limit of the Hele-Shaw problem (1.4) if the following holds:
is a varifold on D, and there exist Radon measure µ t onD, µ t -measurable functions c
(iv) For any t ∈ (0, T ] and for almost every τ ∈ (0, t),
Main results for Q-Wiener noise
Theorem 2.7 Assume that σ ≥ 1 2 and (1.2) hold. Let Q satisfy (2.1) and (2.2). Let (u ε , v ε ) be the solution to (1.1). Then there exist a probability space (Ω,F,
. There also exists a subsequence ε k such that as ε k ց 0 the following holds:
(2.14)
In particular, forP − a.s. ω, (E(ω), v(ω), V (ω)) satisfies all the properties in Definition 2.6 except (2.12). If σ > 1 2 , (2.12) holds, thus (E(ω), v(ω), V (ω)) is a weak solution in the sense of Definition 2.6.
, with the same notations as in Theorem 2.7, and suppose that the assumptions in Theorem 2.7 hold. Then in radially symmetric case, that is D = B 1 , where B 1 is the unit ball in R d and that u ε 0 is radially symmetric, we have that dµ = 2S|Dχ Et |dxdt as Radon measure on D T .
In particular, for a.
where ν Et is defined in (2.4). Then we have that
H V t is the mean curvature vector of V t defined in Definition 2.5 and δ ν is the Dirac measure concentrated at ν ∈ P .
Remark 2.9 Since E t is a BV set for a.e. t ∈ [0, T ], by [Sim83, Theorem 14 .3], we have that in radial symmetric case, for a.e. t ∈ [0, T ]
Here
Section 14] for details). In our case
Since V t is a rectifiable varifold (see [Sim83,  Chapter 8] for details), we also have
where H ∂ * Et is the generalized mean curvature vector of ∂ * E t (see [Sim83, Definition 16 .5]). Moreover, when E t is a smooth domain, H ∂ * Et is just the classical mean curvature vector of ∂E t and ν Et is the inward normal vector of ∂E t . Thus the last equation in (2.15) gives a weak formula of the third equation in (1.4).
Remarks on the definition of weak solutions
Suppose that (E, v, V ) is a weak solution of Definition 2.6. In the following, we show how Definition 2.6 is connected with (1.4). This has been obtained in [Che96, Subsection 2.4]. We give more details for complete results.
Observe that in distribution sense,
Thus (2.10) implies that in distribution sense
Since v ∈ L 2 (0, T ; H 1 ), ∆v and ∂v ∂n are ill-defined in (1.4). They have to be understood in distribution sense. We suppose that (v, Γ) is smooth enough such that ∆v and ∂v ∂n are well-defined.
Suppose thatĒ ⊂ D. Denote Γ t := ∂E t and let
Then (2.10) implies that 
where we used (2.10) in the last equality. Thus we obtain in distribution sense the following holds.
For the last equation in (1.4):
which yields that in distribution sense
Therefore we know that (2.10) is a weak formulation of all the equations in (1.4) except the third equation.
For the third equation in (1. 
But the assumption that v ε → v weakly in W 1,p for p > d has not been obtained until now since we can only obtain the convergence in H 1 = W 1,2 . In fact, identifying the value of v on the interface Γ t is the main task of varifold approach to study the sharp interface limit of both Cahn-Hilliard equation and Allen-Cahn equation (cf. [HT00, Ton02, Ton05, RS06, Le08, RT08]). Until now, a fully rigorous proof for the (deterministic) Cahn-Hilliard equation is still missing.
Convergence
Lyapunov functional E ε and basic estimates
In the deterministic case, where no forcing terms are present, the function E ε defined in (2.3) decreases in time. In stochastic case, the authors in [DPD96] showed a similar property when ε = 1 and (2.1) is satisfied. Using the same trick we can prove a similar result.
Lemma 3.1 There exists a constant which only depends on T and 0 < ε 0 < 1 such that for any ε ∈ (0, ε 0 ] and any p ≥ 1,
and
Proof We will not give all the details of the proof since it is the same as [DPD96, Section 2.3], we only calculate the order of ε for every term in the following. Applying Itô's formula on E ε , we have that
By using the same trick as in [DPD96, Section 2.3] we have that
Hence we deduce from (3.3) that for any p ≥ 1,
Then by Young's inequality, for any κ > 0, there exists a constant
Thus for a small enough κ > 0, there exists a constant C T > 0 such that
which implies our results.
Corollary 3.2 There exists a constant C T > 0, such that for any p ≥ 1
In the rest of this section, we always assume σ ≥ 1 2 .
Estimates for {u
Observe that
and there are positive constants c 1 , c 2 such that
Lemma 3.3 There exists constant C T > 0 which only depends on T , such that for any β ∈ (0,
Similarly to the proof of [Che96, Lemma 3.2], let ρ be any fixed mollifier satisfying
where B 1 is the unit ball in R d centered at 0. For any small η > 0, we define
Here we assume that u ε is extended to {x ∈
where η 0 is a small positive number and n(y) is the unit outward normal vector to ∂D at y ∈ ∂D. Then by (3.5), we have that for any p > 1, η ∈ (0, η 0 ),
and E sup
where we use (3.8) in the second inequality and (3.7), (3.1) in the last line. For any 0 ≤ τ < t ≤ T , by using u
where in the third inequality we use (3.2), (3.5), (3.9) and the fact that
Then we have that
where we use (3.11) in the second inequality and (3.5), (3.10) in the last inequality. If we take
, we have that
Moreover, using (3.8) we have that 
Moreover by (3.7) E sup
}
We want to obtain the estimate of v ε in the space H 1 . By (3.2) and Poincaré-Wirtinger inequality, it is enough to estimatev ε :=
Lemma 3.4 For any δ > 0, there exists a constant C ≡ C(δ, T ) > 0, such that
Proof For any R > 0, set
By the same argument as in [Che96, Lemma 3.4] and using an integration by parts formula, we have that
where D 2 ψ is the Hessen matrix of ψ, ψ is the unique solution to
Here u ε η is defined in the same way as in the proof of Lemma 3.3. Then for a fixed ω ∈ A R , all the estimates in the proof of [Che96, Lemma 3.4] hold. Thus we have that there exists a constant C R such that for any ω ∈ A R , t ∈ [0, T ] and any η, ε ∈ (0, 1)
where m 0 =ū ε 0 ∈ (−1, 1) is as in (1.2). Taking η small and independent of ε, we obtain that there exists constantC R > 0 such that for any ω ∈ A R , t ∈ [0, T ],
Hence we have
Moreover, by Poincaré-Wirtinger inequality
thus for any R > 0 there exists a constant C R > 0, such that
By Lemma 3.1 and Lemma 3.3, using Cheybeshev's inequality, we have that for any δ > 0, there exists a constant R ≡ R(δ) > 0, such that
Then we obtain the assertion of the lemma. , we denote
Tightness
where L 2 w (0, T ; H 1 ) is the space L 2 (0, T ; H 1 ) equipped with the weak topology, L 2 w is the space L 2 equipped with the weak topology and L ∞ w * (0, T ) is the space L ∞ (0, T ) equipped with the weak-* topology. We also denote
where M is the space of all finite signed measure on D T and M R ⊂ M is the space of all Radon measure on D T . M R and M are equipped with the total variation norm · T V and weak topology, respectively. Here an element in
LetP ε be the probability measure on X 1 × X 2 defined bŷ
(3.16) In the following we will prove that {P ε } ε is tight on X 1 × X 2 . This is equivalent to prove the tightness of every component.
by (3.4) and Chebyshev's inequality, we know that
Then we have that for any δ > 0, there exists a constant K 1 > 0 such that
For E ε , by (3.1) and Chebyshev's inequality, we have that for any δ > 0, there exists a constant K 2 > 0 such that
By the Banach-Alaoglu theorem, any bounded set in
w . Then by a generalized Arzelà-Ascoli theorem, any bounded set in
w ) for any 0 < γ < β. Hence we obtain the tightness of
w ) by using Chebyshev' inequality and Lemma 3.3.
For G(u ε ), by Lemma 3.3 we have that for any δ > 0, there exists a constant
Since W 1,1 is compactly embedded into L q for any q ∈ [1,
], then by a generalized Arzelà-Ascoli theorem for any 0 < γ < β, the set
w (0, T ; H 1 ) is followed by Lemma 3.4 and the BanachAlaoglu theorem.
For
Since D T is a compact set, we have that f + dxdt, f − dxdt ∈ M R . By [Sim83, Theorem 4.4], any bounded set in M R w.r.t. total variation norm is precompact in M R w.r.t weak topology, which implies that any bounded set in M w.r.t. total variation norm is precompact in M w.r.t weak topology. Thus by (3.1) and
we obtain the tightness of P • e ε (u ε )dxdt, {ε∂ x i u ε ∂ x j u ε dxdt} ij −1 in X 2 . Hence we proved the tightness of {P ε } ε in X 1 × X 2 . Then by using a Jakubowskis version of the Skorokhod Theorem in the form given by [BO13, Theorem A.1], which was proved in [Jak98]:
Theorem 3.5 Let X be a topological space such that there exists a sequence {f n } n≥1 of continuous functions f n : X → R that separate points of X . Let us denote by S the σ-algebra generated by the maps {f n }. Then: (j1) every compact subset of X is metrizable; (j2) every Borel subset of a σ-compact set in X belongs to S ; (j3) every probability measure supported by a σ-compact set in X has a unique Radon extension to the Borel σ-algebra on X ; (j4) if (µ n ) is a tight sequence of probability measures on (X , S ), then there exists a subsequence (n k ) k≥1 , a probability space (Ω, F , P) with X -valued Borel measurable random variables X k , X such that µ n k is the law of X k and X k converge almost surely to X. Moreover, the law of X is a Radon measure. . There exist a probability space (Ω,F, {F} t∈[0,T ] ,P) on X 1 × X 2 , a subsequence ε k (we still denote it as ε for simplicity) and
We obtain that
and satisfies the following: (iv) For all β < 1 12
Proof Since X 1 × X 2 is locally convex space and its dual space is separable, by [Rud73, Theorem 3.4], the condition in Theorem 3.5 holds. Thus the Skorohod theorem Theorem 3.5 yields the first assertion and the existence of convergence subsequence to
is a Wiener process on (Ω,F ,P) with covariance Q 1 2 h 2 L 2 . Thus there exists a Q-Wiener processW on L 2 which is defined on (Ω,F,P). Then we have that for any 
In the rest of this proof, we ignore the notation˜if there is no confusion. By (3.8), we know that for any t, τ ∈ [0, T ], any ε > 0
thus we have that forP − a.s.ω
, let ε → 0 we have that
w , by the weakly lower-semicontiniuty, we have that
Hence we obtain that u ∈ C
Similarly we have for any ε, h > 0
. On the other hand, by (3.4) we know that
As ε → 0, we have that forP − a.s. |u| ≡ 1 in L 2 , ∀t ∈ [0, T ], which implies that forP − a.s. there exists a measurable set E(ω) in D T , such that
Moreover by the right hand side of (3.8), we obtain that forP − a.s.ω,
which implies that g = G(u) = 2Sχ E . Hence we proved the assertion (iii). Using the estimate (3.12), we have that for any t, τ ∈ [0, T ],
Then the assertion (iv) followed by the Kolmogorov's criteria. Note that the equation (1.1) is conserved, i.e. for any
|D|. This proved the assertion (v). Finally set g ε := G(u ε ), by (3.7) we know that
As ε ց 0, since 
E(t).
This completes the proof of the theorem.
Proof of Theorem 2.7
Now we are in a position to prove Theorem 2.7. Before we begin the proof, we need to first recall some crucial lemmas to estimate the following "discrepancy" measure ζ ε (u ε )dx
Lemma 3.7 ([Che96, Lemma 4.4, Theorem 3.6]). Let
There exist psitive constants C 0 and η 0 ∈ (0, 1] such that for every η ∈ (0, η 0 ], every ε ∈ (0, 1], and every (u
Moreover there exist continuous, non-increasing, and positive functions M 1 (η) and M 2 (η) defined on (0, η 0 ] such that for every η ∈ (0, η 0 ], every ε ∈ (0,
], and every (u ε , v ε ) ∈ K ε , we have that
where (ζ ε (u ε )) + is the positive part of ζ ε (u ε ).
Let {u ε 0 (·)} ε be a family of initial data satisfying (1.2). Let (u ε , v ε ) be the solution of (1.1) with initial value u ε 0 . The first three assertions can be obtained directly by Theorem 3.6. In the following we fixed ω such that all the assertions in Theorem 3.6 hold. For simplicity of notation, we also denote ε k by ε and omit the notation tilde˜in the Theorem 3.6.
Since G(u ε ) → 2Sχ E and |DG(u ε )| ≤ e ε (u ε ) for every ε and every (t, x) ∈ D T , by the lower semicontinuity of the BV norms, we have that 2S|Dχ Et |dtdx ≤ dµ, which is the inequality (2.8).
is a solution to equation (1.1), by Itô's formula we have that for any τ ∈ (0, t)
combined with ψ(t) ≡ 0, which yields that
Let ε ց 0, we obtain that the identity (2.10). In addition, for any t
The last equality holds because D is an open domain thus Y ≡ 0 on ∂D. Then taking integration from s = 0 to s = t and letting ε ց 0, we obtain
It remains to construct V to finish the proof. Note that for any 0 < τ < t < T ,
Therefore, in the sense of Radon measure,
By (3.22) we have µ t (D) = E(t) for a.e. t ∈ (0, T ]. Consequetly, for a.e. t ∈ (0, T ] and a.e. τ ∈ (0, t), by (3.3), we have that
Similar as in the proof of Lemma 3.1, we have that for σ >
Hence we deduce that
which is the inequality (2.12). Next, we study the relation between µ ij and µ. Observe that for any t ∈ (0, T ], and
where Y T is the transpose of vector Y . Here in the last inequality we use the definition of
By taking η as small as enough in (3.20), we have that
Thus letting ε ց 0 in (3.23), we obtain that
Therefore, in the sense of measure |dµ ij (t, x)| ≤ dµ(t, x). Consequently, there exists µ-measurable functions ν ij (t, x) such that
By the definition of µ ij and (3.24), we have that
Therefore we have that
where ν i , i = 1, · · · , d are µ-measurable unit vectors and λ i , i = 1 · · · , d are µ-measurable functions, which satisfy
It then follows from (3.21) that for a.e. t ∈ (0, T ] and for every
Clearly, for a.e. t ∈ (0, T ], 0 ≤ c
satisfying (iii) of Definition 2.5. Then by (2.5),
Thus we obtain (2.11). Hence we proved (iv) of Theorem 2.7. This completes the proof of Theorem 2.7.
3.6 The case that σ =
2
As what is shown in the last subsection, for σ = 1 2
, the limit of solution to equation (1.1) satisfies all the defintion in Definition 2.6 except (2.12). Instead we have Proposition 3.8 Let µ t be as in Theorem 2.7, then
where C Q := Tr(Q).
Proof By using the method as in subsection 3.5, we have that for σ = 1 2
The last inequality holds because |u ε | → 1 and f ′ (u ε ) = 3(u ε ) 2 − 1. Thus we obtain (3.26).
Remark 3.9 By Propostion 3.8 and the analysis in the proof of Theorem 2.7 in Subsection 3.5.
In the case that σ = 1 2 , the energy µ t may grow a little faster than that in deterministic case. But as what we will show in the next section, at least in radial symmetric case, the pertubation by the noise ε 1 2 dW is not strong enough, such that the limit of equation (1.1) also converges to deterministic Hele-Shaw model (in a weak sense). Thus we conjucture that in general for P − a.s. ω, the sharp interface limit of (1.1) satisfies the deterministic Hele-Shaw model (1.4):
4 Case of radial symmetry for σ ≥ 1 2
In this section we are going to prove Theorem 2.8. In this case of radial symmetry, we assume D = B 1 . We denote by B r the ball centered at the origin 0 with radius r. We also denote by S r the sphere of radius r in R d and by ω d the area of unit sphere S 1 . Any function u in this section of the form u(x) ≡ u(|x|). For convenience, we do not distinguish functions of x ∈ B 1 from functions of r ∈ [0, 1). We only distinguish the integrals of dx from that of dr, due to consideration of singularities at the origin. Denote r = |x|, then the equation (1.1) should be changed as
(4.1)
Here W t is given by
where {β k } k∈Z d is a sequence of independent Brownian motions and {α k } satisfies Remark 4.1 For the existence of radial symmetric solution to (1.1) under the assumption in this section, we only need to check that any solution u ε to (1.1) is invariant under the rotation transformation. Then by the uniqueness, we can obtain that u ε is radial symmetric. In fact, any rotation transformation in R d can be indentified as an orthogonal matrix with determinant 1, i.e. an element in SO(d). For any A ∈ SO(d), a direct calculation yields that
Then we have that for any solution
is also a solution to (1.1). By the uniqueness of solutions to (1.1), if the initial value of (u ε , v ε ) is radial symmetric, (u ε , v ε ) is also radial symmetric. In this case, equation (1.1) is equivalent to (4.1).
We also mention that all the results in [Che96, Section 5] only depend on the second equation in (4.1) and the estimate of (u ε , v ε ). Thus with a similar proof, we obtain the following theorems.
Theorem 4.2 Assume that {(ũ ε ,ṽ ε )} is obtained in Theorem 3.6. Then
where ζ ε (ũ ε ) is the discrepancy measure defined in (3.18).
Proof In this proof, we ignore the notation tilde˜for simplicity. For a fixed ω such that all the assertions in Theorem 3.6 hold. By the same proof as [Che96, Theorem 5.1], we have that there exists a cnostant C > 0 he following estimates
Hence for any small δ and η,
where we used the definition of ζ ε and e ε (u ε ) and (4.5) in the sencond inequality. For the first intergral above, we have that
where we used (4.5) and (3.19) in the second inequality.
For the second integral, we have that
By Theorem 3.6 we know that ε
. Thus there exists a constant C 1 > 0 such that
Combining all the estimates above, we have that for any η, δ > 0, there exists a constant
C 2 is independent of ε, η, δ. Integrating the last inequality in (0, T ) and letting first ε → 0 and then δ, η to 0, we can obtain the theorem.
In the following, we are going to prove dµ = 2S|Dχ E |dxdt.
Theorem 4.3 Let {(ũ ε k ,ṽ ε k )} k are radially symmetric solutions of (4.1) which satisfy all the assertions in Theorem 3.6. Then for any t ∈ (0, T ], ψ ∈ C c (D t ), 
Hence by the Definiton 2.5, we obtain that
where H V t is the mean curvature vector of V t in Definiton 2.5. This also implies that for
Thus we have that
5 The case for "smeared" noise
We observe that the requirement σ ≥ 1 2 only comes from the second variation term
3) when we apply Itô's formula on E ε (u ε ). If there were no such term
Tr(f ′ (u ε )Q), Theorem 3.6 would hold for σ ≥ 0.
This motivates us to consider the following equation: ρ ε (t − s)dW s . In fact, let (W t , t ≥ 0) be a Q-Wiener process on L 2 0 (D) defined on a prabobility space (Ω, F , P), where Q satisfies (2.1) and (2.2). We extend the definition of (W t , t ≥ 0) to negative time by considering an i.i.d Q-Wiener process (Ŵ t , t ≥ 0) and setting W t =Ŵ −t for t < 0. Then (W t , t ∈ R) is a two-sided Q-Wiener process on L 2 0 . Let ρ be a mollifying kernel i.e.
For γ > 0 we set ρ ε (t) = ε −γ ρ( t ε γ ). Then the approximate Wiener process W ε t is defined as
Its derivative is defined as ξ
Since ρ ε is supported on [−ε γ , ε γ ], only the definition on negative time [−ε γ , 0) of W t is used. Thus we have that for any g ∈ L 2 (D)
(5.4)
Lemma 5.1 There exists a constant which only depends on T such that for any ε ∈ (0, 1] and
Proof The proof is a modification of Lemma 3.1. Note that the noise in equation 5.1 is smooth in time, which enable us to apply NewtonLeibniz formula on E ε to avoid the second variation term in (3.3). We have that
By (5.4) we know that
where we simiply denote
Similarly as the proof in Lemma 3.1. by Burkholder-Davis-Gundy type inequality, we have that
, where we used the Young's inequality in the last inequality. The rest is the same as in the proof of Lemma 3.1. We omit it here for simplicity.
With the same notation and proof as in Theorem 3.6, we can obtain a tightness result for any σ ≥ 0.
Proof For all σ ≥ 0, one can check that with Lemma 5.1 true, all the estimate in Subsection 3.2 and 3.3 hold for the solution (u ε , v ε ) to equation (5.1). Then the same proof as Theorem 3.6 follows.
Moreover, for σ ≥ 0, the same argument as in Subsection 3.5 yields that Theorem 5.3 Assume that σ ≥ 0 and (1.2) hold. Let (u ε , v ε ) be the solution to (5.1). Then there exist a probability space (Ω,F,P), (ũ
There also exists a subsequence ε k such that as ε k ց 0 the following holds:
(i) There exists a measurable set E ⊂Ω × D T , such that forP − a.s. ω
In particular, forP − a.s. ω, (E(ω), v(ω), V (ω)) satisfies all the properties in Definition 2.6 except (2.12). If σ > 0, (2.12) holds, thus (E(ω), v(ω), V (ω)) is a weak solution in the sense of Definition 2.6.
Proof The proof is almost the same as in Subsection 3.5. The only difference is in the proof of that the exsitence of a Q-Wiener process on L 2 cannot be otained directly such that for any ε > 0, (3.17) holds. We use the original equation (5.1) to prove (2.10) directly.
In fact, for any
Thus for P − a.s.ω ∈ Ω,
, we have that forP − a.s.ω ∈Ω and any σ > 0,
Thus we obtain (2.10). The rest proof is the same as the proof of Theorem 2.7 in Subsection 3.5.
Moreover in radial symmetric case, dV (t, x, p) = 2S|Dχ Et |dxdtδ ν E t (t,x) (dp) as Radon measure on D T × P.
Then we have that (dµ ij ) d×d = ν Et ⊗ ν Et dµ as Radon measure onD T , v(t, x) = S ν Et (x) · H V t (x) on supp(|Dχ Et |) for a.e. t ∈ [0, T ], (5.10) H V t is the mean curvature vector of V t defined in Definition 2.5 and δ ν is the Dirac measure concentrated at ν ∈ P .
Proof It suffice to prove dµ = 2S|Dχ Et |dxdt as Radon measure on D T , then the following is the same as the proof of Theorem 2.8 in Section 4.
In fact, by taking h ε (t, x) = t 0 D v ε (s, x)ξ ε (s, x)dsdx in (A.1), then all the proof followed as in the proof of Theorem 4.3. Thus we can finish the proof. This is in fact a weak formula for
Proof Since ψ ∈ C 1 c ([0, t) ×D) and suppψ ⊂ D \ Γ t , we know that χ E ψ = ψ and χ E ∂ t ψ = ∂ t ψ. Thus Then by (5.11), we can finish the proof.
Remark 5.8 Similar to the deterministic case, ∆v and ∂v ∂n are ill-defined. The equation of (v, Γ) be understood in distribution sense. We suppose that (v, Γ) is smooth enough such that ∆v and ∂v ∂n are well-defined. We also suppose thatĒ ⊂ D. Denote where we used Corollary 5.7 in the fifth equality. The last equality holds because supp ψ(t, ·) ∩ E t = ∅.
Formally we have that in distribution sense
To calculate the velocity of Γ t , formally we denotev = v + ∆ −1Ẇ , whereẆ is the formal derivative 
