The design of state feedback controllers and observers are proposed in this paper for a class of multi-input-multi-output linear systems with uncertainties and time varying delays both in states and control inputs. By using Lyapunov stability theorem, a sufficient condition is found for computing the state feedback gains of controllers and the gains of observers in order to regulate the closed-loop systems in spite of the existence of parameters variations as well as delays. This sufficient condition contains two inequalities, one of which is linear matrix inequality (LMI), which can be solved by utilizing the computer's software package. The globally asymptotic stability of the closed-loop system is guaranteed if the solution which satisfies the proposed sufficient condition exists. An application is given for demonstrating the feasibility of the proposed control method, whose performance is also compared to an existing sliding mode control scheme.
Introduction
Due to the fact that most control systems contain model uncertainties, parameter variations and/or time delays, the problem of stabilizing this class of dynamical systems has attracted a considerable amount of interest in recent years. Shen et al. (1) presented a procedure to obtain a memoryless linear state feedback control for uncertain dynamic systems with constant delay in states. The uncertainties are time varying and are in a given compact set. A Riccati equation approach for determining a linear feedback control law which stabilizes an uncertain system was proposed by Petersen and Hollot (2) . Choi and Chung (3) extended the Riccati equation approach to the feedback stabilization of uncertain dynamic systems with time varying delays in both states and controls. Chou and Cheng (4) - (7) proposed variable structure control techniques for perturbed linear systems with time-delay in states.
It is noted that all the methodologies mentioned above require availability of state variables. However, in many physical systems, some or all of the state variables of the systems may not be measurable. Several researchers then designed controllers with the help of observers or output feedback control scheme. Mahmoud (8) utilizes the measured output variables to design dynamic controllers for a class of linear systems with time varying delays subjected to input disturbance as well as output measurement error.
On the other hand, the so called "matching conditions" are known to be unduly restrictive. Indeed, it has been shown in Refs. (9) and (10) that there exist many uncertain linear systems which fail to satisfy the matching conditions and yet are nevertheless stabilizable. Shen (11) proposed a procedure for designing a full state observer and feedback controller which stabilize linear uncertain systems with time varying delay in state. Chan et al. (12) , Sam et al. (13) presented sliding mode controllers for linear systems with mismatched time-varying uncertainties.
The contribution of this paper is that we extend the results of Shen (11) , Chan et al. (12) to a class of linear systems in which the plant to be controlled allows time varying delays to appear both in states and controls. The uncertainties of the systems need not to satisfy the matching conditions, and all the state variables need not be measurable. A computer software package is also utilized to design the gains of feedback control and observer in order to simplify the design of controllers. The asymptotic stability of the closed-loop system is proved by utilizing the Lyapunov stability theorem. Finally an application is demonstrated to show the feasibility of the proposed control methodology, and the proportional-integral sliding mode control (PISMC) scheme developed by Sam et al. (13) is also employed for comparison.
System Description and Problem Formulation
Consider a class of perturbed linear dynamic systems with time-varying state delay and control input delay described by the following differential equatioṅ
, and C ∈ R q×n are known constant matrices. The vector x ∈ R n is the state of the system, u ∈ R p is the control input. The terms A(t), A d (t), B(t), B 1 (t), and C(t) are realvalued matrices representing unknown time-varying variations and/or uncertainties.
n is an arbitrarily known continuous state vector for specifying initial condition. The following assumptions are assumed to be valid throughout this paper: A1 (11) : The delays d 1 (t) and d 2 (t) are all bounded with unknown bounds, i.e., 0
However, their derivatives,ḋ 1 (t) andḋ 2 (t), are bounded by known constants r 1 and r 2 respectively, i.e.,ḋ 1 (t) r 1 < 1, d 2 (t) r 2 < 1. A2 (11) , (12) : There exist known constant matrices
, and E d with appropriate dimensions such that
, and F d (t) ∈ R i5× j5 are unknown and satisfy the constraints
The elements of F(·) are Lebesgue measurable (14) , and I stands for the identity matrix with appropriate dimension. The notation,
is positive semidefinite matrix for all admissible uncertainties. A3. The pair (A, B) is controllable, and the pair (A, C) is observable.
Our objective is, based on the Lyapunov stability theory, to design a state feedback control and an observer so that the closed-loop system (1) is globally asymptotically stable in spite of the existence of uncertainties and delays.
Design of Controllers and Stability Analysis
Before designing the controller for the system (1), we first give two lemmas which will be used for stability analysis. Lemma 1 (11) : Let F(t) ∈ R n×n satisfy F T (t)F(t) ≤ I. Then for any x and y ∈ R n ,
Lemma 2 (15) : (Schur Complement Formula) Given two matrices A ∈ R n×n , B ∈ R n×p , D ∈ R p×p , and D T = D. Then the following statements are equivalent:
Since the states of the system (1) are not measurable, we use Luenberger Observer to estimate the state variables. The dynamic equation of a memoryless full state Luenberger Observer is given by (16) 
where z(t) ∈ R n is the state of observer and L ∈ R n×q is observer's gain matrix. The proposed control input function u(t) and the gain of the observer L in this paper are designed as
where
p×p , R L ∈ R n×n are constant, symmetric weighting matrices. The matrices P x ∈ R n×n , and P e ∈ R n×n have to be chosen in a way such that the dynamic responses of closed-loop system (1) are stable. From (1), (2), and (3), the estimation error e(t) x(t) − z(t) of the closed-loop dynamic equation is given bẏ
e(t) = A − B(t)K − LC e(t) + A(t) − L C(t) + B(t)K x(t)
On the other hand, the state equation of the closed-loop system (1) is obtained aṡ
x(t) = A + A(t) + B + B(t) K x(t)
The following theorem gives a sufficient condition which contains two inequalities that should be satisfied by P x and P e in order to have a stable closed-loop dynamic system.
Theorem:
Consider the dynamic equation (1) with Assumptions A1, A2, and A3. The closed-loop dynamic equations described by (4) and (5) are globally asymptotically stable if there exist a constant matrix N = N T ∈ R n×n , and two constant symmetric, positive definite matrices P x ∈ R n×n and P e ∈ R n×n such that the following two inequalities are fulfilled:
(b)
and α is a designed positive constant. Proof: A quadratic Lyapunov functional is chosen as V x(t),e(t),t = x T (t)P x x(t) + e T (t)P e e(t)
where R x ,R e ∈ R n×n are symmetric, positive semidefinite matrices. By using (4) and (5), we can obtain the derivative of the Lyapunov function (14) with respect to time aṡ
+2e T (t)P e A − B(t)K − LC e(t)
From Assumption 2 and Lemma 1, one can obtain inequalities for the terms which contain uncertainty or state delay in (15) . For example,
Substituting the preceding inequalities into (15), we then obtaiṅ
In order to simplify the inequality (16), we can choose matrices DD T , W x as (13), (9) respectively, and let
whereH andW are given by (11) and (8) respectively. Then (16) is further simplified aṡ
+e T (t) A T P e + P e A + P e DD T P e + W e e(t)
and Ω 11 = A T P e + P e A + P e DD T P e + W e ,
H is described as (12) , and noted that H = H T < 0. From Lemma 2, it is known that if Ω 22 < 0, Ω 11 − Ω 12 Ω 
K B
T P x − P x αIP x < 0, thenV(t) < 0. It is observed that the inequality Ω 11 −Ω 12 Ω −1
22 Ω T 12 < 0 implies that
From Lemma 2 it is known that the inequalities (17) and Ω 22 < 0 can be achieved if the following inequality
is satisfied. However the previous inequality is also equivalent to
Therefore, according to Lemma 2, if (6) is satisfied, then (18) will be fulfilled. In summary, if both (6) and (7) are satisfied, thenV < 0, and the closed-loop dynamic responses (4) and (5) will be globally asymptotically stable.
The preceding theorem clearly indicates that one has to find the matrices P x , P e , and N so that both the two inequalities (6) and (7) are satisfied. The procedure for finding P x and P e can be as follows. The first step is to choose a positive constant α so that (10) is negative definite matrix. The second step it to solve the inequality (6) by using the well known computer software package, for example, LMI Control Toolbox of Matlab, or SCILAB LMITOOL (17) , for finding P x , P e and N with minimum trace. The third step is to use P x , P e , and N obtained in step 2 to check the inequality (7) . If the inequality (7) is not satisfied, then go to the first step to choose another α, and repeat the solving procedure.
Application
For demonstrating the applicability of the proposed control scheme, we consider a water-quality dynamic model of a representative reach of the River Nile (8) (where we assume there is an input delay in the model) aṡ
The state variables x 1 and x 2 of x [x 1 x 2 ] T are the concentrations of pollutant A (a mixture of the low levels in the bio-strata), and pollutant B (a mixture of the other levels in the bio-strata), respectively. For computer simulation, the unknown uncertainties and delays are assumed to be
The objective of the control is to design a controller (using the proposed method) so that these pollutants can be eliminated, i.e., x → 0 as t → ∞. The following are the detail procedure of designing the proposed controller.
Step 1: Let the constant weighting symmetric matrix R
Then choose a positive constant α = 5, so that (10) is negative definite matrix.
Step 2: Use SCILAB LMITOOL package to solve the matrix variables P x , P e , and N in accordance with (6), the results are Step 3: It is easy to check that (7) is satisfied. Therefore, the gains of controller and observer are is displayed from Fig. 1 to Fig. 6 . Figures 1 and 2 show the states x 1 and x 2 respectively of the system. It is seen that all the pollutants are driven to zero asymptotically. Figures 3 and 4 are the control input functions u 1 and u 2 respectively; it is clearly shown that there is no chattering phenomenom at all when applying the proposed control scheme. The state estimation errors e 1 and e 2 , all approach to zero successfully, are shown in Figs. 5 and 6.
For comparison purpose, the performance of the proposed method is compared to the PISMC approach developed by Sam et al. (13) . In order to apply PISMC method to control the water-quality of a representative reach of the River Nile, we lump the model uncertainties, state delay, input uncertainties, and input delay together as a lumped perturbation denoted by
and also assume that all the state variables are measurable, and there is no output measurement errors. Furthermore, for obtaining a better simulation results when designing the control input function of PISMC, we also utilize LQR Fig. 4 . It is observed that larger value of k can drive the system entering the sliding mode faster, and smaller value of δ can improve the steady state performance. However, large value of k and small value of δ in general will tend to get chattering phenomenom. For easy understanding the advantages (or disadvantages) of the proposed controller and PISMC, the integral squared regulation error I x i (t) and integral squared input I u i (t) defined as
are also used for comparison. The plots of I x i (t) and I u i (t) generated by using the proposed controller and PISMC with different values of k and δ are shown from Fig. 7 to . It is clearly seen that larger value of k can effectively obtain better regulation performance when employing PISMC, however, the system controlled by PISMC consumes more power than the proposed control scheme does. Noted that the proposed control scheme can be applied to systems with unmeasurable states as well as output measurement errors, whereas PISMC is not directly applicable to those systems.
Conclusions
A linear feedback control scheme was successfully developed for regulating a class of perturbed linear systems in which time delays may appear both in states and controls. By using the Lyapunov stability theorem, a sufficient condition was derived for achieving robust stability. This sufficient condition can be verified through the utilization of computer's software package. The advantages of the proposed control method are summarized as follows: 1. Time varying delays may appear both in states and controls. 2. The output measurement errors as well as mismatched perturbations are allowed to exist. 3. The computer's software package can be fully utilized to design the feedback control gain and observer gain. This advantage simplify the design procedure for finding suitable control gain and observer gain in order to regulate the closed-loop controlled system. For future study, developing an algorithm which can find the matrices P x , P e , and N automatically and can satisfy the inequalities (6) and (7) simultaneously is worthy of considering.
