 The paper presents two parametric classification tree methods.  These allow selection from the class of generalised skew-Student distributions.  And from generalised beta and generalised multivariate Student distributions.  Model selection and risk management study based on daily returns on stocks.  Methods are of general applicability.
Introduction
There are many empirical research papers published in both operational research journals and journals in cognate disciplines in which asymmetry is a feature of the probability distribution of the variable under study. There are two general types of application: those in which the variable of interest is without loss of generality non-negative and those in which the variable is defined on the whole real line. Exemplars of the first type include studies of times to failure of engineering components or income distribution. Examples of the second include studies in financial risk management. It is also well known that there is a wide variety of probability distributions that may be used to model asymmetry and other departures from normality. From the perspective of model selection, it is often the case, however, that a probability distribution may be selected arbitrarily for use in an empirical study. It is also often the case that a number of candidate distributions will be estimated. The maximum value of the estimated log-likelihood function often then determines the single model to be used. Alternatively the minimum value of Akaike's information criterion or a similar test statistic is also often used. These approaches can lead to the selection of a distribution whose log-likelihood function is only marginally greater or AIC only marginally smaller than that of the second ranked model. They can also lead to the selection of models which are not parsimonious.
The aim of this paper is fourfold. First, it is to present methods of model selection based on classification trees which may be used in conjunction with the generalised beta distribution [GB henceforth] and its two-sided extension, the generalised skew-Student distribution [GST] . These two families of probability distributions embody flexible parameterisation, which means that they are able to represent different forms of asymmetry, as well as symmetric departures from normality. When used in conjunction with the classification trees they enable parsimonious model selection and, in the case of the selection of an asymmetric distribution, insights into the nature of the asymmetry. Secondly, the paper presents an extension to the GST distribution, which enhances the flexibility of the class. Thirdly, the symmetric special cases of the GST distribution motivate a generalised multivariate Student distribution. This is of potential use for applications in finance, such as portfolio selection and risk management, but is also of general applicability for multivariate problems. Lastly, the paper presents two related empirical studies which demonstrate the application of the classification tree and the importance of selection of an appropriate model. The paper reports the application of the GST distribution and the classification tree to returns on stocks traded in a number of major international stocks markets. It then reports an application of the multivariate Student and generalised multivariate Student distributions to portfolio risk management. These two empirical studies demonstrate the importance to effective financial risk management of appropriately identifying the distribution of returns The GB and GST distributions each include numerous special cases. For example, the gamma and Student's t are special cases of the GB and GST distribution respectively. As the sections below show, the classification tree allows these and other special cases to be selected. It is beyond the scope of this paper to apply the tree to other families of distributions, but it is clear that the principles of the tree may be applied more generally. Extensions to applications in which there is a given embedded regression model or a given GARCH model for the residuals are straightforward. The tree may for example also be used
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A C C E P T E D M A N U S C R I P T -4 -in conjunction the extended skew-Student distribution 1 , which also embodies numerous special cases, as well as extensions of the GB distribution which have been reported in the literature.
The structure of the paper is as follows. Section 2 is a review of background literature. This starts with a brief summary of applications of the GB distribution. To support the two empirical studies, there is then a more detailed review of non-normality in stock returns and risk management applications. Section 3 summarises the GB distribution and presents the extended version of the GST distribution that is used with the classification tree. It also describes the generalised multivariate Student distribution and properties that are required for the study of risk management application. Section 4 presents the parametric classification trees for some of the examples in the previous section. Section 5 describes the data that is used in the two empirical studies. The results of applying the parametric classification trees to the stock return data set and related results are presented in Section 6. Section 7 is concerned with the application of the generalised multivariate Student distribution to portfolio risk management. Section 8 concludes. In keeping with modern practice only key empirical results are presented here, but further details are available from the corresponding author on request. Most notation is that in common use, but is otherwise defined in the text.
Literature Review
The theme of this paper is the identification of an appropriate probability density function for a given data set. The paper presents a parametric classification tree to identify the appropriate member of a family of probability densities based on distributions which are generalisations of the Weibull or GB distribution. In addition to parsimony, the overall motivation for identifying the appropriate density for an application is either concerned in a broad sense with efficient risk management or cost minimisation. Applications range from equipment replacement to software maintenance to measuring value at risk in finance.
There are many empirical papers reported in the operational research literature and in journals in cognate disciplines which use the Weibull or GB distribution or which could employ it. Examples of non-negative random variables in different types of risk management application are: times to failure of engineering components (Singla et al, 2012) and of software (Okamura and Dohi, 2015) ; ambulance travel times (Budge et al, 2010) ; stream flow and precipitation volumes in water resource management (Mielke and Johnson, 1974) and costs of misclassification of credit risks (Lessman et al, 2015) in financial risk management. Examples of cost minimisation are: timber quantities in forestry management (Ducey and Gove, 2015) ; excess demand in airline spill analysis (Li and Oum, 2000) . Boccanfuso et al (2008) investigate different functional forms of distribution in a study of income, poverty and computable general equilibrium modelling. They conclude that for their application no single form of distribution is superior, thus implicitly emphasising the need for appropriate model selection procedures.
In addition to empirical studies, the flexibility of the GB distribution has stimulated the development of analytical tools. Two examples are the development of Bayesian sampling plans for the Weibull distribution with censoring (Chen et al, 2007 and imputation procedures for missing data (Graf and Tillé, 2014) . Finally, there are other applications M A N U S C R I P T -5 -reported in the literature where the random variable of interest exhibits asymmetry but for which the Weibull or GB distributions are not employed, even though they would be appropriate. Two examples are a study of the optimal burn-in decisions for products with a unimodal failure rate using the log-normal distribution (Chang, 2000) and a stochastic frontier model to evaluate regional financial efficiency in China using a truncated normal distribution .
Examples of applications of GST distributions for which the variables may in principle take any real value are found mainly in finance. It is important to note, none the less, that a priori the GST distributions and hence the classification tree described in Section 4 below are candidate models for any application in which the variable of interest takes any real value. The traditional assumption that returns on financial assets are normally distributed has been criticised on empirical grounds for many years. One of the first to express dissatisfaction was Mandelbrot (1963) who suggested the use of stable distributions to capture fat tails in asset returns. Praetz (1972) and Blattberg and Gonedes (1974) pioneered the use of Student's t distribution in finance. Aparicio Acosta and Estrada (2001) applied it to European stock returns. Kon (1984) examines mixtures of normal distributions. Mauleon and Perote (2000) and Mauleon (2006) compared the Student's t with the Edgeworth-Sargan distribution. Corrado and Su (1996) make use of Gram-Charlier series expansions. Hansen (1994) and Harris, Kukukozmen and Yilmaz (2004) specifically investigate skewness using an asymmetric generalisation of the Student t distribution. The skewnormal and skew-Student distributions associated with Azzalini (1985 Azzalini ( , 1986 and Azzalini and Capitanio (2003) have been applied in finance by Adcock and Shutes (2001) , Adcock (2010 Adcock ( , 2014 and Harvey et al (2010) . Fernandez and Steel (1998) present a model based on Student's t that accommodates both skewness and fat tails. McDonald and Nelson (1993) employ a skew-Student distribution to estimate beta in the market model.
Perusal of recently published research indicates that there is a continuing need for methods which can deal with the non-normality found in financial data. For example Dias et al (2015) who write -It has also been recognized that stock market returns and returns of financial assets contain skewness and excessive kurtosis‖ present methods based on Markov switching. Yu et al (2015) present a value-at-risk model which accommodates transaction costs and short-selling and which is motivated by the well-known stylised facts of returns on financial assets; namely that they exhibit asymmetry and fat tails. Laih (2015) measures the rank correlation coefficients between financial time series using a copula which employs the Skew-t distribution due to Hansen (1994) . There are many other examples of the use of non-normal distributions, particularly in finance.
The persistence of non-normal behaviour, particularly skewness, has been considered by several authors. Singleton and Wingender (1986) consider the persistence of skewness using monthly returns data for the period 1961-80. They find that positively skewed assets are as likely to exhibit negative skewness in the next period as positive and vice versa. Wang et al (2015) examine different types of asymmetries in stock markets returns. Consistent with the findings of Singleton and Wingender, they conclude that persistence of returns is weak. In a study of emerging markets, Bekaert et al (1998) draw attention to the hypothesis that skewness and kurtosis may be time varying. An explanation for such temporal variation is that these forms of non-normality are artefacts of the process of market emergence. An implication of this hypothesis, if correct, is that incidence of significant values of these moments will decrease as time progresses. Theodossiou and Savva (2015) examine the effect of skewness on the relationship between risk and return ACCEPTED MANUSCRIPT
using the GST distribution. There are interpretations in the finance literature for departures from normally distributed returns. These include: fat tails arise because of changing volatility; peakedness can reflect thin trading; skewness is evidence of the degree of market efficiency. The (symmetric) generalised Student t distribution, which is presented in Section 3.3 of this paper, is able to indicate the presence of peakedness, which may be interpreted as due to thinner trading.
An accurate forecast of the density function of the future return on an asset is important for the management of risk, using measures such as Value at Risk (VaR), Expected Shortfall (ES) or Conditional Value at Risk (CVaR). The results reported in Aldowaisan et al (2015) provide a clear reminder that the tail behaviour of the GB and therefore GST distributions differ, thus reinforcing the need for selection of an appropriate model for the density function. The problem of risk management may be addressed by considering either the unconditional density or the conditional density function of the return series. Using unconditional probability estimates, Longin (2000) discusses the applications of extreme value theory to VaR. In Longin (2005) , this work is further developed and used to inform the choice of distribution for asset returns. Using US data, he demonstrates that of the Gaussian, Student t and the stable Paretian density functions, only the Student t is acceptable as an unconditional model of returns. Stoyanov et al (2013) consider the skewed Student's t and stable distributions while examining the effect of adjusted portfolio weights on CVaR. Studies using a conditional density approach include the following. Zhu and Galbraith (2011) use a generalised asymmetric Student's in conjunction with a nonlinear GARCH model to predict expected shortfall on the returns of six stocks and the S&P 500. Bhattacharyya et al (2008) use a Pearson type IV distribution, which is a further generalisation of the GB2, in conjunction with a GARCH model for estimation of CVaR using 14 national equity indices. Although they find their results superior to using a normal-GARCH combination, the Pearson type IV failed some goodness of fit tests. Using out of sample density forecasting accuracy as a model selection criterion, Meade (2010) finds that a mixture of two normal distributions captures the behaviour of oil price returns for a horizon of up to two years.
The Generalised Beta Skew Student and Generalised Multivariate Student Distributions
Here we describe the generalised distributions for non-negative random variables, random variables on the real line and multivariate random variables.
Generalised Beta and Gamma Distributions
Generalised beta distributions are attributed to McDonald (1984) . Consistent with the wellknown beta distributions there are two forms of the distribution, generally referred to as generalised beta distributions of the first and second kind and usually denoted by the abbreviations GB1 and GB2. The respective probability density functions are
gives the generalised gamma distribution, with density function ) which is due to Stacy (1962) and Stacy and Mirham (1965) . The case
gives the Weibull distribution. Placing constraints on the coefficients of the distributions at (2.) and Gen. Beta (2) Beta (2) Gen. Gamma 
In Table 1 of their paper, Richards and McDonald (1987) list a number of special cases of both distributions. They also note that these distributions are referred to by different names in some of the literature. In this paper, however, we refer to these two distributions using the names and abbreviations above. In Figure 1 in their paper they also report a tree structure which shows the linkages between the different special cases. McDonald and Xu (1995) introduce a further generalisation of the beta distribution which contains both GB1 and GB2 as special cases. The probability density function is
. In the same paper, McDonald and Xu introduce the exponential generalised beta distribution, referred to by the abbreviation EGB, by considering the transformation logx y  . There are numerous extensions in the literature. Singla et al (2012) report generalisations of both GB1 and GB2 which arise from considering the transformation
exists, the probability density function of z corresponding to the GB1 is
(5.)
A number of related distributions are reported in Gordy (1998) , Ye (2012) , Almalki and Yuan (2013) and Ducey and Grove (2015) . All of these families contain special cases are so are capable of being used with the type of model selection process that is described in Section 4.
Generalised Skew-Student Distributions
A two sided distribution that is based on the generalised beta is due originally to McDonald and Newey (1988) and is referred to as a generalised skewed Student t distribution. It is derived from the GB2 distribution, whose density function is given at equation (2.), for the case where -1    which gives a density function which is non-zero at the origin. It is extended and applied to modelling asset returns in Theodossiou (1998) who points out that this is a rich family of probability distributions. Placing constraints on the parameters generates a wide range of special cases, including the Gaussian, Laplace, Student's t itself and generalised error distributions. Similar distributions are reported in Hansen (1994) , Fernandez and Steel (1998) and Zhu and Galbraith (2010) . It may be noted that many twosided distributions may be obtained from suitable combinations of the densities reported at Equations (1.) through (4.)
Greater flexibility in modelling both fat-tails and asymmetry is obtained by extending the parameterisation of the skewed Student t distribution. Specifically, this paper considers a random variable X which has a probability distribution with density function ) with the normalising constant Κ given by
This is referred to as the generalised skewed t or GST distribution. The two  parameters are referred to as degrees of freedom. The two  parameters measure Studentness: deviations from 2 measure the departure of the distribution from Student's t. The  s are scaling parameters. Theodossiou's model is a special case of the GST; when the degrees of freedom and Studentness parameters are equal, i.e.  1 =  2 and  1 =  2 . In this model, skewness is driven only by differences in 12 ( , )
 . The contribution of the GST distribution at (6.) is that both skewness and kurtosis can be generated by differences between the values of one or more of the pairs of parameters, ( 1 , 2 ), ( 1 ,  2 ), 12 ( , )
 . Examples of the effect of variation in each of these parameters are shown in Figure 2 . Details of the derivation of (6.) are available on request.
As well as the general case of the distribution, which are denoted GS in this paper, there are 7 special cases in which one or more of the pairs of parameters are restricted to take equal values. In addition, two closely related families of distributions are obtained by imposing fixed values on the degrees of freedom or the Studentness parameters. First, as  1 and  2 both increase without limit, a skewed version of the generalised error distribution, denoted GE, is obtained, (see Nelson, 1991 for further details). Secondly, if 12 2   the generalised Student distribution, GT, is obtained (this is the density function used by Zhu and Galbraith, 2010) . There are 4 general cases for GE distributions and are 4 general cases for the GT distributions, plus the special cases of the normal and Student's t. This gives an overall total of 18 models.
At first sight, it may appear that this distribution is over-parameterised. In the tails of the distribution, the probability density function is of the form
where K' is a constant and the subscript i has been omitted. Since the tail values dominate the likelihood function, a more appropriate parameterisation might be in terms of the products ν i ω i , i =1,2. Furthermore, in the symmetric case, the implication of (7.) is that Student t distribution may be a more suitable model with degrees of freedom equal to νω/2. However, Figure 2 shows two density functions, GS (a) and GS (b), with parameters as listed in the display below.
Excess Kurtosis a 9.5 8.0 1.5 4.5 3.0 2.4 -1.6 7.9 b 25.0 2.0 0.6 6.0 2.0 1.2 -1.6 7.3
Both distributions have mean zero, unit variance, a skewness of -1.6 and a small difference in excess kurtosis. The asymmetry depicted is noticeably different and GS (b) is visually more peaked, although having slightly lower kurtosis. Sufficient empirical evidence to justify the use of up to seven parameters will clearly depend on the application in question. However, for the data set studied in this paper, Section 6 shows empirical evidence to support the GST distribution defined at (6.) in preference to the more restricted versions that appear in earlier literature. The notation for the different cases of the GST distribution has the general form GS. GS means that the three pairs of parameters take equal values; that is the distribution is symmetric. In general, replacement of the Greek letter by a hyphen means that asymmetry may be generated by variation of the suppressed parameter. For example, GS-means that asymmetry is generated only through variation in the suppressed parameter . The most general case is GS---. For other restricted cases GS is replaced by GT or GE. The normal distribution is denoted NORML. Moments about the origin can be derived from equation (6.). As shown in the appendix the n th moment exists if   2n ω ν min i i  . As shown in Theodossiou (1998) , analytical evaluation of the moments of this distribution is complicated. However, numerical evaluation of mean, variance, skewness and kurtosis is straightforward and cumulative probabilities may be computed using the incomplete beta function.
Multivariate Symmetric Generalised Student Distributions
For the symmetric GST distribution, it is natural to consider multivariate versions. This section presents a multivariate form of the symmetric GS distribution. Such distributions have the potential to be applicable for multivariate problems for which the variables exhibit kurtosis. The multivariate extension of the Weibull distribution is a special case of the symmetric Kotz type distribution, which is described in Fang, Kotz and Ng (1990, page 76) and is a member of the elliptically symmetric class. If X denotes an nvector of random variables with location parameter vector μ and positive definite scale matrix Σ , the probability density function of the Kotz distribution is
where the quadratic form q and the normalising constant are, respectively 
This is also an elliptically symmetric distribution. When 1 ω  it is a multivariate generalisation of the Laplace distribution. The multivariate Student distribution, 2 ω  , is well known and its properties are described in Johnson and Kotz (1972, page 132 et sec) .
The detailed properties of this distribution are beyond the scope of this article, although they are special cases of general results for elliptically symmetric distributions as described in Fang, Kotz and Ng (1990) . An important property that is used in Section 7.3 below is that the distribution is closed under affine transformations. In particular, if the n-vector X has the distribution at (9.), the scalar X T a has a symmetric GS distribution with location parameter μ a T   and scale a a Σ T   . As we describe in Section 7.3, closure under affine transformations is a useful property for applications in portfolio theory for which the vector a represents a vector of investment proportions. Further, if multivariate elliptically symmetric distributions are used as a model for portfolio selection, the extension to Stein's lemma by Landsman and Nešlehová (2008) means that efficient portfolios lie on Markowitz' mean variance efficient frontier. Elliptically symmetric distributions also have useful properties from the perspective of asset pricing and the empirical modelling of returns. This is because conditional distributions have expected values that are linear in the conditioning variables and thus provide general foundations for the market model of Sharpe (1964) , as well as the Capital Asset Pricing Model, and the types of factor model due to Carhart (1997) and French (1993, 2015) . It is useful to note that the classification tree presented in this paper may be used with minor modifications to select an appropriate member of the class of multivariate symmetric generalised Student distributions.
A univariate form of (9.) is described in McDonald and Newey (1988) . The general form of the Kotz distribution at (8.) is used in Arslan (2004 Arslan ( , 2005 to derive another representation of a Student-esque multivariate distribution. In the 2005 paper, the result class of distributions is termed a -family of t type distributions‖ by Arslan. For applications in finance, which are the subject of Section 6, the case 1   would not arise in empirical work as it implies a zero density at μ x  . There may be a case for 1 α  , but this implies an infinite density at μ x  .
Hypothesis Testing Procedures Based on Parametric Classification Trees
The identification of a density function for a given data set involves a sequence of hypothesis tests. We describe our procedure as a parametric classification tree as our objective is to identify the appropriate parameterisation of the density function describing the data set. Our terminology also serves to distinguish our procedure from the use of the term classification tree, which is applied to a non-parametric type of discriminant analysis used in machine learning and data mining (see Breiman et al, 1984) . In this case, the
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-12 -objective is to sub-divide multivariate data into homogeneous subsets, constructing a tree by recursively partitioning the data in a training set; for examples, see Harper and Winslett (2006) , Razi and Athappilly (2005) and Chou (1991) .
The precise properties of the hypothesis testing tree in terms of the probabilities of correct and incorrect classification are very difficult to pin down. These probabilities depend on the number of available observations, the parameter values of the data generating processes and the proportions of different members of the GB or GST families which may be present in a given data set. Furthermore, perusal of the literature shows that there are few papers which are concerned with testing nested hypotheses. In addition, for simple tests of hypothesis the power of the test will depend on the true value of the parameter(s) under consideration. For example, where the choice is between the normal and Student t distributions, the power of the test to reject normality will decrease as the true value of the degree of freedom parameter  increases. This is because the asymptotic standard error of the maximum likelihood estimator of the degrees of freedom is approximately proportional
The following subsections present classification trees for increasingly general random variables. Considering non-negative variables, Section 4.1 presents the classification trees for the GB2 distribution and notes other families of distributions for which similar model selection procedures could be developed. Considering variables on the whole real line, Section 4.2 presents a detailed description of the parametric classification trees for the GST distribution. Considering multivariate symmetric variables, Section 4.3 describes classification trees for the generalised Student distribution. Section 4.2 contains more analysis than the other two sections because the GST is used for the empirical studies reported in Sections 6 and 7.
Classification Trees for the Generalised Beta and Other Distributions
Faced with a data set of non-negative observations, it is straightforward to construct parametric classification trees. There are two separate sequences of tests: first, the general to specific test sequence [GtoS henceforth] goes from the most general case, the GB2 distribution, to the most specific; secondly, the specific to general [StoG] sequence goes from the most specific distribution, the negative exponential, to more general cases. For the general to specific sequence, each test examines a simple constraint on the parameters. The testing sequence is depicted as a tree in Figure 3 . For the specific to general sequence, StoG, each test removes a restriction on the parameters. The parametric classification tree for the StoG tests is shown in Figure 4 . In the figures, if the null hypothesis cannot be rejected, the analysis follows the left hand branch, if it can be rejected the right hand branch is followed.
Using the same principles, GtoS and StoG classification trees may be constructed for the GB1 distribution and for the extensions of the generalised beta which are summarised in Section 3. Beta (2) Gen. Beta (2) : 
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Classification Trees for the GST Distribution
In this case the data may take positive or negative values, as above we consider both testing sequences. First, the general to specific test sequence [GtoS henceforth] goes from the most general case, the GS---distribution, to the most specific. Secondly, the specific to general [StoG] sequence goes from the most specific distribution, the normal, to more general cases. The GtoS testing sequence is depicted as a tree in Figure 5 . The analysis commences with the estimation of the unconstrained GST model, GS---. Likelihood ratios are used to test parameter restrictions one at a time. If asymmetry is not caused by a particular parameter, for example if there is no reason to doubt  1 =  2 , then a further check for Studentness is carried out. Similarly, if there is no reason to doubt  1 =  2 , then the magnitude of the degrees of freedom is examined (with 500 representing normality).
The 18 specific cases are identified alphabetically, with a key below Figure 5 . Special cases include: A, the normal distribution; B, Student's t; D, the generalised error distribution; E, the symmetric generalised Student's t. K is Theodossiou's model.
The second sequence of tests, StoG, starts with the normal density. Thereafter, each test removes a restriction on the parameters. The parametric classification tree for the StoG tests is shown in Figure 6 . In this test sequence, there are fewer tests and the final classification is coarser. The justification for the loss of granularity compared to the test sequence in Figure 5 is the expectation that fewer of the more exotic density functions will be identified. This is justified, for the data set used in this paper at least, by the empirical results that are described in Section 6. In the following sections in this paper, the more detailed results from the GtoS tree are consolidated so that they are directly comparable with the StoG tree. The details are available on request. 
Key:
Bin In order to assess the accuracy of the parametric classification trees shown in Figures 6 and 7, a simulation exercise was carried out. Given the well-established role that Student's t distribution plays in both theory and in empirical finance, 100 simulated return series of 5000 observations were generated from Student's t distribution with degrees of freedom set to 1, 3, 5, 8, 12, 15, 20, 35 and 50. The location parameter was set to zero and the scale parameter to 0.003 and 0.032. If the data is assumed to be daily returns, these values correspond to annual scales of about 5% and 50% respectively. For the resulting 18 sets of data, estimation was carried out using sample sizes of 500, 1000, 2500 and 5000. : The empirical results reported later in the paper point to the use of the symmetric GSwnv distribution for a non-negligible number of securities. Accordingly the simulation exercise was also carried out for the case where the underlying distribution has the Studentness parameter  set equal to one; that is a generalisation of the Laplace distribution. Scale is set to 0.032 and the degrees of freedom are as above. The results are shown in panel (iii) of Table 1 .
The results in panel (iii) show that for sample size 500 and smaller values of the degrees of freedom, the classification trees do not perform as well as they do when the underlying distribution is Student's t. However, as the degrees of freedom increase, the opposite is true; classification under the Laplace distribution is more accurate than that under Student's t. As the sample size increases, the percentage of correct classifications increases. Furthermore, under the Laplace distribution the results for both versions of the classification tree are more robust to increasing degrees of freedom. In a separate paper, Adcock and Meade (2015) show that this is due at least in part to the fact that the asymptotic variance of the MLE of the Studentness parameter increases relatively slowly with the true value of and is orders of magnitude smaller than the asymptotic variance of the MLE of the degrees of freedom  Similar to the results in the two Student t panels, the
GtoS tree tends to be more conservative than the StoG tree.
It is accepted that the results shown in Table 1 would render the classification trees unsuitable for some applications. These would be those for which the sample sizes are small and/or for some cases when the degrees of freedom are large. In financial applications, by contrast, the sample sizes are often large and empirical evidence from numerous sources suggests that, where Student's t is an appropriate model, the degrees of freedom are small. Furthermore, as noted above, the power of standard approaches may in any case be low. In the empirical study that is described in the following sections, the data is daily and the sample size is 500, which corresponds to about two years of data. The results in Table 1 imply that that there will be a number of securities that are misclassified. However, as is shown in the results below, the effects of such misclassification is acceptably low.
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-17 -Similar principles may be employed to develop trees for other families of distributions which embody special cases. One example is the extended skew-Student distribution (Azzalini and Capitanio, 2003; Adcock, 2010; Arellano-Valle and Genton, (2010) . When residuals follow a distribution which is a member of any of the families referred to in this section, classification trees may also be employed for regression models or models with GARCH effects as long as these are given.
Classification trees for Multivariate Symmetric Generalised Student Distributions
Trees may also be developed for some multivariate distributions. We show GtoS and StoG parametric classification trees for the case of the generalised Student summarised in Section 3.3 in Figure 7 . 
Description of Data
Following the findings of Bekaert et al (1998) that skewness and kurtosis are more prevalent in less mature markets, the data set used in this paper was chosen to include sets of equity returns from both mature and emerging markets. Equities from a number of midcapitalisation indices were also included. This is to allow the comparison of the occurrence of non-normal behaviour in large and mid-capitalised companies in the same national market. Table 2 shows the indices used in the study. In the text of the paper and other tables the names used in the Country column of Table 2 are used. The data set consists of time series of daily logarithmic returns for the equities that are members of the indices listed. The data set is divided into three sets using a sample size of 500 days. The three sets used non-overlapping estimation windows, referred to below as period0, period1 and period2, ending on 9 th May 2007, 8 th April 2005 and 9 th May 2003 respectively 2 . In each window, a stock was included in the estimation process if 500 days of return data were available.
Basic descriptive statistics for all the stocks included in the study are available on request. A short summary is in Table 3 for period0. For each of the stocks in the 15 indices included in the estimation process for period0, Table 3 shows the average values of average return and volatility. It also shows the average values of the Jarque-Bera Test and the average pvalues. Also shown are the average values of the components of the test and the corresponding p-values. As the table indicates, there is strong evidence of non-normality. However, on average and according to the Jarque-Bera test, it is due more to kurtosis than skewness. Corresponding results for period1 and period2 are similar and are omitted but are available on request.
Empirical Study of the Classification of Stock Returns
This section has 3 sub-sections. The results of using both versions of the parametric classification tree are summarised in Section 6.1. This is followed by an analysis of persistence and then by an analysis of the errors in computed probabilities and quantiles that arise if the model identified by the parametric classification tree is not used. These two sub-sections are based on the GtoS tree.
The 18 different models that arise with the GST distributions described at equation (6.) were estimated by the method of maximum likelihood for each stock in each of the 15 indices listed in Table 2 . This was done using BHHH algorithm, Berndt et al (1974) . To avoid the possibility of negative estimates of ω i , ν i and σ i 2 ; i = 1,2, a logarithmic transformation was used. The derivatives of the log-likelihood with respect to the parameters were computed numerically.
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Basic Classification
Tables 4 and 5 below show the results of using the two versions of the classification procedure for the data sets for period0. The tables show results for a significance level of 1%. Similar results for period1 and period2 are omitted but are available in the separate appendix. Results for significance levels of 0.1% and 5% are also available on request. Table 4 shows results for the GtoS procedure for a total of 1510 stocks. Although not identified explicitly in Table 4 , none of the GE distributions are selected for any stock. The index names are listed in Table 2 . The table shows the number of stocks classified under the distributions shown in the columns using the General to Specific (GtoS) procedure. Specific
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-21 -For large capitalisation stocks in the developed market indices, 88% of the return series were classified as Student's t distribution and 8% as being normally distributed. Less than 1% were classified as being (symmetric) GSwnv. Of the remaining series, less than 4% showed evidence of skewness. Some variation in the percentage classifications may be observed. For Student's t distribution, the percentage varies from 92% for Japan (NIKKEI225) to about 70% for Australia (ASX50). For the normal distribution, the corresponding percentages are less than 1% and 22%.
For the series from mid-capitalisation indices, the frequency of stocks classified as being normally or Student t distributed drops to 2% and 72% respectively. As with the large capitalisation stocks, there is some variation in the percentages in the three markets in this category. About 15% of the stocks are classified as the (symmetric) GSwnv distribution. As the table shows, the vast majority of stocks in this category are members of the UK Mid-Cap FTSE250 or South African JSE indices. There are 12% of stocks which are classified as having skewed return distributions. For the five emerging markets in the study, 4% and 44% are classified as being normally and Student t distributed respectively. For these five indices, 36% of the series are classified as GSwnv and 27% are classified with skewed distributions. Also overall, at period0 more than ten times as many stocks are classified as Student's t as normally distributed.
Overall, using the GtoS classification, about 9% of stocks have skewed return distributions. The detailed breakdown between the 14 skewed versions of the GST distribution that are selected at least once is shown below.
GS GS GS GS GS GS GS---GT GT GT
No. of stocks 37 12 82 10 111 17 12 108 5 2
As %'age 0.9 0.3 1.9 0.2 2.6 0.4 0.3 2.5 0.1 0
As this display shows, the most common skewed models for period0 are GT, GS- and GS-. The GS model described in Theodossiou (1998) is selected only rarely. The implication is that returns above or below the location parameter do not have different scales, but can have different degrees of freedom or Studentness. Table 5 shows the corresponding results based on the specific to general procedure. As the table shows, at the 1% level of significance, there are two main differences in the results. First, there is a decrease in the number of stocks classified with skewed distributions, less than 2%. Secondly, the percentages classified as Student t or symmetric GS are similar to those for the GtoS procedure, but there is an increase in the number of stocks classified as normally distributed. Overall therefore, for the stocks present in the period0 data set, the StoG method is more conservative than GtoS. In the interests of brevity, the corresponding results for the two other periods are omitted. However Table 6 , below, implies that the results are similar. Also omitted in the interests of space are the results for significance levels of 5% and 0.1%. The former significance level results in more series being classified with skewed distributions. The latter results in fewer, indeed at the 0.1% level of significance, less than 1% of the 1510 series are classified with skewed distributions using the GtoS tree.
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-22 - The index names are listed in Table 2 . The table shows the number of stocks classified under the distributions shown in the columns using the Specific to General to (StoG) procedure. Table 6 reports the persistence of the classification of stocks. The table has two panels; (i) for the GtoS tree; (ii) for the StoG tree. The classifications are based on those stocks which were included in the estimation and classification for all three periods.
Persistence
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-23 - The cell entries are based on stocks which were included in the estimation and classification for all three periods. Sub-panel (a) shows the extent of persistence from period2 to period1. Sub-panel (b) shows the corresponding results for period1 to period0.
In each panel, sub-panel (a) shows the extent of persistence from period2 to period1. Subpanel (b) shows the corresponding results for period1 to period0. In the first three rows and columns of each sub-panel of panel (i) the data shows that most stocks which are classified as symmetric at the start of the period remain symmetric. For stocks which are classified as Student's t, the majority remain so classified. For stocks which are normal or symmetric GS at the start of the period, the majority remain symmetric, but there are changes in the distribution. For stocks which are skewed at the start of the period, the table suggests that in general skewness does not persist. This finding is consistent with that reported in the skewness literature: the majority of stocks will not exhibit skewness but that for those that do it will be a transient phenomenon. For panel (ii), and consistent with Table 5 , the number of stocks with skewed returns is small. The behaviour of stocks with symmetric
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-24 -returns, the changes in classification are similar to the corresponding parts of panel (i): stocks classified as Student's t generally remain so classified. For stocks which are normal or symmetric GS at the start of the period, the majority remain symmetric, but there are changes in distribution. In all sub-panels, the data for the symmetric distributions suggest that kurtosis is a persistent phenomenon.
Errors in Computed Probabilities and Quantiles
Both the methods described in this paper will result in mis-classifications. The robustness of the procedure to mis-classification is therefore of importance. Here we look at tail probabilities as these values are important in risk management tools such as Value at Risk. For every stock in the study (at all three periods), the 1% point of the distribution is computed using the model selected by the GtoS method and the corresponding estimated parameters. The probability is then recomputed for the stock using all the other 17 distributions. Panel (i) shows the average absolute error. Thus, all entries in the diagonal cells of panel (i) are exactly zero. In row 1, for stocks classified as normally distributed by the GtoS procedure the average absolute errors based on use of the corresponding estimated Student t distribution is 0.002. If the symmetric GS distribution is used, the average absolute error is 0.003. The NORML row of panel (i) shows that for stocks classified as normal, the average absolute error is never worse than 0.003.
In general, panel (i) of Table 7 shows that the computation of quantiles at 1% probability is robust to the choice of distribution if the selected model is symmetric and the normal distribution is avoided. For skewed distributions, however, the results are more complex. The normal distribution results in large average absolute errors. Skewed members of the GS class are robust to use of other members of the same class, including the symmetric distribution. Similarly, but only to an extent, skewed members of the GT class are robust to other skewed members of the GT class, but not to Student's t. Panel (ii) of Table 7 shows the results for the 19 th vigintile, the 95% percent point of the empirical distribution of absolute errors. The table entries, although larger than those in panel (i), lead to a similar set of comments. When the nominal probability is 0.01, it is inevitable that percentage absolute errors will be large. and the assessment is somewhat different from that of the errors in probabilities. For normally distributed returns, the quantiles are robust to the choice of distribution. For the other two symmetric distributions, correct choice of distribution is more important. For skewed members of the GS class, use of a symmetric distribution or a skewed member of the GT class will result in larger errors of quantiles. For the (skewed) GT and GT-distributions, the 1% quantiles are robust to the use of any skewed GT or GS distribution. By contrast, the GT distribution is not robust. When the 19 th vigintile is considered, the conclusions are the same qualitatively.
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-25 - (i) Average NORML(1) 0.000 0.002 0.003 0.002 0.002 0.002 0.002 0.002 0.002 0.003 0.003 0.002 0.003 GT(2) 0.006 0.000 0.001 0.001 0.002 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0.003 GS(3) 0.009 0.003 0.000 0.001 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 GS(4) 0.009 0.004 0.002 0.000 0.002 0.002 0.002 0.001 0.002 0.002 0.004 0.005 0.003 GS(5) 0.008 0.007 0.004 0.002 0.000 0.002 0.001 0.002 0.001 0.002 0.006 0.005 0.004 GS(6) 0.007 0.005 0.004 0.001 0.002 0.000 0.002 0.001 0.002 0.002 0.005 0.006 0.005 GS--(7) 0.008 0.004 0.003 0.003 0.002 0.002 0.000 0.001 0.002 0.000 0.008 0.010 0.006 -(8) 0.009 0.004 0.003 0.002 0.001 0.001 0.001 0.000 0.002 0.001 0.008 0.009 0.005 GS--(9) 0.009 0.005 0.003 0.003 0.001 0.003 0.001 0.002 0.000 0.001 0.008 0.007 0.005 ---(10) 0.008 0.006 0.004 0.003 0.001 0.002 0.001 0.002 0.002 0.000 0.009 0.006 0.006 GT(11) 0.010 0.010 0.007 0.008 0.009 0.008 0.008 0.008 0.008 0.008 0.000 0.004 0.003 GT12) 0.009 0.011 0.012 0.005 0.001 0.002 0.001 0.002 0.001 0.001 0.002 0.000 0.001 --(13) 0.011 0.009 0.010 0.004 0.002 0.000 0.001 0.001 0.004 0.001 0.001 0.001 0.000
GS
GT
(ii) Empirical 95% point
NORML(1) 0.000 0.003 0.004 0.004 0.005 0.005 0.005 0.005 0.005 0.005 0.007 0.005 0.006 GT(2) 0.008 0.000 0.001 0.003 0.005 0.005 0.005 0.005 0.005 0.006 0.005 0.006 0.006 GS(3) 0.010 0.010 0.000 0.003 0.005 0.004 0.005 0.005 0.005 0.006 0.005 0.006 0.006 GS(4) 0.010 0.010 0.004 0.000 0.004 0.004 0.004 0.003 0.005 0.006 0.016 0.016 0.009 GS(5) 0.010 0.010 0.011 0.009 0.000 0.006 0.003 0.005 0.004 0.005 0.014 0.022 0.010 GS(6) 0.010 0.010 0.009 0.003 0.005 0.000 0.005 0.003 0.005 0.005 0.024 0.027 0.020 GS--(7) 0.010 0.010 0.005 0.006 0.004 0.007 0.000 0.004 0.006 0.001 0.027 0.037 0.020 -(8) 0.010 0.009 0.006 0.004 0.003 0.004 0.003 0.000 0.004 0.004 0.021 0.028 0.013 GS--(9) 0.010 0.010 0.007 0.009 0.004 0.008 0.003 0.004 0.000 0.003 0.025 0.029 0.018 ---(10) 0.010 0.011 0.010 0.008 0.004 0.007 0.004 0.004 0.003 0.000 0.024 0.017 0.017 GT(11) 0.010 0.010 0.009 0.009 0.010 0.009 0.010 0.009 0.010 0.009 0.000 0.004 0.003 GT12) 0.018 0.016 0.017 0.009 0.001 0.004 0.001 0.004 0.002 0.003 0.006 0.000 0.003 --(13) 0.015 0.015 0.016 0.006 0.002 0.001 0.001 0.001 0.007 0.001 0.001 0.002 0.000 For every stock in the study (at all three periods), the 1% point of the distribution is computed using the distribution selected by the GtoS method and the corresponding estimated parameters. The probability is then recomputed for the stock using all the other 17 distributions. Panel (i) shows the average absolute error. Panel (ii) shows the 95% of the empirical distribution of absolute errors. Table 8 shows summary statistics for the estimated parameters for Student's t and the GSwnv distributions. The table was constructed from the parameter estimates for all stocks in each of the three estimation windows which were classified by the StoG tree as Student's t and GS respectively. The results for the degree of freedom parameter  and Studentness parameter  are shown rounded to one decimal place. Results for location and scale are shown to four decimal places. As the number of stocks classified as having a skewed distribution is small even under the StoG tree, the corresponding summary of the parameters is omitted, as is the summary for normally distributed stocks.
GS
GT
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-26 - The results in this table are based on all stocks in the study and all three periods; that is a total of 4346 stocks with each estimated parameters based on 500 days of data. Table 8 has two vertical sections. The first shows summary statistics for stocks classified as having a Student's t distribution. The second shows the corresponding statistics for stocks classified as GS. The first horizontal panel of Table 8 shows the conventional summary statistics. The average values of the location and scale parameters are similar under both distributions. Under Student's t the average degrees of freedom is 5.3. Under the GSwnv distribution, the average degrees of freedom parameter and Studentness parameters are 1.9 and 5.8 respectively. Note that the equivalent degrees of freedom suggested by the tail behaviour of the GSwnv is 1.9*5.8/2 = 5.5. The lower panel of Table 8 shows the lower and upper vigintiles of the empirical distribution for each parameter estimate. As the panel shows, for stocks classified as Student's t about 20% of stocks have degrees of freedom equal to 3 or less and only 5% have degrees of freedom greater than 10.5. For the same percentiles, the ranges of  and  for stocks classified as GS. are 1.9 to 2 and 3.5 to 11.5, respectively.
Portfolio Risk Management under Generalised Multivariate Student Distributions
Student's t distribution is a well-established model for asset returns. In addition to empirical modelling, the multivariate Student and other multivariate elliptically symmetric distributions play an important role in financial theory, see for example Chamberlain (1983) and Owen and Rabinovitch (1983) . As noted in Section 3.3, if multivariate elliptically symmetric distributions are used as a model for portfolio selection, the extension to Stein's lemma by Landsman and Nešlehová (2008) means that efficient portfolios lie on Markowitz' mean variance efficient frontier. As also noted in Section 3.3, closure under affine transformations means that it is also straightforward to compute quantiles of the distribution of portfolio returns. Two computations that are widely used in finance for risk management purposes are Value at Risk (VaR) and Conditional Value at
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-27 -Risk (CVaR). The former is a quantile of the distribution of portfolio returns corresponding to a specified probability  and is thus of general applicability. For applications in finance, the specified probability is invariably small, in the left tail of the distribution, and the quantile thus represents a loss that would be exceeded with probability .  CVaR is a closely related concept and is defined as the expected value of return given that it is less than the VaR. Using the notation defined at equation (6.), X* is the -quantile of the distribution and is defined as the solution to
Quantiles in the left tail of the distribution are invariably negative and so VaR is defined as being equal to -X*. The corresponding value of CVaR is defined as
As well as being used in its own right, CVaR is a constituent of the Rachev ratio (Rachev et al, 2007) , which is also a well-known measure of portfolio performance. It is clear that accurate computation of both CVaR and Rachev ratios depend in turn on accurate computation of value at risk itself. The effect of departures from a normal distribution on commonly used risk measures, such as value at risk or conditional value at risk (also called expected shortfall) have been considered by several operational researchers including Stoyanov et al (2013) , Goh et al (2012), Natarajan et al (2008) and Bhattacharyya et al (2008) . In addition there is a large finance literature covering these two risk measures.
Variation in VaR and CVaR under Different GST Distributions
Suppose that a portfolio is constructed under the assumption of multivariate normality and is designed to have a specified mean 0  and standard deviation or volatility 0  . If the multivariate Student distribution is used to achieve the same mean and variance, the scale of portfolio returns must be set to   0 2     . In general, for the GS distribution the scale is reset to
 .
The implication of the extension to Stein's lemma is that under this approach the resulting portfolios will be the same, because they are located at the same point on the efficient frontier. The tail probabilities will, however, differ depending on the model employed. Panels (ii) and (iv) show results for the GS distributions with  set to 1.5 and 2.5 respectively. In panel (i) the column for 3 degrees of freedom has NAs because the variance does not exist.
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A C C E P T E D M A N U S C R I P T -28 - Table 9 makes it clear that there can be substantial differences in both the quantiles and the CVaR values, particularly for small probabilities and degrees of freedom. In panel (iii) the columns headed -Inf‖ correspond to the normal distribution. It is interesting to note that the
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-29 -quantiles and CVaR values for Student's t with 100 degrees of freedom differ from the corresponding values for the normal. Overall, the table implies that model selection using the classification tree can make a material difference to computation of tail probabilities and hence to the risk assessment of a given portfolio.
The Effect of Using Generalised Multivariate Student Distributions
As is well known, and as the results in this paper confirm, the estimated degrees of freedom for stocks classified as Student's t are not the same for all such stocks. Similarly, for stocks classified as GS, there is variation in the estimated values of the degrees of freedom and  the Studentness parameter. The usefulness of the multivariate Student and multivariate GS distribution at (9.) for portfolio selection and therefore for computations like VaR and CVaR depends in practice on the extent of such variation. To investigate this, the following computations were carried out. For each stock classified as Student's t using the GtoS procedure, the 0.1%, 1% and 5% quantiles were computed using the estimated parameters. For each stock so classified, and with estimated degrees of freedom greater than two, the estimated scale parameter was reset using the formula
where m  is the median value of the estimated degrees of freedom for all such stocks. This procedure ensures that the estimated variance of the stock is preserved. Using the revised scale  and the median degrees of freedom, the probability was recomputed corresponding to the 0.01%, 1% and 5% quantiles based on the original estimated parameters.
Panel I of Table 10 shows a selection of the percentiles of the empirical distributions of the recomputed probabilities. The table has two vertical panels, labelled I and II. Sub-panel I-i presents results for stocks which were classified as Student's t using the GtoS procedure. The sub-panel has three columns, corresponding to nominal probabilities of 0.1%, 1% and 5%. In the 1% (5%) column of Sub-panel I-i, the median recomputed probability is 0.97% (5.18%). At the rows of the table indicate, at nominal values of 1% and 5%, the majority of recomputed probabilities are close to their nominal values. For example, when the nominal probability is 5%, 90% of the recomputed probabilities lie in the interval 4.38 to 5.62. For a nominal probability of 0.1%, the median recomputed probability is 0.08%, but the variability in the results is greater. Sub-panel I-ii presents the corresponding results when the procedure described above is carried out for all stocks in the study regardless of their classification based on the GtoS procedure. As the table shows, when computed to two decimal places the median recomputed probabilities are the same and the empirical distributions are similar to those in Sub-panel I-i. Panel II of Table 10 shows the results of analogous computations for the GSdistribution. That is, the degrees of freedom and Studentness parameters are set to the median values and the scale adjusted so that the estimated variance is preserved. We conclude that for applications which are intrinsically multivariate in nature the multivariate Student and generalised multivariate Student distributions may be used as long as the focus of interest is not in the extreme tails of the distribution. For each stock classified as Student's t using the GtoS procedure, the 0.1%, 1% and 5% quantiles were computed. For the stocks so classified and with estimated degrees of freedom greater than two, the estimated scale parameter was reset using the formula
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where m  is the median value of the estimated degrees of freedom for all such stocks. Using the revised scale  and the median degrees of freedom, the probability was computed corresponding to the 0.01%, 1% and 5% quantiles. Panel I-i of Table 10 shows a selection of percentiles of the empirical distributions of the recomputed probabilities. Panel I-ii shows the results of the same procedure applied to all stocks in the study, regardless of their classification by the GtoS tree. Panel II of Table 10 shows the results of analogous computations for the GSdistribution. This is certainly the case for portfolio selection, because the extension to Stein's lemma makes it clear that the necessary input parameters are the vector of expected returns and the covariance matrix. For risk management applications, the implication of Table 10 is that computations based on the tails of the distribution will be sufficiently accurate for practical purposes at both the 5% and 1% levels. Furthermore, the results in the case study described below suggest that use of the multivariate Student and generalised multivariate Student distributions is preferable to procedures based on the multivariate normal even at the 0.1% level of probability.
Case Study under the Generalised Multivariate Student Distribution
The aim of the empirical study reported in this section is to investigate the effect of the use of multivariate elliptically symmetric distributions for portfolio selection and in particular for its effect on risk management. The use of such a distribution does mean that some information about the marginal distributions is lost, but from the perspective of portfolio selection the fact that all efficient portfolios are located on Markowitz' efficient frontier brings major benefits. It is no longer necessary to devote resources to the search for a ‗better' utility function and the time thus liberated may be devoted to other activities. That elliptically symmetric distributions are closed under affine transformations means that it is straightforward to compute VaR and CVaR parametrically. As noted in Section 3.3, the use of multivariate elliptically symmetric distributions also provides theoretical foundations for the use of linear models and further support for the CAPM.
Our empirical study is based on the stocks in the UKFTSE250 index. As shown in Tables 4 and 5, the majority of stocks in the FTSE250 index are classified as either Student's t or Three further sets of portfolio are constructed with all weights restricted to being no greater than 2/n, thus ensuring that at least n/2 stocks are selected to achieve a greater degree of portfolio diversification. Finally, three sets of global minimum variance portfolios are also constructed, but with no restrictions on the weights other than the budget constraint. For each portfolio and each estimation method, the weights are used in conjunction with the 985 observations to compute time series of portfolio returns out of sample.
For the purpose of risk management, the estimated parameters from the MVN, MVS and GMVS models are used to compute estimates of Value at Risk (VaR) and Conditional Value at Risk (CVaR) at six specified levels of probability. In percentages these are 5, 2.5, 1, 0.5, 0.1 and 0.05. In addition, the in-sample time series of returns is used with the estimated portfolio weights to compute in-sample portfolio returns. The resulting time series is used to compute empirical estimates, denoted EMP, of VaR and CVaR as at the date of portfolio construction. In the performance measurement literature this procedure is often referred to historical simulation. The assessment of the estimates of VaR is conducted by computing the number of occasions on which the out of sample portfolio return is less than the VaR at a specified probability. Returns which are less than the VaR are known as exceedances. For a time series of length 100, for example, one would expect about five values of the return time series to be less than the 5% VaR. The extent to which the number of exceedances differs from its expected value provides a measure of the adequacy of the assumed multivariate model and the corresponding parameter estimates. Following Christoffersen (1998) the number of exceedances may be tested by assuming that their incidence follows a binomial distribution. The estimation process follows a sequence of likelihood ratio tests using the StoG classification procedure described in Section 4.3 and illustrated in Figure 7 . Our results found that the MVS distribution is always selected in preference to the MVN and the GMVS in preference to the MVS. The average estimated degrees of freedom and the Studentness parameter are 2.78 and 1.85, respectively. Due to the comparatively large standard errors, we concludethat the null hypothesis of common values for and would not be rejected.
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The results presented in Table 11 are appropriate for organisations that need to compute Value at Risk on a daily basis. There are however other organisations which have longer planning horizons and would need to compute VaR for longer holding periods. In the following paragraphs we report the results of an investigation into the computation of VaR for holding periods of 5 days (that is, equivalent to one working week) and 21 days (equivalent to one month). A standard approach to a study of longer holding periods would be to estimate the expected return vector and the covariance matrix using holding period returns and then to use the critical values of the standard normal distribution. An alternative method would be to use estimates based on daily returns, but to scale the standard normal critical values by √ where is the length of the holding period. Both approaches would be motivated by the assumption that the central limit theorem could be relied on. If, however, portfolio returns follow a Student t or generalised Student t distribution, then it is not clear that the assumption of normality could be justified unless the holding period is long. In addition, as the papers by Ghosh (1975) and Walker and Saw (1978) make clear, the distribution of a convolution of Student t variables, and therefore generalised Student t variables, is not straight forward to compute. To address the computation of VaR and related risk management measures for longer holding periods, we have computed the distribution of convolutions of symmetric generalised Student t variables numerically using the trapezoidal rule. As the underlying distribution is unimodal and vanishes at the end points, a large grid allows computations to any specified level of accuracy. The results for a range values of and aroundthose reported above indicate that in practice critical values of the normal distribution may be used for convolutions of daily returns over 30 days and longer.
For an assessment of VaR computed over 5 and 21 days, the critical values of convolutions of the generalised Student t and Student t distributions computed numerically have been used. To achieve comparability with the results for a holding period of one day, standard bootstrapping has been used to generate out of sample time series of length 985 of 5 and 21 day holding period returns for each of the 200 stocks in the FTSE250 dataset. Table 12 presents a summary of VaR exceedances for the five sets of portfolios for the five day holding period. As above, computed exceedances which fall outside the 99% confidence limits are indicated in bold type face. At the 1% level of significance, there are 2 exceedances computed for the MVS distribution which fall outside the confidence limits. Values for the MVN and GMVS distributions all fall within the 99% confidence limits. At the 2.5 and 1% levels of significance, all values for the MVN and GMVS distributions are actually within 95 % limits. In general the percentage exceedances for the MVN distribution exhibit a smaller absolute error relative to the nominal probability. However, the results indicate that GMVS distribution may be preferable. For example, in the 2.5% column in Table 12 for a 20 stock portfolios the computed exceedances for the MVN and GMVS distributions are 2.61% and 2.06% respectively. For cautious organisations, VaR computed using the GMVS distribution embodies a element of -safety first‖. At the 1% level of significance, the GMVS and MVS distributions might also be preferred to the MVN for the same reason. However, it is appropriate to point out that the computed exceedances for MVN distribution generally show a lower absolute error.
A C C E P T E D M A N U S C R I P T -34 - Table 11 Exceedances based on the empirically computed values of VaR are similar, but have larger absolute errors. At 0.1% and 0.05% probability, there is relatively little to choose between the three parametric distributions. Overall the results in Table12 suggests that the normal distribution could be assumed for VaR computations for a holding period of 5 days and portfolios of 50 stocks or more. Detailed results for the 21 day holding period are omitted but are similar to those in Table 12 , although in this case the normal distribution may be assumed for portfolios of more than 10 stocks.
Discussion & Conclusions
This paper describes two parametric classification tree methods, specific to general and general to specific, which allow the formal selection of a member of a family of distributions. In the case of non-negative random variables, we have discussed the generalised beta distribution. For random variables on the real line, we have discussed the generalised skew-Student distributions. For multivariate random variables we have discussed the symmetric generalised Student distribution. This is derived as a scale mixture of a special case of a symmetric Kotz distribution. As a member of the elliptically symmetric class, this enjoys the same properties for asset pricing and portfolio selection as the multivariate Student distribution.
The classification methods are applied to daily returns on stocks from a selection of 15 major, mid-cap and emerging markets. Three non-overlapping estimation windows each of 500 days are used. For the most recent window, which is reported in detail in the paper, the two methods produce generally similar results, with the specific to general method being more conservative. The results of the study show under the general to specific tree that the majority of return distributions, about 78%, follow Student's t, but that a non-negligible minority, 7%, follow a symmetric generalised Student distribution. Only about 6% are normally distributed, with the majority belonging to the major market indices.
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A C C E P T E D M A N U S C R I P T -35 -About 8.5% of stocks have skewed distributions, with the majority following the GSor GS-- distributions. Under the specific to general tree, the number of stocks with skewed distributions is less than 2.0%. For the GSdistribution and both parametric classification trees, the majority of stocks belong either to the UK FTSE250 or South African JSE indices. Generalised error distributions are never selected and Student type distributions, that is distributions for which 2   , occur only rarely. Skewness is possibly evidence of market inefficiency which may be found in emerging or smaller markets. Peakedness, when the (symmetric) generalised Student t has 2   , may be interpreted as being due to thinner trading. The study confirms a well-known stylised fact about skewness, namely that it tends not to be persistent. By contrast, kurtosis is persistent. The results for the data used in this paper suggest that there is some degree of robustness to the choice of distribution, but that there are exceptions. The implications for financial risk management are that the methodology proposed here enables the classification of assets into the categories described. The parametric tree will pick the best model according to the procedure. This may or may not include skewness, but a major implication is that the nature of non-normality can manifest itself in various ways. It further indicates that there are a significant minority of stocks which exhibit skewness and other forms of non-normality. This classification allows risk measures to be calculated under appropriate assumptions.
Computation of quantiles of the GSdistribution and related quantities shows that there can be differences in tail probabilities even when the mean and variance are the same. The results from a case study of portfolios constructed from UK FTSE250 stocks shows that the multivariate Student and generalised multivariate Student distributions lead to more accurate VaR computations than the multivariate normal distribution or empirical methods, neither of which leads to satisfactory results for the data set considered. We suggest that for organisations that are concerned with daily risk management portfolio selection and subsequent risk management based on the MVS or GMVS distributions may be more satisfactory in practice than procedures based implicitly or explicitly on the multivariate normal. For organisations with a planning horizon of 5 working days, the GMVS distribution is more appropriate for risk management for portfolio with a small number of securities, for example an asset allocation portfolio. For longer planning horizons and for portfolios with a larger number of securities the central limit theorem comes into play and critical values of the normal distribution may be used for risk management.
As noted in the introduction, the GST distribution and parametric classification trees presented in this paper may be used in conjunction with models that have more complex mean effects and time series properties including heterogeneity of variance. The principles of the classification trees may be applied to other families of distributions.
