Abstract. We conjecture that a complete isolated Cohen-Macaulay singularity of dimension > 2 is graded if and only if sufficiently high syzygy modules of the residue field and of the transpose of the module of Kahler differentials are isomorphic. The "only if" part of the conjecture is proved for hypersurface singularities.
free summands. In §2 we formulate an extended (to arbitrary positive dimension > 2 ) version of author's Conjecture 2.4 from [M2] which characterizes the quasihomogeneity through a relation between the syzygetic behavior of the transpose of the module of Kahler differentials and the MCM approximation of either the maximal ideal or (depending on the parity of the dimension) the residue field. We then investigate this relation for quasihomogeneous hypersurface singularities.
Our rings are analytic /^-algebras, understood here as quotients of formal power series rings over a field k . An isolated singularity is then defined through the Jacobian criterion, where the module of Kahler differentials is the universally finite module of differentials.
An analytic k-algebra (R, m) is called graded if there exist a system of generators xx, ... , xn of the maximal ideal, positive integers dx, ... ,dn, and a k-derivation ô:R -> R such that Sx¡ = d¡x¡, i = I, ... , n . The elements of the eigenspace V¡ are said to be homogeneous of degree /. (Unlike the case of affine algebras, the direct sum of V¡ does not span the whole ring R.) The words "graded" and "quasihomogeneous" are synonymous. If dx■ = 1, i = 1, ... , n , the singularity is called homogeneous. 0. Background material 0.1. Matrix factorizations (see [E] for details). Let (A, m) 0.2. MCM approximations. The results described here are due to Auslander and Buchweitz and can be found in the lecture notes [A] (unfortunately, not in the printed form yet) and [AB] . Throughout this subsection R is a complete local CM ring. An MCM approximation p:M -> X is called minimal if no direct summand M' of Af is part of an MCM approximation p: M' -> X. Taking TV = R we see that p is necessarily surjective. Minimal approximations always exist and are uniquely determined up to (nonnatural) isomorphisms. Henceforth we will only consider minimal MCM approximations.
This same concept can also be described by the equivalent Definition 2. Let X be an .R-rnodule. An MCM approximation of X is a short exact sequence 0 -► V -► M -A X -> 0 of Ä-modules where M is MCM and V has finite injective dimension.
This approximation is called minimal if V and M have no common direct summands.
Suppose now that R is a hypersurface ring of dimension d -1 and X an i?-module. By [E] a minimal resolution of X becomes 2-periodic at the dth step. We thus have the diagram
where Í2" stands for the «th syzygy module and q is an iterated lifting of the identity map of fi J. It turns out that, in a slightly abused language, ÍA (£2 X) is the nonprojective part of the MCM approximation of X, and if q: Q -> X/lmq is a projective cover, then, upon identifying q with its lifting to X, the map q JJq:Q~ (QdX) UQ-* X is a minimal MCM approximation of X . Notice that if Q is a nonzero module then q is not surjective.
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We begin with the results originally proved by the author (see [Ml, §10] ) for « = 3. Proposition 1.1. Let P := k[\Xx, ... , Xn\] be the formal power series ring in n variables over afield k of characteristic 0, f e mp := (Xx, ... , Xn) a formal power series whose Jacobian ideal j(f) is mp-primary and R := P/(f). Then the following are equivalent.
(1) The moduli algebra R/j(f) (the overbar denotes the image in R) is Gorenstein.
(2) fej(f). (2) is known. To prove the nontrivial implication (1) => (2) we first remark that by [K] the Gorenstein ring R/j(f) = P/(f, j(f)) cannot be an almost complete intersection. Thus either / e j(f) and we are done, or one of the partials of / is a linear combination of / and other partials: df/dxi = LZj^idjdf/dXj + bf, b,a¡ e P. This relation gives rise to the A:-derivation ô := d/dxi -¿^¡¿¡ajd/dXj of P which preserves the ideal (/) and thus induces a k-derivation ô of R which has a unit in its image (since 8(X A) = 1). This contradicts the result of Zariski asserting that the images of derivations of isolated singularities over a field of characteristic 0 are contained in the maximal ideal (see [Te, p. 586] ).
(2) •«• (3) is obvious since if / e j(f) -m j(f) then one of the partials is a linear combination of / and other partials, the case just ruled out.
(4) •«• (5) is true for an arbitrary .R-module in place of R/j(f). Suppose that ß:M\JQ -* R/j(f) is an MCM approximation with Q a nonzero projective. By the universal property of approximations the surjection a: N -► R/j(f) factors through ß:a = ßy for some y: N -> M ]\ Q. Since a is surjective and ß\M is not (see the end of §0.2), the image of y must contain an element from Q -ïïLrQ ■ But then N has a free summand, a contradiction.
(3) <=> (4) holds for an arbitrary ideal in place of j(f) as was shown by Ding in his forthcoming thesis.
Corollary. Suppose that, in addition to the assumptions of Proposition I, the field k is algebraically closed. Then R is graded if and only if the moduli algebra R/J(f) is a homomorphic image of an MCM module without free summands. Proof. Under our assumptions, the fundamental result of K. Saito ([Sa] , [SchW, Satz 5.7]) says that R is graded if and only if / e j(f). D
A GENERAL CONJECTURE
The results of the previous section proven for isolated hypersurface singularities suggest a possibility that there is a module-theoretic criterion for the gradedness of an arbitrary analytic /v-algebra with an isolated singularity. In fact, in [M2] we conjectured that a two-dimensional integrally closed analytic /V-algebra R is graded if and only if the Auslander module of R is isomorphic to the module of Zariski differentials of R, and also proved the conjecture in certain cases. Further supporting evidence was provided by Behnke [B] . The purpose of this section is to state an analog of the aforementioned conjecture for an arbitrary positive dimension and then consider the hypersurface case.
Conjecture 2.1. Let (R,m) be a complete isolated CM singularity of dimension d > 2 over a field k of characteristic 0. Then R is graded if and only if (Q (Tr(Dk(R)))* is isomorphic to the MCM approximation of the maximal ideal when d is even and to the MCM approximation of the residue field when d is odd. Here "*" stands for HomÄ(-, R), Q (-) is the dth syzygy module of "-," Tr is the transpose of"-" (i.e., the cokernel of the transpose of a minimal presentation matrix of "-" ) and Dk(R) is the module of Kahler differentials of R over k. Our goal is to prove the "only if part of the conjecture when R is a hypersurface and k is algebraically closed. Proposition 2.2. Let R = P/(f) where P = k[\Xx,..., XJ] is a formal power series ring over an algebraically closed field k of characteristic 0, and f e mp := (Xx,... , Xn) a formal power series with mp-primary Jacobian ideal j(f). If R is graded then Q"~l(R/j(f))* is isomorphic to the MCM approximation of the maximal ideal mR of R when « -1 is even, and to the MCM approximation of k when « -1 is odd.
Proof. By Satz 5.7 of [SchW] there exists a grading of P with respect to which / becomes a homogeneous polynomial. Thus without loss of generality we may assume that each X¡ is homogeneous of degree d¡, i = I, ... , n, and / is a homogeneous polynomial of degree d (in the chosen grading). Applying the Euler derivation we have (i) f = Í2y,9f/dxi, r=l where y. = d^Jd ^ 0. Notice that the elements y¡, i = 1,...,«, generate the maximal ideal of P. Therefore to obtain the MCM approximation of the residue field (and the maximal ideal) of R it suffices to construct a projective resolution over R of R/(yx, ... , y n). This can be accomplished with the aid of the Täte resolution (see [Ta, p. 20, Theorem 4] ). But the partials of /, by hypothesis, also form a system of parameters and the same gadget gives a projective resolution of the moduli algebra R/(df/dXi, ... , df/dXn). Thus our proposition is a statement about the properties of the Täte resolution. More precisely, in the notation of [Ta] we obtain a projective resolution of the i?-module R/j(f) ■ Notice that the elements yt and df/dXi can be viewed in (1) as either parameters or their coefficients. Utilizing this we introduce a symbolic involution A acting on those elements by JA(df/dxA) := y., S(yt) := df/dX,, i=l,...,n.
We will also consider the obvious action of A on their images in R. Let dk (resp. d'k) be the degree k homogeneous part Yk+X -> Yk of d (resp. d!). Since the corresponding matrices have yi and df/dXi as their nonzero entries, we can lift those matrices to P in the obvious way, where, without the danger of confusion, we denote them by the same letters. Involution A acts on their entries and we have the obvious identities
In our new notation, (fi""1(R/JUJ))* = (Cokerd'n_x)*. On the other hand, if « is odd the MCM approximation of the maximal ideal is isomorphic to Coker dn , which follows from the construction of approximations via negative syzygies; and if « is even the MCM approximation of the residue field is also isomorphic to Cokerdn. Thus we want to show that Cokerdn = (Cokerd'n_x)*, or, utilizing (4), Cokerdn s (Coker J^(dn_x))*.
Since Cokerd'n_x is MCM, we have (CokerS(dn_x))* s (CokeAA^,,))') where / denotes the transpose of a matrix. Thus we want to show that matrices dn and A((/n_,)' have isomorphic cokernels.
Since rkYnX = rkYn = ■■■ = 2"~ , Coker dn_x has no free summands and thus comes from a reduced matrix factorization, say, (dn_x, O), where the matrices are viewed as matrices with entries in P and the i?-modules Coker O and Coker dn are isomorphic. Since O is uniquely determined by dnX, it suffices to show that (dn_x, Ar(dn_x)t) is also a matrix factorization. In fact, it suffices to show that Jr(dn_x)> -dn_x is the scalar matrix with / on the diagonal (the dot denotes the usual matrix product). In other words, for any two column vectors v¡ and v of dn_x we must have A(w;.)' -w. = ôl../.
To prove this it is convenient to introduce new notation. Let / denote an increasing map from the set [/] of integers {0, 1, ... , /} to the set [«] = {0, 1, ... , «} (an "/-subsimplex" of the "«-simplex"). If j < j' the argument is identical to the one just given, and the case j = j can never be realized since /([/ -2]) U /(/) = Im/, and I(j) £ Imlj.
Case 3. This case is completely analogous to Case 2. We should remark that examining the relations between p and q we see that no two of the three considered cases can happen simultaneously: we either have p = q or p = q-l or q = p -1 . This remark actually legitimizes our argument. We now proceed to It is not difficult to show that similar assertions about the row-vectors of the differentials dm are true without any restrictions (in particular, for any rowvector r we have r-A(r) =/). Clearly the assertions of this remark are true for any system of parameters yx, ... ,yn of a regular local ring (P, m) and any defining equation fem(yx,... ,yn). (2) Conjecture 2.1 is now proven in the following cases: dim 2 : quotient singularities, graded Gorenstein rings, hypersurfaces zn + f(x, y) (k is algebraically closed) (see [M2] , as well as minimally elliptic singularities and rational singularities with reduced fundamental cycle (see [B] ) (in the last two cases k = C). In dimension 2 the "only if" part of the conjecture is always true if k = C (J. Wahl).
In every positive dimension the "only if part is true for hypersurfaces (k is algebraically closed).
