In this paper two metaheuristics: Ant Colony Optimization (ACO) 
Introduction
oftentimes the only economical way to produce pharmaceutical biochemicals such as interleukins, insulin, interferons, enzymes and growth factors is by cultivation of recombinant microorganisms (e.g. E. coli). Scientists build models (11, 23, 24, 29, 31) to be able to predict how fast the microbe will grow on various sources of food, as well as how its growth changes in different conditions.
A common approach to modeling cellular dynamics is the building of systems of nonlinear differential equations. Parameter optimization of a nonlinear dynamic model is more difficult than of a linear one, as no general analytic results exist. Some difficulties that may arise are: convergence to local solutions if standard local methods are used, over-determined models, badly scaled model function, etc. Although there are a lot of different optimization methods, the efficacy of each of them is always problem-specific.
in recent years metaheuristic techniques have been successfully applied in a variety of optimization tasks. Metaheuristic is a top-level strategy that guides an underlying heuristic solving of a given problem (40) . Following Glover (19) , "metaheuristics in their modern forms are based on a variety of interpretations of what constitutes intelligent search". the family of metaheuristics includes, but is not limited to, adaptive memory procedures, tabu search, ant systems, greedy randomized adaptive search, variable neighborhood search, evolutionary methods, genetic algorithms, scatter search, neural networks, simulated annealing, and their hybrids (37) . in this paper Genetic Algorithms (GA) (20, 21) and Ant colony optimization (Aco) (13, 14) are chosen as two of the most popular metaheuristics.
GA emerged from the studies on cellular automata of John holland and scientists from the University of Michigan. holland's book (21) started the research on genetic algorithms. GA can cope with a great diversity of problems from different fields. It can quickly scan a large solution set. Owing to its inductive nature, the GA does not have to know any rules of the problem -it works by its own internal rules. GAs are highly relevant for industrial applications, because they can handle problems with nonlinear constraints, multiple objectives, and dynamic components -properties that frequently occur in real-life problems (20, 25) . GA have been successfully applied in a number of areas (2, 5, 12, 31) and still find increasing acceptance; they are often employed as an alternative optimization tool to the conventional methods (20) . the effectiveness and robustness of GAs have already been demonstrated in fed-batch cultivation processes (8, 32, 33, 34, 35, 36, 39) .
Another population-based metaheuristic that is a rapidly growing field is ACO. It can be used to find approximate solutions for a broad range of difficult optimization problems (6, 7, 13, 14, 15, 18) . Aco has been successfully applied to complex biological problems and dynamic applications (adapts to changes such as new distances, etc.) (16, 17) . Aco is on par with other metaheuristic techniques such as genetic algorithms and simulated annealing. Aco algorithms have been inspired by ants' behavior in nature: ants usually wander randomly and when they discover food, they return to their colony, while leaving pheromone trails. if other ants come upon such a path, they follow it by preference, returning and reinforcing it, if they eventually encounter food. however, pheromone trails start to evaporate over time. A shorter path, in comparison will be visited by more ants and thus the pheromone density remains high for a longer time. Aco is implemented as a team of intelligent agents which simulate the ant behavior, walking around the graph representing the problem to be solved using mechanisms of cooperation and adaptation (1) . the aim of this paper is to present a comparison of two different metaheuristics -GA as an evolutionary strategy and Aco as a constructive method. their performance is compared for a parameter optimization problem. As a case study, a system of nonlinear differential equations of the E. coli cultivation process is considered. A real experimental data set from an E. coli Mc4110 fed-batch cultivation process is used (3) . the main contribution is the creation of two metaheuristic algorithms specialized to solve a parameter optimization problem for modeling of an E. coli cultivation process. the GA presented here is designed based on GA methodology (20) . The genetic operators and parameters are specifically and problem oriented, chosen to achieve an adequate and accurate decision. in contrast to the widespread application of GA for optimization of cultivation processes, the Aco algorithm proposed in this paper is one of the first attempts to apply this metaheuristic for identification of cultivation model parameters. the designed Aco algorithm describes the problem with a three-parity graph corresponding to the three parameters that have to be optimized. in the transition probability function, the difference with traditional Aco implementations is that transition probability depends only of pheromone information.
Materials and Methods
Process description the cultivation was performed in the institute of technical chemistry, University of hannover, Germany, during the collaboration work with the institute of Biophysics and Biomedical engineering, BAS, Bulgaria, granted by DFG (3, 38) . the strain used for the fermentation process was E. coli Mc4110. the fermentation was performed in a 2 l bioreactor containing a mineral medium (3) . the glucose concentration in the feeding solution was 100 g·l -1 . the initial liquid volume was 1350 mL; pH was controlled at 6.8 and the temperature was maintained at 35 ºc. the aeration rate was kept at 275 l·h -1 . oxygen was controlled at around 35 %. off-line measurements (of glucose, biomass and acetate) were performed by using a Yellow Springs Analyser (Yellow Springs instruments, USA). For on-line glucose determination a flow injection analysis (FiA) system was employed (3).
Process model
Application of the general state space dynamic model (4) to the E. coli cultivation fed-batch process leads to the following nonlinear differential equation system (39): (2): t 0 = 6.68 h, X(t 0 ) = 1.25 g·l -1 ,
Ant colony optimization this stochastic optimization method mimics the social behavior of real ant colonies, which manage to locate the shortest route to feeding sources and back by marking their path with pheromone (chemical cues). An isolated ant moves basically at random but if it comes across a previously laid pheromone, it will follow this track with high probability and thereby reinforce it with a further quantity of pheromone. the repetition of the above mechanism represents the auto-catalytic behavior of a real ant colony, where the more the ants follow a trail, the more attractive that trail becomes. the original idea comes from observing the exploitation of food resources by ants, in which ants with individually limited cognitive abilities collectively manage to find the shortest path between a food source and the colony. the structure of the Aco algorithm is shown with pseudocode in Fig. 1 .
Ant Colony Optimization
Initialize number of ants; Initialize the ACO parameters; while not end-condition do for k = 0 to number of ants ant k chooses start node; while solution is not constructed do ant k selects higher probability node; end while end for Update-pheromone-trails; end while Fig. 1 . Pseudocode for Aco (37) . the transition probability p i,j , to choose the node j when the current node is i, is based on the heuristic information η i,j and the pheromone trail level τ i,j of the move:
where Unused is the set of unused nodes of the graph, i, j = 1, ..., n.
the higher the value of the pheromone and the heuristic information, the more preferable it is to select this move and resume the search. At the beginning, the initial pheromone level is set to a small positive constant value τ 0 ; later, the ants update this value after completing the construction stage. Aco algorithms adopt different criteria to update the pheromone level.
The pheromone trail update rule is given by:
where ρ models evaporation in nature and Ä i , j τ is new added pheromone, which is proportional to the quality of the solution. thus, better solutions will receive more pheromone than others and will be more desirable in the next iteration.
Genetic algorithm
the GA is a model of machine learning which derives its behavior from a metaphor of the processes of evolution in nature (20) . Within a machine a population of individuals represented by chromosomes is created. Depending on the specific problem, a chromosome can be an array of real numbers, a binary string, a list of components in a database. each individual represents a possible solution, and a set of individuals form a population. in a population, the fittest are selected for mating. The individuals in the population go through a process of evolution, which is made up of the principles of mutation, selection, crossover and isolation. the structure of the GA is shown with pseudocode in Fig. 2 . Fig. 2 . Pseudocode for GA (37) . the population at time t is represented by the timedependent variable P, with the initial population of random estimates being P(0). here, each decision variable in the parameter set is encoded as a binary string (with precision of binary representation). the initial population is generated using a random number generator that uniformly distributes numbers in the desired range. the objective function (eq. 8) is used to provide a measure of how individuals have performed in the problem domain.
Results and Discussion
Application of ACO for parameter optimization of an E. coli cultivation process model one of the crucial points of the Aco algorithms is problem description by graph and representation of the solution by path in a graph. In the ACO proposed here the problem is first represented by graph. optimal values of three interrelated parameters have to be found. therefore, it was decided to describe the problem with a three-parity graph as a most appropriate graph for the considered case study. the graph consists of three levels. every level represents a search area of one of the parameters that has to be optimized. each area is discretized in such a way so as to consist of 1000 points (nodes) which are uniformly distributed in the search interval of each parameter. The first level of the graph represents the parameter m max . the second level represents the parameter k s . the third level represents the parameter Y S/X . there are arcs between nodes from consecutive levels of the graph and there are no arcs between nodes from the same level. the pheromone is deposited on the arcs, which shows how good this parameter combination is.
the presented Aco approach is very close to the real behavior of ants. When ants begin to work on a solution, they choose a node from the first level in a random way, whereas for second-and third-level nodes they apply a probabilistic rule.
Another crucial point of the Aco algorithm is the transition probability, because this function manages the search process and the finding of good solutions. In the ACO proposed here, the transition probability consists of the pheromone only, and heuristic information is not used. thus, the transition probability is as follows:
. (eq. 6) the ants prefer the node with maximal probability, which is the node with maximal quantity of the pheromone on the arc, starting from the current node. if there is more than one candidate for the next node, the ant will choose randomly between the candidates. the process is iterative. At the end of each iteration the pheromone on the arcs is updated. the quality of the solutions is represented by the value of the objective function. in the considered case, the objective function is the mean distance between the simulated and the experimental data (the concentration of the biomass and the concentration of the substrate). its minimization is sought, therefore the newly added pheromone by ant i is defined as:
where J(i) is the value of the objective function (see eq. 8) according to the solution constructed by ant i. thus, the arcs corresponding to solutions with a lower value of the objective function will receive more pheromone and will be more desirable in the next iteration. the values of the parameters of Aco algorithms are very important, since they manage the search process. therefore appropriate parameter settings have to be found. These are:
• the number of ants: in ACO a small number of ants, between 10 and 20, can be used without having to increase the number of iterations to achieve good solutions;
• initial pheromone: a small value is normally set;
• evaporation rate, which shows the importance of the last found solutions according to the previous ones. the Aco parameters were tuned based on several pre-tests according to the optimization problem considered here. After the tuning procedures, the main algorithm parameters are set to the optimal settings. the parameter setting for Aco is shown in Table 1 . 
where n is the number of data for each state variable k; y exp is the known experimental data; y mod is the model predictions with a given set of the parameters.
Application of GA for parameter optimization of an E. coli cultivation process model Solution representation. The strings of artificial genetic systems are analogous to chromosomes in biological systems. each individual or chromosome is made up of a sequence of genes from an alphabet. here, the applied alphabet consists of binary digits 0 and 1. A binary 20 bit representation is considered here. it has been shown that more natural representations are more efficient and produce better solutions (9, 20, 28) . Three model parameters are represented in the chromosome: maximum specific growth rate (m max ), saturation constant (k s ) and yield coefficient (Y S/X ). the following upper and lower bounds are considered (10, 26): 0 < m max < 0.7; 0 < k s < 1; 0 < Y S/X < 30.
Selection function. the selection of individuals to produce successive generations is of key importance in a GA. the selection process is based on several schemes: roulette wheel selection and its extensions, scaling techniques, tournament, elitist models, and ranking methods (9, 20, 27, 28) . the selection method used here was the roulette wheel selection. According to holland (21) the probability, P i , for each individual is defined by:
where F i equals the fitness of individual i and PopSize is the population size. Genetic operators. the genetic operators provide the basic search mechanism of the GA and are used for creation of new solutions based on existing solutions in the population. there are two basic types of operators: crossover and mutation. Let X and Y be two m-dimensional row vectors denoting individuals (parents) from the population. For X and Y binary, binary mutation and simple crossover are defined (22):
where p m is the probability of binary mutation, r is a random number from a uniform distribution from 1 to m. Initialization, termination, and evaluation functions. the GA must provide an initial population as indicated in step 3 of Fig. 2 . this is most commonly by randomly generating solutions for the entire population. the GA moves from generation to generation, selecting and reproducing parents, until a termination criterion is met, e.g. a specified maximum number of generations. evaluation functions of many forms can be used in a GA, subject to the minimal requirement that the function can map the population into a partially ordered set. As stated, the evaluation function is independent of the GA (i.e., stochastic decision rules) (22) . Genetic parameters. the genetic parameters have to be adjusted according to the specific problem in order to improve the optimization capability and the decision speed. Based on performed pre-test procedures and our previous results (35, 36) , the GA parameters used in this work are presented in Table 2 .
Numerical calculation
The computer specification to run all identification procedures was intel core 2 2.8 Ghz, 3.5 GB Memory, linux operating system and Matlab 7.5 environment. Matlab is a technical computing environment for high computation. Matlab functions are completely portable from one hardware architecture to another even without a recompilation step. Because of the stochastic characteristics of the applied algorithms a series of 30 runs for each algorithm were performed. For comparison of the GA and Aco, the best, the worst and the average results of the 30 runs, for the J value and execution time were observed. For realistic comparison the execution time was fixed to be 1 h. the obtained results are presented in Table 3 and Table 4 . the obtained results ( Table 3 and Table 4 ) showed that the average values of the objective function J obtained by both algorithms are almost similar. the best value of the objective function achieved by the Aco algorithm is better than that achieved by the GA algorithm. however, the worst result achieved by the Aco algorithm is worse than the one achieved by the GA. thus, the interval where the value of the objective function varies is larger when the Aco algorithm is applied than when the GA algorithm is used. Regarding the average value, it was observed that most of the achieved values for the objective function J are close to the GA best found value. it can be concluded that both algorithms perform well for this problem, but GA yields results with smaller dispersion compared to Aco. the same problem is solved in another work of ours (37) by using different objective function -hausdorff distance between modeled and measured data. in this case the Aco algorithm performs slightly better than GA (37) .
in most cases, graphical comparisons clearly show the presence or absence of systematic deviations between model predictions and measurements. An important criterion for the adequacy of a model is the quantitative measure of the differences between the calculated and the measured values. the results shown in Fig. 3 demonstrate that with both algorithms there is coincidence between modelled and measured data. hence, the difference between the values of the objective function calculated by the two algorithms comes from the value of the substrate obtained by both of them. the comparison between the experimental data and the predicted data (Fig. 4) revealed that the data modeled by the Aco algorithm are closer to the measured data than those modeled by the GA algorithm. the Aco algorithm achieves a much better solution at the beginning, because it is a constructive method. With time, the achieved values of the objective function by both algorithms become close to each other, supporting our previous work (37) , where the execution time was 50 minutes and a similar trend was observed.
Conclusions
in this paper two metaheuristic algorithms, based on GA and Aco methodology, are presented. the Aco algorithm is designed and applied for identification of cultivation model parameters. the Aco algorithm describes the problem with a three-parity graph corresponding to the parameters that have to be optimized.
the GA and Aco performance were compared for a parameter identification of an E. coli fed-batch cultivation process model. A system of nonlinear ordinary differential equations was used to model bacteria growth and substrate utilization. Parameter optimization was performed using a real experimental data set from an E. coli Mc4110 fed-batch cultivation process. By applying GA and Aco, the model parameters -maximum specific growth rate (m max ), saturation constant (k S ) and yield coefficient (Y S/X ), were estimated. Based on several pre-tests for the considered problem, the metaheuristics parameters were tuned. the obtained results showed that the best value of the objective function J is achieved by Aco. comparison of the worst and the best results of the two algorithms showed larger dispersion of the results obtained by Aco. By analyzing the average results it could be concluded that both algorithms perform satisfactorily for the problem of parameter optimization of an E. coli fed-batch cultivation process model. comparing the improvement of the value of the objective function, it can be concluded that Aco achieved much better solution at the beginning, but in time the achieved results by both algorithms become very similar.
