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ALGORITHMS FOR SCHEDULING INDEPENDENT FOR





We describe exact algbrithms for R//C , p//C x and
.max ma
RM//Cmax. Let k be the maximum cardinatily of a subset of jobs,
machineany two of them with different processing times in some
InIf k is fixed the algorithms terminate within polynornial time.
bethis case, if additionally the maximum processing time can
Pm/ICn of jobs thenexpressed as a polynomial in the number max
can be solved in O .(n) time. The proposed algorithms the





   escrevemos algoritmos para R//Cmax' PllCmax e
Rm//Cmax. Seja n a menor cardinal idade de um subconjunto de tarefas;
onde duas quaisquer dessas possuem tempos de. processamento diferen-
-   EQ ,---tes ex:n alguma .máquina. Se k é fixo os algoritmos.-te.rminaI1l-e 
; : "i,;,
polinomial. Nesse caso, se adicionalmente -ô tempô;de processamento

-,-, ..c - .=.-  ic -
tlme, Pmax = max {Plj}. C1ear1y, .the 1atter reduces to O(n) for
f1xed k and Pmax = O(nb), with b,c Constants.
The a1gorithm of Leung a1 0 emp10ys dynamic pr2
9ramming for s01ving pllC m ' however restrictina the p rocessin g.ax  
tlmes to integers. It has time complexity O (n2 (k-l) 1og m log Pn'aX) and
,. ( k-l .-'.:.' space- O n 109 m)-. Therefore a .comparison -of -i ts .t:i:me . -. bound ,
.,
wlth thatof the proposed.method woulddepend on the re1ative-
va1ues of n and.Pmax. It should be noted that the algorithm [4]
c , can be extended toso1ve R//C ,if we maintain the- orocessin9
max .. ;.;
..
times. as integers.  In this case, i ts time a d space complexi ties
2(k-l) k-l
become O(n m log Pmax) and O(n m), respectively.
.  -.Flnally, if j is a non negative integer let Z.={0, ,j}
.J
.+ .
and   j= { 1 , ..., J } .
  .
." ..
.: ; ! = ;i:: . - :: :-   :   . ':o.f. ..
  :;
2. ARBITRARY NUMBER OF UNRELATED MACHINES .; .;; 1.. ..o
.-   :,
-
Let  o be a scheduling problem consisting of the jobs
of J and unre1ated machines M. In this.section is described an
a19orithm for finding a schedule for  o having minimum length
Cmax.
.
...We employ dynamic programming. If m = 1 the solution
.
ls simple. Otherwise  o is decomposed into the subproblems  l
and W2. The first has jobs J(wl) c J and machines {Ml'...' -l}'
while w2 consists of J-J(wl} and { }, respective1y  Let À de
note the minimum valueof Cmax for a subproblem. Clearly,
,.). -: -: :. -
..




-c:..- -,-   .".-
Let LIU...uLk =:. J be a partition of J into non empty
disjoint subsets Li' called 21asses of  o' such that two .jobs
Jai Jb   J belong to the same class iff
p .= D.., l j$rn (1)
aJ ..DJ
*
..Define p .:= p ., l i k and l$j m, where J is any
--, : .-iJ aJ a *
job belonging to Li. The y lues Pi-j' l j m, are the class proc-
 ssing times of Li.
-e , Let   be a subproblem with jobs. J( ) c: J. The profile
of   is the k-sequence F = <fl'...'fk> such that fi = ILi n J( )I ,
l i k. S = -::5 ,...,s k > is.a subprofileof   when each s. e: Zi= .
1 l. -i
Let S. = <s > and S" = <si'> be subprofiles satisfying
si   si' , 1 $i$k. Then S ' -S ' I denotes tl1e subprofile <5 i-s i' ,. ..,sJ'c-sJ'c ' >.
, -Denote by À(F,j)  e minimurn value of Crnax for a
 :  .:-  ?  b-l m 1i--havingprofiíe."-i   achines {Ml'.../Mj}' j e: z:.
i. ,- , --" +' c ;  c -
:.: -- -  - .=fF , j-  .r present the corresponding rninimurn v.alue as above,
.except that there is a singlemachine {Mj}' instead of {Ml'...'Mj}.
*
Finally, denote by S ( ) the set of all subprofiles of  .
...
Thesingle máchine problerns can be solved directly:
+ .*
.  (F,J) := I: fiPi' (2)
; l:s:i$k J
.-. " ,
..-\- The following recurrence relates the variables À amon9
subproblems.
..- ---  (F,j) :  min {max {À(F-S,j-l)., À+(S,j)}},
S S*( )
.*
l:S:j:S:m and F e: S ( o) (3)
-    c - ..- -   ,  
'-- boundary condi tion --,--:'--, ,
 (F,O) := O, forany.F. ' (4)
--:--   a ' : ; c"-. 4 ..
The algorithm can now be described. The input to  o is
the n x m matrix ofprocessing times Pij. Start by finding .the
classes and profile F( o) .Then for e.ach subprofile of  o com
pute (2) and.afterwards (3)-(4) .The process terminates when
 (F(wo),m) is evaiuated.
 .  '. -'1'he construction; of the acfual minimum schedule canbe *
done by tracing.back the minimizing v lues of S E S ( o).
.The classescan be determined in O(n2m) time by com
puting (1) for each pair of jobs. This complexity can be im
proved to O(nkm) by applying bucket.sorttechniques.
Generating the set ofsubprofiles of a subproblem   is
\. equivalent to finding all distrj.butions of at most IJ( )I identi
cal objects into k distinct cells, such that there are no more
.-" " " -
 ; - -  -c:-. . n; :;i objeC:ts .  the i-th. c- ll,- lS"iS"k, where  fl' ...,fk> is
 .t ' -  : y-'f  C-:   "C-: .;c: :;:"'- .:; .-:. -;"' -;;i    '-:. ;:  -,  -::c:: --
 l - ;;..-f    profiie -of; .'1'hese distributions can be easily obtained in
r;: i  c :;  '-: -    -; -::   .-  :.  :: --,
 : :.-  "lexicographical. order, for instance .
= -i  - -; -.S: )'.;;;-.
There are O(nk) subprofiles of  o andeach requires
the computation of all subprofilesof.its corresponding sub
problems. The complexities of finding the classes and computing
(2) are dominated by that of (3)-(4) .Therefore the algorithm
for R//C requires O(mn2k) time and O(nkm) space.
max
;"' , The correctness of (2) follows from a trivial counting,
wh1lethat of (3)- 4) is based on the decomposition described.
" ..,- .. 
, " --- ---,-- -  3.- ARB-ITRARY NUMBER OF IDENTICAL MACHINES
...In this section we.cbnsider the scheduling problem Tro
, -, -.-,  
with jobs J and m paralle:.l identical machines, i.e. Pij = Pit  
for any j, t   z:.. Define Pi := Pij' lsisn. We describe a v.ari 
tion of the algorithm of the previous section for finding a mini
mum length schedule for Tfo.
.As before, if m > 1 then Tf O ls decomposed into two suE:
problerns---Tf 1 ãnd Tf 2'- -h     .-?-    !- Tf -.5--c- J and J J-(  -)-  respe  -.
tively. However, the number of machines .of these subproblems is
now made as equal as possible, i.e. rmi21 and Lm/2J, respectiv 
ly. This will decrease the number of iterations needed to com
pute the recurrences.
Let a(m) c z+ be the subset of integers constructed as
m
follows.
a(l) := cj> (5)
---
c-:-   -i-,  -;  ::- (I:D) := {m} u a ( rm/21 ) -u a ( Lm/2J ) , j,.f m > 1 -;-- (6) -
set -' i al  poss ::e n1J -:  
.-;; ..o.   ' c : --
ber of-machines of the subproblems generated by succesively aE
plyln9 the above decomposition. Also, la(m) I = O(log m).
Next, partitionJ into-classes Ll' 'Lk' as before in
(1). Clearly, two jobs belong to the same class iff they have
.*
identlcal -processing times. Define Pi := Pa' -1  :  -  -  '!'   ..Denote by À(F,j) the minimum value of Cmax for a sub
.problem 1i having p:r:;ofile F = <fl'...'fk> and j parallel identi
cal machines.
   .     --,  .- "-c
 -- c-.- --- . -"; :.- ,--
-.: , - c- -  ' ;- .ó .
The recurrences now become.
*
). ( F 1.1) .: = t f 1 p 1 ( 7 )
l i k
-).(F,j) := min {max {).«F-S), rj/21), ). (S,lj/2J)}},
5 5 (1f 
j E a (m)-{l} and F   S* (1fo) (8)
"-   c-.,- ,...""'  c..
""= .
The algori thm 1s now clear. Gi ven-:,! o-' find i ts classes 1
construct the profile F(1fo) and using (5)-(6) obtain subset a(m).
--
Then for each j   a(m) in increasing order and each subprofile
of 1fO' compute"(7)-(8). The computatio:n stops wh   ).(F(1fo);m) is
calculated.
The set a(m) canbe computed in O(log m) time. Using
similar arguments as in Section 1 we conclude that the described
a19orithm for P//Cmax requires O(n2k-l 9 m) time and - {nk m)
space.  ;;,; t l. .c   c']! l; ::   , ':.t:
4. FIXED NUMBER OF UNRELATED MACHIl-.J'ES
Let 1fo be a scheduling problem with jobs J .and un
related machines M. We.nowdescribe an algorithm for minimizing
the length of a sched le for 1fo' using ILP. In this section, the
processing times are restricted to integers.
,Let Lll...'Lk be the r::lasses of 1fo obtained as in (1}
*
and Pij' l j m, the class processing times of Li' l isk.
-- ;,-.  " In any schedule of 1fo-'- let Xij- .e-th  n -e-r   - -j?  
of class Li assigned to machine Mjl ls1 k and lsjsm. Let Mh be a
machine 1n which its lastjob is completed at time Cmax. The fol
lowin9 i ; an ILP forrnulation for solving Rm//Cm x.
,
:
  .-- --.:.z-.""" : ==-- =--: --;7 .,.- -,
*
mlnlmlze t .xlh Plh (9)
l l k ,
* *
s.t. t x. p .  t x p l l k lJ lJ l l k lh ,1h,
.
for l j m (10)
'--"-,.,  " -.-'" 'X -J L - f .. --- .., """-'-  , 0-;.-..  lj -I i' .-, .
l J m  ... -  "
\ .for l l k (11)
-.-"'-  .,- -
Xij ls an lnteger   0,
for l i k, l j rn (12)
Basically, (10) assures that C occurs in Mh ' (11)
max
.that each job has been schedule.dexactly once, while (9) is the
minimlzation of the lengthofthe schedule.
iJi.:': ;i:'f l ! jo:each h = l;. .:-. ,m s:f     ;!;;}
 \; -.: ILP prob1em :(9)-(12) .Then find the rninirnurn arnong the mini
i- Co --" -:
..
mizatlons (9).
The algo1::i thm of Lenstra [-3] solves an ILP problern
with v variables and r constraints in 0(2v (vr log z)c) time,
where z is the largest coefficient in the problern. Therefore, the
minimurn length schedule for Tro can be obtain d-- ., ,---   
rnk
.O(nm + m2rnk (m2k21o g (n + u »c) time , that is
.max
O(n + (log(n + Pmax» l), for fixed m,k, where C'Cl are con
.stants. .
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