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Abstract
In 2016, Microsoft released the first portable mixed reality device, the HoloLens. This ope-
ned completely new possibilities for software visualisation. The aim of this thesis is the
development of a porting of the software analysis tool Getaviz for mixed reality. Mixed rea-
lity introduces new challenges regarding the user interface. In order to find solutions to these
challenges, this thesis concentrates on designing such a user interface. Therefore, the logic
of Getaviz was not reimplemented. The results are designed to be used in a future project,
allowing Getaviz itself to be used in mixed reality. Consequently, the open source code is
available on GitHub. In order to assure high usability, the development process was divided
into three iterations followed by evaluations with five study participants each. The frequent
feedback allowed to react to problems and brought in new ideas to improve the software.
This process is partly based on the concept of agile software development. The develop-
ment process of this thesis resulted in an app for the HoloLens. The app can be found in the
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Da Software durch stetig steigende Anforderungen immer komplexer wird, verändern sich
auch Gegebenheiten hinsichtlich der Interessenten. Die steigende Anzahl der Stakeholder so-
wie komplexer werdende Beziehungen zwischen den einzelnen Stakeholdern erfordern im-
mer neue Sichten auf die verschiedensten Artefakte, die bei der Entwicklung von Software
entstehen (vgl. [Richard Müller 2015, 1]). Hier kommt die Softwarevisualisierung ins Spiel.
Softwarevisualisierung, eine Unterdisziplin der Informationsvisualisierung, ist die Wissen-
schaft, die sich mit der Darstellung verschiedener Aspekte von Software, ihrer Ausführung
und ihrem Entwicklungsprozess beschäftigt (vgl. [Diehl 2007, 3]). An der Universität Leip-
zig wird im Rahmen des Projektes „Visual Software Analytics“ an der Professur für Wirt-
schaftsinformatik, insbesondere Softwareentwicklung für Wirtschaft und Verwaltung, unter
der Leitung von Dr. Richard Müller an Werkzeugen „zur Extraktion, Analyse und Visua-
lisierung softwarebezogener Daten“ [Eisenecker 2019] gearbeitet. Die Software „Getaviz“
[Baum et al. 2019], die frei auf GitHub zur Verfügung steht, ist eines der Ergebnisse des
Projektes. Mit ihr ist es möglich, Softwareartefakte sowohl in 2D, 3D als auch in virtueller
Realität zu untersuchen. Sie unterstützt den Nutzer dabei, Probleme in Softwaresystemen
ausfindig zu machen, wie zum Beispiel anti-patterns oder performance bottlenecks.
Mit der Veröffentlichung der HoloLens (HL) 2016 (vgl. [Roberts 2019]) präsentierte Micro-
soft den ersten tragbaren holographischen Computer, der für Mixed Reality (MR)-Lösungen
eingesetzt werden kann. Diese Neuerung ist für das Gebiet der Softwarevisualisierung äu-
ßerst spannend, wie ein Paper der „Software Composition Group“ (Universität Bern, Uni-
versity of Chile) zeigt. Unter dem Titel „Overcoming Issues of 3D Software Visualization
through Immersive Augmented Reality“ veröffentlichte das dreiköpfige Team eine Abhand-
lung, in der anhand von neun Probanden evaluiert wurde, welche Vorteile und Herausfor-
derungen MR mit sich bringt. Das Ergebnis des Experiments fasst das Team wie folgt zu-
sammen: „We found that immersive augmented reality facilitates navigation and reduces oc-
clusion, while performance is adequate, and developers obtain an outstanding experience.
Selection and text readability still remain open issues.“ [Merino et al. 2018, 1]
So wäre es unter anderem auch für Getaviz spannend zu sehen, welche Vorteile MR mit sich
bringt. Da Getaviz die Möglichkeit bietet, verschiedene Metaphern miteinander zu verglei-
chen, könnte perspektivisch sogar untersucht werden, wie gut bestimmte Metaphern in MR
funktionieren.
2
1.2 Problemstellung und Zielsetzung
Getaviz ist eine A-Frame-basierte Webanwendung, welche – im Browser ausgeführt – Visua-
lisierungen in 2D, 3D aber auch virtueller Realität unterstützt. Ursprünglich wurde das Ziel
gesetzt, eine Erweiterung dieser Anwendung für MR zu schreiben. Dafür sollte die WebXR
API verwendet werden. Es stellte sich allerdings heraus, dass die API zentrale Konzepte wie
„Räumliche Zuordnung“ oder Spracheingabe noch nicht unterstützt. Aus diesem Grund wur-
de beschlossen, anstatt einer Erweiterung eine Portierung zu schreiben. Diese Portierung, im
Folgenden GMR genannt, wird mittels Unity 3D (U3D) in C# umgesetzt.
GMR soll nicht die existierende Logik kopieren. Dies wäre auch quantitativ nicht möglich,
da Getaviz über viele Jahre entwickelt wurde. Vielmehr soll GMR sich auf die Herausfor-
derungen hinsichtlich der Gestaltung einer Benutzungsoberfläche fokussieren. Es soll Kon-
zepte liefern, die bei einer späteren Umsetzung in der Webanwendung übernommen werden
können und dabei helfen, ungünstige Ansätze direkt zu Beginn zu vermeiden. Diese Arbeit
soll unter anderem Antworten darauf liefern, wie Dialoge in MR gestaltet und implementiert
werden können oder wie eine Menüleiste in MR umgesetzt werden kann.
1.3 Aufbau der Arbeit
Die Arbeit ist im Folgenden in fünf Teile gegliedert:
Das Kapitel „Grundlagen“ liefert einen Einblick in die Softwarevisualisierung und erläutert
Getaviz und dessen Aufbau. Des Weiteren werden technische Spezifikationen sowie grund-
legende Konzepte der HL vorgestellt.
Das Kapitel „Portierung“ erläutert das Vorgehen und begründet die Auswahl von Funktio-
nen, die von Getaviz portiert werden. Außerdem werden funktionale und nichtfunktionale
Anforderungen festgehalten.
Der Entwicklungsprozess ist in drei Iterationen unterteilt, die jeweils durch Evaluationen
abgeschlossen werden. Dieser Prozess wird im Kapitel „Evaluationen“ dokumentiert. Für
jede Evaluation wird der Entwicklungsstand aufgezeigt, die Ergebnisse ausgewertet und –
darauf basierend – neue Ziele für die nächste Iteration definiert.
Das Kapitel „Implementierung“ erklärt, wie bestimmte Herausforderungen gelöst wurden
und welche Probleme während der Umsetzung aufgefallen sind.
Im Kapitel „Bewertung, Zusammenfassung und Ausblick“ wird die Arbeit nochmals zusam-




Diehl definiert den Begriff Softwarevisualisierung wie folgt: „ Software visualization [is] the
visualization of artifacts related to software and its development process [...]. In addition to
the program code, these artifacts include requirements and design documentation, changes
to the source code, and bug reports [...].“ [Diehl 2007, 3] Des Weiteren ordnet er die Soft-
warevisualisierung in den Bereich der Informationsvisualisierung ein (vgl. [Diehl 2007, 3]).
Als Ziele der Softwarevisualisierung nennt er, existierende Softwaresysteme zu verstehen
und die Effizienz in der Softwareentwicklung zu steigern (vgl. [Diehl 2007, 4]).
Stadtmetapher
Eine „visuelle Metapher“ ist eine Analogie, bei der man Eigenschaften einer abstrakten Enti-
tät in deren graphische Repräsentation codiert (vgl. [Diehl 2007, 31]). Landschaftsmetaphern
übersetzen die abstrakten Entitäten in reale Objekte wie Hügel, Flüsse oder auch Straßen. Die
Stadtmetapher zählt zu den Landschaftsmetaphern und verwendet als reale Bezüge Häuser,
Bezirke und Straßen (vgl. [Diehl 2007, 32]).
Viele dreidimensionale Visualisierungen von Softwareartefakten sind zwar optisch sehr an-
sprechend, schaffen es aber nicht, dem Nutzer die relevanten Aspekte eines Systems auf-
zuzeigen. Häufig wird die dritte Dimension nur dafür verwendet, zu viele Informationen zu
codieren. Dadurch wird die Visualisierung mit Informationen überladen und die Navigation
wird beeinträchtigt (vgl. [Wettel et al. 2011, 2]).
Die Stadtmetapher nutzt hingegen die dritte Dimension, um die Orientierung zu vereinfa-
chen. Das Konzept einer Stadt ist allen Nutzern bekannt und schafft so Wiedererkennungs-
wert. Außerdem bietet es eine einfache allgemeinsprachliche Terminologie.
Nichtsdestotrotz ist die Stadtmetapher in der Lage, komplexe Softwaresysteme zu repräsen-
tieren. Eine zu stark vereinfachte Darstellung würde der Komplexität eines Softwaresystems
nicht gerecht werden (vgl. [Wettel et al. 2011, 2]).
Recursive Disk Metapher
Die Recursive Disk Metapher (RDM) wurde 2015 von Richard Müller und Dirk Zeckzer auf
der IVAPP vorgestellt. Ursprünglich als zweidimensionale Metapher konzipiert, repräsentiert
die RDM die Struktur eines Softwaresystems. Pakete, Klassen, Methoden und Attribute wer-
den in kreisförmigen Glyphen codiert. Abhängig davon, wie diese ineinander enthalten sind,
werden sie rekursiv angeordnet (vgl. [Müller/Zeckzer 2015, 4]). Subklassen-Beziehungen
werden bei Auswahl der Superklasse durch eine Einfärbung der enthaltenen Klasse darge-
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Abbildung 2.1: Die Legende der Recursive Disk Metapher aus der Präsentation von [Mül-
ler/Zeckzer 2015].
stellt. In Abbildung 2.1 auf Seite 4 ist ein Beispiel mit entsprechender Legende zu sehen. Die
Größe eines Methodensegments ergibt sich aus der Anzahl der Anweisungen – eine Aus-
prägung der lines-of-code-Metrik, welche die Kommentarzeilen nicht berücksichtigt (vgl.
[Mählig 2015, 7]).
Später wurden noch zwei weitere Varianten der RDM implementiert. Die erste, zu sehen
in Abbildung 2.2 auf Seite 5, zeigt die Historie des Softwaresystems und hebt Antipatterns
hervor. Die Methoden- und Attributdarstellung entfällt in dieser Ausprägung, um die Vi-
sualisierung nicht zu überladen. Die dritte Dimension wird genutzt, um mehrere Versionen
des Softwareartefakts vergleichen zu können. So ist deutlich ersichtlich, wie das Softwa-
resystem ab Version 3.1.3 stark wächst. In der Färbung jeder Klasse ist der Wert für das
Subtype-Knowledge-Antipattern codiert. Dieses tritt auf, wenn eine Klasse eine Subklasse
verwendet. Die Kopplung zwischen den Klassen wird verstärkt und die Superklasse kann
nicht mehr genutzt oder verstanden werden, ohne die Subklasse zu kennen (vgl. [Richard
Müller 2019b]).
Die zweite Ausprägung nutzt ebenfalls die dritte Dimension. Statt der Historie wird die zy-
klomatische Komplexität einer Methode in der Höhe des Segments codiert. Zu sehen ist diese
Variante in Abbildung 2.3 auf Seite 5. Der Vorteil dieser Darstellungsform liegt darin, dass
Ausreißer sehr einfach erkannt werden können. Außerdem gibt sie einen Indikator, welche
Methoden – und somit auch Klassen – für komplexere Logik verantwortlich sind. Flache
Klassen könnten hingegen auf einfache Datenobjekte hinweisen.
2.2 FAMIX
Das FAMOOS Information Exchange Model (FAMIX) ist eine Familie von Metamodellen,
die hauptsächlich zur Analyse von Softwaresystemen eingesetzt werden. Die verschiedenen
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Abbildung 2.2: Eine Ausprägung der Recursive Disk Metapher mit Historie und Antipattern-
Hervorhebung. Der Screenshot wurde auf folgender Webseite aufgenom-
men: [Richard Müller 2019e].
Abbildung 2.3: Eine Ausprägung der Recursive Disk Metapher mit drei Dimensionen. Der
Screenshot wurde auf folgender Webseite aufgenommen: [Richard Müller
2019d].
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Modelle zeigen dabei unterschiedliche Aspekte eines Softwaresystems auf. Die sprachun-
abhängigen Metamodelle sind in der Lage, verschiedene objektorientierte und prozedurale
Sprachen zu repräsentieren (vgl. [Girba 2019]).
2.3 Getaviz
Die Forschungsgruppe „Visual Software Analytics“ der Universität Leipzig beschäftigt sich
mit der automatischen Generierung von Softwarevisualisierungen in 2D, 2.5D und 3D. Das
Forschungsziel ist die Untersuchung der Repräsentation, der Interaktion und der Animation
von Softwarevisualisierungen sowie deren Beziehungen untereinander (vgl. [Richard Müller
et al. 2019]). Getaviz ist ein Werkzeug, das im Rahmen dieser Forschung entstanden ist. Es
ermöglicht dem Nutzer, Probleme der Softwaretechnik auf visuellem Weg zu lösen. Dazu
zählt das Erkennen von Antipatterns, das Aufspüren von Laufzeitengpässen oder auch das
Einschätzen der Softwarequalität. Dabei wird nicht nur die zwei- und dreidimensionale Dar-
stellung auf einem Bildschirm unterstützt. Auch die Erkundung der Visualisierung in Virtual
Reality (VR) mittels einer HTC Vive oder einer Oculus Rift ist möglich (vgl. [Baum et al.
2019]). Getaviz wird entwickelt, um empirische Evaluationen auf effiziente Weise sowohl
lokal als auch aus der Ferne durchzuführen. Die Evaluationen sind reproduzierbar und es
werden verschiedene Visualisierungs-Metaphern sowie deren Varianten unterstützt. Um das
zu ermöglichen, wurden vier verschiedene Anwendungen entwickelt:
• Ein Extraktor für diverse Programmiersprachen und Versionskontrollsysteme,
• ein generativer, modellbasierter Softwarevisualisierungs-Generator,
• ein web-basiertes User Interface (UI) zur Anzeige und Interaktion mit den Visualisie-
rungen
• und ein Evaluations-Server, der empirische Studien vereinheitlicht und vereinfacht
(vgl. [Baum et al. 2017, 1]).
Der Extraktor wurde mittlerweile durch jQAssistant (jQA) ersetzt. jQA ist in der Lage, Soft-
wareartefakte zu analysieren und in einer Neo4j-Graphdatenbank zu speichern.
2.3.1 Aufbau
Einen Gesamtüberblick über die Benutzungsoberfläche von Getaviz bietet Abbildung 2.4 auf
Seite 7. In der Mitte der Anwendung befindet sich das Kernstück, die Visualisierung. Außen
herum finden sich verschiedene Komponenten, die den Nutzer bei der Analyse des Software-
artefakts unterstützen. Dazu zählt unter anderem eine Filterfunktion, eine Quelltextanzeige
und auch eine Legende. Eine genaue Beschreibung dieser Komponenten wird in Sektion
2.3.2 auf Seite 7 gegeben.
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Abbildung 2.4: Eine Gesamtansicht auf die Benutzungsoberfläche von Getaviz [Richard
Müller 2019a].
Neben der Stadtmetapher unterstützt Getaviz auch die an der Universität Leipzig entwickelte
RDM. Diese ist in Abbildung 2.5 auf Seite 8 zu sehen.
2.3.2 UI-Funktionen
Visualisierung eines Softwareartefakts mittels der Stadtmetapher
Getaviz ist in der Lage, Softwareartefakte in Form der Stadtmetapher zu visualisieren. In
Abbildung 2.6 auf Seite 9 ist eine solche Visualisierung zu sehen. Klassen werden als blaue
Gebäude dargestellt, Pakete als graue Bezirke. Je höher ein Gebäude ist, desto mehr Me-
thoden beinhaltet die Klasse. Je breiter ein Gebäude ist, desto mehr Attribute hat die dazu-
gehörige Klasse. Die stabile Version von Getaviz nutzt zur Visualisierung A-Frame. In der
Abbildung ist gut erkennbar, dass jede Fläche eine durchgehende Farbe hat. Die Farbe der
Fläche berechnet sich aus dem Verhältnis vom Normalenvektor der Fläche zum Sichtvektor
der Kamera.
Navigation: Zoomen, Rotieren und Bewegen
Die Navigation in Getaviz erfolgt mit der Maus. Wenn man die mittlere Maustaste gedrückt
hält, kann man sich auf der Ebene bewegen, deren Normalenvektor dem Sichtvektor der Ka-
mera entspricht. Mittels des Mausrads kann man hinein oder hinaus zoomen. Für die Rotation
wird ein Drehpunkt benötigt, der initial im Zentrum des Modells liegt. Durch Doppelklicken
mit der linken Maustaste kann der Drehpunkt beliebig umgelegt werden. Wenn man die lin-
ke Maustaste gedrückt hält und die Maus bewegt, rotiert man das Objekt um den gewählten
Drehpunkt.
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Abbildung 2.5: Die Recursive Disk Metapher in Getaviz. Der Screenshot wurde auf folgen-
der Webseite aufgenommen: [Richard Müller 2019c].
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Abbildung 2.6: Die Stadtmetapher in Getaviz mit angezeigtem Klassennamen.
Abbildung 2.7: Die Legende in Getaviz.
Anzeige des Klassen- oder Paketnamens
In Abbildung 2.6 auf Seite 9 ist zu erkennen, dass dem Nutzer der Klassenname angezeigt
wird, wenn er mit der Maus über einer Klasse schwebt. Außerdem wird die Klasse durch eine
rötliche Färbung hervorgehoben. Dasselbe funktioniert auch für Pakete. Das Präfix „Class“
wird dabei durch „Package“ ersetzt.
Legende
Getaviz bietet dem Nutzer eine Legende, zu sehen in Abbildung 2.7 auf Seite 9. Diese erklärt
die farbliche Zuordnung sowie die Steuerung.
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Abbildung 2.8: Die Quelltextanzeige in Getaviz.
Quelltextanzeige
Der Nutzer hat die Möglichkeit, sich den Quelltext einer Klasse anzeigen zu lassen. Dafür
muss er die entsprechende Klasse mittels Linksklick selektieren. In Abbildung 2.8 auf Seite
10 sieht man die Quelltextanzeige in Getaviz. Die Übersichtlichkeit wird mittels Syntaxher-
vorhebung verbessert. Mit dem Mausrad oder der Scrollleiste kann der Nutzer durch den
Quelltext navigieren.
Filtern des Softwareartefakts
Um mit Visualisierungen von sehr großen Softwareartefakten arbeiten zu können, ist eine
Filterfunktion nötig. So kann der Nutzer Teile des Artefakts, die nicht von Interesse sind,
ausblenden und sich auf die relevanten Bereiche konzentrieren. Getaviz bringt zwei ver-
schiedene Komponenten zur Filterung mit sich:
Package Explorer Der Package Explorer, zu sehen in Abbildung 2.9 auf Seite 11, ermög-
licht es dem Nutzer, für jedes Paket und jede Klasse zu entscheiden, ob sie angezeigt werden
soll oder nicht. Dabei können auch disjunkte, also nicht ineinander verschachtelte Elemente
zur gleichen Zeit ausgewählt werden.
Filter Der Filter, zu sehen in Abbildung 2.10 auf Seite 11, bietet ebenfalls Möglichkeiten,
um Teile des Modells auszublenden. Dabei wird keine Baumdarstellung verwendet sondern
eine Vervollständigungsfunktion, die auf dem voll-qualifizierten Namen aufbaut.
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Abbildung 2.9: Der Package Explorer als eine Möglichkeit zur Filterung in Getaviz.
Abbildung 2.10: Der Filter als zweite Möglichkeit zur Filterung in Getaviz.
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2.3.3 Namenskonvention
Im weiteren Verlauf der Arbeit ist mit Getaviz die Desktop-Variante gemeint. Von einer Web-
Variante zu sprechen wäre irreführend, da diese auch in VR ausgeführt werden kann. Die
Applikation, die im Rahmen dieser Arbeit für die HL entwickelt wurde, wird GMR genannt.
2.4 Mixed Reality
Die Begriffe VR, Augmented Reality (AR) und MR werden häufig falsch verwendet (vgl.
[Newnham 2017, 11]). Aus diesem Grund werden diese im Folgenden zunächst definiert:
„Mixed reality is the result of blending the physical world with the digital world.
[...] Most mobile phones on the market today have little to no environmental
understanding capabilities. Thus the experiences they offer cannot mix between
physical and digital realities. The experiences that overlay graphics on video
streams of the physical world are augmented reality. The experiences that oc-
clude your view to present a digital experience are virtual reality. As you can
see, the experiences enabled between these two extremes is mixed reality.“
[Microsoft Corporation 2018b]
„VR describes technology and experiences where the user is fully immersed in
a virtual environment. AR can be described as technology and techniques used
to superimpose digital content onto the real world. MR can be considered as a
blend of VR and AR. It uses the physical environment to add realism to holo-
grams [...].“
[Newnham 2017, 11]
Sowohl Newnham (2017) als auch Microsoft Corporation (2018b) definieren VR und AR
als zwei Extreme. AR erweitert die reale Welt, indem sie virtuelle Inhalte hinzufügt. VR
hingegen ersetzt die reale Welt vollständig durch eine virtuelle. Beide sind sich einig, dass
MR zwischen diesen beiden Extremen liegt. Eine Veranschaulichung dieser Einteilung lässt
sich in Abbildung 2.11 auf Seite 13 sehen. Um die reale und die virtuelle Welt zu vermischen,
muss ein Gerät in der Lage sein, sowohl virtuelle Inhalte darzustellen als auch die reale Welt
zu „verstehen“. Auf diese Weise können die virtuellen Inhalte auf die Gegebenheiten der
realen Welt reagieren.
2.5 Microsoft HoloLens
Die HL, entwickelt von Microsoft, ist der erste holographische, nicht kabelgebundene Com-
puter. Ursprünglich unter dem Projektnamen Baraboo bekannt (vgl. [Hempel 2015]) wurde
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Abbildung 2.11: Das MR-Spektrum nach [Microsoft Corporation 2018b].
das HL Development Kit nach über fünf Jahren Entwicklung Ende März 2016 in Nordame-
rika veröffentlicht (vgl. [Roberts 2019]).
2.5.1 Technische Spezifikationen
Sensoren
Um dem Nutzer eine immersive Erfahrung zu ermöglichen, bietet die HL zahlreiche Senso-
ren:
Mikrofone Es sind vier Mikrofone verbaut, um die Stimme des Nutzers wahrzunehmen.
Dabei wurde insbesondere darauf geachtet, dass Umgebungsgeräusche herausgefiltert wer-
den. Die Spracheingabe ist eine der zentralen Steuerungsmöglichkeiten der HL (vgl. [Odom
2017, 8]).
Trägheitsmessgerät Das Trägheitsmessgerät (engl. inertial measurement unit) besteht
aus einem Beschleunigungsmesser, einem Gyroskop und einem Magnetometer. Es misst die
Orientierung des Kopfes (vgl. [Odom 2017, 8]).
Tiefenkamera Tiefenkameras wurden von Microsoft bereits in Kinect für die Spielekon-
solen Xbox 360 und Xbox One eingesetzt. Mit der Tiefenkamera lässt sich die dreidimen-
sionale Form eines Objekts bestimmen (vgl. [Odom 2017, 8]). Sie wird zur Erkennung von
Gesten verwendet.
Umgebungskamera In der HL sind vier Umgebungskameras verbaut, die aus der Um-
gebung des Nutzers ein Netzliniengeflecht bilden. Dieses wird für die räumliche Zuordnung
benötigt.
Kamera Um Bilder und Videos aufnehmen zu können, ist eine Zwei-Megapixel-Kamera
für Fotos sowie eine HD-Videokamera verbaut (vgl. [Microsoft Corporation 2018a]).
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Weitere Spezifikationen
Bilddarstellung Mittels zweier holographischer Linsen oder auch Wellenleiter, werden
dem Nutzer Hologramme in HD-Auflösung (1280 x 720 Pixel) angezeigt (vgl. [Microsoft
Corporation 2018a]).
Anschlüsse und Verbindungen Als Daten- und Stromanschluss wird ein Micro-USB-
Anschluss bereitgestellt. Des Weiteren gibt es eine 3.5mm-Klinkenbuchse zum Anschließen
eigener Kopfhörer. Eine kabellose Verbindung ist zum einen über WLAN und zum anderen
über Bluetooth möglich.
Akkulaufzeit Die Akkulaufzeit wird von Microsoft als zwei bis drei Stunden angege-
ben. Die HL kann auch während des Ladens verwendet werden (vgl. [Microsoft Corporation
2018a]). Allerdings wird die Bewegung durch das Kabel entsprechend eingeschränkt.
Leistung Die HL ist mit einem 32-bit Intel Prozessor ausgestattet. Für die Grafikdarstel-
lung wird eine eigens von Microsoft entwickelte Holographic Processing Unit (HPU 1.0)
eingesetzt. Neben zwei Gigabyte Arbeitsspeicher stehen dem Nutzer 64 Gigabyte Flash-
Speicher zur Verfügung (vgl. [Microsoft Corporation 2018a]).
Gewicht Von Microsoft wird angegeben, dass die HL 579 Gramm wiegt (vgl. [Microsoft
Corporation 2018a]).
2.5.2 Konzepte
An der Vielzahl der Sensoren ist bereits erkennbar, dass die HL völlig neue Möglichkei-
ten für Entwickler und Nutzer bietet. Grundlegende Konzepte der HL sollen im Folgenden
vorgestellt werden.
Anvisieren Anvisieren (im engl. gaze) ermöglicht dem Nutzer das Zielen im dreidimen-
sionalen Raum. Im Zentrum des Blickfelds wird ein Punkt dargestellt. Dieser wird im Weite-
ren als Cursor bezeichnet. Die deutsche Übersetzung „Mauszeiger“ wird nicht verwendet, da
sie ein Eingabegerät impliziert. Durch die Bewegung des Kopfes und der damit verbundenen
Verschiebung des Blickfelds lässt sich der Cursor bewegen. Diese Funktion lässt sich also
grundsätzlich mit der Maus an einem Desktop-PC vergleichen. Allerdings wird sie nicht mit
der Hand, sondern mit dem Kopf gesteuert.
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Abbildung 2.12: Die Klick-Geste dargestellt in der Microsoft Dokumentation [Microsoft
Corporation 2019a].
Gesten Gesten ermöglichen eine Anvisierung von Elementen, allerdings fehlt für die Nut-
zerinteraktion eine Selektion. Eine Möglichkeit, diese umzusetzen, sind Gesten. Die HL un-
terstützt in der Version 1 zwei verschiedene Gesten: Die Klick-Geste (im engl. tap) und die
Menü-Geste (im engl. bloom). Beide werden mit einer Hand ausgeführt.
Die Klick-Geste, zu sehen in Abbildung 2.12 auf Seite 15, kann mit der linken Maustaste
verglichen werden. Sie kann auf zweierlei Arten verwendet werden. Für einen einfachen
Klick hebt man den Finger zum Schluss der Geste wieder. Wenn man den Finger unten
hält, verfolgt die HL die Handposition. In dieser Arbeit wird diese Bewegung Tippen und
Halten (TuH) (im engl. tap and hold) genannt. Durch sie wird zum Beispiel Scrollen oder
auch das Verschieben von Objekten im Raum ermöglicht. Dies lässt sich vergleichen mit
der Scrollleiste auf einer Webseite: Die linke Maustaste wird unten gehalten und man zieht
die Maus nach unten oder oben, um sich auf der Seite zu bewegen. Durch die Tiefenkamera
werden bei TuH Bewegungen in drei Dimensionen erkannt. Es ist somit zum Beispiel auch
möglich, Objekte von sich wegzuschieben. Mit einer Maus ist das nicht möglich, da sie nur
zwei Dimensionen unterstützt. Wenn im weiteren Verlauf der Arbeit von einem „Klick“ die
Rede ist, ist immer die Kombination aus Anvisieren und der Klick-Geste gemeint.
Die Übersetzung „Menü-Geste“ rührt von der Funktion der Geste. Sie dient als Escape-Taste
der HL. Mit ihr ist es möglich, das Hauptmenü der HL zu öffnen und jede Applikation, in
der man sich gerade befindet, zu verlassen. Die Bewegung wird in Abbildung 2.13 auf Seite
16 gezeigt. Da die Geste vom Betriebssystem reserviert ist, ist sie für die Entwicklung von
eigenen Anwendungen nicht relevant.
Spracheingabe Microsoft bietet Spracheingabe in verschiedenen Ausprägungen an. Sie
hilft dem Nutzer, Anwendungen ohne Gesten und nur mit natürlichsprachlichen Mitteln zu
verwenden. Es gibt einige spezielle Sprachbefehle, die dem Nutzer immer zur Verfügung
stehen. Der Auswahl-Befehl mittels des Wortes „Select“ verhält sich analog zur Klick-Geste.
Des Weiteren setzt Microsoft auf der HL den Sprachassistenten Cortana ein. Er lässt sich mit
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Abbildung 2.13: Die Menü-Geste dargestellt in der Microsoft Dokumentation [Microsoft
Corporation 2019b].
dem Sprachbefehl „Hey Cortana“ aktivieren und bietet zahlreiche HL-spezifische Befehle
wie „Increase the brightness“ oder „Take a picture“.
Für Entwickler stehen drei verschiedene Abstraktionen zur Verfügung:
• Die Schlagworterkennung ordnet Zeichenketten Rückruffunktionen zu. Es sind auch
Ausdrücke aus mehreren Wörtern wie zum Beispiel „Restart Level“ möglich.
• Die Grammatikerkennung arbeitet auf Basis des W3C-Standards speech recognition
grammar specification. Die Grammatik wird als XML-Dokument angelegt und über
ihren Pfad geladen. Diese Art der Erkennung ist für komplexere Ausdrücke nützlich,
bei denen eine Menge von Schlagwörtern nicht ausreicht.
• Das Diktat ermöglicht die Konvertierung des Gesprochenen in Text. Hierfür muss die
Applikation die Berechtigung für den Internetzugang anfragen. Neben der Rückruf-
funktion, die am Ende der Spracheingabe erfolgt, gibt es auch solche, die in regel-
mäßigen Abständen beziehungsweise bei Redepausen aufgerufen werden. Somit ist es
möglich, auch während der Spracheingabe auf den Nutzer zu reagieren.
Räumliche Zuordnung Eine der bemerkenswertesten Funktionen der HL ist die räumli-
che Zuordnung (im engl. spatial mapping). Mittels der vier verbauten Umgebungskameras
werden kontinuierlich Gitternetzlinien erzeugt, die Oberflächen im Raum wiedergeben. Ein
Beispiel findet sich in Abbildung 2.14 auf Seite 17.
Die räumliche Zuordnung ermöglicht es, dass Hologramme mit der echten Welt interagieren.
So könnte zum Beispiel ein holographisches Haustier vom Boden über einen Stuhl auf einen
Tisch springen. Des Weiteren ist es möglich, zu berechnen, ob und welche Teile eines Holo-
gramms von einem Echtwelt-Objekt verdeckt werden. Diese Effekte verstärken das Gefühl
des Nutzers, dass Hologramme ein Teil der Echtwelt sind und tragen somit maßgeblich zur
Immersion der HL bei.
Ein weiterer Anwendungsfall ist die Platzierung von Hologrammen. Durch die Erkennung
von Wänden, Tischen oder auch dem Boden können potentielle Platzierungsflächen berech-
net werden. Auf diese Weise wird die Platzierung für den Nutzer beschleunigt und eine
größere Präzision ermöglicht.
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Abbildung 2.14: Ein Beispiel für räumliche Zuordnung [Reza et al. 2019].
Für alle Gitternetzlinien, die durch die räumliche Zuordnung entstehen, wird im weiteren
Verlauf der Arbeit der Begriff „Raum-Mesh“ genutzt.
Raumklang Neben dem Sehsinn kann auch der Hörsinn für die Steigerung der Immersion
genutzt werden. Virtuelle Audioquellen können frei im dreidimensionalen Raum platziert
werden. Unter Berücksichtigung der Richtung und der Distanz wird dem Nutzer simuliert,
dass der Klang von einem Echtwelt-Objekt oder einem Hologramm ausgeht. Dadurch, dass
Audiosignale aus den vollen 360◦ abgespielt werden können, kann der Raumklang auch
dabei helfen, die Aufmerksamkeit des Nutzers auf Objekte zu lenken, die aktuell nicht in
seinem Sichtbereich liegen.
2.5.3 HoloLens Device Portal
Das HoloLens Device Portal, zu sehen in Abbildung 2.15 auf Seite 18, ist eine Webapplika-
tion, die Entwickler bei der Arbeit mit der HL unterstützt. Neben der Anzeige des Akkulade-
stands und der Temperatur des Gerätes ist es möglich, sich die Sicht des Nutzers anzeigen zu
lassen. Hierbei lassen sich auch Aufnahmen machen. Ein Beispiel einer solchen Aufnahme
ist in Abbildung 4.3 auf Seite 28 zu sehen. Für die Aufnahme wurde die HL auf einem Tisch
fixiert. Aufnahmen, die mit der Brille auf dem Kopf gemacht werden, sind häufig unscharf.
Eine weitere Funktion des HoloLens Device Portals ist es, den Raum durch die räumliche
Zuordnung zu scannen und das Ergebnis als .obj Datei herunterzuladen. Diese Datei kann
daraufhin in U3D eingelesen werden, sodass auch ohne Zugriff auf die Sensoren der HL
Algorithmen basierend auf der räumlichen Zuordnung entwickelt werden können.
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Abbildung 2.15: Die Startseite des HoloLens Device Portals [Device Portal - HoloLens
2018].
2.5.4 HoloToolkit
Das HoloToolkit (HTK) oder auch Mixed Reality Toolkit ist eine Sammlung von Kom-
ponenten für die MR-Entwicklung, die auf GitHub frei zugänglich ist: https://github.com/
microsoft/MixedRealityToolkit-Unity. Zu Beginn der Entwicklung wurde bereits an Version
zwei des HTK gearbeitet, die insbesondere zahlreiche Änderungen für die kommende zweite
Version der HL enthält. Allerdings war noch kein stabiler Stand erreicht worden. Aus diesem
Grund wird in dieser Arbeit die ältere Version 2017.4.3.0 verwendet. Die Versionierung vor
Version zwei richtet sich nach der Versionierung von U3D.
2.5.5 Benutzungsoberfläche
In Abbildung 2.16 auf Seite 19 ist das Hauptmenü des HL-Betriebssystems zu sehen. Es zeigt
viele Aspekte der Benutzungsoberfläche, die Microsoft für die HL entworfen hat. Direkt ins
Auge fällt die Unterteilung der Anwendungen in Kacheln, die auch schon im Startmenü von
Windows 10 eingesetzt wurde. Auch die Schaltflächen, wie zum Beispiel „All Apps“ oder
„Camera“ wurden kachelförmig entworfen. Meistens bestehen die Schaltflächen aus einem
Icon und einem kurzen Begriff. Der Begriff wird gleichzeitig als auch Sprachbefehl ein-
gesetzt. So öffnet der Sprachbefehl „Camera“ die Kamera genauso wie ein Klick auf die
Schaltfläche „Camera“. Der Hintergrund ist in einem bläulich-silbernen Ton gehalten, der
einen hohen Konstrast zu dem weißen Text liefert. Unterschiedliche Sektionen des Haupt-
menüs sind durch Lücken voneinander abgegrenzt.
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Abbildung 2.16: Das Hauptmenü des HL-Betriebsystems ist in einem Windows-10-
ähnlichen Stil gehalten.
2.6 Unity 3D
U3D ist eine Entwicklungsplattform der Firma Unity Technologies, die vorrangig für Spie-
leentwicklung verwendet wird. Mit einer integrierten Laufzeit-Umgebung und einem „What
you see is what you get“-Editor macht es U3D möglich, auf schnellem Wege Anwendungen
zu prototypisieren. Außerdem ist U3D leicht erweiterbar. Das ist vermutlich auch einer der
Gründe, warum Microsoft in der HL-Entwicklung auf U3D setzt.
U3D basiert auf einem sogenannten Entitäten-Komponenten-System. Im weiteren Verlauf
der Arbeit sind hierbei die Komponenten interessant. Komponenten besitzen die Eigenschaft,
dass sie sowohl Daten als auch Logik enthalten können. Des Weiteren können sie beliebig
an Entitäten angehangen oder von ihnen entfernt werden.
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3 Portierung
3.1 Erklärung der Vorgehensweise
In Abschnitt 2.3 auf Seite 6 wurde Getaviz vorgestellt und eine Übersicht über seine Funktio-
nen gegeben. Es soll ermittelt werden, welche dieser Funktionen für GMR relevant sind. Es
wird eine Untermenge dieser Funktionen ausgewählt, von der geschätzt wird, dass sie quan-
titativ im Rahmen dieser Arbeit erfüllt werden kann. Des Weiteren wird erläutert, warum die
Stadtmetpaher für die MR-Portierung verwendet wird.
Der Implementierungsprozess ist an agile Vorgehensmodelle angelehnt. Agile Softwareent-
wicklung wird heutzutage immer häufiger verwendet, da damit unter anderem vermieden
wird, dass Anforderungen unvollständig oder fehlerhaft umgesetzt werden. Meist werden
interdisziplinäre Teams erstellt, die fachliche Fragen an einen sogenannten product owner
stellen. Der Prozess ist in kurze Iterationen – zum Beipiel von zwei Wochen – aufgeteilt,
sodass das Produkt regelmäßig in einer neuen Version ausgeliefert wird. Auf diese Weise
bekommt das Team schnelles Feedback und kann Probleme oder fehlerhafte Umsetzungen
früh beheben. Um diese Vorteile für die Entwicklung von GMR zu nutzen, wurde der Ent-
wicklungsprozess mit drei Iterationen konzipiert. Am Ende einer jeden Iteration steht eine
Evaluation mit fünf Probanden, die GMR als Applikation bewerten. Den Probanden wer-
den Aufgaben gestellt, mit denen sie die Funktionen von GMR kennenlernen. Nach einer
oder mehreren Aufgaben wird offenes Feedback eingeholt, sodass zum einen Probleme of-
fengelegt werden, zum anderen aber auch Verbesserungsvorschläge in die Entwicklung mit
einfließen können. Eine Iteration dauert vier Wochen. Mit den Evaluationen ergibt sich eine
Gesamtentwicklungszeit von drei Monaten.
3.2 Analyse
3.2.1 Entscheidung für die Stadtmetapher
Die Entscheidung für die Stadtmetapher und gegen die RDM fiel aus zwei Gründen. Es
wurde vermutet, dass die Probanden in den Evaluationen einfacher mit der Stadtmetapher
arbeiten können. Bekannte Muster und eine vertraute Terminologie vereinfachen die Kom-
munikation zwischen Probanden und Experimentator. Es wurde vermutet, dass die Stadt-
metapher einfacher von den Probanden verstanden und in Erinnerung gehalten wird, sodass
mehr Kapazität für die Benutzung der HL zur Verfügung steht. Als zweites wurde angenom-
men, dass die dritte Dimension, die von der Stadtmetapher intensiv benutzt wird, in einer
MR-Anwendung besonders gut zur Geltung kommen würde. Die Vorstellung, dass ein Nut-
zer in die Hocke gehen kann, um die Höhe von Gebäuden zu vergleichen anstatt eine Maus
verwenden zu müssen, wirkte sehr natürlich.
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3.2.2 Ausgewählte Funktionen
Getaviz erlaubt dem Nutzer, Softwareartefakte zu analysieren. In Abschnitt 2.3.2 auf Seite 7
wurden die Benutzungsoberfläche von Getaviz und die damit verbundenen Funktionen vor-
gestellt. Die Funktionen dienen alle dem Ziel, den Nutzer bei seiner Analyse zu unterstützen.
Nun soll erläutert werden, welche Funktionen auch für GMR interessant sind.
Navigation Die Darstellung des Modells ist das Herzstück von Getaviz. Die Navigation,
bestehend aus Rotation, Translation und Zoom, ermöglicht dem Nutzer, die Darstellung aus
verschiedenen Perspektiven zu betrachten. Ohne die Navigation wären einige Stellen des
Modells nicht einsehbar. Auch fallen Besonderheiten aus bestimmten Perspektiven besser
ins Auge als aus anderen. In MR funktioniert die Navigation grundlegend anders, denn der
Nutzer ist in der Lage die drei Formen der Navigation durch Bewegung seines Körpers nach-
zubilden. Bewegt er sich auf das Modell zu, wird dieses größer (Zoom). Bewegt er sich auf
die andere Seite des Modells, sieht er die Rückseite des Modells (Rotation). Geht der Nutzer
einen Schritt zur Seite und hält dabei den Kopf gerade, verschiebt sich das Modell in seinem
Sichtbereich (Translation). Diese natürliche Art der Navigation ist äußerst mächtig, da ein
Mensch sie ohne Erklärungen oder Übung verstehen und anwenden kann. Trotzdem gibt es
einige Fälle, in denen eine zusätzliche Navigation sinnvoll ist. Vielleicht möchte der Nutzer
das Modell an eine andere Position bewegen. Oder er möchte das Modell vergrößern, da-
mit er sich seltener nach vorne beugen muss. Oder er möchte das Modell drehen, sodass die
Kanten der Stadt parallel zu den Kanten des Tisches ausgerichtet sind. Für diese Fälle soll in
GMR auch eine softwareseitige Navigation umgesetzt werden.
Filter-Funktion Betrachtet der Nutzer ein besonders großes Softwareartefakt, erlaubt es
ihm die Filter-Funktion, beliebige Teile des Modells auszublenden und sich auf den für ihn
relevanten Teil zu fokussieren. Die Komplexität der Filter-Funktion aus Getaviz ist für die
Portierung nicht sinnvoll, denn die Benutzungsoberfläche ist äußerst detailliert. Es wird ver-
mutet, dass der Nutzer Probleme haben wird, eine detaillierte Oberfläche zu bedienen, da das
Anvisieren durch die Kopfbewegung erfolgt. Stattdessen soll es dem Nutzer ermöglicht wer-
den, einen Knoten auszuwählen, der angezeigt werden soll. Alle anderen Knoten, die nicht
unter dem gewählten Knoten liegen, werden ausgeblendet.
Quelltext-Funktion Sieht der Nutzer ein auffälliges Gebäude, kommt die Frage auf, ob
die Maßzahl der auffälligen Metrik aus einer bewussten Design-Entscheidung folgt. Mit ei-
nem Klick auf das Gebäude wird ihm der Quelltext der dazugehörigen Klasse angezeigt und
er kann sich ein genaueres Bild machen. Die Quelltext-Anzeige soll aus diesem Grund auch
in GMR umgesetzt werden.
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Legende Eine Legende ist bei jeder Art von Visualisierung sinnvoll. Neben den Farben
für Klassen und Pakete sollten auch die beiden Metriken aufgeführt werden.
3.3 Funktionale Anforderungen
Funktionale Anforderungen legen fest, wie ein Produkt sich verhalten soll (vgl. [Sussane
Robertson 2012, 223]). Die folgenden funktionalen Anforderungen ergeben sich aus den
Erläuterungen in Abschnitt 3.2.1 auf Seite 20. Einige davon wurden nicht explizit genannt,
lassen sich aber aus den aufgeführten ableiten.
/F1/ Import eines A-Frame-Modells in Unity 3D Der Getaviz-Generator gibt das
Modell in Form zweier Dateien aus: Die model.html enthält die A-Frame-Szenen-Definition.
Die metaData.json spezifiziert die Metadaten wie zum Beispiel den voll-qualifizierten Na-
men eines Elements. Beide Dateien sollen von der U3D-Applikation eingelesen werden kön-
nen. Ergebnis dieses Schrittes ist, dass das Modell als C#-Datenstruktur im Speicher vorliegt.
/F2/ Darstellung der Stadtmetapher auf der HoloLens Das importierte Modell
muss für U3D aufbereitet werden. Für jede Entität muss ein GameObject erzeugt werden, das
eine renderer-Komponente enthält. Außerdem müssen gegebenenfalls shader geschrieben
werden, um das rendering-Verhalten von A-Frame nachzubilden.
/F3/ Platzierung der Visualisierung auf einer glatten Oberfläche Zu Beginn
der Applikation soll der Nutzer die Visualisierung auf einer glatten Oberfläche platzieren
können.
/F4/ Navigation: Skalieren, Rotieren und Bewegen Dem Nutzer soll ermöglicht
werden, die Visualisierung zu skalieren, zu rotieren und zu bewegen.
/F5/ Anzeige von Klassen- und Paketnamen Wenn der Nutzer eine Klasse oder ein
Paket anschaut, soll der zugehörige Name eingeblendet werden.
/F6/ Selektion einer Klasse Der Nutzer soll Klassen im Modell auswählen können.
Dies soll zum einen mittels Geste, zum anderen über Sprachbefehle möglich sein.
/F7/ Benutzungsoberfläche für die Anzeige des Quelltexts Wenn der Nutzer eine
Klasse im Modell selektiert, soll ihm der dazugehörige Quelltext angezeigt werden. Der an-
gezeigte Quelltext muss nicht von der eigentlichen Klasse stammen. Es kann für alle Klassen
derselbe Test-Quelltext angezeigt werden.
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/F8/ Benutzungsoberfläche für die Filterfunktion Es soll eine Benutzungsoberflä-
che für die Filterfunktion umgesetzt werden. Sie ermöglicht dem Nutzer, nach einem Paket
oder einer Klasse zu filtern. Die Logik nach der Auswahl muss nicht implementiert werden.
Es geht rein um die Oberfläche und deren Bedienung.
/F9/ Legende Der Nutzer soll sich eine Legende zur Stadtmetapher anzeigen lassen
können. Sie soll zum einen die verwendeten Farben und zum anderen die codierten Metriken
erklären.
3.4 Nichtfunktionale Anforderungen
Nichtfunktionale Anforderungen beschreiben nicht, was eine Applikation tut, sondern wie
gut sie es tut. Aus diesem Grund sind sie zwar nicht obligatorisch, haben aber einen großen
Einfluss auf die Akzeptanz beim Endnutzer. In machen Fällen sind es gerade sie, die ein
Projekt erst wirtschaftlich interessant machen (vgl. [Sussane Robertson 2012, 246]). Deswe-
gen sind nichtfunktionale Anforderungen ein signifikanter Teil der Projektspezifikation (vgl.
[Sussane Robertson 2012, 248]).
3.4.1 Typen von nichtfunktionalen Anforderungen
Robertson gruppiert nichtfunktionale Anforderungen in acht verschiedene Typen, die im Fol-
genden aufgeführt werden.
Aussehen und Handhabung Hierbei geht es nicht darum, Details des Designs zu spe-
zifizieren. Vielmehr wird festgelegt, welchen Eindruck die Komponente vermitteln soll (vgl.
[Sussane Robertson 2012, 250]).
Benutzbarkeit Benutzbarkeit ist einer der kritischen Aspekte moderner Softwareentwick-
lung geworden, denn der Nutzer ist an einfach zu bedienende, nutzerfreundliche Oberflächen
gewöhnt (vgl. [Sussane Robertson 2012, 253]).
Leistungsverhalten Mit Leistungsverhalten sind alle messbaren Metriken gemeint. Zum
Beispiel sollen bestimmte Prozesse in einer vorgegebenen Zeit ablaufen. Oder die Applika-
tion soll nur eine bestimmte Menge Speicher belegen dürfen. Auch die maximale Anzahl an
Nutzern, die parallel mit dem System arbeiten können, kann festgelegt werden (vgl. [Sussane
Robertson 2012, 256]).
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Betrieb Anforderungen an den Betrieb spezifizieren, was das Produkt leisten muss, um
richtig in der Zielumgebung zu funktionieren (vgl. [Sussane Robertson 2012, 259]). Neben
der Zielumgebung und angebundenen Systemen können auch jedwede Anforderungen, die
für eine erfolgreiche Installation notwendig sind, aufgeführt werden (vgl. [Sussane Roberts-
on 2012, 261]).
Wartbarkeit und Kundenbetreuung Wartbarkeit und Kundebetreuung können bereits
in der Spezifikation als nichtfunktionale Anforderung festgehalten werden. Auch wenn es
meist schwer ist, bereits zu wissen, welche Art von Wartung das System benötigen wird, ist
es sinnvoll darüber nachzudenken, ob vielleicht Änderungen in der Organisation oder der
Umgebung eine Wartung am System mit sich bringen (vgl. [Sussane Robertson 2012, 261]).
Sicherheit Die Definition von Sicherheitsaspekten gehört zu den schwierigsten Punkten
einer Softwarespezifikation. Gleichzeitig bringt sie das größte Risiko für das verantwortliche
Unternehmen mit (vgl. [Sussane Robertson 2012, 262]).
Kulturelle Gegebenheiten Kulturelle Gegebenheiten müssen insbesondere dann beach-
tet werden, wenn das Produkt in anderen Ländern vertrieben werden soll. Es können Proble-
me hinsichtlich Sprache, Religion und vielen anderen Aspekten von menschlichem Verhalten
auftreten (vgl. [Sussane Robertson 2012, 266]).
Rechtliche Gegebenheiten Rechtliche Gegebenheiten sind allgegenwärtig und es muss
sichergestellt werden, dass diese befolgt werden.
3.4.2 Aufstellung der nichtfunktionalen Anforderungen
/NF1/ Stil der Metapher Die Stadtmetapher sollte im gleichen Stil wie in Getaviz an-
gezeigt werden. So wird ein konsistenter Eindruck an Personen vermittelt, die bereits mit
Getaviz gearbeitet haben. Diese Anforderung fällt in die Gruppe „Aussehen und Handha-
bung“.
/NF2/ Stil der Benutzungsoberfläche Der Stil der Benutzungsoberfläche sollte an
das HL-Betriebssystem angelehnt sein, damit der Nutzer sich einfacher zurechtfindet. Diese
Anforderung fällt in die Gruppe „Aussehen und Handhabung“.
/NF3/ Unterstützung HL-unerfahrener Nutzer Für viele Nutzer ist die HL selbst
noch ungewohnt. Die Benutzung funktioniert grundlegend anders als bei mobilen oder Desktop-
Applikationen. Für GMR soll insbesondere Wert darauf gelegt werden, unerfahrenen Nut-
zern die Bedienung zu vereinfachen. Dies liegt daran, dass GMR als Prototyp konzipiert ist.
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Das Wechseln des Softwareartefakts ist zum Beispiel nicht ohne weiteres möglich. Insofern
ist ein Praxiseinsatz unwahrscheinlich. GMR wird voraussichtlich eher für Demonstrations-
zwecke eingesetzt. Diese Anforderung fällt in die Gruppe „Benutzbarkeit“.
/NF4/ Flüssige Darstellung Diese nichtfunktionale Anforderung ist für GMR sehr
wichtig, da in U3D geschriebene Anwendungen immer auf einer Ereignisschleife aufbauen.
Damit das menschliche Auge eine flüssige Bewegung wahrnimmt, versucht man in der Com-
putergrafik einen Wert von dreißig Bildern pro Sekunden nicht zu unterschreiten. Es muss
sichergestellt werden, dass die Anwendung keine Prozesse in der Ereignisschleife ausführt,
die länger als 1.0/30.0 s dauern. Diese Anforderung fällt in die Gruppe „Leistungsverhal-
ten“.
/NF5/ Installation auf einer beliebigen HL Es soll sichergestellt werden, dass eine
Installation auf jeder HoloLens 1 möglich ist. Diese Anforderung fällt in die Gruppe „Be-
trieb“.
/NF6/ Sprache GMR soll ausschließlich Englisch als Sprache anbieten. Die Applikation
zielt auf Personen aus dem informationstechnischen Bereich ab und in diesem ist Englisch
die gängige Sprache. Etwaige Ausdrücke, die missverstanden werden könnten, sollen unter-
lassen werden. Diese Anforderung fällt in die Gruppe „Kulturelle Gegebenheiten“.
/NF7/ Rechtliche Gegebenheiten GMR soll unter der Apache License 2.0 veröffent-
licht werden. Sollte geistiges Eigentum von Dritten in die Entwicklung einfließen, muss
sichergestellt werden, dass die Lizenzbedingungen erfüllt werden. Diese Anforderung fällt
in die Gruppe „Rechtliche Gegebenheiten“.
Anmerkungen
Im Rahmen dieser Arbeit wird keine nichtfunktionale Anforderung des Typs „Wartbarkeit
und Kundenbetreuung“ festgehalten. GMR ist lediglich ein Prototyp, mit dem evaluiert wer-
den soll, wie eine spätere Umsetzung von Getaviz für AR aussehen könnte. Die eigentliche
Umsetzung soll voraussichtlich mittels A-Frame auf der Basis des Web-Codes erfolgen.
GMR benötigt keine Sicherheitskonzepte, da keine Nutzerdaten gesammelt werden und nicht
auf Ressourcen außerhalb der Applikation zugegriffen wird.
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4 Evaluationen
In diesem Kapitel werden die drei durchgeführten Evaluationen besprochen. Jede Evaluation
wird anhand von funktionalen Anforderungen in den Gesamt-Entwicklungsprozess eingord-
net. Probleme, die bereits vor der Evaluation bekannt waren, werden gesondert aufgezeigt.
Danach werden die Ergebnisse der jeweiligen Evaluation beschrieben. Schließlich werden
die Ziele für den nächsten Implementierungsschritt festgehalten.
Zu Beginn einer Evaluation wurde jedem Probanden eine kurze Einführung in die Arbeit,
Getaviz und die Stadtmetapher gegeben. Um sicherzustellen, dass jeder Proband die gleichen
Voraussetzungen hat, wurde diese Einführung schriftlich ausgehändigt (siehe Anhang). Nach
der Einführung sollte der Proband sich mit der Bedienung der HL vertraut machen. Dafür
wurde die App „Learn Gestures“ verwendet, die standardmäßig auf der HL installiert ist.
Dann wurden dem Probanden Aufgaben gestellt und um Feedback gebeten. Die Aufgaben
und die dazugehörigen Fragen unterscheiden sich in den drei Evaluationen (siehe Anhang).
4.1 Erste Evaluation
Die erste Evaluation fand nach vier Wochen Implementierung statt. Teilgenommen haben
fünf männliche Probanden in einer Altersspanne von 24 bis 41 Jahren. Die Erfahrung in der
Softwareentwicklung reichte von zwei bis 20 Jahren. Als höchster Bildungsabschluss wurde
sowohl Abitur, Bachelor of Science als auch Master of Science beziehungsweise Diplom
angegeben. Keiner der Probanden hatte zuvor Erfahrung mit einer HL gemacht.
4.1.1 Entwicklungsstand
Tabelle 4.1 auf Seite 27 gibt eine Übersicht, welche der funktionalen Anforderungen zum
Zeitpunkt der ersten Evaluation umgesetzt wurden. Im Folgenden wird der Entwicklungs-
stand – vorrangig aus Sicht des Nutzers – beschrieben. Die Details der Implementierung
finden sich in Kapitel 5 und werden hier lediglich referenziert.
Platzierung, Import und Darstellung Zu Beginn der Applikation wird dem Nutzer ein
Ladehinweis für die räumliche Zuordnung angezeigt. Der Ladehinweis, zu sehen in Abbil-
dung 4.3 auf Seite 28, wird ausgeblendet, sobald das erste Raum-Mesh geladen wurde. Statt
diesem wird der Cursor eingeblendet, sodass der Nutzer Rückmeldung erhält, welchen Punkt
er anvisiert. Der Cursor – ein weißer Punkt – lässt sich gut in Abbildung 4.1 auf Seite 27 im
Zentrum der grauen Fläche erkennen.
Als nächstes muss der Nutzer einen Punkt im Raum anvisieren, an dem er das Modell plat-
zieren möchte. Die Anwendung nutzt die Normalenvektoren des Raum-Meshs, um zu ent-
scheiden, ob der aktuelle Punkt für eine Platzierung zulässig ist. Weitere Informationen zur
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Funktionale Anforderung Umgesetzt
/F1/ Import eines A-Frame-Modells in Unity 3D Ja
/F2/ Darstellung der Stadtmetapher auf der HoloLens Ja
/F3/ Platzierung der Visualisierung auf einer glatten Oberfläche Ja
/F4/ Navigation: Skalieren, Rotieren und Bewegen Ja
/F5/ Anzeige von Klassen- und Paketnamen Ja
/F6/ Selektion einer Klasse Ja
/F7/ Benutzungsoberfläche für die Anzeige des Quelltexts Ja
/F8/ Benutzungsoberfläche für die Filterfunktion Teilweise
/F9/ Legende Nein
Tabelle 4.1: Auflistung der funktionalen Anforderungen mit Indikator, ob diese zum Zeit-
punkt der ersten Evaluation umgesetzt wurden.
Abbildung 4.1: Der Platzierungsindikator zum Zeitpunkt der ersten Evaluation.
28
Abbildung 4.2: Der Begrenzungsrahmen zum Zeitpunkt der ersten Evaluation kann verwen-
det werden, um Größe und Rotation des Modells zu ändern.
Abbildung 4.3: Der Ladehinweis für die räumliche Zuordnung in der ersten Evaluation. Im
Original ist der Text weiß.
Berechnung finden sich in Abschnitt 5.2. Wenn der Punkt als zulässig eingestuft wird, wird
dem Nutzer eine quadratische Fläche angezeigt, wie sie in Abbildung 4.1 auf Seite 27 zu se-
hen ist. Der Nutzer kann daraufhin mittels Klick-Geste das Modell platzieren. Somit wurde
Anforderung /F3/ Platzierung der Visualisierung auf einer glatten Oberfläche umgesetzt.
Sobald der Nutzer das Modell mit der Klick-Geste platziert, wird der Import-Prozess ge-
startet. Der Import-Prozess wird ausführlich in Abschnitt 5.1 beleuchtet. Ergebnis dieses
Schrittes ist eine Darstellung des Modells in Instanzen von C#-Klassen, welche im Haupt-
speicher gehalten werden. Anforderung /F1/ Import eines A-Frame-Modells in Unity 3D
wurde somit vollständig umgesetzt.
Aus den Instanzen, die im Import-Prozess enstanden, wird eine visuelle Darstellung erzeugt.
Diese besteht ausschließlich aus Quadern, deren Farbe, Größe und Anordnung durch das
importierte A-Frame-Modell festgelegt sind. Das Ergebnis der Umsetzung von Anforderung
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Abbildung 4.4: Die Menü-Leiste zum Zeitpunkt der ersten Evaluation besteht aus zwei
Schaltflächen: „Filter“ und „Adjust“.
/F2/ Darstellung der Stadtmetapher auf der HoloLens lässt sich in Abbildung 4.5 auf
Seite 30 betrachten. Die entstandene Darstellung wird an dem Punkt zentriert, den der Nutzer
zur Platzierung gewählt hat. Für die Anzeige wurde ein eigener shader – ein Programm für
die GPU geschrieben – das dafür sorgt, dass alle Pixel einer Fläche die selbe Farbe erhalten.
Dieser shader ist äußerst günstig in der Ausführung, da komplexe Berechnungen, wie zum
Beispiel für Licht, wegfallen.
Menü-Leiste und Navigation Neben dem Modell wird eine Menü-Leiste mit den Schalt-
flächen „Filter“ und „Adjust“ angezeigt. Die Menü-Leiste wird durch einen Algorithmus aus
dem HTK dynamisch an einer der vier Seiten des Modells platziert. Das bedeutet, dass die
Position der Menü-Leiste angepasst wird, wenn sich der Nutzer um das Modell herum be-
wegt. Die Menü-Leiste ist in Abbildung 4.4 auf Seite 29 zu sehen.
Durch einen Klick auf die Schaltfläche „Adjust“ wird der Navigations-Modus aktiviert. An-
statt der bisherigen zwei Schaltflächen wird nur noch eine mit der Aufschrift „Done“ ange-
zeigt. Außerdem wird ein Begrenzungsrahmen eingeblendet, wie in Abbildung 4.2 auf Seite
28 zu sehen ist. Der Nutzer kann nun mittels TuH auf die quaderförmigen Griffe die Größe
des Modells anpassen. Außerdem kann die Rotation durch TuH auf die kreisförmigen Grif-
fe geändert werden. Eine Verschiebung des Modells ist zu jeder Zeit – auch außerhalb des
Navigations-Modus – möglich, indem der Nutzer TuH auf eine beliebige Stelle der Stadt an-
wendet. Durch einen Klick auf die Schaltfläche „Done“ wird der Navigations-Modus wieder
verlassen. Somit wurde Anforderung /F4/ Navigation: Skalieren, Rotieren und Bewegen
vollständig umgesetzt. Weitere Informationen zur Navigation finden sich im Abschnitt 5.3.
Namensanzeige, Klassenselektion und Quelltext-Dialog Wenn der Nutzer ein Ge-
bäude oder einen Distrikt anvisiert, wird dieses durch eine rötliche Einfärbung hervorgeho-
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Abbildung 4.5: Der Name einer Klasse oder eines Pakets wird bei Anvisieren der selbigen
eingeblendet.
ben und der Name der dazugehörigen Klasse / des dazugehörigen Pakets wird eingeblendet.
Dies lässt sich in Abbildung 4.5 auf Seite 30 nachvollziehen. Anforderung /F5/ Anzeige von
Klassen- und Paketnamen wurde somit umgesetzt.
Verwendet der Nutzer die Klick-Geste oder den „Select“-Sprachbefehl, während er eine
Klasse anvisiert, so wechselt die Applikation in den Quelltext-Modus. Dies erfüllt Anforde-
rung /F6/ Selektion einer Klasse. Das Modell wird ausgeblendet und der Quelltext-Dialog
öffnet sich auf Höhe der HL in Blickrichtung des Nutzers. Der Quelltext-Dialog, zu sehen
in Abbildung 4.6 auf Seite 31, wurde hinsichtlich Größe und Abstand so kalibriert, dass der
Quelltext problemlos lesbar ist und das komplette Sichtfeld der HL ausgenutzt wird. Für
die Navigation stehen zwei Scrollleisten zur Verfügung. Der Dialog behält die Position im
Raum, an der er sich geöffnet hat, sodass sich der Nutzer frei bewegen kann. Dafür wird
sichergestellt, dass der Dialog immer in Richtung des Nutzers zeigt. Anforderung /F7/ Be-
nutzungsoberfläche für die Anzeige des Quelltexts wurde somit umgesetzt. Durch einen
Klick auf die Schaltfläche „Close“ beendet der Nutzer den Quelltext-Modus und das Modell
wird wieder eingeblendet.
Filter Klickt der Nutzer auf die Schaltfläche „Filter“ (Menü-Leiste) wechselt die Anwen-
dung in den Filter-Modus. Das Modell wird ausgeblendet und der Filter-Dialog erscheint
analog zum Quelltext-Dialog auf Höhe der HL in Blickrichtung des Nutzers. Der Dialog
besteht aus einem Eingabefeld und einem darunterliegenden Bereich für die Autovervoll-
ständigung, wie in Abbildung 4.7 auf Seite 32 zu sehen ist. Per Klick auf das Eingabefeld
öffnet sich eine virtuelle Tastatur. Diese ist in Abbildung 4.8 auf Seite 32 dargestellt. Die
Eingabe des Nutzers hat noch keine Auswirkung auf die Autovervollständigung. Des Wei-
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Abbildung 4.6: Der Quelltext-Dialog zum Zeitpunkt der ersten Evaluation: Es ist nur wenig
Quelltext sichtbar, um das Sichtfeld der HL nicht zu überschreiten.
teren lässt sich die Spracheingabe der Tastatur noch nicht nutzen. Der Filter-Dialog verhält
sich anders als der Quelltext-Dialog, da er seine Position abhängig von der Kopfrichtung des
Nutzers ändert. Während die Höhe des Dialogs konstant ist, werden die beiden freien Ko-
ordinaten durch einen festen Abstand von HL zu dem Dialog, sowie durch den Sichtvektor
des Nutzers bestimmt. Genau wie der Quelltext-Dialog ist auch der Filter-Dialog immer dem
Nutzer zugewandt. Durch einen Klick auf die Schaltfläche „Close“ beendet der Nutzer den
Filter-Modus und das Modell wird wieder eingeblendet.
Legende Die Anforderung /F9/ Legende wurde noch nicht implementiert.
4.1.2 Bekannte Probleme
Insbesondere in der frühen Entwicklungsphase, also der ersten Iteration, waren einige Pro-
bleme bereits vor der Evaluation bekannt. Diese werden im Folgenden aufgeführt.
Platzierung auf dem Raum-Mesh Die Berechnung von Positionen, an denen das Mo-
dell platziert werden kann, zeigt verschiedene Probleme auf. In dem Raum, in dem die An-
wendung entwickelt wird, fehlt an einigen Stellen das Raum-Mesh des Bodens. Des Weiteren
werden flache Oberflächen oft sehr ungenau erkannt. In Abbildung 4.9 auf Seite 33 ist ein
Raum-Mesh mit einem Schreibtisch zu sehen. Der Schreibtisch und die darauf befindlichen
Bildschirme sind rot eingefärbt. Es ist erkennbar, dass die eigentlich glatten Oberflächen des
Tisches und der Bildschirme als uneben wahrgenommen werden.
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Abbildung 4.7: Der Filter-Dialog zum Zeitpunkt der ersten Evaluation besteht aus einem
Eingabefeld sowie einem Bereich für eine Autovervollständigung.
Abbildung 4.8: Die virtuelle Tastatur für den Filter-Dialog zum Zeitpunkt der ersten Evalua-
tion wird durch die Klick-Geste auf das Eingabefeld geöffnet.
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Abbildung 4.9: Im Raum-Mesh rot zu sehen sind Gitternetzlinien von einem Schreibtisch
mit zwei Bildschirmen.
Anzeige des Klassen- oder Paketnamens In manchen Fällen wird der angezeigte
Name von Gebäuden verdeckt. Dies lässt sich in Abbildung 4.10 auf Seite 34 erkennen.
Des Weiteren skaliert die Größe der Schrift nicht. Ein Nutzer, der sich sehr nah am Modell
befindet, kann den Text nicht mehr lesen, da dieser so groß ist, dass er den Sichtbereich der
HL überschreitet.
Scrollfeld im Quelltext-Dialog Das Scrollfeld von U3D ist auf der HL schwer be-
dienbar. Während des Scrollens muss die Scrollleiste permanent anvisiert sein. Wird die
Scrollleiste während des Vorgangs verlassen, springt das Scrollfeld mehrmals pro Sekunde
zwischen zufälligen Werten. Das ist problematisch, da Scrollleisten typischerweise an den
Seiten angebracht sind. Da sich ein Nutzer beim Scrollen am Quelltext orientiert, dreht er
intuitiv den Kopf. Dadurch wird die Scrollleiste nicht mehr anvisiert.
4.1.3 Ergebnisse
Alle Probanden konnten das Modell problemlos auf dem dafür vorgesehenen Tisch platzie-
ren.
Die Darstellung empfanden einige der Probanden als unangenehm transparent. Durch diesen
Hinweis fiel auf, dass ein Fehler in der Applikation vorlag. Der für die Darstellung geschrie-
bene shader ordnete den Flächen Farben nahe Schwarz zu. Auf der HL ist die Farbe Schwarz
gleichbedeutend mit Transparenz.
Die Navigation nahmen die Probanden oft als nicht intuitiv wahr. Für die Implementierung
wurden bewusst die gleichen Komponenten wie im „3D Viewer“ – einer vorinstallierten
Applikation auf der HL – verwendet. Allerdings hat keiner der Probanden davor Erfahrung
34
Abbildung 4.10: Der angezeigte Name in der ersten Evaluation wird von Gebäuden verdeckt.
mit der HL gemacht. Vermutlich hätte ein Proband, der die HL bereits intensiver genutzt hat,
die Navigation besser verstanden.
Des Weiteren war den Probanden nicht bewusst, dass sie das Modell jederzeit mit TuH hätten
verschieben können. Dieses Verhalten wurde ebenfalls analog zum Standardverhalten der
HL umgesetzt. Es lässt sich zum Beispiel jedes Fenster im HL-Betriebssystem mittels TuH
verschieben.
Auffällig war, dass alle Nutzer das Modell drehten, bis die Kanten des Modells parallel zum
Tisch verliefen. Auch die Größe wurde meistens so angepasst, dass das Modell komplett
auf den Tisch gepasst hat. Einige Probanden merkten an, dass sie das Modell gerne größer
eingestellt hätten, dafür aber einen größeren Tisch benötigt hätten.
Bei den fachlichen Aufgaben (Aufgaben 3 bis 7, siehe Anhang), bei denen die Probanden
Klassen anhand von Metriken finden sollten, wurde fast ausschließlich auf die Navigation
durch Bewegung zurückgegriffen. Die Probanden bewegten sich um die drei freien Seiten des
Tischs, um das Modell aus verschiedenen Blickwinkeln zu betrachten. Auch gab es einzelne,
die in die Hocke gingen, um zum Beispiel das höchste Gebäude erkennen zu können. Des
Weiteren wurde oft der „natürliche Zoom“ – durch Annäherung an das Modell – genutzt.
Die Menü-Leiste wurde hierbei einige Male als störend beschrieben, da sie den Blick auf
das Modell behinderte.
Alle Probanden kamen bei den fachlichen Aufgaben auf korrekte Ergebnisse. Der Plural
wird hier explizit verwendet, da die Antworten nicht eindeutig waren. Trotzdem hatten alle
Probanden Probleme damit, dünne und kleine Gebäude anzuvisieren. Keiner von ihnen hat
das Modell im Nachhinein vergrößert, um das Anvisieren zu vereinfachen. Bei Nachfrage
kam vor allem der Wunsch nach einem größeren Tisch auf. Einer der Probanden schlug
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außerdem einen Toleranzbereich für das Anvisieren vor. Wenn ein Proband sich dem Modell
genähert hat, um kleine Gebäude einfacher anvisieren zu können, verschwand der Name
der entsprechenden Klasse aus dem Sichtbereich. Außerdem wurden – wie bereits vor der
Evaluation bekannt – die Namen der Klassen und Pakete gelegentlich von anderen Gebäuden
verdeckt, sodass diese nicht gelesen werden konnten. Gerade bei den fachlichen Aufgaben
wurde häufig eine Legende vermisst.
Die Schaltfläche „Filter“, mit der der Filter-Dialog geöffnet werden kann, wurde nicht immer
direkt gefunden. In einigen Fällen war die Menü-Leiste außerhalb des Sichtbereichs oder sie
war mit der Rückseite zum Nutzer gewandt. Ein weiteres Problem war, dass sich der Filter-
Dialog häufig außerhalb des Sichtbereichs öffnete, da der Nutzer (stehend) schräg nach unten
auf den Tisch schaute. Die virtuelle Tastatur für die Filterfunktion wurde von allen als sehr
unangenehm wahrgenommen. Dies lag vor allem an einem Fehler, der dafür sorgte, dass
jeder Klick auf der Tastatur doppelt ausgeführt wurde. Dadurch war es den Probanden nicht
möglich, die Aufgabe zu erfüllen, was für Frustration sorgte. Aber auch die Frage, ob sie
eine virtuelle Tastatur generell für eine gute Idee hielten, verneinten alle Probanden. Dem
Vorschlag, das Textfeld zu entfernen und eine Vervollständigungsfunktion über Schaltflächen
zu bauen, standen die Probanden in einer späteren Diskussion positiv gegenüber.
Auch der Quelltext-Dialog wurde nach dem Öffnen häufig nicht gefunden. Die Nutzer gaben
an, dass es für Verwirrung sorgt, wenn das Modell ausgeblendet wird. Das Textfeld für den
Quelltext nahmen die Probanden als zu klein wahr. Außerdem hatten die Nutzer Schwierig-
keiten, das Scroll-Feld zu bedienen. Häufig bewegten sie sich über den angezielten Punkt
hinaus. In der Diskussion mit den Probanden wurden zwei Lösungsmöglichkeiten für das
horizontale Scrollen vorgestellt:
1. Eine deutliche Verbreiterung des Fensters, sodass horizontales Scrollen nicht mehr
notwendig ist. Stattdessen kann der Nutzer den Kopf von links nach rechts bewegen,
um den vollen Text lesen zu können.
2. Eine Beschränkung der maximalen Anzahl an Zeichen in einer Zeile. Diese wird auf
80 gesetzt. Durch Anpassung der Textgröße und verbesserter Anordnung wird sicher-
gestellt, dass die 80 Zeichen im Sichtfeld der HL angezeigt werden.
Die Probanden waren hier unterschiedlicher Meinung.
Für das vertikale Scrollen schlug der letzte Proband eine sehr interessante Lösung vor: Statt
den Scrollleisten sollen zwei Schaltflächen eingebaut werden, die bei einmaligem Klicken
ein Stück auf- oder abwärts scrollen. Auf diese Weise vermeidet man die TuH-Steuerung
und nutzt die einfachere Klick-Geste. In der Diskussion präferierten die Probanden das Ver-
halten des Quelltext-Dialogs, eine feste Position im Raum beizubehalten. Einige Probanden
wünschten sich eine einfache Syntaxhervorhebung, um sich einfacher im Quelltext orientie-
ren zu können.
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Es fiel im Allgemeinen auf, dass TuH den Probanden deutlich schwerer fiel als zum Bei-
spiel die Klick- oder die Menü-Geste. Der häufigste Fehler war, dass Probanden ihre Hand
während TuH aus dem Erkennungsbereich der HL bewegten. In diesem Fall bricht der TuH-
Prozess nicht ab. Er wird fortgesetzt bis die HL erkennt, dass der Finger wieder angehoben
wird. Dies sorgte für schwer nachvollziehbares Verhalten, wie zum Beispiel, dass das Modell
während einer Translation im Boden verschwand.
Auch wenn noch keine Spracheingabe und keine Sprachsteuerung umgesetzt wurde, zeigten
sich viele der Probanden interessiert. Einige meinten, dass das permanente Heben der Hand
anstrengend sei. Durch eine Sprachsteuerung könnte das behoben werden.
4.1.4 Ziele für die nächste Iteration
Neben den ausstehenden funktionalen Anforderungen wurden folgende Ziele für die nächste
Iteration gefolgert:
/Z1/ Transparenz durch shader beheben Der shader färbt die Flächen der Gebäu-
de abhängig vom Betrachtungswinkel ein. Blickt der Nutzer von vorne auf die Front des
Gebäudes, hat diese die vom Getaviz-Generator bestimmte Farbe. Steht die Gebäudefront
orthogonal zum Sichtvektor des Nutzers, wird die Fläche schwarz eingefärbt. Dies ist proble-
matisch, da die Farbe Schwarz auf der HL gleichbedeutend mit Transparenz ist. Der shader
soll angepasst werden, sodass die verwendeten Farben weiter von Schwarz entfernt sind.
/Z2/ Anzeige von Klassen- und Paketnamen verbessern Wenn der Nutzer ein
Gebäude oder einen Distrikt anvisiert, wird dessen Name eingeblendet. Insbesondere bei
Paketen passiert es häufig, dass diese Kennzeichnung von anderen Gebäuden verdeckt wird.
Außerdem kann es passieren, dass die Kennzeichnung außerhalb des Sichtbereichs der HL
liegt, zum Beispiel wenn der Nutzer zu nah an das Modell heran geht. Es soll dafür gesorgt
werden, dass der Name immer im Vordergrund angezeigt wird. Außerdem soll die Größe der
Kennzeichnung skalieren, sodass sie in jeder Entfernung im Sichtbereich liegt und gut lesbar
ist.
/Z3/ Dialog-Logik vereinheitlichen Die Anwendung enthält zwei Dialoge, einen für
die Filterfunktion und einen für die Anzeige des Quelltextes. Die beiden Dialoge verhalten
sich unterschiedlich, da in der ersten Evaluation getestet werden sollte, welcher Dialogtyp am
besten funktioniert. In der nächsten Iteration soll das Verhalten der Dialoge vereinheitlicht
werden. Die Dialoge sollen eine feste Position im Raum erhalten. Die Position soll sich durch
TuH verändern lassen. Die Dialoge sollen weiterhin immer zum Nutzer hin ausgerichtet sein.
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/Z4/ Quelltext-Dialog überarbeiten Die Quelltext-Anzeige soll in der nächsten Itera-
tion überarbeitet werden. Das Textfeld soll genug Platz bieten, um 80 Zeichen in einer Zeile
darstellen zu können. Der Beispiel-Quelltext soll auf 80 Zeichen pro Zeile gekürzt werden.
Des Weiteren sollen die Scrollleisten entfernt werden. Das horizontale Scrollen soll deakti-
viert werden. Das vertikale Scrollen soll mittels zweier Schaltflächen (↑ und ↓) ermöglicht
werden. Außerdem soll eine einfache Syntaxhervorhebung hinzugefügt werden.
/Z5/ Filter-Dialog überarbeiten Das bisherige Konzept des Filter-Dialogs mit Ein-
gabefeld und virtueller Tastatur wurde von den Probanden schlecht bewertet. Stattdessen
soll nun eine reine Autovervollständigung über Schaltflächen implementiert werden. Die
Autovervollständigung baut auf der Pakethierarchie der Anwendung auf: Angenommen, ein
Softwareartefakt besteht aus den Paketen org.foo und org.bar, so soll beim Öffnen des Filter-
Dialogs eine Liste mit einem Eintrag „org“ angezeigt werden. Nach einem Klick auf „org“
wird dem Nutzer eine Liste mit zwei Einträgen „foo“ und „bar“ angezeigt. Außerdem soll
der bisherige Pfad oberhalb der Auswahlliste dargestellt werden. In diesem Fall „org“.
/Z6/ Sprachsteuerung hinzufügen Als Alternative zu Gesten soll eine Sprachsteue-
rung für sämtliche Schaltflächen der Applikation implementiert werden. Dies beugt Erschöp-
fung seitens des Nutzers bei längerer Verwendung der Anwendung vor. Außerdem werden
auf diese Weise Probleme mit der Menü-Leiste abgefangen: Sollte die Menü-Leiste zum Bei-
spiel mit der Rückseite zum Nutzer zeigen oder außerhalb des Sichtbereichs liegen, kann der
Nutzer die Sprachsteuerung verwenden, um in den Navigations- oder den Filter-Modus zu
wechseln.
/Z7/ Visualisierung der Gitternetzlinien für Platzierung In der ersten Evaluation
hat sich gezeigt, dass viele Nutzer Rotation und Größe des Modells von dem zur Verfügung
gestellten Tisch abhängig machten. Die Ebene als Platzierungsindikator ist bisher weder in
der Lage, die Größe des eigentlichen Modells widerzuspiegeln, noch hilft sie dem Nutzer,
bereits beim Platzieren die richtige Rotation auszuwählen. Aus diesem Grund soll der Plat-
zierungsindikator wie folgt verbessert werden:
1. Anstatt einer Ebene sollen die Gitternetzlinien des finalen Modells eingeblendet wer-
den. Damit kann der Nutzer sowohl Größe als auch Aufbau des Modells bei der ersten
Platzierung miteinbeziehen.
2. Der Platzierungsindikator soll langsam um die Y-Achse rotieren. Die Rotation des
Indikators wird für das Modell nach der Platzierung übernommen. Auf diese Weise ist
es dem Nutzer möglich, das Modell bereits bei der Platzierung am Tisch auszurichten.
Eine Anpassung im Nachhinein ist nicht mehr notwendig.
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Funktionale Anforderung Umgesetzt
/F1/ Import eines A-Frame-Modells in Unity 3D Ja
/F2/ Darstellung der Stadtmetapher auf der HoloLens Ja
/F3/ Platzierung der Visualisierung auf einer glatten Oberfläche Ja
/F4/ Navigation: Skalieren, Rotieren und Bewegen Ja
/F5/ Anzeige von Klassen- und Paketnamen Ja
/F6/ Selektion einer Klasse Ja
/F7/ Benutzungsoberfläche für die Anzeige des Quelltexts Ja
/F8/ Benutzungsoberfläche für die Filterfunktion Ja
/F9/ Legende Nein
Tabelle 4.2: Auflistung der funktionalen Anforderungen mit Indikator, ob diese zum Zeit-
punkt der zweiten Evaluation umgesetzt wurden.
/Z8/ Animation beim Öffnen eines Dialogs Viele Probanden waren verwirrt, als das
Modell beim Wechsel in den Quelltext- oder den Filter-Modus ausgeblendet wurde. Dies lag
vorrangig daran, dass sich der entsprechende Dialog außerhalb ihres Sichtbereichs öffnete.
Um dem Nutzer zu zeigen, dass sich ein Dialog öffnet, soll eine Animation hinzugefügt
werden. Diese beginnt bei der „Filter“-Schaltfläche oder dem Gebäude, dessen Quelltext
angezeigt werden soll, und endet an der finalen Position für den Dialog. Außerdem soll das
Modell nicht ausgeblendet werden.
4.2 Zweite Evaluation
Die zweite Evaluation fand viereinhalb Wochen nach der ersten Evaluation statt. Teilge-
nommen haben zwei weibliche und drei männliche Probanden in einer Altersspanne von 23
bis 30 Jahren. Die Erfahrung in der Softwareentwicklung reichte von grundlegenden Stu-
dienkenntnissen bis zu 8 Jahre professioneller Entwicklung. Als höchster Bildungsabschluss
wurden Realschulabschluss, Abitur, Bachelor of Science und Diplom angegeben. Keiner der
Probanden hatte zuvor Erfahrung mit einer HL gemacht.
4.2.1 Entwicklungsstand
Tabelle 4.2 auf Seite 38 gibt eine Übersicht, welche der funktionalen Anforderungen zum
Zeitpunkt der zweiten Evaluation umgesetzt wurden. Tabelle 4.3 auf Seite 39 zeigt auf, wel-
che der Ziele für die zweite Evaluation umgesetzt wurden. Im Folgenden wird der Entwick-
lungsstand – vorrangig aus Sicht des Nutzers – beschrieben. Die Details der Implementierung
finden sich in Kapitel 5 und werden hier lediglich referenziert.
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Ziele aus der vorherigen Evaluation Umgesetzt
/Z1/ Transparenz durch shader beheben Ja
/Z2/ Anzeige von Klassen- und Paketnamen verbessern Ja
/Z3/ Dialog-Logik vereinheitlichen Ja
/Z4/ Quelltext-Dialog überarbeiten Ja
/Z5/ Filter-Dialog überarbeiten Ja
/Z6/ Sprachsteuerung hinzufügen Ja
/Z7/ Visualisierung der Gitternetzlinien für Platzierung Ja
/Z8/ Animation beim Öffnen eines Dialogs Ja
Tabelle 4.3: Auflistung der Ziele für die zweite Evaluation mit Indikator, ob diese umgesetzt
wurden.
Platzierung, Import und Darstellung Der Ablauf für die erstmalige Platzierung des
Modells entspricht dem der ersten Evaluation. Folgende technische und optische Aspekte
unterscheiden sich:
• Der Import-Prozess wird beim Start von GMR ausgeführt, da das Modell bereits bei
der Platzierung für die Gitternetzliniendarstellung zur Verfügung stehen muss.
• Anstatt der Fläche wird nun eine Gitternetzliniendarstellung als Platzierungsindikator
verwendet. Die Gitternetzliniendarstellung ist in Abbildung 4.11 auf Seite 40 zu sehen.
• Solange der Platzierungsindikator angezeigt wird, rotiert dieser um die Y-Achse. Bei
der Platzierung übernimmt das Modell die Rotation des Platzierungsindikators.
Die Darstellung des Modells nach der Platzierung ist etwas heller als zum Zeitpunkt der
ersten Evaluation. Dies fällt im Vergleich von Abbildung 4.12 auf Seite 40 mit Abbildung
4.4 auf Seite 29 auf.
Menü-Leiste und Navigation Die Menü-Leiste wurde um Sprachbefehle erweitert, mit
denen sich Klicks auf die Schaltflächen vermeiden lassen. Mittels des Sprachbefehls „Trans-
form“ gelangt man in den Navigations-Modus. Die Schaltflächen-Beschriftung „Adjust“
musste ausgetauscht werden, da der entsprechende Sprachbefehl „Adjust“ nicht erkannt wur-
de. Der Navigations-Modus wurde nicht verändert. Mittels des Sprachbefehls „Done“ kann
der Navigations-Modus verlassen werden.
Namensanzeige, Klassenselektion und Quelltext-Dialog Die Namensanzeige wur-
de komplett überarbeitet: Mittels eines shaders wird sicher gestellt, dass die Kennzeichnung
immer sichtbar ist. Deutlich zu sehen ist dieses Verhalten in Abbildung 4.13 auf Seite 41.
Außerdem wurde eine Komponente realisiert, die die Größe der Namensanzeige abhängig
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Abbildung 4.11: Der Platzierungsindikator zum Zeitpunkt der zweiten Evaluation besteht
aus den Gitternetzlinien des Modells und gibt dem Nutzer einen Eindruck
über Größe und Aufbau des Modells. Im Original sind die Linien weiß.
Abbildung 4.12: Der shader wurde vor der zweiten Evaluation angepasst, sodass Gebäude
und Distrikte heller dargestellt werden als zuvor.
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Abbildung 4.13: Mittels eines shaders wird sicher gestellt, dass die Kennzeichnung immer
sichtbar ist. Bei Gebäuden liegt die Kennzeichnung im Zentrum des Gebäu-
des.
vom Abstand des Nutzers zum Modell berechnet. So lassen sich nun die Kennzeichnungen
auch nahe an der Stadt noch lesen. Zudem wurde eine unterschiedliche Logik für Gebäude
und Distrikte implementiert. Bei Gebäuden wird die Kennzeichnung im Zentrum und etwas
oberhalb des Gebäudes positioniert, wie in Abbildung 4.13 auf Seite 41 zu sehen ist. Da-
bei ist es irrelevant, auf welche Stelle des Gebäudes der Nutzer mit dem Cursor zeigt. Da
Distrikte im Allgemeinen deutlich breiter als Gebäude sind, ist es hierfür nicht sinnvoll, die
Kennzeichnung im Zentrum anzubringen. Je nachdem, wie nah der Nutzer am Modell ist,
würde sie sonst häufig außerhalb des Sichtbereichs liegen. Stattdessen wird die Position des
Cursors für die Positionierung verwendet. Dies kann in Abbildung 4.14 auf Seite 42 nach-
vollzogen werden.
Wie in der letzten Iteration kann der Nutzer während des Anvisierens eines Gebäudes die
Klick-Geste oder den „Select“-Sprachbefehl nutzen, um den Quelltext-Modus zu aktivieren.
Bei der Aktivierung wird das Modell nun nicht mehr ausgeblendet. Es wurde eine Animation
hinzugefügt, mit der sich nachvollziehen lässt, wo sich der Quelltext-Dialog öffnet. Der Dia-
log, zu sehen in Abbildung 4.15 auf Seite 42, nutzt Schaltflächen zur Navigation im Scroll-
Feld. Außerdem wurde die Schaltfläche zum Schließen des Dialogs in die obere rechte Ecke
ausgelagert. Der Raum links der Schließen-Schaltfläche wird für die Anzeige des Klassen-
namens genutzt. Das Textfeld bietet in der Breite Platz für 80 Zeichen. Die Schaltflächen
für die Navigation lassen sich entweder über Klicks oder über die Sprachbefehle „Up“ und
„Down“ nutzen. Durch TuH kann der Dialog an jeder Stelle des Raums platziert werden.
Es wurde eine einfache Syntaxhervorhebung umgesetzt. Mittels des Sprachbefehls „Close“
oder der Schaltfläche in der oberen rechten Ecke lässt sich der Quelltext-Modus verlassen.
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Abbildung 4.14: Bei Distrikten bestimmt sich die Position der Kennzeichnung aus der Posi-
tion des Cursors, denn eine Anordnung im Zentrum würde häufig außerhalb
des Sichtbereichs liegen.
Abbildung 4.15: Der Quelltext-Dialog zum Zeitpunkt der zweiten Evaluation nutzt Schalt-
flächen für die Navigation.
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Abbildung 4.16: Der Filter-Dialog zum Zeitpunkt der zweiten Evaluation verwendet die ech-
te Hierarchie des Softwareartefakts und bietet eine Autovervollständigung
über Schaltflächen an.
Filter Als Alternative für den Klick auf die Schaltfläche „Filter“ (Menü-Leiste) wurde der
Sprachbefehl „Filter“ umgesetzt. Dieser lässt die Applikation in den Filter-Modus wechseln.
Das Modell wird dabei nun nicht mehr ausgeblendet. Außerdem wurde hierfür die selbe Ani-
mation verwendet wie für den Quelltext-Dialog. Der einzige Unterschied besteht darin, dass
die Animation an der Schaltfläche „Filter“ beginnt und nicht an einem Gebäude der Stadt.
Der Filter-Dialog, zu sehen in Abbildung 4.16 auf Seite 43, wurde grundlegend überarbeitet.
Der Kopf des Dialogs wurde konsistent zum Quelltext-Dialog umgesetzt. Das Eingabefeld
wurde durch eine Autovervollständigung über Schaltflächen ersetzt. Da die Auswahlliste
in manchen Fällen die Höhe des Dialogs übersteigt, wurde die Scroll-Logik vom Quelltext-
Dialog übernommen. Somit sind hier ebenfalls die Sprachbefehle „Up“ und „Down“ nutzbar.
Per Klick baut sicht der Nutzer einen vollständig-qualifizierten Namen zusammen, der ober-
halb der Liste angezeigt wird. Für die Auswahl wurde die echte Hierarchie des importierten
Modells verwendet. Trotzdem hat die Auswahl keine Auswirkung auf die Visualisierung.
Auch der Filter-Dialog lässt sich nun durch TuH frei platzieren. Mittels des Sprachbefehls
„Close“ oder eines Klicks auf die Schaltfläche in der oberen rechten Ecke lässt sich der
Filter-Modus verlassen.
Legende Die Anforderung /F9/ Legende wurde noch nicht implementiert.
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4.2.2 Bekannte Probleme
Zum Zeitpunkt der zweiten Evaluation waren keine Probleme bekannt.
4.2.3 Ergebnisse
Allgemein war die Rückmeldung der Probanden in der zweiten Evaluation bedeutend besser
als in der ersten.
Einige Probleme, die auch in der ersten Evaluation auffielen, traten erneut auf. Manche Pro-
banden hatten Probleme, den Navigations-Modus intuitiv zu nutzen. Nicht alle erkannten die
Translation von selbst. Wiederum andere erkannten nicht, wofür die Griffe am Begrenzungs-
rahmen genutzt werden können.
Die Probanden konnten die fachlichen Aufgaben wieder richtig lösen. Beim Lesen der Klassen-
und Paketnamen gab es diesmal keine negative Rückmeldung. Das Anvisieren von dünnen
und kleinen Gebäuden war wiedermals schwierig. Einer der Probanden wünschte sich einen
Toleranzbereich. Einige Probanden störten sich wieder an der Menü-Leiste, da diese ihnen
den Blick versperrte.
Mit dem überarbeiteten Filter-Dialog waren alle Probanden in der Lage, die dazugehörige
Aufgabe (Aufgabe 8, siehe Anhang) zu lösen. Da die Filter-Logik von Getaviz nicht re-
implementiert wurde, änderte sich bei der Nutzung der Autovervollständigung nichts am
Modell. Dies verwirrte einige Probanden. Die Bedienung des Quelltext-Dialogs bewerteten
die Nutzer gut. Sie merkten an, dass Zeilennummern praktisch wären, um sich im Quelltext
zu orientieren. Das Problem, dass Probanden die Dialoge nicht fanden, ist wieder aufgetre-
ten. Als sie auf die Animation aufmerksam gemacht wurden, sagten sie, dass diese ihnen
beim ersten Mal nicht aufgefallen sei. Einige gaben an, dass sie sich zu sehr auf die Geste
konzentrieren mussten.
Dem Vorschlag des Experimentators, die Schaltflächen mit einer akustischen Rückmeldung
auszustatten, standen die Probanden positiv gegenüber.
4.2.4 Ziele für die nächste Iteration
Mit der Verbesserung der Applikation kam der Wunsch auf, GMR einfacher zugänglich zu
machen. Der Softwareverteilungsprozess (engl. software deployment) benötigt eine Instal-
lation von U3D, Visual Studio und des Windows 10 SDKs. Diese Installation dauert in der
Regel einige Stunden, sodass die Hürde, GMR auszutesten, sehr groß ist. Um dieses Problem
zu lösen, wurde ein weiteres Ziel definiert:
/Z9/ Bereitstellung der Applikation über den Microsoft Store Die Applikati-
on soll mittels des Microsoft Stores auf einer HL installiert werden können. Der Microsoft
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Store ist eine Plattform für Anwendungen, die es ermöglicht, Software mit einem Klick zu
installieren oder zu aktualisieren. Durch eine Beschreibung und Bilder kann der Nutzen der
Applikation erläutert werden.
/Z10/ Interaktives Tutorial hinzufügen Da durch die Veröffentlichung von GMR
beliebige Nutzer ohne Vorwissen die Anwendung verwenden können, treten neue Heraus-
forderungen auf. Alle Probanden bekamen zu Beginn einer Evaluation einen kurzen Text,
der das Projekt erläutert. Außerdem konnten Probanden zu jedem Zeitpunkt Fragen stel-
len, seien sie fachlicher oder technischer Art. Diese Möglichkeiten hat ein beliebiger Nutzer
außerhalb der Evaluation nicht. Um dieses Problem zu lösen, soll ein interaktives Tutorial
implementiert werden. Es soll dem Nutzer mittels gesprochenem Text Aufgaben stellen, die
ihn durch die Funktionen von GMR leiten. Wenn der Nutzer die Aufgabe erfüllt, wird die
nächste Aufgabe gestellt, bis der Nutzer alle Funktionen von GMR einmal verwendet hat.
/Z11/ Hinzufügen eines „About“-Dialogs Ebenfalls wichtig für die Veröffentlichung
von GMR ist das Hinzufügen eines „About“-Dialogs. Zum einen können in diesem Dialog
Hintergrundinformationen zu GMR beziehungsweise Getaviz gegeben werden. Zum anderen
sollen dort Personen erwähnt werden, deren Arbeit in GMR verwendet wird. Dazu zählen
unter anderem die Grafiker, die einige der Icons erstellt haben.
/Z12/ Anzeige des korrekten Quelltexts Die Anzeige des korrekten Quelltexts war
für die Portierung ursprünglich nicht vorgesehen. Allerdings hat sich gezeigt, dass die Anzei-
ge eines falschen Quelltexts das Verständnis des Nutzers beeinträchtigt. Angenommen, ein
Nutzer sieht ein besonders hohes Gebäude. Mithilfe der Legende erkennt der Nutzer, dass die
dazugehörige Klasse im Vergleich zu anderen Klassen des Softwareartefakts viele Methoden
haben muss. Also öffnet er den Quelltext-Dialog, um den Grund für diese Designentschei-
dung zu verstehen. Wird ihm dort der falsche Quelltext angezeigt, bietet der Dialog keinen
Nutzen für ihn. Er hilft nicht dabei, das Softwareartefakt zu verstehen. Aus diesem Grund
soll nun der Quelltext der eigentlichen Klasse angezeigt werden.
/Z13/ Überarbeitung der Menü-Leiste Die Menü-Leiste wurde in der ersten und
zweiten Evaluation als störend wahrgenommen. Sie hinderte die Probanden daran, das Soft-
wareartefakt zu verstehen. In der letzten Iteration soll die Menü-Leiste von Grund auf neu
implementiert werden, um die vorhandenen Probleme zu lösen.
/Z14/ Toleranzbereich für dünne Gebäude Einige Probanden schlugen vor, einen
Toleranzbereich für die Selektion von dünnen Gebäuden einzuführen. Dieser soll dafür sor-
gen, dass ein bereits anvisiertes Gebäude weiterhin hervorgehoben wird, auch wenn der Nut-
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zer leicht neben das Gebäude blickt. Dies ist nur möglich, wenn der Cursor auf kein anderes
Gebäude beziehungsweise keinen anderen Distrikt gerichtet wird.
/Z15/ Akustische Rückmeldung für Schaltflächen Da die Nutzer bei der ersten
Verwendung der HL Probleme mit der richtigen Ausführung der Gesten hatten, soll zusätz-
lich ein akustisches Signal als weitere Rückmeldung bei einem erfolgreichen Klick auf eine
Schaltfläche abgespielt werden.
4.3 Finale Evaluation
Die dritte und finale Evaluation begann viereinhalb Wochen nach der zweiten. In der letzten
Evaluation festzustellen, dass eine neue Funktion wie das Tutorial nicht richtig funktioniert
oder seinen Zweck nicht erfüllt, sollte vermieden werden. Deswegen wurde die dritte Evalua-
tion in zwei Phasen aufgeteilt. In der ersten Phase nahmen zwei Probanden teil. Die zweite
Phase – mit drei Teilnehmern – wurde eine Woche nach der ersten durchgeführt. Die Pro-
banden der dritten Evaluation waren Männer im Alter von 22 bis 36 Jahren. Zwei Probanden
gaben an, bereits Erfahrung mit der HL gemacht zu haben. Als höchster Bildungsabschluss
wurde sowohl Realschulabschluss, als auch Bachelor und Master angegeben. Die Proban-
den hatten vier bis 13 Jahre Erfahrung in der Softwareentwicklung gesammelt. Die beiden
Phasen der dritten Evaluation werden im Folgenden nicht separat betrachtet. In der ersten
Phase fielen wenige kleinere Fehler auf, die bis zur zweiten Phase behoben werden konnten.
Insofern half die Unterteilung, die Qualität von GMR zu erhöhen. Ansonsten unterscheiden
sich Entwicklungsstand und Ergebnis der beiden Phasen nicht.
4.3.1 Entwicklungsstand
Tabelle 4.4 auf Seite 47 gibt eine Übersicht, welche der funktionalen Anforderungen zum
Zeitpunkt der dritten Evaluation umgesetzt wurden. Tabelle 4.5 auf Seite 47 zeigt auf, wel-
che der Ziele für die dritte Evaluation umgesetzt wurden. Im Folgenden wird die Applikation
nochmals umfangreich aus Sicht des Nutzers beschrieben, um den finalen Stand der Anwen-
dung zu verdeutlichen.
Tutorial-Dialog Zu Beginn der Applikation erscheint ein Dialog, der den Nutzer ent-
scheiden lässt, ob er das Tutorial nutzen will. Der Dialog, zu sehen in Abbilung 4.17 auf
Seite 48, lässt sich sowohl über die Schaltflächen als auch über die Sprachbefehle „Yes“ und
„No“ steuern. Zusammen mit dem Erscheinen des Dialogs wird eine Sprachausgabe mit dem
folgenden Text gestartet: „Welcome to Getaviz for HoloLens. If you wish to receive a short
introduction, click or say ’yes’!“.
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Funktionale Anforderung Umgesetzt
/F1/ Import eines A-Frame-Modells in Unity 3D Ja
/F2/ Darstellung der Stadtmetapher auf der HoloLens Ja
/F3/ Platzierung der Visualisierung auf einer glatten Oberfläche Ja
/F4/ Navigation: Skalieren, Rotieren und Bewegen Ja
/F5/ Anzeige von Klassen- und Paketnamen Ja
/F6/ Selektion einer Klasse Ja
/F7/ Benutzungsoberfläche für die Anzeige des Quelltexts Ja
/F8/ Benutzungsoberfläche für die Filterfunktion Ja
/F9/ Legende Ja
Tabelle 4.4: Auflistung der funktionalen Anforderungen mit Indikator, ob diese zum Zeit-
punkt der dritten Evaluation umgesetzt wurden.
Ziele aus der vorherigen Evaluation Umgesetzt
/Z9/ Bereitstellung der Applikation über den Microsoft Store Ja
/Z10/ Interaktives Tutorial hinzufügen Ja
/Z11/ Hinzufügen eines „About“-Dialogs Ja
/Z12/ Anzeige des korrekten Quelltexts Ja
/Z13/ Überarbeitung der Menü-Leiste Ja
/Z14/ Toleranzbereich für dünne Gebäude Ja
/Z15/ Akustische Rückmeldung für Schaltflächen Ja
Tabelle 4.5: Auflistung der Ziele für die dritte Evaluation mit Indikator, ob diese umgesetzt
wurden.
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Abbildung 4.17: Der Tutorial-Dialog lässt sich sowohl über Schaltflächen als auch über
Sprachbefehle steuern.
Tutorial Hat der Nutzer den Dialog bejaht, startet das Tutorial. Als interaktives Tutorial
konzipiert, werden dem Nutzer Aufgaben gestellt, die er erfüllen muss. Die Aufgabe wird
mittels englischer Sprachausgabe vorgespielt. Löst der Nutzer eine Aufgabe, gelangt er zu
der nächsten. Eine Übersicht aller Aufgaben und der Bedingungen, um zur nächsten Aufga-
be zu gelangen, wird in Abbildung 4.18 auf Seite 49 gegeben. Die Sprachausgabe für eine
Aufgabe wird immer nach acht Sekunden Pause wiederholt. Durch das Tutorial werden dem
Nutzer die folgenden Funktionen von GMR vermittelt: Er lernt, das Modell zu platzieren
und anzupassen (Rotation, Skalierung, Translation). Ihm wird gezeigt, wie er sich durch das
Anvisieren von Gebäuden und Distrikten den zugehörigen Klassen- beziehungsweise Paket-
namen anzeigen lassen kann. Er lernt, den Quelltext-Dialog zu öffnen und die Steuerung für
Scrollfelder zu verwenden. Er sieht, dass es möglich ist, einen Dialog an eine beliebige Stel-
le im Raum zu bewegen. Außerdem wird ihm die Autovervollständigung im Filter-Dialog
erklärt. Viele Funktionen von GMR werden im Tutorial eingeschränkt. Zum Beispiel bietet
die Menü-Leiste zu Beginn nur die Schaltfläche „Transform“ an. Somit wird versucht, dem
Nutzer ausschließlich zu erlauben, die Aufgabe zu lösen. Der Begriff „versuchen“ wird hier
bewusst verwendet, da es einige wenige Stellen gibt, an denen der Nutzer andere Möglich-
keiten wählen könnte.
Platzierung, Import und Darstellung Nach dem Tutorial-Dialog wird dem Nutzer der
Ladeindikator für die räumliche Zuordnung angezeigt. Der Indikator, zu sehen in Abbildung
4.19 auf Seite 50, wurde mit einem 3D-Effekt versehen, indem der untere Text etwas weiter
von der Kamera entfernt platziert wurde. Das ist eine effiziente Methode, um Text ohne Hin-
tergrund auf der HL ansprechender zu gestalten. Der Import-Prozess sowie die Darstellung
des Modells haben sich nicht verändert. Nach dem Platzierungsschritt sieht der Nutzer die
Ansicht aus Abbildung 4.20 auf Seite 50.
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Abbildung 4.18: Der Tutorial-Ablauf zeigt die Sprachausgaben und die Bedingungen, die
erfüllt werden müssen, um den nächsten Schritt zu erreichen.
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Abbildung 4.19: Der Ladeindikator wurde für die dritte Evaluation überarbeitet: Der untere
Text ist etwas weiter von der Kamera entfernt, sodass ein 3D-Effekt ent-
steht. Der Text ist im Original weiß.
Abbildung 4.20: Zu sehen ist die Ansicht des Nutzers, nachdem er das Modell platziert hat.
Die Darstellung des Modells hat sich in der letzten Iteration nicht verändert.
51
Abbildung 4.21: Die neue Variante der Menü-Leiste zum Zeitpunkt der dritten Evaluation
zeigt immer zum Nutzer, sodass sie aus jedem Winkel verwendet werden
kann.
Abbildung 4.22: Die neue Variante der Menü-Leiste wurde etwas tiefer angebracht, sodass
dem Nutzer in der Hocke nicht der Blick auf das Modell versperrt wird.
Menü-Leiste und Navigation Die Menü-Leiste wurde durch eine eigene Implemen-
tierung ausgetauscht. Die Umsetzung behebt die Probleme, die in den letzten Evaluationen
angemerkt wurden. Der neue Algorithmus sorgt dafür, dass die Menü-Leiste immer mit der
Vorderseite zum Nutzer zeigt, wie in Abbildung 4.21 auf Seite 51 zu sehen ist. Die Menü-
Leiste wurde etwas nach unten verschoben, sodass Probanden, die in der Hocke die Höhe
von Gebäuden vergleichen, nicht gestört werden. Dies kann in Abbildung 4.22 auf Seite
51 nachvollzogen werden. Mittels des Sprachbefehls „Transform“ oder einem Klick auf die
„Transform“-Schaltfläche (Menü-Leiste) gelangt der Nutzer in den Navigations-Modus. Hier
lassen sich durch den in Abbildung 4.23 auf Seite 52 gezeigten Begrenzungsrahmen Rota-
tion und Größe des Modells anpassen. Die Griffe wurden etwas vergrößert, um den Nutzer
beim Anvisieren zu unterstützen. Mittels der Schaltfläche oder des Sprachbefehls „Done“
kann der Nutzer den Navigations-Modus verlassen.
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Abbildung 4.23: Der Begrenzungsrahmen im Navigations-Modus hat sich nur minimal ver-
ändert. Die Griffe wurden etwas vergrößert, um dem Nutzer das Anvisieren
zu erleichtern.
Namensanzeige, Klassenselektion und Quelltext-Dialog An der Namensanzeige
wurde nichts verändert. Die Klassenselektion beziehungsweise das Anvisieren von dünnen
Gebäuden wurde durch einen Toleranzbereich vereinfacht. Wenn ein Nutzer ein Gebäude
anvisiert und dann den Blick neben das Gebäude richtet, ohne ein anderes Gebäude oder
einen anderen Distrikt zu treffen, wird das erste Gebäude weiterhin hervorgehoben. Dieses
Verhalten kann in Abbildung 4.24 auf Seite 53 nachvollzogen werden. Mittels des „Select“-
Sprachbefehls oder eines Klicks auf ein Gebäude kann der Nutzer den Quelltext-Dialog für
die zugehörige Klasse öffnen. Nachdem Probanden in der zweiten Evaluation auch mit der
Öffnen-Animation Probleme hatten, den Dialog zu finden, wurde die Logik nochmals über-
arbeitet. Der Dialog wird nun nicht mehr auf Höhe der HL sondern auf Höhe des Modells
geöffnet. Das bedeutet zwar, dass dieser sich häufig mit dem Modell überschneidet, aber da-
für liegt ein Teil des Dialogs immer im Sichtfeld des Nutzers. Die Perspektive des Nutzers ist
in Abbildung 4.25 auf Seite 53 zu sehen. Im Tutorial wurde dem Nutzer erklärt, wie er Dia-
loge verschieben kann. Dieses Wissen kann er nun verwenden, um den Dialog nach seinen
Wünschen zu positionieren. Der Quelltext-Dialog, zu sehen in Abbildung 4.26 auf Seite 54,
zeigt den richtigen Quelltext der Klasse an. Die Orientierung des Nutzers wird durch Zei-
lennummern gestützt. Die Navigation erfolgt – wie zuvor – über die Schaltflächen auf der
linken Seite oder über die Sprachbefehle „Up“ und „Down“. Der Quelltext-Modus lässt sich
über den Sprachbefehl „Close“ oder die Schaltfläche in der oberen rechten Ecke verlassen.
Filter Durch den Sprachbefehl „Filter“ oder einen Klick auf die „Filter“-Schaltfläche (Menü-
Leiste) lässt sich der Filter-Dialog öffnen. Der Dialog, zu sehen in Abbildung 4.27 auf Seite
55, wurde für die Veröffentlichung im Microsoft Store mit einer Anmerkung versehen, dass
Änderungen im Dialog keinen Einfluss auf das Modell haben. Außerdem wurde in der obe-
ren linken Ecke ein Indikator ergänzt, der aufzeigt, dass der Dialog verschoben werden kann.
Dieser Indikator wurde in allen Dialogen hinzugefügt. Mittels der Schaltflächen im Zentrum
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Abbildung 4.24: Das Anvisieren von Gebäuden wurde durch einen Toleranzbereich verein-
facht. Die Klasse „BlockJUnit4ClassRunner“ wird immer noch hervorge-
hoben, obwohl der Cursor rechts des Gebäudes steht. Im Screenshot wurde
ein Hintergrund verwendet, um den weißen Cursor sichtbar zu machen.
Abbildung 4.25: Dies ist die Perspektive eines stehenden Nutzers, der das Modell auf einem
Tisch betrachtet. Zum Zeitpunkt der dritten Evaluation öffnen sich Dialoge
im Sichtfeld des Nutzers, auch wenn diese sich dadurch mit dem Modell
überschneiden.
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Abbildung 4.26: Der Quelltext-Dialog zum Zeitpunkt der dritten Evaluation nutzt den kor-
rekten Quelltext und unterstützt den Nutzer mit Zeilennummern.
des Filter-Dialogs baut sich der Nutzer einen vollständig-qualifizierten Namen, wie zum Bei-
spiel „org.junit“, zusammen. Der Filter-Modus lässt sich über den Sprachbefehl „Close“ oder
die Schaltfläche in der oberen rechten Ecke verlassen.
Legende Die Legende, zu sehen in Abbildung 4.28 auf Seite 55, ist als Dialog in der
dritten Iteration implementiert worden. Sie lässt sich über die Schaltfläche „Legend“ (Menü-
Leiste) oder über den Sprachbefehl „Legend“ öffnen. In der linken Seite des Dialogs wird
der Ausschnitt einer mit Getaviz erstellten Bildschirmaufnahme gezeigt. Auf der rechten
Seite befinden sich Erklärungen für die Farben und die codierten Metriken. Der Dialog kann
analog zu den anderen Dialogen verschoben und wieder geschlossen werden.
„About“-Dialog Der „About“-Dialog ist ebenfalls in der dritten Iteration entstanden. Er
bietet, wie in Abbildung 4.29 auf Seite 56 zu sehen ist, eine kurze Erklärung zu GMR,
Getaviz und der Stadtmetapher. Des Weiteren werden weiter unten Personen erwähnt, deren
Arbeit in GMR verwendet wird. Dazu zählen unter anderem Grafiker, die die verwendeten
Icons erstellt haben, sowie Entwickler mit dessen Werkzeug die Sprachausgabe des Tutorials
gebaut wurde. Auch dieser Dialog kann analog zu den anderen Dialogen verschoben und
wieder geschlossen werden.
4.3.2 Bekannte Probleme
Quelltext-Dialog Die Einschränkung auf 80 Zeichen pro Zeile wird von dem JUnit 4.12
Quelltext nicht erfüllt. Deswegen sind alle Zeichen dahinter im Quelltext-Dialog nicht mehr
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Abbildung 4.27: Der Filter-Dialog zum Zeitpunkt der dritten Evaluation ist mit einer Anmer-
kung versehen, dass Änderungen keine Auswirkung auf das Modell haben.
Abbildung 4.28: Die Legende ist in der dritten Iteration neu dazugekommen und erklärt dem
Nutzer die Farben und codierten Metriken.
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Abbildung 4.29: Der „About“-Dialog ist in der dritten Iteration für die Veröffentlichung im
Microsoft Store implementiert worden.
lesbar. Außerdem funktioniert die eigengeschriebene Syntaxhervorhebung, die nicht auf dem
abstrakten Syntaxbaum sondern auf Basis von Zeichenketten arbeitet, für heterogenen Quell-
text nicht sonderlich gut. So wird zum Beispiel das Wort „public“ auch in einem Kommentar
hervorgehoben.
Möglichkeitenbegrenzung im Tutorial Für das interaktive Tutorial wurde versucht,
dem Nutzer nur die Funktionen zur Verfügung zu stellen, die für die aktuelle Aufgabe rele-
vant sind. Dies war insbesondere bei den Komponenten von Dritten schwierig zu realisieren
und konnte in der dritten Iteration nicht vollständig umgesetzt werden. Ein Beispiel ist die
Aufgabe, in der der Nutzer, die Rotation des Modells ändern soll. Der Begrenzungsrahmen
im Navigations-Modus bietet dabei sowohl die runden Griffe für die Rotation als auch die
eckigen Griffe für die Skalierung an.
4.3.3 Ergebnisse
Die Ergebnisse der dritten und finalen Evaluation waren äußerst positiv. Zu Beginn wurden
die Probanden aufgefordert, das Tutorial zu absolvieren. Die Tutorial-Aufgaben waren für
alle Probanden ohne Rückfragen lösbar. Alle Nutzer fanden das Tutorial gut strukturiert und
leicht verständlich. Es war deutlich zu erkennen, wie das Tutorial den Probanden half, die
Folgeaufgaben zu lösen.
Insbesondere der Umgang mit den Dialogen verbesserte sich deutlich. Probanden mussten
die Dialoge nicht mehr suchen und konnten diese nach ihren Wünschen platzieren. Die Le-
gende half, einige Fragen bezüglich der Metriken bei den fachlichen Aufgaben zu vermeiden.
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Durch den Toleranzbereich war es für Probanden einfacher, Gebäude anzuvisieren, die so-
wohl dünn als auch hoch sind. Sie merkten allerdings an, dass das Anvisieren von kleinen,
dünnen Gebäuden nach wie vor schwierig ist.
Einige der Probanden bemängelten die lange Verzögerungen bei der Sprachsteuerung von
über zwei Sekunden. Dies fiel insbesondere bei dem Sprachbefehl „Down“ auf. Alle Pro-
banden hielten fest, dass die Sprachsteuerung funktioniert, sie sie aber trotzdem eher nicht
verwenden würden. Dies hänge nicht mit der Verzögerung zusammen sondern liege daran,
dass sie Sprachsteuerung auch an anderen Endgeräten, wie zum Beispiel Smartphones, nicht
mögen.
Den „About“-Dialog bewerteten die Probanden als zweckgemäß. Einige Probanden waren












Listing 5.1: Eine Quaderdefinition in A-Frame.
1 {
2 "id" : "ID_2630324bb4a700569d3bc334a5fc9182768adc18" ,
3 "qualifiedName" : "org.junit.rules.RunRules.applyAll(org.junit.runners.model.Statement,java.lang.Iterable,org.junit.
runner.Description)" ,
4 "name" : "applyAll" ,
5 "type" : "FAMIX.Method" ,
6 "modifiers" : "private,␣static" ,
7 "signature" : "org.junit.runners.model.Statement␣applyAll(Statement,␣Iterable,␣Description)" ,
8 "calls" : "ID_4753b2e86fce1eca72cf830a1d7ae994e7c6deee" ,
9 "calledBy" : "ID_cf042b9db67fbbab4ded6155d986b5e2a6158ed4" ,
10 "accesses" : "" ,
11 "belongsTo" : "ID_508ec33c01ebd9e60b5e0e6f60d1d5137afb9ac2"
12 }
Listing 5.2: Beispiel-Metadaten zu einer Methode in JUnit 4.12.
5 Implementierung
Im Kapitel „Evaluationen“ wurde die Anwendung aus Nutzersicht vorgestellt. Nun werden
die technischen Details hinter den entsprechenden Funktionen aufgezeigt. Dabei wird ein
Einblick in das Datenmodell und in den Quelltext gegeben.
5.1 Import
5.1.1 Datenformat
Getaviz transformiert für die Visualisierung ein Softwareartefakt in zwei Dateien: Die mo-
del.html sowie eine metaData.json. Die model.html enthält die Darstellungsinformationen
für A-Frame. Diese beinhaltet neben Szenen- und Kameraattributen eine Liste von Quadern.
Die HTML-Definition für einen solchen Quader zeigt Listing 5.1 auf Seite 58. Es werden
beim Import alle Attribute außer shader und flat-shading verwendet. position sowie width,
height, depth und color werden für die Darstellung des Elements übernommen. Die id ist
eine Referenz zu den Metadaten.
Die metaData.json besteht aus einer Liste von Metadaten. Ein Metadaten-Eintrag hat bis zu
vierzehn Attribute, wobei diese nie alle in einem Eintrag vorkommen. Während Metadaten
für Methoden Attribute wie calledBy oder calls haben, haben Einträge für Klassen Attribute
wie subClassOf oder superClassOf. Ein Beispieleintrag aus JUnit 4.12 ist in Listing 5.2 auf






5 public class TransformAndColorInformation
6 {
7 public Vector3 Position { get; private set; }
8
9 public Vector3 Scale { get; private set; }
10





Listing 5.3: Die Klasse der Objekte, die beim HTML-Import entstehen.
5.1.2 Algorithmus
Für den Import der HTML-Datei wurde folgender Pseudoalgorithmus verwendet:
1. Entferne alle Zeilen vor und hinter der Quaderliste.
2. Nutze einen XML-Parser, um die Quaderliste einzulesen:
a) Parse die HTML-Attribute in U3D-Datentypen.
b) Speichere das Ergebnis in einer Map, sodass schnell über die ID auf das Element
zugegriffen werden kann.
Als XML-Parser wurde System.Xml.Linq verwendet. Ergebnis des Parsing-Prozesses ist eine
Map, die als Schlüssel die ID verwendet. Der entsprechende Wert dazu ist eine Instanz der
Klasse TransformAndColorInformation. Die Definition dieser Klasse ist in Listing 5.3 auf
Seite 59 zu sehen.
Für den JSON-Import wurde die JsonUtility von Unity um ein Werkzeug zur Array-Dese-
rialisierung erweitert. Ergebnis des Imports ist wieder eine Map, die IDs als Schlüssel ver-
wendet. Der entsprechende Wert ist ein Objekt der Klasse MetaData. Diese enthält die oben
genannten möglichen vierzehn Attribute. Eine Auflistung aller Attribute ist in der Definition
der Klasse ist in Listing 5.4 auf Seite 60 zu sehen.
5.2 Platzierung
Ursprünglich wurde vom Autor dieser Arbeit angenommen, dass die räumliche Zuordnung
der HL ein äußerst mächtiges Werkzeug für die Platzierung des Modells sein würde. Es







6 public class MetaData
7 {
8 public string id;
9 public string qualifiedName;
10 public string name;
11 public string type;
12 public string modifiers;
13 public string signature;
14 public string calls;
15 public string calledBy;
16 public string accesses;
17 public string belongsTo;
18 public string declaredType;
19 public string accessedBy;
20 public string subClassOf;
21 public string superClassOf;
22 }
23 }
Listing 5.4: Die Klasse der Objekte, die beim JSON-Import entstehen.
zu finden. Außerdem wurde vermutet, dass es möglich sein könnte, Größe und Ausrichtung
des Modells durch die räumliche Zuordnung zu bestimmen. Nach Betrachtung der ersten
Gitternetzlinien und dem Kennenlernen der dazugehörigen Programmierschnittstelle (engl.
API) zeigte sich allerdings, dass es einige Herausforderungen zu lösen gibt: Die größte und
schwerwiegendste war, dass die erzeugten Gitternetzlinien Löcher enthielten und glatte Flä-
chen, wie zum Beispiel ein Tisch, oft als sehr uneben wahrgenommen wurden. Dies kann
in Abbildung 4.9 auf Seite 33 nachvollzogen werden. Es war anzunehmen, dass es mög-
lich ist, Lösungen dafür zu implementieren. Allerdings wurde gerade in der ersten Iteration
der Fokus darauf gelegt, möglichst viele der funktionalen Anforderungen umzusetzen, damit
diese in den Evaluationen ausgewertet werden können. So entstand zu Beginn ein sehr einfa-
cher Ansatz: Von der Brille ausgehend wird ein Strahl nach vorne in den Raum geschossen.
Wenn dieser Strahl nicht auf das Raum-Mesh trifft, wird keine Platzierung angeboten. An-
genommen also der Strahl trifft das Raum-Mesh an einem Punkt, so hat dieser Punkt einen
Normalenvektor. Nun wird überprüft, ob dieser Normalenvektor nach oben zeigt, wobei ein
Toleranzbereich mit einbezogen wird. Der entsprechende Quelltext findet sich in Listing 5.5
auf Seite 61. Die Toleranzschwelle this.tolerance wurde auf 0.3f gesetzt.
Dieser Ansatz sorgte dafür, dass die Platzierung auf einem Tisch möglich war. In der ersten
Evaluation stellte sich heraus, dass dieser Algorithmus für GMR vollkommen ausreicht. Kei-
ner der Probanden hatte Probleme, das Modell auf dem Tisch zu platzieren. Und durch die
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1 private bool HitPointNormalPointsUpward(Vector3 hitPointNormal)
2 {
3 bool xIsSmallEnough = Mathf.Abs(hitPointNormal.x) < this.tolerance;
4 bool zIsSmallEnough = Mathf.Abs(hitPointNormal.z) < this.tolerance;
5 bool yIsPositive = hitPointNormal.y > 0f;
6
7 return xIsSmallEnough && zIsSmallEnough && yIsPositive;
8 }
Listing 5.5: Algorithmus zur Bestimmung, ob ein Punkt ein valides Platzierungsziel ist.
Möglichkeit, Position, Größe und Rotation im Nachhinein anzupassen, vermisste auch kei-
ner der Probanden eine Logik für das automatische Bestimmen von Größe und Ausrichtung.
Somit wurde nach der ersten Evaluation beschlossen, diese Implementierung beizubehalten
und andere Herausforderungen zu priorisieren.
5.3 Navigation
Um dem Nutzer zu ermöglichen, das Modell zu verschieben, zu skalieren und zu rotieren,
wurden Komponenten aus dem HTK eingesetzt. Die Komponente HandDraggable.cs sorgt
dafür, dass ein Objekt per TuH beliebig im Raum platziert werden kann. Die Komponen-
te BoundingBoxRig.cs bietet den Begrenzungsrahmen, der Rotation und Skalierung ermög-
licht. Später wurden die runden und eckigen Griffe des Begrenzungsrahmens noch vergrö-
ßert, um dem Nutzer das Anvisieren zu vereinfachen. Die Umsetzung erfolgte auf Basis des
Blog-Eintrags von Nischita (2018). Als alternative Lösung für das schwierige Anvisieren
der Griffe empfiehlt McCrary in seinem Blog, zwischen unterschiedlichen Transformatio-
nen mittels Schaltflächen oder Sprachbefehlen umzuschalten. Auf diese Weise vereinfache
sich die Bedienung, da man nicht mehr die schwer anzuvisierenden Griffe benutzen müsse
(vgl. [McCrary 2017]).
5.4 Menü-Leiste
Bei nichttrivialen Anwendungen ist es notwendig, dem Nutzer eine Menü-Leiste zur Navi-
gation bereitzustellen. In Desktopapplikationen wird diese üblicherweise am oberen Fens-
terrand untergebracht. Webapplikationen nutzen oft den selben Ansatz.
Auf der HL ist das ein nichttriviales Problem, da die HL lediglich dreidimensionale Objekte
im world space anzeigen kann. Es wäre möglich, eine Oberfläche zu definieren, die sich
immer an Position und Rotation der Kamera orientiert, um den selben Bereich im Sichtfeld
des Nutzers einzunehmen. Es hat sich allerdings gezeigt, dass dabei ein starkes Ruckeln
entsteht. Dies liegt vermutlich an einer zeitlichen Verschiebung zwischen dem Messen der
Sensoren und der Anzeige des Bildes. Ein weiteres Problem mit diesem Ansatz ist, dass der
Nutzer nicht mehr das Anvisieren der HL nutzen kann, um auf die Menü-Leiste zu klicken,
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Abbildung 5.1: Die AB zum Zeitpunkt der ersten Evaluation konnte häufig nicht gelesen
werden. In der Abbildung steht die AB nahezu orthogonal zur Kamera.
da diese sich nie im Zentrum des Sichtfeldes befinden würde. Es wäre somit ausschließlich
Sprachsteuerung möglich.
Mit dem HTK wird eine Komponente namens AppBar (AB) ausgeliefert. Die AB ist eine
Menü-Leiste aus quadratischen Schaltflächen, die sich an ein dreidimensionales Objekt an-
fügen lässt. Die AB ist so konzipiert, dass sie immer an der Fläche angebracht ist, die dem
Nutzer zugewandt ist. Standardmäßig bietet sie drei Schaltflächen:
1. Minimieren der AB.
2. Transformieren des zugehörigen Objekts.
3. Entfernen des zugehörigen Objekts aus der Szene.
Die Funktion für die Minimierung ist für GMR uninteressant, da Schaltflächen für die Fil-
terfunktion oder die Legende jederzeit verfügbar sein sollten. Eine weitere Nutzerinteraktion
zwischenzuschalten, würde den Ablauf verlangsamen. Die Funktion zum Entfernen ist eben-
falls nicht gewollt, da das Modell einmalig erstellt wird und danach nicht gelöscht werden
soll.
Die Probanden zeigten sich hinsichtlich der AB in den ersten beiden Evaluationen unzufrie-
den. Weitere Details dazu finden sich im Abschnitt „Erste Evaluation“ auf Seite 26 sowie im
Abschnitt „Zweite Evaluation“ auf Seite 38. In Abbildung 5.2 auf Seite 63 ist dargestellt, wie
die AB gelegentlich mit dem Rücken zum Nutzer zeigt. Abbildung 5.1 auf Seite 62 zeigt,
dass durch die Ausrichtung der AB, diese nicht immer lesbar beziehungsweise anvisierbar
ist.
Nach der zweiten Evaluation wurde die Entscheidung getroffen, die AB auszutauschen. Die
eigene Lösung, genannt MenuBar (MB), imitiert das Aussehen der AB. Allerdings wurde
die Logik komplett ausgetauscht. Folgende Schritte wurden implementiert:
Berechnen der Hülle Zuerst musste die Hülle des Modells berechnet werden, damit die
MB dem Modell korrekt folgen kann. Dafür wurde die BoxCollider-Komponente von U3D
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Abbildung 5.2: Die AB zum Zeitpunkt der ersten Evaluation zeigt manchmal mit dem
Rücken zum Nutzer.
verwendet. Angefangen bei einer leeren Hülle wurde iterativ jede Hülle von Kindobjekten in
die Hülle integriert. Das Ergebnis ist eine Hülle, die alle Kindhüllen enthält.
Berechnung der Position Basierend auf der Hülle wird der Punkt mit dem kleinsten
Abstand zur Kamera gesucht. Dabei werden die Punkte betrachtet, die genau in der Mitte
zweier angrenzender Hüllenecken liegen. Das Ganze wird im Zweidimensionalen betrach-
tet. Der Y-Wert wird am Ende vom Modell übernommen. Da die MB nicht in das Modell
hineinragen soll, wurde ein Abstand festgelegt.
Exakter ausgedrückt: Sei m = (m1,m2,m3) ∈ R3 das Zentrum der Hülle, h0,1,2,3 ∈ R3 ihre
oberen Eckpunkte und k ∈ R3 die Position der Kamera. Dann ist x = (x1,x2,x3) ∈ {hn +
(h(n+1) mod 4− hn)} mit n ∈ {0,1,2,3}, wobei |x− k| minimal ist. Die endgültige Position
x f = (x f1,x f2,x f3) ∈ R3 berechnet sich mittels des Abstandmultiplikators d ∈ R wie folgt:
~v = (x1,x3)− (m1,m3)




(x f1,x f3) = (x1,x3)+d ∗
#       »vnorm
x f2 = m2
Animation Da das Sichtfeld der HL sehr klein ist, kann es passieren, dass Nutzer Objekte,
die ihre Position ändern, nicht mehr finden können. Bei diesem Problem können Animatio-
nen Abhilfe schaffen. Für die MB ist das insbesondere dann relevant, wenn zwischen zwei
der vier möglichen Positionen gewechselt wird. Hierfür wurde eine U3D-Coroutine imple-
mentiert, die die Position stückweise über mehrere Schleifendurchgänge anpasst.
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Abbildung 5.3: Der finale Stand der Menü-Leiste ähnelt im Aussehen der AB, bringt aber
zahlreiche Verbesserungen.
Ausrichtung zur Kamera Um sicherzugehen, dass der Nutzer aus jeder Perspektive mit
der MB arbeiten kann, wurde eine Komponente namens AlwaysAimAtCamera.cs geschrie-
ben, die die MB immer in Richtung Kamera zeigen lässt. Der Abstand zum Modell wurde
noch etwas erhöht, sodass die MB bei einer Rotation von 90◦ um die Y-Achse nur geringfü-
gig in das Modell hineinragt. Ein größerer Abstand war nicht sinnvoll, da andernfalls Modell
und MB nicht zusammen in das Sichtfeld der HL passen würden.
Den finalen Stand der MB zeigt Abbildung 5.3 auf Seite 64. Dabei ist die MB zum Nutzer
hin ausgerichtet, verdeckt aber nicht das Modell.
5.5 Dialoge
Dialoge in MR umzusetzen, stellte eine besondere Herausforderung dar. Der iterative Prozess
wurde in Sektion 4 auf Seite 26 ausführlich beleuchtet. Nun sollen die Umsetzungen aus
technischer Sicht vorgestellt werden. Außerdem soll eine Einschätzung gegeben werden,
welche Dialoge für welche Anwendungsfälle geeignet sind.
5.5.1 Logiken für die Positionierung
Im Rahmen der Arbeit wurden drei verschiedene Logiken für die Positionierung umgesetzt.
Der erste Ansatz sah vor, dass der Dialog immer an der selben Stelle des Sichtbereiches
gehalten wird. Mit dieser Logik wurde der Ladeindikator versehen. In einer Variante wurde
die Höhe des Dialogs überschrieben, sodass der Nutzer den Kopf neigen und heben konn-
te, ohne dass ihm der Dialog folgte. Dieser Ansatz wurde für den Filter-Dialog eingesetzt.
Der entprechende Quelltext für diesen Ansatz ist in Listing 5.6 auf Seite 65 einzusehen. Es
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1 private void PlaceInFront ()
2 {




7 forward.y = 0;
8 }
9
10 this.transform.position = Camera.main.transform.position + this.
distanceToCamera * forward;
11 }
Listing 5.6: Der Algorithmus sorgt dafür, dass ein Dialog immer an der selben Stelle im
Sichtbereich angezeigt wird.
zeigte sich beim Aufsetzen der HL, dass diese Lösung keine gute Nutzererfahrung bietet.
Es war nicht die grundsätzliche Logik sondern die technischen Einschränkungen, die die-
se Lösung unpraktikabel machten. Denn alle Dialoge, die mit dieser Komponente versehen
wurden, flackerten deutlich bei schnelleren Kopfbewegungen. Es lässt sich vermuten, dass
die Bildwiederholungsrate nicht mit der Frequenz des Trägheitsmessgeräts übereinstimmt.
Der zweite Ansatz ist dem ersten sehr ähnlich, allerdings werden dabei die Bildwiederho-
lungsrate und die Frequenz des Trägheitsmessgeräts entkoppelt. Die Komponente stammt
aus dem HTK und heißt SolverRadialView.cs. Das Verhalten lässt sich wie folgt beschrei-
ben: Bewegt der Nutzer den Kopf, wird der Abstand zwischen dem Dialog und der Sicht-
geraden des Nutzers berechnet. Übersteigt der Abstand eine bestimmte Grenze, wird eine
U3D-Coroutine aktiviert, die die Position über mehrere Durchläufe der Ereignisschleife wie-
der anpasst. Am Ende des Vorgangs liegt der Dialog wieder innerhalb des zugelassenen Be-
reichs. Durch die U3D-Coroutine-Animation erfolgt die Bewegung des Dialogs asynchron
und hängt damit nicht mehr von der Frequenz des Trägheitsmessgeräts ab. Dieser Ansatz
wird in der finalen Version von GMR für den Ladeindikator sowie für den Tutorial-Dialog
verwendet. Er funktioniert besonders gut für kleinere Dialoge.
Der dritte Ansatz eignet sich für größere Dialoge. Die Position im Raum wird festgesetzt
und lässt sich nur durch TuH anpassen. So wäre es auch denkbar, mehrer Dialoge gleich-
zeitig offen zu haben, die der Nutzer nach Belieben um sich herum platzieren kann. Für
die Bewegung eines Dialogs durch TuH wird – wie für die Navigation – die Komponente
HandDraggable.cs aus dem HTK eingesetzt.
5.5.2 Logiken für die Ausrichtung
Für die Ausrichtung eines Dialogs wurde bereits in der ersten Iteration eine einfache aber
wirkungsvolle Lösung gefunden. Mittels einer 15-zeiligen Komponente, zu sehen in Listing




3 public class AlwaysAimAtCamera : MonoBehaviour
4 {





10 private void AdjustRotationToCameraPosition ()
11 {
12 this.transform.LookAt(Camera.main.transform);
13 this.transform.Rotate(new Vector3(0, 180, 0));
14 }
15 }
Listing 5.7: Der Algorithmus sorgt dafür, dass ein Dialog immer zur Kamera zeigt.
sung wurde später auch für die Menü-Leiste verwendet. Durch sie ist es möglich, dass der
Nutzer mit den Dialogen von jeder Position aus interagieren kann. Interessanterweise nutzt
Microsoft im HL-Betriebssystem eine andere Lösung. Dort behalten die Fenster ihre Aus-
richtung solange bei, bis TuH auf die Fenster angewandt wird. Dieser Ansatz wurde vom
Autor der Arbeit während der Implementierung eher als unpraktisch wahrgenommen. Waren
mehrere Fenster geöffnet, mussten diese erst mittels TuH zum Nutzer gedreht werden, um
zu entscheiden, ob diese geschlossen werden sollten oder nicht.
5.5.3 Öffnen eines Dialogs
Ursprünglich wurde angenommen, dass es praktikabel sein könnte, die Dialoge auf Kopf-
höhe des Nutzers zu öffnen. Es stellte sich allerdings heraus, dass die Dialoge außerhalb
des Sichtbereichs lagen, denn die Probanden standen und schauten auf das Modell auf dem
Tisch vor sich. Häufig bemerkten die Nutzer gar nicht, dass sich ein Dialog geöffnet hatte.
Nach der ersten Evaluation wurde eine Animation implementiert, die im Falle des Quelltext-
Dialogs bei einem der Gebäude begann und wiederum auf Kopfhöhe des Nutzers endete.
Viele der Probanden nahmen die Animation nicht wahr, da sie ihre Aufmerksamkeit auf die
Klick-Geste lenkten, um den Dialog zu Öffnen. Als letzter Ansatz wurde entschieden, dass
der Dialog sich im Sichtfeld des Nutzers öffnen soll, selbst wenn der Dialog sich dann mit
dem Modell überschneidet. Dieser Ansatz funktioniert äußerst gut. Die Probanden sahen den
Dialog auf Anhieb und ordneten ihn mittels TuH an einer neuen Stelle an.
5.6 Toleranzbereich
Die Stadtmetapher eignet sich sehr gut, um Klassen mit bestimmten Charakteristiken zu
erkennen. Zum Beispiel fallen dünne aber sehr hohe Gebäude schnell ins Auge. In JUnit 4.12
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gibt es die zentrale Klasse Assert, die alle Funktionen für Vergleiche zur Verfügung stellt.
Eine Klasse, die außerordentlich viele Methoden enthält, sollte im Normalfall vermieden
werden. Im Falle von JUnit lässt sich diese Entscheidung damit begründen, dass mit einer
einzigen Klasse nur ein statischer Import bei der Einbindung vorgenommen werden muss.
Das zu Assert gehörige Gebäude lässt sich deutlich in Abbildung 5.3 auf Seite 64 erkennen.
In den Evaluationen stellte sich heraus, dass das Anvisieren von dünnen Gebäuden gerade
unerfahrenen Nutzern sehr schwer fällt. Um dieses Problem zu adressieren, wurde in der
letzten Iteration ein Algorithmus für einen Toleranzbereich implementiert.
Der Algorithmus sorgt dafür, dass das Gebäude immer noch hervorgehoben wird, wenn es
einmal anvisiert wurde und der Nutzer in einem bestimmten Abstand neben das Gebäude
blickt. Dieses Verhalten ist in Abbildung 4.24 auf Seite 53 erkennbar. Der Algorithmus ist nur
anwendbar, wenn die Sichtgerade kein anderes Gebäude beziehungsweise keinen anderen
Distrikt trifft. Auf folgende Weise wird der Toleranzbereich bestimmt:
Sei k ∈ R3 die Position der Kamera und t ∈ R3 der Mittelpunkt eines Gebäudes oder eines
Distrikts. Dann ist |t−r|= d ∈R der Abstand von k zu t. Nun wird mittels des normalisierten
Sichtvektors #»s mit |s|= 1 ein Punkt a nahe des Gebäudes berechnet:
a = k+ #»s ∗d
Als nächstes wird der Abstand r ∈ R von a zum Gebäude berechnet. Dafür wird die U3D-
Funktion Collider.ClosestPoint(Vector3 position) auf dem collider des Gebäudes verwendet.
Ist r kleiner als der empirisch bestimmte Wert 0,03, wird das Gebäude weiterhin hervor-
gehoben. Dieser Weg der Berechnung ist lediglich eine Approximation. Der dazugehörige
Quelltext findet sich in der Datei ColorChangeOnHover.cs.
Eine einfachere und genauere Bestimmung könnte erfolgen, indem ein zweiter collider de-
finiert wird, der etwas größer ist als der erste. Verlässt die Sichtgerade den inneren collider,
kann geprüft werden, ob diese sich noch immer im äußeren collider befindet.
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6 Bewertung, Zusammenfassung und Ausblick
6.1 Bewertung
In Kapitel 4 wurde aufgezeigt, dass sowohl die funktionalen Anforderungen als auch die
Ziele für die einzelnen Iterationen erreicht werden konnten. Im Folgenden wird erläutert, ob
die nichtfunktionalen Anforderungen erfüllt wurden.
/NF1/ Stil der Metapher Der Stil der Metapher wurde analog zu dem Stil von Getaviz
umgesetzt. Nachvollziehen lässt sich das, indem Abbildung 4.20 auf Seite 50 mit Abbildung
2.4 auf Seite 7 verglichen wird.
/NF2/ Stil der Benutzungsoberfläche Der Stil der Benutzungsoberfläche wurde kon-
sistent zu dem Stil des HL-Betriebssystems umgesetzt. Abbildung 2.16 auf Seite 19 zeigt den
vom HL-Betriebssystem vorgegebenen Stil. GMR nutzt ebenfalls die kachelförmigen Schalt-
flächen und den bläulich-silbrigen Hintergrund. Deutlich zu erkennen ist das zum Beispiel
an der Menü-Leiste, zu sehen in Abbildung 5.3 auf Seite 5.3.
/NF3/ Unterstützung HL-unerfahrener Nutzer In den Evaluationen hat sich her-
ausgestellt, dass der Einstieg in das Arbeiten mit der HL nicht trivial ist. Zum einen liegt
das daran, dass sich Nutzer mit den Konzepten der HL vertraut machen müssen. Sie müs-
sen lernen, die Gesten korrekt und im Sensorbereich der HL auszuführen. Insbesondere TuH
hat einige Probanden sehr gefordert, da die Hand permanent vor der Brille gehalten werden
musste. Zum anderen werden die Nutzer mit den Benutzungsoberflächen eines holographi-
schen Computers vor neue Herausforderungen gestellt. Das Konzept „Dialog“ musste zum
Beispiel oft überarbeitet werden, da Nutzer Schwierigkeiten damit hatten.
Neben den vielen kleineren Änderungen an dem Verhalten der Dialoge, deren Größe oder
deren Inhalten, adressiert vor allem das Tutorial dieses Problem. Das Tutorial verbesserte die
Rückmeldung der Probanden deutlich. Trotzdem zeigte sich, dass einige Hürden, die durch
die neue Technologie kommen, wie zum Beispiel die Gesten, immer noch auftreten. Einige
Probanden wünschten sich, dass die Gesten in der Applikation nochmals erklärt werden.
/NF4/ Flüssige Darstellung Während des Entwicklungsprozesses und der Evaluatio-
nen sind keine Probleme hinsichtlich der Performanz festgestellt worden.
/NF5/ Installation auf einer beliebigen HL Die Installation von GMR ist über den
Microsft Store auf jeder HL möglich. Der entsprechende Eintrag findet sich unter der fol-
genden URL: https://www.microsoft.com/de-de/p/getaviz/9mx6v3dt7p3s.
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/NF6/ Sprache Sowohl die Texte, die Sprachausgabe als auch die Sprachbefehle sind in
Englisch gehalten.
/NF7/ Rechtliche Gegebenheiten Es wurde sichergestellt, dass alle Inhalte von Drit-
ten für eine kostenlose Veröffentlichung verwendet werden dürfen. Wenn gewünscht, wurden
die Dritten im „About“-Dialog genannt.
6.2 Zusammenfassung
Mit der Veröffentlichung des ersten portablen, nicht kabelgebundenen holographischen Com-
puters, der HL, brachte Microsoft ein spannendes Gerät auf den Markt, das völlig neue Kon-
zepte für die Mensch-Computer-Interaktion liefert. In dieser Arbeit wurde eine Benutzungs-
oberfläche für das Softwareanalyse-Werkzeug Getaviz auf der Microsoft HL umgesetzt. Da-
für wurde speziell die Stadmetapher gewählt, da das Konzept „Stadt“ allen Nutzern bekannt
ist. Sie schafft Wiedererkennungswert und bietet eine einfache allgemeinsprachliche Termi-
nologie. Der Entwicklungsprozess wurde in drei Iterationen gegliedert, die jeweils mit einer
Evaluation abgeschlossen wurde. An jeder Evaluation nahmen fünf Probanden teil, die un-
terschiedliche Vorerfahrungen im Bereich der Softwareentwicklung mitbrachten. Durch die
Evaluationen konnten nach jeder Iteration neue Ziele für die nächste Iteration definiert wer-
den. Die entstandene Applikation GMR ist über den Microsoft Store verfügbar und lässt sich
somit schnell und einfach auf einer HL installieren.
Der Evaluations-Prozess, angelehnt an agile Softwareentwicklungsprozesse, liefert Anhalts-
punkte für zukünftige Projekte. Verschiedene Herausforderungen wurden durch die Rück-
meldung der Probanden deutlich. Das Konzept „Dialog“ wurde zum Beispiel mehrmals über-
arbeitet. Es stellte sich heraus, dass eine feste Position im Raum erwünscht ist, der Nutzer
die Position im Nachhinein allerdings anpassen will. Dialoge sollten immer zum Nutzer zei-
gen, damit dieser sie zu jedem Zeitpunkt verwenden kann. Außerdem muss darauf geachtet
werden, dass die Dialoge sich im Sichtfeld des Nutzers öffnen, damit er diese nicht suchen
muss.
6.3 Ausblick
6.3.1 Weiterentwicklung von GMR
Als Prototyp für eine Portierung von Getaviz auf MR-fähige Geräte, war es ursprünglich
nicht angedacht, GMR nach Abschluss dieser Arbeit weiterzuentwickeln. Trotzdem sollen
im Folgenden einige Anregungen für die Erweiterung und die Verbesserung von GMR ge-
geben werden.
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Unterstützung mehrerer Modelle Aktuell unterstützt GMR nur das Modell von JU-
nit 4.12. Sowohl das Modell als auch der Quelltext von JUnit 4.12 liegen beim Bauen der
Anwendung im Applikationsordner. GMR könnte erweitert werden, um auch andere Modell
betrachten zu können. Es wäre zum Beispiel möglich, das Modell sowie den Quelltext über
eine Web-Schnittstelle zu laden.
Filter-Dialog mit Logik versehen Der Filter-Dialog, der aktuell keinen Einfluss auf
die Darstellung des Modells ausübt, könnte erweitert werden, sodass nur der im Filter aus-
gewählte Knoten angezeigt wird.
Möglichkeitenbegrenzung im Tutorial Die Möglichkeiten des Nutzers sind im Tutori-
al noch nicht vollständig auf die zu lösenden Aufgaben eingeschränkt. Um dies zu erreichen,
müssen auch Komponenten von Dritten angepasst werden.
Verbesserung des Toleranzalgorithmus Der Toleranzalgorithmus ist lediglich eine
Approximation, die nicht immer das gewünschte Ergebnis liefert. Hier könnte ein neuer Al-
gorithmus Abhilfe schaffen. Ein entsprechender Ansatz wurde in Abschnitt 5.6 auf Seite 66
skizziert.
6.3.2 Allgemeiner Ausblick
Viele der Konzepte, die im Rahmen dieser Arbeit entwickelt wurden, gelten applikations-
übergreifend. Zukünftige Applikationen können unter anderem auf die Erkentnisse hinsicht-
lich Dialoge, Navigation und Nutzer-Rückmeldung zurückgreifen. So werden ungünstige
Ansätze schnell vermieden und bessere Ergebnisse in weniger Zeit erreicht.
Die Evaluationen zeigten, dass viele Probanden den Wiedererkennungswert des Konzepts
„Stadt“ insbesondere für die MR-Umsetzung schätzten. Die Erweiterung der Realität mit
der Visualisierung wirkte natürlich. Allerdings lassen sich die Erkenntnisse auch auf andere
Metaphern übertragen. Zum Beispiel die Variante der RDM, zu sehen in Abbildung 2.2 auf
Seite 5, die die Historie eines Systems auf einer Achse abbildet, könnte interessant sein. Legt
man die Visualisierung waagerecht in einen Raum kann der Nutzer den zeitlichen Verlauf
erkunden, indem er an der Visualisierung entlang läuft – vergleichbar mit einem Zeitstrahl
in einem Museum.
Trotz interessanter Erkenntnisse wirkte die HL auf viele Probanden prototypisch, insbeson-
dere wegen des kleinen Sichtfelds. Die Evaluationen zeigten, dass einige in der Softwareent-
wicklung erfahrene Probanden die HL daher nicht in der Praxis einsetzen würden. Außer-
dem schreckte auch der hohe Preis ab. Allerdings wurde zum aktuellen Zeitpunkt bereits die
zweite Version der HL angekündigt. Sie soll neben anderen Verbesserungen ein doppelt so
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großes Sichtfeld mit sich bringen. Außerdem bietet Microsoft dafür ein Abo-Modell an, so-
dass die finanzielle Hürde sinkt. Es bleibt abzuwarten, inwieweit dadurch die Praktikabilität




Liebe Teilnehmerin, lieber Teilnehmer,
vielen Dank, dass Sie sich Zeit für diese Evaluation nehmen! Zunächst gebe ich Ihnen eine
kurze Einführung in das Softwareanalyse-Werkzeug „Getaviz“. Danach mache ich Sie mit
der HoloLens aus dem Hause Microsoft vertraut. Sobald Sie sich damit wohl fühlen, stelle
ich Ihnen einige Aufgaben, die Sie mit Getaviz und der HoloLens lösen sollen. Zwischen
den Aufgaben stelle ich Ihnen einige Fragen und protokolliere die Antworten.
A.1.1 Getaviz
Getaviz ist ein Softwareanalyse-Werkzeug, das an der Universität Leipzig entwickelt wird.
Mit ihm ist es möglich, Softwareartefakte – in diesem Fall JUnit 4.12 – hinsichtlich ver-
schiedener Aspekte zu visualisieren. Für die HoloLens-Umsetzung wurde die sogenannte
„Stadtmetapher“ gewählt. Eine Veranschaulichung zeigt Abbildung A.1 auf Seite IX.
A.1.2 Stadtmetapher
Die Stadtmetapher codiert strukturelle Informationen und diverse Metriken in Anordnung
und Dimension der Gebäude. Im Folgenden soll eine kurze Übersicht gegeben werden:
Pakete Pakete werden als quadratische Bezirke dargestellt. Wenn ein Paket in einem an-
deren enthalten ist, befindet es sich in der Visualisierung über diesem.
Klasse Eine Klasse wird durch ein Gebäude dargestellt.
Anzahl der Methoden Je mehr Methoden eine Klasse enthält, um so höher ist das Ge-
bäude.
Anzahl der Attribute Die Anzahl der Attribute bestimmt die Breite eines Gebäudes. Die
Grundfläche eines Gebäudes ist immer quadratisch.
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Abbildung A.1: Ein Softwareartefakt visualisiert als Stadtmetapher in Getaviz.
A.2 Ablauf der ersten Evaluation
Aufgabe 1 Platzieren Sie die Visualisierung auf dem Tisch vor sich.
Frage 1 Wie sind Sie mit der Platzierung des Modells im Raum zurecht gekommen?
Aufgabe 2 Ändern Sie Größe, Ausrichtung und Position der Visualisierung, bis Sie der
Auffassung sind, einen optimalen Einblick in das Modell zu haben.
Frage 2 Wie sind Sie mit den Transformationen – Skalieren, Rotieren und Verschieben –
zurecht gekommen?
Aufgabe 3 Finden Sie die Klasse mit den meisten Methoden. Wie heißt sie?
Aufgabe 4 Finden Sie die Klasse mit den wenigsten Methoden. Wie heißt sie?
Aufgabe 5 Finden Sie die Klasse mit den meisten Attributen. Wie heißt sie?
Aufgabe 6 Finden Sie die Klasse mit den wenigsten Attributen. Wie heißt sie?
Aufgabe 7 Gibt es eine Gottklasse? Wenn ja, wie heißt sie?
X
Frage 3 Ist es schwierig, ein bestimmtes Element anzuvisieren? Wenn ja, auf welche Pro-
bleme sind Sie gestoßen?
Aufgabe 8 Filtern Sie nach dem Paket org.junit.validator.
Aufgabe 9 Betrachten Sie den Quelltext einer beliebigen Klasse.
Frage 4 Wie bewerten Sie die Filterfunktion?
Frage 5 Sind Ihnen sonstige Probleme aufgefallen?
Frage 6 Haben Sie Verbesserungsvorschläge für die Anwendung?
Frage 7 Denken Sie, dass Augmented Reality für die Softwarevisualisierung interessant
ist?
Frage 8 Ist die Stadtmetapher Ihres Erachtens nach für die Augmented Reality-Umsetzung
geeignet?
A.3 Ablauf der zweiten Evaluation
Aufgabe 1 Platzieren Sie die Visualisierung auf dem Tisch vor sich.
Frage 1 Wie sind Sie mit der Platzierung des Modells im Raum zurecht gekommen?
Aufgabe 2 Ändern Sie Größe, Ausrichtung und Position der Visualisierung, bis Sie der
Auffassung sind, einen optimalen Einblick in das Modell zu haben.
Frage 2 Wie sind Sie mit den Transformationen – Skalieren, Rotieren und Verschieben –
zurecht gekommen?
Aufgabe 3 Finden Sie die Klasse mit den meisten Methoden. Wie heißt sie?
Aufgabe 4 Finden Sie die Klasse mit den wenigsten Methoden. Wie heißt sie?
Aufgabe 5 Finden Sie die Klasse mit den meisten Attributen. Wie heißt sie?
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Aufgabe 6 Finden Sie die Klasse mit den wenigsten Attributen. Wie heißt sie?
Aufgabe 7 Gibt es eine Gottklasse? Wenn ja, wie heißt sie?
Frage 3 Ist es schwierig, ein bestimmtes Element anzuvisieren? Wenn ja, auf welche Pro-
bleme sind Sie gestoßen?
Aufgabe 8 Öffnen Sie das Filtermenü mittels des Sprachbefehls „Filter“.
Aufgabe 9 Filtern Sie nach dem Paket org.junit.validator.
Aufgabe 10 Schließen Sie das Filtermenü mittels des Sprachbefehls „Close“.
Frage 4 Wie bewerten Sie die Filterfunktion?
Aufgabe 11 Öffnen Sie den Quelltextdialog, indem Sie eine Klasse fokussieren und den
Sprachbefehl „Select“ nutzen.
Aufgabe 12 Benutzen Sie die Sprachbefehle „Up“ und „Down“, um in der Quelltextan-
zeige zu navigieren.
Aufgabe 13 Benutzen Sie nun die Klick-Geste, um in der Quelltextanzeige zu navigieren.
Aufgabe 14 Schließen Sie den Quelltextdialog indem Sie die Klick-Geste auf die Schalt-
fläche in der oberen rechten Ecke anwenden.
Frage 5 Wie bewerten Sie die Sprachsteuerung?
Frage 6 Finden Sie, eine Sprachsteuerung für die Vervollständigungsfunktion im Filter-
dialog würde einen Mehrwert darstellen?
Frage 7 Finden Sie, eine akustische Rückmeldung beim Drücken eines Buttons würde
einen Mehrwert darstellen?
Frage 8 Finden Sie, eine kollaborative Funktion würde einen Mehrwert darstellen?
XII
Frage 9 Fänden Sie ein Tutorial zu Beginn der Applikation sinnvoll? Wenn ja, wieso? Wie
sollte dieses Tutorial Ihrer Meinung nach aufgebaut sein? Welche Inhalte sollte es vermit-
teln?
Frage 10 Sind Ihnen sonstige Probleme aufgefallen?
Frage 11 Haben Sie Verbesserungsvorschläge für die Anwendung?
Frage 12 Denken Sie, dass Augmented Reality für die Softwarevisualisierung interessant
ist?
Frage 13 Ist die Stadtmetapher Ihres Erachtens nach für die Augmented Reality-Umsetzung
geeignet?
A.4 Ablauf der dritten Evaluation
Aufgabe 1 Absolvieren Sie das Tutorial.
Frage 1 Wie fanden Sie das Tutorial?
Aufgabe 2 Ändern Sie Größe, Ausrichtung und Position der Visualisierung, bis Sie der
Auffassung sind, einen optimalen Einblick in das Modell zu haben.
Frage 2 Wie sind Sie mit den Transformationen – Skalieren, Rotieren und Verschieben –
zurecht gekommen?
Aufgabe 3 Finden Sie die Klasse mit den meisten Methoden. Wie heißt sie?
Aufgabe 4 Finden Sie die Klasse mit den wenigsten Methoden. Wie heißt sie?
Aufgabe 5 Finden Sie die Klasse mit den meisten Attributen. Wie heißt sie?
Aufgabe 6 Finden Sie die Klasse mit den wenigsten Attributen. Wie heißt sie?
Aufgabe 7 Gibt es eine Gottklasse? Wenn ja, wie heißt sie?
XIII
Frage 3 Ist es schwierig, ein bestimmtes Element anzuvisieren? Wenn ja, auf welche Pro-
bleme sind Sie gestoßen?
Aufgabe 8 Öffnen Sie das Filtermenü mittels des Sprachbefehls „Filter“.
Aufgabe 9 Filtern Sie nach dem Paket org.junit.validator.
Aufgabe 10 Schließen Sie das Filtermenü mittels des Sprachbefehls „Close“.
Frage 4 Wie bewerten Sie die Filterfunktion?
Aufgabe 11 Öffnen Sie den Quelltextdialog, indem Sie den entsprechenden Sprachbefehl
nutzen.
Aufgabe 12 Navigieren Sie in der Quelltextanzeige.
Aufgabe 13 Schließen Sie den Quelltextdialog, indem Sie die Klick-Geste auf die Schalt-
fläche in der oberen rechten Ecke anwenden.
Aufgabe 14 Öffnen Sie den „About“-Dialog mittels des Sprachbefehls „About“.
Aufgabe 15 Lesen Sie den Inhalt im „About“-Dialog.
Aufgabe 16 Schließen Sie den „About“-Dialog.
Frage 5 Wie bewerten Sie den „About“-Dialog?
Aufgabe 17 Öffnen Sie die Legende.
Aufgabe 18 Lesen Sie die Legende.
Aufgabe 19 Schließen Sie die Legende.
Frage 6 Wie bewerten Sie die Legende?
Frage 7 Wie bewerten Sie die Sprachsteuerung?
XIV
Frage 8 Finden Sie, eine Sprachsteuerung für die Vervollständigungsfunktion im Filter-
dialog würde einen Mehrwert darstellen?
Frage 9 Finden Sie, eine kollaborative Funktion würde einen Mehrwert darstellen?
Frage 10 Sind Ihnen sonstige Probleme aufgefallen?
Frage 11 Haben Sie Verbesserungsvorschläge für die Anwendung?
Frage 12 Denken Sie, dass Augmented Reality für die Softwarevisualisierung interessant
ist?
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