INTRODUCTION
In this paper we explore the interrelationship between the theory of polynomial ideals and certain branches of analysis including multivariate approximation theory and linear partial differential equations. Specifically, we use the perturbation technique from analysis to study the codimension of a multivariate polynomial ideal.
Let K be a field. In this paper, K will often be the field ‫ރ‬ of complex w xŽ ww xx. numbers. We denote by K Z , . . . , Z resp. K Z , . . The algebraic multiplicity of the mapping F is defined to be the codimen-Ž . 
Ä Ž .
s 4 multiplicity of F is defined to be sup : g ‫ރ‬ . We may say that the ideal generated by p y , . . . , p y is a perturbation of the ideal IDEALS plicity of a polynomial mapping on ‫ރ‬ s agrees with its geometric multiplicw x ity. Arnold, Gusein-Zade, and Varchenko in 2, p. 85 indicated that the first detailed proof of this deep result was published in Palamodov's paper w x 23 . Now let us consider the general case. Given two polynomials p and q in w x K Z , . . . , Z , we say that q is a lower-order perturbation of p if q y p is 1 s a polynomial of degree less than deg p. Suppose I is an ideal in w x K Z , . . . , Z generated by polynomials p , . . . , p . We say that an ideal J 1 s 1 m is a lower-order perturbation of I if J is generated by q , . . . , q , where 1 m Ž w x. each q is a lower-order perturbation of p , j s 1, . . . , m see 5 . We are j j concerned with the relationship between I and J. In particular, we are Ž . Ž . interested in the relationship between codim I and codim J . Here is the idea behind the perturbation technique: The codimension of I might be Ž . difficult to compute, but the computation of codim J is easier. Thus one Ž . can gain some information about codim I through computing the codimension of the perturbed ideal J. The usefulness of the perturbation technique was demonstrated in the previous paragraph.
How is the theory of polynomial ideals related to approximation theory and linear partial differential equations? To answer this question, we need to consider differentiation on the ring of formal power series. Let ‫ގ‬ be the 
Ž .
Ž .
H
This result is also valid for any algebraically closed field of characteristic 0 Ž . see Section 2 .
Certain systems of linear partial differential and difference equations arise naturally from the study of multivariate approximation. In the following we give a brief description of this phenomenon. Let X be a nonempty w x finite set. Associate to each x g X a polynomial p g ‫ރ‬ Z , . . . , Z . For a 
Ž .
Ž On the other hand, the collection B B X could be arbitrary with no . Ž . w matroid structure . In contrast to 1.4 , de Boor and Ron in 5, Theorem x 6.6 gave the lower bound
BgB B X Ž . They also proved that equality holds for this special case if B B X is order-closed.
Ž . In this paper our main goal is to establish the lower bound in 1.5 for Ž . the general case where each p xgX is an arbitrary polynomial. In x order to achieve this goal, we discuss polynomial ideals of finite codimension in Section 2 and study the perturbation technique in connection with topological degree theory in Section 3. Section 4 is devoted to certain properties of polynomial mappings and algebraic functions. The results in Sections 2᎐4 are then used to establish the lower bound for the codimen-Ž . sion of I X . Finally, in Section 6, we investigate conditions under which Ž . equality holds in 1. 5 .
The major part of this work was done in 1989 and was reported in the conference ''Algebraic and Combinatorial Problems in Multivariate Approximation Theory'' organized by W. Dahmen gV V I w x When the coefficient field K s ‫,ރ‬ de Boor and Ron in 5 used another definition of multiplicity. For an isolated zero of I, the multiplicity space of I at , denoted M , is defined by the rule
, closed under differentiation see 5 .
I,
The dimension of M is called the multiplicity of I at . It was proved in
Thus, the two notions of multiplicity agree with each other. This assertion is also true if K is an algebraically closed field of characteristic 0. Now let us investigate the structure of I . By the Leibniz differentia-H tion formula, one can easily prove that for two polynomials p and q in
From this formula we see that e q g I if and only if q g M . This
shows that e M : I .
Since the sum on the left-hand side of the above inclusion relation is a Ž . Ž . direct one, its dimension is Ý I , which is dim I by Theorems [
gV V I
PERTURBATION OF POLYNOMIAL IDEALS
From now on the coefficient field K is taken to be the complex field ‫.ރ‬ w x Let I be an ideal of ‫ރ‬ Z , . . . , Z with finite codimension. Then the 1 s Ž . algebraic variety V V I is a finite set. A zero of I is called simple, if the multiplicity of I at is 1. The ideal I is said to be simple if all its zeros are simple. A lower-order perturbation J of I is said to be perfect, if J is Ž .
Ž . simple and codim J s codim I . In this section we investigate the possibility of perfect perturbation of polynomial ideals. Ž . Let us first recall some useful facts about topological degree theory w x Ž . from Lloyd's book 22 . Let s , . . . , be a continuously differen-1 n tiable mapping from ‫ޒ‬ n to ‫ޒ‬ n . Given a g ‫ޒ‬ n , the Jacobian determinant of at a is denoted by
where D denotes the partial derivative operator with respect to the jth 
Ž
. is an open set such that 0 f Ѩ⍀ and has finitely many zeros in ⍀, then
We consider now holomorphic mappings on ‫ރ‬ s . The norm in ‫ރ‬ s is defined by the rule
A holomorphic mapping from an open set ⍀ : ‫ރ‬ s to ‫ރ‬ s can also be viewed as a mapping from an open subset of ‫ޒ‬ n to ‫ޒ‬ n , where n s 2 s. In 
The following important theorem will be used frequently. 
s , . . . , g B 0 , consider the perturbation of given by and the ideal J generated by q , . . . , q have the following properties:
Ž . 
R R
On the other hand, the ideal J generated by q , . . . , q has codimension 1 s B a , 0 s d , B a , 0 , i.e., ind , a s ind , a . r r Ž . Ž . It has been verified that satisfies all the three properties in 3.4 ᎐ 3.6 , so the proof of Theorem 3.1 is complete. 
Ž . Ž .
Of particular interest is a special case of 
It is essential in Corollary 3.3 to assume that I is generated by homogew x neous polynomials. For instance, let I be the ideal in ‫ރ‬ Z , Z generated Ž .
for 
Then q is a lower-order perturbation of Z ␣ for every ␣ g A. Let J be ␣ Ä 4 the ideal generated by q : ␣ g A . It can be easily proved that J is a ␣ perfect perturbation of I. In other words, every ideal of finite codimension generated by monomials has a perfect perturbation.
THE ALTERNATIVE THEOREM

Ž .
In this section we return to the study of the ideal I X as described in Section 1. Recall that X is a nonempty set. Associated to each element 
Ä w 4 spondingly, for each B g B B X , the ideal generated by p : k g B is 
is called a hypersurface. Note that a finite union of hypersurfaces is also a hypersurface. In the rest of this section we discuss an interesting application of the alternative theorem to the study of algebraic functions, which will be needed later. Let Ž . global analytic function determined by a function element f, ⍀ will be Ž . denoted by f, and f, ⍀ is also referred to as a branch of f. A global analytic function f is called an algebraic function if all its function Ž . Ž Ž . . elements f, ⍀ satisfy a relation P f z , z s 0 in ⍀, where P is a nontrivial polynomial in two complex variables. Because of the perma-Ž w x . nence of functional relations see 1, p. 288 , in order that f be an algebraic function it is sufficient to assume that one of its branches satisfies the above relation. to prove the second statement, we consider the system of equations
then in the representation
Let W denote the set of those pairs z , g ‫ރ‬ for which the above 1 Ž . 
. Ž . 
This shows that there is no algebraic curve in ‫ރ‬ 2 containing ‫ރ‬ 2 _ W. Therefore, W is contained in an algebraic curve in ‫ރ‬ 2 . In other words, there exists a nontrivial polynomial P in two complex variables such that
. given in 4.1 tells us that f , g W for all g ⌬; hence P f , 1 1 Ž . s0 for g ⌬. This shows that f , ⌬ is a branch of an algebraic function. 1 
Ž
.Ž . The same reasoning shows that this is also the case for f , ⌬ j s 2, . . . , s . j Ž . Finally, it was proved before that each f , ⌬ can be analytically continued j along any curve inside ⍀, so the algebraic function determined by it has no singularities in ⍀.
LOWER BOUNDS FOR THE DIMENSION
In this section we prove the main result of this paper. Ž . number of zeros of in U. Thus, it follows from 5.4 and 5.5 that
Ž .
B
From the above analysis, we see that if UЈ is an arbitrary neighborhood of contained in U, then there is an Ј, 0 -Ј -, such that Let t , . . . , t be these points. We denote by the holomorphic mapping
Ž . On the other hand, 2.6 says that
Ž . where M is the multiplicity space of I X at as given in 2. 5 
Indeed, this is true if ␣ / 0 for at least one j. Otherwise, all ␣ s 0
is well defined and is a positive number or ϱ. We write 
We claim that with this choice of ␤ , . Ž . simple, violating condition i .
UPPER BOUNDS FOR THE DIMENSION
Ž .
Having established the lower bound for the codimension of I X , we Ž . would like to find a sharp upper bound for it. In the case when I X is not w x simple, de Boor and Ron indicated in Example 6.5 w x The dimension problem studied in 11 can be described as follows. w x Finally, we remark that Theorem 8.10 of 6 gives a better result than Theorem 6.3 of this paper. Also, using the Ext functor from homological w x algebra, Dahmen, Dress, and Micchelli in 7 studied the dimension w x problem comprehensively. In both 6, 7 , however, some conditions involving B B must be imposed. In contrast to their work, the lower bound for Ž . codim I established in Theorem 5.1 of this paper is valid for an arbitrary Ž . B B as long as each B g B B has s elements .
