We consider n observations from the GARCH-type model: Z = UY, where U and Y are independent random variables. We aim to estimate density function Y where Y have a weighted distribution. We determine a sharp upper bound of the associated mean integrated square error. We also make use of the measure of expected true evidence, so as to determine when model leads to a crisis and causes data to be lost.
Introduction
We suppose that 1 , , n Z Z  is a sample of a strictly stationary and exponentially strongly mixing process   
where is a known positive function, X w f an unknown density of a random variable X and  is the unknown normalization parameter:
Our goal is to estimate X f when only 1 , , n Z Z  are observed. The Equation (1) is a GARCH-type time series model classically encountered in financial models see [1] and practical examples of Equation (2) can be found in e.g. [2] [3] [4] .
In this article, we construct a linear wavelet estimator and measure its performance by determining upper bounds of the mean integrated squared error (MISE) over Besov space.
In what follows, we have also surveyed the role of data and evidential inference in the model. The data play a very important essential role in statistical analysis, to the extent that many statistical researchers believe in the famous saying: "Ask the data." We consider the Test
for the model and we evaluate the sensitivity of the value in the test hypotheses. In this test, the evaluation criterion is the area between the curves of the cumulative distribution functions under 1 H and 2 H hypotheses. Details on evidential inference can be found in [5, 6] . Also [7] have studied about Comparing of record data and random observation based on statistical evidence.
Through the rest of the paper, at first assumptions and then an introduction about wavelets are presented in Section 2. The estimators and results are given in Section 3. In Section 4, general explanations regarding evidential inference and its application in a test. The proofs are gathered in Section 5.
Assumptions and Wavelets

Assumptions
We formulate the following assumptions:  Without loss of generality, we assume that X f and 
, any can be expanded on as 
Estimators and Results
Firstly, we consider the following estimator for        .
Then, for any integer j   and any , we estimate
where, for any
, j k  and  are similar with multiplicative censoring model (see [13] ).
We are now in the position to define the considered estimators for X . Suppose that . We define the linear estimator
where , j k  is defined by Equation (8) and is the integer satisfying
Lemma 3.1  Let  be Equation (7) and .
Then we have
be Equation (1), T be Equation (9) and for any integer j   and any
Then, under the assumptions of Subsection 2.1, there exists a constant such that 
2 .
.
. 
is the slower than the optimal one in the standard density estimation problem i.e. 
Statistical Evidence
Statistical Inference
The evidential approach to statistical inference concerns a novel approach in statistical analysis. Evidential inference is solely based on data as evidence and calculation of the evidence strength. It is not influenced by mental and personal components and factors such as former beliefs and loss functions. Using evidential inference in the model Equation (1), we will survey when censoring of data will lead to considerable data loss, and we will determine the time when data is lost by determining an appropriate criterion. In the model i H is maximum, please see [15] . This area which is denoted by and , 
Measuring Statistical Evidence
We consider i.i.d case for variables in the Equations (1) and (2) 
Then, according to Equations (13) and (14), we calculate the support criterion and the likelihood ratio via below relations:
For different values of  and n , we calculate the value of  according to Equation (12). The results can be observed in Table 1 . By carefully considering this table, it is observed that as the value of  increases (which implies the distance growth between 1  and 2  ), the value of  gets closer to one. In other words, cen approaches ncen more and more. This fact can be interpreted in this way that if the distance between 
Proofs
In this section, denotes any constant that does not depend on and . Its value may change from one term to another and may depends on Proof of Lemma 3.1. Proof can be found in [13] . Proof of proposition 3.1. 1. By Equation (9) and Equation (5), we have
2. By Equation (9) and Equation (5) 
Using again Equation (4) and the assumptions of Subsection 2.1, the equality       2 .
