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Abst rac t - - In  this paper, we consider the problem of filtering sequences of images taken from 
moving objects, with the aim of recovering information about the object itself as well as its underlying 
motion. We first provide a formal description of the admissible classes of images and (possibly 
nonrigid) motions, and of the functional relationship between the original image and the observed 
one (blurring and noisy effects). We then focus on the problem of edge detection, assuming full 
information about the motion. We propose a procedure that includes a preliminary preprocessing 
of the measured image, aimed to localize the detection problem and to improve the signal-to-noise 
ratio. Then, the edge identification is accomplished by an algorithm which implements recursive 
linear quadratic estimation and hypothesis testing. Finally, the procedure is tested against simulated 
and real data. © 2006 Elsevier Ltd. All rights reserved. 
Keywords - -Edge  detection, Moving objects, Nonrigid motion, Recursive stimation. 
1. INTRODUCTION 
An issue of widely acknowledged importance as well as of large applicative interest is the one of 
processing a sequence of blurred noisy images from an object undergoing some (possibly nonrigid) 
motion. Within this context, the problems naturally arise of identification of the object and of 
its motion as well. 
The issue of processing sequences of images corresponding to moving objects is dealt with in a 
very large and rich literature. A comprehensive r port for the work up to 1981 is [1]. 
In recent imes, technological development and spreading of applications led to branching of 
scientific work in various research lines. Application of the issue of processing sequences of images 
from moving objects may be found in virtually all fields, from medicine and biomedical areas to 
behavioral sciences, from object tracking and robotics to spatial applications. 
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An area that received considerable attention is the issue of estimating motion from image 
sequences. See [2] for a survey, and for interesting more specific results, we refer to [3-5]. 
Relevant contributions have been developed with reference to the problem of identification of 
3D structures from 2D geometry (the so called structure-from-motion task). Some references in 
this line are [6-8]. 
Another esearch line, which the issues raised in this paper appear to be closer to, concerns the 
image reconstruction problem given full information about the motion. In particular, in several 
papers, attention has been focused on signal restoration, that is, linear deblurring and noise 
suppression, with a generalization from single image restoration to the restoration of continuous 
image sequences with known motion. Some references are [9-14]. In [15], the problem is studied 
assuming a known stochastic model for the motion. 
In [16-18], in addition, the issue of super-resolution is dealt with, namely, the issue of recon- 
structing images from observed ecimated versions of them. 
As far as the case of known motion is concerned, in particular, we wish to mention the problem 
in which image sequences are taken from airborne and satellite sensors. Here, the applicative 
relevance of the problem stems from the opportunity of processing several images of the same 
object to increase the available information. However, during the time interval necessary for 
that, the measurement device may undergo a motion relatively to the object, which in addition 
may be deformed on its own. Thus, the overall relative motion appears as a (possibly known) 
disturbance effect hat has to be accounted for and leads us directly to the problem we deal with 
in this paper. 
Quite often, in this specific area of application, the interest is in reconstructing some features of 
the unknown scenario, rather than the full image itself. Prominent features obviously happen to 
be the shape of the relevant objects. This in turn calls for detections of edges, even independently 
of the gray level jump size. In the case of blurred noisy observations, their value at each point 
indeed is dependent on the gray level set of the whole image. Thus, a localization procedure is
convenient in order to damp down the long distance ffects and therefore to reduce the computa- 
tional complexity. Such localization may be attained by a suitable image preprocessing which in 
addition improves the signal-to-noise ratio. In recent imes, a research line was developed for the 
above mentioned edge detection problem, in the case of a single available image [19,20]. Along 
the same line, in this paper the edge detection is formulated and solved as an iterative stimation 
problem, given a sequence of observed images of the same (unknown) scene subject o (known) 
motion. 
In this paper, we first provide a convenient definition of the image set and of the motion. In 
particular, differently from the majority of existing literature in which rigidity is preserved, the 
motion is described by a time varying affine transformation that includes rigid motion and a class 
of elastic deformation (such that any two parallel vectors keep being parallel and their modules 
are affected by the same factor). The blur and noise effects in the measurement device are also 
defined. 
As already proposed in [20], a preprocessing step is introduced, with the twofold purpose of 
localizing the problem (that is, reducing the complexity of the problem by letting preprocessed 
output values be affected only by neighboring values of the original image) and focusing on image 
discontinuities and the existence of edges. This step offers the further advantage of an improve- 
ment in the signal-to-noise ratio. An iterative procedure for the estimation of discontinuities and 
edge detection then is proposed. The procedure is then validated against simulated and real data, 
and its performance is assessed by means of suitable quantitative indexes. The paper in particular 
focuses on methodological issues in the modeling phase and in the problem formulation. At the 
same time it proposes a computationally efficient algorithm that appears to be quite promising. 
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2. PROCESSING IMAGE SEQUENCES 
FOR A CLASS OF  NONRIGID MOVING OBJECTS:  
GENERAL FRAMEWORK 
In the sequel, we shall use the following notations: IA is the indicator function of the set A, 
i.e., 
IA (X)={O,  xCA,  
1, x E A; 
c~A denotes the boundary of the set A, /~ denotes its interior, while .4 denotes its closure. 
Let us first introduce the set Do of admissible images, at t ime t = to. 
DEFINITION 2. l. The class Do o[ admissible images at time t = to is defined as the set of possibly 
discontinuous functions f : R 2 --* E which admit a representation, 
NI 
k=l 
Nt  < oc, 
where E = [0, EM]; {A£, k = 1 ,2 , . . . ,  Nf} is a finite partition of a compact subset D C R 2 such 
that the atoms A[  are connected, with A[  = ]~ and OA[ having zero 2D Lebesgue measure; 
{%f, k = 1, 2, ..., N}  is a set of continuous functions, ~/I k : V ~ E with modulus of continuity 
uniformly bounded over Do by K < oo. 
Obviously, f (x )  represents the grey level of the image at point x. 
For any f E Do, we denote by C$ its discontinuity set. Clearly, we have 
gf  
c f  c = U 
k=l 
On Do, we consider the topology induced by an L2-norm so that two images f,  g will be assumed 
to coincide whenever 
f (x) = g (z) ,  a.e., in R 2. 
As we were mentioning in the introduction, we are interested in processing time sequences of 
images reproducing a moving scenario. Thus, let us introduce a motion operator. 
DEFINITION 2.2. A "regular" motion operator is a function qo : [to, t f] x R 2 ~ ~2 such that 
(a) ~(. ,x)  is continuous on [to,tf], Vx  E R 2, 
(b) ~(t, .) is a bijective C 1 function on R 2, Vt E [to,tf]. 
For each initial position x E R 2, ~(t, x) represents the position x is shifted to at a time t. 
For any C 1 curve passing through x, the rotation of tangent vector in x due to ~ depends on x 
itself. 
For each fixed t E [t0,t/], ~(t,-) admits an inverse in R 2 which will be denoted by ~-1(.).  
Thus, at t ime t the initial image f is transformed into 
ft(x) = f (~- l (x ) )  = ( f .  ~t 1) (X). (1) 
As a matter of fact, Definition 2.2 corresponds to a general continuous topological motion. In 
special cases, such as a rigid motion or elastic deformation, ~ admits a finite-dimension parame- 
terisation, 
(t,x) = ¢ (A( t ) ,x ) ,  
where A : [to, ti] --* R p is a suitable continuous function and ~b(A(t), .) is bijective. 
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Obviously, a finite parameterisation f ~ allows its modelling in terms of a (finite-dimensional, 
possibly stochastic) dynamical system, describing the time evolution of the parameter A.
For instance, in the rigid motion A(t) has three components: the rotational angle hi(t) of the 
moving object and the translation (~2(t) ~3(t) )x of a reference point of the object itself which was 
at 2 at time to, 
(A~(t) ) 
~(t,~) = ~,(~)(~-~) + \~3(t)  +~'  (2) 
where f~ is the rotational matrix, 
:), 
and Al(t), A2(t), A3(t), if differentiable, have the kinetic representation, 
//o A1 (t) = w(u) du, (x2( t )~ = o(u) du, \ ~3(t) ] 
with ©(u) speed of the reference point at time u and w(u) rotational speed at time u. 
More in general, in this paper, we shall assume ~(t, .) defined by any affine transformation, (so 
that ~-1 is affine as well). Then, the following representation holds [21], 
qo(t, x) = R(t)P(t) (x - 2,) + T(t) = K (t) (x - ~) + T(t), (3) 
where T(t) accounts for a rigid translation given by 
T(t) = (A2(t) A3(t))T + 2 ;` 
R(t) accounts for a rigid rotation given by 
R(t) = ef~'xl(t); 
P(t) accounts for a deformation given by the positive definite symmetric matrix, 
P ( t )= (A4(t) As(t)) A4(t )>0,  
\~5(t)  ~6(t) ' 
~4 (t) ~6 (t) - ~] (t) > 0. 
Note that, according to the Helmholtz's fundamental theorem of kinematics [22], an affine trans- 
formation such as (3) may always be assumed for a motion operator ~ as given in Definition 2.2, 
provided we limit its validity to a sufficiently small element of a deformable body [23]. 
Note that the affine character of ~(t, .) allows adding to rigid motion a deformation that is 
such that any two parallel vectors keep being parallel and their modules are affected by the same 
factor. Therefore, under ~(t,-), the two original coordinate directions identified by the two unity 
length vectors (1 0) x and (0 1) T are transformed into two new vectors kl(t) and k2(t), with 
K(t) = (kl(t) i k2(t)), respectively, identified by lengths Al(t) and A2(t), and directions (unity 
length vectors) nl(t) and n2(t). It is easy to check that 
A1 (t) = V/~4 ~(t) + ~ (t), 
1 [A4(t)cosAl(t)+As(t)s inAl(t) ]  
/~1 (t) -- t l  (t""~ [)~5 (t)COS )~1 (t) -- )~4 ( t )s in  )~1 (t) J ' 
(4) 
1 [ )~5 (~;) COS )k 1 (t) -[- "~6 ('/;) sin ,'~1 ( t ) ]  
/~2 (t) -- A2 (t) [,~6 (t) COS z~ 1 (t) -- ~5 (t) sin A1 (t) J ' a~ It/-- V/~,~ It/+ ~ It), (51 
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Correspondingly, the angle between the two directions, originally equal to 7r/2, becomes 
[ ~4 (t) x5 (t) + x5 (t) ~6 (t) ] 
a ( t )=c°s- '  [~/ (~i~+X~[t~(A]( t )+~2(t ) )  ' a (t) • (o, ~). (6) 
Boundedness of hi(t), i = 1, 2, . . . ,  6 and definite positiveness of P(t)  may be strengthened in the 
sense of uniformity w.r.t, t if one wishes the image set Dt = {ft,  t • (to, t l]}, with ft given by (1) 
to be a compact set, provided that Do is such. 
Indeed from (6), one easily gets 
(~4 (t) ~ (t) - :~  (t)) ~ 
sin 2 o(t) = (A24 (t) + A5 2(t)) (A] (t) + A] (t)) 
which, under the assumed uniformity, is uniformly positive. This in turn guarantees compactness 
of Dt [24]. 
Now, we assume we perform measurements of the image at discrete measurement times t,, 
i = 1, 2 , . . . ,  M ,  to <<. tl < t2 < • • • < tM <<. t i .  By an abuse of notation suffix i will indicate 
evaluation of functions at time ti. At each ti • It0, t f], we have a noisy blurred dimmed measured 
version z, of f,, 
z i (x )=(H i . f i ) (x )+n i (x ) ,  xelR 2, i= l ,2 , . . . ,M ,  (7) 
where Hi is a linear operator with suitable point spread function hi which accounts for possible 
blurring effects in the measurement device and suitable dimming function li which accounts for 
possible local brightness variation; ni(') is a Gaussian process with zero mean and variance a2, 
which takes measurement uncertainty into account. We further assume that ni(.) and n3(.) are 
independent ofeach other, for ti # tj, and also that, for any t,, n~ (x), and ni(y) are independent 
of each other, for x # y. Recalling (1), we have 
Note that equation (7) may be rewritten as 
zi(x) = ( [ - I i . f ) (x )+n i (x ) ,  xeN2,  i= l ,2 , . . . ,M ,  
where Hi is the composition of Hiand ~i-1, 
(/~ri. f)  (x) = (Hi. f .  ~-1) (x). 
An obvious change in the integration variable yields 
with 
([-Ii " f )  (x) = ~2 ~ti(x' 71)li (~ (ti, 7/)) f(7/) dT/, 
(8) 
(9) 
(10) 
(11) 
tti(x,~/) = hi (x ,~(t i ,  T1)) det { 0cP(ti'7/)0~/} ' (12) 
Note that in the case of affine ~v(t,-) with the representation (3), det { ~ } = [det {K(ti) }, = 
% 
Idet {D(ti)}l. 
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, rt,cu, r mo ,oo, is e=y to che k : 
A general estimation problem may now be formulated, as the problem of finding the best 
estimate of the image and the motion given all past observations. 
In particular, whenever the motion admits a finite-dimensional parameterisation a d optimality 
of the estimate is defined by a minimum variance criterion, the problem reduces to the one of 
computing the mean values ft, ~(t) of f,  A(t) conditioned on all measurements up to time t, 
L = E [1 I Zd,  £(t) = E [~(t) I Z,], 
where 
Zt = {zi, t~ < t}. 
It would be of paramount importance to be able to solve such a problem by on line iterating 
a suitable algorithm and computing the optimal estimate (]t, ~(t)) of the pair (f, A(t)) using 
the previously available stimate and the last measurement zi, ti <~ t. This is what is called a 
filtering solution of the problem. In this context, filtering is not at all an easy task since A(t) 
affects the operator Ht in a (possibly) highly nonlinear way, while for each t the unknown image f
belongs to an infinite~dimensional space or, at the best, in case of discrete representation, to a 
finite-dimensional space with very high dimension. 
Even if one were ready to decouple the problem and alternatively estimate the motion param- 
eter A(t), given f ,  or the image f given A(t), the overall filtering problem would feature the same 
an exceedingly high level of complexity, being it nonlinear (thus, infinite dimensional) in the first 
case and linear but with very high dimensionality in the second one. 
Feasible algorithms for estimation of A(t) given last measurements of the moving object thus 
call for approximations aimed to reduce (and possibly disregard) the nonlinear character of the 
model. 
On the other side, the high dimensionality in the estimation problem for the image f as long 
as it is connected to the dimensionality of a matrix to be inverted, might be handled by splitting 
the inversion of a matrix in a number of inversions of suitable minors of the matrix itself. 
Another approach might consider partitioning of the unknown image in subimages in such a 
way that basically no two different elements in the partition affect each other. Since the regular 
parts {7~} are mostly responsible for the influence among the different elements of the partition. 
the above requirement would call for the existence of discontinuities along the boundaries of the 
subimages. Furthermore, we need the operator Hi to have local character (finite support), which 
would allow the observation zt at each point to spatially depend only on the grey level within 
a bounded neighbourhood of that point. This latter aim might for instance be achieved if the 
measured image zi is preprocessed by a linear operator that enhances the local character of the 
overall resulting output operator. 
3. THE PROBLEM OF EDGE 
F ILTERING WITH KNOWN MOTION 
A significant class of problems, which is relevant to the image estimation, given full information 
about the motion, is the one that focuses on edge identification. 
In order to cast the problem into a better detailed framework, the operator Hi which trans- 
forms the image fi into its (noiseless) measured version and accounts for possible blurring of the 
measurement instrument, is here assumed to be of the form [14], 
(Hi. fi) (x) = ~2 Nr~(i)(x - ~)fi(~) d~, (13) 
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where the point spreading function N2b(i ) is a two-dimensional Gaussian kernel with zero mean 
and (positive semidefinite) 1 covariance matrix Eb(i). Furthermore, the dimming function li is 
assumed known positive continuous, so that the same is not explicitly shown in (13), but it is 
included in fi and will be disregarded in the following. Thus, 
z~(z) = f~ Ns~(~)(~ - ~)A(~) d~ + ~(~).  (14) 
The functional relationship of zi and f has to account for the underlying motion. It follows 
from (8), 
zi (x) = f~2 Ns~(i) (x - ~) f (~-1 (~)) d~ + ni (x) 
= f~2 NE,(i)(x-~(t~,~7))det { 0~ (ti'~?)} f r / )0 r /d r /+ ni ix) = ([ - I i . f ) (x)+ni(x).  
(15) 
Note that in the case of affine ~(t, .) the kernel of/~'i in (15), as a function of x, is proportional to 
a Gaussian density with mean ~p(t, ~) and covariance matrix ~b(i). In the particular case of rigid 
motion the kernel of/~i is a bona fide Gaussian density, while obviously (6) yields O(t) = r/2, V t. 
If moreover the motion reduces to a mere translation, /~i reduces to the convolution structure 
of (13) with the simple presence of a mean value ~ + (~2(t) ~a(t) T in the N~b(~ ) kernel. 
4. IMAGE PREPROCESSING 
As suggested at the end of Section 2, we now wish to enhance the local character of the output 
operator. To that purpose, for each ti, i = 1, 2 , . . . ,  M, we propose to preprocess the available 
data z~ and compute the increments, over a given space shift, of their convolution by two classes 
of suitable kernels. Let us introduce two classes of linear operators defined by two-dimensional 
wavelet-like kernels, 
~,(1) fR ~,w (x) = ~ F(~,~;1) (7) z~ (z - 7) dr, w = 1 ,2 , . . . ,W,  (16) 
(2) fR i,w (x) = ~ F(~,w;2) (r) zi (x -- r )  dr, w = 1, 2 , . . .  , W, (17) 
where 
F(~,~;~) (v) = Idet {K,}[ -2 N~":), ;~) (;) ~=K;'~ , s = 1, 2, (18) 
and N (s's), s = 1, 2, denotes the second derivative; w.r.t., the S TM component of the argument of a 
two-dimensional Gaussian kernel with zero mean and (positive semidefinite) covariance matrix Z. 
The wavelet behaviour of F(i,w;s ) (and in particular the zero area property) is inherited by that 
one of N~( ; )  ). 
REMARK 4.1. It is worth pointing out that, once we disregard the measurement oise, the rela- 
tionship between the initial image f and the pre-processing outputs =(s) zi,~, s = 1, 2, at any time 
instant ti, as described by (14)-(17), is the composition of three affine continuous transformation, 
namely, ~t  1, and the convolutions with kernels Nzb(i ) and F(i,w;s)- It follows that, as widely dis- 
cussed in [24], if f belongs to any suitable compact subset of Do, then the inverse transformation 
from :(s) to f exists and is continuous. Thus, the identification problem for f is well posed in 
that it enjoys a robust solution. 
1Here and in the following, integrals with singular covariance Gaussian kernels will be intended in the sense of 
distributions. 
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From (16),(17) and taking (14) into account, we have 
=(~) (x) ,det {Ki}[-2 L ' J~R = ~ ~ - - +n ,~(z )  ~,,w N~)  )(~)¢=K/," NE,(0(x T ~)f i (~)d~dT - ' ( s )  
= ldet {K i} l - l  L= N~'~)~;.) 
= Idet {Ki}I-  1 fR2 N~);s)  
= Idet {K,}[ -~ fa N-('") 
2 - ~.(i,w;s) 
= (s) 
= N(S's) (~1) fi (x - Kin) drl + hi, ~ (x) 
= 2 N~(i,~;~) (7/) f (~-1  (x) - 77) dr/+ "i,w (x) ,  
where 
JfR =(s) (~) = Nr.;(i) (K~ "x (x - ~) - ¢) f, (~) d~ d¢ + ,t~,~ (x) 
-(s) (r/) n=K~-'(=-.') f i (~) cl~ + ni, w (x) 
s~ 1,2, 
(19) 
-(*) JR 
ni,~, (x) = 2 F(i,~,.) ('r) ni (x - "1") dT, 
__K-1 
b 
X (', Z: (,) 
(20) 
(21) 
(22) 
o1: (i, w; s) + o'b;,: (i) 
t2 
(24) 
(2~) 
(23) 
~-~fb (i) = (a '  a~b211 (i) a'b;12,2 (i) ~ , 
~k b;12 (i) O'b;22 (i) ] 
\ 012 (i, w; s) °22 (i, w; s) ' 
~-~(i,w;s): ((7211(i,W;S) ~12(i,W;S) ) 
~12 (i, w; s) ~2 (i, w; s) 
( ,5 = '~1 (i, w; s) + ab;11 (i) 
\ a12 (i, w; s) + a' b;12 (i) 
Then, ~( i ,  w; s) will be diagonal as soon as we choose 
o12 (i, w; s) = -a~; l~ ( i ) .  
Furthermore, in order for )-](i, w; s) to be positive semidefinite, we must have 
a121 (i, w; s) >/0 ,  
= ab;12 ( i ) .  
Equation (19) shows how the convolution operations (16),(17) on the blurred noisy data at time t~ 
correspond to convolution operations directly acting on the original image f,  apart from a shift 
which compensates the motion, and the presence of additive noise. 
We now choose ~-~.(i, w; s) in such a way that (22) yields a diagonal (positive semidefinite) 
~=~(i, w; s) matrix. Let us introduce the notations, 
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Conditions (23)-(25) define the range within which to select a suitable Y](i, w; s). In the general 
case, this has to be nondiagonal, with sufficiently high product of diagonal entries. 
Should crb(i) be proportional to the identity matrix, and the deformation matrix P(i) be a 
diagonal matrix (which implies the motion to preserve orthogonality of the original coordinate 
! . 
axes), then (21) shows that ~-~b(*) is still diagonal. In this case, for ~-~(i,w; s) to be diagonal it 
is necessary and sufficient hat ~( i ,  w; s) is such. 
Conditions (23)-(25) allow the convolution operator in (19) to factorise, so as to separate in 5 
the effects of discontinuities of f along the two coordinate axes, 
5! 1) (x) = j (~r (2)  _ -(s) 2 "'~1(~,w;1) (r/l) N~2(~,w;1) (772) f (~-1 (x) r]) dr/+ ,%w (x) (26) 
(2) - (s) ~!2) (x) = N~,(i,~;1 ) (r]l) N~2(i,w;1) (r]2) f (~-1 (x) - r/) dr/+ hi, ~ (x), (27) 
where N~2 is a one-dimensional Gaussian kernel with zero mean and variance a 2, and N~ (q) is its 
qth derivative (q = 1,2). 
A final step in the preprocessing procedure is evaluating increments of (26),(27), respectively, 
over shifts A} 1), A} 2) given by 
Als) = ~;}s)a, s = 1, 2, 
with ~s) defined by (4),(5) and a a positive number. Let us define the following variations, 
F~ (1) (~1, ~2) = f (~1 + a, ~2) - f (~1, ~2), 
F (2) (~, ~2) = / (~1, ~ + a) - / (~1, ~2) 
For s = 1, we have from (26), 
~(1)(x+A~ 1)) _-(1) 
"'~-~I(i,W;I ) (?~i)Ne~=(i,~;1)(~2) 1 
:(1) + ~,~ (z) 
+ ~},~ (~) (2s) 
fR (2) = 2 Na~,(i,w;1) (~p~-i (x)l ' _ ~¢1) Na~(i,,,~;1) (~-1  (x)] 2 _ ~2) F (1) (,~1, ~2)d~d~2 
-(1) + ~,~ (~) 
: ~2 "/~5"~(i'w;1)(2' (~-1 (X) l 1 _ ~1) Nh"~(i,w;1)(~7~ 1 (x)12 - ~2) [(~(1)f (~1,~2) 
~(1) +O(1) f (~1,~2) d~ld~2 + ,q,~ (x) , 
where vii denotes the/th component of vector v, and 
:~(1) ..(1) ( 1)) ..(1) • vi,.,. (x )  = ',%,~ x + A~ - ,~,~,~ (x)  , (29)  
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• 5(~)f (~, ~2) and 00)S (~, ~2), 
account, respectively, for the discontinuous and continuous variation of f when moving from 
(~, ~2) to ((~ + a, ~2) along a straight line. More precisely, we have 
• 5(2 ) (~ ,~2)  = ~*  [f (~, + t+, (2 )  - $ (~1 + t - ,~2) ] ,  (30) 
where ~ * sums over all t ~ (0, a), such that 
f ((~ + t+,~2) - f (~ + t - , (2 )  ~ 0, 
• 00)  (~1, (2) = F O) ( (1,(2)  - 6 (1) ( (1, (2)  - (31) 
In a similar way, for s = 2 (and with an obvious meaning of the notations), we get from (26), 
= ~R2 No~l(i,w;2) ((fl'(l (X)ll - ~i) N(~)2(i,w;2) ( ~o'~l (x)12 - (2 ) (32) 
where 
(33) 
5. LOCAL IZAT ION EFFECTS 
To emphasize the localization effect of the preprocessing we develop some simplified approxi- 
mate versions of (28),(30) by introducing some reasonable regularity assumptions on the original 
image f as compared to the preprocessing parameters. 
1. The variation F(S)(~l,~2), s = 1,2 behaves approximately as a constant w.r.t., within 
the range around (~i-l(x)]3_ s in which No2a_..3_s(i,w;s)(~(l(x)13_s --~3-s) is significantly 
above zero 2. 
2. The variation 0(8)f(~1,~2) behaves approximately as an affine function of ~8 for ~3-s ~ 
V~-l(x)]3-s and ~s within the range around T~-l(x)l s in which N(~!A<w;s)(~-l(x)ls - ~s) 
is significantly away from zero. 
3. Within the range mentioned in Assumption 2 above, f((1, (2) undergoes at most one jump 
(located say in 48 = ~s and of size say J(S)(~-l(x)) ,  with J (8)(~- l (x))  = 0 in the case of 
no jump), when ~3-s ~- ~-1(x)13-8 and ~8 is increased by A~ s) around ~ ' l (x ) l  s, 
Taking Assumptions 1-3 into account, equations (28),(32) are approximated by 
5(~) (x + A~ ~)) =(~) 
f . (2 )  _ [~(2)S (~1, ~ ) + A "'~m~'~;") (~;l(x)l~ ~) °(2)$(~'521] ¢'-~=~-1(~, )1 _~ d~ 
+ ~! s) (x) (34) 
~- f N- (2) . (VZ 1 (x)l~ - ~)  5(~)1 d~ + ,.~,~ (x) 
"~ J(') (~- '  (x)) _(s) .(s) _ _(s) = ,~,~ (z) + v~,~ (z) - ~,~ (z ) ,  s = l,  2, 
2Note that obviously 3 - s denotes the component in R 2 other than the sth one. 
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where 
s--O: (35) 
With the notation y = ~o~ -1 (x), equation (34) becomes 
,w (~ (t~, y)) = (~) p{,~ ~ (t~, y)) + ~,~ (~ (t~,y)) . (36) 
Equation (36) enlightens the localization effect obtained by the preprocessing, as well as the 
enhancement of discontinuities and the smoothing out of the regular parts in f.  
In particular the difference -(') (8) -(8) z{,~(~o(ti, y) + A{ ) - z{,~(~o(ti, y)) yields a noisy evaluation of the 
jump size J(S)(y) of f around y along the direction s, s = 1,2. In addition, the original noise 
n/ is filtered out, in the sense that the signal-to-noise ratio can be improved by choosing the 
covariance matrix E(i,w;s) large enough, as it will be shown in the next section. 
Note that assumptions 1, 2 essentially imply some regularity of the variation F (~) ((1, (2), when 
((1, (2) moves orthogonally w.r.t. Xs, and of the continuous variation 0(8)f((1, (2), when ((1, (2) 
moves along xs. 
On the other hand, Assumption 3 essentially involves the behaviour of the discontinuity set 
Cf in that it prevents Cf from having branches "too close" each other. 
For the purpose of this paper, it suffices to introduce a suitable subset of Do for which As- 
sumption 3 is largely satisfied. 
DEFINITION 5.1. D~o is the set of all f 6 Do such that CI belongs to a grid G defined by a given 
A-size lattice L, where A is a positive real number, 
L = {(xl,x2) 6 D, Xl = lA, x2 = mA, 1,m = 0,1,2, . . .} .  
C S is the union of intervals whose lengths admit a uniform positive lower bound and OD belongs 
to the grid itself. 
Thus, the grid G is constituted by two bundles of straight lines, respectively, parallel to one or 
the other of the coordinate axes, and separated by a distance A. Under ~(t, .), G is transformed 
in a new possibly nonorthogonal grid, Gt, again constituted by two bundles of straight lines. 
with directions respectively identified by al(t), a2(t) as in (4),(5) and separated by distances 
respectively given by 
dl(t) = A~/A2(t) + A](t), d2(t) = AV/A~(t ) + A2(t). 
Obviously the angle that characterizes the grid Gt is equal to #(t) given in (7). 
Because of the very definition of D~, it turns out that, whenever y 6 Cf, then either j(1)(y) 
or j(2)(y) or both are different from zero. 
Thus, in D~ the edge identification problem is well posed in that the preprocessing output 
-(~) + A~ 8)) -(,) z~,w(~o(ti, y) - z~,~(~o(ti, y)), s = 1, 2 is a noisy measurement of the discontinuity size 
around y, significantly nonvanishing only at y 6 C I. 
REMARK 5.2. Assumption 3 in general is guaranteed within a much less restrictive image set 
than D~. Furthermore, we note that D~ is a compact subset of Do and therefore robust identi- 
liability in D~ is guaranteed. For a general reference about these problems ee for instance the 
compactness conditions discussed in [24]. 
In case local preprocessing might use some prior knowledge of the image f ,  then the or- 
thogonal axes Xs, s = 1,2, can be chosen so as to guarantee nonvanishing of either one of 
, .  +A?) )  s y i,w(~o(~i, y) - = 1, 2, at any E CI, even if angles in Cf are less than 
~/2. 
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6. IMPROVING S IGNAL-TO-NOISE  RAT IO 
In order to evaluate the improvement of the signal-to-noise ratio, achievable by the pre- 
processing, it is necessary to investigate the statistical properties of the "equivalent" measurement 
-(8) noise v~, w (x), s = 1,2, as defined in (20), (29), (33). We have 
,w (x) - 2 F(~,w;s)0")[n~ (x + A~ s ) -  , )  - n~ (x - r)] d~- 
(37) 
= ]det{Ki}[ - l f~ /v(~'~) (x A~ s) Ki~)] d~. ..~=(,,=;~) (~)[n, + -Ki~)-n,(x- 
-(s) Thus, it is evident hat, for any fixed x, ti, w, v,, w (x) is a zero mean Gaussian random variable. 
Furthermore, for any fixed x, and v, w = 1, 2 , . . . ,  W, -(s) ~ -(s) vi, w(x) is independent or vj, v (x), Vti # tj, 
-(s) .-(s) while the covariance between ~q,w (x) and ~q,v (x) is given by 
[g,) -<,) ] 
¢!:),;~,, = E I. "= (x) ui, . (z) 
= 2 Idet {K~}1-2 0 . ,  
fR -1 (s) - 21det {K,}1-2 a, ,  ~ 
= 2 Idet {K~}1-2 a~, • [ z(i,~o;.)+zIi,.;,) (0) - "'r~(i,~;,)+zIi,.;,) K,-1A~ ' 
where the last equality requires non-singularity of ~( i ,  w; s) + ~-'](i, v; s). 
Note that (38) is independent of x. Let us introduce the W-dimensional vectors, 
pCs) (-(s) )T 
i (x )= ui,~o(x), w=I ,2 , . . . ,W , i= l ,2 , . . . ,M .  
It follows from (38) that -(s) u, (x) is Gaussian, with zero mean and covariance matrix given by 
~s) : E[p~s) (x)5~s)-r (x)] = [w,! s) w ,v= 1,2, ,W)  ~'V$;W,~ ' • . . , 
which again turns out to be independent of x. 
With reference toequation (36), the signal=to-noise ratio can be defined as 
j(s) (y) p[S) w(~ (t,, y) ) (39) 
r (') (i, w) = ~ , 
V r ~;I/),W 
(s),  "t where now, in order to have the greatest sensitivity, Pi,w(~t i, Y)) should be derived as in (34). 
but considering the symmetric difference, 
=<.,( = . i,v, - Zi,w x -  A~ with = (t~,y) 
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It results 
^(s) = fy ,+a/2  N (2) 
(40) 
_ _2N ( I )  
v~aL  (i, w; s) 
For sake of simplicity, we now consider the case of Eb proportional to the identity matrix and 
of a motion with a deformation matrix P(i) diagonal In this case, we may choose a diagonal 
Y~w (i, w; s) with a32_s,a_s(/, w; s) : 0. Then, from (38), we have 
-2 2 ) ¢!s) : 2[det {g{}[ an. /N  (4) - Y~ (4) ';~,~ ' t 24,(~,~;s) (0) 2,,<(~,w;s) (a) 
(41) 
~,  [3 - exp ( -~2/2oL  (i, ~; ~)) (a - 6(~2/~L (i, ~; ~)) + ~V~L (i, ~; ~))} 
~ (i) ~ (i) v~oL (i, ~; ~) 
For e = Wass( i ,  w; s), X = a~,(i, w; s)/5ss(i, w; s), (39) becomes 
eX 3 exp ( - (e2/8)X 2) ),4 (i) A6 (i) 41/2 (i, w; s) 
r(') (i, w) = J(~) (y) ~ - ~ p  (_ - -~)~ 7~77d 7 -  ~ . (42) 
As ass (i, w; s) increases, e decreases to zero and X increases to 1. Thus, an easy computation 
from (42) shows that 
r(~)(i,w)= [ J (S ! (Y )~( i )A6( i ) (  1 ) ]  1/2 . . 
L ¢/~v/iga~, + o as, (i, w; s) %* (*' w, s). (43) 
From equation (43), we draw the conclusion that, with respect o the original signal-to-noise ratio 
, O 11= • J(S)(y)/an~ r(*)(i,w) increases with ass(i,w;s) as (a,s ( , ,w;s)) ,  with a rate proportional to 
the product A4(i)A6(i) (the mesh area of the deformed grid). 
7. F ILTERING FOR D ISCONTINUIT IES  
AND EDGE DETECT ION 
We now consider again equation (34) for x = ~(ti, y), 
~(8) (£o (t,, y)) = j(,) (y] p(S) ~(,) i,w , , i,w (~o (ti, y)) + "i,w (~o (ti, y)), (44) 
and we define the W-dimensional vectors, 
{(8) (c!s) ) T 
i (~o(ti, y))=t, ,~(~o(t i ,y)) ,  w=l ,2 , . . . ,W , i=1,2 , . .  M, 
((s) t ----- )T p}~)(£a(ti, y ) ) :  &,w(~o(i,y)), w 1,2 . . . .  ,W , i=1 ,2 , . .  ,M, 
as well as the kW-dimensional vectors: 
(g} )T 
~(,),k (y) = ,)r (~( t ,y ) ) ,  i = 1 ,2 , . . . , k  , 
T 
p(S),k (y)= (p}S)T (~(ti,y)), i=  1,2 , . . . , k )  , 
T 
y/(s),k (y) = (5}s)T (~o(ti,y)), i=  1,2 , . . . , k )  . 
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Then, the output relationship (44) when i, w range respectively in {1, 2 , . . . ,  k} and {1, 2, . . . ,  W} 
becomes 
~(~),k (y) = j(~) (y) p(~),k (y) + p(,),k (y), s = i, 2, k = 1, 2 , . . . ,  M (45) 
with FJ (s)'k (y)kW-dimensional Gaussian vector, with zero-mean and block-diagonal covariance 
matrix given by 
~(,),k = diag (qd~s), i=  1 ,2 , . . . ,k )  , k= 1 ,2 , . . . ,M,  (46) 
independent of y. 
For each k, (45) defines a linear Gaussian estimation problem for J(S)(y), s = 1, 2, which is 
the problem of estimating the jump size of the original image at y in the direction s given all 
measurements up to time tk. 
As is well known, its optimal (minimum variance) solution is given by the Markov estimate, 
'~ A.~)T (s ) ) -1¢ ;~)  (47) E ~,, (~, (t,, y)) ,~ (~ (t~, y)) 
i=1  
k A,.,)T /.,-.(s) "~ -1 (s) E p~ (~(t~,y)) t~  ) p~ (~(t~,y)) 
i=1  
d (s)'k (y) is again Gaussian, with mean J(~) (y) and variance given by 
(48) 
The estimation algorithm can be given an iterative structure, enhancing the innovation brought 
in by the last measurement. In this framework, we have 
j(.),k+l (y) = j(.),k (~) + ~2 (j(.I,~+, (y)) -k+,°(s)T (~ (a+,, ~))(%+,)(') -~ 
" t~k+l (~o(tk+l,y)) 2 (s)'k (y) , k = 1 ,2 , . . . ,M-  1, 
(49) 
We have to remark that the well behaving of the estimates j(s),k+l (y), s = 1, 2, given by (49) 
and specifically their unbiasedness, strongly rely on the assumptions mentioned in Section 5. In 
case y is such that these assumptions are not justified, one might expect he estimate accuracy 
to be significantly affected. 
However, due to the linear character of the estimation procedures, the estimates 3(1)'k+1(y). 
3(2),k+l(y), as well as their modulus, 
,]k+l (y) ~- ( (j(1)'k+l (y)) 2 q- (3(2)'k+l (y)) 2) 1/2 , 
may still be granted a Gaussian distribution. 
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The edge detection problem is strongly connected to the one of jump size estimation. Indeed, 
for any given y, whenever we have the distribution of jk+l(y), as well as its actual values, we 
may formulate and solve a hypothesis test with the null hypothesis Ho being 
,0--  
The problem can be solved by standard procedures for any fixed acceptance region and in- 
creasing confidence l vel. 
This procedure implements a total ignorance about existence of discontinuities at any given y, 
as well as stochastic independence b tween jk+Z(y) and jk+Z(y,), Vy # y'. 
Should this be not the case, one might instead formulate a Bayesian hypothesis evaluation, 
accounting for a priori distribution of the discontinuity set. 
8. APPL ICAT ION OF THE 
IDENTIF ICAT ION PROCEDURE AND 
PERFORMANCE EVALUATION 
To test the behaviour of the procedure, we applied it to two instances of simulated experiments 
and to one instance of real data. 
The assessment of the quality of results was obtained by a measure of the distance between 
original and reconstructed ges, as well as of the number of misplaced edge points. In partic- 
ular, the former measure was provided by the Hausdorff distance normalized with respect o its 
maximum value. Denoting by C, C' respectively the (finite) sets of original and reconstructed 
edge points and by N 2 the number of points in the image, the normalized Hausdorff distance 
d (C, C')  is defined as 
max max min II x -x ' r l  , max min l lx -x ' l l  . 
x6C x'6C' x'6C' x6C 
The normalized number of misplaced edge points ra (C, C t) is defined as 
1 x' m (C, C')  = ~'5 (card {x E C : x ~ C'} + card {z' 6 C' : ¢ C}). 
The first experiment (Figure 1) concerns an image with no motion, representing a four corners 
star in a sinusoidal background. The data have been corrupted by white Gaussian additive 
2 0.01 and by Gaussian point spread function with covariance matrix noise with variance a n = 
60 
100 
150 
aO0 
250 
(a). Original data. One of (b). Zoom of a corner of Figure la. (c). True edge. 
the frames simulated withdif- 
ferent realizations of the noise 
process. 
Figure 1. 
250 
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Figure 1. (cont.) 
The second experiment (Figure 2) represents a circle in a sinusoidal background, with deforma- 
tion and translation along sinusoidal path; the motion is given by the composition of a sinusoidal 
translation along x-axis and of a deformation affecting the horizontal and vertical axes by a 
linearly oscillating gain; we chose 
0 0.9 ' 
for i ~ M/3  and 
(o09 
0 0.9 1.1 ' 
2 0.01 otherwise. The  data has been corrupted by white Gaussian additive noise with variance a n = 
and by Gaussian point spread function with covariance matrix, 
0) }-]= . 
0 
b 
The third experiment (Figure 3) concerns a model car moving with known motion in a black 
background. Ten images have been taken by a Webcam (QuickCam Pro 4000, Logitech). The 
2 and the Gaussian point spreading function covariance matrix gaussian additive noise variance a,~ 
Eb estimated to be equal, respectively, to 0.0004 and ( l :s  0~.  
% 
were \u  
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9. CONCLUDING REMARKS 
In this paper, the problem of recovering the image of an object from a sequence of pictures 
taken while it undergoes a motion and deformation is considered. The motion and deformation are 
supposed to be modelled as affine time varying transformations, while the pictures are supposed 
to be blurred and corrupted by additive noise. 
After the general setting of the problem, the attention is focused on the edge identification 
in the case of known motion. A suitable wavelet preprocessing is introduced, aimed to extract 
information about the local size of discontinuities and to reduce the signal-to-noise ratio. 
A filtering algorithm for edge detection is then designed, which is based on least square iterative 
estimation and suitable hypothesis testing. The application of the algorithm to a preliminary set 
of simulated and real data is quite promising. In particular, the algorithm is shown to be able to 
detect corners as well as more elaborated edges. The convergence to the true edge pattern is very 
fast, as proved by the quick decrease of the quantitative assessment of the distance that drops 
to negligible values after only a few frames. The algorithm appears to be quite robust against 
possible misestimation of blurring and noise parameters in real data acquisition. 
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