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Learning Solutions to Partial Differential Equations using LS-SVM
Siamak Mehrkanoon1 and Johan A.K. Suykens
KU Leuven, ESAT-STADIUS, Kasteelpark Arenberg 10, B-3001 Leuven (Heverlee), Belgium.
Abstract
This paper proposes an approach based on Least Squares Support Vector Machines (LS-SVMs) for solving second order partial
differential equations (PDEs) with variable coefficients. Contrary to most existing techniques, the proposed method provides a
closed form approximate solution. The optimal representation of the solution is obtained in the primal-dual setting. The model
is built by incorporating the initial/boundary conditions as constraints of an optimization problem. The developed method is well
suited for problems involving singular, variable and constant coefficients as well as problems with irregular geometrical domains.
Numerical results for linear and nonlinear PDEs demonstrate the efficiency of the proposed method over existing methods.
Keywords: Least squares support vector machines, partial differential equations, closed form approximate solution, collocation
method
1. Introduction
Partial differential equations (PDEs) are widely used in the
mathematical modelling of scientific and engineering problems.
In most applications the analytic solutions of the underlying
PDEs are not available and therefore numerical methods must
be applied. For that reason, a number of numerical methods
such as Finite Difference methods (FDM) [1], Finite Element
methods (FEM) [2], Splines [3, 4], and methods based on feed-
forward neural network [5, 6, 7, 8, 9] and genetic programming
approaches [10, 11, 12] have been developed. Some other re-
lated works for the numerical solution of PDEs are for instance
Spectral based methods [13], Boundary Integral Equation meth-
ods (BIE) [14] and Boundary Element methods [15]. A com-
bined finite volume method and spectral element technique for
solving an unsteady magnetohydrodynamic equation is also in-
troduced in [16]. A method based on Radial Basis Functions
for solving PDEs on arbitrary surfaces is discussed in [17].
The finite difference methods provide the solution at specific
preassigned mesh points only (discrete solution) and they need
an additional interpolation procedure to yield the solution for
the whole domain. Furthermore conditional stability as well as
the lower accuracy on irregular domains limit the applicability
of these methods.
The finite-element method (FEM) is the most popular dis-
cretization method in engineering applications. An important
feature of the FEM is that it requires a discretization of the do-
main via meshing, and therefore belongs to the class of mesh-
based methods. For problems involving complex geometries
or higher dimensional problems, generating a mesh might be
challenging and is indeed the most time consuming part of the
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solution process. Therefore in case of three or higher dimen-
sional problems, FEM requires high memory. In addition this
approach approximates the functions locally, therefore it pro-
vides the solution at mesh points only and additional interpola-
tion is required in order to find the solution at an arbitrary points
in the domain.
In contrast with mesh-based approaches such as finite dif-
ference and finite element methods, the solution obtained from
neural network approaches (see [18, 19, 20]) are in closed form
(continuous and differentiable) and it does not require a mesh
topology. In addition it can achieve the desired accuracy even if
the domain of interest is presented by scattered discrete points
(therefore it can be referred to as mesh-less approach). It has
been shown in [8] that neural approach require less number of
parameter to achieve the same accuracy as with FEM on the
grid points. Moreover for FEM approach it has been observed
that the accuracy at arbitrary points on the domain is order of
magnitude lower that that of training points.
Despite the fact that the classical neural networks have nice
properties such as universal approximation, they still suffer
from having two persistent weak points. The first problem is the
existence of many local minima solutions. The second problem
is how to choose the number of hidden units.
Support Vector Machines (SVMs) [21, 22] have been suc-
cessful for solving pattern recognition and function estimation
problems. SVM solutions for function estimation are char-
acterized by convex quadratic programming problems in the
dual. Therefore the weak points of the classical neural network
approaches have been overcome. Least squares SVMs (LS-
SVMs) [23], in classification and regression, have been pro-
posed as a way to replace the quadratic programming problems
by solving a linear system. This is achieved by applying a least
square loss function in the objective function and changing the
inequality constraints to equality constraints [24].
LS-SVM approaches have been primarily successfully ap-
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plied for solving initial and boundary value problems for or-
dinary differential equations (ODEs) and differential algebraic
equations (DAEs) [25, 26] as well as parameter estimation of
dynamical systems [27, 28]. It is the purpose of this paper to
extend the method developed in [25] to approximate the solu-
tion of one dimensional second order time dependent PDEs.
We propose a kernel based method in the LS-SVM frame-
work. It should be noted that one can derive a kernel based
model in two ways: one is using a primal-dual setting and the
other one is by using function estimation in a reproducing ker-
nel Hilbert space and the corresponding representer theorem.
The primal-dual approach has the advantage that it is usually
straightforward to incorporate additional structure or knowl-
edge into the estimation problem. For instance in the context
of learning the solution of PDEs, one may know in advance
that the underlying solution has to satisfy an additional con-
straint (like non-local conservation condition [29]). Then one
can incorporate it to the estimation problem by adding a suitable
constraint. Furthermore, contrary to the classical mesh-free ap-
proaches, the primal and dual formulation of the method allows
to obtain the optimal representation of the solution. That means
in the primal one starts with a simple representation of the so-
lution and by incorporating the initial/boundary conditions and
the given PDE, one may obtain the optimal representation of the
solution in the dual. That is in contrast with most existing ap-
proaches that produce a closed form solution. More precisely,
unlike the approach described in [8] that the user has to define
a form of a trial solution, which in some cases is not straight-
forward, in the proposed approach the optimal model is derived
by incorporating the initial/boundary conditions as constraints
of an optimization problem.
This paper is organized as follows. In Section 2, a brief re-
view about least squares support vector regression problems to-
gether with preliminary definitions are given. In Section 3, we
formulate our least squares support vector machines method
to the solution of second order linear time dependent hyper-
bolic PDEs in one space dimension. The formulation of the
method for nonlinear PDEs is discussed in Section 4. Section 5
describes the results of numerical experiments, discussion and
comparison with other known methods.
2. LS-SVM regression and preliminary definitions
Let us consider a given training set {zi, yi}Ni=1 with input data
zi ∈ R
m and output data yi ∈ R. The goal in regression is to
estimate a model of the form yˆ = wTϕ(z) + d.
The primal LS-SVM model for regression can be written as
follows [23]
minimize
w,d,e
1
2
wT w +
γ
2
eT e
subject to yi = wTϕ(zi) + d + ei , i = 1, ..., N
(1)
where γ ∈ R+, d ∈ R, w ∈ Rh. ϕ(·) : Rm → Rh is the fea-
ture map and h is the dimension of the feature space. The dual
solution is then given by Ω + IN/γ 1N1TN 0

[
α
d
]
=
[
y
0
]
where Ωi j = K(zi, z j) = ϕ(zi)Tϕ(z j) is the (i, j)-th entry of
the positive definite kernel matrix for a positive definite ker-
nel function K(z, r) = ϕ(z)Tϕ(r). and 1N = [1; ...; 1] ∈ RN . The
vector of Lagrange multipliers is denoted by α = [α1; ...;αN].
y = [y1; ...; yN] and IN is the identity matrix. When we deal
with differential equations, the target values yi are no longer
directly available, so the regression approach is not directly ap-
plicable. Nevertheless we can incorporate the underlying differ-
ential equation in the learning process to find an approximation
for the solution.
First we need to define the derivative of the kernel function.
Making use of Mercer’s Theorem [21], derivatives of the fea-
ture map can be written in terms of derivatives of the kernel
function. Without loss of generality let us assume that d = 2
i.e. the training points zi ∈ R2. Suppose that z1 = (x1, t1)T and
z2 = (x2, t2)T are two arbitrary points in R2 (x, t-coordinates).
Then let us define the following differential operator which will
be used in subsequent sections
∇s(n), p(m) ≡
∂n+m
∂sn∂pm
. (2)
If ϕ(z1)Tϕ(z2) = K(z1, z2), then one can show that
[
ϕx(n) (z1)
]T
ϕx(m) (z2) = ∇x(n)1 , x(m)2
[
K(z1, z2)
]
=
∂ n+mK(z1, z2)
∂x n1 ∂x
m
2
,
[
ϕx(n) (z1)
]T
ϕt(m) (z2) = ∇x(n)1 , t(m)2
[
K(z1, z2)
]
=
∂ n+mK(z1, z2)
∂x n1 ∂t
m
2
,
[
ϕt(n) (z1)
]T
ϕt(m) (z2) = ∇t(n)1 , t(m)2
[
K(z1, z2)
]
=
∂ n+mK(z1, z2)
∂t n1 ∂t
m
2
,
[
ϕt(n) (z1)
]T
ϕx(m) (z2) = ∇t(n)1 , x(m)2
[
K(z1, z2)
]
=
∂ n+mK(z1, z2)
∂t n1 ∂x
m
2
.
(3)
Here ϕx(n) and ϕt(n) are the n-th derivative of the feature map ϕ
with respect to variable x and t respectively. Note that if either
m or n is zero, we do not take the derivative of the term w.r.t to
the corresponding variable. More precisely suppose m = 0 then
we use the following notations:
[
ϕx(n) (z1)
]T
ϕx(0) (z2) =∇x(n)1 , x(0)2
[
K(z1, z2)
]
=
∇
x
(n)
1 , 0
[
K(z1, z2)
]
=
∂ nK(z1, z2)
∂x n1
.
For instance if K is chosen to be the RBF kernel
K(z1, z2) = exp(−‖z1 − z2‖
2
σ2
)
then the following relations hold
2
[
ϕ(z1)
]T
ϕx(z2) = ∇0, x2
[
K(z1, z2)
]
=
2(x1 − x2)
σ2
K(z1, z2),[
ϕ(z1)
]T
ϕt(z2) = ∇0, t2
[
K(z1, z2)
]
=
2(t1 − t2)
σ2
K(z1, z2).
3. Formulation of the method
The general form of a linear second-order PDE with two in-
dependent variables x and t is
a
∂2u
∂x2
+ b ∂
2u
∂x∂t
+ c
∂2u
∂t2
+ d∂u
∂x
+ e
∂u
∂t
+ l1u = l2. (4)
The first three terms containing the second derivatives are called
the principal part of the PDE. The coefficients of the principal
part can be used to classify the PDE into elliptic, parabolic and
hyperbolic. In the case that the coefficients a, b and c are vari-
able (i.e. functions of x or y, or both), then the categorization
of the equation could vary throughout the solution region. Con-
sider the one space dimensional linear second order equation
with variable coefficients of the following form
Lu(z) = f (z), z ∈ Σ ∈ R2 (5)
subject to the boundary conditions of the form
Bu(z) = g(z), z ∈ ∂Σ
where u(z) = u(x, t), t and x are time and space variables re-
spectively and z = (x, t)T . Σ is a bounded domain, which can be
either rectangular or irregular, and ∂Σ represent its boundary. B
and L are differential operators. In this study we consider the
case where L is defined as follows
L ≡
∂2u
∂t2
+ a(x, t)∂u
∂t
+ b(x, t)u − c(x, t)∂
2u
∂x2
. (6)
Remark 3.1. It should be noted that the presented approach
can be applied for the general linear second order PDE (4) but
for the sake of notational simplicity, the method is given for the
differential operator L in (6).
Let us assume that a general approximate solution to (5) is
of the form of uˆ(z) = wTϕ(z) + d, where w and d are param-
eters of the model that have to be determined. To obtain the
optimal value of these parameters, collocation methods can be
used which assume a discretization of the domain Σ into a set
of collocation points defined as follows
Z =
{
zk
∣∣∣ zk = (xk, tk), k = 1, . . . , k end},
where k end is a user defined number. Let us decompose Z into
two disjoint non-empty sets ZD and ZB, i.e. Z = ZD ∪ ZB,
where ZD = {ziD}
|ZD |
i=1 and ZB = {z
i
B
}
|ZB |
i=1 . ZD denotes the set
of collocation points located inside the domain and ZB repre-
sents the collocation points situated on the boundary. Therefore
the adjustable parameters w and d are to be found by solving
the following optimization problem:
minimize
uˆ
1
2
|ZD |∑
i=1
[
(L[uˆ] − f )(z i
D
)
]2
subject to B[uˆ(z j
B
)] = g(z j
B
), j = 1, . . . , |ZB|.
(7)
Here |ZD| and |ZB| are the cardinality of sets ZD and ZB
respectively. Furthermore |ZD|+|ZB| is equal to the number of
training points used in the learning process. In what follows we
formulate the optimization problem in the LS-SVM framework
for solving linear second order time varying partial differential
equation given in (5), (6). Suppose that zi ∈ S and z j ∈ T
are two arbitrary points and S, T ⊆ R2. Now for notational
convenience let us list the following notations which are used
in the following sections:
[
Ω s(n), p(m)
]S,T
i, j
=
[
∇ s(n), p(m) K
]
(zi, z j),
[
Ω
]S,T
i, j
=
[
∇s(0), p(0) K
]
(zi, z j) =
[
∇0,0K
]
(zi, z j) = K(zi, z j),
where
[
Ω s(n), p(m)
]S,T
i, j
denotes the (i, j)-th entry of matrix[
Ω s(n), p(m)
]S,T
. In the case that S = T , we denote the matrix
by
[
Ω s(n), p(m)
]S
. Here s and p can take values for any t1, t2, x1
and x2 combinations see (3).
3.1. PDEs on rectangular domains
Consider the PDE (5), with the operator L in (6), defined on a
rectangular domain subject to the initial conditions of the form
u(x, 0) + ∂u(x, 0)
∂t
= h(x), 0 ≤ x ≤ 1 (8)
and boundary conditions at x = 0 and x = 1 of the form
u(0, t) = g0(t), u(1, t) = g1(x), 0 ≤ t ≤ T. (9)
Therefore now the set ZB, defined previously, can be written
as ZB = ZC ∪ZB1 ∪ZB2 , (see Fig 1), where
ZC =
{
(x, 0)
∣∣∣∀x ∈ [0, 1]},
ZB1 =
{
(0, t)
∣∣∣∀t ∈ [0,T ]},
ZB2 =
{
(1, t)
∣∣∣∀t ∈ [0,T ]}.
Furthermore let us assume that N = |zD| and M = M1 + M2 +
M3 = |ZC| + |ZB1 | + |ZB2 |.
In the LS-SVM framework the approximate solution, uˆ(z) =
wTϕ(z) + d, can be obtained by solving the following optimiza-
tion problem
3
minimize
w,d,e
1
2
wT w +
γ
2
eT e
subject to wT
[
ϕtt(z iD) + a(z iD)ϕt(z iD) + b(z iD)ϕ(z iD)−
c(z i
D
)ϕxx(z iD)
]
+ b(z i
D
)d =
f (z i
D
) + ei, i = 1, . . . , |ZD|,
wT
[
ϕ(z i
C
) + ϕt(z iC)
]
+ d = h(xi), i = 1, . . . , |ZC|,
wTϕ(z i
B1
) + d = g0(ti), i = 1, . . . , |ZB1 |,
wTϕ(z i
B2
) + d = g1(ti), i = 1, . . . , |ZB2 |,
(10)
where
ϕt =
∂ϕ
∂t
, ϕtt =
∂2ϕ
∂t2
, ϕxx =
∂2ϕ
∂x2
, ϕx =
∂ϕ
∂x
.
Problem (10) is obtained by combining the LS-SVM cost func-
tion with constraints constructed by imposing the approximate
solution uˆ(z) = wTϕ(z) + d, given by the LS-SVM model, to
satisfy the given differential equation as well as the initial and
boundary conditions at the collocation points. We note here that
problem (10) is a quadratic minimization under linear equality
constraints, which enables an efficient solution.
The proof of the following Lemma is reported in the ap-
pendix.
Lemma 3.1. Given a positive definite kernel function K :
R
2 ×R2 → R with K(z1, z2) = ϕ(z1)Tϕ(z2) and a regularization
constant γ ∈ R+, the solution to (10) is given by the following
dual problem:

K + γ−1IN S b
S T ∆ 1M
bT 1TM 0


α
β
d
 =

f
v
0
 . (11)
The dual model representation of the solution is as follows:
uˆ(z) =d +
|ZD |∑
i=1
αi
([
∇t(2)1 ,0
K
]
(z i
D
, z) + a(z i
D
)
[
∇t1,0 K
]
(z i
D
, z)+
b(z i
D
)
[
∇0,0 K
]
(z i
D
, z) − c(z i
D
)
[
∇
x
(2)
1 ,0
K
]
(z i
D
, z)
)
+
|ZC |∑
i=1
β 1i
[
∇0,0 K + ∇t1,0 K
]
(z i
C
, z)+
|ZB1 |∑
i=1
β 2i
[
∇0,0 K
]
(z i
B1
, z) +
|ZB2 |∑
i=1
β 3i
[
∇0,0 K
]
(z i
B2
, z).
0
T
t
x0 1
ZD ZB1
ZB2ZC
(a)
−1 0 1
−1
−0.5
0
0.5
1
1.5
t
x
✷ −ZB • − ZD
(b)
−2 −1 0 1 2
−0.5
0
0.5
1
t
x
✷ −ZB • − ZD
(c)
Figure 1: ZD and ZB are the set of grid points which are located inside and
on the boundary of the domain respectively. (a) Grid points used in the learning
process for the rectangular domain, (b) Grid points used in the learning process
for the circular domain, (c) Grid points used in the learning process for the
irregular domain.
The elements of (11) are given by:
α = [α1, . . . , αN]T , β = [β1, β2, β3]T ∈ RM ,
β1 = [β11, . . . , β1M1 ], β2 = [β21, . . . , β2M2 ], β3 = [β31, . . . , β3M3 ],
v = vec[H,G0,G1] ∈ RM , H = [h(z1C), . . . , h(zM1C )]T ∈ RM1 ,
G0 = [g0(z1B1 ), . . . , g0(z
M2
B1
)]T ∈ RM2 ,
G1 = [g1(z1B2 ), . . . , g1(z
M3
B2
)]T ∈ RM3 ,
∆ =

∆11 ∆12 ∆13
∆T12 ∆22 ∆23
∆T13 ∆
T
23 ∆33
 ∈ RM×M ,
∆11 =
[
Ω
]XC
+
[
Ωt1,0
]ZC
+
[
Ω0,t2
]ZC
+
[
Ωt1,t2
]ZC
,
∆12 =
[
Ω
]ZB1 ,ZC
+
[
Ω0,t2
]ZB1 ,ZC
,
∆13 =
[
Ω
]ZB2 ,ZC
+
[
Ω0,t2
]ZB2 ,ZC
,
∆22 =
[
Ω
]ZB1
, ∆23 =
[
Ω
]ZB2 ,ZB1
,∆33 =
[
Ω
]ZB2
,
S = [S C, S B1 , S B2 ], ∈ RN×M ,4
S C =
[
Ω0,t(2)2
]ZC,ZD
+ Da
[
Ω0,t2
]ZC,ZD
+ Db
[
Ω
]ZC,ZD
−
Dc
[
Ω0,x(2)2
]ZC,ZD
+
[
Ωt,t(2)2
]ZC,ZD
+ Da
[
Ωt1,t2
]ZC,ZD
+ Db
[
Ωt1,0
]ZC,ZD
− Dc
[
Ωt1,x
(2)
2
]ZC,ZD
,
S B1 =
[
Ω0,t(2)2
]ZB1 ,ZD
+ Da
[
Ω0,t2
]ZB1 ,ZD
+
Db
[
Ω
]ZB1 ,ZD
− Dc
[
Ω0,x(2)2
]ZB1 ,ZD
,
S B2 =
[
Ω0,t(2)2
]ZB2 ,ZD
+ Da
[
Ω0,t2
]ZB2 ,ZD
+
Db
[
Ω
]ZB2 ,ZD
− Dc
[
Ω0,x(2)2
]ZB2 ,ZD
,
Da = diag
(
a(z1
D
), . . . , a(zN
D
)
)
,
Db = diag
(
b(z1
D
), . . . , b(zN
D
)
)
, f = [ f (z1
D
), . . . , f (zN
D
)]T
Dc = diag
(
c(z1
D
), . . . , c(zN
D
)
)
, b = [b(z1
D
), . . . , b(zN
D
)]T ,
K =
[
Ωt(2)1 ,t
(2)
2
]ZD
+ Da
[
Ωt1,t2
]ZD Da + Db[Ω]ZD Db+
Dc
[
Ω
x
(2)
1 ,x
(2)
2
]ZD Dc + (Da[Ωt(2)1 ,t2]ZD + [Ωt1,t(2)2 ]ZD Da
)
+
(
Db
[
Ωt(2)1 ,0
]ZD
+
[
Ω0,t(2)2
]ZD Db)−(
Dc
[
Ωt(2)1 ,x
(2)
2
]ZD
+
[
Ω
x
(2)
1 ,t
(2)
2
]ZDDc)+(
Db
[
Ωt1,0
]ZD Da + Da[Ω0,t2]ZD Db)
−
(
Dc
[
Ωt1,x
(2)
2
]ZD Da + Da[Ωx(2)1 ,t2]ZD Dc
)
−(
Dc
[
Ω0,x(2)2
]ZD Db + Db[Ωx(2)1 ,0]ZD Dc
)
∈ RN×N ,
where vec(·) denotes the vectorization of a matrix. Also note
that K = KT .
The LS-SVM model for the solution derivative, with respect
to space (x) and time (t), in the dual form becomes:
∂uˆ(z)
∂x
=
|ZD |∑
i=1
αi
([
∇t(2)1 ,x2
K
]
(z i
D
, z)+
a(z i
D
)
[
∇t1,x2 K
]
(z i
D
, z) + b(z i
D
)
[
∇0,x2 K
]
(z i
D
, z)
− c(z i
D
)
[
∇
x
(2)
1 ,x2
K
]
(z i
D
, z)
)
+
|ZC |∑
i=1
β 1i
[
∇0,x2 K+
∇t1,x2 K
]
(z i
C
, z) +
|XB1 |∑
i=1
β 2i
[
∇0,x2 K
]
(z i
B1
, z)+
|ZB2 |∑
i=1
β 3i
[
∇0,x2 K
]
(z i
B2
, z),
∂uˆ(z)
∂t
=
|XD |∑
i=1
αi
([
∇t(2)1 ,t2
K
]
(z i
D
, z)+
a(z i
D
)
[
∇t1,t2 K
]
(z i
D
, z) + b(z i
D
)
[
∇0,t2 K
]
(z i
D
, z)
− c(z i
D
)
[
∇
x
(2)
1 ,t2
K
]
(z i
D
, z)
)
+
|ZC |∑
i=1
β 1i
[
∇0,t2 K+
∇t1,t2 K
]
(z i
C
, z) +
|XB1 |∑
i=1
β 2i
[
∇0,t2 K
]
(x i
B1
, z)+
|ZB2 |∑
i=1
β 3i
[
∇0,t2 K
]
(z i
B2
, z),
where K is the kernel function.
3.2. PDEs on irregular domains
Consider the PDE (5), with operator L in (6), defined on a
irregular domain subject to a Dirichlet boundary condition, i.e.
u(z) = g(z) for all z ∈ ∂Σ.
The approximate solution, uˆ(z) = wTϕ(z) + d, can then be
obtained by solving the following optimization problem,
minimize
w,d,e
1
2
wT w +
γ
2
eT e
subject to wT
[
ϕtt(z iD) + a(z iD)ϕt(z iD) + b(z iD)ϕ(z iD)−
c(z i
D
)ϕxx(z iD)
]
+ b(z i
D
)d =
f (z i
D
) + ei, i = 1, . . . , |ZD|,
wTϕ(z i
B
) + d = g(ti), i = 1, . . . , |ZB|.
(12)
Here ZD and ZB are defined as previously.
Lemma 3.2. Given a positive definite kernel function K :
R
2 ×R2 → R with K(z1, z2) = ϕ(z1)Tϕ(z2) and a regularization
constant γ ∈ R+, the solution to (12) is given by the following
dual problem:
K + γ−1IN S B b
S T
B
∆B 1M
bT 1TM 0


α
β
d
 =

f
g
0
 (13)
with
N = |ZD|, M = |ZB|, β = [β1, . . . , βM]T ∈ RM ,
g = [g(z1
B
), . . . , g(zM
B
)]T ∈ RM ,∆B =
[
Ω
]ZB
∈ RM×M ,
S B =
[
Ω0,t(2)2
]ZB,ZD
+ Da
[
Ω0,t2
]ZB,ZD
+
Db
[
Ω
]ZB,ZD
− Dc
[
Ω0,x(2)2
]ZB,ZD
where K , b, f , Da, Db, α and Dc are defined as previously.
The dual model representation of the solution is as follows:
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uˆ(z) =
|ZD |∑
i=1
αi
([
∇t(2)1 ,0
K
]
(z i
D
, z) + a(z i
D
)
[
∇t1,0 K
]
(z i
D
, z)+
b(z i
D
)
[
∇0,0 K
]
(z i
D
, z) − c(z i
D
)
[
∇
x
(2)
1 ,0
K
]
(z i
D
, z)
)
+
|ZB |∑
i=1
β i
[
∇0,0 K
]
(z i
B
, z) + d.
Proof. It follows from constructing the Lagrangian of the con-
strained optimization (12) as in Lemma 2.1, then obtaining the
Karush-Kuhn-Tucker optimality conditions and eliminating the
primal variables w and e.
The LS-SVM model for the solution derivative, with respect
to space (x) and time (t), in the dual form become:
∂uˆ(z)
∂x
=
|ZD |∑
i=1
αi
([
∇t(2)1 ,x2
K
]
(z i
D
, z) + a(z i
D
)
[
∇t1,x2 K
]
(z i
D
, z)+
b(z i
D
)
[
∇0,x2 K
]
(z i
D
, z) − c(z i
D
)
[
∇
x
(2)
1 ,x2
K
]
(z i
D
, z)
)
+
|ZB |∑
i=1
β i
[
∇0,x2 K
]
(z i
B
, z),
∂uˆ(z)
∂t
=
|ZD |∑
i=1
αi
([
∇t(2)1 ,t2
K
]
(z i
D
, z) + a(z i
D
)
[
∇t1,t2 K
]
(z i
D
, z)+
b(z i
D
)
[
∇0,t2 K
]
(z i
D
, z) − c(z i
D
)
[
∇
x
(2)
1 ,t2
K
]
(z i
D
, z)
)
+
|ZB |∑
i=1
β i
[
∇0,t2 K
]
(z i
B
, z),
where K is the kernel function.
Remark 3.2. Although in section 3.2, the formulation of the
method is presented for a Dirichlet boundary condition, it can
be easily adapted, by adopting suitable constraints, for the Neu-
mann or Robbins (a linear combination of the Dirichlet and
Neumann) type boundary conditions.
4. Formulation of the method for nonlinear PDE
Inspired by the approach described in [25] for nonlinear
ODEs, we formulate an optimization problem based on least
squares support vector machines for solving nonlinear partial
differential equations. For the sake of notational simplicity let
us assume the the nonlinear PDE has the following form:
∂2u
∂t2
+
∂2u
∂x2
+ f (u) = g(z), z ∈ Σ ∈ R2 (14)
subject to the boundary conditions of the form
u(z) = h(z), z ∈ ∂Σ (15)
where f is a nonlinear function. The approximate solution
uˆ(z) = wTϕ(z) + d for the given nonlinear PDE can be obtained
by solving the following optimization problem:
minimize
w,d,e,ξ,u
1
2
wT w +
γ
2
(eT e + ξT ξ)
subject to wT
[
ϕtt(z iD) + ϕxx(z iD)
]
+ f (u(z i
D
))
= g(z i
D
) + ei, i = 1, . . . , |ZD|,
wTϕ(z i
D
) + d = u(z i
D
) + ξi, i = 1, . . . , |ZD|,
wTϕ(z i
B
) + d = h(z i
B
), i = 1, . . . , |ZB|.
(16)
Note that the second set of additional constraints is introduced
to keep the optimization problem linear in w. As before, we
assume that N = |ZD|, M = |ZB|. After deriving the La-
grangian, taking the KKT conditions and eliminating the primal
variables w, e, ξ one obtains the following nonlinear system of
equations:
Kα + S 1η1 + S 2η2 − f (u) = 0
S T1 α + ∆11η
1 + ∆12η
2 + 1Nd − INu = 0
S T2 α + ∆
T
12η
1 + ∆22η
2 + 1Md = 0
1TNη
1 + 1TMη
2 = 0
diag( fu)α − η1 = 0
(17)
where η1, η2 and α are Lagrange multipliers. and u =
[u(z 1
D
), . . . , u(z N
D
)]T . fu = [ ddu f (u(z 1D)), . . . , ddu f (u(z ND))] and
diag( fu) is a diagonal matrix with elements of fu on the diago-
nal.
K =
[
Ωt(2)1 ,t
(2)
2
]ZD
+
[
Ω
x
(2)
1 ,x
(2)
2
]ZD
+[
Ωt(2)1 ,x
(2)
2
]ZD
+
[
Ω
x
(2)
1 ,t
(2)
2
]ZD
+ γ−1IN ∈ RN×N
S 1 =
[
Ω0,t(2)2
]ZD
+
[
Ω0,x(2)2
]ZD
S 2 =
[
Ω0,t(2)2
]ZB,ZD
+
[
Ω0,x(2)2
]ZB,ZD
∆11 =
[
Ω
]ZD
+ γ−1IN , ∆12 =
[
Ω
]ZB,ZD
, ∆22 =
[
Ω
]ZB
.
The nonlinear system (17) is solved for (α, η1, η2, d, u) using
Newton’s method. The Jacobian of (17) can be explicitly rep-
resented as follows:
J =

K S 1 S 2 0N −diag( fu)
S T1 ∆11 ∆12 1N −IN
S T2 ∆
T
12 ∆22 1M 0M×N
0TN 1TN 1TM 0 0TN
diag( fu) −IN 0N×M 0N diag( fuu ⊙ α)

where fuu = [ d2du2 f (u(z 1D)), . . . , d
2
du2 f (u(z ND))] and ⊙ denotes
the element-wise multiplication. The dual model representation
of the solution is as follows:
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uˆ(z) =
|ZD |∑
i=1
αi
([
∇t(2)1 ,0
K
]
(z i
D
, z) +
[
∇
x
(2)
1 ,0
K
]
(z i
D
, z)
)
+
|ZD |∑
i=1
η 1i
[
∇0,0 K
]
(z i
D
, z) +
|ZB |∑
i=1
η 2i
[
∇0,0 K
]
(z i
B
, z) + d.
Remark 4.1. One may also discretize the given PDE in space
and reduce it to system of nonlinear ordinary differential equa-
tions. Then the available ode solver can be used. But in that
case one also should consider the stability of the difference
scheme that is being used.
5. Numerical Results
In this section, six experiments are performed to demonstrate
the capability of the proposed method for solving second order
partial differential equations. The accuracy of an approximate
solution is measured by means of different error norms which
are defined as follows:
RMSEtest =
√∑Ntest
i=1 e
2
i
Ntest
, L∞ = ‖e‖∞,
where ei = u(zi) − uˆ(zi). The test set consists of a grid of Ntest
points inside the given domain.
The performance of the LS-SVM model depends on the
choice of the tuning parameters. In this paper for all experi-
ments the Gaussian RBF kernel is used. Note that any positive
definite kernel function can be used as well. In the case of Gaus-
sian RBF kernel the model is determined by the regularization
parameter γ and the kernel bandwidth σ. It should be noted
that as opposed to the regression case, we don’t have the target
values and we don’t have noise. Therefore a quite large value
can be taken for the regularization constant γ, so that the opti-
mization problem (10) is sharply minimized, compared to the
noisy case in regression problems.
In this work, the optimal values for γ and σ are obtained by
evaluating the performance of the model on a validation set,
which consists of new mesh points that do not belong to the
training set, using a meaningful grid of possible (γ, σ) combi-
nations.
The general stages (methodology) of the procedure is
described by the following flow-chart:
Given a PDE subject
to its initial and
boundary conditions
on the domain Σ
Assume the solution
has the following
form in primal:
uˆ(z) = wTϕ(z) + d
Generate the collocation
points inside the
domain Σ and on
the boundary ∂Σ
Form an optimization
problem in primal such
that its constraints
satisfy the given PDE
and its associated ini-
tial/boundary conditions
Follow the KKT optimality
conditions to derive
the dual formulation
Obtain the optimal
representation of
the solution in dual
5.1. Rectangular domains
Problem 5.1: Consider the linear second order hyperbolic
equation with variable coefficients defined on a rectangular do-
main [1, Example 1]
utt + 2ex+tut + (sin2(x + t))u = (1 + x2)uxx + e−2t
(
x2+
4et+x − sin2(t + x) − 3
)
sinh(x), 0 < x < 1, 0 < t < T,
subject to the initial and boundary conditions (8) and (9) with
exact solution u(x, t) = e−2t sinh(x). The approximate solution
obtained by the proposed method is compared with the exact
solution in Fig 2. The step length used to generate the mesh
points for the training set is 110 and thus the number of colloca-
tion points (training points) inside and on the boundary of the
domain are as follows: for T = 1,
|ZD| = 81, |ZC| = |ZB1 | = |ZB2 | = 10,
and for T = 2,
|ZD| = 171, |ZC| = 10, |ZB1 | = |XB2 | = 20.
In order to make a fair comparison with the results reported in
[1], the step length 164 is used for generating mesh points for the
test set. The obtained results are tabulated in Table 1.
From Table 1, in terms of accuracy the proposed method out-
performs the method described in [1] despite the fact that the
method presented in this paper utilizes a much less number of
mesh points. Also unlike the method in [1] that provides the
solution at grid points only, here a closed form solution is pre-
sented.
Fig 3, shows the the RMSE obtained on the validation set,
versus the kernel bandwidth. The bandwidth that results in min-
imum RMSE on the validation set is then selected and used for
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evaluating the model on test set. The effect of increasing num-
ber of training points (collocation points) on the performance
of the approach is demonstrated in Table 2. The training com-
putational time is reported in Table 3.
Table 1: Numerical result of the proposed method for solving Problem 5.1 with time
interval [0, T ].
RMSE L
∞
Method T Training Test Training Test
LSSVM 1 1.75 × 10−5 1.94 × 10−5 5.31 × 10−5 6.71 × 10−5
FDM [1] − − − − − 0.74 × 10−4 − − − − − − − − − −
LSSVM 2 3.18 × 10−5 3.49 × 10−5 1.30 × 10−4 1.51 × 10−4
FDM [1] − − − − − 0.43 × 10−4 − − − − − − − − − −
Table 2: The effect of number of training points on the approximate solution of Problem
5.1 with time interval [0, 1].
RMSE L
∞
|XD | σ Training Test Training Test
4 225.04 1.76 × 10−3 2.78 × 10−3 3.50 × 10−3 1.01 × 10−2
25 12.61 6.26 × 10−4 7.57 × 10−4 1.76 × 10−3 2.32 × 10−3
49 5.99 2.58 × 10−4 2.86 × 10−4 7.31 × 10−4 8.93 × 10−4
81 4.13 1.75 × 10−5 1.94 × 10−5 5.31 × 10−5 6.71 × 10−5
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Figure 2: Obtained model errors for problem 4.1, when a grid consists of 81
mesh points inside the domain [0, 1] × [0, 1] are used for training.
Problem 5.2: Consider the singular linear second order par-
tial differential equation defined on a rectangular domain [1,
Example 2]
utt +
2
x2
ut +
1
x2
u = (1 + x2)uxx−
e−2t
(
x4 − 3x2 + 3
)
sinh(x)
x2
, 0 < x < 1, 0 < t < T,
subject to the initial and boundary conditions (8) and (9) with
exact solution u(x, t) = e−2t sinh(x). The approximate solution
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Figure 3: Tuning the kernel bandwidth (σ) using validation set for Problem 5.1.
The red circle indicates the location of selected bandwidth.
Table 3: CPU time taken for solving the tested problems
Problem
5.1 5.2 5.3 5.4 5.5 5.6
Training time (s) 0.07 0.04 0.01 0.02 0.01 0.23
Note: The execution time is in seconds.
obtained by the proposed method is compared with the exact
solution in Fig 4. The same step length as in problem 5.1 is
used to generate the mesh points for the training and test sets.
The training computational time is reported in Table 3. The
obtained results are tabulated in Table 4. The proposed method
shows a better performance in comparison with the described
method in [1] in terms of accuracy despite the fact that much
less number of mesh points are used.
Table 4: Numerical result of the proposed method for solving Problem 5.2 with time
interval [0, T ].
RMSE L
∞
Method T Training Test Training Test
LSSVM 1 3.79 × 10−5 3.71 × 10−5 8.38 × 10−5 9.52 × 10−5
FDM [1] − − − − − 0.22 × 10−3 − − − − − − − − − −
LSSVM 2 1.78 × 10−5 1.76 × 10−5 4.48 × 10−5 4.89 × 10−5
FDM [1] − − − − − 0.62 × 10−4 − − − − − − − − − −
Problem 5.3: Consider the singular linear second order
equation defined on a rectangular domain [8, Example 5]
∇2u(x, y) = exp(−x)(x − 2 + y3 + 6y)
with x, t ∈ [0, 1] and the Dirichlet boundary conditions:
u(0, t) = y3, u(1, t) = (1 + y3) exp(−1)
and
u(x, 0) = x exp(−x), u(x, 1) = x exp(−x)(x + 1).
The exact solution is u(x, y) = e−x(x + y3). The approximate
solution obtained by the proposed method is compared with the
exact solution in Fig 5. In order to make a fair comparison, the
same number of grid points as in [8] is used for training and test
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Figure 4: Obtained model errors for problem 5.2, when a grid consists of 171
mesh points inside the domain [0, 1] × [0, 2] are used for training.
sets. The proposed method shows slightly better performance
in comparison with the described method in [8] in terms of ac-
curacy (the maximum absolute error for training and test points
shown in [8, Fig. 9 and Fig. 10] is approximately 5×10−7). Fur-
thermore as opposed to the neural networks approach here one
does not need to provide a trial neural form of the solution and
the solution is obtained by solving a linear system of equations.
The training computational time is reported in Table 3.
5.2. Irregular domains
Problem 5.4: Consider the linear second order elliptic PDE
[10, Section V-B1]
∇2u(x, y) = 4x cos(x) + (5 − x2 − y2) sin(x) (18)
defined on a circular domain, i.e.
Σ :=
{
(x, y)
∣∣∣∣ x2 + y2 − 1 = 0, −1 ≤ x ≤ 1,−1 ≤ y ≤ 1}
with the Dirichlet condition u(x, y) = 0 on ∂Σ. The exact so-
lution is given by u(x, y) = (x2 + y2 − 1) sin(x). The approx-
imate solution obtained by the proposed method is compared
with the exact solution in Fig 6. The distribution of the collo-
cation points used to undertake the learning process is shown
in Fig 1(b). The number of collocation points (training points)
inside and on the boundary of the domain are as follows,
|ZD| = 45, |ZB| = 19,
which are less than those (52 and 24 collocation points inside
and on the boundary of the domain respectively) used in [10].
The training computational time is reported in Table 3. The
obtained results are tabulated in Table 5. The proposed method
outperforms the described method in [10] in terms of accuracy
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Figure 5: The obtained approximate solution and the model errors for problem
5.3. (a) The obtained approximate solution, (b) The model error on training set
when a grid consists of 100 mesh points inside the domain [0, 1] × [0, 1] are
used for training, (c) The model error on test set consists of 900 mesh points
inside the domain [0, 1] × [0, 1] are used for testing.
despite the fact that less number of training points are used.
(Note that in [10] the maximum absolute error shown in [10,
Fig. 7] is approximately 2× 10−3 and the reported mean square
error in [10, Table II], obtained by using genetic programming
with boosting approach, is 2.05 × 10−4).
Table 5: Numerical result of the proposed method for solving Problem 5.4 and 5.5.
MSE L
∞
Problem Method Training Test Training Test
5.4 LSSVM 5.18 × 10−11 5.94 × 10−11 1.91 × 10−5 2.71 × 10−5
GPA[10] − − − − − 2.04 × 10−4 − − − − − − − − − −
5.5 LSSVM 7.93 × 10−9 1.32 × 10−8 3.95 × 10−4 5.90 × 10−4
GPA[10] − − − − − 4.46 × 10−4 − − − − − − − − − −
Problem 5.5: Consider the second order elliptic PDE [10,
Section V-B2]
∇2u(x, y) = 2 exp(x − y) (19)
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Figure 6: Obtained model error for problem 5.4, when a grid consists of 45 and
19 mesh points inside and on the boundary of the domain respectively are used
for training.
defined on the following domain, i.e.
Σ :=
{
(x, y)
∣∣∣∣ (x, y) = r(θ)( cos(θ), sin(θ)), 0 ≤ θ ≤ 2π, }
with r(θ) =
√
cos(2θ) +
√
1.1 − sin2(2θ) and the Dirichlet
boundary condition u(x, y) = ex−y + ex cos(y) on ∂Σ. The ex-
act solution is given by u(x, y) = ex−y + ex cos(y). The approx-
imate solution obtained by the proposed method is compared
with the exact solution in Fig 7. The distribution of the collo-
cation points used to undertake the learning process is shown
in Fig 1(c). The number of collocation points (training points)
inside and on the boundary of the domain are as follows,
|ZD| = 48, |ZB| = 28,
which are almost as number as those (48 and 32 collocation
points inside and on the boundary of the domain respectively)
used in [10]. The computed residuals are displayed in Fig 7(b)-
7(e). The training computational time is reported in Table 3.
The mean square errors and maximum absolute errors for the
test set are also recorded in Table 5, which shows the improve-
ment of the proposed method over the described method in [10].
(Note that in [10] the maximum absolute error shown in [10,
Fig. 11] is approximately 2×10−2 and the reported mean square
error in [10, Table II], obtained by using genetic programming
with boosting approach, is 4.46 × 10−4).
Problem 5.6: Consider an example of nonlinear PDE
∇2u(x, y) + u(x, y)2 = sin(πx)
(
2 − (πy)2 + y4 sin(πx)
)
(20)
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Figure 7: Obtained model error for problem 5.5, when a grid consists of 48 and
28 mesh points inside and on the boundary of the domain respectively are used
for training.
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Figure 8: Obtained model error for problem 5.6.
defined on a circular domain, i.e.
Σ :=
{
(x, y)
∣∣∣∣ x2 + y2 − 1 = 0, −1 ≤ x ≤ 1,−1 ≤ y ≤ 1}
with the Dirichlet condition on ∂Σ. The exact solution is given
by u(x, y) = y2 sin(πx). The approximate solution obtained by
the proposed method is compared with the exact solution in Fig
8(b). The training computational time is reported in Table 3.
The number of collocation points (training points) inside and
on the boundary of the domain are as follows,
|ZD| = 24, |ZB| = 19.
Remark 5.1. In the presented approach, the solution to the
given PDE is learned by means of a linear combination of infi-
nite number of basis functions in the primal formulation, since
the dimension of feature map can be infinite for a Gaussian
kernel, as opposed to classical methods that consider a finite
number of basis functions. One can use other loss functions
than the least square loss function. For instance if one chooses
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the ǫ-insensitive loss function then the solution in the dual can
be obtained by solving a quadratic programing problem and a
sparse solution is then obtained.
Remark 5.2. One may obtain the explicit finite-dimensional
representation of the feature map ϕˆ by means of Nystro¨m ap-
proximation on a subsample of collocation points that are ac-
tively selected using quadratic Re´nyi entropy method. Then
based on the explicit approximation ϕˆ, the optimization prob-
lems (10) and (12) can be solved in the primal similar to Fixed-
size LS-SVM approach [23, 30] leading to a sparse kernel rep-
resentation.
6. Conclusion and future work
In this paper, a new method based on least squares support
vector machines is developed for solving second order linear
and nonlinear partial differential equations (PDEs) in one space
dimension. As opposed to ANN based approaches that need to
solve a non-linear optimization problem, here in case of a linear
PDE the solution is obtained by solving a system of linear equa-
tions. For a nonlinear PDE one requires applying a Newton-
type iterative method. The results reveal that the method can
obtain the desired accuracy with only a few number of collo-
cation points and is able to provide a closed form approximate
solution for the problem. For the future work one may consider
adapting other loss functions or kernels that can deal with cer-
tain difficulties in approximating the solution of a PDE such as
discontinuities, presence of shocks and low and high frequency
components.
Appendix. Proof of Lemma 2.1
Proof. Consider the Lagrangian of problem (10):
L(w, d, ei, αi, β1i , β2i , β3i ) = (21)
1
2
wT w +
γ
2
eT e −
|ZD |∑
i=1
αi
[
wT
(
ϕtt(z iD) + a(z iD)ϕt(z iD)+
b(z i
D
)ϕ(z i
D
) − c(z i
D
)ϕxx(z iD)
)
+ b(z i
D
)d − f (z i
D
) − ei
]
−
|ZC |∑
i=1
β 1i
[
wT
(
ϕ(z i
C
) + ϕt(z iC)
)
+ d − h(xi)
]
−
|ZB1 |∑
i=1
β 2i
[
wTϕ(z i
B1
) + d − g0(ti)
]
−
|ZB2 |∑
i=1
β 3i
[
wTϕ(z i
B2
) + d − g1(ti)
]
where
{
αi
}|ZD |
i=1
,
{
β 1i
}|ZC |
i=1
,
{
β 2i
}|ZB1 |
i=1
and
{
β 3i
}|ZB2 |
i=1
are Lagrange
multipliers. The Karush-Kuhn-Tucker (KKT) optimality con-
ditions are as follows,
∂L
∂w
= 0 → w =
|ZD |∑
i=1
αi
(
ϕtt(z iD) + a(z iD)ϕt(z iD)+
b(z i
D
)ϕ(z i
D
) − c(z i
D
)ϕxx(z iD)
)
+
|XC |∑
i=1
β 1i
(
ϕ(z i
C
) + ϕt(z iC)
)
+
|ZB1 |∑
i=1
β 2i
(
ϕ(z i
B1
)
)
+
|ZB2 |∑
i=1
β 3i
(
ϕ(z i
B2
)
)
∂L
∂d = 0 →
|ZD |∑
i=1
αib(ziD) +
|ZC |∑
i=1
β 1i +
|ZB1 |∑
i=1
β 2i +
|ZB2 |∑
i=1
β 3i = 0,
∂L
∂ei
= 0 → ei = −
αi
γ
, i = 1, . . . , |ZD|,
∂L
∂αi
= 0 → wT
(
ϕtt(z iD) + a(z iD)ϕt(z iD) + b(z iD)ϕ(z iD)−
c(z i
D
)ϕxx(z iD)
)
+ b(z i
D
)d − ei =
f (z i
D
), i = 1, . . . , |ZD|,
∂L
∂β 1i
= 0 → wT
(
ϕ(z i
C
) + ϕt(z iC)
)
+ d =
h(xi), i = 1, . . . , |ZC|,
∂L
∂β 2i
= 0 → wTϕ(z i
B1
) + d = g0(ti), i = 1, . . . , |ZB1 |,
∂L
∂β 3i
= 0 → wTϕ(z i
B2
) + d = g1(ti), i = 1, . . . , |ZB2 |.
Eliminating w and {ei}Ni=1, applying the kernel trick, and writ-
ing the system in matrix form results in the linear system (11).
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