In wind turbine, blades are the major component for capturing the wind, however, due to environmental conditions it prompts to get a fault. To overcome this problem, a machine learning based condition monitoring technique is incorporated into the wind turbine to identify the fault classification which occurred in the blade. In this study, a three-bladed horizontal axis wind turbine was chosen and the faults like blade bend, blade cracks, hub-blade loose connection, blade erosion and pitch angle twist were considered as these are the faults mostly affect the turbine blade. In this study, the autoregressive-moving-average (ARMA) features have been extracted from the raw signal and the dominating feature was selected through J48 decision tree algorithm followed by the fault classification using machine learning classifiers. The results were compared with respect to the classification accuracy and their computational time of the classifier.
Introduction
With growing concerns about environmental pollution and possible energy shortage, great efforts have been taken by the governments worldwide to implement renewable energy programs, based mainly on wind power, solar energy, small hydroelectric power, etc. Recently, wind energy development has experienced a significant level of interest. With improving techniques, reducing costs and low environmental impact, wind energy seems certain to play a major part in the world's energy future. More than 54 GW of clean renewable wind power was installed across the global market in 2016, which now comprises more than 90 countries, including 9 with more than 10,000 MW installed, and 29 which have now passed the 1,000 MW mark. Cumulative capacity grew by 12.6% to reach a total of 486.8 GW. Modern wind turbines harness wind's kinetic energy and convert it into electricity. In energy harvesting using a wind turbine, mostly three bladed horizontal axis wind turbine (HAWT) is used since, when one blade is in the horizontal position, its resistance to the yaw force is counter-balanced by the two other blades (Bianchi et al., 2007) . So, a three-bladed turbine represents the best combination of high rotational speed and minimum stress. Due to different environmental conditions, the wind turbine gets damage predominantly in blades. These blades are the key segment in the production of wind energy.
Many studies were carried out for condition monitoring of wind turbine blades using machine learning approach and simulation studies. To name a few, Jeffries et al. (1998) had conducted an experiment with bicoherence of electrical power for condition monitoring of wind turbine blades using vibration data. This study was carried out by creating flap wise bending to the blade and simulated using MATLAB. Kusiak and Verma (2011) built a data-driven model for monitoring blade pitch faults in wind turbines. The study was carried out using bagging (72.5%), artificial neural network (76.2%), pruning rule-based classification tree (75.5%), K-nearest neighbor (73.5%) and genetic programming (74.7%) algorithms. A study on integrating structural health management with contingency control for wind turbines using nonlinear high fidelity simulation was carried out by Frost et al. (2013) . This study is about the structural health of the blade, the speed of the turbine and decision making using prognostic information and achieved 90% accuracy. Lee et al. (2015) done a work on wind turbine blade moment signals to blade condition monitoring using a transformation algorithm. A numerical investigation of the aerodynamic performance of a novel vertical axis wind turbine with adaptive blades was carried by Wang et al. (2016) .
A classification of operating conditions of wind turbines for a class-wise condition monitoring strategy study was done by Ha et al. (2017) . This paper presents a general method that can be used to classify the operating conditions of a wind turbine in terms of rotor speed and power. This study used empirical probability density functions based method and Gaussian mixture model (GMM) based method. Numerous works were carried out using simulation analysis; however, only a few experimental analyses were performed for wind turbine blade condition monitoring. Machine learning technique was considered for wind turbine blade fault diagnosis; however, the usage was limited in the literature (Joshuva and Sugumaran, 2016a) . A very limited set of defects were considered for analysis. This is especially true in case of fault diagnosis of wind turbine blade. This study makes an attempt to find five different blade fault conditions using autoregressive-moving-average (ARMA) features with machine learning classifiers. Figure 1 shows the methodology of the work done. The contribution of the present study is as follows:
• this study considers five faults (blade crack, erosion, hub-blade loose connection, pitch angle twist and blade bend) for wind turbine blade fault diagnosis
• autoregressive-moving average (ARMA) features were extracted from the obtained vibration source through MATLAB
• J48 decision tree algorithm was used for feature selection
• this problem is modelled as a multiclass classification problem and attempts to classify using different machine learning classifiers like meta-classifiers, misc classifiers, rule classifiers and tree-based classifiers.
The rest of the paper is organised as follows. In Section 2, the experimental setup and experimental procedure are explained. Section 3 presents the feature extraction process for extracting autoregressive-moving-average (ARMA) features. The feature selection using J48 decision tree algorithm is presented in Section 4. In Section 5, the classifiers (meta-classifiers, misc classifiers, rule classifiers and tree-based classifiers) used in the study were explained in detail. The results obtained from the classifiers and the discussions about their performance are presented in Section 6. Conclusions are presented in the final section (Section 7). 
Experimental studies
The main aim of this study is to classify whether the blades are in good condition or in a defective state. If it is defective, then the objective is to identify the type of fault. The experimental setup and experimental procedure are described in the following subsections Sugumaran, 2017a, 2017b) .
Experimental setup
The experiment was carried out on a 50W, 12V variable speed wind turbine (MX-POWER, model: FP-50W-12V). The technical parameters of a wind turbine are given in Table 1 . The wind turbine was mounted on a fixed steel stand in front of the open circuit wind tunnel outlet. The wind tunnel speed ranges from 5 m/s to 15 m/s and acts as a wind source to start the wind turbine. The wind speed was varied continuously in order to simulate the environmental wind condition. The experimental setup is shown in Figure 2 . Piezoelectric type accelerometer was used as a transducer for acquiring vibration signals. It has high sensitivity for detecting faults. Hence, accelerometers are widely used in condition monitoring. In this case, a uniaxial accelerometer of 500g range, 100 mV/g sensitivity, and resonant frequency around 40 Hz was used. The piezoelectric accelerometer (DYTRAN 3055B1) was mounted on the nacelle near to the wind turbine hub to record the vibration signals using an adhesive mounting technique. It was connected to the DAQ system through a cable. The data acquisition system (DAQ) used was NI USB 4432 model. The DAQ card has five analogue input channels with a sampling rate of 102.4-kilo samples per second with 24-bit resolution. The accelerometer is coupled to a signal conditioning unit which consists of an inbuilt charge amplifier and an analog-to-digital converter (ADC). From the ADC, the vibration signal was taken. These vibration signals were used to extract features through feature extraction technique. One end of the cable is plugged into the accelerometer and the other end to the AIO port of DAQ system. NI -LabVIEW was used to interface the transducer signal and the system (PC).
Experimental procedure
In the present study, three-blade variable horizontal axis wind turbine (HAWT) was used. Initially, the wind turbine was considered to be in good condition (free from defects, new setup) and the signals were recorded using an accelerometer. These signals were recorded with the following specifications.
• Sample length: The sample length was chosen long enough to ensure data consistency; and also the following points were considered. ARMA measures are more meaningful when the number of samples is sufficiently large. On the other hand, as the number of samples increases the computation time increases. To strike a balance, a sample length of 10000 was chosen.
• Sampling frequency: The sampling frequency should be at least twice the highest frequency contained in the signal as per Nyquist sampling theorem. By using this theorem sampling frequency was calculated as 12 kHz (12000 Hz).
• Number of samples: Minimum of 100 (hundred) samples were taken for each condition of the wind turbine blade and the vibration signals were stored in data files. The following faults were simulated one at a time while all other components remain in good condition and the corresponding vibration signals were acquired. Figure 3 shows the different blade fault conditions which are simulated on the blade.
• Blade bend (BB): This fault occurs due to the high-speed wind and complex forces caused by the wind. The blade was made to flap wise bend at 10º angle.
• Blade crack (BC-2): This occurs due to foreign object damage on the blade while it is in operating condition. On the blade, 15 mm crack was made.
• Blade erosion (BE): This fault is due to the erosion of the top layer of the blade by the high-speed wind. The smooth surface of the blade was eroded using emery sheet (320Cw) to provide an erosion effect on the blade.
• Hub-blade loose contact: This fault generally occurs on a wind turbine blade due to an excessive runtime or usage time. The bolt connecting the hub and blade was made loose to obtain this fault.
• Blade pitch angle twist (PAT): This fault occurs due to the stress on the blade caused by high-speed wind. This makes the pitch get twisted, creating a heavy vibration to the framework. To attain this fault, blade pitch was twisted about 12° angle with respect to the normal blade condition.
In Figure 4 , the vibration signals (sample number vs. amplitude) are shown which were taken for different conditions of the wind turbine blade (good condition blade, blade bend, blade erosion, hub-blade loose connection, blade crack and pitch angle twist).
3 Feature extraction using Autoregressive-Moving-Average (ARMA)
In machine learning approach, feature extraction is an essential process to determine the individuality of the signals on the basis of statistical measures. In the present study, the blade signals of six different classes were considered and given as the input to the classifier. Autoregressive-Moving-Average (ARMA) features have been extracted to associate the attributes from input space to resultant space. Each input dataset contains 10000 data points facilitating the blade signal. These signals were supplied as the source to the classifier. In general, algorithms find it is complex to deal with a large number of input features. In order to minimise the number of input variables, many types of research provide a small number of measures of the data points rather than the data themselves. Thus, feature extraction process receives a particular attention to extract the meaningful information from the signals. Autoregressive-Moving-Average (ARMA) models are numerical models of the auto correlation in a time series. ARMA models can be utilised to foresee the behaviour of a time series of past values alone. Such an expectation can be utilised as a standard to assess the conceivable significance of different variables to the system. ARMA models are generally utilised for the forecast of monetary and mechanical time arrangement. ARMA models can be delineated by a progression of conditions. For effortlessness, the time arrangement was decreased to zero-mean first by subtraction of the specimen mean. The extraction of the feature is performed through three strategies, in particular, ARBURG, ARYULE, and PYULEAR (Said and Dickey, 1984) .
Feature selection using J48 decision tree algorithm
Data mining techniques are being increasingly used in many modern organisations to retrieve valuable knowledge structures from databases, including vibration data (Joshuva and Sugumaran, 2017c ). An important knowledge structure that can result from data mining activities is the decision tree (DT) that is used for the classification of future events. Decision trees are typically built recursively, following a top-down approach. A standard tree induced with C5.0 (or possibly ID3 or C4.5) consists of a number of branches, one root, a number of nodes and a number of leaves. One branch is a chain of nodes from root to a leaf; and each node involves one attribute (Joshuva et al., 2015) . The occurrence of an attribute in a tree provides the information about the importance of the associated attribute. J48 algorithm (a WEKA implementation of the C4.5 algorithm) is a widely used one to construct decision trees. This concept is made use of in selecting good features. The algorithm identifies the good features for the purpose of classification from the given training dataset and thus reduces the domain knowledge required to select good features for pattern classification problem (Joshuva and Sugumaran, 2016b) . A feature is 'a good feature' when its discriminating ability is high among the classes. It is characterised by
• the feature values do not vary much within a class
• it varies much among the classes.
The features which satisfy the above conditions will have more information gain while splitting and thus they appear in the order of importance in the decision tree. The features that dominate generally represent the wind turbine blade condition descriptors (Joshuva and Sugumaran, 2016a) . Referring to Figure 5 , one can identify the most dominating features to represent the blade conditions are a2, k1, a1 and k2. 
Fault classification using machine learning classifiers
After the feature selection, the fault classification was carried out using machine learning classifiers. In this study, three major classifier groups are used they are; meta-classifiers, misc classifiers, rule classifiers and tree-based classifiers (Mitchell, 1997) .
Meta-classifiers
Meta-learning algorithms take classifiers and turn them into more powerful learners. One parameter specifies the base classifier; others specify the number of iterations for iterative schemes and an initial seed for the random-number generator. In this study, 14 Meta based classifiers were used. The simple descriptions of these classifiers are given below.
• Attribute Selected Classifier (ASC): Dimensionality of training and test data is reduced by attribute selection before being passed on to a classifier.
• Bagging (BG): Class for bagging a classifier to reduce variance. Can do classification and regression depending on the base learner.
• Classification Via Regression (CR): Class for doing classification using regression methods. The class is binarised and one regression model is built for each class value.
• Dagging (DG): This meta-classifier creates a number of disjoint, stratified folds out of the data and feeds each chunk of data to a copy of the supplied base classifier.
• Decorate (DC): Build ensembles of classifiers by using specially constructed artificial training examples.
• Iterative Classifier Optimiser (ICO): Chooses the best number of iterations for an Iterative Classifier such as Logit-Boost using cross-validation.
• LogitBoost (LB): Class for performing additive logistic regression. This class performs classification using a regression scheme as the base learner and can handle multi-class problems.
• Multi-Class Classifier (MCC): A meta-classifier for handling multi-class datasets with 2-class classifiers. This classifier is also capable of applying error-correcting output codes for increased accuracy.
• Ordinal Class Classifier (OCC): Apply standard classification algorithms to problems with an ordinal class value.
• Random Committee (RC): Class for building an ensemble of randomisable base classifiers. Each base classifiers are built using a different random number seed (but based on the same data).
• Randomisable Filtered Classifier (RFC): Class for running an arbitrary classifier on data that has been passed through an arbitrary filter. Like the classifier, the structure of the filter is based exclusively on the training data and test instances will be processed by the filter without changing their structure.
• Random Sub-Space (RSS): This method constructs a decision tree based classifier that maintains the highest accuracy on training data and improves on generalisation accuracy as it grows in complexity.
• Rotation Forest (RTF): Class for construction a Rotation Forest. Can do classification and regression depending on the base learner.
• Unbiased Attribute Selected Classifier (UASC): Dimensionality of training and test data is reduced by attribute selection before being passed on to a classifier.
Misc classifiers
These classifiers are also called as miscellaneous classifiers which used to model the required class with a required category of intervals. In this study, under miscellaneous classifiers, five classifiers like composite hypercubes on iterated random projections (CHIRP), fuzzy lattice reasoning classifier (FLR), hyperpipes (HP), input mapped classifier (IMC) and voting feature intervals (VFI). The simple descriptions of these classifiers are given below.
• Composite Hypercubes on Iterated Random Projections (CHIRP):
CHIRP is an iterative sequence of three stages (projecting, binning, and covering) that are designed to deal with the curse of dimensionality, computational complexity, and nonlinear separability.
• Fuzzy Lattice Reasoning Classifier (FLR):
The fuzzy lattice reasoning classifier uses the notion of fuzzy lattices for creating a reasoning environment and this is also for classification using numeric predictors.
• Hyperpipes (HP): Hyperpipes is an extremely simple classification algorithm that shares the double points of interest of being both quick in operation, and ready to effectively handle huge quantities of features.
• Input Mapped Classifier (IMC): Wrapper classifier that addresses incompatible training and test data by building a mapping between the training data that a classifier has been built with and the incoming test instances structure.
• Voting Feature Intervals (VFI): In voting Feature Interval, the class name is allotted to every training sample and is communicated as a vector of elements. The classification of another sample depends on a voting among the classification made by the estimations of every element independently.
Rule classifiers
These classifiers classify the problem with a set of rules which associated with the classifiers. In this study, ten rule-based classifiers are used. The simple descriptions of these classifiers are given below.
• Conjunctive Rule (CR): Conjunctive rule learner is one of the machine learning algorithms and is normally known as inductive learning. The goal of rule induction is generally to induce a set of rules from data that captures all generalisable knowledge within that data, and at the same time being as small as possible.
• Decision Table ( It evaluates feature subsets using best-first search and can use cross-validation for evaluation.
• Fuzzy Unordered Rule Induction Algorithm (FURIA): It is an extension of the stateof-the-art rule learning algorithm called RIPPER having its advantages such as simple and comprehensible fuzzy rule base, and introducing new features.
•
JAVA implemented Repeated Incremental Pruning to Produce Error Reduction (JRip): It is a JAVA implemented Repeated Incremental Pruning to Produce Error
Reduction (RIPPER) which was introduced by Cohen to produce easily readable, fast and accurate rules from noisy and large datasets.
• Lazy Associative Classifier (LAC): It uses associative rules to execute classifications. Unlike other Apriori-based classifiers, LAC algorithm computes association rules on a demand-driven basis. For each instance to be classified, it filters the training set and produces only useful rules for that instance, outperforming traditional associative classifiers in both time and accuracy.
Modified Learnable Evolution Model (MODLEM):
The rule induction algorithm, called MODLEM, has been introduced by Stefanowski . It is based on the scheme of a sequential covering and it heuristically generates a minimal set of decision rules for every decision concept (decision class or its rough approximation in case of inconsistent examples).
• Non-Nested Generalised Exemplars (NNge): It is an extension of Nested Generalised Exemplars (NGE), which is also an extension to the nearest neighbor classification approach that learns incrementally from the examples. NNge was proposed by Martin with the goal to solve the overgeneralisation problem in the NGE method, which leads to the poor performance.
• One Rule (OneR): It is one of the most widely applied rule-based classifiers due to its simplicity and agility which was proposed by Holte. Based on a one level decision tree, this machine learning algorithm attempts to classify the instances by using the value of single attributes.
• Projective Adaptive Resonance Theory (PART): Frank and Witten proposed an algorithm based on partial decision trees, PART, which differs from other alternatives in a way that the rules are generated. The PART algorithm is a combination of the C4.5 decision tree and RIPPER algorithms.
• Ripple Down Rule Learner (Ridor): It is a rule induction algorithm that is similar to PART and C4.5 approaches but derives rules directly using Cendrowska's Prism algorithm in order to deal with noisy data. The Ridor approach is developed by Gaines.
Tree classifiers
A 'divide-and-conquer' approach to the problem of learning from a set of independent instances leads naturally to a style of representation called a tree classifiers. Nodes in a decision tree involve testing a particular attribute. In this study, ten tree-based classifiers were used. The simple descriptions of these classifiers are given below.
• Functional Trees (FT):
The functional tree is the classification trees that could have logistic regression functions at the inner nodes and/or leaves. The algorithm can deal with binary and multi-class target variables, numeric and nominal attributes and missing values.
• Hoeffding Tree (HT): HT is an incremental, anytime decision tree initiation algorithm that is proficient in learning from substantial data streams, assuming that the distribution producing samples does not change over time (Manju et al., 2018) .
• J48 Consolidated (J48C): It is also called as consolidated tree construction (CTC) algorithm. It creates a set of subsamples from a training sample and builds a decision tree from each subsample.
• J48 Graft (J48G): It is an extended version of J48 decision tree algorithm that considers grafting additional branches onto the tree in a post-processing phase. The grafting process attempts to achieve some of the power of ensemble methods such as bagged and boosted trees while maintaining a single interpretable structure.
• Least Absolute Deviation Regression Tree (LAD): LAD Tree is an alternating decision tree algorithm that can handle multiclass problems based on the LogitBoost algorithm.
• Logistic Model Tree (LMT): A logistic model tree essentially comprises a standard decision tree structure with logistic regression tasks at the leaves. As in normal decision trees, a test on one of the qualities is connected with each internal hub.
• NB-Tree (NBT): It is a hybrid between decision trees and Naïve Bayes. It creates a tree with leaves that are Naïve Bayes classifiers for the instances that reach the leaf.
• Random Forest (RMF): It is an idea of the general system of random decision forests that are a group learning technique for characterisation, regression and other different errands.
• Random Tree (RT): It builds numerous decision trees arbitrarily. When building each tree, the algorithm chooses a leftover feature arbitrarily at each hub development without any good role check such as data gain, Gini index, etc.
• Reduced-Error Pruning Tree (REP): It builds a decision or regression tree using information gain or variance reduction and prunes it using reduced-error pruning. For optimised speed, it only sorts values for numeric attributes.
Result and discussion
The vibration signals were noted for good condition blade and other fault conditions of wind turbine blade using DAQ. Totally 600 signal samples were collected; 100 signal samples from each condition were collected. The ARMA features were extracted as features and serve as input to the algorithm. ARMA model was varied from 1 to 100. For each order, the ARMA features were extracted and the dominating feature is selected using J48 decision tree algorithm (Joshuva et al., 2016) . The graph plot of the order of ARMA model varied from 1 to 100 with respect to their classification accuracy is shown in Figure 6 . From Figure 6 , order 42 gives the most classification accuracy of 76.83% using J48 decision tree algorithm. With referring to Figures 5 and 6 , the order 42 is selected and from order 42, the most dominating features like a2, k1, a1 and k2 are chosen ( Figure 5 ).
Classification accuracy of meta-classifiers
After the feature selection, the selected features were fed into the classifiers. As already discussed (Section 5.1), 14 classifiers were used as the fault classification classifiers from the meta-classifier group. The classification accuracy for all the classifiers is taken and compared with respect to their computation time. From Table 2 , Multi-Class classifier gives the maximum classification accuracy of 90.67% when compared to other classifiers with the computational time of 0.11s. The classifier performance is verified using 10-fold cross-validation. The confusion matrix of the multi-class classifier is shown in Table 3 . In confusion matrix, the diagonal elements represent the correctly classified instances and the others are misclassified instances . Also one can observe more misclassifications between blade crack and pitch twist conditions. In this case, both crack and pitch as a much impact on the surface of the blade and the vibrations which occurred at that particular instance might have the same effect due to high rotating speed and high wind speed. Because of this, the signature of the crack condition sometimes resembles pitch twist condition and the classifier finds difficult to distinguish between them; hence, more misclassifications. From MCC, the kappa statistic was found to be 0.888 with the mean absolute error to be 0.0572. The root means square error value is about 0.1638. From 600 samples, 544 samples were correctly classified (90.67%) and remaining 56 were misclassified (9.33%). 
Classification accuracy of misc classifiers
From Table 4 , the CHIRP gives the maximum classification accuracy of 85.83% when compared to other classifiers. In the CHIRP, the number of voters was assigned to be 7 and the random seed to be used was fixed by default (i.e., 1). The confusion matrix of the CHIRP is shown in Table 5 . In confusion matrix, the diagonal element represents the correctly classified instance and the others are misclassified. In this confusion matrix too (Table 5) , there is more misclassification between crack and pitch twist (11 instances each). However, it is very low when compared with MCC (10 and 9 instances). From CHIRP, the kappa statistic was found to be 0.83 and the mean absolute error to be 0.0472. The root means square error is a quadratic scoring rule which processes the average size of the error and for CHIRP; the root mean square error value is about 0.2173. From 600 samples, 515 samples were correctly classified (85.83%) and remaining 85 were misclassified (14.17%) with the computation time of 0.24 s. 
Classification accuracy of rule classifiers
As mentioned earlier (Section 5.3), from the rule classifier, 10 classifiers was chosen in this study. From Table 6 , Modified Learnable Evolution Model (MODLEM) gives the maximum classification accuracy of 87.67% when compared to other classifiers. In MODLEM, the classification strategy was assigned to be a Chi-Square test and to find the best condition, Laplace estimator was chosen. The type of generated rules is a lower approximation. The confusion matrix of the MODLEM is shown in Table 7 . Here too one can identify that more misclassification between crack and pitch twist fault (11 and 10 instances). From MODLEM classifiers, the kappa statistic was found to be 0.852 with the mean absolute error to be 0.0411. The root means square error value is about 0.2028. From 600 samples, 526 samples are correctly classified (87.67%) and remaining 74 are misclassified (12.33%). The time taken to build the model was about 0.19s.
Classification accuracy of tree classifiers
In tree classifiers, nearly 10 classifiers have been chosen to carry out the fault classification (Section 5.4). From Table 8 , Logistic Model Tree (LMT) gives the maximum classification accuracy of 91% when compared to other classifiers. In LMT, the minimum number of instances in which a node is considered for splitting was set to be 15 and the fast regression has been enabled while the model was built. The confusion matrix of the LMT is shown in Table 9 . Here too one can identify that more misclassification between crack and pitch twist fault (9 and 8 instances) which is very less when compared to other group classifiers. From LMT classifiers, the kappa statistic was found to be 0.892 with the mean absolute error to be 0.0459. The root mean square error value is about 0.1512. From 600 samples, 546 samples are correctly classified (91%) and remaining 54 are misclassified (9%). The time taken to build the model was about 0.06s.
Comparative study
When comparing all misc, meta, rule and tree-based classifiers, one can come to the conclusion that the Logistic Model Tree (LMT) has the most classification accuracy percentage (91%) when compared to other classifiers. LMT classifier has been validated using 10-fold cross-validation method. The overall classification accuracy of the classifiers is shown in Figure 7 . The detailed classwise accuracy of LMT is given in Table 10 . The relative absolute error was found to be 16.5357% and root relative squared error was found to be 40.5646%. The classwise accuracy (Joshuva and Sugumaran, 2016b ) is expressed in terms of the true positive rate (TP), false positive rate (FP), precision, recall, F-Measure and receiver operating characteristics (ROC) area. The classifier error chart is shown in Figure 8 . Here the squared dots represent the misclassification and the 'x' denotes the correct classification. 
Conclusion
This paper displayed an algorithmic based fault classification and evaluation of wind turbine blade conditions. From the acquired vibration data, misc (5), meta (14), rule (10) and tree (10) based classifiers were used for the fault classification. These models were tested and validated using 10-fold cross-validation. These classifiers were compared with respect to their maximum correctly classified instances and were found to be 91% with logistic model tree (LMT) classifier with the computation time of 0.06s. As the mean absolute error (0.0459) and the root mean square error (0.1512) is relatively less; hence, LMT may be considered for the fault diagnosis and condition monitoring of wind turbine blade. Hence, the proposed classifier (logistic model tree) and the methodology can be practically used for the condition monitoring of wind turbine blade to reduce the downtime and to maximise the harvest of wind energy, however, minimal modification should be needed before constructing the data model.
