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Abstract
This paper studies Quasi Maximum Likelihood estimation of dynamic factor models for large
panels of time series. Specifically, we consider the case in which the autocorrelation of the factors
is explicitly accounted for and therefore the factor model has a state-space form. Estimation of the
factors and their loadings is implemented by means of the Expectation Maximization algorithm,
jointly with the Kalman smoother. We prove that, as both the dimension of the panel n and
the sample size T diverge to infinity, the estimated loadings, factors, and common components
are min(
√
n,
√
T )-consistent and asymptotically normal. Although the model is estimated under
the unrealistic constraint of independent idiosyncratic errors, this mis-specification does not affect
consistency. Moreover, we give conditions under which the derived asymptotic distribution can still
be used for inference even in case of mis-specifications. Our results are confirmed by a MonteCarlo
simulation exercise where we compare the performance of our estimators with Principal Components.
Keywords: Approximate Dynamic Factor Model; Quasi Maximum Likelihood; EM Algorithm;
Kalman Smoother.
∗We thank for helpful comment the participants to the conferences: “Inference in Large Econometric Models”,
CIREQ, Montréal, May 2017; “Big Data in Dynamic Predictive Econometric Modelling”, University of Pennsylvania,
Philadelphia, May 2017; “Computing in Economics and Finance”, Fordham University, New York City, June 2017;
“Forecasting techniques: Economic forecasting with large datasets”, European Central Bank, Frankfurt, June 2018;
Galatina Summer Meetings, August 2019; and to the seminars at: Federal Reserve Board, September 2016; Warwick
Business School, February 2017; Department of Statistics, Universidad Carlos III, Madrid, May 2017; Department of
Economics, Università Bocconi, Milano, October 2017; Joint Research Center, Ispra, November 2017; Bank of Italy,
Rome, April 2018; Tinbergen Institute, Amsterdam, October 2018; Granger Centre of Time Series Analysis, University
of Nottingham, October, 2018; Department of Economics, University of Southampton, January 2019; Department of
Mathematics, University of York, October 2019.
We would like also to thank: Haeran Cho, Manfred Deistler, Massimo Franchi, Marco Lippi, Ivan Petrella, Esther Ruiz,
and Lorenzo Trapani.
Disclaimer: the views expressed in this paper are those of the authors and do not necessarily reflect the views and
policies of the Board of Governors or the Federal Reserve System.
1 Introduction
Factor analysis can be considered as one of the pioneering techniques in the field of unsupervised
statistical learning (Ghahramani and Hinton, 1996). As a statistical method it exists since about one-
hundred years. It first gained its popularity in the early decades of the last century as a dimension
reduction technique used in the field of psychometrics. From there on, it has gradually become a
classical method used for the statistical analysis of all sorts of complex datasets in many fields of
human, natural, and social sciences (see e.g. Lawley and Maxwell, 1971, Chapter 1, and references
therein). In the last thirty years, factor analysis has arguably reached one of its major successes in the
field of macroeconometrics since it represents a simple and effective way for analyzing and predicting
the economic activity by summarizing the information contained in large panels of macroeconomic time
series (see e.g. the survey by Stock and Watson, 2016, and references therein).
For an n-dimensional panel of time series, observed over T periods, an r-factor model is given by
the equation
xit = λ
′
iFt + ξit, i = 1, . . . , n, t = 1, . . . , T, (1)
where Ft and λi are r-dimensional latent column vectors of factors and factor loadings, with r ≪ n.
We call λ′iFt the common component, while ξit is called idiosyncratic component. In an exact factor
model idiosyncratic components are assumed to be independent, while in an approximate factor model
each ξit is allowed to be (weakly) correlated with all other idiosyncratic components.
This papers focuses on estimation of the common component, i.e., of both the loadings and the
factors. In the case of an exact factor model, estimation of the loadings is a classical problem, which
has a consistent solution as T → ∞. However, in a high-dimensional case, where the assumption of
independent idiosyncratic components is in general not realistic, this problem has not a simple solution
due to the “curse of dimensionality”. On the contrary, it is well known that, even for known loadings,
factors can be consistently estimated only by cross-sectional aggregation of many variables, thus only
in the limit n→∞. This necessity of working in a high-dimensional setting for consistently retrieving
the factors represents then a “blessing of dimensionality”.
Here we are interested in the approximate high-dimensional factor model, since this is the relevant
case for macroeconomic datasets and, moreover, we consider the standard case in which all xit are
weakly stationary time series or transformed to stationarity. Estimation of (1) by means of principal
component (PC) analysis has been extensively studied in the literature, see e.g. Stock and Watson
(2002), Bai (2003), Forni et al. (2009), Choi (2012), Fan et al. (2013). Quasi Maximum Likelihood
(QML) estimation of (1) has also been studied by Bai and Li (2012), Bai and Liao (2016), and Li et al.
(2018).
In the case of time series, the factors are likely to be autocorrelated and therefore the dynamic
evolution of the factors should also considered. For example we can assume a simple autoregressive
dynamics:
Ft = AFt−1 + vt, t = 1, . . . , T, (2)
with vt being an r-dimensional zero-mean white noise. Likewise, the idiosyncratic components might
also be autocorrelated. We call a model defined by (1)-(2) a Dynamic Factor Model (DFM).
Two-step semi-parametric estimation of DFMs has been considered by Bai and Ng (2007) and Forni
et al. (2009) by means of PC analysis and VAR estimation, and by Doz et al. (2011) by means of PC
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analysis and the Kalman smoother. A three-step QML estimation of the DFM is considered in Bai
and Li (2016): first, the loadings are estimated by QML, second a preliminary estimate of the factors
is used to estimate the VAR parameters, and third the final estimate of the factors is obtained via
Kalman smoother. Simultaneous QML estimation of loadings and factors has been proposed by Doz
et al. (2012) via the Expectation Maximization (EM) algorithm, implemented jointly with the Kalman
smoother (KS). However, the asymptotic properties of this estimator have not been fully explored yet.
A detailed review of the literature is Section 2.
In our first contribution, we study the QML estimator of the DFM computed via the EM algorithm.
In particular, we show that, as n, T →∞, the estimators of the loadings, the factors, and the common
component, are min(
√
T ,
√
n)-consistent. A preview of the results is in Section 3, while all details are
in Sections 4 and 5.
Our results generalize those by Doz et al. (2012) along five directions: first we prove that consistency
of the estimated factors is achieved with a faster rate than originally proved; second, we prove also
consistency of the estimated loadings; third, we prove asymptotic normality of the factors, loadings
and common component estimators; fourth, our results apply also to the case of singular innovations
to the factors, a case which is empirically relevant in many macroeconomic applications (Stock and
Watson, 2016); fifth, we thoroughly investigate and discuss the implications of estimating a mis-specified
exact factor model for the asymptotic distribution of the proposed estimators (see Section 6). The
numerical results from an extensive MonteCarlo study presented in Section 7 confirm the goodness of
our estimators.
There are two main motivations for using the approach studied in this paper. The first motivation
is an empirical one. It is well known that, as n → ∞, PC and QML are asymptotically equivalent
if the idiosyncratic components are i.i.d., i.e., independent gaussian and homoschedastic (Tipping and
Bishop, 1999). Moreover, PC analysis provides the optimal non-parametric estimator. Nevertheless,
our approach is particularly appealing for empirical researchers due to three main reasons. First, it
allows to explicitly take into account the dynamic evolution of the factors. Second, it allows to impose
parametric restrictions on the model, thus capturing any prior data knowledge we might have. Third,
it allows to deal with data irregularities, like missing values and mixed frequencies, a feature which is
of paramount importance in nowcasting applications (Giannone et al., 2008).
The second motivation is a mathematical one. The EM algorithm was formulated by Dempster et al.
(1977) in the general case of incomplete data. In the case of factor models, the missing information is
represented by the latent factors, whose conditional mean and variance can be recovered by means of
the KS. Traditionally, this approach is used only to compute consistent estimates of the factor loadings,
which coincide with their QML estimates, at least up to a numerical error. We show here that, in fact,
as n, T → ∞, also the factors can be consistently estimated by using those estimated loadings jointly
with the KS. Therefore, in this sense, we can also speak of “QML estimation of the factors”.
1.1 Notation
An m×m identity matrix is denoted as Im. Vectors are always considered as one column matrices.
The generic (i, j) entry of a matrix A is denoted as [A]ij . Unless otherwise specified, we denote as
ν(k)(A) the k-th largest eigenvalue of a generic squared matrix A. The following norms are used for a
real symmetric p × p matrix A: ‖A‖ =
√
ν(1)(AA′) = ν(1)(A), ‖A‖F =
√∑p
i,j=1[A]
2
ij =
√
tr(AA′),
3
‖A‖1 = ‖A‖∞ = maxi=1,...,p
∑p
j=1 |[A]ij |.
Throughout, we denote as ϕn the vector containing the true values of all parameters of the model and
as ϕ
n
the vector containing generic values for those parameters. Whenever we compute an expectation
we index the value of the parameters we are using in the considered distribution. Thus, Eϕn [X] =∫
R
udFX(u,ϕn), where FX(u,ϕn) is the cdf of the r.v. X computed when using as parameters ϕn.
For any given t ∈ Z, conditioning on Xnt is an abbreviation for conditioning on σ-field generated by
{xn,t−k, k ≥ 0}.
We often make use of the Woodbury identity, which for ease of reference is reported in Lemma 13
in Appendix D.
2 Quasi Maximum Likelihood estimation of factor models
Assume to observe a sample of size T of an n dimensional panel of time series: {xit : i = 1, . . . , n, t =
1, . . . , T}. Then, in vector notation, the factor model in (1) is equivalent to
xnt = ΛnFt + ξnt, t = 1, . . . , T, (3)
where xnt = (x1t · · · xnt)′, ξnt = (ξ1t · · · ξnt)′ are n-dimensional vectors, Ft = (F1t · · ·Frt)′ is an
r-dimensional vector of latent factors, and Λn = (λ1 · · ·λn)′ is a n × r matrix of factor loadings.
Moreover, we assume that Ft and ξnt are two weakly stationary, mutually uncorrelated (at all leads and
lags), but possibly autocorrelated, zero-mean vectors with positive definite covariance matrices ΓF and
Γ
ξ
n, respectively.
Denote asXnT = (x
′
n1 · · ·x′nT )′ and ΞnT = (ξ′n1 · · · ξ′nT )′ the nT -dimensional vectors of observations
and idiosyncratic components, as LnT = IT ⊗ Λn the nT × rT matrix containing all factor loadings,
and as FT = (F
′
1 · · ·F′T )′ the rT -dimensional vector of factors. Let ΩxnT = Eϕn [XnTX ′nT ], ΩξnT =
Eϕn [ΞnTΞ
′
nT ], and Ω
F
T = Eϕn [FTF
′
T ], and notice that these are block Toeplitz matrices containing all
autocovariance matrices up to lag (T − 1). In general, we have ϕn = (vec(Λn)′, vech(Ωξn)′, vech(ΩF )′)′.
In matrix notation model (3) is equivalent to
XnT = LnTFT +ΞnT , Ω
x
nT = LnTΩ
F
TL
′
nT +Ω
ξ
nT , (4)
and, under the assumption of gaussianity, the log-likelihood for XnT is given by
ℓ(XnT ;ϕn) = −
nT
2
log(2π) − 1
2
log det (ΩxnT )−
1
2
[
X ′nT (Ω
x
nT )
−1XnT
]
(5)
≃ −1
2
log det
(
LnTΩ
F
TL
′
nT +Ω
ξ
nT
)
− 1
2
[
X ′nT
(
LnTΩ
F
TL
′
nT +Ω
ξ
nT
)−1
XnT
]
,
omitting the constant term in the second step. The maximizer of (5), which we denote as ϕ̂∗n might
be very hard, if not impossible, to find, or it might not even exist unless other restrictions are imposed
on the model. Throughout this section, for simplicity we make the assumption of serially uncorrelated
idiosyncratic components: Ωξn = IT ⊗ Γξn.
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2.1 Independent data
Let us first consider the case of independent data. In this case, it is reasonable to assume that also
the factors are not serially correlated, i.e., ΩFT = IT ⊗ ΓF and, as common in factor analysis, we
can always impose the identifying assumption ΓF = Ir. Then, the parameters of the model are just
ϕn = (vec(Λn)
′, vech(Γξn)′)′ and the log-likelihood (5) becomes
ℓ(XnT ;ϕn) ≃ −
T
2
log det
(
ΛnΛ
′
n + Γ
ξ
n
)
− 1
2
T∑
t=1
[
x′nt
(
ΛnΛ
′
n + Γ
ξ
n
)−1
xnt
]
. (6)
The QML estimator ϕ̂∗n can then be computed by maximizing (6). Although, no closed form solution
exists for such estimator, a solution can be found by iterating between estimates of Λn and Γ
ξ
n. In the
case in which we also assume Γξn to be diagonal, simple approaches were proposed by Jöreskog (1969) and
Lawley and Maxwell (1971, Chapter 2), while an EM algorithm, thus delivering proper QML estimators,
was introduced by Rubin and Thayer (1982) and extended to the large n case by Bai and Li (2012).
For non-diagonal Γξn, Bai and Liao (2016) proposed a QML estimator of the model, where some of the
non-diagonal entries of Γξn are shrunk to zero in order to reduce the number of parameters to estimate.
If we further assume spherical idiosyncratic components, i.e., gaussian with Γξn = ψIn for some
ψ > 0, then ϕn = (vec(Λn)
′, ψ)′ and its QML estimator has a closed form solution. In particular,
Tipping and Bishop (1999) showed that the estimator of the loadings is given by
Λ̂∗n = Ŵ
x
n
(
M̂xn − ψIr
)1/2
, (7)
where the columns in the n × r matrix Ŵxn are the r normalized eigenvectors of the n × n sample
covariance matrix of xnt corresponding to the r largest eigenvalues collected in the diagonal matrix
M̂xn. Although an estimator of ψ is also required to compute (7), its effect is negligible when n is large,
since, under the common assumption of pervasive factors, we have ‖M̂xn‖ = Op(n) and therefore, as
n → ∞, the estimated loadings asymptotically coincide (up to a scale and a sign) with the leading
sample eigenvectors.1
Now, let us turn to estimation of the factors and let us temporarily follow the approach by Bai and
Li (2012), thus considering FT as a sequence of rT constant parameters, whose generic value we indicate
as F T . Then, the log-likelihood (5) or equivalently (6) can be rewritten as
ℓ(XnT ;F T ,ϕn) ≃ −
1
2
log det(ΩξnT )−
1
2
[
(XnT −LnTF T )′ (ΩξnT )−1 (XnT −LnTF T )
]
(8)
= −T
2
log det(Γξn)−
1
2
T∑
t=1
(xnt −ΛnFt)′(Γξn)−1(xnt −ΛnFt).
If we assume to know ϕn and we maximize (8) only with respect to F T , we obtain the estimator of the
factors
F GLST = (L
′
nT (Ω
ξ
nT )
−1LnT )
−1L′nT (Ω
ξ
nT )
−1XnT ,
1Since for the moment we do not make any identifying assumption on the loadings matrix Λn this is just one possible
solution and any rescaled version of the eigenvectors would also be valid.
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such that, for any t = 1, . . . , T , we have
FGLSt = (Λ
′
n(Γ
ξ
n)
−1Λn)
−1Λ′n(Γ
ξ
n)
−1xnt. (9)
This estimator is a generalized least squares estimator of the factors and, given the way it is derived,
it can be considered as the “QML estimator of the factors”. Furthermore, for spherical idiosyncratic
components the estimator FGLSt in (9) becomes the ordinary least squares estimator
FOLSt = (Λ
′
nΛn)
−1Λ′nxn. (10)
Notice that, under this point of view, the factors are treated as rT incidental parameters and it is clear
that if n is smaller than T , then there is no hope of estimating those parameters consistently, simply due
to the lack of degrees of freedom (see also the discussion in Lawley and Maxwell, 1971, Chapter 7.2).
Notice also that, as pointed out by Anderson and Rubin (1956, Section 7.7) a maximum of (8) does not
exist if at least one idiosyncratic component has zero variance (see also Solari, 1969). Although such
case might be of interest, we do not consider it here, since this approach is presented just for illustrative
purposes and none of the results in this paper is based on it.
The factor estimators in (9) or (10) are unfeasible since the parameters ϕn are unknown, but given
a QML estimator of the parameters, ϕ̂∗n, we can obtain feasible estimators of the factors. Notice that,
when using ϕ̂∗n in (9), we have the factor estimator originally proposed by Bartlett (1938) (see also
Lawley and Maxwell, 1971, Chapter 7.4). While, when computing (10) using the QML estimator of
the loadings (7), we obtain, as n → ∞, the PC estimator of the factors, studied, under more general
assumptions, by Stock and Watson (2002), Bai (2003), and Fan et al. (2013), among others. Finally,
notice that if we use the QML estimator of the loadings (7) in (9), we obtain, for a given estimator of
Γ
ξ
n and as n → ∞, the generalized PC estimator of the factors, which has been studied, under more
general assumptions, by Choi (2012).
2.2 Dependent data
In this paper, we are interested in time series, i.e., we consider the case of dependent data, and, therefore,
we treat the factors as autocorrelated random variables. To this end, it is convenient to introduce a
dynamic equation for the factors, and, without loss of generality, we assume here a VAR(1) specification
Ft = AFt−1 + vt, (11)
where we assume vt to be an r-dimensional zero-mean gaussian white noise process with covariance
matrix Γv. Let us focus here on the case of stationary data, i.e., when det(Ir−Az) 6= 0 for all z ∈ C such
that |z| ≤ 1. Since now ΩFT contains all autocovariances of the factors, which in turn depend on A and
Γv , the vector of parameters to be estimated becomes ϕn = (vec(Λn)
′, vech(Ωξn)′, vec(A)′, vech(Γv)′)′.
For random factors, the estimator Ft|T = Eϕn [Ft|XnT ], is the optimal predictor in the sense that,
for any t = 1, . . . , T , it minimizes the mean-squared error (MSE)
Ft|T = arg min
gt(XnT )
Eϕn
[
(Ft − gt(XnT ))(Ft − gt(XnT ))′
]
, (12)
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where gt : R
nT → Rr, is a measurable function. Under gaussianity and given the true parameters ϕn,
the solution of (12) is given by the linear projection
FT |T = Ω
F
TL
′
nT (LnTΩ
F
TL
′
nT +Ω
ξ
nT )
−1XnT = (L
′
nT (Ω
ξ
nT )
−1LnT + (Ω
F
T )
−1)−1L′nT (Ω
ξ
nT )
−1XnT ,
where in the second step we used the Woodbury identity. Since FT |T = (F
′
1|T · · ·F′T |T )′, for any
t = 1, . . . , T , we have
Ft|T = (ι
′
t ⊗ Ir)ΩFTL′nT (LnTΩFTL′nT +ΩξnT )−1XnT , (13)
or equivalently, again by Woodbury identity,
Ft|T = (ι
′
t ⊗ Ir)(L′nT (ΩξnT )−1LnT + (ΩFT )−1)−1L′nT (ΩξnT )−1XnT , (14)
where ιt is the t-th column of IT . Notice that, in the case of independent data considered above, i.e.,
when ΩFT = IT ⊗ Ir, when using ϕ̂∗n in (14) we obtain the estimator originally proposed by Thomson
(1951) (see also Lawley and Maxwell, 1971, Chapter 7.3). Notice also that, under the common assump-
tion of pervasive factors, by comparing (9) and (14) it is easy to show that ‖Ft|T − FGLSt ‖ = Op(n−1),
i.e., as n→∞, the two estimators are asymptotically equivalent (see e.g. Bai and Li, 2016, Theorem 3).
However, in finite samples the estimators might differ, and, due to its optimality property, we should
prefer Ft|T over F
GLS
t . Moreover, it is clear that Ft|T aggregates data not only cross-sectionally but
also dynamically, thus effectively taking into account the dependence structure in the data. Finally, as
shown below, Ft|T is precisely the estimator needed to estimate the parameters in the EM algorithm.
In light of this discussion, hereafter we refer to Ft|T , rather than F
GLS
t , as the “QML estimator of the
factors”.
Due to the fact that Ft is autocorrelated, then Ω
F
T is not block diagonal anymore, and, therefore,
two main difficulties arise. First, even if we know the parameters ϕn, computing both (13) and (14)
present computational problems in a macroeconomic high-dimensional setting. On the one hand (13)
requires the inversion of an nT × nT matrix at each time point, which is in general not a feasible task.
On the other hand, although (14) might be relatively easier to compute, since ΩFT is rT × rT , it is
often the case in macroeconomic data that rk(Γv) < r, which implies rk(ΩFT ) < rT , and (14) cannot
be computed (see e.g. the empirical evidence in D’Agostino and Giannone, 2012). The most popular
solution is then to use the well-known iterative procedure proposed by Kálmán (1960), producing the
Kalman filter (KF) and Kalman smoother (KS) estimators (see also Rauch, 1963). These are precisely
defined as the conditional expectations: Ft|t = Eϕn [Ft|Xnt] and Ft|T = Eϕn [Ft|XnT ], respectively. The
KS is the way we choose to compute our estimator of the factors. Although also very popular (see e.g.
Doz et al., 2011), the KF is, for the reasons explained above, not optimal, and it is here considered just
as an intermediate step necessary for computing the KS.
Second, in practice, to compute (14) we need to estimate the parameters ϕn, but for estimating the
parameters we need the factors, since ΩFT is needed to maximize (5). A solution to this problem was
proposed by Bai and Li (2016) and it is based on the three following steps. First, compute estimators
of Λn and Γ
ξ
n by maximizing (5) using the EM algorithm by Rubin and Thayer (1982) and letting
ΩFT = IT ⊗ Ir. Then, compute an estimator of the factors by means of (9), and use it to compute
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estimators of A and Γv in (11), and therefore of all autocovariances of the factors needed to estimate
ΩFT . Last, use those estimated parameters to compute (14).
In this paper, we study instead simultaneous estimation of the model given by (3) and (11), which
is achieved by means of the EM algorithm for state-space models, implemented jointly with the KS.
This approach dates back to Sargent and Sims (1977), Shumway and Stoffer (1982), Watson and Engle
(1983), Quah and Sargent (1993), Mariano and Murasawa (2003), and Jungbacker et al. (2011), among
others. More recent applications in a larger dimensional setting can be found for example in Reis and
Watson (2010), Bańbura and Modugno (2014), Juvenal and Petrella (2015), Luciani (2015), Coroneo
et al. (2016), and Barigozzi and Luciani (2018). Notice also that Bayesian estimation of large dynamic
factor models by means of Gibbs sampling (Carter and Kohn, 1994), is very similar in spirit to the
EM algorithm, both being based on the idea of data augmentation (Tanner and Wong, 1987). This
latter approach was proposed by Jungbacker and Koopman (2008) and Bai and Wang (2015). Recent
applications are for example in Luciani and Ricci (2014), D’Agostino et al. (2016), Antolin-Diaz et al.
(2017), and Jarociński and Lenza (2018).
Finally, there are also approaches based on spectral analysis, which we do not consider here. In
particular, Wiener (1949) proposed a filtering approach which, as T → ∞, provides an estimator
of the factors asymptotically equivalent to the KS. This estimator can then be used to implement a
spectral EM algorithm. An application of this approach can be found in Fiorentini et al. (2018). A
non-parametric approach based on spectral PC analysis was proposed and studied by Forni et al. (2000,
2017), for the estimation of high-dimensional dynamic factor models under the more general assumption
of autoregressive factor loadings.
3 Preview of main results
We now review the EM algorithm and the main results of our paper. For generic values of the parameters,
ϕ
n
, and since now FT is considered as a random variable, by Bayes’ rule, the log-likelihood (5) is given
by
ℓ(XnT ;ϕn) = ℓ(XnT |FT ;ϕn) + ℓ(FT ;ϕn)− ℓ(FT |XnT ;ϕn). (15)
From (8), setting F T = FT therein, and from (11), we obtain the expressions for the first two terms on
the right hand side of (15):
ℓ(XnT |FT ;ϕn) = −
nT
2
log(2π) − T
2
log det(Γξn)−
1
2
T∑
t=1
(xnt −ΛnFt)′(Γξn)−1(xnt −ΛnFt), (16)
ℓ(FT ;ϕn) = −
rT
2
log(2π)− T
2
log det(Γv)− 1
2
T∑
t=1
(Ft −AFt−1)′(Γv)−1(Ft −AFt−1). (17)
The EM algorithm is summarized in Table 1. It is an iterative procedure based on two steps repeated
at each iteration of the algorithm. Assume to have an estimated value of the parameters at a given
iteration k ≥ 0, say ϕ̂(k)n , then by taking expectations on both sides of (15) with respect to the conditional
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distribution of FT given XnT and ϕ̂
(k)
n , we have the expected log-likelihood
ℓ(XnT ;ϕn) = Eϕ̂(k)n
[ℓ(XnT |FT ;ϕn)|XnT + ℓ(FT ;ϕn)|XnT ]− Eϕ̂(k)n [ℓ(FT |XnT ;ϕn)|XnT ]
= Q(ϕ
n
, ϕ̂(k)n )−H(ϕn, ϕ̂(k)n ), say. (18)
First, given ϕ̂
(k)
n we run the KS to compute an estimate of the factors F
(k)
t|T = Eϕ̂(k)n
[Ft|XnT ], which are
then used to compute Q(ϕ
n
, ϕ̂
(k)
n ) by taking expectations of (16) and (17) (E-step). Then, Q(ϕn, ϕ̂
(k)
n ) is
maximized with respect toϕ
n
to find ϕ̂
(k+1)
n (M-step), resulting in the maximized functionQ(ϕ̂(k+1)n , ϕ̂(k)n ).
While, by construction Q(ϕ̂(k+1)n , ϕ̂(k)n ) ≥ Q(ϕ̂(k)n , ϕ̂(k)n ) for all k, it can be shown that H(ϕ̂(k+1)n , ϕ̂(k)n ) ≤
H(ϕ̂(k)n , ϕ̂(k)n ) (Dempster et al., 1977, Lemma 1). Therefore, ℓ(XnT ; ϕ̂(k+1)n ) ≥ ℓ(XnT ; ϕ̂(k)n ) and, under
standard regularity conditions ϕ̂
(k)
n converges to the QML estimator of ϕn (Wu, 1983). Once we reach
convergence we denote the last estimate of the parameters as ϕ̂n. Then, ϕ̂n is equivalent to the QML es-
timator of the parameters, up to a numerical error due to the finite number of iterations used in the EM
algorithm. By running a last time the KS, using ϕ̂n, we obtain the factor estimator F̂t = Eϕ̂n [Ft|XnT ],
which, in light of the previous discussion, we consider as the QML estimators of the factors. Finally,
the QML estimator of the common component is given by χ̂it = λ̂
′
iF̂t.
In this paper, we prove the following asymptotic results. As n, T → ∞, under suitable identifying
restrictions, for any given i = 1, . . . , n and t = t¯, . . . , T , with t¯ ≥ 2,
min(
√
T ,
√
n)‖F̂t − Ft‖ = Op(1), min(
√
T ,
√
n)‖λ̂′i − λ′i‖ = Op(1). (19)
While consistency of the factors estimator is also proved by Doz et al. (2012), although with a slower
rate of convergence, consistency of the estimated loadings is new. The above result holds regardless of
the dependence structure of idiosyncratic components, i.e., they can be both weakly cross-sectionally
correlated as well as serially correlated.
We stress here three main novel features of our results, while we leave details for the next sections.
First, we prove
√
n-consistency of the KF and the KS, by showing that, within a time t¯, the related
MSEs reach a steady-state, which in turn converges to zero at rate n. Moreover, we show that, as
n → ∞, the effect of this burn-in period is asymptotically negligible after the first period, i.e., our
results hold for any t ≥ 2. Second, since the EM algorithm delivers QML estimators of the parametes
only as the number of iterations k → ∞, we explicitly address the numerical error entailed by the
EM algorithm, which is shown to depend upon the amount of information (as quantified by the Fisher
information matrix) missing in XnT vis-à-vis the information contained in (XnT ,FT ). As n→∞ this
error is shown to be asymptotically vanishing and therefore the estimated parameters are
√
T -consistent
as in classical QML theory. Third, consistency is proved in the general case where the VAR innovations
in (11) are allowed to have a singular covariance matrix.
Furthermore, we prove asymptotic normality of the estimated factors and loadings: as n, T → ∞,
for any given i = 1, . . . , n and t = t¯, . . . , T ,
(
n−1Wit + T−1Vit
)−1/2
(χ̂it − χit) d→ N (0, 1), (20)
where Wit and Vit are defined in Theorem 1 and are essentially functions of the second order depen-
dence structure of the idiosyncratic components. The above result (20) is first derived for independent
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idiosyncratic components in Section 5, and then its extension to the case of cross-sectional and/or serial
dependence is discussed in Section 6. Moreover, numerical studies in Section 7 show that (20) is robust
to a variety of mis-specifications of the model related to the distributional properties of the idiosyncratic
components.
The use of the EM algorithm has some major computational advantages: it is flexible, simple, and
fast. First, it allows the user to impose restrictions on the model, thus reflecting any prior knowledge
we might have about the data. Indeed, on the one hand the state space formulation and the related KS
in the E-step allow to impose a variety of different dynamics on the states and also to deal with data
irregularly spaced in time (see e.g. the application in Bańbura and Modugno, 2014). On the other hand,
in the M-step we can impose restrictions on the parameters (see e.g. the loadings equality constraint
imposed in Barigozzi and Luciani, 2018).
Second, the iteration of E and M steps reduces considerably the complexity of calculations. Indeed,
even in the simplest setting of uncorrelated idiosyncratic components, i.e., Γξn diagonal, we have Q =
(nr + n + 2r2) parameters to estimate, while estimating the factors requires determining R = rT
quantities more. The number of available observations is N = nT , so the task seems impossible.
However, in the E-step the parameters are fixed and the degrees of freedom are (N−R) = (n−r)T ≫ 0,
while in the M-step the factors are fixed and the degrees of freedom are (N − Q) ≃ (T − r)n ≫ 0.
Although for cross-correlated idiosyncratic components the number of parameters to estimate increases
to Q ≃ n2, and, therefore, in the M-step we would in principle need larger values of T , we show that
consistency of our estimators can be achieved even if we estimate only the diagonal elements of Γξn, while
forcing to zero all the off-diagonal terms. Moreover, for a given n, the KF-KS requires the iteration of
O(T ) simple linear steps, while the M-step of the EM algorithm entails computing only O(n) distinct
expressions. Therefore, the EM algorithm can be used even in large dimensions.
Third, although in principle the EM algorithm requires maximization over a high-dimensional pa-
rameter space, this problem has a closed form solution. In particular, by maximizing Q(ϕ
n
, ϕ̂
(k)
n ) with
respect to the loadings, we see that these can be estimated equation-by-equation, and for known factors
their expression is nothing else but the ordinary least squares estimator, which is the QML estimator of
the loadings. On a side, notice here that if we temporarily consider the factors as incidental parameters,
it can be easily seen that the score of the log-likelihood with respect to the parameters satisfies the
orthogonality condition by Neyman (1979), implying unbiasedness of the loadings estimator.
4 The Large Approximate Dynamic Factor Model and its assumptions
We define a DFM driven by r factors as
xit = λ
′
iFt + ξit, (21)
Ft = A(L)Ft−1 +Hut, (22)
ξit = ρiξit−1 + eit, (23)
for i = 1, . . . , n, and t = 1, . . . , T . We let χit = λ
′
iFt and we call χnt = (χ1t · · ·χnt)′ the common
component, ξnt = (ξ1t · · · ξnt)′ the idiosyncratic component, Λn = (λ1 · · ·λn)′ the n× r matrix of factor
loading, Ft = (F1t · · ·Frt)′ the r factors, ut = (u1t · · · uqt)′ the q common shocks, and ent = (e1t · · · ent)′
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Algorithm 1: Expectation Maximization
Input: data XnT , pre-estimator of the parameters ϕ̂
(0), initial values F
(0)
0|0 and P
(0)
0|0, threshold ǫ.
Output: number of iterations to reach convergence k∗, estimator of the parameters ϕ̂n, and estimator of the
factors F̂t.
1 while k ≥ 0 do
2 Kalman Smoother: for t = 1, . . . , T compute F
(k)
t|T
= E
ϕ̂
(k)
n
[Ft|XnT ],
P
(k)
t|T = Eϕ̂(k)n
[(Ft − F
(k)
t|T )(Ft − F
(k)
t|T )
′|XnT ], and C
(k)
t,t−1|T = Eϕ̂(k)n
[(Ft − F
(k)
t|T )(Ft−1 − F
(k)
t−1|T )
′|XnT ];
3 E-step: compute Q(ϕ
n
; ϕ̂
(k)
n ) = E
ϕ̂
(k)
n
[ℓ(XnT |FT ;ϕ
n
)|XnT ] + E
ϕ̂
(k)
n
[ℓ(FT ;ϕ
n
)|XnT ];
4 M-step: compute ϕ̂
(k+1)
n = argmaxϕ
n
Q(ϕ
n
; ϕ̂
(k)
n );
5 if |H(ϕ̂
(k+1)
n ; ϕ̂
(k)
n )−H(ϕ
(k)
n ; ϕ̂
(k)
n )| ≥ ǫ
6 then
7 k = k + 1;
8 else
9 define k∗ = k;
10 define ϕ̂n = ϕ̂
(k∗+1)
n ;
11 Kalman Smoother: for t = 1, . . . , T compute F
(k∗+1)
t|T = Eϕ̂n [Ft|XnT ];
12 define F̂t = F
(k∗+1)
t|T
.
the idiosyncratic shocks.
We make the following assumptions.
Assumption 1. (a) limn→∞ ‖n−1Λ′nΛn −ΣΛ‖ = 0, with ΣΛ being r × r positive definite, and, for all
i ∈ N, ‖λi‖ ≤Mλ for some finite positive real Mλ independent of i; (b) ΓF = Eϕn [FtF′t] is r×r positive
definite and there exists a finite positive real MF , such that ‖ΓF ‖ ≤MF ; (c) r and q are finite positive
integers, such that q ≤ r < n and are independent of n; (d) A(z) = ∑pFk=1Akzk−1, such that Ak are
r × r and pF is a finite positive integer, and det(Ir −A(z)) 6= 0 for all z ∈ C such that |z| ≤ 1; (e) H
is r × q and rk(H) = q; (f) for all i ∈ N, |ρi| ≤Mρ < 1, for some positive real Mρ independent of i.
Assumption 2. (a) for all t ∈ Z, ut ∼ N (0q, Iq) and Eϕn [utu′t−k] = 0q×q for all k 6= 0; (b) for all
t ∈ Z and all n ∈ N, ent ∼ N (0n,Γen), such that Γen is n× n and positive definite, and Eϕn [entent−k] =
0n×n for all k 6= 0; (c) for all n ∈ N, ‖Γen‖1 ≤ Me, for some positive real Me independent of n;
(d) Eϕn [entu
′
s] = 0n×q for all n ∈ N and t, s ∈ Z.
From Assumptions 1 and 2, we have that both the factors and the idiosyncratic components are
weakly stationary processes with an autoregressive representation, and, for simplicity and without loss
of generality, we consider just AR(1) dynamics for idiosyncratic components. In particular, we assume
ut to be orthonormal to avoid redundancy of parameters since H and and the covariance of ut are not
separately identifiable. For simplicity, we start by assuming gaussianity of innovations, as this is often
the case for aggregate macroeconomic variables. Our results can be easily extended also to non-gaussian
innovations as discussed in Section 6.2.1.
The model has two main features: (i) the factors are pervasive, and (ii) the idiosyncratic compo-
nents are allowed to be weakly cross-correlated. These, or equivalent assumptions, are standard in the
literature, and, specifically, here we follow Fan et al. (2013). Letting the covariance matrix of χn be
Γ
χ
n = ΛnΓ
FΛ′n and denoting as µ
χ
jn the j-th largest eigenvalue of Γ
χ
n, Assumptions 1(a) and 1(b) imply
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that, for j = 1, . . . , r,
Cj ≤ lim infn→∞n
−1µχjn ≤ lim sup
n→∞
n−1µχjn ≤ Cj, (24)
for some positive reals Cj and Cj.
2 Moreover, denoting the covariance matrix of ξn by Γ
ξ
n, it is easy to
prove that, because of Assumptions 1(f) and 2(c), ‖Γξn‖1 ≤Mξ, for some positive real Mξ independent
of n (see Lemma 1 in Appendix B). Obviously, this implies that the largest eigenvalue of Γξn, denoted
as µξ1n is such that
3
sup
n∈N
µξ1n ≤Mξ. (25)
Notice, that here we prefer to state conditions in terms of the maximum absolute column sum of Γξn,
instead of its spectral norm, as for example in Forni et al. (2009), because the use of the former is more
intuitive and the conditions stated above are often supported by macroeconomic data (Boivin and Ng,
2006; Luciani, 2014).
By Weyl’s inequality and by (24)-(25), it immediately follows that the r largest eigenvalues of the
covariance matrix of xn diverge linearly in n, while all remaining eigenvalues stay bounded for all n ∈ N.
Similarly, it can be proved that the q largest eigenvalues of the spectral density of xn diverge linearly in
n (almost everywhere in the frequency range [−π, π]), while all remaining eigenvalues stay bounded for
all n ∈ N. All these results allow for identification of the common and idiosyncratic component when
n→∞ and are the basis for all methods for determining r and q (see, e.g., Bai and Ng, 2002, and Hallin
and Liška, 2007, respectively). The distinction between r and q is common and empirically relevant
in the macroeconomic literature and sometimes (21)-(22) is also called the “static representation” of a
q-dynamic factor model (see Stock and Watson, 2016, Section 2.1.2, for a discussion and examples). In
particular, when applied to real macroeconomic data the above methods point towards the case q ≤ r
(D’Agostino and Giannone, 2012).
To conclude the presentation of the model, we impose the following identifying constraints on the
loadings and the static factors.
Assumption 3. LetMχn be the r×r diagonal matrix with elements µχ1n, . . . , µχrn, and let Vχn be the n×r
matrix having as columns the corresponding normalized eigenvectors. Then: (a) Ft = (M
χ
n)−1/2V
χ′
n χnt;
(b) the entries of Mχn are such that they satisfy (24) and Cj+1 < Cj for j = 1, . . . , r− 1; (c) the entries
of Vχn are such that [V
χ
n]1j > 0 for all j = 1, . . . , r.
Parts (a) and (b) are standard in factor model literature and allow to identify the factors up to
a multiplication by a sign (see e.g. Forni et al., 2009; Fan et al., 2013). We identify the factors with
the r normalized principal components of χnt and this implies in Assumption 1(b) that Γ
F = Ir. By
projecting xnt onto Ft we obtain Λn = V
χ
n(M
χ
n)1/2, therefore in Assumption 1(a) we have that ΣΛ is
diagonal with entries given by limn→∞(n
−1µχjn), which as requested are finite and positive because of
(24). Part (c) is a way to fix the sign indeterminacy in the identification of the factors.
The identifying restrictions in Assumption 3 are particularly useful for initializing the EM algorithm
with the PC estimator (see the next section). However, it has to be stressed that this identification
does not provide any economic meaning to the factors, and, in this sense, ours is an exploratory, rather
2Indeed, for all j = 1, . . . , r, we have n−1ν(r)(Λ′nΛn) ν
(r)(ΓF ) ≤ n−1µχjn ≤ n
−1ν(1)(Λ′nΛn) ν
(1)(ΓF ) (see e.g. Merikoski
and Kumar, 2004, Theorem 7).
3Indeed, for all n ∈ N, we have µξ1n = ‖Γ
ξ
n‖ ≤ ‖Γ
ξ
n‖1 ≤Mξ.
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than confirmatory, factor analysis (see e.g. Rubin and Thayer, 1982, for a distinction). In other words
we are not interested here in giving any interpretation of the factors, but we are just interested in the
common component, which is always identified.
5 Estimation
Throughout the rest of the section we assume to observe the nT -dimensional vectorXnT = (x
′
n1 · · ·x′nT )′,
with components satisfying (21)-(23). The aim of this section is to study the asymptotic properties of
the estimator of the common component χit = λ
′
iFt, for i = 1, . . . , n and t = 1, . . . , T , which is ob-
tained by using the EM algorithm described in Section 2. Hereafter, without loss of generality, we
fix the VAR order in (22) to pF = 1, thus A(L) ≡ AL. In order to derive an estimator of the com-
mon component, we need to estimate the factors vector FT = (F
′
1 · · ·F′T )′ and the parameters vector
ϕn = (vec(Λn)
′, vech(Γen)
′, ρ1, . . . , ρn, vec(A)
′, vec(H)′)′.
5.1 Factors and asymptotic properties of the Kalman smoother
We start by considering the KS when assuming to know the true value of the parameters ϕn. First,
notice that in the general case q ≤ r the expression given in (14) cannot be computed since ΩFT is r× r,
but rk(ΩFT ) = q, hence in general it is not invertible. A valid expression is given by the linear projection
Ft|T = Projϕn [Ft|XnT ] given in (13), however, this requires computing the inverse of a large nT × nT
matrix at each step, which is in general a not feasible task. The classical way to proceed is instead
based on a series of forward iterations, giving the KF estimator, Ft|t = Projϕn [Ft|Xnt], followed by a
series of backward iteration, giving the KS estimator (details are in Appendix A.2). As a result of those
iterations we also obtain the MSEs: Pt|s = Eϕn [(Ft − Ft|s)(Ft − Ft|s)′|Xns], where s = t − 1 for the
one-step-ahead MSE, s = t for the KF MSE, and s = T for the KS MSE.
The next result is of general interest and also necessary to prove other results of this section.
Proposition 1. Given the true value of the parameters ϕn and the KF initial conditions F0|0 and P0|0,
under Assumptions 1 through 3, there exists a finite t¯ > 1 such that, as n→∞, √n‖Ft|T −Ft‖ = Op(1)
for any given t = t¯, . . . , T .
Moreover, let H† = (H′H)−1H′, then, as n → ∞, √n(H′Σ1/2Λ Σ−1ξ Σ1/2Λ H)1/2(H†Ft|T − H†Ft)
d→
N (0q, Iq), for any given t = t¯, . . . , T , and where Σ−1ξ = limn→∞(Vχ′n (Γξn)−1Vχn), while, if q = r, then,
as n→∞, √n(Σ1/2Λ Σ−1ξ Σ1/2Λ )1/2(Ft|T − Ft)
d→ N (0r, Ir), for any given t = t¯, . . . , T .
The following remarks provide more intuitions about the above result.
(1) The proof relies on the fact that the one-step-ahead MSE Pt|t−1 does not depend on the data and
the linear system (21)-(22) is stabilizable and detectable. Therefore, Pt|t−1 converges monotonically
and exponentially fast, as t increases, to a deterministic steady state P (Anderson and Moore, 1979,
Chapter 4.4, Chan et al., 1984, see e.g. Theorem 4.1, and Harvey, 1990, Section 3.3.3). In particular,
we show that P = HH′ + O(n−1). By denoting as t¯ the time at which the steady state is reached, we
then show that the KF MSE is such that Pt|t = O(n
−1) for all t ≥ t¯, i.e., it tends to zero at a rate n,
and, finally, the KS MSE is such that Pt|T = Pt|t + O(n
−2) for all t ≥ t¯. Hence also Pt|T = O(n−1),
and mean-square convergence of the KS follows, thus implying
√
n-consistency (see also Poncela and
Ruiz, 2015, for the simpler one-factor case, i.e., q = r = 1).
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(2) From the previous comment it is clear that Proposition 1 holds also for the KF estimator Ft|t.
Indeed, the KF and KS estimators are such that ‖Ft|t −Ft|T ‖ = O(n−1). This is a useful result for the
estimator of the DFM based on PC and KF proposed by Doz et al. (2011). To illustrate this point, let
us consider the simpler case q = r, so that the steady state P is invertible. Then, the KF estimator is
such that, for any t ≥ t¯,
Ft|t = Ft|t−1 +PΛ
′
n(ΛnPΛ
′ + Γξn)
−1(xnt −ΛnFt|t−1)
= Ft|t−1 + (Λ
′
n(Γ
ξ
n)
−1Λn +P
−1)−1Λ′n(Γ
ξ
n)
−1(xnt −ΛnFt|t−1)
= (Λ′n(Γ
ξ
n)
−1Λn)
−1Λ′n(Γ
ξ
n)
−1xnt +O(n
−1)
= Ft + (Λ
′
n(Γ
ξ
n)
−1Λn)
−1Λ′n(Γ
ξ
n)
−1ξnt +O(n
−1)
= Ft +Op(n
−1/2), (26)
where we used (in sequential order) the Woodbury formula, pervasiveness of the factors in Assump-
tion 1(a), the definition of xnt in (21), and weak dependence of idiosyncratic components, which is a
consequence of Assumption 2(c) and of (25). Moreover, for any t ≥ t¯ the KS estimator is such that
Ft|T = Ft|t +Pt|tA
′P−1(Ft+1|T −AFt|t) = Ft|t +Op(n−1) = Ft +Op(n−1/2), (27)
because Pt|t = O(n
−1), and all the other terms can be shown to be finite. Clearly, when q < r, the
simple arguments leading to (26) and (27) do not carry through since P is not invertible, hence the
necessity of a different more complex proof in Appendix B.
(3) The point in time t¯ at which the steady state is reached depends on the value of ‖P0|0‖ used to
initialize the KF: the larger this is, the more time periods are needed to reach the steady state. In
particular, we show that convergence holds after a burn-in period of length t¯ > 1, which is such that
(t¯ − 2) & (log n)−1, provided ‖P0|0‖ is finite for all n. Although this is just a lower bound for t¯, we
expect the effect of the burn-in period to become negligible from t = 2 onwards as n→∞, and if ‖P0|0‖
is not too large. Numerical evidence supporting this conjecture is reported in Section 7.
(4) The (asymptotic) precision of the estimated factors increases with the magnitude of the associated
eigenvalue (since [ΣΛ]jj = limn→∞(n
−1µχjn), by Assumption 3), and, at the same time, the precision
diminishes, equally across the factors, when the degree of cross-correlation among the idiosyncratic
components increases, i.e., when µξ1n increases. Notice that, as shown in the proof, the matrix Σ
−1
ξ is
well-defined, i.e., it is positive definite and has a finite norm.
(5) The results in Proposition 1 do not depend on the autocorrelation structure of the idiosyncratic
components, as long as Assumption 1(f) of stationarity is satisfied. Similarly, they do not depend on
the specific assumption for Γξn, as long as Assumption 2(c) of weak dependence of idiosyncratic shocks,
which implies ‖Γξn‖ to be finite for all n, is satisfied. Last, the result on consistency does not require
gaussianity and, as discussed in Section 6.2.1, under some additional standard regularity conditions, the
same asymptotic distribution can still be derived even if data are non-gaussian.
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5.2 Parameters
In practice, to estimate the factors consistently we need also consistent estimators of the loadings Λn, of
the VAR parameters A and H, and of the idiosyncratic covariance matrix Γξn. We start by studying the
properties of our estimators when assuming serially uncorrelated idiosyncratic components (see Section
6.2 for extensions to the case of autocorrelated idiosyncratic components).
Assumption 4. For all i ∈ N and t ∈ Z, ξit = eit, i.e., ρi = 0.
Under Assumption 4, Γξn and Γen coincide and the vector containing all true values of the parameters
of the model reduces to ϕn = (vec(Λn)
′, vech(Γen)
′, vec(A)′, vec(H)′)′. We now study the properties of
the estimators derived using the EM algorithm (see Table 1 and Appendix A.2 for details).
To initialize the EM algorithm we need a pre-estimator of the parameters denoted as ϕ̂(0). Specif-
ically, we use the PC estimators of the loadings and the factors (defined in such a way to satisfy the
identifying constraints in Assumption 3), from which we also have an estimator of the idiosyncratic com-
ponents and their variances. Then, we use those estimated factors to also estimate the parameters of
the VAR in (22). As n, T →∞, the pre-estimator ϕ̂(0) computed in this way is min(√T ,√n)-consistent
(see Appendix A.3, Lemma 10 in Appendix B, and Forni et al., 2009, Proposition P, for more details).
For any iteration k ≥ 0 of the EM algorithm and given the estimator of the parameters ϕ̂(k), in the
E-step we run the KS giving the outputs necessary for computing the following sufficient statistics:
Eϕ̂(k) [xntF
′
t|XnT ] = xntF(k)′t|T ,
Eϕ̂(k) [FtF
′
t|XnT ] = F(k)t|TF
(k)′
t|T +P
(k)
t|T , (28)
Eϕ̂(k) [FtF
′
t−1|XnT ] = F(k)t|TF
(k)′
t−1|T +C
(k)
t,t−1|T ,
where C
(k)
t,t−1|T is the lag-1 conditional autocovariance matrix of the factors. The expected gaussian log-
likelihood can then be computed from the expressions in (16) and (17) by using the sufficient statistics
in (28).
In the M-step, we obtain a new estimate of the parameters ϕ̂
(k+1)
n by maximizing the expected
log-likelihood. In particular, for any iteration k ≥ 0, we have the loadings estimators
λ̂
(k+1)
i =
(
T∑
t=1
Eϕ̂(k)
[
FtF
′
t|XnT
])−1( T∑
t=1
Eϕ̂(k)
[
Ftxit|XnT
])
=
(
T∑
t=1
F
(k)
t|TF
(k)′
t|T +P
(k)
t|T
)−1( T∑
t=1
F
(k)
t|T xit
)
, i = 1, . . . , n, (29)
such that Λ̂
(k+1)
n = (λ̂
(k+1)
1 · · · λ̂(k+1)n )′. Similarly, the estimator of the VAR coefficients is given by
Â(k+1) =
(
T∑
t=2
Eϕ̂(k)
[
FtF
′
t−1|XnT
])( T∑
t=2
Eϕ̂(k)
[
Ft−1F
′
t−1|XnT
])−1
=
(
T∑
t=2
F
(k)
t|TF
(k)′
t−1|T +C
(k)
t,t−1|T
)(
T∑
t=2
F
(k)
t−1|TF
(k)′
t−1|T +P
(k)
t−1|T
)−1
. (30)
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Moreover, using λ̂
(k+1)
i in (29), we have the estimator of the idiosyncratic covariance:
[Γ̂e(k+1)n ]ii =
{
1
T
T∑
t=1
Eϕ̂(k)
[(
xit − λ̂(k+1)′i Ft
)2 ∣∣XnT]} , i = 1, . . . , n, (31)
while we always set [Γ̂
e(k+1)
n ]ij = 0, if i 6= j. It is important to notice that we are not assuming that
the idiosyncratic covariance matrix Γen is diagonal, but we are just estimating the diagonal terms, thus
effectively estimating a mis-specified model (see Section 6.1 for the implications of this choice).
Finally, let us consider estimation of H, and define ωt = Ft −AFt−1, such that Eϕn [ωtω′t] = Γω =
HH′, by Assumption 2(a). Then, using Â(k+1) in (30), the estimator of Γω is given by
Γ̂ω(k+1) =
1
T
T∑
t=2
Eϕ̂(k)
[(
Ft − Â(k+1)Ft−1
)(
Ft − Â(k+1)Ft−1
)′
|XnT
]
. (32)
Then, if q = r, the estimator of H is simply given by Ĥ(k+1) = (Γ̂ω(k+1))1/2.
However, things are more complex when q < r. Indeed, in this case Γω is not invertible, and,
therefore, the expected log-likelihood of the factors, i.e., E
ϕ̂
(k)
n
[ℓ(FT ;ϕn)|XnT ], is not defined, and in
the M-step there is no maximizer with respect to H. In this case we propose to run the EM algorithm
when modifying (22) into
Ft = AFt−1 +ωt, (33)
ωt = Hut + ηt, (34)
such that the following additional assumption is satisfied.
Assumption H. (a) for all t ∈ Z, ηt ∼ N (0r, ϑT Ir), with ϑT = o(T−1/2) and such that Eϕn [ηtηt−k] =
0r×r for all k 6= 0; (b) Eϕn [utη′s] = 0q×r, for all t, s ∈ Z; (c) for all j = 1, . . . , q, Kj ≤ ν(j)(HH′) ≤ Kj ,
for some positive reals Kj and Kj, such that and Kj+1 < Kj for j = 1, . . . , q − 1.
As a consequence of Assumptions H(a), H(b), 1(e), and 2(a), we have that ωt ∼ N (0r,Γω), where
Γω = HH′ + ϑT Ir, and Eϕn [ωtωt−k] = 0r×r for all k 6= 0. Since now Γω is always positive definite, the
expected log-likelihood for (33)-(34) computed in the E-step is well-defined even when q < r. Moreover,
(34) is an exact factor model for ωt, with i.i.d. gaussian, i.e., spherical, idiosyncratic errors ηt. Following
Tipping and Bishop (1999, Appendix A), the M-step estimator of H is then given by
Ĥ(k+1) = Ŵω(k+1)
(
M̂ω(k+1) − ϑT Iq
)1/2
, (35)
where the columns in the r × q matrix Ŵω(k+1) are the q normalized eigenvectors of Γ̂ω(k+1)defined in
(32), corresponding to the q largest eigenvalues collected in the q× q diagonal matrix M̂ω(k+1). Clearly,
under Assumption H, for large values of T , the estimator in (35) is almost identical to running PC
analysis on the VAR residuals. The choice of ϑT is discussed in Section 7.
To conclude, notice that, because of Assumptions 2(a) and H(c), with the estimator in (35) we can
consistently recover the columns of H only up to a multiplication by a sign. This is however not an issue
since this matrix enters the EM algorithm only through the product HH′, which is always identified.
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5.3 Asymptotic properties of the EM algorithm
Once the EM converges, say at iteration k∗, our estimator of the loadings is given by λ̂i ≡ λ̂(k
∗+1)
i ,
for any given i = 1, . . . , n. Given the estimated parameters, we obtain a final estimate of the factors
by running the KS one last time, that is F̂t ≡ F(k
∗+1)
t|T , for any given t = 1, . . . , T . We now study the
asymptotic properties of λ̂i, F̂t, and the estimated common component χ̂it = λ̂
′
iF̂t.
Let us introduce the following assumption.
Assumption 5. The entries of Γen are such that [Γ
e
n]ij = 0, for all i, j ∈ N, with i 6= j.
We leave a discussion of the more general case of cross-sectionally correlated idiosyncratic compo-
nents to Section 6.1, and we just notice here that: (i) all consistency results of this section do not require
Assumption 5 to hold; (ii) the numerical results in Section 7 show that the asymptotic distributions
derived below provide good coverage even when Assumption 5 does not hold.
The estimated loadings λ̂i satisfy the following results.
Proposition 2. Under Assumptions 1, 2, 3, 4, and H (if q < r), as n, T →∞, min(√n,√T ) ‖λ̂i−λi‖ =
Op(1), for any given i = 1, . . . , n. Moreover, if n
−1
√
T log T → 0, as n, T → ∞, and if Assumption 5
holds, then
√
T (ΓF [Γen]
−1
ii )
1/2(λ̂i − λi) d→ N (0r, Ir), for any given i = 1, . . . , n.
The following remarks provide more intuitions about the above result and the way it is proved.
(1) The QML estimators of the parameters, obtained assuming to know the true factors, and collected
into the vector ϕ̂∗n, are shown to be
√
T -consistent as in classical QML theory (Lemma 8 in Appendix
B). In this respect notice that, consistently with the M-step, for our proof we just need to consider the
QML estimator of the diagonal term of Γen, while setting to zero all off-diagonal terms.
(2) It is well known that the EM algorithm delivers the QML estimator of the factors only up to a
numerical approximation error, due to the finite number of iterations of the algorithm. In particular,
such numerical error is determined by the fraction of missing information, as measured by the Fisher
Information matrix, due to the fact that factors are estimated and not observed (see e.g. Meng and
Rubin, 1994, and McLachlan and Krishnan, 2007, Chapter 3.9). This numerical approximation error
needs to be explicitly addressed in order to study the asymptotic properties of our estimators.
(3) In the proof we show that: (i) the factors estimated via KS when using ϕ̂∗n, are min(
√
n,
√
T )-
consistent (Lemma 9 in Appendix B); (ii) the pre-estimator ϕ̂
(0)
n is min(
√
n,
√
T )-consistent (Lemma
10 in Appendix B). As a consequence of these two findings we show that the numerical approximation
error decreases to zero faster than max(n−1/2, T−1/2) (Lemma 11 in Appendix B). This is enough to
prove consistency.
(4) The condition n−1
√
T log T → 0, together with Assumption 5, implies that the numerical approxi-
mation error of the EM decreases faster than T−1/2, and, as a consequence, the asymptotic distribution
of our estimator coincides with the QML estimator we would obtain if the factors were observed.
(5) Intuitively, the (asymptotic) precision with which we estimate the loadings decreases as the variance
of the idiosyncratic component increases, while it increases if ‖ΓF ‖ increases, i.e., the effect of the
factors on the observed variable xi increases. However, notice that, if we also impose Assumption 3,
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then ΓF = Ir, thus the scale of the factors does not affect the asymptotic covariance matrix, which is
just an r × r diagonal matrix with all entries equal to the idiosyncratic variance of the ith variable.
The estimated factors F̂t satisfy the following results.
Proposition 3. Under Assumptions 1, 2, 3, 4, and H (if q < r), as n, T → ∞, min(√n,√T ) ‖F̂t −
Ft‖ = Op(1), for any given t = t¯, . . . , T . Moreover, if q = r, n = O(T κ), for some positive real κ,
T−1
√
n log n → 0, as n, T → ∞, and if Assumption 5 holds, then √n(Σ1/2Λ Σ−1e Σ1/2Λ )1/2(F̂t − Ft) ∼
N (0r, Ir), for any given t = t¯, . . . , T , and where Σ−1e = limn→∞(Vχ′n (Γen)−1Vχn).
The following remarks provide more intuitions about the above result and the way it is proved.
(1) Consistency of the estimated factors is an immediate consequence of the results in Proposition 2
and it does not require any additional assumption.
(2) To prove asymptotic normality we have to bound two type of errors. First, the numerical approx-
imation error of the EM estimator of the loadings, considered in Proposition 2, which affects also the
estimator of the factors. In particular, the condition T−1
√
n log n → 0 together with Assumption 5,
implies that this error decreases faster than n−1/2. Second, the estimation error due to the use of the
QML estimator of the parameters ϕ̂∗n, instead of the true values ϕn. This error is shown to be just a
weighted average of the n idiosyncratic components, and, therefore, it can be bounded by terms of the
form (nT )−1/2, because of Assumption 2(c) (Lemma 12 in Appendix B). The asymptotic distribution of
the estimated factors is then the same as the one derived in Proposition 1 and similar comments apply.
(3) Due to the complexity of the proof, only the case r = q is covered, while we conjecture that in the
case q < r a results similar to the one in Proposition 1, thus involving also H still holds. Moreover, we
notice that the numerical results in Section 7 show that, even if q < r, using the above approximation
provides a reasonable coverage.
As a general remark to both Proposition 2 and Proposition 3, notice that the conditions n−1
√
T log T →
0 and T−1
√
n log n → 0 are compatible and are common (up to the logarithmic terms) in the factor
model literature (see e.g. the results in Bai, 2003). Moreover, in macroeconomic datasets we often have
n ≃ T , and, therefore, those are both reasonable requirements.
The estimated common component is given by χ̂it = λ̂
′
iF̂t and it satisfies the following results, for
which the same comments made about Propositions 2 and 3 still apply.
Theorem 1. Under Assumptions 1, 2, 3, 4, and H (if q < r), as n, T →∞, min(√n,√T ) ‖χ̂it−χit‖ =
Op(1), for any given i = 1, . . . , n and t = t¯, . . . , T . Moreover, if r = q, n = O(T
κ), for some positive
real κ, n−1
√
T → 0, as n, T → ∞, and Assumption 5 holds, then, for any given i = 1, . . . , n and
t = t¯, . . . , T ,
(
n−1Wit + T−1Vit
)−1/2
(χ̂it − χit) d→ N (0, 1), where Wit = λ′i
{
(ΣΛ)
−1/2Σe(ΣΛ)
−1/2
}
λi
and Vit = F′t
{
(ΓF )−1[Γen]ii
}
Ft.
Finally, turning to the asymptotic variance, an estimator of Vit is readily available as
V̂it = F̂′t

(
T−1
T∑
t=1
F̂t[Γ̂
e
n]
−1
ii F̂
′
t
)−1 F̂t. (36)
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Moreover, since from Assumption 3 we have Λn = V
χ
n(M
χ
n)1/2 and ΣΛ = limn→∞ n
−1M
χ
n, and since
under Assumption 5, it holds that [(Γ̂en)
−1]ii = [Γ̂
e
n]
−1
ii , then an estimator of Wit is given by
Ŵit = λ̂′i
{(
n−1Λ̂′n(Γ̂
e
n)
−1Λ̂n
)−1}
λ̂i = λ̂
′
i

(
n−1
n∑
i=1
λ̂i[Γ̂
e
n]
−1
ii λ̂
′
i
)−1 λ̂i. (37)
6 The effects of mis-specifications
As discussed in the previous section, assuming gaussian independent idiosyncratic components is often
not entirely realistic. First, idiosyncratic components might be cross-correlated, due for example to
some local/sectoral/regional sources of co-movements; second, they might also be serially correlated
reflecting some local dynamics or some systematic measurement error, third disaggregated indicators,
as, e.g., sectoral inflation indexes, tend to display tails which are heavier than those gaussian tails,
which we are more common for more aggregated variables, as, e.g., GDP. The following is an informal
but detailed discussion about these three aspects and their implications for our estimators.
6.1 Cross-sectionally correlated idiosyncratic components
First of all, notice that, as a already discussed, the consistency results of Section 5 hold without the
need of imposing Assumption 5. Indeed, consider the estimator Γ̂en obtained at convergence of the EM,
which, by construction, has the off-diagonal terms set to zero. Then, for the diagonal terms we have
min(n−1/2, T−1/2)|[Γ̂en]ii − [Γen]ii| = Op(1), while for the off-diagonal terms, it holds that
n−1
{ n∑
i,j=1, i 6=j
([Γen]ij)
2
}1/2
≤ n−1‖Γen‖F ≤ n−1/2‖Γen‖ ≤ n−1/2‖Γen‖1 ≤ n−1/2Me.
because of Assumption 2(c). As a consequence n−1‖Γ̂en − Γen‖ = Op(max(n−1/2, T−1/2)) (see Lemma
11 in Appendix B). This is enough to prove min(
√
n,
√
T )-consistency of the factors estimator F̂t,
regardless of the specific structure of Γen. As for the factor loadings, notice that the QML estimator
for the i-th variable does never depend on the off-diagonal terms of Γen. Furthermore, by definition,
the PC estimator of the loadings used to initialize the EM algorithm does not depend Γen. These two
facts imply that the estimator of the loadings λ̂i is min(
√
n,
√
T )-consistent, regardless of the specific
structure of Γen.
Turning to asymptotic normality, it can be seen that to derive the results in Propositions 2 and
3, a consistent estimator of (Γen)
−1 is also needed. Clearly if Assumption 5 does not hold, then no
consistency result holds for (Γ̂en)
−1, as in order to estimate consistently its diagonal terms, we need a
consistent estimate also of the off-diagonal terms of Γen. More precisely, for the asymptotic distribution
of the estimated loadings, λ̂i, to hold we need the existence of a consistent estimator of the diagonal
terms [(Γen)
−1]ii. In a high-dimensional setting this is known to be a hard task. A possible solution
consists in solving, at each iteration k ≥ 0, a constrained M-step of the form
Γ˜e(k+1)n = argmax
Γen
E
ϕ̂
(k)
n
[(
ℓ(XnT |FT ;ϕn)− µn,T p(Γen)
) ∣∣XnT ] , (38)
where p(Γen) is a suitable penalty function for either Γ
e
n or (Γ
e
n)
−1, and µn,T is a positive real function of
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n and T . For example, we could consider p(Γen) =
∑n
i,j=1,i 6=j |[Γen]ij | (see Bai and Liao, 2016, in a similar
setting as ours), or p(Γen) = ‖(Γen)−1‖2F (see Witten and Tibshirani, 2009, for the simpler problem of
estimating the covariance matrix of independent data).
The latter case is particularly appealing since it has a closed form solution. At a given iteration
k ≥ 0 of the EM algorithm, consider the estimator
Γ̂e(k+1)n =
{
1
T
T∑
t=1
Eϕ̂(k)
[(
xnt − Λ̂(k+1)n Ft
)(
xnt − Λ̂(k+1)n Ft
)′ ∣∣XnT]} ,
computed using the loadings estimator (29). Then, let M̂
e(k+1)
n be the n×n diagonal matrix where the
entries are the eigenvalues of Γ̂
e(k+1)
n , and let V̂
e(k+1)
n be the matrix having as columns the corresponding
normalized eigenvectors. The solution of (38) is given by
Γ˜e(k+1)n = V̂
e(k+1)
n
{
1
2
M̂e(k+1)n +
1
2
[(
M̂e(k+1)n
)2
+ 4µnT In
]1/2}
V̂e(k+1)′n . (39)
In Appendix C.1 we show that if µnT = O(n
2T−1), and also µnT > 0 if n
−1
√
T → 0, as n, T →∞, then
Γ˜en and (Γ˜
e
n)
−1 obtained from (39) at convergence of the EM algorithm, i.e., when k = k∗, are such that
n−1‖Γ˜en − Γen‖ = Op(T−1/2), and also n−1‖(Γ˜en)−1 − (Γen)−1‖ = Op(T−1/2). We then show that in this
case the asymptotic distributions in Propositions 2 and 3 and therefore also in Theorem 1 still hold.
We conclude with three final remarks. First, the condition on µnT has an intuitive explanation.
When estimating a covariance matrix the effective sample size is ηnT = n
−2T . Clearly, if ηnT → ∞,
as n, T → ∞, then obviously the penalization is not necessary (actually we show it can be set to
zero), while if ηnT → 0 or converges to a positive constant, as n, T → ∞, then we run into the curse
of dimensionality and some penalization is necessary. In every case the upper bound on µnT avoids
introducing too much penalization which would deliver a biased estimator of Γen.
Second, if we drop Assumption 5, we see from Proposition 3 that the asymptotic variance of the
estimated factors in general becomes larger. In this case, a consistent estimator of Wit in Theorem 1
can be computed as (see also (37)):
W˜it = λ̂′i
{(
n−1Λ̂′n(Γ˜
e
n)
−1Λ̂n
)−1}
λ̂i = λ̂
′
i

n−1 n∑
i,j=1
λ̂i[(Γ˜
e
n)
−1]ijλ̂
′
j
−1 λ̂i. (40)
It is clear from Proposition 2 that the asymptotic variance of the estimated loadings is unchanged.
Third, if Assumption 5 does not hold, and Γen is sparse enough, then the contribution of the off-
diagonal terms of Γen when estimating (Γ
e
n)
−1 is likely to be negligible, thus the asymptotic distributions
in Propositions 2 and 3 can still provide a good approximation even when still estimating only the
diagonal terms of Γen.
6.2 Serially correlated idiosyncratic components
We now consider the case in which we do not impose Assumption 4, thus we allow the idiosyncratic
components to be autocorrelated as in (23), with coefficients ρ1, . . . , ρn satisfying Assumption 1(f).
If the idiosyncratic components are serially correlated the KS does not change, but in the E-step
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the expected log-likelihood (18) is affected. In particular, the only term that is affected is the first
one, i.e., the expected log-likelihood of the data given the factors, i.e., E
ϕ̂
(k)
n
[ℓ(XnT |FT ;ϕn)|XnT ].
For simplicity we consider the case in which Assumption 5 holds, then the parameter vector becomes
ϕn = (vec(Λn)
′,diag(Γen)
′, ρ1, . . . , ρn, vec(A)
′, vec(H)′)′. Moreover, we define ∆ξiT to be the T × T
Toeplitz matrix having on the (h + 1)-th diagonal the lag-h autocovariance of the ith idiosyncratic
component Eϕn [ξitξit−h] = ρ
h
i [Γ
e
n]ii(1 − ρ2i )−1, for h = 0, . . . , (T − 1). Then, in Appendix C.2 we show
that, at a given iteration k ≥ 0 of the EM algorithm, the M-step gives the estimators:
λ̂
(k+1)
i =
 T∑
t,s=1
Eϕ̂(k)
[
Ft
[
(∆̂
ξi(k+1)
T )
−1
]
ts
F′s|XnT
]−1 T∑
t,s=1
Eϕ̂(k)
[
Ft
[
(∆̂
ξi(k+1)
T )
−1
]
ts
xis|XnT
] , i = 1, . . . , n,
ρ̂
(k+1)
i =
(
T∑
t=2
Eϕ̂(k)
[(
xit−1 − λ̂(k+1)′i Ft−1
)2|XnT )])−1( T∑
t=2
Eϕ̂(k)
[(
xit − λ̂(k+1)′i Ft
)(
xit−1 − λ̂(k+1)′i Ft−1
)
|XnT )
])
,
[Γ̂e(k+1)n ]ii =
{
1
T
T∑
t=1
Eϕ̂(k)
[(
ξit − ρ̂(k+1)i ξit−1
)2]}
, [Γ̂e(k+1)n ]ij = 0, if i 6= j,[
∆̂
ξi(k+1)
T
]
ts
= (ρ̂
(k+1)
i )
|t−s|[Γ̂e(k+1)n ]ii
(
1− (ρ̂ (k+1)i )2
)−1
, t, s = 1, . . . , T. (41)
The estimators of A and H remain unchanged and are given in (30) and (35), respectively. Clearly,
for solving (41) we need to adopt an iterative procedure. First, we compute the simpler estimator of
the loadings defined in (29) for serially uncorrelated idiosyncratic components, then we estimate all
the other parameters, which are used to compute the estimator of the loadings in (41), thus effectively
taking into account the serial dependence of the idiosyncratic components. This two-step procedure
has to be repeated at each M-step, thus effectively requiring the use of an Expectation Conditional
Maximization (ECM) algorithm, as originally proposed by Meng and Rubin (1993). Notice that, if the
factors were known, this procedure would obviously give the QML estimator of the loadings, which,
in the case of serially correlated idiosyncratic components, coincides with the generalized least squared
estimator as opposed to the ordinary least squares estimator which we have if Assumption 4 holds.
We conclude with two remarks. First, using similar arguments as those used to prove consistency of
the loadings in Proposition 2, we conjecture that a similar result could be proved also for the loadings
estimator in (41). This is because also the ECM gives QML estimators up to a numerical error, which
can still be controlled if we initialize the EM algorithm via PC. Indeed, the PC estimator is consistent
regardless of the serial correlation properties of the idiosyncratic components, provided that they satisfy
Assumption 1(f), which implies weak stationarity. Clearly, if we were to use (41), the asymptotic
variance of the newly estimated loadings would change. In this case, a consistent estimator of Vit in
Theorem 1 can be computed as (see also (36)):
V˜it = F̂′t

T−1 T∑
t,s=1
F̂t[(∆̂
ζi
T )
−1]tsF̂
′
s
−1 F̂t. (42)
where ∆̂ζiT is the estimator obtained at convergence of the ECM. Notice that if ρi = 0, then ∆
ξi
T =
IT [Γ
e
n]ii and [(∆
ξi
T )
−1]tt = [Γ
e
n]
−1
ii for all t = 1, . . . , T , then (42) would be identical to (36).
Second, if Assumption 4 does not hold, then the loadings estimator in (29) does not maximize the
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expected likelihood, so in general it does not converge to the QML estimator of the loadings and its
properties are unclear. However, when ρi is small then, for large values of T , ∆
ξi
T is a sparse matrix
and in (41) the contribution of the off-diagonal terms of ∆ξiT becomes negligible as T → ∞, thus the
loadings estimator (29) can still provide a good approximation.
6.2.1 Non-gaussian idiosyncratic components
First, notice that even if the idiosyncratic components are not gaussian, the KS estimator Ft|T is
√
n-
consistent as proved in Proposition 1. This means that asymptotically we can still consider Ft|T as the
best predictor of Ft. So regardless of the distribution of the idiosyncratic components we can always
run the E-step using the KS. Although now the relations defining the sufficient statistics in (28) are just
valid asymptotically, at iteration k ≥ 0 the M-step we can still compute the loadings estimator as in the
second equation of (29), and, similarly, for (30), (31), and (35). Moreover, it is clear that, for known
factors, the estimators of the loadings obtained by maximizing the gaussian log-likelihood is always
the QML estimator, this is seen also by the fact that its covariance is equal to the Fisher Information
(see Lemmas 8 and 11). If we further assume that the idiosyncratic innovations {ent} and the factors
innovations {ut} are mutually independent processes and that they have exponential decaying tails4
then, consistency of the estimators of the loadings and of the factors in Propositions 2 and 3 still holds.
Second, provided that we have consistent estimators of the loadings and factors, also their asymptotic
normality is still valid if we assume that the following central limit theorems hold:
T−1/2
T∑
t=1
Fteit
d→ N (0r,ΓF [Γen]ii), as T →∞, (43)
n−1/2
n∑
i,j=1
λi[(Γ
e
n)
−1]ijejt
d→ N (0r,Σ1/2Λ Σ−1e Σ1/2Λ ), as n→∞. (44)
where Σe and and ΣΛ are defined in Proposition 3 and in Assumption 1(a), respectively. Both require-
ments are standard in the literature (see e.g. Bai and Li, 2016, Assumptions F1 and F3, respectively).
Notice that result (43) is easily satisfied by assuming that the idiosyncratic innovations {ent} and the
factors innovations {ut} are martingale difference processes (see e.g. Davidson, 1994, Theorem 24.3, page
383). Concerning (44), notice that this is a cross-sectional central limit theorem, which is reasonable to
assume given that idiosyncratic components are weakly cross-correlated by Assumption 2(c).
7 Monte Carlo study
Throughout, we let n ∈ {50, 75, 100, 200, 300}, T ∈ {75, 100, 200, 300}, r = 4, and q ∈ {2, 4}, and we
simulate data according to (21), (22), and (23), as follows.
First, the factor loadings are such that [Λn]ij
iid∼ N (0, 1). Second, for the common factors we set the
VAR order pF = 1, the coefficients A = µA˜{ν(1)(A˜)}−1, where the diagonal elements of A˜ are drawn
from a uniform distribution on [0.5, 0.8], while the off-diagonal elements from a uniform distribution on
[0, 0.3], and µ = 0.5. The common innovations are such that ut
iid∼ N (0q, Iq) or ut iid∼ t4(0q, Iq), and,
4This means that for all i = 1, . . . , n and for any ε > 0, there exist positive reals Ke and δ independent of i, such that
Pϕn (|eit| > ε) ≤ exp(−Keε
δ), the case δ = 2 corresponds to sub-gaussian tails, while if δ ≤ 1 we have sub-weibull tails.
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if r = q, H = Iq = Ir, while, if q < r, H is generated as in Bai and Ng (2007): let H˜ be a r × r
diagonal matrix of rank q with entries drawn from a uniform distribution on [0.8, 1.2], and let Hˇ be a
r × r orthogonal matrix, then, H is equal to the first q columns of the matrix Hˇ(H˜)1/2. Third, for the
idiosyncratic components we draw ρi from a uniform distribution on [δ, 1 − 2δ], if δ > 0, while ρi = 0
if δ = 0. We set δ ∈ {0, 0.2}. The innovations are such that et iid∼ N (0n,Γen) or et iid∼ t4(0n,Γen), with
[Γen]ij = τ
|i−j| if τ > 0, while, if τ = 0, Γen is diagonal with entries drawn from a uniform distribution
on [0.5, 1.5]. We set τ ∈ {0, 0.5}. Last, we rescale each common and idiosyncratic component in such a
way that the share of variance of the i-th variable explained by the common component is θ(1 + θ)−1.
We set θ = 0.5.
We consider B = 1000 replications and we run the EM algorithm to estimate the DFM by estimating
in the M-step only the diagonal terms of the idiosyncratic covariance matrix even when τ > 0. Similarly
we do not add idiosyncratic states even when δ > 0. In other words, we always estimate a mis-
specified model and, in this way, we are able assess how robust our-estimators are with respect to
mis-specifications. Moreover, with reference to Assumption H we set ϑT = 0 in the KS, while in the
M-step we set ϑT = 0.1T
−1.
In Table 2, we report for different values of n and for t = 1, . . . , 5, the trace of MSEs of the one-step-
ahead prediction, the KF, and the KS. The DGP has q = 2, r = 4, T = 100, τ = 0.5, and δ = 0.2 (serially
and cross-correlated idiosyncratic components) for both Gaussian and Student-t innovations and the
MSEs are computed using the true simulated value of the parameters in order to verify numerically the
results in Proposition 1. As we can see, (1) as n grows, the one-step-ahead MSE reaches a steady state
within maximum three time periods; (2) the KF and KS MSEs are very similar and both decrease to
zero as n grows; and (3) we have tr(Pt|t−1)/q ≃ 1, while and tr(Pt|t)n/q and tr(Pt|T )n/q, computed
when t = 5, stabilize as n grows thus showing that the rate of decrease is n.
Our estimators are compared with those obtained by means of PC analysis as in Bai (2003). First,
we consider separately the factors and loadings estimators. Since, when simulated in the way described
above those quantities are not identified, we consider the following trace statistics measures (see also by
Doz et al., 2012)
TR
(b)
F =
tr
(
(F
(b)′
T F̂
(b)
T )(F̂
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(b)
T )
−1(F̂
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T F
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T )
)
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(
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(b)′
n Λ̂
(b)
n )−1(Λ̂
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n Λ
(b)
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)
tr
(
Λ
(b)′
n Λ
(b)
n
) .
The trace statistics is a multivariate version of the R2 of the regression of the true factors on the
estimated factors. It is smaller than one and tends to one if the empirical canonical correlations between
the true factors and their estimates tend to one. In Table 3 we report the values of factors and loadings
trace statistics, averaged over all B replications, and relative to the same measures (Rel-TRF and Rel-
TRΛ) computed by means of PC analysis (values larger than one indicate a better performance of our
estimators).
Second, turning to the estimated common components, we compute the MSEs:
MSE =
1
nTB
n∑
i=1
T∑
t=1
B∑
b=1
(χ̂
(b)
it − χ(b)it )
2
.
In Table 4, we report the relative MSE (Rel-MSE) of our estimator over the MSE of the PC estimator
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Table 2: Simulation results - Kalman filter and Kalman smoother MSEs
Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 2, r = 4
Gaussian innovations
T = 100 n 5 10 25 50 75 100 200 300
tr(P0|0)/q 1.18476 1.23488 1.33315 1.32216 1.18461 1.27976 1.17828 1.32981
t = 1 1.04956 1.09907 1.11975 1.11110 0.96936 1.07883 0.97194 1.10404
t = 2 1.04661 1.09445 1.11891 1.11086 0.96902 1.07811 0.97186 1.10400
tr(Pt|t−1)/q t = 3 1.04640 1.09414 1.11885 1.11085 0.96900 1.07805 0.97185 1.10400
t = 4 1.04637 1.09412 1.11885 1.11085 0.96900 1.07805 0.97185 1.10400
t = 5 1.04637 1.09412 1.11885 1.11085 0.96900 1.07805 0.97185 1.10400
t = 1 0.27421 0.22068 0.05808 0.03991 0.02528 0.02137 0.01089 0.00732
t = 2 0.26094 0.19967 0.05367 0.03715 0.02232 0.01778 0.00986 0.00649
tr(Pt|t)/q t = 3 0.26001 0.19816 0.05336 0.03698 0.02213 0.01749 0.00980 0.00645
t = 4 0.25991 0.19805 0.05334 0.03697 0.02212 0.01747 0.00980 0.00645
t = 5 0.25990 0.19804 0.05333 0.03697 0.02211 0.01746 0.00980 0.00645
tr(P5|5)n/q 4.33747 4.07244 3.81890 4.08155 4.04096 4.07754 3.98657 3.98190
t = 1 0.26912 0.20712 0.05732 0.03904 0.02407 0.02085 0.01060 0.00723
t = 2 0.25659 0.18879 0.05313 0.03652 0.02156 0.01762 0.00966 0.00644
tr(Pt|T )/q t = 3 0.25570 0.18745 0.05283 0.03637 0.02138 0.01734 0.00960 0.00640
t = 4 0.25561 0.18735 0.05281 0.03636 0.02137 0.01732 0.00959 0.00640
t = 5 0.25560 0.18734 0.05281 0.03636 0.02137 0.01732 0.00959 0.00640
tr(P5|T )n/q 4.33747 4.07244 3.81890 4.08155 4.04096 4.07754 3.98657 3.98190
Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 2, r = 4
Student-t innovations
T = 100 n 5 10 25 50 75 100 200 300
tr(P0|0)/q 1.13457 1.14052 1.22402 1.34918 1.11577 1.18446 1.38101 1.15366
t = 1 0.99374 0.99322 1.00146 1.14293 0.94732 1.00763 1.14449 0.93417
t = 2 0.98987 0.99185 1.00033 1.14235 0.94672 1.00736 1.14427 0.93408
tr(Pt|t−1)/q t = 3 0.98948 0.99180 1.00026 1.14232 0.94668 1.00735 1.14425 0.93407
t = 4 0.98943 0.99180 1.00026 1.14232 0.94667 1.00734 1.14425 0.93407
t = 5 0.98943 0.99180 1.00026 1.14232 0.94667 1.00734 1.14425 0.93407
t = 1 0.37224 0.16268 0.07709 0.03813 0.02987 0.02253 0.01099 0.00714
t = 2 0.35139 0.15544 0.06780 0.03472 0.02547 0.02043 0.00908 0.00628
tr(Pt|t)/q t = 3 0.34923 0.15508 0.06693 0.03453 0.02512 0.02029 0.00892 0.00621
t = 4 0.34899 0.15506 0.06686 0.03452 0.02510 0.02028 0.00891 0.00621
t = 5 0.34896 0.15506 0.06685 0.03452 0.02509 0.02028 0.00890 0.00621
tr(P5|5)n/q 4.33747 4.07244 3.81890 4.08155 4.04096 4.07754 3.98657 3.98190
t = 1 0.36451 0.15802 0.07405 0.03730 0.02868 0.02170 0.01072 0.00703
t = 2 0.34432 0.15127 0.06523 0.03413 0.02477 0.01984 0.00898 0.00624
tr(Pt|T )/q t = 3 0.34221 0.15093 0.06436 0.03395 0.02445 0.01971 0.00883 0.00618
t = 4 0.34197 0.15091 0.06428 0.03393 0.02442 0.01970 0.00881 0.00617
t = 5 0.34194 0.15091 0.06428 0.03393 0.02442 0.01970 0.00881 0.00617
tr(P5|T )n/q 4.33747 4.07244 3.81890 4.08155 4.04096 4.07754 3.98657 3.98190
(values smaller than one indicate a better performance of our estimators). First, overall our estimator
behaves very similarly to the PC estimator when r = q, however when q < r our estimator is clearly
superior, since PC cannot account for singularity. As already mentioned in Section 4, the singular case
is highly relevant for many macroeconomic applications, where standard methods for determining r
and q often point to q < r (see e.g. D’Agostino and Giannone, 2012). Second, while for the cases of
dependent idiosyncratic components PC analysis does not require to explicitly model the idiosyncratic
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Table 3: Simulation results - Factors and loadings - Trace statistics
Relative to PC analysis
Non-correlated idiosyncratic Cross-correlated idiosyncratic
τ = 0, δ = 0, Gaussian innovations τ = 0.5, δ = 0, Gaussian innovations
r = 4, q = 4 r = 4, q = 2 r = 4, q = 4 r = 4, q = 2
n T TRF TRΛ TRF TRΛ n T TRF TRΛ TRF TRΛ
50 75 0.998 1.000 1.002 1.109 50 75 0.995 0.999 1.000 1.128
50 100 0.999 1.000 1.002 1.121 50 100 0.995 0.999 1.001 1.157
75 75 0.999 1.000 1.001 1.103 75 75 0.997 0.999 1.001 1.114
75 100 0.999 1.000 1.002 1.115 75 100 0.998 0.999 1.001 1.124
100 100 0.999 1.000 1.001 1.101 100 100 0.999 1.000 1.001 1.114
200 200 1.000 1.000 1.001 1.096 200 200 1.000 1.000 1.001 1.103
300 300 1.000 1.000 1.001 1.083 300 300 1.000 1.000 1.001 1.099
Serially correlated idiosyncratic Serially and cross-correlated idiosyncratic
τ = 0, δ = 0.2, Gaussian innovations τ = 0.5, δ = 0.2, Gaussian innovations
r = 4, q = 4 r = 4, q = 2 r = 4, q = 4 r = 4, q = 2
n T TRF TRΛ TRF TRΛ n T TRF TRΛ TRF TRΛ
50 75 0.995 0.999 1.000 1.032 50 75 0.992 0.998 0.999 1.062
50 100 0.997 0.999 1.001 1.043 50 100 0.993 0.998 1.000 1.088
75 75 0.997 0.999 1.000 1.021 75 75 0.995 0.999 1.000 1.047
75 100 0.998 0.999 1.001 1.029 75 100 0.996 0.999 1.000 1.068
100 100 0.998 1.000 1.001 1.026 100 100 0.998 0.999 1.000 1.060
200 200 1.000 1.000 1.001 1.031 200 200 0.999 1.000 1.001 1.055
300 300 1.000 1.000 1.000 1.032 300 300 1.000 1.000 1.001 1.054
Non-correlated idiosyncratic Serially and cross-correlated idiosyncratic
τ = 0, δ = 0, Student-t innovations τ = 0.5, δ = 0.2, Student-t innovations
r = 4, q = 4 r = 4, q = 2 r = 4, q = 4 r = 4, q = 2
n T TRF TRΛ TRF TRΛ n T TRF TRΛ TRF TRΛ
50 75 0.998 1.000 1.002 1.109 50 75 0.991 0.997 0.999 1.066
50 100 0.999 1.000 1.002 1.123 50 100 0.993 0.998 1.000 1.087
75 75 0.999 1.000 1.001 1.104 75 75 0.995 0.999 1.000 1.046
75 100 0.999 1.000 1.002 1.115 75 100 0.996 0.999 1.000 1.064
100 100 0.999 1.000 1.001 1.110 100 100 0.998 0.999 1.000 1.060
200 200 1.000 1.000 1.001 1.092 200 200 0.999 1.000 1.001 1.058
300 300 1.000 1.000 1.001 1.081 300 300 1.000 1.000 1.001 1.053
dependence structure, we are instead deliberately estimating a mis-specified the model. Nevertheless,
the two estimators still behave very similarly when r = q (with a tiny advantage for PC), but for the case
q < r our estimator is still superior. Notice also that in our data generating process the cross-sectional
dependence obtained by taking τ = 0.5 does not imply any particular form of sparsity in the covariance
matrix, thus is very general. Moreover, the serial dependence we obtain by setting δ = 0.2 implies
that all idiosyncratic components follow an AR process with coefficients varying between 0.2 and up
to 0.6. Therefore, we can conclude that the mis-specification introduced in estimating a model with
independent idiosyncratic components, even when that is not the case, does not affect our estimator.
To further verify Theorem 1, for each replication b and any i, t, we compute
Z
(b)
it =
(
n−1Ŵ(b)it + T−1V̂(b)it
)−1/2
(χ̂
(b)
it − χit).
According to Theorem Z
(b)
it ∼ N(0, 1), hence we compute the coverage
C(α) = (nTB)−1
n∑
i=1
T∑
t=1
B∑
b=1
I
(
Z
(b)
it ≤ Zα
)
,
where Zα is the α-quantile of the standard normal distribution. In Table 5, we report C(α), for selected
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Table 4: Simulation results - Common components - MSEs
Relative to PC analysis
Idiosyncratic Idiosyncratic Idiosyncratic Idiosyncratic
Non-correlated Cross-correlated Serially correlated Serially and cross correlated
(τ = 0, δ = 0) (τ = 0.5, δ = 0) (τ = 0, δ = 0.2) (τ = 0.5, δ = 0.2)
Gaussian inn. Gaussian inn. Gaussian inn. Gaussian inn.
q = 4 q = 2 q = 4 q = 2 q = 4 q = 2 q = 4 q = 2
r = 4 r = 4 r = 4 r = 4 r = 4 r = 4 r = 4 r = 4
n T MSE MSE MSE MSE MSE MSE MSE MSE
50 75 0.99 0.66 1.04 0.73 1.03 0.80 1.08 0.80
50 100 0.98 0.61 1.03 0.69 1.02 0.75 1.07 0.76
75 75 0.99 0.70 1.03 0.75 1.03 0.83 1.06 0.83
75 100 0.99 0.65 1.02 0.71 1.02 0.80 1.05 0.79
100 100 0.99 0.69 1.02 0.73 1.02 0.82 1.04 0.81
200 200 1.00 0.67 1.01 0.69 1.01 0.80 1.02 0.79
300 300 1.00 0.67 1.00 0.69 1.00 0.79 1.01 0.77
Idiosyncratic Idiosyncratic Idiosyncratic Idiosyncratic
Non-correlated Cross-correlated Serially correlated Serially and cross correlated
(τ = 0, δ = 0) (τ = 0.5, δ = 0) (τ = 0, δ = 0.2) (τ = 0.5, δ = 0.2)
Student-t inn. Student-t inn. Student-t inn. Student-t inn.
q = 4 q = 2 q = 4 q = 2 q = 4 q = 2 q = 4 q = 2
r = 4 r = 4 r = 4 r = 4 r = 4 r = 4 r = 4 r = 4
n T MSE MSE MSE MSE MSE MSE MSE MSE
50 75 0.99 0.66 1.04 0.73 1.03 0.80 1.09 0.80
50 100 0.98 0.61 1.04 0.69 1.02 0.75 1.07 0.76
75 75 0.99 0.70 1.03 0.75 1.03 0.83 1.06 0.83
75 100 0.99 0.65 1.02 0.71 1.02 0.79 1.06 0.79
100 100 0.99 0.68 1.02 0.73 1.02 0.82 1.04 0.81
200 200 1.00 0.67 1.01 0.70 1.01 0.80 1.02 0.78
300 300 1.00 0.67 1.00 0.69 1.00 0.79 1.01 0.78
values of α ∈ (0, 1). Results when q = 4 and r = 4 show that the derived asymptotic distribution is
correct for the case of independent idiosyncratic components, and, moreover, it provides a very good
approximation even in the case of cross-sectionally correlated idiosyncratic components, this is true both
for gaussian and Student-t innovations. As expected we tend to slightly under-estimate the asymptotic
variance when idiosyncratic components are serially correlated but we do not take into account such
dependence when estimating the model. In the singular case q = 2, r = 4 (bottom three panels of Table
5), for which we do not have an asymptotic distribution due to singularity of the model, we can still
obtain reasonable coverage provided that n and T are large. For illustration purposes, in Figure 1, we
show histograms of {Z(b)it : i = 1, . . . , n, t = 1, . . . , T, b = 1, . . . , B}, for some of the cases considered in
Table 5.
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Table 5: Simulation results - Common components - Coverage
Non-correlated idiosyncratic (τ = 0, δ = 0), q = 4, r = 4
Gaussian innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.99 0.94 0.89 0.83 0.17 0.11 0.06 0.01 0.00 1.03 0.00 3.04
200 200 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 1.02 0.00 3.01
300 300 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 1.01 0.00 3.01
Cross-correlated idiosyncratic (τ = 0.5, δ = 0), q = 4, r = 4
Gaussian innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.99 0.94 0.89 0.83 0.17 0.11 0.06 0.01 0.00 1.07 0.00 3.05
200 200 0.99 0.94 0.89 0.83 0.17 0.11 0.06 0.01 0.00 1.03 0.00 3.02
300 300 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 1.02 0.00 3.02
Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 4, r = 4
Gaussian innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.98 0.92 0.87 0.81 0.19 0.13 0.08 0.02 0.00 1.15 0.00 3.06
200 200 0.98 0.93 0.88 0.82 0.18 0.12 0.07 0.02 0.00 1.10 0.00 3.04
300 300 0.98 0.94 0.88 0.82 0.18 0.12 0.07 0.02 0.00 1.09 0.00 3.03
Non-correlated idiosyncratic (τ = 0, δ = 0), q = 4, r = 4
Student-t innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.99 0.94 0.89 0.83 0.17 0.11 0.06 0.01 0.00 1.04 0.00 3.11
200 200 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 1.02 0.00 3.06
300 300 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 1.01 0.00 3.04
Cross-correlated idiosyncratic (τ = 0.5, δ = 0), q = 4, r = 4
Student-t innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.98 0.94 0.89 0.83 0.17 0.11 0.06 0.02 0.00 1.07 0.00 3.12
200 200 0.99 0.95 0.89 0.83 0.17 0.11 0.05 0.01 0.00 1.03 0.00 3.07
300 300 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 1.02 0.00 3.05
Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 4, r = 4
Student-t innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.98 0.92 0.87 0.81 0.19 0.13 0.08 0.02 0.00 1.15 0.00 3.11
200 200 0.98 0.93 0.88 0.82 0.18 0.12 0.07 0.02 0.00 1.10 0.00 3.07
300 300 0.98 0.94 0.88 0.82 0.18 0.12 0.06 0.02 0.00 1.08 0.00 3.05
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Table 6: Simulation results - Common components - Coverage
singular case
Non-correlated idiosyncratic (τ = 0, δ = 0), q = 2, r = 4
Gaussian innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.99 0.95 0.90 0.84 0.16 0.10 0.05 0.01 0.00 0.98 0.00 3.01
200 200 0.99 0.96 0.91 0.85 0.15 0.09 0.04 0.01 0.00 0.95 0.00 3.02
300 300 0.99 0.96 0.91 0.86 0.14 0.09 0.04 0.01 0.00 0.94 0.00 3.03
Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 2, r = 4
Gaussian innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.98 0.92 0.87 0.81 0.19 0.13 0.08 0.02 0.00 1.15 0.00 3.22
200 200 0.98 0.94 0.88 0.82 0.18 0.12 0.06 0.02 0.00 1.08 0.00 3.26
300 300 0.99 0.94 0.89 0.83 0.17 0.11 0.06 0.01 0.00 1.05 0.00 3.34
Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 2, r = 4
Student-t innovations
α%
n T 99% 95% 90% 84% 16% 10% 5% 1% mean std. skew. kurt.
100 100 0.96 0.89 0.84 0.78 0.22 0.16 0.11 0.04 0.00 1.33 0.00 3.64
200 200 0.97 0.91 0.85 0.79 0.21 0.15 0.09 0.03 0.00 1.24 0.00 3.56
300 300 0.97 0.92 0.86 0.80 0.20 0.14 0.08 0.03 0.00 1.21 0.00 3.64
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Figure 1: Simulation results - Common components - Distribution
Non-correlated idiosyncratic (τ = 0, δ = 0), q = 4, r = 4
Gaussian innovations
n = 100, T = 100 n = 200, T = 200 n = 300, T = 300
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Cross-correlated idiosyncratic (τ = 0.5, δ = 0), q = 4, r = 4
Gaussian innovations
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Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 4, r = 4
Gaussian innovations
n = 100, T = 100 n = 200, T = 200 n = 300, T = 300
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Non-correlated idiosyncratic (τ = 0, δ = 0), q = 4, r = 4
Student-t innovations
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Cross-correlated idiosyncratic (τ = 0.5, δ = 0), q = 4, r = 4
Student-t innovations
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Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), q = 4, r = 4
Student-t innovations
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8 Conclusions and discussion
This paper provides the asymptotic properties of full Quasi Maximum Likelihood (QML)-based estima-
tion for large approximate dynamic factor models. As already argued by Doz et al. (2012), it is shown
that QML, implemented via the Kalman smoother and the Expectation Maximization algorithm, is
feasible even in the high-dimensional cases, in which the cross-sectional size n is much larger than the
sample size T .
We prove that as n, T →∞ the estimated loadings, factors, and common components aremin(√n,√T )-
consistent. This is true even when estimating a mis-specified factor model, in which idiosyncratic compo-
nents are independent. Furthermore, this result does not require imposing any constraint on the relative
rate of divergence between n and T , and it actually implies that if n−1T → 0, our are √T -consistent,
as in classical QML theory. That is, the larger n is, the more precise our estimates are.
We also prove asymptotic normality of the estimated loadings, factors, and common components,
which holds under the mild requirement n−1
√
T → 0. This result is initially proved for independent
idiosyncratic components but then we generalize it also to the case of cross-sectionally and serially
correlated idiosyncratic errors. Numerical results from a MonteCarlo exercise show that the derived
distribution for the exact factor model provides a good approximation of the true distribution of the
estimator even when the data generating process is an approximate factor model.
This work can be extended along many different directions. For example, first, asymptotic distribu-
tions can be derived for the whole nT -dimensional vector of estimated common components and in turn
can be used to conduct inference on both the loadings and the factors. This requires explicitly taking
into account the dependence structure of idiosyncratic components as it affects asymptotic covariances
across units and time. Second, extensions to the case of more complex dynamics in the factors such as
non-stationarity or conditional heteroskedasticty are also possible. All this is the subject of our ongoing
research.
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Appendix A Details of estimation
A.1 Notation
We use the following notation for the parameters:
Parameters
ϕn true value
ϕ
n
generic value
ϕ̂∗n QML estimator
ϕ̂
(0)
n initial estimator
ϕ̂
(k)
n estimator used in E-step at iteration k ≥ 0
ϕ̂
(k+1)
n estimator computed in M-step at iteration k ≥ 0
ϕ̂n ≡ ϕ̂
(k∗+1)
n estimator in M-step at iteration k
∗
Letting Xns = (x
′
n1 · · ·x′ns)′, we use the following notation for the factors:
Factors
Ft true value
F˜t initial estimator
Ft|s = Eϕn [Ft|Xns] and Pt|s = Covϕn [Ft|Xns] estimator computed given ϕn
F
∗
t|s = Eϕ̂∗n [Ft|Xns] and P
∗
t|s = Covϕ̂∗n [Ft|Xns] estimator computed given ϕ̂
∗
n
F
(k)
t|s = Eϕ̂(k)n
[Ft|Xns] and P
(k)
t|s = Covϕ̂(k)n
[Ft|Xns] estimator computed in E-step at iteration k ≥ 0 given ϕ̂
(k)
n
F̂t ≡ F
(k∗+1)
t|T and P̂t ≡ P
(k∗+1)
t|T estimator computed in E-step at iteration (k
∗ + 1) given ϕ̂n
A.2 Kalman filter and Kalman smoother
The following iterations are stated assuming that the true value of the parameters ϕn is given and for given
initial conditions F0|0 and P0|0. Assume for simplicity pF = 1. Throughout, if we further impose Assumption 4
then Γξn is equivalent Γ
e
n.
A.2.1 Forward iterations - Filtering
The KF is based on the forward iterations for t = 1, . . . , T :
Ft|t−1 = AFt−1|t−1, (A1)
Pt|t−1 = APt−1|t−1A
′ +HH′, (A2)
Ft|t = Ft|t−1 +Pt|t−1Λ
′
n(ΛnPt|t−1Λ
′
n + Γ
ξ
n)
−1(xnt −ΛnFt|t−1), (A3)
Pt|t = Pt|t−1 −Pt|t−1Λ′n(ΛnPt|t−1Λ′n + Γξn)−1ΛnPt|t−1. (A4)
Moreover, by combining (A2) and (A4), we obtain the Riccati difference equation
Pt+1|t −APt|t−1A′ +APt|t−1Λ′n(ΛnPt|t−1Λ′n + Γξn)−1ΛnPt|t−1A′ = HH′. (A5)
A.2.2 Backward iterations - Smoothing
The KS is then based on the backward iterations for t = T, . . . , 1:
Ft|T = Ft|t +Pt|tA
′P−1t+1|t(Ft+1|T − Ft+1|t), (A6)
Pt|T = Pt|t +Pt|tA
′P−1t+1|t(Pt+1|T −Pt+1|t)P−1t+1|tAPt|t. (A7)
The KS iterations in (A6) require T inversions of Pt|t−1 and in the singular case q < r these matrices are likely
to be singular (see also Lemma 4). However, it can be proved that (A6) can be written in an equivalent way,
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which does not require matrix inversion, and which is defined by the backward iterations for t = T, . . . , 1 (see
e.g. Durbin and Koopman, 2001, Chapter 4.3, pp.70-73)
Ft|T = Ft|t−1 +Pt|t−1rt−1, (A8)
rt−1 = Λ
′
n(ΛnPt|t−1Λ
′
n + Γ
ξ
n)
−1(xt −ΛnFt|t−1) + L′trt, (A9)
Pt|T = Pt|t−1 −Pt|t−1Nt−1Pt|t−1, (A10)
Nt−1 = Λ
′
n(ΛnPt|t−1Λ
′
n + Γ
ξ
n)
−1Λn + L
′
tNtLt, (A11)
Lt = A−APt|t−1Λ′n(ΛnPt|t−1Λ′n + Γξn)−1Λn, (A12)
where rT = 0r, NT = 0r and by construction APt|t = LtPt|t−1. Alternatively, Kohn and Ansley (1983) suggest
to use the Moore-Penrose generalized inverse of Pt|t−1 in (A6). Although numerically no appreciable differences
emerge with respect to the chosen method, our proofs are based on (A8)-(A12).
A.3 Pre-estimators
Let Γ̂xn be the sample covariance matrix of the data and denote as M̂
x
n the diagonal matrix with entries the
r-largest eigenvalues of Γ̂xn, and as V̂
x
n the n× r matrix of the corresponding normalized eigenvectors. We have
the following pre-estimators:
Λ̂(0)n = V̂
x
n(M̂
x
n)
1/2, F˜t = (M̂
x
n)
−1Λ̂(0)′n xnt,
Â(0) =
(
T∑
t=2
F˜tF˜
′
t−1
)(
T∑
t=2
F˜t−1F˜
′
t−1
)−1
.
Then, let v˜t = F˜t − Â(0)F˜t−1 with sample covariance matrix Γ̂v˜ and denote as M̂v˜ the diagonal matrix with
entries the q-largest eigenvalues of Γ̂v˜, and as V̂v˜ the r× q matrix of the corresponding normalized eigenvectors.
We define Ĥ(0) = V̂v˜(M̂v˜)1/2. Finally, letting λ̂
(0)′
i be the i-th row of Λ̂
(0)
n ,
[Γ̂e(0)n ]ii =
1
T
T∑
t=1
(
xit − λ̂(0)′i F˜t
)2
, i = 1, . . . , n,
while [Γ̂
e(0)
n ]ij = 0 if i 6= j. Notice that Γ̂e(0)n has to be intended as an estimator of Γξn, or, if Assumption 4 holds,
it has to be intended as an estimator of Γen.
A.4 Intialization of Kalman filter
The KF is initialized as follows:
Initialization
F
(0)
0|0 = F˜0 for E-step at iteration k = 0
P
(0)
0|0
= vec−1((Ir2 − Â
(0) ⊗ Â(0))−1vec(Ĥ(0)Ĥ(0)′)) for E-step at iteration k = 0
F
(k)
0|0 = F
(k−1)
0|T for E-step at iteration k ≥ 1
P
(k)
0|0 = P
(k−1)
0|T for E-step at iteration k ≥ 1
A.5 Convergence of the EM algorithm
Define the sets Ln = {Λn ∈ Rn×r s.t. rk(limn→∞ n−1Λ′nΛn) = r}, A = {A ∈ Rr×r, s.t. ‖A‖ < 1}, H =
{H ∈ Rr×q s.t. rk(H) = q}, Gn = {Γen ∈ Rn×n, s.t. [Γen]ii ∈ R+ and [Γen]ij = 0, i, j = 1, . . . , n, i 6= j}. Let
On = Ln×A×Gn×H. Under Assumptions 1 through 5 and H, the true parameters are such that ϕn ∈ On, for
all n ∈ N.
The QML estimator of the parameters is such that
ϕ̂∗n = arg max
ϕ
n
∈On
ℓ(XnT ;ϕn). (A13)
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At iteration k ≥ 0 of the EM algorithm, define the expectations
Q(ϕ
n
; ϕ̂(k)n ) = Eϕ̂(k)n
[ℓ(XnT ,FT ;ϕn)], (A14)
H(ϕ
n
; ϕ̂(k)n ) = Eϕ̂(k)n
[ℓ(FT |XnT ;ϕn)|XnT ]. (A15)
Therefore,
ℓ(XnT ;ϕn) = Q(ϕn; ϕ̂(k)n )−H(ϕn; ϕ̂(k)n ). (A16)
The M-step is defined by
ϕ̂(k+1)n = arg max
ϕ
n
∈On
Q(ϕ
n
; ϕ̂(k)n ). (A17)
By definition of Kullback-Leibler divergence, we have (see also Dempster et al., 1977, Lemma 1)
H(ϕ̂(k+1)n ; ϕ̂(k)n ) ≤ H(ϕ̂(k)n ; ϕ̂(k)n ). (A18)
Hence, from (A16) and (A18), for any k,
ℓ(XnT ; ϕ̂
(k+1)
n )− ℓ(XnT ; ϕ̂(k)n ) ≥ Q(ϕ̂(k+1)n ; ϕ̂(k)n )−Q(ϕ̂(k)n ; ϕ̂(k)n ) ≥ 0,
where the last inequality is a consequence of (A17). This shows that the log-likelihood increases monotonically
as k increases.
Now, define OT = (ω
′
1 · · ·ω′T )′, then
ℓ(XnT ,FT ;ϕn) = ℓ(XnT |FT ;ϕn) + ℓ(FT ;ϕn)
= ℓ(XnT |FT ;ϕn) + ℓ(FT |OT ;ϕn) + ℓ(OT ;ϕn)− ℓ(OT |FT ;ϕn), (A19)
where, up to constant terms, the gaussian log-likelihoods are (see also (16) and (17))
ℓ(XnT |FT ;ϕn) ≃ −
T
2
log det(Γen)−
1
2
T∑
t=1
(xnt −ΛnFt)′(Γen)−1(xnt −ΛnFt). (A20)
ℓ(FT |ZT ;ϕn) ≃ −
T
2
log det(HH′ + κT Ir)− 1
2
T∑
t=1
(Ft −AFt−1)′(HH′ + κT Ir)−1(Ft −AFt−1), (A21)
ℓ(OT ;ϕn) ≃ −
T
2
log det(HH′ + ϑT Ir)− 1
2
T∑
t=1
ω′t(HH
′ + ϑT Ir)
−1ωt., (A22)
Notice that for an argument similar to the one leading to (A18) the term ℓ(OT |FT ;ϕn) need not be considered
for estimation. Then, after taking expectations of (A20)-(A22), we can show that, under Assumptions 1 through
5 and H, Q(ϕ
n
;ϕ
(k)
n ) has a unique maximum with respect to all components of ϕn (see also the discussion
in Lemma 8). Moreover, for any ϕ
n
∈ On and ϕn ∈ On, Q(ϕn;ϕn) is continuous in ϕn and ϕn and its
gradient ∇ϕ
n
Q(ϕ
n
;ϕn) is continuous in ϕn. Hence, from Wu (1983, Theorems 1 and 2 and Corollary 1) we
have convergence of the log-likelihood to its unique maximum and of the parameters to the corresponding QML
estimators
lim
k→∞
ℓ(XnT ; ϕ̂
(k)
n ) = ℓ(XnT ; ϕ̂
∗
n), lim
k→∞
ϕ̂(k)n = ϕ̂
∗
n. (A23)
The previous result holds in the limit k → ∞, but in practice we can run the EM algorithm only for a finite
number of iterations kmax. At iteration k ≥ 0, define
∆ℓk =
|ℓ(XnT ,F (k+1)T |T ; ϕ̂(k+1)n )− ℓ(XnT ,F (k)T |T ; ϕ̂(k)n )|
|ℓ(XnT ,F (k+1)T |T ; ϕ̂(k+1)n ) + ℓ(XnT ,F (k)T |T ; ϕ̂(k)n )|
.
We say that the algorithm has converged at iteration k∗ < kmax according to the following rule, which is defined
for a given threshold ǫ,
∆ℓk∗ < ǫ, but ∆ℓk∗−1 ≥ ǫ.
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Once we find k∗, our estimators of the parameters and the factors are defined as ϕ̂n ≡ ϕ̂(k
∗+1)
n and F̂t ≡ F(k
∗+1)
t|T ,
thus running the KS once last time using ϕ̂n. The rate of convergence of ϕ̂n to ϕ̂
∗
n in (A23) is studied in Lemma
11 below.
Appendix B Proofs of the results in Section 4
Throughout and unless otherwise specified, for simplicity and without loss of generality we let pF = 1 and r = 2q.
Lemma 1. Under Assumptions 1 and 2, for all n ∈ N, Γξn is positive definite and there exists a positive real Mξ
independent of n such that ‖Γξn‖1 ≤Mξ.
Proof. Let Rn be a diagonal n× n matrix with entries ρ1, . . . , ρn, then, for all t ∈ Z,
ξnt = Rnξnt + ent.
Therefore, since vec(Γξn) = (In2 −Rn ⊗Rn)−1 vec(Γen). Clearly, Γξn is positive definite, since Γen is positive
definite by Assumption 2(b) and since ‖Rn‖ < 1, by Assumption 1(f). Moreover, for all i, j = 1, . . . , n, we have
[Γξn]ij =
[Γen]ij
1− ρiρj ≤ [Γ
e
n]ij
∞∑
k=0
|ρi|k |ρj |k ≤ [Γen]ij
∞∑
k=0
M2kρ =
[Γen]ij
1−M2ρ
because of Assumption 1(f). Hence,
‖Γξn‖1 = max
1≤i≤n
n∑
j=1
|[Γξn]ij | ≤ max
1≤i≤n
n∑
j=1
|[Γen]ij |
1−M2ρ
≤ Me
1−M2ρ
.
By defining Mξ =Me(1−M2ρ )−1 we complete the proof. 
Lemma 2. There exists an invertible r × r matrix K such that, by defining
Gt = K
−1Ft, Λ˜n = ΛnK, A˜ =
(
A˜11 A˜12
A˜21 A˜22
)
= K−1AK, (B1)
the DFM (21)-(22) is equivalent to
xnt = Λ˜nGt + ξnt, (B2)
Gt = A˜Gt−1 +
(
ut
0q
)
, (B3)
and moreover we can always set A˜12 = A˜22 = 0q×q, without loss of generality.
Proof. By Assumption 1(e) there exists a r× q matrix H⊥ such that H′⊥H = 0q×q and rk(H⊥) = q. Define the
r × r invertible matrix
K = (H H⊥), K
−1 =
(
(H′H)−1H′
(H′⊥H⊥)
−1H′⊥
)
=
(
H†
H
†
⊥
)
. (B4)
Then, by construction we have
(Iq 0q×q)
′ = K−1H, (B5)
and (B2)-(B3) follow trivially. Moreover, from (22) and (B1) it holds that
Gt =
(
H†Ft
H
†
⊥Ft
)
=
(
H†
H
†
⊥
)Ir + ∞∑
j=1
AjLj
Hut = ( ut +H†∑∞j=1AjHut−j
H
†
⊥
∑∞
j=1A
jHut−j
)
. (B6)
Denoting G1t = H
†Ft and G2t = H
†
⊥Ft, we see from (B6), that while G1t loads ut−k for k ≥ 0, G2t loads
ut−k only for k ≥ 1, therefore we can write G2t = B˜G1,t−1 for some q × q matrix B˜. Moreover, G2,t−1 has no
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information content for G1t, therefore we can set A˜12 = 0q×q. Finally, (B3) implies that the following equation
must hold:
B˜G1,t−1 = A˜21G1,t−1 + A˜22B˜G1,t−2,
and the choice A˜22 = 0q×q, which implies B˜ = A˜21, satisfies this relation. 
Lemma 3. Under Assumptions 1 and 3, the DFM (21)-(22) is both stabilizable and detectable.
Proof. First, notice that the DFM (21)-(22) is equivalent to (B2)-(B3) by Lemma 2 and it is a linear systems
with r = 2q states. A linear system is stabilizable if its unstable states are controllable and all uncontrollable
states are stable, and it is detectable if its unstable states are observable and all unobservable states are stable
(see Anderson and Moore, 1979, Appendix C, page 342).
Because of Lemma 2, the model (B2)-(B3) has q uncontrollable states, but there are no unstable states, since
because of Assumption 1(d) all eigenvalues of A˜ are smaller than one in absolute value. This implies that the
model is stabilizable.
Second, since by Assumptions 1(a) and 1(e) rk(Λ˜n) = rk(Λn) = r, then there are no unobservable states.
Thus the model is detectable. 
Lemma 4. Under Assumptions 2 through 3, the matrix Pt|t−1 has a steady state denoted as P, and there exists
a positive integer n¯, such that, for any n ≥ n¯, ‖P−HH′‖ ≤Mn−1, for some positive real M .
Proof. First, given that with our initialization P0|0 = Γ
F , then it is positive definite by Assumption 1(b),
therefore also P1|0 is positive definite (see also Section A.2.1). Second, as proved in Lemma 3, the linear system
defining the DFM (21)-(22) is stabilizable and detectable. Therefore, because of Theorem 4.1 in Chan et al.
(1984), as t → ∞, Pt|t−1 converges to a steady state P exponentially fast (see Lemma 6 below for the rate of
convergence), which is a solution of the algebraic Riccati equation (ARE)
P−APA′ +APΛ′n(ΛnPΛ′n + Γξn)−1ΛnPA′ = HH′. (B7)
Define, P˜ = K−1P(K′)−1, then P˜ is the steady state of P˜t|t−1 = K
−1Pt|t−1(K
′)−1. Then, from (B1), for P˜ the
ARE (B7) becomes
P˜− A˜P˜A˜′ + A˜P˜Λ˜′n(Λ˜nP˜Λ˜′n + Γξn)−1Λ˜nP˜A˜′ =
(
Iq 0q×q
0q×q 0q×q
)
. (B8)
Now, P˜ is the steady state covariance of the states Gt in (B3), and since there are only q controllable states
let us start by assuming that rk(P˜) = q. Below we show that if this were not the case we would end up in a
contradiction. Define as V the r × r matrix of normalized eigenvectors of P˜ and as D the q × q diagonal matrix
of its non zero eigenvalues, then
P˜ = V
(
D 0q×q
0q×q 0q×q
)
V′ = V
(
D1/2 0q×q
0q×q 0q×q
)(
D1/2 0q×q
0q×q 0q×q
)
V′
= V
(
D1/2 0q×q
0q×q Iq
)(
Iq 0q×q
0q×q 0q×q
)(
D1/2 0q×q
0q×q Iq
)
V′ =W
(
Iq 0q×q
0q×q 0q×q
)
W′, (B9)
with obvious definition of W. Define Λ˜0n and Λ˜1n as the n × q matrices such that Λ˜nW = (Λ˜0n Λ˜1n). Then,
from (B9)
Λ˜nP˜Λ˜
′
n = Λ˜nW
(
Iq 0q×q
0q×q 0q×q
)
W′Λ˜′n
= (Λ˜0n Λ˜1n)
(
Iq 0q×q
0q×q 0q×q
)(
Λ˜′0n
Λ˜′1n
)
= Λ˜0nΛ˜
′
0n, (B10)
and (
Iq 0q×q
0q×q 0q×q
)
W′Λ˜′n =
(
Iq 0q×q
0q×q 0q×q
)(
Λ˜′0n
Λ˜′1n
)
=
(
Λ˜′0n
0q×n
)
. (B11)
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From (B9), (B10), (B11), Lemmas 13 and 14, we have(
Iq 0q×q
0q×q 0q×q
)
W′Λ˜′n(Λ˜nP˜Λ˜
′
n + Γ
ξ
n)
−1Λ˜nW
(
Iq 0q×q
0q×q 0q×q
)
=
=
(
Λ˜′0n(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1
0q×n
)
(Λ˜0n Λ˜1n)
(
Iq 0q×q
0q×q 0q×q
)
=
(
(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n + Iq)
−1Λ˜′0n(Γ
ξ
n)
−1Λ˜0n 0q×q
0q×q 0q×q
)
=
(
Iq +O(n
−1) 0q×q
0q×q 0q×q
)
. (B12)
Notice that in the last step of (B12) we can apply Lemma 14 to the top left q× q block since: Iq trivially satisfies
condition (a), (Γξn)
−1 satisfies condition (b) because of Lemma 1, and Λ˜′0nΛ˜0n satisfies condition (c) because of
Assumptions 1(a), 1(e) and 3. Indeed, letting W0 be the r × q matrix containing the first q columns of W we
have
n−1Λ˜′0nΛ˜0n =W
′
0K
′(n−1Mχ)KW0, (B13)
and, because of Assumption 1(a) and 3, we have that limn→∞ ‖n−1Mχ‖ is a positive definite matrix (see (24)).
By substituting (B9) and (B12) into (B8) we have
P˜ =
(
Iq + O(n
−1) 0q×q
0q×q 0q×q
)
. (B14)
Now if instead we had assumed rk(P˜) = r, then (B9) would become
P˜ = V∗
(
D1/2 0q×q
0q×q D
∗1/2
)(
D1/2 0q×q
0q×q D
∗1/2
)
V∗′ =W∗W∗′, (B15)
with obvious definition ofW∗ and where D∗ is the q× q matrix of the other q non-zero eigenvalues of P˜ and V∗
is the r × r matrix of normalized eigenvectors. Then, using (B15) we could show that (B12) would become
W∗′Λ˜′n(Λ˜nP˜Λ˜
′
n + Γ
ξ
n)
−1Λ˜nW
∗ = Ir +O(n
−1). (B16)
But, by substituting (B15) and (B16) into (B8), we obtain again (B14), which however in this case is a contra-
diction since, the rhs of (B14) has rank q as n→∞, but the lhs has rank r = 2q. Similar arguments hold also if
we assume q < rk(P˜) < r.
Therefore, we conclude that rk(P˜) = q as initially assumed, and by multiplying both sides of (B14) by K
from the left and by K′ from the right and recalling (B1) and that P = KP˜K′, we complete the proof. 
Lemma 5. Given the DFM (21)-(22), for any t = 1, . . . , T ,
Pt|t−1 = Eϕn [Pt|t−1], Pt|t = Eϕn [Pt|t], Pt|T = Eϕn [Pt|T ],
i.e., are deterministic matrices. Moreover, ‖Pt+1|t‖ ≤ ‖Pt|t−1‖, for any t = 1, . . . , T − 1.
Proof. First, since P0|0 is deterministic, then, Pt|t−1, Pt|t, and Pt|T do not depend on the actual observations,
for any t = 1, . . . , T , because of (A2) and (A4).
Second, since Ft|t−1 is based on less information than Ft+1|t and since Pt|t−1 and Pt+1|t are deterministic,
then (Pt|t−1 − Pt+1|t) is a positive definite matrix, for any t = 1, . . . , T − 1 (see e.g. Harvey, 1990, Chapter
3.3, page 123). As consequence, ‖Pt+1|t‖ ≤ ‖Pt|t−1‖, for any t = 1, . . . , T − 1 (see e.g. Marshall et al., 2011,
Proposition L1, page 360). 
Lemma 6. Under Assumptions 2 through 3, there exist a finite positive real M independent of n and a positive
integer n¯, such that, for any n ≥ n¯, maxt¯≤t≤T ‖Pt|t−1 −P‖ ≤Mn−1, where t¯ ≥
⌊
2 +
log ‖P0|0‖
log n
⌋
.
Proof. We first study the rate convergence of P˜t|t−1 = K
−1Pt|t−1(K
′)−1 to its steady state P˜. Define:
R = A˜− A˜P˜Λ˜′n(Λ˜nP˜Λ˜′n + Γξn)−1Λ˜n. (B17)
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Then, from Anderson and Moore (1979, Chapter 4.4, pp. 76-81), we have, for t = 1, . . . , T ,
P˜t|t−1 − P˜ = Rt−1(P˜1|0 − P˜)Ψt,1, (B18)
where Ψ1,1 = Ir and, for t = 2, . . . , T ,
Ψt,1 =
t−1∏
s=1
[A˜− A˜P˜s|s−1Λ˜′n(Λ˜nP˜s|s−1Λ˜′n + Γξn)−1Λ˜n], (B19)
and P˜1|0 = K
−1P1|0(K
′)−1.
Let us start from the first term on the rhs of (B18). From (B9) and (B14) we have that
P˜ = V
(
D 0q×q
0q×q 0q×q
)
V′ =
(
Iq +O(n
−1) 0q×q
0q×q 0q×q
)
. (B20)
So V = Iq and D = Iq +O(n
−1) are eigenvectors and eigenvalues of P˜. Therefore,
W =
(
Iq +O(n
−1) 0q×q
0q×q Iq
)
, W−1 =
(
Iq +O(n
−1) 0q×q
0q×q Iq
)
, (B21)
and we can define Λ˜n = (Λ˜0n Λ˜1n)W
−1. Thus, using (B9) and (B10) in (B17), we have
R = A˜− A˜P˜(W−1)′
(
Λ˜′0n
Λ˜′1n
)
(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1(Λ˜0n Λ˜1n)W
−1
= A˜− A˜W
(
Iq 0q×q
0q×q 0q×q
)(
Λ˜′0n
Λ˜′1n
)
(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1(Λ˜0n Λ˜1n)W
−1
= A˜− A˜W
(
Λ˜′0n(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1Λ˜0n Λ˜
′
0n(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1Λ˜1n
0q×q 0q×q
)
= A˜− A˜W
(
Λ˜′0n(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1Λ˜0n Λ˜
′
0n(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1Λ˜1n
0q×q 0q×q
)
W−1
= A˜− A˜W
(
(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n + Iq)
−1Λ˜′0n(Γ
ξ
n)
−1Λ˜0n (Λ˜
′
0n(Γ
ξ
n)
−1Λ˜0n + Iq)
−1Λ˜′0n(Γ
ξ
n)
−1Λ˜1n
0q×q 0q×q
)
W−1
= A˜− A˜W
(
Iq +O(n
−1) (Λ˜′0n(Γ
ξ
n)
−1Λ˜0n + Iq)
−1Λ˜′0n(Γ
ξ
n)
−1Λ˜1n
0q×q 0q×q
)
W−1,
= A˜− A˜W
(
Iq +O(n
−1) C˜
0q×q 0q×q
)
W−1, (B22)
with obvious definition of C˜ and where in the last two steps we used Lemmas 13 and 14. In particular we can
apply Lemma 14 to the top q × q block since: Iq trivially satisfies condition (a), (Γξn)−1 satisfies condition (b)
because of Lemma 1, and Λ˜′0nΛ˜0n satisfies condition (c) because of Assumption 1(a) and 3 (see also (B12) in the
proof of Lemma 4).
Now, from the proof of Lemma 14, because of Assumption 1(a), and 3, we have
C˜ = (Λ˜′0n(Γ
ξ
n)
−1Λ˜0n + Iq)
−1Λ˜′0n(Γ
e
n)
−1Λ˜1n = (Λ˜
′
0n(Γ
ξ
n)
−1Λ˜0n)
−1Λ˜′0n(Γ
ξ
n)
−1Λ˜1n +O(n
−1).
Then,
‖C˜‖ ≤ ‖n(Λ˜′0n(Γξn)−1Λ˜0n)−1‖ ‖n−1Λ˜′0n(Γξn)−1Λ˜1n‖+O(n−1) (B23)
Consider the first term on the rhs of (B23). Notice that by (B21), we have Λ˜n = (Λ˜0n Λ˜1n) + O(n
−1), thus
because of (B1) the eigenvalues of Λ˜′0nΛ˜0n are, asymptotically as n→∞, a subset of the eigenvalues of Λ′nΛn.
Moreover, denoting as νj(·) the j-th largest eigenvalue of a generic matrix, from Merikoski and Kumar (2004,
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Theorem 7), for any j = 1, . . . , r,
νn((Γ
ξ
n)
−1) νr(Λ˜
′
0nΛ˜0n) ≤ νj(Λ˜′0n(Γξn)−1Λ˜0n) ≤ ν1((Γξn)−1) ν1(Λ˜′0nΛ˜0n). (B24)
Therefore, for the first term on the rhs of (B23), from (B24), Lemma 1, and Assumption 3, we have
‖n(Λ˜′0n(Γξn)−1Λ˜0n)−1‖ = [νr(n−1(Λ˜′0n(Γξn)−1Λ˜0n))]−1 ≤ [νn((Γξn)−1) νr(n−1Λ˜′0nΛ˜0n)]−1
= ν1(Γ
ξ
n) ν1(n(Λ˜
′
0nΛ˜0n)
−1) = ‖Γξn‖ ‖n(Λ˜′0nΛ˜0n)−1‖ ≤MξC−1r . (B25)
For the second term on the rhs of (B23), from (B24), we have
‖n−1Λ˜′0n(Γξn)−1Λ˜1n‖ = ν1(Λ˜′0n(Γξn)−1Λ˜0n) ≤ ν1((Γξn)−1) ν1(Λ˜′0nΛ˜0n) = ‖(Γξn)−1‖ ‖n−1Λ˜′0nΛ˜1n‖. (B26)
Let Vχn,1:q be the first q columns of V
χ
n and V
χ
n,q+1:r the remaining (r − q) = q columns and letting Mχn,1:q be
the q largest eigenvalues of Γχn and M
χ
n,q+1:r the remaining (r − q) = q ones. Then, using (B4) and (B21), by
Assumption 3 and since Vχ′n,1:qV
χ
n,q+1:r = 0q×q and V
χ′
n,1:qV
χ
n,1:q = V
χ′
n,q+1:rV
χ
n,q+1:r = Iq, we have
n−1Λ˜′0nΛ˜1n = n
−1H′
(
M
χ
n,1:q 0q×q
0q×q M
χ
n,q+1:r
)
H⊥ + O(n
−2).
Therefore, using again the result in Merikoski and Kumar (2004, Theorem 7),
‖n−1Λ˜′0nΛ˜1n‖ ≤ n−1‖H′H⊥‖ ‖Mχn‖ = 0q×q. (B27)
Since by Lemma 1, Γξn is positive definite, from (B27) we ahve that (B26) is O(n
−2) and using this with (B25)
into (B23), we have that C˜ = O(n−1).
Finally, from Lemma 2, using (B21) in (B22), and since C˜ = O(n−1), we have
R =
(
A˜11 0q×q
A˜21 0q×q
){
Ir −
(
Iq +O(n
−1) 0q×q
0q×q Iq
)(
Iq +O(n
−1) IqO(n
−1)
0q×q 0q×q
)(
Iq +O(n
−1) 0q×q
0q×q Iq
)}
=
(
A˜11 0q×q
A˜21 0q×q
){
Ir −
(
Iq 0q×q
0q×q 0q×q
)
+
(
IqO(n
−1) IqO(n
−1)
0q×q 0q×q
)}
=
(
A˜11 0q×q
A˜21 0q×q
){(
0q×q 0q×q
0q×q Iq
)
+
(
IqO(n
−1) IqO(n
−1)
0q×q 0q×q
)}
= A˜
(
IqO(n
−1) IqO(n
−1)
0q×q 0q×q
)
. (B28)
Therefore, ‖R‖ = O(n−1).
Turning to the last term on the rhs of (B18), notice that, because of Lemma 5, ‖P‖ ≤ ‖Pt|t−1‖ ≤ ‖P1|0‖,
for any t = 2, . . . , T . Then, using (B1) and since P˜t|t−1 = K
−1Pt|t−1(K
′)−1, there exists a finite positive real
M0 independent of n and t, such that, from (B19), we have
‖Ψt,1‖ ≤ ‖A‖t−1[1 + ‖P1|0‖ ‖Λ′n(ΛnPΛ′n + Γξn)−1Λn‖]t−1 ≤M0‖A‖t−1(1 + ‖P1|0‖)t−1, (B29)
since ‖K‖ = O(1) and ‖Λ′n(ΛnPΛ′n + Γξn)−1Λn‖ = O(1), because of Assumptions 1(a), 2(c), and 3.
From (B18), (B28), and (B29), there exists a finite positive reals M1 and M2 independent of n and t, such
that,
‖Pt|t−1−P‖ ≤ ‖R‖t−1 (‖P1|0‖+ ‖P‖) ‖Ψt,1‖ ≤M1n−(t−1)(1+ ‖P1|0‖)t−1 ≤M2n−(t−1)(1+ ‖P0|0‖)t−1, (B30)
since ‖P‖ = O(1) because of (B14) and (B19), ‖K‖ = O(1), ‖A‖ < 1, and therefore ‖P1|0‖ ≤ ‖A‖2‖P0|0‖ ≤
‖P0|0‖. From (B30), simple calculations show that there exists a finite positive real M independent of n and t
such that ‖Pt|t−1 −P‖ ≤Mn−1, for all t > t¯, as n→∞. This completes the proof. 
Proof of Proposition 1. By combining (A4) and Lemma 4, we see that Pt|t has a steady state S such that
41
(Anderson and Moore, 1979, Chapter 4.4, pp. 82-83)
S = P−PΛ′n(ΛnPΛ′n + Γξn)−1ΛnP, (B31)
In particular, because of Lemmas 5 and 6, there exist a finite positive real M1 independent of n and a positive
integer n¯1, such that, for any n ≥ n¯1,
max
t¯≤t≤T
‖Pt|t − S‖ ≤M1n−1. (B32)
Now, let S˜ = K−1S(K′)−1, then, from (B31) and using (B1), using the definition of P˜ in (B9) and following
similiar steps as in (B12) in Lemma 4, we have
nS˜ = n[P˜− P˜Λ˜′n(Λ˜nP˜Λ˜′n + Γξn)−1Λ˜nP˜] = n
[
P˜−W
(
Λ˜′0n(Λ˜0nΛ˜
′
0n + Γ
ξ
n)
−1Λ˜0n 0q×q
0q×q 0q×q
)
W′
]
= n
[
P˜−W
(
(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n + Iq)
−1Λ˜′0n(Γ
ξ
n)
−1Λ˜0n 0q×q
0q×q 0q×q
)
W′
]
= n
[
P˜−W
(
Iq − (Λ˜′0n(Γξn)−1Λ˜0n + Iq)−1Iq 0q×q
0q×q 0q×q
)
W′
]
= n
[
P˜−W
(
Iq 0q×q
0q×q 0q×q
)
W′
+W
(
(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n)
−1 − (Λ˜′0n(Γξn)−1Λ˜0n + Iq)−1Iq(Λ˜′0n(Γξn)−1Λ˜0n)−1 0q×q
0q×q 0q×q
)
W′
]
= n
[
P˜− P˜+W
(
(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n)
−1 +O(n−2) 0q×q
0q×q 0q×q
)
W′
]
=
(
n(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n)
−1 +O(n−1) 0q×q
0q×q 0q×q
)
, (B33)
where we used (B21), Lemma 13, (D7) and (D8) in the proof of Lemma 14, and Assumptions 1(a), 2(b), 2(c),
and 3, which imply ‖(Λ˜′0n(Γξn)−1Λ˜0n)−1‖ = O(n−1) (see (B25)).
From (B33), since S = KS˜K′, ‖K‖ = O(1), and ‖(Λ˜′0n(Γξn)−1Λ˜0n)−1‖ = O(n−1), there exist a finite positive
real M2 independent of n and a positive integer n¯2, such that, for any n ≥ n¯2,
‖S‖ ≤M2n−1. (B34)
By combining (B32) and (B34), there exist a finite positive real M3 independent of n and a positive integer n¯3,
such that, for any n ≥ n¯3,
max
t¯≤t≤T
‖Pt|t‖ ≤M3n−1. (B35)
Now, let us consider Pt|T defined in (A10). From (A4)
Pt|t−1 = Pt|t +Pt|t−1Λ
′(ΛPt|t−1Λ
′ + Γξn)
−1ΛPt|t−1. (B36)
By substituting (B36) and (A11) in (A10) we have
Pt|T = Pt|t +Pt|t−1L
′
tNtLtPt|t−1 = Pt|t +Pt|tA
′NtAPt|t, (B37)
because LtPt|t−1 = APt|t. Since Nt is function of Pt|t−1, because of Lemma 4 it has a steady state N such
that ‖N‖ = O(1), and, because of Lemmas 5 and 6, there exist a finite positive real M4 independent of n and a
positive integer n¯4, such that, for any n ≥ n¯4,
max
t¯≤t≤T
‖Nt −N‖ ≤M4n−1. (B38)
From (B35) and (B38), there exist two finite positive reals M5 and M6 independent of n, such that, for any
n ≥ max(n¯3, n¯4),
max
t¯≤t≤T
‖Pt|T −Pt|t‖ = max
t¯≤t≤T
‖Pt|tA′NtAPt|t‖ ≤ max
t¯≤t≤T
‖Pt|tA′NAPt|t‖+M5n−2 ≤M6n−2. (B39)
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By using (B35) and (B39) into (B37), we have, for any n ≥ max(n¯3, n¯4),
max
t¯≤t≤T
‖Pt|T ‖ ≤M3n−1. (B40)
Recall that Pt|T = Eϕn [(Ft|T − Ft)(Ft|T − Ft)′|XnT ]. Then, by the law of iterated expectations, Lemma 5,
and (B40), for any given t = t¯, . . . , T and any n ≥ max(n¯3, n¯4), we have
Eϕn
[‖Ft|T − Ft‖2] = r∑
j=1
Eϕn
[
(Fj,t|T − Fj,t)2
]
=
r∑
j=1
Eϕn
{
Eϕn
[
(Fj,t|T − Fj,t)2|XnT
]}
= tr
{
Eϕn
[
Pt|T
]}
= tr(Pt|T ) ≤ r‖Pt|T ‖ ≤M3rn−1.
By Chebychev’s inequality, for all ǫ > 0,
Pϕn
(√
n ‖Ft|T − Ft‖ > ǫ
) ≤ nEϕn [‖Ft|T − Ft‖2] ǫ−2 ≤M3rǫ−2, (B41)
therefore
√
n ‖Ft|T − Ft‖ = Op(1).
Let us turn to the asymptotic distribution. Since F0|0 = 0r and rT = 0r, then from (A1), (A3), (A8), and
(A9), and because of Lemma 5, we have that Eϕn [Ft|T − Ft] = 0r. Then, from (B32), (B37), (B39), and since
S = KS˜K′, for any t¯ ≤ t ≤ T , we have
Varϕn
(√
n
(
Ft|T − Ft
))
= Eϕn
[
n
(
Ft|T − Ft)(Ft|T − Ft
)′]
= nPt|T = nPt|t +O(n
−1) = nS+O(n−1)
= K
(
n(Λ˜′0n(Γ
ξ
n)
−1Λ˜0n)
−1 +O(n−1) 0q×q
0q×q 0q×q
)
K′. (B42)
Now, by (B21), we have Λ˜n = (Λ˜0n Λ˜1n) + O(n
−1), thus, because of (B1) and (B4), Λ˜0n = ΛnH + O(n
−1).
Therefore, from (B1) and (B42), we have
Varϕn
(√
n
(
H†Ft|T −H†Ft
))
= n
(
H′Λ′n(Γ
ξ
n)
−1ΛnH
)−1
+O(n−1). (B43)
Define Σ−1ξ = limn→∞(V
χ′
n (Γ
ξ
n)
−1Vχn), and notice that Σ
−1
ξ is positive definite and has finite norm, thus it is
invertible. Indeed, denoting as ν(k)(·) the k-th largest eigenvalue of a matrix, for all n ∈ N, from Merikoski and
Kumar (2004, Theorem 7), it holds that
ν(n)(Vχ′n (Γ
ξ
n)
−1Vχn) ≥ ν(n)((Γξn)−1) = (ν(1)(Γξn))−1 ≥M−1ξ ,
by Lemma 1 and since eigenvectors are normalized. Likewise, for all n ∈ N, there exists a finite real M∗ξ such
that
ν(1)(Vχ′n (Γ
ξ
n)
−1Vχn) = ‖(Vχ′n (Γξn)−1Vχn)‖ ≤ ‖(Γξn)−1‖ = ν(1)((Γξn)−1) = (ν(n)(Γξn))−1 ≤M∗ξ ,
again because of Lemma 1 and since eigenvectors are normalized. Then,
lim
n→∞
{
n−1H′(Mχn)
1/2Vχ′n (Γ
ξ
n)
−1Vχn(M
χ
n)
1/2H
}
= H′Σ
1/2
Λ Σ
−1
ξ Σ
1/2
Λ H,
where we used Assumption 3 and we notice that ΣΛ is also positive definite because of Assumption 2(a), thus it
is invertible.
Moreover, because of Assumptions 1(d), 1(f), 2(a), and 2(b), XnT and Ft are gaussian, and, since Ft|T is a
linear function of XnT , then (Ft − Ft|T ) is also gaussian. Therefore,
√
n
(
H′Σ
1/2
Λ Σ
−1
ξ Σ
1/2
Λ H
)1/2 (
H†Ft|T −H†Ft
) d→ N (0q, Iq) , as n→∞. (B44)
Finally, when r = q, then H = Ir and therefore K = Ir, and it is straightforward to show that all the results in
Lemmas 3 through 6, as well as the consistency results (B41) and (B100) still hold, and moreover, Λ˜0n = Λn.
Therefore, from (B44) we have
√
n
(
Σ
1/2
Λ Σ
−1
ξ Σ
1/2
Λ
)1/2 (
Ft|T − Ft
) d→ N (0r, Ir) , as n→∞, (B45)
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which completes the proof. 
Lemma 7. For all i = 1, . . . , n, and all t, s = 1, . . . , T , Ft and eis are independent.
Proof. Since ut is gaussian and eit by Assumption 2(b) is also gaussian then ut and eis are independent by
Assumption 2(d). By noting that Ft =
∑∞
k=0A
kut−k, we complete the proof. 
Lemma 8.
(i) For any given i = 1, . . . , n, under Assumptions 1, 2, and 4, the QML estimator of the loadings Λn for known
factors is λ̂∗i = (
∑T
t=1FtF
′
t)
−1(
∑T
t=1Ftxit), such that, as T → ∞,
√
T‖λ̂∗i − λi‖ = Op(1). Moreover, as
T →∞, √T V−1/2i (λ̂∗i − λi) d→ N (0r , Ir), where V i = (ΓF )−1([Γen]ii).
(ii) For any given i = 1, . . . , n, consider λ̂∗i defined in part (i). Then, under Assumptions 1, 2, and 4, the QML
estimator of the idiosyncratic variances [Γen]ii for known factors is [Γ̂
e∗
n ]ii = T
−1
∑T
t=1(xit − λ̂∗′i Ft)2, such
that, as T → ∞, √T |[Γ̂e∗n ]ii − [Γen]ii| = Op(1). Moreover, consider the estimator Γ̂e∗n having as entries
[Γ̂e∗n ]ii for i = 1, . . . , n, and [Γ̂
e∗
n ]ij = 0, if i 6= j. Then, as n, T →∞, n−1min(
√
n,
√
T )‖Γ̂e∗n −Γen‖ = Op(1).
(iii) Under Assumptions 1, 2, and 4, the QML estimator of A for known factors is
Â∗ = (
∑T
t=2Ft−1F
′
t−1)
−1(
∑T
t=2Ft−1F
′
t) such that, as T →∞,
√
T‖Â∗ −A‖ = Op(1).
(iv) Let ωt = Ft−AFt−1. The QML estimator of Γω = Eϕn [ωtω′t] for known factors is Γ̂ω∗ = T−1
∑T
t=2(Ft−
Â∗Ft−1)(Ft − Â∗Ft−1)′, where Â∗ is defined in part (iii). Then, if q = r, under assumptions 1, 2, 4,
the QML estimator of H for known factors is Ĥ∗ = (Γ̂ω∗)1/2, such that, as T → ∞, √T‖Ĥ∗ − H‖ =
Op(1). If q < r, under assumptions 1, 2, 4, and H, the QML estimator of H for known factors is
Ĥ∗ = Ŵω∗
(
M̂ω∗ − ϑT Iq
)1/2
, where Ŵω∗ and M̂ω∗ are the r × q and q × q matrices of normalized
eigenvectors and corresponding eigenvalues of Γ̂ω∗, such that, as T →∞, √T‖Ĥ∗S−H‖ = Op(1), where
S is a q × q diagonal matrix with entries ±1.
Proof. Denote as Λn = (λ1 · · ·λn)′ generic values of the loadings and as Γen a generic value of the idiosyncratic
covariance matrix. Throughout, for all i, j = 1, . . . , n, let us define γij = [Γ
e
n]ij and γ
ij = [(Γen)
−1]ij and similarly
define γ
ij
and γij .
The log-likelihood for known factors is
ℓ(XnT ;ϕn) ≃ −
T
2
log det(Γen)−
1
2
T∑
t=1
(xnt −ΛnFt)′(Γen)−1(xnt −ΛnFt)
= −T
2
log det(Γen)−
1
2
T∑
t=1
tr
{
(Γen)
−1(xnt −ΛnFt)(xnt −ΛnFt)′
}
. (B46)
Denote as ℓ(xnt;ϕn) the population log-likelihood such that ℓ(XnT ;ϕn) =
∑T
t=1 ℓ(xnt;ϕn). Then, the score for
the loadings is
∇Λ
n
ℓ(xnt;ϕn) = (Γ
e
n)
−1 (xnt −ΛnFt)F′t, (B47)
and, because of Lemma 7,
Eϕn
[
∇Λnℓ(xnt;ϕn)|ϕn=ϕn
]
= (Γen)
−1Eϕn [entF
′
t] = 0n×r. (B48)
The Hessian is
H(Λn) = Eϕn
[
∇2
vec(Λ
n
)vec(Λ
n
)′ℓ(xnT ;ϕn)|ϕn=ϕn
]
= −ΓF ⊗ (Γen)−1, (B49)
which is negative definite since (Γen)
−1 is positive definite, because of Assumption 2(b) and ΓF is positive definite
by Assumption 1(b). Hence, the population log-likelihood has a unique maximum in Λn = (λ1 · · ·λn)′.
Now, a candidate ML estimator Λ̂∗n = (λ̂
∗
1 · · · λ̂∗n) must satisfy ∇Λnℓ(XnT ;ϕn)|ϕn=ϕ̂∗n = 0n×r, and from
(B47), we obtain
Λ̂∗n =
(
T∑
t=1
xntF
′
t
)(
T∑
t=1
FtF
′
t
)−1
, (B50)
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with rows given by
λ̂∗′i =
(
T∑
t=1
xitFt
)(
T∑
t=1
FtF
′
t
)−1
. (B51)
Moreover, for any nr-dimensional vector a,
a′
[
∇2
vec(Λn)vec(Λn)
′ℓ(XnT ;ϕn)|ϕn=ϕ̂∗n
]
a = −Ta′
{(
1
T
T∑
t=1
FtF
′
t
)
⊗ (Γ̂e∗n )−1
}
a ≤ 0,
because the sample covariance T−1
∑T
t=1FtF
′
t is always positive definite and (Γ̂
e∗
n )
−1 is either positive semidefinite
or it diverges to infinity, since it is the inverse of Γ̂e∗n , which as shown in part (ii), is the sample covariance of
(xnt − Λ̂∗nFt). Therefore, the loadings matrix (λ̂∗1 · · · λ̂∗n) which satisfies (B51) is the unique QML estimator of
(λ1 · · ·λn). Now, because of Lemma 7,
Eϕn [λ̂
∗
i − λi] = Eϕn
( T∑
t=1
FtF
′
t
)−1( T∑
t=1
Fteit
) = Eϕn
( T∑
t=1
FtF
′
t
)−1 T∑
t=1
FtEϕn [eit|FT ]
 = 0r. (B52)
hence the loadings estimator is unbiased. Turning to consistency, first, it is easy to prove that, as T →∞,∥∥∥∥∥T−1
T∑
t=1
FtF
′
t − ΓF
∥∥∥∥∥ = Op(T−1/2), (B53)
which follows from ergodicity of Ft, which in turn is a consequence of Assumption 1(d). Second, as T →∞,
Eϕn
∥∥∥∥∥T−1
T∑
t=1
Fteit
∥∥∥∥∥
2
 = T−2 r∑
j=1
Eϕn
( T∑
t=1
Fjteit
)2 = T−2 r∑
j=1
T∑
t,s=1
Eϕn [FjteitFjseis]
= T−2
r∑
j=1
T∑
t=1
Eϕn
[
F 2jt
]
Eϕn
[
e2it
]
+ T−2
r∑
j=1
T∑
t,s=1
s6=t
Eϕn [FjtFjs] Eϕn [eiteis] ≤ T−1rMFMe,
(B54)
where we used Lemma 7, the fact that Fjt has finite variance by Assumption 1(b) and finite autocovariance by
Assumption 1(d), the fact that eit has finite variance by Assumptions 2(b) and 2(c), and zero autocovariance
by Assumption 4. Hence,
√
T -consistency of (B51) follows from (B53) (noticing that ΓF is positive definite by
Assumption 1(b)), and (B54) and Chebychev’s inequality.
Then, by Lemma 7, we also have gaussianity of
∑T
t=1Fteit, for any i = 1, . . . , n. Therefore, as T → ∞, we
have √
T V
−1/2
i (λ̂
∗
i − λi) d→ N (0r, Ir), (B55)
where, by (B53),
Vi = (Γ
F )−1
{
lim
T→∞
Varϕn
(
T−1/2
T∑
t=1
Fteit
)}
(ΓF )−1 = (ΓF )−1
{
lim
T→∞
T−1
T∑
s,t=1
Eϕn [FsF
′
t] Eϕn [eiseit]
}
(ΓF )−1
= (ΓF )−1
{
ΓFEϕn [e
2
it]
}
(ΓF )−1 = (ΓF )−1γii,
because of Assumption 4 and Lemma 7, which implies also that Eϕn [Fteit] = 0r. Alternatively, we can consider
the whole loadings matrix. Then, for any given n ∈ N,
√
T V −1/2n (vec(Λ̂
∗
n)− vec(Λn)) d→ N (0r , Inr), (B56)
45
where, again because of Assumption 4, Lemma 7, and (B53),
Vn =
{
In ⊗ (ΓF )−1
} {Eϕn [(Fte1t · · ·Ftent)′(Fte1t · · ·Ftent)]}{In ⊗ (ΓF )−1}
=
{
In ⊗ (ΓF )−1
}{
Γen ⊗ ΓF
} {
In ⊗ (ΓF )−1
}
= Γen ⊗ (ΓF )−1,
and notice that Vn = −H−1(Λn). Then, (B55) can be derived from (B56) by fixing i and taking the r rows of
vec(Λ̂∗n) corresponding to λ̂
∗
i . This completes the proof of part (i).
Turning to part (ii). First notice that
∇(Γen)−1ℓ(xnt;ϕn) =
1
2
Γen −
1
2
(xnt −ΛnFt)(xnt −ΛnFt)′, (B57)
and since by definition Eϕn [ente
′
nt] = Γ
e
n, then Eϕn [∇(Γen)−1ℓ(xnt;ϕn)|ϕn=ϕn ] = 0n×n. Moreover,
Eϕn
[
∇2(Γe
n
)−1(Γe
n
)−1ℓ(xnt;ϕn)|ϕn=ϕn
]
= −1
2
{Γen ⊗ Γen} .
which is negative definite because of Assumption 2(b). Therefore, the population log-likelihood has a unique
maximum in Γen.
If we define ê ∗t = (xnt − Λ̂∗nFt), then from (B57), we see that the QML estimator of Γen is T−1
∑T
t=1 ê
∗
t ê
∗′
t .
Therefore, the QML estimator of γii is
γ̂∗ii = T
−1
T∑
t=1
(xit − λ̂∗′i Ft)2 = T−1
T∑
t=1
ê ∗2it . (B58)
Indeed, it is easy to see that ∇γ
ii
ℓ(XnT ;ϕn)|ϕn=ϕ̂∗n = 0 and ∇
2
γ
ii
γ
ii
ℓ(XnT ;ϕn)|ϕn=ϕ̂∗n < 0.
Now, consider
n−1‖Γ̂e∗n − Γen‖ ≤ n−1

n∑
i=1
(
T−1
T∑
t=1
(ê ∗2it − e2it)
)2
1/2
+ n−1

n∑
i=1
(
T−1
T∑
t=1
e2it − γii
)2
1/2
+ n−1

n∑
i,j=1
i6=j
γ2ij

1/2
.
(B59)
For the first term on the rhs of (B59) we first notice that by Assumptions 2(a) and 2(b) and Lemma 7 the process
‖∑Tt=1Fteit‖ is gaussian and α-mixing and therefore it is weak dependent in the sense of Doukhan and Louhichi
(1999, Definition 1 and Lemma 6). Then, by Doukhan and Neumann (2007, Theorem 1 and Remark 2(i)), using
Bonferroni inequality, and noticing that the rhs of (B54) does not depend on i, there exists a finite positive real
K, independent of i, such that for all ǫ > 0
Pϕn
(
max
1≤i≤n
T−1
∥∥∥∥∥
T∑
t=1
Fteit
∥∥∥∥∥ > ǫ
)
≤ n max
1≤i≤n
Pϕn
(
T−1
∥∥∥∥∥
T∑
t=1
Fteit
∥∥∥∥∥ > ǫ
)
≤ n exp(−KTǫ2). (B60)
Thus, from (B51), (B53), and (B60), we have that
max
1≤i≤n
√
T‖λ̂∗i − λi‖ = Op(
√
logn). (B61)
Moreover,
T−1
T∑
t=1
(ê ∗2it − e2it) ≤
∣∣∣∣∣λ̂∗′i
(
T−1
T∑
t=1
FtF
′
t
)
λ̂∗i − λ′i
(
T−1
T∑
t=1
FtF
′
t
)
λi
∣∣∣∣∣+ 2
∣∣∣∣∣(λ̂i − λi)′
(
T−1
T∑
t=1
xitFt
)∣∣∣∣∣ = Ai +Bi, say.
Now, because of (B61), max1≤i≤n Ai = Op(T
−1/2
√
logn), since T−1‖∑Tt=1FtF′t‖ = Op(1), because of Assump-
tion 1(b), and similarlymax1≤i≤nBi = Op(T
−1/2
√
logn), becausemax1≤i≤n T
−1‖∑Tt=1 xitF′t‖ = Op(1), because
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of Assumptions 1(a) and 1(b) and (B60). Therefore, using the Cr-inequality (with r = 2),
max
1≤i≤n
(
T−1
T∑
t=1
(ê ∗2it − e2it)
)2
≤ max
1≤i≤n
(Ai +Bi)
2 ≤ 2 max
1≤i≤n
(A2i +B
2
i ) ≤ 2 max
1≤i≤n
A2i + 2 max
1≤i≤n
B2i
≤ 2
(
max
1≤i≤n
Ai
)2
+ 2
(
max
1≤i≤n
Bi
)2
= Op(T
−1log n).
Hence, the first term on the rhs of (B59) is Op((nT )
−1/2
√
logn) and therefore is bounded by Op(T
−1/2).
For the second term on the rhs of (B59), there exist positive reals C1 and C2, independent of i, such that
Eϕn
(T−1 T∑
t=1
e2it − γii
)2 = T−2 T∑
t,s=1
Eϕn [e
2
ite
2
is]− γ2ii = T−2
T∑
t=1
Eϕn [e
4
it] + T
−2
T∑
t,s=1
s6=t
Eϕn [e
2
it] Eϕn [e
2
is]− γ2ii
= C1T
−1 + (1− T−1)γ2ii − γ2ii ≤ C2T−1,
since eit has finite fourth moments by Assumption 2(b), and is an independent process by Assumptions 2(b) and
4. By Chebychev’s inequality the second term on the rhs of (B59) is Op((nT )
−1/2). As a consequence,
|γ̂∗ii − γii| =
∣∣∣∣∣T−1
T∑
t=1
ê ∗2it − γii
∣∣∣∣∣ ≤
∣∣∣∣∣T−1
T∑
t=1
(
ê ∗2it − e2it
)∣∣∣∣∣+
∣∣∣∣∣T−1
T∑
t=1
e2it − γii
∣∣∣∣∣ = Op(T−1/2). (B62)
Finally, for the third term on the rhs of (B59), we have
n−2
n∑
i,j=1
i6=j
γ2ij ≤ n−2‖Γen‖2F = n−2tr(ΓenΓen) ≤ n−1ν(1)(Γen) = n−1‖Γen‖2 ≤ n−1‖Γen‖21 ≤ n−1M2e , (B63)
because of Assumption 2(c). Therefore, the third term on the rhs of (B59) is O(n−1/2). By noticing that
n−1‖Γ̂e∗n − Γen‖ ≤ n−1‖Γ̂e∗n − Γen‖F , from (B59) we complete the proof of part (ii).
Part (iii) is proved as in Hamilton (1994, Proposition 11.1, pages 298-299), and using the fact that ut is a
gaussian white noise by Assumption 2(a) and therefore is a martingale difference process.
Turning to part (iv). The definition of Ĥ∗ as QML estimator of H follows from Tipping and Bishop (1999,
Appendix A), which holds for all q ≤ r. In particular, notice that the case q = r is equivalent to taking ϑT = 0
in (35) and Ĥ∗ = Ŵω∗(M̂ω∗)1/2 = (Γ̂ω
∗
)1/2, thus, Assumption H is redundant in this case since no eigenvectors
need to be estimated.
Now, from Hamilton, 1994, Proposition 11.2, page 301), we have
‖Γ̂ω∗ − Γω‖ = Op(T−1/2), (B64)
In the case q = r,
√
T -consistency of Ĥ∗ follows from (B64), the continuous mapping theorem, and because
Γω = HEϕn [utu
′
t]H
′ = HH′ by Assumption 2(a).
For the case q < r, first, notice that from (B64) and Weyl’s inequality, for all j = 1, . . . , q, we have
|ν(j)(Γ̂ω∗)− ν(j)(Γω)| ≤ ‖Γ̂ω∗ − Γω‖ = Op(T−1/2),
which, since r is finite, immediately implies
‖M̂ω∗ −Mω‖ = Op(T−1/2). (B65)
Second, from Yu et al. (2015, Theorem 2), which is a generalisation of the sin θ-Theorem, there exists a q× q
diagonal matrix S with entries ±1 such that
‖Ŵω∗S−Wω‖ ≤ 2
3/2√q‖Γ̂ω∗ − Γω‖
min
(
ν(0)(HH′)− ν(1)(HH′), ν(q)(HH′)− ν(q+1)(HH′)) = Op(T−1/2), (B66)
because of (B64), Assumptions H(c) and H(d), and since ν(0)(HH′) =∞ and ν(q+1)(HH′).
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Then, since, by Assumption 2(a) H =Wω(Mω)1/2, we have
‖Ĥ∗S−H‖ = ‖Ŵω∗(M̂ω∗ − ϑT Ir)1/2S−Wω(Mω)1/2‖
≤ ‖Ŵω∗(M̂ω∗)1/2(Ir − ϑT (M̂ω∗)−1)1/2S−Wω(Mω)1/2‖
≤ ‖Ŵω∗(M̂ω∗)1/2S−Wω(Mω)1/2‖+Op(T−1)
≤ ‖(Ŵω∗ −WωS)(Mω)1/2S‖+ ‖(M̂ω∗ −Mω)1/2‖+Op(T−1/2)
≤ ‖Ŵω∗S−Wω‖+ ‖(M̂ω∗ −Mω)1/2‖+Op(T−1/2) = Op(T−1/2), (B67)
because of (B65) and (B66), and since ‖(M̂ω∗)−1‖ = Op(1) because of (B65) and Assumption H(c), ϑT =
O(T−1) because of Assumption H(a), ‖Mω‖ = O(1) by Assumption H(c), ‖WωS‖ ≤ 1 because eigenvectors are
normalized, and (Mω)1/2S = S(Mω)1/2. This completes the proof. 
Lemma 9. Given the QML estimator of the parameters ϕ̂∗n defined in Lemma 8, let F
∗
t|T and P
∗
t|T , be obtained
by means of the KS, when using ϕ̂∗n. Let t¯ be defined as in Lemma 6. Then, under Assumptions 1 through 4, for
any t = t¯, . . . , T , as n, T →∞,
min(
√
n,
√
T ) ‖F∗t|T − Ft‖ = Op(1).
Moreover,
max
t¯≤1≤T
min(
√
n,
√
T )‖F∗t|T − Ft‖ = Op(
√
logT ), max
t¯≤1≤T
min(n,
√
T )‖P∗t|T ‖ = Op(1).
Proof. Let us start with some preliminary results. Compare the KF iterations, (A1)-(A4), with those obtained
when using ϕ̂∗n:
F∗t|t−1 = Â
∗F∗t−1|t−1, (B68)
P∗t|t−1 = Â
∗P∗t−1|t−1Â
∗′ + Ĥ∗Ĥ∗′, (B69)
F∗t|t = F
∗
t|t−1 +P
∗
t|t−1Λ̂
∗′
n (Λ̂
∗
nP
∗
t|t−1Λ̂
∗′
n + Γ̂
e∗
n )
−1(xnt − Λ̂∗nF∗t|t−1), (B70)
P∗t|t = P
∗
t|t−1 −P∗t|t−1Λ̂∗′n (Λ̂∗nP∗t|t−1Λ̂∗′n + Γ̂e∗n )−1Λ̂∗nP∗t|t−1. (B71)
First notice that since Ĥ∗ enters only in (B69) and only via the product Ĥ∗Ĥ∗′, the sign indeterminacy in the
estimation of H does not affect the KF (nor the KS). Hence, without loss of generality, hereafter we assume that
S = Iq in Lemma 8(iv).
From (A1), (B68), Proposition 1, and Lemma 8, for any t¯ ≤ t ≤ T , we have
F∗t|t−1 − Ft|t−1 = A(F∗t−1|t−1 − Ft−1|t−1) + (Â∗ −A)(F∗t−1|t−1 − Ft−1|t−1) + (Â∗ −A)Ft−1|t−1
= A(F∗t−1|t−1 − Ft−1|t−1) + (Â∗ −A)(F∗t−1|t−1 − Ft−1|t−1) +Op(T−1/2). (B72)
Similarly, from (A2), (B69), (B35), and Lemma 8, for any t¯ ≤ t ≤ T , we have
P∗t|t−1 −Pt|t−1 =A(P∗t−1|t−1 −Pt−1|t−1)A′ + (Â∗ −A)(P∗t−1|t−1 −Pt−1|t−1)A′
+ (Â∗ −A)(P∗t−1|t−1 −Pt−1|t−1)(Â∗ −A)′ +A(P∗t−1|t−1 −Pt−1|t−1)(Â∗ −A)′
+ (Â∗ −A)Pt−1|t−1A′ + (Â∗ −A)Pt−1|t−1(Â∗ −A)′ +APt−1|t−1(Â∗ −A)′
+ (Ĥ∗ −H)H′ + (Ĥ∗ −H)(Ĥ∗ −H)′ +H(Ĥ∗ −H)′
=A(P∗t−1|t−1 −Pt−1|t−1)A′ + (Â∗ −A)(P∗t−1|t−1 −Pt−1|t−1)A′ (B73)
+ (Â∗ −A)(P∗t−1|t−1 −Pt−1|t−1)(Â∗ −A)′ +A(P∗t−1|t−1 −Pt−1|t−1)(Â∗ −A)′ +Op(T−1/2).
Define Kt = Pt|t−1Λ
′
n(ΛnPt|t−1Λ
′
n+Γ
e
n)
−1, and K̂
∗
t = P
∗
t|t−1Λ̂
∗′
n (Λ̂
∗
nP
∗
t|t−1Λ̂
∗′
n + Γ̂
e∗
n )
−1. From (A3) and (B70),
we have
F∗t|t − Ft|t = F∗t|t−1 − Ft|t−1 + (K̂
∗
t −Kt)(xnt −ΛnFt|t−1)
+ (K̂
∗
t −Kt)(ΛnFt|t−1 − Λ̂∗nF∗t|t−1) +Kt(ΛnFt|t−1 − Λ̂∗nF∗t|t−1). (B74)
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Similarly, from (A4) and, (B71), we have
P∗t|t −Pt|t = P∗t|t−1 −Pt|t−1 −
[
(K̂
∗
t −Kt)ΛnPt|t−1
+ (K̂
∗
t −Kt)(Λ̂∗nP∗t|t−1 −ΛnPt|t−1) +Kt(Λ̂∗nP∗t|t−1 −ΛnPt|t−1)
]
. (B75)
Moreover, from Lemma 8
Λ̂∗nF
∗
t|t−1 −ΛnFt|t−1√
n
=
Λn√
n
(F∗t|t−1 − Ft|t−1) +
(
Λ̂∗n −Λn√
n
)
(F∗t|t−1 − Ft|t−1) +
(
Λ̂∗n −Λn√
n
)
Ft|t−1
=
Λn√
n
(F∗t|t−1 − Ft|t−1) +
(
Λ̂∗n −Λn√
n
)
(F∗t|t−1 − Ft|t−1) +Op(T−1/2), (B76)
Λ̂∗nP
∗
t|t−1 −ΛnPt|t−1√
n
=
Λn√
n
(P∗t|t−1 −Pt|t−1) +
(
Λ̂∗n −Λn√
n
)
(P∗t|t−1 −Pt|t−1) +Op(T−1/2). (B77)
Last, notice that, for any 1 ≤ t ≤ T ,∥∥∥∥xnt√n − ΛnFt|t−1√n
∥∥∥∥ = ∥∥∥∥ΛnFt + ξnt√n − ΛnFt|t−1√n
∥∥∥∥ ≤ ∥∥∥∥Λn√n
∥∥∥∥ (‖A‖ ‖Ft−1 − Ft−1|t−1‖+ ‖Hut‖)+ ∥∥∥∥ent√n
∥∥∥∥ = Op(1),
(B78)
since ‖A‖ = O(1), ‖Hut‖ = Op(1), ‖ent‖ = Op(√n), and, from Proposition 1, we have ‖Ft−1 − Ft−1|t−1‖ =
Op(n
−1/2) for t ≥ t¯, while, for t < t¯, ‖Ft−1 − Ft−1|t−1‖ ≤ ‖Ft−1‖+ ‖Ft−1|t−1‖ = Op(1), because of gaussianity.
Similarly, from (A2),
max
1≤t≤T
∥∥∥∥ΛnPt|t−1√n
∥∥∥∥ ≤ ∥∥∥∥Λn√n
∥∥∥∥(‖A‖2 max1≤t≤T ‖Pt−1|t−1‖+ ‖HH′‖
)
= O(1), (B79)
since ‖Pt−1|t−1‖ = O(n−1) for all t ≥ t¯, by (B35) in the proof or Proposition 1, while, for all 1 ≤ t < t¯,
‖Pt−1|t−1‖ ≤ ‖P0|0‖ = O(1), because of Lemma 5.
Now, set t = 1. Then, by noticing that F∗0|0 = F0|0 = 0r and P
∗
0|0 −P0|0 = Op(T−1/2) because of Lemma 8
(see also the table in Section A.2.1), from (B72) and (B73), we have
F∗1|0 − F1|0 = Op(T−1/2), P∗1|0 −P1|0 = Op(T−1/2). (B80)
Then, because of (B80) and Lemma 8, at t = 1 we have
√
n(K̂
∗
1 −K1) =
P∗1|0 Λ̂∗′n√n
(
Λ̂∗n√
n
P∗1|0
Λ̂∗′n√
n
+
Γ̂e∗n
n
)−1
−P1|0Λ
′
n√
n
(
Λn√
n
P1|0
Λ′n√
n
+
Γen
n
)−1 = Op(T−1/2).
Therefore, from (B78) and (B79),
√
n(K̂
∗
1 −K1)
(
xn1√
n
− ΛnF1|0√
n
)
= Op(T
−1/2), (B81)
√
n(K̂
∗
1 −K1)
ΛnP1|0√
n
= Op(T
−1/2). (B82)
From (B74) and using (B72), (B76), (B80), and (B81), at t = 1 we have
F∗1|1 − F1|1 = F∗1|0 − F1|0 + (K̂
∗
1 −K1)(xn1 −ΛnF1|0) + (K̂
∗
1 −K1)(ΛnF1|0 − Λ̂nF∗1|0)
+K1(ΛnF1|0 − Λ̂nF∗1|0) = Op(T−1/2). (B83)
49
Similarly, from (B75) and using (B73), (B77), (B80), and (B82), at t = 1 we have
P∗1|1 −P1|1 = P∗1|0 −P∗1|0 −
[
(K̂
∗
1 −K1)ΛnP1|0 + (K̂
∗
1 −K1)(Λ̂∗nP∗1|0 −ΛP1|0) +K1(Λ̂∗nP∗1|0 −ΛP1|0)
]
= Op(T
−1/2).
(B84)
Then substituting (B83) into (B72) and (B84) into (B73) we have
F∗2|1 − F2|1 = Op(T−1/2), P∗2|1 −P2|1 = Op(T−1/2). (B85)
Then, from (B78) and (B79), because of (B85) and Lemma 8, at t = 2 we have
√
n(K̂
∗
2 −K2)
(
xn2√
n
− ΛnF2|1√
n
)
= Op(T
−1/2), (B86)
√
n(K̂
∗
2 −K2)
ΛnP2|1√
n
= Op(T
−1/2). (B87)
From (B74) and (B75), because of (B72), (B76), (B85), (B86), and (B87), at t = 2 we have
F∗2|2 − F2|2 = Op(T−1/2), P∗2|2 −P2|2 = Op(T−1/2).
By repeating the same reasoning for t = 3, . . . , T we have
‖F∗t|t − Ft|t‖ = Op(T−1/2), ‖P∗t|t −Pt|t‖ = Op(T−1/2), (B88)
‖F∗t|t−1 − Ft|t−1‖ = Op(T−1/2), ‖P∗t|t−1 −Pt|t−1‖ = Op(T−1/2). (B89)
Now compare the KS iterations, (A8)-(A12), with those obtained when using ϕ̂∗n:
F∗t|T = F
∗
t|t−1 +P
∗
t|t−1r
∗
t−1, (B90)
r∗t−1 = Λ̂
∗′
n (Λ̂
∗
nP
∗
t|t−1Λ̂
∗′
n + Γ̂
e∗
n )
−1(xnt − Λ̂∗nF∗t|t−1) + L∗′t r∗t , (B91)
P∗t|T = P
∗
t|t−1 −P∗t|t−1N∗t−1P∗t|t−1, (B92)
N∗t−1 = Λ̂
∗′
n (Λ̂
∗
nP
∗
t|t−1Λ̂
∗′
n + Γ̂
e∗
n )
−1Λ̂∗n + L
∗′
t N
∗
tL
∗
t , (B93)
L∗t = Â
∗ − Â∗P∗t|t−1Λ̂∗′n (Λ̂∗nP∗t|t−1Λ̂∗′n + Γ̂e∗n )−1Λ̂∗n, (B94)
where r∗T = 0r, N
∗
T = 0r×r. First notice that obviously at t = T both KF and KS give the same result hence
(B88) applies also in this case, and because of Lemma 8, (B78), (B76), and (B89), we have
r∗T−1 − rT−1 = Op(T−1/2), N∗T−1 −NT−1 = Op(T−1/2). (B95)
Moreover, from (B94), because of Lemma 8 and (B89), for any 1 ≤ t ≤ T , we have
L∗t − Lt = Â∗ −A−
√
n
[
Â∗K̂
∗
t
Λ̂∗n√
n
−AKtΛn√
n
]
= Op(T
−1/2). (B96)
Then, from (B91), because of (B78), (B76), (B89), (B95) and (B96), at t = T − 1 we have
r∗T−2 − rT−2 = Op(T−1/2), N∗T−2 −NT−2 = Op(T−1/2). (B97)
Therefore, from (B90) and (B92), because of (B89) and (B97), we have
F∗T−1|T − FT−1|T = Op(T−1/2), P∗T−1|T −PT−1|T = Op(T−1/2). (B98)
By repeating the same reasoning for t = (T − 2), . . . , 1, we have
‖F∗t|T − Ft|T ‖ = Op(T−1/2), ‖P∗t|T −Pt|T ‖ = Op(T−1/2). (B99)
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Because of Proposition 1 and (B99), we have for any t¯ ≤ t ≤ T
‖F∗t|T − Ft‖ ≤ ‖F∗t|T − Ft|T ‖+ ‖Ft|T − Ft‖ = Op(T−1/2) +O(n−1/2),
‖P∗t|T ‖ ≤ ‖P∗t|T −Pt|T ‖+ ‖Pt|T‖ = Op(T−1/2) +O(n−1).
By noticing that maxt¯≤t≤T ‖Pt|T ‖ = O(n−1) and maxt¯≤t≤T ‖Pt|t‖ = O(n−1) because of (B35) and (B40) in the
proof of Proposition 1, and since ‖P∗t|T −Pt|T‖ depends on t only through those matrices which are deterministic
for given parameters (see (B73) and (B92)), we immediately have that maxt¯≤t≤T ‖P∗t|T ‖ = Op(max(n−1, T−1/2)).
Last, as shown in the proof of Proposition 1, (Ft−Ft|T ) is also gaussian. Then, using the result in Vershynin
(2018, Proposition 2.5.2) for sub-gaussian random variables and Bonferroni inequality, there exists a finite positive
real K, such that for all ǫ > 0
Pϕn
(
max
t¯≤t≤T
√
n ‖Ft|T − Ft‖ > ǫ
)
≤ T max
t¯≤t≤T
Pϕn
(√
n ‖Ft|T − Ft‖ > ǫ
) ≤ T exp (−Kǫ2) . (B100)
Notice that K is independent of t since the right hand side of (B41) does not depend on t. Therefore,
maxt¯≤t≤T
√
n ‖Ft|T − Ft‖ = Op(
√
logT ). Furthermore, notice that
max
1≤t≤T
∥∥∥∥xnt√n − ΛnFt|t−1√n
∥∥∥∥ ≤ ∥∥∥∥Λn√n
∥∥∥∥(‖A‖ max1≤t≤T ‖Ft−1 − Ft−1|t−1‖+ max1≤t≤T ‖Hut‖
)
+ max
1≤t≤T
∥∥∥∥ent√n
∥∥∥∥ = Op(√logT ),
(B101)
because both ut and ent are gaussian because of Assumptions 1(a) and 1(b), and we can apply the result in Ver-
shynin (2018, Proposition 2.5.2) for sub-gaussian random variables, and we can follow arguments similar to those
leading to (B100). By replacing (B78) with (B101) in the above proof, we can show that max1≤t≤T
√
T ‖F∗t|T −
Ft|T ‖ = Op(
√
logT ). Moreover, from Proposition 1 we have max1≤t≤T
√
n ‖Ft|T − Ft‖ = Op(
√
logT ). By
combining these two last results we complete the proof. 
Lemma 10. Consider the initial estimator of the parameters ϕ̂
(0)
n defined in Section A.3, then, under Assump-
tions 1 through 4, as n, T →∞: min(√n,√T ) ‖λ̂(0)i −λi‖ = Op(1), for any given i = 1, . . . , n, min(
√
n,
√
T ) ‖Â(0)−
A‖ = Op(1), min(√n,
√
T ) ‖Ĥ(0) −H‖ = Op(1), and min(√n,
√
T )n−1‖Γ̂e(0)n − Γen‖ = Op(1).
Proof. Consistency of λ̂
(0)
i , Â
(0) and Ĥ(0), follows from the results in Forni et al. (2009, Proposition P). Notice
that by Assumption 3(c) the sign indeterminacy in those results is fixed. Consistency of the sample covariance of
the pre-estimator of the common component λ̂
(0)′
i F˜t follows immediately from those results and, as a consequence,
consistency of the sample variances of the idiosyncratic components which are estimates of the diagonal elements
of Γen. Last, for the out-of-diagonal elements of Γ
e
n, because of Assumption 2(c) (see also (B63)), we have
n−2
n∑
i,j=1
i6=j
γ2ij ≤ n−2‖Γen‖2F = n−2tr(ΓenΓen) ≤ n−1ν(1)(Γen) = n−1‖Γen‖2 ≤ n−1‖Γen‖21 ≤ n−1M2e ,
so even without estimating them we have an error which is O(n−1/2). 
Lemma 11. Consider the estimator of the parameters obtained at convergence of the EM algorithm ϕ̂n ≡ ϕ̂k∗n ,
defined in (29), (31), (30), and (35) for k = k∗, and consider the QML estimator ϕ̂∗n defined in Lemma 8. Then,
under Assumptions 1 through 4, as n, T →∞,
(i) min(
√
n,
√
T ) ‖λ̂i − λ̂∗i ‖ = Op(1) and min(
√
n,
√
T ) ‖λ̂i − λi‖ = Op(1), for any given i = 1, . . . , n;
(ii) if also Assumption 5 holds then min(
√
n,
√
T ) ‖λ̂i − λ̂∗i ‖ = op(1), for any given i = 1, . . . , n;
(iii) min(
√
n,
√
T ) ‖Â−A‖ = Op(1);
(iv) min(
√
n,
√
T ) ‖Ĥ−H‖ = Op(1);
(v) min(
√
n,
√
T )n−1‖Γ̂en − Γen‖ = Op(1).
Proof. The proof follows Dempster et al. (1977), Meng and Rubin (1994), and McLachlan and Krishnan (2007,
Chapters 3.8 and 3.9). Define the following conditional Fisher Information matrices computed in the QML
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estimators:
Icom(ϕ̂
∗
n) = Eϕ̂∗n [∇ϕnℓ(XnT ,FT ;ϕn)|ϕn=ϕ̂∗n∇ϕ′nℓ(XnT ,FT ;ϕn)|ϕn=ϕ̂∗n |XnT ]
Imis(ϕ̂
∗
n) = Eϕ̂∗n [∇ϕnℓ(FT |XnT ;ϕn)|ϕn=ϕ̂∗n∇ϕ′nℓ(FT |XnT ;ϕn)|ϕn=ϕ̂∗n |XnT ].
Then, the fraction of missing information due to unknown factors is given by R(ϕ̂∗n) = (Icom(ϕ̂
∗
n))
−1
Imis(ϕ̂
∗
n),
and, at convergence of the EM algorithm (iteration k∗), we have
(ϕ̂n − ϕ̂∗n) ≡ (ϕ̂(k
∗)
n − ϕ̂∗n) = (ϕ̂(k
∗−1)
n − ϕ̂∗n)R(ϕ̂∗n) +O
(
‖ϕ̂(k∗−1)n − ϕ̂∗n‖2
)
. (B102)
Hence, from (B102), by iterating k∗ times, there exists a positive real C such that
‖ϕ̂n − ϕ̂∗n‖ ≤ ‖ϕ̂(k
∗−1)
n − ϕ̂∗n‖ ‖R(ϕ̂∗n)‖+ C‖ϕ̂n − ϕ̂∗n‖2
≤ ‖ϕ̂(k∗−1)n − ϕ̂∗n‖ ‖R(ϕ̂∗n)‖+ C‖ϕ̂(0)n − ϕ̂∗n‖2
≤ ‖ϕ̂(0)n − ϕ̂∗n‖ ‖R(ϕ̂∗n)‖k
∗
+ Ck∗‖ϕ̂(0)n − ϕ̂∗n‖2. (B103)
Now, consider the loadings estimator λ̂i. From (A19) it is clear that the loadings appear in the population
log-likelihood ℓ(xnt;ϕn) only through the conditional log-likelihood ℓ(xnt|Ft;ϕn).
Therefore, using the score in (B47), the Fisher Information matrix is such that
I(Λn) = Eϕn
[
∇vec(Λn)ℓ(xnT ;ϕn)|ϕn=ϕn∇vec(Λn)′ℓ(xnT ;ϕn)|ϕn=ϕn
]
=
(
Ir ⊗ (Γen)−1
)
Eϕn [vec(entF
′
t)vec(entF
′
t)
′]
(
Ir ⊗ (Γen)−1
)
=
(
Ir ⊗ (Γen)−1
) (
Γen ⊗ ΓF
) (
Ir ⊗ (Γen)−1
)
= ΓF ⊗ (Γen)−1, (B104)
because of Lemma 7. By comparing (B104) with (B49), we see that, as expected, the Fisher Information is equal
to the negative Hessian. Define, the sample analogue of (B104) computed in the QML estimator, as
I(Λ̂∗n) = ∇vec(Λn)ℓ(XnT ;ϕn)|ϕn=ϕ̂∗n∇vec(Λn)′ℓ(XnT ;ϕn)|ϕn=ϕ̂∗n = −∇
2
vec(Λn)vec(Λn)
′ℓ(XnT ;ϕn)|ϕn=ϕ̂∗n ,
and similarly for the conditional Fisher information Icom(Λ̂
∗
n). Then, using (A16) and taking its second deriva-
tives, we obtain the r × r sub-matrix of R(ϕ̂∗n) corresponding to Λ̂∗n:
R(Λ̂∗n) =
(
Icom(Λ̂
∗
n)
)−1
Imis(Λ̂
∗
n) = Inr −
(
Icom(Λ̂
∗
n)
)−1 (
I(Λ̂∗n)
)
= Inr −
(
n−1
T∑
t=1
Eϕ̂∗n [(FtF
′
t)⊗ (Γ̂e∗n )−1|XnT ]
)−1(
n−1
T∑
t=1
(FtF
′
t)⊗ (Γ̂e∗n )−1
)
= Inr −
(
n−1
T∑
t=1
Eϕ̂∗n [FtF
′
t|XnT ]⊗ Eϕ̂∗n [(Γ̂e∗n )−1|XnT ]
)−1(
n−1
T∑
t=1
(FtF
′
t)⊗ (Γ̂e∗n )−1
)
, (B105)
since idiosyncratic components and factors are independent. Now, in general (Γ̂e∗n )
−1 is not a consistent estimator
of (Γen)
−1, since we are estimating only the diagonal terms of Γ̂en but for sure n
−1‖(Γ̂e∗n )−1‖ is always well defined
because it is a diagonal matrix with positive definite entries because of Lemma 8. Therefore, if denote the r-rows
of R(Λ̂∗n) corresponding to λ̂
∗
i , we can at most say that ‖R(λ̂∗i )‖ = Op(1). Moreover, because of Lemmas 8 and
10, we have
‖λ̂(0)i − λ̂∗i ‖ ≤ ‖λ̂(0)i − λi‖+ ‖λ̂∗i − λi‖ = Op(max(n−1/2, T−1/2)) +Op(T−1/2). (B106)
By noticing that (B103) holds also for a subset of parameters, substituting (B106) into (B103), we have
‖λ̂i − λ̂∗i ‖ = Op(max(n−1/2, T−1/2)) +Op(max(n−1, T−1)). (B107)
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Therefore, from Lemma 8 and (B115), we have
‖λ̂i − λi‖ ≤ ‖λ̂i − λ̂∗i ‖+ ‖λ̂∗i − λi‖ = Op(max(n−1/2, T−1/2)) +Op(T−1/2) = Op(max(n−1/2, T−1/2)). (B108)
This completes the proof of part (i).
If also Assumption 5 holds, then (Γ̂e∗n )
−1 is which is diagonal is a consistent estimator of (Γen)
−1 with
diagonal entries |γ̂ii∗ − γii| = |(γ̂∗ii)−1 − (γii)−1| = Op(T−1/2) by Lemma 8(ii) and the continuous mapping
theorem. Therefore,
n−1Eϕ̂∗n [(Γ̂
e∗
n )
−1|XnT ] = n−1(Γen)−1 + n−1Eϕ̂∗n [(Γ̂e∗n )−1 − (Γen)−1|XnT ] = n−1(Γen)−1 +Op(T−1/2). (B109)
Then, from (B105) and (B109), we have
R(λ̂∗i ) = Ir −
(
T∑
t=1
(
F∗t|TF
∗′
t|T +P
∗
t|T
))−1( T∑
t=1
FtF
′
t
)
+Op(T
−1/2). (B110)
Moreover,∥∥∥∥∥T−1
T∑
t=1
(
F∗t|TF
∗′
t|T +P
∗
t|T − FtF′t
)∥∥∥∥∥ ≤ T−1
T∑
t=1
∥∥∥F∗t|TF∗′t|T +P∗t|T − FtF′t∥∥∥
= T−1
t¯−1∑
t=1
∥∥∥F∗t|TF∗′t|T +P∗t|T − FtF′t∥∥∥+ T−1 T∑
t=t¯
∥∥∥F∗t|TF∗′t|T +P∗t|T − FtF′t∥∥∥ .
(B111)
For the first term on the rhs of (B111) we have
T−1
t¯−1∑
t=1
∥∥∥F∗t|TF∗′t|T +P∗t|T − FtF′t∥∥∥ ≤ T−1 t¯−1∑
t=1
{∥∥∥F∗t|TF∗′t|T ∥∥∥+ ∥∥∥P∗t|T ∥∥∥+ ‖FtF′t‖} ≤ T−1 t¯−1∑
t=1
{∥∥∥F∗t|T∥∥∥2 + ∥∥∥P∗t|T ∥∥∥+ ‖Ft‖2}
≤ T−1
t¯−1∑
t=1
{∥∥∥F∗t|T − Ft∥∥∥2 + ∥∥∥P∗t|T∥∥∥+ 2 ‖Ft‖2}
≤ T−1
t¯−1∑
t=1
{∥∥∥F∗t|T − Ft|T∥∥∥2 + ∥∥Ft|T − Ft∥∥2 + ∥∥∥P∗t|T −Pt|T∥∥∥+ ∥∥Pt|T∥∥+ 2 ‖Ft‖2}
= T−1(t¯− 1) max
1≤t≤(t¯−1)
{∥∥∥F∗t|T − Ft|T∥∥∥2 + ∥∥Ft|T − Ft∥∥2 + ∥∥∥P∗t|T −Pt|T ∥∥∥+ ∥∥Pt|T ∥∥}
+ 2T−1
t¯−1∑
t=1
‖Ft‖2 = Op(T−1(t¯− 1)2). (B112)
Indeed, max1≤t≤(t¯−1) ‖F∗t|T − Ft|T ‖2 = Op(log(t¯ − 1)T−1) and max1≤t≤(t¯−1) ‖P∗t|T − Pt|T ‖ = Op(T−1) (see the
discussion at the end of the proof of Lemma 9), max1≤t≤(t¯−1) ‖Ft|T − Ft‖2 = Op(log(t¯ − 1)) since because of
gaussianity a result similar to (B100) holds also in this case,max1≤t≤(t¯−1) ‖Pt|T ‖ = O(1) since it is a deterministic
matrix (see Lemma 5), and finally E[(
∑t¯−1
t=1 ‖Ft‖2)2] < (t¯−1)2C where C is a positive real independent of t since
Ft has finite order fourth cumulants, thus the last term on the rhs of (B112) is Op(T
−1(t¯− 1)). Now, because of
the definition of t¯ in Lemma 6, for all our results to hold it is enough to take t¯ = ⌊2 + log ‖P0|0‖ log−1 n⌋, thus,
since ‖P0|0‖ is always finite, (B112) is Op(T−1).
Turning to the second term on the rhs of (B111)
T−1
T∑
t=t¯
∥∥∥F∗t|TF∗′t|T +P∗t|T − FtF′t∥∥∥ ≤ T−1 T∑
t=t¯
∥∥∥F∗t|TF∗′t|T − FtF′t∥∥∥+ T−1 T∑
t=t¯
∥∥∥P∗t|T∥∥∥
= Op(
√
logT max(n−1/2, T−1/2)) +Op(max(n
−1, T−1/2)), (B113)
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because of Lemma 9. Therefore, using (B112) and (B113) into (B111), from (B110) we have that
R(λ̂∗i ) = Op(
√
logT max(n−1/2, T−1/2)) +Op(T
−1/2). (B114)
Substituting (B106) and (B114) into (B103), we have
‖λ̂i − λ̂∗i ‖ = Op(max(n−1/2, T−1/2))Op(logk
∗/2 T max(n−k
∗/2, T−k
∗/2)) +Op(max(n
−1, T−1)). (B115)
Hence, for all k∗ ≥ 1, we have ‖λ̂i − λ̂∗i ‖ = op(max(n−1/2, T−1/2)). This proves part (ii).
The proof for parts (iii) and (iv) follows the same steps of part (i) by taking the appropriate second derivatives
and applying the results in Lemma 9.
Last, consider estimation of Γen. First notice that we can show that
max
1≤i≤n
‖λ̂(0)i − λi‖ = Op(max(n−1/2, T−1/2
√
logn), (B116)
see (Barigozzi et al., 2018, Lemma 3.ii). Thus, using (B61) and (B116) in (B108), we have
max
1≤i≤n
‖λ̂i − λi‖ = Op(max(n−1/2, T−1/2
√
logn). (B117)
Moreover,
max
1≤i≤n
|γ̂(0)ii − γii| ≤ max
1≤i≤n
‖λ̂(0)i − λi‖ ‖Ft‖+ max
1≤i≤n
λi‖F˜t − Ft‖+ op(max(n−1/2, T−1/2
√
logn)
= Op(max(n
−1/2, T−1/2
√
logn) +Op(max(n
−1/2, T−1/2), (B118)
where F˜t = (M̂
x
n)
−1/2V̂x′n xnt is the pre-estimator of the factors (see also Appendix A.3) and its consistency follows
from consistency of eigenvalues and eigenvectors in Forni et al. (2009, Lemma 2 and 3, respectively) and since
(Mxn)
−1/2Vx′n ent = Op(n
−1/2), by Assumption 2(c) and since ‖(Mxn)−1/2‖ = O(n−1/2), by (24), Assumption
2(c) and Weyl’s inequality. In (B118) we also used Assumption 1(a) of bounded loadings, and the fact that
‖Ft‖ = Op(1), by Assumption 1(d). Furthermore,
max
1≤i≤n
|γ̂∗ii − γii| = Op(T−1/2
√
logn), (B119)
using the same arguments used for the first term on the rhs of (B59). Then, from (B103), (B118), (B119), and
by Lemmas 8 and 10, we have
max
1≤i≤n
|γ̂ii − γii| ≤ max
1≤i≤n
|γ̂ii − γ̂∗ii|+ max
1≤i≤n
|γ̂∗ii − γii| ≤ max
1≤i≤n
|γ̂(0)ii − γ̂∗ii|+ max
1≤i≤n
|γ̂∗ii − γii|
≤ max
1≤i≤n
|γ̂(0)ii − γii|+ 2 max
1≤i≤n
|γ̂∗ii − γii| = Op(max(n−1/2, T−1/2
√
logn)), (B120)
since the correction term is such that R(γ̂∗ii) = Op(1), uniformly over i. Therefore,
n−1‖Γ̂en − Γen‖ ≤ n−1
{
n∑
i=1
(γ̂ii − γii)2
}1/2
+ n−1

n∑
i,j=1
i6=j
γ2ij

1/2
= Op(max(n
−1, (nT )−1/2
√
log n)) +O(n−1/2) = Op(max(
√
n,
√
T )),
where we used (B120) for the first term on the rhs and the same arguments leading to (B63). This completes
the proof. 
Proof of Proposition 2. Consistency of λ̂i with rate of convergence min(
√
n,
√
T ) is proved in Lemma 11(i).
Furthermore, if Assumption 5 hold, from (B115) in the proof Lemma 11(ii), we see that if n−1
√
T log T → 0 as
n, T →∞ then ‖λ̂i − λ̂∗i ‖ = op(T−1/2). Therefore, for any given i = 1, . . . , n,
√
T (λ̂i − λi) =
√
T (λ̂∗i − λi) + op(1). (B121)
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from which we have
√
T -consistency λ̂i. Convergence in distribution then follows from Lemma 8(i) and Slutsky’s
Theorem. 
Lemma 12. Under Assumptions 1, 2, 4, and 5, if q = r, as n, T →∞ the following hold
n−1‖Λ̂∗′n (Γ̂e∗n )−1Λ̂∗n −Λ′n(Γen)−1Λn‖ = Op((nT )−1/2) +Op(T−1),
n−1‖Λ̂∗′n (Γ̂e∗n )−1xnt −Λ′n(Γen)−1xnt‖ = Op((nT )−1/2) +Op(T−1).
Proof. Let eˇnt = (Γ
e
n)
−1/2ent, Λˇn = (Γ
e
n)
−1/2Λn. Then,
n−1(Λ̂∗n −Λ′n)(Γen)−1Λn =
(
T−1
T∑
t=1
FtF
′
t
)−1(
n−1T−1
T∑
t=1
Fteˇ
′
ntΛˇn
)
= Op((nT )
−1/2), (B122)
since by Assumption 2(c), n−1/2Λ′nent has finite variance and moreover, from the proof of Lemma 8 we already
know that the denominator is Op(1) and that T
−1
∑T
t=1Fteit = Op(T
−1/2).
Then, by Lemma 8(i) and 8(ii), and the continuous mapping theorem, there exists a positive real C1 inde-
pendent of i and such that,
(
(γ̂∗ii)
−1 − (γii)−1
)
= C1 (γ̂
∗
ii − γii) +Op(T−1) = C1T−1
T∑
t=1
(ê ∗2it − e2it) +Op(T−1),
≤ 2C1T−1
T∑
t=1
(ê ∗it − eit)eit +Op(T−1) = 2C1(λ̂i − λi)′T−1
T∑
t=1
Fteit +Op(T
−1)
= 2C1
(
T−1
T∑
s=1
F′seis
)(
T−1
T∑
s=1
FsF
′
s
)−1(
T−1
T∑
t=1
Fteit
)
+Op(T
−1). (B123)
Therefore, since γ̂ii∗−γii = (γ̂∗ii)−1− (γii)−1 and (Γ̂e∗n )−1 and (Γen)−1 are diagonal matrices, because of Assump-
tion 5, then, from (B123), there exists a positive real C2 such that
n−1Λ′n
(
(Γ̂e∗n )
−1 − (Γen)−1
)
Λn ≤ C2n−1
(
T−1
T∑
s=1
Λ′nensF
′
s
)(
T−1
T∑
s=1
FsF
′
s
)−1(
T−1
T∑
t=1
Fte
′
ntΛn
)
+Op(T
−1)
= Op((nT )
−1/2) +Op(T
−1). (B124)
From (B122) and (B124), we can prove the first statement.
Similarly, we have
‖n−1Λ̂∗′n (Γ̂e∗n )−1Λn −Λ′n(Γen)−1Λn‖ = Op((nT )−1/2) +Op(T−1),
‖n−1Λ̂∗′n (Γ̂e∗n )−1ent −Λ′n(Γen)−1ent‖ = Op((nT )−1/2) +Op(T−1),
where for the first relation we can use the same reasoning used for the first statement and for the second one
we notice that we are taking weighted averages of idiosyncratic components. These imply the second statement.
This completes the proof. 
Proof of Proposition 3. Recall that by definition F̂t = F
(k∗+1)
t|T which is the KS estimator of the factors
obtained when using ϕ̂n ≡ ϕ̂(k
∗)
n . Then, for any given t = t¯, . . . , T ,
‖F̂t − Ft‖ ≤ ‖F̂t − F∗t|T ‖+ ‖F∗t|T − Ft|T ‖+ ‖Ft|T − Ft‖ = op(max(n−1/2, T−1/2)) +Op(T−1/2) +Op(n−1/2),
(B125)
where for the first term we notice that (F̂t − F∗t|T ) is analytic in (ϕ̂n − ϕ̂∗n) and therefore the result of Lemma
11 still applies, while for the second and third term we used Lemma 9 and Proposition 1.
Now, consider the case q = r. For any t ≥ t¯, i.e., when the system reaches the steady state, using Lemma
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13, the expression for the KF is such that (see (A3))
Ft|t = Ft|t−1 + (Λ
′
n(Γ
e
n)
−1Λn +P
−1)−1Λ′n(Γ
e
n)
−1(xnt −ΛnFt|t−1)
= (Λ′n(Γ
e
n)
−1Λn +P
−1)−1Λ′n(Γ
e
n)
−1xnt +O(n
−1), (B126)
where we used Lemma 14 Assumptions 1(a) and 2(c). The definition of P is in Lemma 4.
The KF run with estimated parameters ϕ̂∗n has a steady state for the one-step-prediciton error given by
P∗ = P+O(T−1/2) because of Lemma 8. Then, defineK = (Λ′n(Γ
e
n)
−1Λn+P
−1)−1 and K̂∗ = (Λ̂∗′n (Γ̂
e∗
n )
−1Λ̂∗n+
(P∗)−1)−1. From Lemma 12 we have
n‖K̂∗ −K‖ = Op((nT )−1/2) +Op(T−1) +Op(n−1T−1/2) = Op(ζnT ), say, (B127)
the last term comes from the estimation of P∗.
Therefore, KF with estimated parameters is such that
F∗t|t = F
∗
t|t−1 + K̂
∗Λ̂∗′n (Γ̂
e∗
n )
−1(xnt − Λ̂nF∗t|t−1)
= F∗t|t−1 +KΛ
′
n(Γ
e
n)
−1xnt −KΛ′n(Γen)−1ΛnF∗t|t−1 +Op(ζnT )
= F∗t|t−1 + Ft|t − F∗t|t−1(Ir +O(n−1)) +Op(ζnT )
= Ft|t +Op(n
−1) +Op(ζnT ), (B128)
since ‖F∗t|t−1‖ = Op(1) and because of (B127), and Lemmas 12 and 14.
Turning to the steady state of the KF computed when using ϕ̂∗n, using again (B127), and Lemmas 12 and
14, we have (see also (B31))
S∗ = P∗ − K̂∗Λ̂∗′n (Γ̂e∗n )−1Λ̂∗nP∗
=
(
Ir −KΛ′n(Γen)−1Λn +Op(ζnT )
)
(P+Op(T
−1/2))
= S+Op(ζnT )P+O(n
−1)Op(T
−1/2)
= S+Op(ζnT ), (B129)
since ‖P‖ = O(1). Then, the KS computed when using ϕ̂∗n, is such that (see also (A6))
F∗t|T = F
∗
t|t + S
∗Â∗′(P∗)−1(F∗t+1|T − F∗t+1|t)
= Ft|t +Op(n
−1) +Op(ζnT ) + (S+Op(ζnT ))(A
′ +Op(T
−1/2))((P)−1 +Op(T
−1/2))(Ft+1|T − Ft+1|t +Op(T−1/2))
= Ft|T + Op(n
−1) +Op(ζnT ), (B130)
because of (B128), (B129), Lemmas 8 and 9, and since ‖S‖ = O(n−1) by (B34) in the proof of Proposition 1.
Now, notice that, since by assumption n = O(T κ) for some κ > 0, then logT = κ logn, and since by As-
sumption we also have T−1
√
n logn→ 0, then T−1√n→ 0 and we have √nζnT → 0, as n, T →∞. Furthermore,
from (B115) in the proof of Lemma 11, we see that when T−1
√
n logn → 0, then ‖λ̂i − λ̂∗i ‖ = op(n−1/2) and
therefore ‖F̂t − F∗t|T ‖ = op(n−1/2). Therefore,
√
n(F̂t − Ft) =
√
n(Ft|T − Ft) +
√
n(F∗t|T − Ft|T ) +
√
n(F̂t − F∗t|T )
=
√
n(Ft|T − Ft) +Op(n−1/2) + op(1),
and the proof follows from Proposition 1 and Slutsky’s Theorem. 
Proof of Theorem 1. Let us now denote δnT = min(
√
n,
√
T ), for simplicity of notation. For any given
i = 1, . . . , n and t = t¯, . . . , T , we have
χ̂it − χit = (F̂t − Ft)′λi + F̂′t(λ̂i − λi)
= (F̂t − Ft)′λi + F′t(λ̂i − λi) + (F̂t − Ft)′(λ̂i − λi)
= λ′i(F̂t − Ft) + F′t(λ̂i − λi) +Op(δ−2nT ), (B131)
because of Propositions 2 and 3, which imply also consistency of the estimated common component.
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Consider the first term on the rhs of (B131). Then,
λ′i(F̂t − Ft) = λ′i(Ft|T − Ft) + λ′i(F∗t|T − Ft|T ) + λ′i(F̂t − F∗t|T )
= λ′i(Ft|T − Ft) +Op(n−1) +Op((nT )−1/2) +Op(T−1) +Op(n−1T−1/2) +Op(δ−2nT
√
logT ),
using the result for the first term on the rhs of (B125) together with the rate in (B115), and (B130) in the proof
of Proposition 3. Therefore, keeping only the leading terms (and noting that δnT (nT )
−1/2 = Op(δ
−1
nT ))
δnTλ
′
i(F̂t − Ft) = δnTλ′i(Ft|T − Ft) +Op(δ−1nT
√
logT ). (B132)
Then, notice that when q = r, the KS is such that for all t ≥ t¯ we have (see (A6))
Ft|T = Ft|t + SA
′P−1(Ft+1|T − Ft+1|t) = Ft|t +Op(n−1), (B133)
because ‖S‖ = O(n−1) (see (B34) in the proof of Proposition 1), and ‖A′P−1(Ft+1|T − Ft+1|t)‖ = Op(1).
Moreover, define KΛ = (n
−1Λ′n(Γ
e
n)
−1Λn)
−1, then using (B126) in (B133)
λ′i(F̂t − Ft) = λ′i(Ft|T − Ft) +Op(δ−2nT
√
logT )
= λ′i(Λ
′
n(Γ
e
n)
−1Λn +P
−1)−1Λ′n(Γ
e
n)
−1xnt − Ft +Op(n−1) +Op(δ−2nT
√
logT )
= λ′i(Λ
′
n(Γ
e
n)
−1Λn)
−1Λ′n(Γ
e
n)
−1ent +Op(n
−1) +Op(δ
−2
nT
√
logT )
= n−1λ′iKΛ
n∑
i=1
λ′i
n∑
j=1
[(Γen)
−1]ijejt +Op(n
−1) +Op(δ
−2
nT
√
logT ), (B134)
using Lemma 14, which holds because of Assumptions 1(a), 2(b), and 2(c), and noting that by the same assump-
tions, KΛ is positive definite and ‖KΛ‖ = O(1).
Consider the second term on the rhs of (B131). Define KF = (T
−1
∑T
t=1FtF
′
t)
−1. Then, using the QML
definition of the loadings estimator (see also Lemma 8(i)) we can write
F′t(λ̂i − λi) = F′t(λ̂∗i − λi) + F′t(λ̂i − λ̂∗i ) = F′t(λ̂∗i − λi) +Op(δ−2nT
√
logT )
= T−1F′tKF
T∑
t=1
Fteit +Op(δ
−2
nT
√
logT ). (B135)
Define,
Ait = n−1/2λ′iKΛ
n∑
i=1
λi
n∑
j=1
[(Γen)
−1]ijejt, Bit = T−1/2F′tKF
T∑
t=1
Fteit,
Then, since Ait = √nλ′i(Ft|T − Ft) + Op(n−1/2), by Proposition 1 and Slutsky’s theorem, we have, for any
i = 1, . . . , n and t = t¯, . . . , T ,
Ait d→ N (0,Wit), (B136)
where Wit = λ′i
[
(ΣΛ)
−1/2Σe(ΣΛ)
−1/2
]
λi. Similarly, since Bit =
√
TF′t(λ̂
∗
i − λi), by Lemma 8(i), we have, for
any i = 1, . . . , n and t = t¯, . . . , T ,
Bit d→ N (0,Vit), (B137)
where Vit = F′t
[
(ΓF )−1/2[Γen]ii(Γ
F )−1/2
]
Ft. Moreover, Ait and Bit are asymptotically independent, since the
former is a sum of cross-section random variables, while the latter is the sum of a given time series and under
Assumption 4 the idiosyncratic components are serially uncorrelated, while under Assumption 2(c) are weakly
cross-sectionally correlated or even uncorrelated under Assumption 5.
Define anT = δnTn
−1/2 and bnT = δnTT
−1/2. Then, substituting (B134) and (B135) into (B131), we obtain
δnT (χ̂it − χit) = δnTλ′i(F̂t − Ft) + δnTF′t(λ̂i − λi) +Op(δ−1nT )
= δnTn
−1/2Ait + δnTT−1/2Bit +Op(δnTn−1) +Op(δ−1nT
√
logT ) +Op(δ
−1
nT )
= anTAit + bnTBit + op(1), (B138)
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where we used the fact that δ−1nT → 0, since n−1
√
T → 0 by assumption, and δ−1nT
√
logT → 0 since we assumed
n = O(T κ) for some positive real κ. From (B136) and (B137), and following the same reasoning as in Bai (2003,
proof of Theorem 3), we have
δnT (χ̂it − χit)
(a2nTWit + b2nTVit)1/2
d→ N (0, 1),
for any i = 1, . . . , n and t = t¯, . . . , T , which completes the proof. 
Appendix C Results of Section 6
C.1 Regularized estimator of the idiosyncratic covariance
Let us start by assuming that the idiosyncratic components are known and recall that the idiosyncratic sample
covariance matrix Γ̂e∗n = T
−1
∑T
t=1 ente
′
nt is the QML estimator of Γ
e
n. Consider the following maximization
problem
max
Γen
{
−1
2
log det(Γen)−
1
2
tr
(
(Γen)
−1Γ̂e∗n
)
− µnT
2
‖(Γen)−1‖2
}
, (C1)
where µnT ≥ 0 and clearly if µnT = 0, (C1) is maximized by Γ̂e∗n . The first order conditions with respect to
(Γen)
−1 give a candidate estimator Γ˜e∗n such that
Γ˜e∗n − Γ̂e∗n − µnT (Γ˜e∗n )−1 = 0n×n, (C2)
while the second derivative with respect to (Γen)
−1 is −(Γ˜e∗n ⊗ Γ˜e∗n + µnT In2) which is always negative definite.
Therefore, (Γ˜e∗n )
−1, which solves (C2) is the maximizer of (C1).
Let us know follow Witten and Tibshirani (2009, Sections 2.4 and 2.5), to derive an analytical formula for
Γ˜e∗n . From, (C2) we see that (Γ˜
e∗
n )
−1 and Γ̂e∗n share the same eigenvectors. Then, from (C2), the eigenvalues of
Γ˜e∗n are such that, for all j = 1, . . . , n,
ν(j)(Γ̂e∗n ) = ν
(j)(Γ˜e∗n )− µnT
{
ν(j)(Γ˜e∗n )
}−1
.
which is equivalent to
ν(j)(Γ˜e∗n ) =
1
2
{
ν(j)(Γ̂e∗n ) +
[
(ν(j)(Γ̂e∗n ))
2 + 4µnT
]1/2}
. (C3)
Denote as M̂en the n× n diagonal matrix having as entries the eigenvalues of Γ̂e∗n and as V̂en the matrix having
as columns the corresponding normalized eigenvectors then
Γ˜e∗n = V̂
e
n
{
1
2
M̂en +
1
2
[(
M̂en
)2
+ 4µnT In
]1/2}
V̂e′n . (C4)
Clearly, if µnT {ν(j)(Γ̂en)}−2 → 0, as n, T →∞, then Γ˜en is given by the sample covariance Γ̂e∗n , which is the QML
estimator. The formula for the estimator (39) obtained in the M-step at iteration k ≥ 0 is obtained by repeating
the same reasoning but when taking the expected penalized log-likelihood and replacing the sample covariance
with Γ̂
e(k+1)
n defined in (31).
Let us know study consistency and let us assume that
lim sup
n,T→∞
(n−2T )µnT ≤ Cµ, (C5)
for some positive real Cµ. Notice that, for all j = 1, . . . , n,
|ν(j)(Γ̂e∗n )− ν(j)(Γen)| ≤ ‖Γ̂e∗n − Γen‖ = Op(nT−1/2), (C6)
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indeed, Γ̂e∗n is the QML estimator of Γ
e
n and we can apply the result of Lemma 8. Then,
µnT
[
ν(j)(Γ̂e∗n )
]−2
= n−1µnT
{
n−1ν(j)(Γen) +Op(T
−1/2) +Op(nT
−1)
}−1
= µnT
{
Op(n
−2T ) + op(n
−2T )
}
,
(C7)
because of (C6), and since n−1ν(j)(Γen) → 0, as n → ∞, because of Assumption 2(c). By a Taylor expansion,
from (C4) and (C7), we have
Γ˜e∗n =
1
2
V̂enM̂
e
nV̂
e′
n +
1
2
V̂en
{
M̂en ⊙
[
In + µnTOp(n
−2T )
]}
V̂e′n + oP (1) = Γ̂
e∗
n + Γ̂
e∗
n µnTOp(n
−2T ) + oP (1),
(C8)
and by virtue of (C5) this is always a finite quantity. Therefore, from (C8) we have
n−1‖Γ˜e∗n − Γen‖ ≤ n−1‖Γ̂e∗n − Γen‖+ n−1C1µnTn−2T ‖Γen‖+ n−1C1µnTn−2T ‖Γ̂e∗n − Γen‖. (C9)
while for the inverse matrix we have
n−1‖(Γ˜e∗n )−1 − (Γen)−1‖ = n−1‖(Γ˜e∗n )−1
[
Γen − Γ˜e∗n
]
(Γen)
−1‖ ≤ n−1‖(Γ˜e∗n )−1‖ ‖Γ˜e∗n − Γen‖ ‖(Γen)−1‖
=
{
ν(n)(Γ˜e∗n )
}−1
n−1‖Γ˜e∗n − Γen‖
{
ν(n)(Γen)
}−1
. (C10)
Moreover,
‖(Γ˜e∗n )−1‖ = ν(1)((Γ˜e∗n )−1) =
{
ν(n)(Γ˜e∗n )
}−1
= 2
{
ν(n)(Γ̂e∗n ) +
√
[ν(n)(Γ̂e∗n )]
2 + 4µnT
}−1
. (C11)
Let us distinguish two cases. First, if nT−1/2 → 0 as n, T →∞, then for (C5) to hold we must have µnT → 0
and we can always fix µnT = 0. Moreover, ν
(n)(Γ̂e∗n ) ≥ M1 for some positive real M1 since the sample size is
much larger than n. Therefore, from (C9), (C10), and (C11),
n−1‖Γ˜e∗n − Γen‖ = Op(T−1/2),
n−1‖(Γ˜e∗n )−1 − (Γen)−1‖ = Op(T−1/2),
because of (C6), and since ‖Γen‖ = O(1) because of Assumption 2(c) and is positive definite because of Assumption
2(b).
If instead n−1
√
T → c ∈ [0,∞) as n, T → ∞, then any finite choice of µnT will satisfy (C5) but in this case
ν(n)(Γ̂e∗n ) = 0 and therefore we need µnT ≥ Cµ for some positive real Cµ for (C11) to be finite. Therefore, from
(C9), (C10), and (C11),
n−1‖Γ˜e∗n − Γen‖ = Op(T−1/2) +Op(n−1) = Op(T−1/2),
n−1‖(Γ˜e∗n )−1 − (Γen)−1‖ = Op(T−1/2) +Op(n−1) = Op(T−1/2),
because of (C6), and since ‖Γen‖ = O(1) because of Assumption 2(c) and is positive definite because of Assumption
2(b).
This gives
√
T -consistency of Γ˜e∗n and of (Γ˜
e∗
n )
−1, for all n, T , and provided µnT satisfies (C5). Notice,
that since in practice the idiosyncratic components are unknown we must first estimate the loadings and them
compute Γ̂e∗n using ê
∗
nt = xnt − Λ̂∗nFt, however, since the loadings estimator does not depend on Γen and each
row of Λ̂∗n is
√
T -consistent, we conjecture that this preliminary step does not affect the result in (C9).
Now notice that using (Γ˜e∗n )
−1 in Lemma 11, we have that (B109) still holds, and, therefore, Lemma 11(ii)
holds without making Assumption 5, and, therefore, Proposition 2 still hold. Moreover, (B124) in Lemma 12
becomes
n−1Λ′n
(
(Γ˜e∗n )
−1 − (Γen)−1
)
Λn = n
−1Λ′n(Γ˜
e∗
n )
−1
[
Γen − Γ˜e∗n
]
(Γen)
−1Λn
≤ Λ′n(Γ˜e∗n )−1
[
Γen − Γ̂e∗n +O(n−1)
]
(Γen)
−1Λn = Op((nT )
−1/2) +Op(T
−1),
because of (C9) and using a similar reasoning to the one leading to (B124) and since (Γ˜e∗n )
−1 is a finite matrix
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as proved above and (Γen)
−1 is a finite matrix by Assumption 2(b). As a consequence Lemma 12, and, therefore,
Proposition 3 still hold without making Assumption 5.
C.2 Generalized least squares estimator of the loadings
First, we need to introduce some further notation. Consider the T -dimensional vectors xiT = (xi1 · · ·xiT )′,
ζiT = (ξi1 · · · ξiT )′, for i = 1, . . . , n, and fjT = (Fj1 · · ·FjT )′ for j = 1, . . . , r. Then, let XnT = (x′1T · · ·x′nT )′
and ZnT = (ζ
′
1T · · · ζ′nT )′ be the nT -dimensional vectors of observations and idiosyncratic components, denote as
LnT = Λn⊗ IT the nT × rT matrix containing all factor loadings and as FT = (f ′1T · · · f ′rT )′ the rT -dimensional
vector of factors. Finally, let ΨxnT = Eϕn [XnTX
′
nT ], Ψ
ξ
nT = Eϕn [ZnTZ
′
nT ], and Ψ
F
T = Eϕn [FTF
′
T ].
For simplicity, we also assume that Assumption 5 holds, so that the parameter vector becomes
ϕn = (vec(Λn)
′, diag(Γen)
′, ρ1, . . . , ρn, vec(A)
′, vec(H)′)′. Then ΨξnT is a block diagonal matrix with n blocks
each of size T ×T . In particular, the ith block of ΨξnT is given by ∆ξiT = Eϕn [ζiζ′i], for i = 1, . . . , n. Thus, ∆ξiT is
a Toeplitz matrix having on the (h+ 1)-th diagonal the lag-h autocovariance of the ith idiosyncratic component
Eϕn [ξitξit−h] = ρ
h
i [Γ
e
n]ii(1− ρ2i )−1, for h = 0, . . . , (T − 1).
Now, to run the EM we need to compute the expected log-likelihood (18) and the only term that is affected
by having autocorrelated idiosyncratic components is the first one, i.e., the expected log-likelihood of the data
given the factors, i.e., E
ϕ̂
(k)
n
[ℓ(XnT |FT ;ϕn)|XnT ]. In particular, for given factors and for generic values of the
parameters ϕ
n
, the log-likelihood of the data is (see also (8))
ℓ(XnT |FT ;ϕn) ≡ ℓ(XnT |FT ;ϕn) ≃ −
1
2
log det(ΨξnT )−
1
2
[
(XnT −LnTFT )′ (ΨξnT )−1 (XnT −LnTFT )
]
= −1
2
n∑
i=1
log det(∆ξiT )−
1
2
n∑
i=1
(xiT − (λ′i ⊗ IT )FT )′(∆ξiT )−1(xiT − (λ′i ⊗ IT )FT )
= −1
2
n∑
i=1
log det(∆ξiT )−
1
2
n∑
i=1
T∑
t,s=1
(xit − λ′iFt)
[
(∆ξiT )
−1
]
ts
(xis − λ′iFs).
(C12)
By maximizing (C12) we obtain the QML estimator of the loadings:
λ̂∗i =
(
T∑
t,s=1
Ft
[
(∆̂ξi∗T )
−1
]
ts
F′s
)−1( T∑
t,s=1
Ft
[
(∆̂ξi∗T )
−1
]
ts
xis
)
, i = 1, . . . , n,
where an estimator of ∆ξiT can be computed as follows:
ρ̂ ∗i =
(
T∑
t=2
(
xit−1 − λ̂∗′i Ft−1
)2)−1( T∑
t=2
(
xit − λ̂∗′i Ft
)(
xit−1 − λ̂∗′i Ft−1
))
,
[Γ̂e∗n ]ii =
{
1
T
T∑
t=1
(ξit − ρ̂ ∗i ξit−1)2
}
, [Γ̂e∗n ]ij = 0, if i 6= j,[
∆̂
ξi∗
T
]
ts
= (ρ̂ ∗i )
|t−s|[Γ̂e∗n ]ii(1 − (ρ̂ ∗i )2)−1, t, s = 1, . . . , T.
Estimators of the parametersA andH in (22) are the same as those in Lemma 8. The formulas for the estimators
(41) obtained in the M-step at iteration k ≥ 0 are obtained by repeating the same reasoning but when taking
the expected log-likelihood.
Appendix D Useful results
Lemma 13. For m < n, and given symmetric positive definite matrices A of dimension m × m and B of
dimension n× n, and for C of dimension n×m with full column-rank, the following holds
AC ′(CAC ′ +B)−1 = (A−1 +C ′B−1C)−1C ′B−1. (D1)
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Proof. Recall the Woodbury forumla
(CAC ′ +B)−1 = B−1 −B−1C(A−1 +C ′B−1C)−1C ′B−1. (D2)
Denote D = (A−1 +C ′B−1C)−1 then from (D2) the lhs of (D1) is equivalent to
AC ′
[
B−1 −B−1CDC ′B−1] = A [C ′B−1 −C ′B−1CDC ′B−1] = A [I −C ′B−1CD]C ′B−1.
Then, (D1) becomes
A
[
I −C ′B−1CD]C ′B−1 = DC ′B−1,
or equivalently multiplying both sides on the right by BC(C ′C)−1
A
[
I −C ′B−1CD] = D. (D3)
Now notice that
D = (A−1 +C ′B−1C)−1 = A(I +AC ′B−1C)−1. (D4)
Substituting (D4) in (D3) and multiplying both sides on the left by A−1[
I −C ′B−1CA(I +AC ′B−1C)−1] = (I +AC ′B−1C)−1.
Multiplying both sides on the right by (I +AC ′B−1C) we have that (D1) is equivalent to
I +AC ′B−1C −C ′B−1CA = I (D5)
Therefore (D1) is correct provided thatAC ′B−1C = C ′B−1CA which is always true since bothA andC ′B−1C
are symmetric. 
Lemma 14. For m < n with m independent of n and given
(a) an m×m matrix A symmetric and positive definite with ‖A‖ ≤MA;
(b) an n× n matrix B symmetric and positive definite with ‖B‖ ≤MB;
(c) an n×m matrix C such that C ′C is positive definite with
MCj ≤ lim infn→∞n
−1ν(j)(C ′C) ≤ lim sup
n→∞
n−1ν(j)(C ′C) ≤MCj , j = 1, . . . ,m;
where, MA, MB, MCj and MCj are positive reals, then the following holds
(A−1 +C ′B−1C)−1C ′B−1C = Im +O(n
−1).
Proof. First notice that for two matrices K and H we have
(H +K)−1 = (H +K)−1 −K−1 +K−1 = (H +K)−1(K − (H +K))K−1 +K−1
= (H +K)−1(−H)K−1 +K−1 =K−1 − (H +K)−1HK−1. (D6)
Then setting K = C ′B−1C and H = A−1 from (D6) we have
(A−1 +C ′B−1C)−1 = (C ′B−1C)−1 − (A−1 +C ′B−1C)−1A−1(C ′B−1C)−1. (D7)
which implies
(A−1 +C ′B−1C)−1C ′B−1C = Im − (A−1 +C ′B−1C)−1A−1. (D8)
Then, by condition (a) A−1 is positive definite and therefore ν(m)(A−1) ≥ M2, for some positive real M2.
Therefore, by Weyl’s inequality:
ν(m)(A−1 +C ′B−1C) ≥ ν(m)(A−1) + ν(m)(C ′B−1C) ≥M2 + ν(m)(C ′B−1C) ≥ ν(m)(C ′B−1C). (D9)
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From, (D9), we have
‖(A−1 +C ′B−1C)−1A−1‖ ≤ ‖(A−1 +C ′B−1C)−1‖ ‖A−1‖
=
{
ν(m)(A−1 +C ′B−1C)
}−1 {
ν(m)(A)
}−1
≤
{
ν(m)(C ′B−1C)
}−1 {
ν(m)(A)
}−1
. (D10)
For first term on the rhs of (D10), notice that the m eigenvalues of C ′B−1C are also the m non-zero eigenvalues
of B−1/2CC ′B−1/2, and therefore because of Merikoski and Kumar (2004, Theorem 7) and conditions (b) and
(c):
M ≤ lim inf
n→∞
n−1ν(m)(C ′B−1C) ≤ lim sup
n→∞
n−1ν(m)(C ′B−1C) ≤M
for some positive realsM andM . For the second term on the rhs of (D10), by condition (a) A is positive definite
and therefore ν(m)(A) ≥ M1, for some positive real M1. Hence, (D10) is O(n−1) and by using it in (D8) we
complete the proof. 
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