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Re´sume´
On (re)visite ici avec un regard probabiliste un certain nombre de
re´sultats connus de la the´orie analytique des nombres. Au centre de
l’article se trouvent les lois Zeˆta, qui nous sont une consolation de l’in-
existence d’une loi uniforme sur N. Elles nous permettront par exemple
d’e´tudier la densite´ naturelle des couples d’entiers ou d’entiers de Gauss
premiers entre eux, ainsi que d’autres proble`mes analogues. Au pas-
sage, on retrouvera la de´composition de la fonction Zeˆta de Riemann
sous forme d’un produit eule´rien et une ge´ne´ralisation aux sommes de
fonctions multiplicatives.
1 De jolis re´sultats
Un re´sultat e´le´mentaire bien connu de the´orie des nombres, duˆ a` Diri-
chlet, est le suivant : si je prends, de manie`re inde´pendante, deux nombres
choisis uniforme´ment entre 1 et n, alors, la probabilite´ Pn que ces deux
nombres soient premiers entre eux ve´rifie lim
n→+∞
Pn =
6
π2
. Un re´sultat un
peu moins connu analogue est que la probabilite´ Qn qu’un nombre choisi
uniforme´ment entre 1 et n soit sans facteur carre´ (c’est a` dire qu’on ne peut
le diviser par le carre´ d’un entier diffe´rent de 1) posse`de le meˆme comporte-
ment. Voici deux re´sultats d’essence probabiliste, qui pourtant, ne sont pas
tout a` fait des grands classiques de la litte´rature universitaire en probabi-
lite´s. Ils sont en revanche bien connus en the´orie analytique des nombres,
et dans ce contexte, les preuves propose´es ont une pre´sentation peu pro-
babiliste. Dans le texte qui suit, nous allons ramener ces re´sultats dans un
cadre probabiliste, notamment a` l’aide des lois Zeˆta, qui sont des lois tre`s
simples dote´es de jolies proprie´te´s arithme´tiques. Un avantage de l’approche
probabiliste est que l’on n’a pas besoin d’estime´es tre`s fines pour montrer
la convergence. Dans une partie finale, on pourra donner ainsi une preuve
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relativement e´le´mentaire du calcul de la densite´ asymptotique des couples
d’entiers de Gauss premiers entre eux.
2 Des preuves de´tourne´es
Les preuves les plus couramment trouve´es dans la litte´rature se divisent
souvent en deux e´tapes :
– Montrer la convergence de (Pn)n≥1 (ou (Qn)n≥1)
– Identifier la limite.
Pour la premie`re e´tape, une preuve simple repose sur la formule du crible :
prenons X et Y deux variables ale´atoires inde´pendantes suivant la loi uni-
forme sur {1, . . . , n}. On exprime alors la probabilite´ cherche´e comme le
comple´mentaire de “un nombre premier divise X et Y ” et “le carre´ d’un
nombre premier divise X”. Notant (pn)n≥1 la suite des nombres premiers,
on optient avec la formule du crible
Pn =
1
n2
∑
B⊂{1,...,n}
(−1)|B|
Ç
⌊
n∏
i∈Bpi
⌋
å2
=
1
n2
∑
B⊂{1,...,n}
µ(
∏
i∈B
pi)
Ç
⌊
n∏
i∈Bpi
⌋
å2
,
ou` µ est la fonction de Mo¨bius : µ(n) = 0 si n est divisible par un carre´ et
µ(n) = (−1)i si n s’e´crit comme produit de i nombres premiers distincts.
En re´indexant les termes et en rajoutant de nombreux termes nuls, on a
finalement
Pn =
1
n2
∑
k≥1
µ(k)
Å
⌊
n
k
⌋
ã2
,
et, de manie`re similaire
Qn =
1
n
∑
B⊂{1,...,n}
(−1)|B|⌊
n∏
i∈Bp
2
i
⌋
=
1
n
∑
k≥1
µ(k)⌊
n
k2
⌋.
En utilisant un argument de convergence domine´e, on obtient alors la
convergence de ces deux suites vers
∑+∞
n=1
µ(n)
n2 .
Pour re´fe´rence, mentionnons qu’une autre approche existe, consistant a`
exprimer (Pn) comme une somme de la fonction indicatrice d’Euler, que
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l’on exprime elle-meˆme a` l’aide de la fonction de Mo¨bius 1. Cette approche,
utilise´e par exemple par Tissier [9], est un cas particulier de la me´thode de
l’hyperbole de Dirichlet. Pour une description ge´ne´rale de cette technique,
nous renvoyons le lecteur a` Bordelle`s [1] ou Tenenbaum [8].
Dans tous les cas, le proble`me d’identifier la somme de cette se´rie de-
meure.
La manie`re la plus efficace est d’utiliser un produit de Dirichlet : on note
que (
+∞∑
n=1
µ(n)
n2
)(
+∞∑
n=1
1
n2
)
=
+∞∑
n=1
(µ ∗ 1)n
n2
,
ou` ∗ de´signe la convolution arithme´tique des suites.
(a ∗ b)n =
∑
d|n
adbn/d.
Comme µ ∗ 1 = δ1 (c’est la formule d’inversion de Mo¨bius), on obtient
l’identification recherche´e. 2 Donnons une bre`ve preuve combinatoire de la
formule d’inversion de Mo¨bius : soit k ≥ 1.
– Si k = 1, l’identite´ (µ ∗ 1)(k) = µ(1) = 1 = δ1(k) est imme´diate.
– Sinon, si les facteurs premiers sont q1, . . . , qm, les seuls diviseurs d de k
qui apportent une contribution non nulle a`
∑
d|n µ(d) s’e´crivent comme
produit des e´le´ments d’une partie de {q1, . . . , qm}, de sorte que
∑
d|n
µ(d) =
∑
B⊂{q1,...,qm}
µ(
∏
a∈B
a) =
∑
B⊂{q1,...,qm}
(−1)|B|.
L’application B 7→ {q1} ∪ B cre´e clairement une bijection entre les
parties de {q1, . . . , qm} ne contenant pas q1 et celles la contenant. A`
l’e´vidence, les deux parties ainsi associe´es apportent des contributions
oppose´es a` la somme totale, qui est donc nulle.
On notera que ces preuves sont essentiellement combinatoires, et font
toutes l’usage d’au moins deux formules de convolution ou d’inversion : en
effet, la formule de Poincare´, d’une part, la formule de Mo¨bius, d’autre part,
sont toutes deux des formules d’inversion. Mais si le proble`me se re´sout a`
l’aide de deux inversions, peut-eˆtre pourrait-on n’en faire aucune ? On est
donc tente´ de se demander si on ne peut pas trouver une preuve plus directe,
ou plus probabiliste.
1. plus pre´cise´ment, graˆce a` l’identite´ φ = µ ∗ Id
2. Faraut et Khalili [5] utilisent une technique d’identification assez similaire, base´e
cette fois sur l’identite´ 1 ∗ 1 = τ , ou` τ est la fonction ≪ nombre de diviseurs ≫.
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3 Des indices
Une manie`re simple de deviner la limite est de passer par les lois Zeˆta.
Pour s > 1, on appelle loi Zeˆta (ou loi de Zipf) de parame`tre s la loi sur
N∗ qui assigne la masse n
−s
ζ(s) au point n. Le coefficient de renormalisation
ζ(s) est la ce´le`bre fonction ζ de Riemann, de´finie pour s > 1 par
ζ(s) =
+∞∑
k=1
1
ks
.
Lemme 1. La fonction ζ a une limite infinie en 1.
De´monstration. Cela se voit aise´ment par un argument de monotonie :
comme la se´rie harmonique diverge, pour tout A on peut trouver n tel
que
∑n
k=1
1
k > A. Par continuite´ de la fonction s 7→
∑n
k=1
1
ks , il existe s0
tel que
∑n
k=1
1
ks > A pour s ∈ ]1, s0[. Il est alors clair que ζ(s) > A pour
s ∈ ]1, s0[.
Les lois Zeˆta apparaissent naturellement comme consolatrices de l’inexis-
tence d’une loi uniforme sur N∗. Pre´cise´ment, on a
Lemme 2. Soit s > 0. Si X est une variable ale´atoire sur N∗ telle que
tout tout n ≥ 1, la probabilite´ de l’e´ve´nement n|X (n divise X) ve´rifie
P(n|X) = 1ns , alors pour des nombres n1, . . . , nk deux a` deux premiers entre
eux, les e´ve´nements {n1|X}, . . ., {nk|X} sont globalement (ou mutuelle-
ment) inde´pendants.
De´monstration. Soient a1, . . . , ar des entiers distincts entre 1 et k. Comme
les entiers nai sont premiers entre eux, on a
r
∩
i=1
{nai |X} = {
r∏
i=1
nai |X}.
Donc
P(
r
∩
i=1
{nai |X}) = P((
r∏
i=1
nai)|X)
= (
r∏
i=1
nai)
−s =
r∏
i=1
n−sai
=
r∏
i=1
P(nai |X)
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Pour s > 1, conside´rons X suivant la loi Zeˆta de parame`tre s. Pour tout
entier naturel n non nul, on a
P(n|X) =
+∞∑
k=1
P(X = kn) = ζ(s)−1
+∞∑
k=1
(kn)−s
= n−sζ(s)−1
+∞∑
k=1
k−s = n−s.
Ainsi, la loi Zeˆta de parame`tre s satisfait la proprie´te´ requise par le lemme,
que l’on peut donc appliquer :
1
ζ(s)
= P(X = 1) = P(∀n ≥ 1; pn ∤ X)
=
∏
n≥1
P(pn ∤ X) =
∏
n≥1
(1−
1
psn
).
L’e´galite´
P(∀n ≥ 1; pn ∤ X) =
∏
n≥1
P(pn ∤ X)
me´rite quelques mots : d’abord, on utilise le fait que si une famille finie
d’e´ve´nements est inde´pendante, alors la famille forme´e par leurs comple´mentaires
l’est aussi. Pour cela, il suffit de montrer que si on remplace un des e´le´ments
de la famille par son comple´mentaire, la famille alors obtenue est encore
inde´pendante, puis d’ite´rer. 3 Pour conclure, il suffit d’utiliser le the´ore`me de
continuite´ se´quentielle de´croissante : pour toute suite de´croissante d’e´ve´nements,
la probabilite´ de l’intersection est la limite des probabilite´s.
Nous venons ainsi de donner une preuve probabiliste d’une formule ce´le`bre
de la the´orie des nombres, initialement duˆe a` Euler :
∀s > 1 ζ(s)−1 =
∏
n≥1
(1−
1
psn
). (1)
En passant au logarithme, on obtient pour tout s > 1,
log ζ(s) =
∑
n≥1
− log(1−
1
psn
) ≤
∑
n≥1
− log(1−
1
pn
).
En faisant tendre s vers 1, on obtient la divergence de la se´rie de terme
ge´ne´ral − log(1 − 1pn ) et, par e´quivalent, de la se´rie des
1
pn
Ainsi, pour s ∈
3. Pour les de´tails, on pourra si ne´cessaire se reporter a` [6], exercice 18 page 50.
]0, 1], s’il existait une variable ale´atoire sur N∗ telle P(n|X) = 1ns pour tout
n ≥ 1, le deuxie`me lemme de Borel–Cantelli 4 assurerait
P(pn|X pour une infinite´ de valeurs de n) = 1,
ce qui est absurde, car l’e´ve´nement en question est vide. En particulier, il
n’existe pas de variable ale´atoire sur N∗ telle P(n|X) = 1n pour tout n ≥ 1.
On restera donc avec s > 1. Soit donc X suivant la loi Zeˆta de pa-
rame`tre s. En proce´dant comme pre´ce´demment, on a
P(X sans facteur carre´) = P(∀i ≥ 1; p2i ne divise pas X)
=
∏
i≥1
(1−
1
p2si
) =
1
ζ(2s)
,
ou` la dernie`re e´galite´ vient de (1).
De la meˆme manie`re, si X et Y sont inde´pendants et suivent la loi Zeˆta
de parame`tre s, la probabilite´ que X et Y soient premiers entre eux est la
probabilite´ qu’aucun nombre premier ne divise les deux ; par inde´pendance
et avec le lemme 2, c’est encore
∏
i≥1(1−
1
p2s
i
) = 1ζ(2s) .
Lorsque s tend vers 1, ces probabilite´s tendent vers 1ζ(2) , qui est pre´cise´ment
la valeur des limites de Pn et Qn.
Rem 1. Cela n’est pas surprenant. En the´orie des nombres, on dit qu’une
partie E de N∗ admet une densite´ naturelle, et que cette densite´ naturelle
vaut ℓ si
lim
n→+∞
Pn(E) = ℓ, ou` Pn(E) =
|{1, . . . , n} ∩ E|
n
.
On dit e´galement qu’une partie E de N∗ admet une densite´ analytique, ou
encore une densite´ de Dirichlet, et que cette densite´ vaut ℓ si
lim
s→1+
ζs(E) = ℓ,
ou` ζs est la loi Zeˆta de parame`tre s. La notion de densite´ de Dirichlet, ou
densite´ analytique, est tre`s utilise´e en the´orie analytique et probabiliste des
nombres. On peut par exemple se re´fe´rer a` l’ouvrage de Tenenbaum [8].
4. Le 2e lemme de Borel–Cantelli dit que si des e´ve´nements inde´pendants (An)n≥1
ve´rifient
∑+∞
n=1 P(An) = +∞, alors la probabilite´ que l’on voit simultane´ment la re´alisation
d’une infinite´ des e´ve´nements An vaut 1. Voir par exemple Garet et Kurtzmann [6].
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En particulier, il est bien connu que l’existence d’une densite´ naturelle
implique celle d’une densite´ de Dirichlet, et que dans ce cas, les deux densite´s
co¨ıncident.
Ainsi, si (Qn) converge, ce ne peut eˆtre que vers 1/ζ(2).
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Pour l’heure, nous n’avons pas encore de preuve purement probabiliste,
qui ne requie`re pas une certaine familiarite´ avec la the´orie des nombres.
Cependant, on peut noter que la probabilite´ limite 6π2 est pre´cise´ment la
probabilite´ qu’une variable suivant la loi Zeˆta de parame`tre 2 soit e´gale a`
un. D’ou` l’ide´e d’obtenir ce the´ore`me de Dirichlet comme corollaire d’une
convergence en loi.
4 Comple´ments de probabilite´
4.1 Convergence en loi
La notion de convergence en loi est une notion tre`s importante en the´orie
des probabilite´s. Le paragraphe qui suit en fait une pre´sentation minimale,
dans le cadre des probabilite´s sur un ensemble de´nombrable. Cette pre´sentation
doit permettre de rendre l’essentiel du texte accessible a` un probabiliste
de´butant – typiquement un e´tudiant de deuxie`me anne´e de licence des Uni-
versite´s ou des classes pre´paratoires scientifiques.
Soit Ω un ensemble fini ou de´nombrable. On note M(Ω) l’ensemble des
probabilite´s sur Ω, c’est-a`-dire des familles (µ(x))x∈Ω avec µ(x) ≥ 0 pour
tout x ∈ Ω et
∑
x∈Ω µ(x) = 1.
Si P ∈ M(Ω) et A ⊂ Ω, on peut de´finir une fonction φA de Ω dans
{−1, 1} par φA(x) = 11A(x)− 11Ac(x) pour tout x ∈ Ω. On peut alors e´crire
2P(A)− 1 = E[211A − 1] = E[11A − 11Ac ] = E[φA(X)]
=
∑
x∈Ω
φA(x)P(x).
L’identification des deux extre´mite´s de l’e´galite´ ne ne´cessite pas la notion
d’espe´rance, mais elle est alors moins naturelle.
Ainsi, pour P,Q ∈ M(Ω) et A ⊂ Ω, on a
P(A)−Q(A) =
1
2
∑
x∈Ω
φA(x) (P(x)−Q(x)) ,
5. L’exercice 2 page 52 de Garet et Kurtzmann [6] utilise ce chemin hybride : on com-
mence par montrer l’existence de la limite de Qn par la me´thode combinatoire classique,
puis la limite est identifie´e en passant par la densite´ de Dirichlet.
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d’ou` |P(A)−Q(A)| ≤ 12
∑
x∈Ω |P(x)−Q(x)|.
Notons que l’e´galite´ est atteinte pour A = {x ∈ Ω;P(x) ≥ Q(x)}. Ainsi,
si l’on pose d(P,Q) = supA⊂Ω |P(A)−Q(A)|, on a
d(P,Q) =
1
2
∑
x∈Ω
|P(x)−Q(x)|.
Il est facile de voir qu’on a ainsi de´fini une distance entre les probabilite´s
sur Ω. Cette distance est appele´e distance de la variation totale.
En prenant pour A un singleton, on a facilement
sup
x∈Ω
|P(x)−Q(x)| ≤ d(P,Q).
Cependant
1
2
|P(x)−Q(x)| =
1
2
(Q(x)− P(x))
+ (P(x)−min(P(x),Q(x))),
d’ou` en faisant la somme
d(P,Q) =
∑
x∈Ω
(P(x)−min(P(x),Q(x))).
On peut maintenant de´montrer le the´ore`me suivant :
The´ore`me 1. Soient (Pn)n≥1,P des probabilite´s sur Ω. On a e´quivalence
entre
(i) d(Pn,P)→ 0
(ii) pour tout A ⊂ Ω, Pn(A)→ P(A)
(ii’) supx∈Ω |Pn(x)− P(x)| → 0
(iii) pour tout x ∈ Ω, Pn(x)→ P(x)
De´monstration. Par de´finition de d, (i) entraˆıne (ii) et (ii′) et il est facile de
voir que (ii) ou (ii′) entraˆıne (iii). Le plus difficile est de montrer que (iii)
entraˆıne (i), mais nous avons fait le travail pre´paratoire. Supposons donc que
Pn(x) tend vers P(x) pour tout x. Soit ε > 0. De la convergence de la somme∑
x∈Ω P(x), on de´duit qu’il existe S ⊂ Ω fini tel que
∑
x∈Ω\S P(x) ≤ ε/2. On
8
ad(P,Pn) =
∑
x∈Ω
(P(x)−min(P(x),Pn(x)))
=
∑
x∈S
(P(x)−min(P(x),Pn(x)))
+
∑
x∈Ω\S
(P(x)−min(P(x),Pn(x)))
≤
∑
x∈S
(P(x)−min(P(x),Pn(x)))
+
∑
x∈Ω\S
P(x)
≤
∑
x∈S
(P(x)−min(P(x),Pn(x))) + ε/2
Comme la somme est finie, lim
n→+∞
∑
x∈S(P(x) − min(P(x),Pn(x))) = 0,
donc pour n suffisamment grand
∑
x∈S(P(x) − min(P(x),Pn(x))) ≤ ε/2 et
donc d(P,Pn) ≤ ε.
Lorsque l’une des conditions e´quivalentes est ve´rifie´e, on dit que la suite
de probabilite´s Pn converge en loi vers P.
Si X, (Xn)n≥1 sont des variables ale´atoires sur un espace probabilise´ re´gi
par la probabilite´ P, on dit que Xn converge
6 en loi vers X si la loi de Xn
(note´e usuellement PXn) converge vers la loi de X (PX).
On peut e´galement noter que
PXn(A)− PX(A) = P(Xn ∈ A)− P(X ∈ A)
= E[11{Xn∈A} − 11{X∈A}],
donc
|PXn(A)− PX(A)| ≤ E[|11{Xn∈A} − 11{X∈A}|]
≤ E[11{Xn 6=X}] = P(Xn 6= X),
d’ou` d(PXn ,PX) ≤ P(Xn 6= X).
6. En toute rigueur, il conviendrait de dire que, sous P, Xn converge en loi vers X.
La pre´cision n’est apporte´e que dans les rares cas ou` il y a ambigu¨ıte´ sur la probabilite´
sous-jacente.
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Cette ine´galite´ simple a des conse´quences importantes. La plus imme´diate
est que la convergence des variables ale´atoires entraˆıne la convergence des
lois associe´es.
The´ore`me 2. Si la suite de variables ale´atoires (Xn)n≥1 est a` valeurs dans
un ensemble discret et que (Xn(x))n≥1 tend vers X(x) pour tout x ∈ Ω,
alors Xn converge en loi vers X.
De´monstration. Posons L = max(n;Xn 6= X). La variable L est une va-
riable ale´atoire a` valeurs dans N, donc limn→+∞ P(n ≤ L) = 0 d’apre`s
les proprie´te´s classiques des fonctions de re´partition. Comme d(PXn ,PX) ≤
P(Xn 6= X) ≤ P(n ≤ L), Xn converge en loi vers X.
4.2 Tension
Si (µn)n≥1) est une suite a` valeurs dans M(Ω), le proce´de´ diagonal
d’extraction permet d’en extraire une sous-suite (µnk)k≥1 telle que pour
tout x ∈ Ω, (µnk(x))k≥1 converge. Si l’on pose alors, pour tout x ∈ Ω,
µ∞(x) = limk→+∞ µnk(x), on a alors, pour toute partie finie F de Ω.∑
x∈F
µ∞(x) = lim
k→+∞
∑
x∈F
µnk(x) = lim
k→+∞
µnk(F ) ≤ 1.
En passant a` la borne supe´rieure, on obtient
∑
x∈Ω µ∞(x) ≤ 1. Bien suˆr,
µ∞(x) ≥ 0 pour tout x ∈ Ω, mais c’est insuffisant pour affirmer que µ∞ ∈
M(Ω), puisqu’il faudrait encore que
∑
x∈Ω µ∞(x) = 1. De fait, il peut y
avoir une perte de mesure, comme on peut le voir en prenant Ω = N∗ et
µn = δn.
Cela ame`ne a` de´finir la notion de tension : on dit qu’une suite a` valeurs
dansM(Ω) est tendue si pour tout ε > 0, il existe F fini avec µn(F ) ≥ 1− ε
pour tout n ≥ 1.
On peut alors e´noncer le the´ore`me suivant :
The´ore`me 3. De toute suite tendue de M(Ω), on peut extraire une sous-
suite qui converge en loi.
De´monstration. Reprenons la suite (nk)k≥1 conside´re´e plus haut. Cette fois-
ci, pour ε > 0, on peut trouver F fini tel que µn(F ) ≥ 1−ε pour tout n ≥ 1.
On a alors avec les notations pre´ce´dentes∑
x∈F
µ∞(x) = lim
k→+∞
∑
x∈F
µnk(x) = lim
k→+∞
µnk(F ) ≥ 1− ε,
donc
∑
x∈Ω µ∞(x) ≥
∑
x∈F µ∞(x) ≥ 1− ε. Comme ε peut eˆtre pris arbitrai-
rement petit, µ∞ est, cette fois, une probabilite´.
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Une probabilite´ limite d’une sous-suite extraite est appele´e loi limite de
la suite. Comme dans le cas des suites re´elles a` valeurs dans un compact, on
peut e´noncer :
The´ore`me 4. Si une suite tendue a une unique loi limite, alors elle est
convergente.
De´monstration. Soit µ∞ l’unique valeur d’adhe´rence. Soit x ∈ Ω. La suite
(µn(x))n≥1 est a` valeurs dans [0, 1] qui est compact. Soit (nk)k≥1 une suite
telle que µnk(x) → α. Comme (µn)n≥1 est tendue, (µnk)k≥1 l’est aussi. On
peut donc en extraire une sous-suite (µnφ(k))k≥1 qui converge en loi. Mais
cette suite est extraite de (µn) qui n’a qu’une seule valeur d’adhe´rence, donc
limk→+∞ µnφ(k)(x) = µ∞(x), ce qui entraˆıne que α = µ∞(x). Ainsi, µ∞(x)
est l’unique valeur d’adhe´rence de la suite (µn(x))n≥1 qui est a` valeurs dans
un compact, donc µn(x) → µ∞(x). Comme µ∞ ∈ M(Ω), (µn)n≥1 converge
en loi vers µ∞.
Les notions de convergence en loi, de tension, se ge´ne´ralisent a` des lois
ou des variables ale´atoires sur R ou Rd. Pour plus d’informations, on pourra
par exemple se re´fe´rer a` [6].
4.3 Lois jointes
Si (Xn)n∈D est une famille infinie de variables ale´atoires, on appelle
lois jointes des (Xn)n∈D les lois des vecteurs ale´atoires (Xi)i∈I , ou` I de´crit
l’ensemble des parties finies de D. On admettra que la loi d’un vecteur
ale´atoire (Xi)i∈I est pleinement de´termine´e par la fonction de re´partition
inverse :
(ti)i∈I 7→ P(∀i ∈ I Xi ≥ ti).
C’est un fait ge´ne´ral dont la de´monstration est imme´diate dans le cas de
la the´orie de la mesure. On peut toutefois noter que dans le cas des va-
riables discre`tes, cela peut se de´montrer par re´currence sur |I| sans difficulte´
particulie`re.
5 Une preuve pleinement probabiliste
On a besoin d’introduire une notation et quelques lemmes : d’abord, on
note νp(n) l’exposant de p dans la de´composition de n en produit de facteurs
premiers (c’est la valuation p-adique de n).
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Lemme 3. La loi d’une variable ale´atoire X a` valeurs dans N∗ est ca-
racte´rise´e par les lois jointes des variables (νpk(X))k≥1.
De´monstration. On a
X = lim
n→+∞
ψn(X), avec ψn(x) =
n∏
i=1
p
νpi(x)
i .
La suite (ψn(X))n≥1 converge ponctuellement vers X, donc converge en loi
vers X, d’apre`s le the´ore`me 2. Si les lois jointes des variables (νpk(X))k≥1
sont connues, les lois des (ψn(X))n≥1 sont connues, et donc la loi de X.
Lemme 4. La loi d’une variable ale´atoire a` valeurs dans N∗ est caracte´rise´e
par les valeurs de P(n|X), ou` n de´crit N∗.
De´monstration. D’apre`s le lemme pre´ce´dent, il suffit de connaˆıtre les loi
jointes des variables (νpk(X))k≥1. Mais pour cela, il suffit d’avoir les fonctions
de re´partition inverse. Or,
P(νp1(X) ≥ a1, . . . , νpr(X) ≥ ar) = P(
r∏
i=1
paii |X),
d’ou` le re´sultat.
Ainsi, si X et Y sont des variables inde´pendantes suivant respectivement
les lois Zeˆta de parame`tre s et t, alors leur plus grand commun diviseur,
note´ X ∧ Y , ve´rifie P(n|X ∧ Y ) = P(n|X,n|Y ) = P(n|X)P(n|Y ) = 1ns+t ,
donc X ∧ Y suit la loi Zeˆta de parame`tre s+ t.
Dans le cas ou` X suit la loi Zeˆta de parame`tre s, le calcul de fonction
de re´partition effectue´ dans la preuve du lemme nous donne
P(νp1(X) ≥ a1, . . . , νpr(X) ≥ ar) =
r∏
i=1
p−aisi .
La fonction de re´partition inverse caracte´risant la loi des vecteurs, on en
de´duit que les variables νp(X) sont inde´pendantes et que 1 + νp(X) suit la
loi ge´ome´trique de parame`tre 1− p−s (que l’on note G(1 − p−s)).
The´ore`me 5. Soit X, (Xn)n≥1 des variables ale´atoires a` valeurs dans N.
On suppose que
– (Xn) est tendue.
– Pour tout N ≥ 1, P(N |Xn)→ P(N |X)
Alors (Xn)n≥1 converge en loi vers X.
12
De´monstration. Comme la famille est tendue, il suffit d’identifier les lois
limites : si Xnk tend en loi vers Y , P(Xnk ∈ nN
∗) tend vers P(Y ∈ nN∗) ;
autrement dit P(n|Xnk) tend vers P(n|Y ). Donc P(n|Y ) = P(n|X) et X et
Y ont meˆme loi.
On peut maintenant e´noncer et de´montrer un re´sultat probabiliste.
The´ore`me 6. Soient Xn, Yn des variables ale´atoires suivant la loi uniforme
sur {1, . . . , n}. On note Zn = Xn ∧ Yn et Wn = r(Xn), ou` r(n) est le plus
grand entier a tel que a2 divise n.
Alors Wn et Zn convergent en loi vers la loi Zeˆta de parame`tre 2.
De´monstration. On a
P(N |Zn) = P(N |Xn, N |Yn) = P(N |Xn)
2 =
Ç
⌊n/N⌋
n
å2
et
P(N |Wn) = P(N
2|Xn) =
⌊n/N2⌋
n
.
Les deux quantite´s convergent e´videmment vers 1
N2
, qui est la probabilite´
qu’une variable suivant la loi Zeˆta de parame`tre 2 soit divisible par N .
Reste a` montrer la tension. Quels que soient les entiers naturels n et a,
on a
P(Zn ≥ a) =
+∞∑
i=a
P(Zn = i) ≤
+∞∑
i=a
P(i|Zn) ≤
+∞∑
i=a
1
i2
,
et de meˆme P(Wn ≥ a) ≤
∑+∞
i=a
1
i2
. Soit alors ε > 0. Si je prends a tel
que
∑+∞
i=a
1
i2
< ε, l’ensemble F = {1, . . . , a} ve´rifie P(Zn ∈ F ) ≥ 1 − ε
et P(Wn ∈ F ) ≥ 1 − ε, ce qui montre que l’hypothe`se de tension est bien
satisfaite.
Ce re´sultat se ge´ne´ralise aise´ment :
The´ore`me 7. Soient X1n, . . . ,X
m
n des variables ale´atoires inde´pendantes
suivant la loi uniforme sur {1, . . . , n}. On note Zn = X
1
n ∧ · · · ∧ X
m
n et
Wn = rm(X
1
n), ou` rm(n) est le plus grand entier a tel que a
m divise n.
Alors Wn et Zn convergent en loi vers la meˆme loi Zeˆta de parame`tre m.
La preuve est laisse´e au lecteur. On a ainsi retrouve´ un ancien re´sultat,
que son de´couvreur, Ernest Cesa`ro [2, 3], de´crivait en ces termes (voir [3]) :
≪ La probabilite´ que lam-ie`me racine de la plus haute puissancem-ie`me, qui
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divise un nombre entier pris au hasard, appartienne a` un certain syste`me de
nombres, ne diffe`re pas de la probabilite´ que le plus grand commun diviseur
de m entiers, pris au hasard, appartienne au meˆme syste`me. ≫
6 Quelques ge´ne´ralisations
Dans cette section, on propose quelques ge´ne´ralisations/extensions des
re´sultats pre´ce´dents, toujours en privile´giant, lorsque cela est possible, l’ap-
proche probabiliste. On supposera maintenant que les the´ore`mes de conver-
gence domine´e et de convergence monotone sont bien connus, particulie`rement
lorsqu’on les applique a` des variables ale´atoires.
6.1 De´veloppement eule´rien
Une fonction φ : N∗ → C est dit multiplicative si φ(pq) = φ(p)φ(q) est
ve´rifie´e de`s que p et q sont premiers entre eux. Si c’est vrai pour tous les
couples (p, q) ∈ (N∗)2, alors la fonction est dite comple`tement multiplicative.
The´ore`me 8. Soit φ une fonction multiplicative positive ou borne´e. On
suppose que X suit la loi Zeˆta de parame`tre s et que (Ni)i≥1 est une suite
de variables ale´atoires inde´pendantes telles que 1 +Ni ∼ G(1− p
−s
i ). Alors
E[φ(X)] =
+∞∏
i=1
E(pNii ) (2)
et
+∞∑
n=1
φ(n)
ns
=
+∞∏
i=1
Ñ
+∞∑
j=0
p−sji φ(p
j
i )
é
. (3)
En particulier, si φ est comple`tement multiplicative
+∞∑
n=1
φ(n)
ns
=
+∞∏
i=1
(1− p−si φ(pi))
−1 (4)
De´monstration. Soient (Ni)n≥1 une suite de variables ale´atoires inde´pendantes
telles que 1+Ni ∼ G(1−p
−s
i ). Supposons φ multiplicative et borne´e. D’apre`s
le lemme 3,
∏+∞
i=1 p
Ni
i a meˆme loi que X, donc E[φ(X)] = E[φ(
∏+∞
i=1 p
Ni
i )] ;
mais φ est une fonction multiplicative, donc
E[φ(X)] = E[
+∞∏
i=1
φ(pNii )] =
+∞∏
i=1
E(φ(pNii )).
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Comme φ est borne´e, l’e´galite´ entre le deuxie`me et le troisie`me membre est
une conse´quence du the´ore`me de convergence domine´e et de l’inde´pendance
des variables (φ(pNii )i≥1. Ainsi
ζ(s)−1
+∞∑
n=1
φ(n)
ns
=
+∞∏
i=1
Ñ
+∞∑
j=0
(1− p−si )p
−sj
i φ(p
j
i )
é
.
En simplifiant par ζ(s)−1 =
∏+∞
i=1 (1− p
−s
i ), on obtient le re´sultat voulu.
Le cas ou` φ est positive non borne´e se fait en l’approchant par une suite
croissante de fonctions multiplicatives borne´es. Ceci est laisse´ en exercice au
lecteur.
6.2 Nombre moyen de de´compositions en sommes de carre´s
On note Z[i] l’ensemble des nombres de la forme a+ ib, avec a et b dans
Z. C’est l’anneau des entiers de Gauss. Pour z ∈ Z[i], on pose N(z) = zz.
On a bien suˆr N(zz′) = N(z)N(z′). Ainsi, un inversible de Z[i] est tel que
N(z) est un inversible de Z : ce ne peut eˆtre que 1, i,−1,−i. Il est alors aise´
de voir que tout e´le´ment de Z[i] non nul s’e´crit d’une manie`re unique sous la
forme ikz′, avec k ∈ {0, 1, 2, 3}, Re z′ ≥ 0 et ℑz′ > 0 : z′ est le repre´sentant
privile´gie´ de la classe de z lorsque l’on quotiente le semi-groupe (Z[i],×)
par ses e´le´ments inversibles. On a bien suˆr N(z) = N(z′), de sorte que
l’application N passe au quotient. Ainsi, si on note Z ′ l’ensemble des classes
non nulles, on peut de´finir une application S′ de Z ′ dans N par
S′(n) = |{z ∈ Z ′;N(z) = n},
et l’on a e´galement S′(n) = |{(a, b) ∈ N× N∗; a2 + b2 = n}|.
La fonction S′ peut se calculer explicitement, en utilisant un certain
nombre de re´sultats bien connus de l’anneau Z[i], qui sont par exemple
de´crits dans Perrin [7]. On sait en particulier que
– Z[i] est un anneau factoriel.
– Les irre´ductibles de Z[i] sont
– les nombres premiers congrus a` 3 modulo 4 ; ces nombres ne peuvent
s’e´crire sous forme de somme de deux carre´s.
– les nombres de la forme a+ib tels que a2+b2 est un nombre premier ;
tous les entiers naturels premiers qui ne sont pas congrus a` 3 modulo
4 peuvent s’e´crire sous la forme d’une somme de deux carre´s.
Ces re´sultats e´tant rappele´s, on commence par e´tablir un lemme tre`s utile :
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Lemme 5. Si a et b sont des entiers naturels premiers entre eux, tout
e´le´ment de Z ′ de norme ab se factorise de manie`re unique sous la forme du
produit de deux e´le´ments de Z ′ de normes respectives a et b.
De´monstration. Soit z′ ∈ Z ′ avec N(z′) = ab. z′ se factorise dans Z ′ comme
produits de classes d’e´le´ments irre´ductibles de Z[i]. La norme d’un facteur
divise N(z′) = ab, donc soit a, soit b puisque a et b sont premiers entre eux.
Soit x le produit des facteurs (pris avec leur multiplicite´) dont la norme
divise a, y le produit des facteurs dont la norme divise b. On a z′ = xy.
N(x) divise N(z′) = ab et est premier avec b donc N(x) divise a. De meˆme
N(y) divise b. Comme leur produit fait ab, on a N(x) = a et N(y) = b.
Maintenant si z = x′y′ avec N(x) = a et N(x) = b, un facteur irre´ductible
de x′ est un facteur irre´ductible de z dont la norme divise a : c’est un facteur
irre´ductible de x. La valuation de q dans x′ ne peut eˆtre plus grande que
dans z, puisque x′ divise z. Or, par de´finition de x la valuation de q dans x
est e´gale a` la valuation de q dans z, donc q a une valuation plus petite dans
x′ que dans x, ce pour tout q, donc x′ divise x. Comme x′ et x ont la meˆme
norme, ils sont e´gaux. De meˆme, y = y′.
On en de´duit directement que la fonction S′ est une fonction multiplica-
tive. Calculons plus pre´cise´ment cette fonction.
Si z′ ∈ Z ′ est tel que N(z′) = 2e, un facteur irre´ductible de z′ a une
norme qui est une puissance de deux. Vu la caracte´risation des irre´ductibles
rappele´e plus haut, ce facteur ne peut eˆtre que la classe de 1+i. Finalement,
la classe de (1 + i)e est la seule classe de norme 2e.
Si p est un nombre premier congru a` 1 modulo 4, p n’est pas premier
dans Z[i] ; il se ramifie sous la forme p = (a + ib)(a − ib), a + ib et a − ib
sont premiers dans Z[i], non e´quivalents, de norme p. Si N(z) = pe, un
facteur premier de z a une norme qui divise pe, donc p : les facteurs de z ne
peuvent eˆtre que les classes de a + ib et a − ib. Ainsi z s’e´crit comme une
puissance k-ie`me de la classe de a+ ib et une puissance ℓ-ie`me de la classe de
a− ib. Comme pe = N(z) = N(a+ ib)kN(a− ib)ℓ = pk+ℓ, cela nous donne
exactement e+ 1 solutions.
Si p est un nombre premier congru a` 3 modulo 4, p est premier dans Z[i].
Si N(z) = pe, un facteur premier de z a une norme qui divise pe, donc p : ce
ne peut eˆtre que p, donc z s’e´crit z = pk, et on a N(z) = p2k. Il n’y a donc
de solution que si e est pair, et dans ce cas, elle est unique.
Ainsi, on a de´montre´ que la fonction S′ est une fonction multiplicative,
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que l’on peut calculer explicitement avec pour p premier :
S′(pe) =


1 si p = 2
e+ 1 si p est congru a` 1 modulo 4
11{e pair} si p est congru a` 3 modulo 4
The´ore`me 9. Soit X suivant la loi Zeˆta de parame`tre s > 1. On a E[S′(X)] =
β(s), ou` β est la fonction beˆta de Dirichlet :
β(s) =
+∞∑
n=0
(−1)n
(2n + 1)s
.
De´monstration. Soient (Ni)i≥1 une suite de variables ale´atoires inde´pendantes
telles que 1 +Ni ∼ G(1 − p
−s
i ). On a E[S
′(X)] =
∏+∞
i=1 E(S
′(pNii ))] Ainsi, si
pi est congru a` 1 modulo 4, on a E(S
′(pNii )) = E[Ni + 1] =
1
1−p−s
i
et si pi
est congru a` 3 modulo 4, E(pNii ) =
∑+∞
j=0(1 − p
−s
i )p
−2js
i =
1−p−s
i
1−p−2s
i
= 1
1+p−s
i
.
Ainsi, dans tous les cas E(pNii ) = (1 − p
−s
i χ4(pi))
−1 ou` χ4 est de´fini par
χ4(2n) = 0 et χ4(2n+1) = (−1)
n. Finalement, comme χ4 est comple`tement
multiplicative, on a
E[S′(X)] =
+∞∏
i=1
E(S′(pNii )) avec (2)
=
+∞∏
i=1
(1− p−si χ4(pi))
−1
=
+∞∑
n=1
χ4(n)
ns
avec (4)
=
+∞∑
n=0
(−1)n
(2n+ 1)s
= β(s)
6.3 Application aux entiers de Gauss
Comme on l’a fait pour les nombres entiers, on veut maintenant mesurer
la propension qu’ont les entiers de Gauss a` eˆtre premiers entre eux.
Soit s > 1. En identifiant Z ′ avec {a + ib; (a, b) ∈ N × N∗, (a, b) 6=
(0, 0)}, on voit que Z ′ s’identifie a` une partie de´nombrable discre`te de R2.
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En regroupant les termes suivant la valeur de N(z), on voit que la quantite´∑
z∈Z′ N(z)
−s peut se re´e´crire
∑
z∈Z′
N(z)−s =
+∞∑
n=1
S′(n)
ns
,
ou` S′ est la fonction e´tudie´e a` la sous-section pre´ce´dente. On en de´duit
que
∑
z∈Z′ N(z)
−s = ζ(s)β(s). En particulier, la se´rie de terme ge´ne´ral
(N(z)−s)z∈Z′ converge, et on peut alors de´finir une loi ζ
′
s sur Z
′ par
ζ ′s(x) = (
∑
z∈Z′
N(z)−s)−1N(x)−s
Il est alors aise´ de voir que pour tout z ∈ Z ζ ′s(zZ) =
1
N(z)s .
Comme Z, Z[i] est un anneau factoriel, et on a unicite´ de la de´composition
des e´le´ments de Z ′ comme produit de classes premie`res.
En proce´dant comme dans la section 5, on montre alors
The´ore`me 10. Soit X, (Xn)n≥1 des variables ale´atoires a` valeurs dans Z
′.
On suppose que
– (Xn) est tendue.
– Pour tout z ∈ Z ′, P(z|Xn)→ P(z|X)
Alors (Xn)n≥1 converge en loi vers X.
De´monstration. Comme Z[i] est discret et de´nombrable, les arguments de
la section 5 se de´roulent sans grande modification. Les de´tails de la preuve
sont laisse´s au lecteur.
On peut maintenant e´noncer un analogue dans Z[i] du the´ore`me 6 .
The´ore`me 11. Soient Xn, Yn des variables ale´atoires inde´pendantes sui-
vant la loi uniforme sur {z ∈ Z ′;N(z) ≤ n2}. On note Zn = Xn ∧ Yn. Alors
Zn converge en loi vers ζ
′
2 En particulier
lim
n→+∞
P(Xn ∧ Yn = 1) = (
∑
z∈Z′
N(z)−2)−1 =
1
ζ(2)β(2)
.
De´monstration. Pour a ∈ C et r ≥ 0, on note B(a, r) = {z ∈ C |a−z| ≤ r}.
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En identifiant un point de Z ′ avec les 4 points de Z[i] qu’il contient, on a
P(z|Zn) = P(z|Xn)
2 =
Ç
|(zZ ′) ∩B(0, n)|
|Z ′ ∩B(0, n)|
å2
=
Ç
|Z ′ ∩B(0, n/|z|)|
|Z ′ ∩B(0, n)|
å2
∼
Ç
π(n/|z|)2
πn2
å2
∼
1
N(z)2
Ainsi la loi ζ ′2 est la seule loi limite possible. Montrons donc la tension. On
peut trouver a, b > 0 tels que ar2 ≤ |Z ′ ∩ B(0, r)| pour r ≥ 1 et |Z ′ ∩
B(0, r)| ≤ br2 pour tout r > 0. On en de´duit
P(Zn = z) ≤ P(z|Zn) ≤
b
a
1
N(z)2
Comme la se´rie des 1N(z)2 converge, cela donne comme pre´ce´demment la
tension de (Zn).
On a ainsi obtenu une preuve assez e´le´mentaire d’un re´sultat obtenu
pre´ce´demment par Collins et Johnson [4] a` l’aide de la the´orie ge´ne´rale des
corps de nombres.
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