Abstract
Introduction and background
One of the most challenging tasks in robotics is the task of recovering three-dimensional Euclidean structure of a scene from a sequence of images gathered with a moving camera Roughly speaking, there are two possible approaches to this problem. The first class of approaches uses a calibrated camera in which case the task of recovering shape and motion is non-linear if a perspective cameri model is considered 12, 101, and linear if an affine camera model is considered [8, 11, The standard way to solve a non linear set of equations i s to cast the problem into a least squares minimization problem and to use numerical methods in order to find a solution. Such non-linear optimization methods are appealing because they can deal with noise and, to a certain extent, with outliers, but have two drawbacks: they require some form of initialization which is not always an obvious task and they are iterative in nature. The cost of each iteration is at least equal to the cost of inverting a symmetric positive semi-definite matrix (J'J where J is the Jacobian of the sum-of-squares error function to be minimized). The size of this matrix is directly related to the number of images in the sequence and to the number of points to be reconstructed [4] and hence matrix inversion can be a time-consuming process.
In this paper we are addressing the problem of Euclidean reconstruction with an uncalibrated affine canzera. Since efficiency is an important issue in computcr vision we investigate constraints under which the Euclidean shape and motion problem becomes linear. The theoretical study that is described in this paper leads US to impose some practical constraints, namely we require that the camera is mounted onto a robot arm and that the robot is executing controlled motions whose parameters are known. Recent work has shown that the combination of robot controlled motions with a projective camera does not make the problem any sirnpler [ 7 ] . The a.Ene camera. model considered here is certainly just an approximation of the true projective mapping. Nevertheless, there is a large number of applicat,ions for which the camera is allowed to be at some distance from the scene and under these circumstances the affine model is a good approximation. The fact that we deal with an uncalibrated camerais an advantage over previous methods because we do not rely anymore on the tedious task of camera calibration.
Since the camera is mounted onto a robot hand there is a fixed rigid transformation between the camera frxne and the hand frame. This transformation is not known in a,dvance and hence the camera motion is known only up to a rotation and translation.
More formally, the problem that we attempt to solve in this paper can be stated as follows: Given an uncalibrated affine camera that is mounted onto a robot hand, given a number of point-to-point correspondences between images gathered with this camera and given known robot motions, then (i) determine the Euclidean structure of the scene, (ii) calibrate the affine camera., and (iii) estimate the camera-to-hand transform at i on.
The problem of Euclidean shape and motion estimation with an affine camera has received a lot of nttcntioii in thc past. In the case of a calibrated camera, Tomasi & Kanade [ll] (orthographic project,ion), Weinshall & Tomasi [I41 (weak perspective), and Poelmari & Kanade [SI (paraperspective) showed that the problem can be solved using straightforward linear methods. Quan [9] extended these approaches to the case of a.n uncalibmted camera. He showed that in this case one cannot use linear met,hods anymore and the problcm becomes non-linear. Moreover, he suggested canonical decomposition of the affine transformation inatris into intrinsic and extrinsic camera parameters. This decomposition treats various affine camera models (orthogra.phy, weak perspective, and paraperspectJivc>) within a common framework. All the methods mentioned above that use an affine camera model can determine shape only up to a mirror transformation.
In this paper we show under which controlled motions this ambiguity is removed.
The work reported herein is also related to the problem of hand-eye calibration. Previous work on handeye calibration attempted to solve the problem in two stages: first the robot is moved to some predetermined locations and at each one of these locations the intrinsic and extrinsic camera parameters are estimated using a known 3-D calibration grid, and second a set of homogeneous matrix equations is solved in order to determine the camera-to-hand transformation [6] . Our method may well be viewed as an on-line hand-eye calibration technique which requires neither a known calibration grid nor intrinsic camera parameters. Since in this paper we consider an affine camera, only the rotation associated with the hand-eye transformation can be determined.
To summarize, the main contributions of this paper are the following:
We show that the problem of Euclidean reconstruction with an uncalibrated affine camera has a simple linear formulation if the camera is mounted onto a robot and if the robot executes controlled motions,
We show the existence of a sufficient condition under which a unique solution may be obtained, namely we show that two independent robot rotations are sufficient to insure the uniqueness of the solution, and
We solve simultaneously for Euclidean reconstruction, camera calibration, and hand-eye calibration.
Paper organization. The remainder of this article is organized as follows Section 2 describes the affine camera model that will he used throughout the paper. Section 3 describes the problem formulation allowing to express reconstruction and calibration into a common framework. Section 4 provides a sufficient condition that insures that the problem has a unique solution. Section 5 describes the problem solution which involves simple linear algebra and shows how recovering camera parameters (camera calibration). Section 6 describes a number of experiments performed with an uncalibrated camera mounted onto a robot arm and Section 7 gives some directions for future work 2 The affine camera
In its most general form, the affine camera model can be written as:
where p is an image point expressed in standard image coordinates, P is 3-D point expressed in some En-clidean frame, arid NI is a 3 x 4 matrix of the form:
Eq. (1) can also be written as:
The translaticfn can therefore be "absorbed" by changing the orip;in of the image frame:
The 2-vector n is the origin of the new image frame and it is the projection of the 3-D frame's origin.
In order to make explicit the intrinsic and extrinsic parameters of the z~ffine camera, one may apply QRdecomposition to matrix N which provides [9] :
This decomposition is unique if the rank of N is eqiial to 2. Matrix A encodes 3 parameters associated with an affine camera and Rzx3 contains two rows of a rotation matrix, the third row being easily recovered with:
Special ca.ses of the affine camera model arc: orthography, weak perspective, and paraperspective. However, in this paper we will not make any prior assumption about one or the other of these specific models.
Problem formulation
We consider now i t camera that is rigidly mounted onto a robot arm and we associate an Euclidean frame with the robot hand --this frame is known in robotics as the tool frame and it is the frame able to perform controlled motions, provided that the robot kinematic model is known. Let ( R t ) be the rigid transformation (rotation and translation) between the hand frame and the standard camera Cartesian frame. The elements of R and t are the parameters associated with hand-eye calibrat o n . However, with an affine camera, only the rotationit1 parameters can be recovered, that is the row vector!: of matrix R.
We assume now that the robot hand frame is the 3-D frame in eq. (1) and therefore the camera projection matrix is (see Figure 1) : (6) where A contains the 3 intrinsic parameters of the affine camera and Rzx3 contains the first 2 row vectors of the rotation matrix R.
Therefore, Matrix M encapsulates both the camera calibration problem and the hand-eye calibration problem. Of course M cannot be directly estimated, a,nd in what follows we wil! provide a method that, first computes a 3-D reconstruction of a scene and second calibrates the camera as well as the hand-eye relationship.
We assume now that both the camera and the robot hand undergo a sequence of rigid motions and that neither A nor R and t vary during these motions:
hence, matrix M is assumed to be fixed during these motions. The camera observes a 3-D scene and imageto-image correspondences can therefore be established and a affine scene reconstruction can be performed. Indeed, such methods as factorization [11] or affineinvariant methods 
By substituting the Yz's in eq. (7) we obtain the following set of n -1 matrix equations:
Each one of these matrix equations can be written
This matrix equation can further be decomposed as:
NIXit, + (NI -N,)xi = nz -n1 (10)
The first one of these equations is composed of 2 x 3 matrices and it is homogeneous in the elements of the 3 x 3 iinknomn matrix XI. The second one is composed of 2-wctars and the unknowns are the matrix XI and the 3-vectOr X I :
Therefore there are 12 unknowns and each camera motion provides 6 + 2 constraints. For n camera posit,ions there are rL -1 motions which provide S(n -1) linear equations. Therefore, n must at least be equal to 3 in order to solve for the elements of Y1 .
Before we proceed further and develop a solution to the problem, let's recapitulate the main stages of the aiet,hod:
Perform a number (at least 2 ) of controlled motions with the robot on which the camera is mounted. These robot motions provide the elements of the matrices Bli = ( R i ti ). Grab an image at each position, extract interest points from each image and establish point correspondences between images.
Determine afine structure and afine motion from the extracted 2-D points, that is, determine 3-D affine coordinates Sj in a scene centered frame as well as the projection matrices Mi which transform these points into image points. Thus, we have Ni and ni in equations (9) and (18).
Ccnvert affine structure into Euclidean structure. This is equivalent to solving the overconstrained set of linear equations as described above (eq. (9) and (10)). We deduce XI and X I , i.e. matrix 4.
4
Y1. Once YI is determined one can easily convert affine coordinates into Euclidean coordinates:
A.fine camera and hand-eye cdibration are performed by computing matrix M = ( N n ) using any of the expressions in eq. (7). As already explained in section 2 , the QR-decomposition of the 2 x 3 matrix N provides the intrinsic and extrinsic parameters of the affine camera. The extrinsic parameters (a 3 x 3 rotation matrix)
amount for the hand-eye calibration.
A sufficient condition for uniqueness
As it has been outlined in the previous section, the problem to be solved is the resolution of a system of matrix equalities defined by eq. (8) . One such equality can be written as:
Y~B ,~Y ; '
Let U be a 4 x 4 invertible matrix that belongs to the subgroup of matrices of the affine group that commutes with BT: , or with BIZ, and let C(B1,) denote this subgroup. We have: Therefore, if Y1 is a solution, Y1U is a solution as well and Y1 will not be uniquely determined. As a consequence, one has to choose a sequence of hand motions BI, such that the only possible choice for U is the identity matrix.
In what follows we derive a suficzent condition for obtaining the result above. We show that at least 2 motions (or 3 robot positions) are necessary, that there should be at least 2 distinct axes of rotation, and that one among the motions should be such that its translation vector is not orthogonal to its axis of rotation.
Indeed, let U and Bli be written as:
We seek a matrix U satisfying:
By developing the matrix products on both sides of the equation above we obtain: WR; = R;W (12) W ' t ; + u = Riu+ti (13) Let nl, n2: and n3 be the eigenvectors of the rotation matrix Ri. It is well known that a rotation matrix has three distinct eigenvalues: 1-11 = 1, 1-12 = eiB, and p3 = e-i* . From eq. (12) we easily obtain that W and Ri must have the same eigenvectors bl;t they can have distinct eigenvalues. Indeed, with Rinj = pjnj and by substitutjon in eq. (12):
Hence, Wnj = ujnj with j = 1 , 2 , 3 and one may notice that the ei,senvalues of W, u1, v~, and u3 cannot be null because TN is not singular.
We consider now a second motion with its associated rotation matrix RI, whose eigenvectors are denoted by ml , m2, and m3. Let ml be the axis of rotation of RI, and let us impost' that this vector is neither parallel to nl (the axis of rotation of Ri) nor in the plane defined by n2 and n3. ml can therefore be written as a linear combination of the eigenvectors of Ri:
We obtain:
However, the eigenvect,ors of W and Rk should also be the same:
By identifying eq. (16) with eq. (15) we obtain:
Since the matrix W has three identical eigenvalues it is necessarily of the form:
As a conscquenco, eq. (13) becomcs:
In this expression, (R, -1)u is a vector perpendicular to the axis of rotation of R, -the eigenvector n1.l 'In order to be convinced of this orthogonality, consider the dot product between vect,or U and the axis of rotation of R,, nl. Finally, we obtain that the unique solution for U is:
U = I
To conclude we proved the following sufficient condition which insures the uniqueness of the solution of eq. (8) 
Problem solution
Let PO, P I , . . . Pk be the set of scene points for which we seek 3-D Euclidean coordinates. As already explained, we first determine their affine coordinates, and second we convert these coordinates into Euclidean ones. Let PO be the origin of the world frame. We define an affine basis of the 3-D space with the points Po, PI, P2, and P3 which are supposed to be non coplanar. Vector S j is the vector from PO to Pj.
Let SI, Sz, and SS be an affine basis -they are three Moreover, the scalar triplet (a,?, pj,n/j) denotes the affine coordinates of a vector Sj. We have:
Let pji be the projection of Pj onto the ith image. Hence pjl, pjz, . . . pjn are projections of Pj in the n images. Since we choose PO to be the origin of the space frame, pnl, po2, . . .pori are the origins of the image frames that absorb the translational component ~ Similarly, the image vector sj; denotes the vector from point poi to point pji.
Therefore, for all j , and for all i ( i = 1 . . .n, j = 1 . . . IC) eq. (3) writes:
Affine shape and motion
By combining eq. (17) with eq. (18) we obtain:
For n images and for every point correspondence j, with j > 3, we obtain the following matrix equation:
This can be written more compactly as:
The pseudo-inverse of B can be computed provided that the rank of €3 is equal to 3. This rank condition is satisfied if:
e n (the number of views) is greater or equal to 2;
e The basis image vectors are not collinear. This is a necessary but not sufficient condition for insuring that the four 3-D basis points are not coplanar, and 0 t,he camera motion is neither a pure translation iior a rotation around the optical axis.
With these conditions satisfied, one may compute the affine coordinates of any space point j , with j > 3:
The overscript t stands for the pseudo-inverse of a mat,ris. This espression can be written for all j , j > 3:
with:
Therefore, the ufine shape just determined is described by the 3 x , k matrix s: s = ( SI sp s,? s* ) 14 ' c may now determine the affine transformations Ni as follows. Ey. (18) can be writken for n views and for k points in the following form:
Ilore compactly this can be written as [Ill:
nF refer to this formula as the afine shape and motzon
equation
While the affine-invariant method allows a more direct analysis of the problem, the factorization method [l, 8, 111 is more convenient from a practical point of view. This method avoid the problem of finding four non coplanar object point to perform the reconstruction. The factorization method computes affine shape and motion simultaneously by performing a singular value decomposition of the 2n x IC matrix CT (equation (21)).
Euclidean shape and motion
We are now able to solve for Y 1 in eq. (8), where each matrix constraint can be decomposed into eq. (9) The optimal solution for X I can be found by solving:
The solution is the eigenvector associated with the smallest eigenvalue of the symmetric semi-definite positive matrix d*A. Therefore the elements of X1 are defined up to a scale factor: pX1.
By substituting pX1 in the second equation we obtain:
With n camera positions ( n -1 motions) we obtain a linear set of equations of the form:
x 1
This linear system has an obvious solution if the rank of B is equal to 4. The Euclidean coordinates of the scene points can now be recovered using eq. (11):
Camera and hand-eye calibration
Camera calibration and hand-eye calibration are both embedded in the projection matrix M, eq. (6), which is obtained by multiplying two matrices that. have just been determined:
which is the first elluation in eq. (7) . Therefore the intrinsic camera parameters and the rotation matrix between the camera, and the robot hand are obtained by performing a &Et-decomposition of N ~-the 2 x 3 sub-matrix of M.
The intrinsic parameters are recovered under the form of a 2 x 2 lowdiagonal matrix A as in eq.(5). This is a very general affine camera model with three parameters (a, b, 2nd c ) that can be specialized as follows:
if the off-diagonal element b is small compared to the diagonal elements, then it can be neglected and the camera model is equivalent to weak perspective, and 0 if the off-diagor: a1 term is not small, then the carnera model is equivalent to paraperspective.
Experiments
In ordcr to validate the method we performed several similar experiments. A camera mounted onto a robot observes a 3-D object from 12 different positions. Therefore, the perspective effect is weak and the camera model can bc described by an affine projection. Interest points were detected and tracked over the irnage sequence: There are 132 tracked points belonging to three different faces of the parallelepiped. In this sequence, the matching process has been done by hand because of the very repetitive motif, but for other real sequences we have used the method described in [15] .
Fignre 2 shows the results of reconstructing the 3-D shape of this object with two methods: the method described in this paper and a method that uses a perspective camera model [l] . For each method Figure 2 shows a top view and a lateral view: (c) and (d) correspond to the mei,hod described in this paper and (e) and ( f ) correspond to the method described in [I] . There are two impclrtant differences in between these two methods: (i) the former uses an uncalibrated camera while the latter uses a calibrated camera and (ii) the former method assumes an affine camera model while the latter me.thod considers a perspective camera model.
It is not easy to compare the two reconstruction results because the 3-D reference frame used by the two methods are different. In the case of the method described in this paper the 3-D frame is the Euclidean frame associated with the robot. hand. For the second method, the 3-13 frame is a object centered frame whose orientation is aligned with the camera frame in its first position. The camera parameters that are obtained with the above experiment are the followings: neglected, the camera model can be approximated in this case by weak perspective projection. The non null diagonal element represents the aspect ratio between the horizontal and vertical pixel size.
Discussion
In this paper we described a method for recovering the 3-D Euclidean structure of a scene using an uncalibrated affine camera mounted onto a robot arm. The Euclidean information is provided by controlled robot motions with known parameters. We proved a sufficient condition for nniqueness (there must be at least two robot motions with non identical rotation axes) and we provided a very simple linear algebraic method for recovering 3-0 shape and for determining -as a side effect -the intrinsic and extrinsic camera parameters. The intrinsic parameters allow one to determine whether it is a weak perspective or a paraperspective camera. The extrinsic parameters (a rotation matrix) correspond to the relative orientation between the robot hand frame and the camera. The method that we described in this paper may be used whenever controlled motions are possible. This is the case with cameras mounted on robots but also with active stereo heads. Similarly a number of authors have shown that the camera calibration problem is simpler if some special motions can be performed in space [ 5 ] . It may be a problem, however, to rotate an uncalibrated camera around its optical axis. The method described in this paper provides some insights for the case where the actual axis of rotation is not perfectly aligned with the optical axis. 
