Abstract-It is, by now, well known that McIntyre's localized carrier-multiplication theory cannot explain the suppression of excess noise factor observed in avalanche photodiodes (APDs) that make use of thin multiplication regions. We demonstrate that a carrier multiplication model that incorporates the effects of dead space, as developed earlier by Hayat et al. provides excellent agreement with the impact-ionization and noise characteristics of thin InP, In 0 52 Al 0 48 As, GaAs, and Al 0 2 Ga 0 8 As APDs, with multiplication regions of different widths. We outline a general technique that facilitates the calculation of ionization coefficients for carriers that have traveled a distance exceeding the dead space (enabled carriers), directly from experimental excess-noise-factor data. These coefficients depend on the electric field in exponential fashion and are independent of multiplication width, as expected on physical grounds. The procedure for obtaining the ionization coefficients is used in conjunction with the dead-space-multiplication theory (DSMT) to predict excess noise factor versus mean-gain curves that are in excellent accord with experimental data for thin III-V APDs, for all multiplication-region widths.
R
ECENT advances in the design and fabrication of avalanche photodiodes (APDs) have allowed these devices to achieve levels of gain-bandwidth product and array configurability that make them excellent choices for use in current 10 Gb/s receivers operating in the silica-fiber window. Within an operational frequency range corresponding to that of current lightwave systems, APDs provide an advantage over p-i-n detectors because of the internal gain that they provide [1] . This gain is, however, accompanied by excess noise that arises from randomness in the coupled avalanching process of the very electrons and holes that give rise to the gain in the first place [2] . It has recently been demonstrated that the use of thin (less than 1 m) APD multiplication regions serves to reduce excess noise [3] , [4] . When operated in appropriate configurations, such as resonant-cavity enhanced (RCE) devices, these APDs can achieve high quantum efficiency ( 0.7) and large gain-bandwidth product ( 290 GHz) [5] , [6] .
APD noise is most readily characterized by a quantity called the excess noise factor [1] , [2] . McIntyre [7] first obtained a mathematical form for this function in a classic paper published in 1966. He showed that the excess noise factor depends only on the mean gain and on the ratio of the ionization coefficients for holes and electrons. McIntyre's formula rests on two assumptions: 1) that the avalanche multiplication region is uniform and 2) that the ability of electrons and holes to effect an impact-ionization does not depend on their past history. The McIntyre formula has been successfully used for many years to characterize the multiplication noise of conventional thick APDs.
If either (or both) of the above conditions are not satisfied, however, a more general theory is required for calculating the excess noise factor. Nonuniform multiplication regions can be constructed using arbitrary multilayer APD structures created with the help of bandgap engineering. Multiquantum-well APDs [8] , [9] are designed such that the carrier multiplication process takes place only at certain preferred locations in the material, as determined by the externally engineered superlattice. The uncertainty in the carrier birth locations is thereby reduced, and a theory admitting nonuniform multiplication [10] is required to describe the noise of these devices. The expression for the excess noise factor will then depend not only on and on , but also on the detailed structure of the device [10] , [11] .
The effect of past history on the ability of a carrier to create a new carrier pair via impact-ionization can also be taken into account, as has been shown previously by Okuto and Crowell [12] , La Violette and Stapelbroek [13] , Hayat et al. [14] - [17] , Spinelli and Lacaita [18] , and McIntyre [19] . For APDs with thin multiplication regions [3] , [4] , [20] - [23] this turns out to be necessary. Incorporating carrier history is important because newly born carriers are incapable of immediately causing impact-ionizations. They must first travel a sufficient distance (called the dead space), in the course of which they gain enough energy from the field to permit them to cause an impact-ionization. These carriers are then said to be enabled [4] .
0018-9383/01$10.00 © 2001 IEEE Gain fluctuations, and therefore APD noise, are typically lowered when the multiplication region is tailored to a nonuniform profile, and when carrier history is taken into account, since both of these features generally reduce randomness. Although neither is accommodated by the McIntyre theory [7] , [24] , it is often used anyway, with the result that the device characteristics are not properly understood. In the early 1990s, Hayat et al. [14] - [16] formulated a dead-space-multiplication theory (DSMT) that permitted the gain, excess noise factor, and gain probability distribution to be determined in the presence of dead space. Because the DSMT developed in [16] incorporates a nonuniform electric field, it can accommodate arbitrary history-dependent ionization coefficients. The results presented in [15] and [16] clearly illustrated that dead space reduces the excess noise factor, and that this reduction becomes more significant as the ratio of the dead space to the multiplication-region width increases.
In subsequent years, experiments and Monte Carlo (MC) simulations revealed that the excess noise factor does indeed decrease as the multiplication-region width is reduced [25] - [29] . Moreover, it has recently been shown [4] , [20] , [21] that in thin APDs, the dead space represents a significant fraction of the multiplication-region width (up to 25% for devices with widths 100 nm) and that dead space does indeed play an important role in reducing the excess noise factor. It is principally for this reason that there has been a great deal of interest of late in thin-multiplication-region APDs.
Even with the success of the DSMT in mathematically characterizing the effect of dead space on avalanche multiplication, its utility in predicting experimental results remained limited, primarily due to the absence of a suitable way of determining the ionization coefficients in the presence of dead space. In particular, ionization coefficients extracted from the McIntyre multiplication theory are not applicable to devices in which dead space plays a role. The DSMT requires knowledge of the ionization coefficients of enabled carriers, i.e., those that have traveled a distance exceeding the dead space. In the absence of a proper theory for the ionization coefficients, Li et al. [20] used a mean-free-path formulation to estimate how the effective ionization coefficients extracted with the help of the McIntyre theory (such as those reported in [30] and [31] ) could be modified; they then proceeded to use these modified values in the DSMT to predict the excess-noise characteristics of thin APDs. This approach is, however, approximate, as pointed out by Spinelli et al. [32] , and as recognized by Li et al. [20] .
McIntyre [19] and Yuan et al. [3] , [22] subsequently developed a modification of the DSMT and utilized it to study the excess noise factor for thin APDs. The formulation developed in [19] uses a so-called history-dependent electric field to incorporate nonlocal effects in the ionization coefficients. However, the implementation of this approach, carried out in [3] and [22] , makes use of a free parameter (the width of the Gaussian correlation function used in the formulation of the history-dependent electric field) to facilitate achieving agreement between theory and experiment.
More recently, Saleh et al. [4] directly applied the DSMT to published experimental data for GaAs and AlGaAs APDs [28] and developed a model for the ionization coefficients that was independent of the multiplication-region width. The formulation in [4] utilized only knowledge of the electric field, the ionization threshold energies for each carrier, and noiseversus-gain experimental data. In particular, for each carrier and each material, a single electric-field-dependent model for the ionization coefficient was developed that was suitable for devices of all thicknesses (100 nm-1600 nm for the particular data sets examined). In essence, the paper by Saleh et al. [4] , published in 2000, provided a methodology, as well as a practical procedure, for calculating the material-specific ionization coefficients for carriers that have traveled a distance greater than the dead space, directly from gain and noise measurements. This feature distinguishes their approach [4] from other variations [3] , [20] , [22] of the original DSMT implementation [15] .
When this width-independent model for carrier ionization was used in conjunction with the DSMT to calculate the excess noise factor, good agreement with experimental results were obtained [4] . The fits, however, were found to be sensitive to the selection of the electron and hole ionization threshold energies, which are key parameters in the DSMT. Unfortunately, accurate theoretical estimates of the ionization threshold energies have been reported only for a limited number of materials, specifically for electrons in GaAs and InP [33] , and the threshold energies reported elsewhere are of questionable accuracy. By virtue of the free parameter in their approach, however, the predictions obtained by Yuan et al. [3] , [22] were superior. A way had to be found to adjust the theoretical ionization threshold energies, resulting in effective threshold energies, to better accommodate the presence of dead space and the underlying physics into the model.
In this paper, we do precisely that. In optimizing the fit of theory to data, the ionization-threshold energies are permitted to deviate from the theoretical values reported in the literature. This optimization process essentially extracts the effective ionization threshold energies. The advantage of adjusting the ionization threshold energy in APD noise prediction was originally highlighted by Li et al. [20] in the context of their approach, which differs in principle from ours [4] , as discussed earlier.
The enhanced procedure reported here turns out to provide substantially improved agreement of the DSMT calculations with experiment, while maintaining all of the underlying physical principles attendant to the DSMT model [4] , [15] . This is illustrated by comparing the outcome provided by the new procedure outlined here with that used previously [4] for thin-multiplication-region GaAs and AlGaAs APDs. InP and InAlAs APDs with various multiplication-region widths are also examined in detail. The agreement of the DSMT with experiment turns out to be excellent for all four materials, for all multiplication-region widths examined.
II. DEAD-SPACE MULTIPLICATION THEORY
For completeness, we begin by reviewing some germane aspects of the double-carrier multiplication DSMT [15] . Dead space is a feature of the avalanche-multiplication process because band-to-band impact-ionization can take place only after an electron or hole has acquired sufficient kinetic energy to collide with the lattice and ionize another electron-hole pair. The smallest value of the ionizing-particle kinetic energy that can accommodate this process is termed the ionization threshold energy, denoted and for the electron and hole, respectively. The minimum distance that a newly generated carrier must travel in order to acquire this threshold energy is termed the carrier dead space [12] , and is denoted and for electrons and holes, respectively. Assuming the absence of phonon scattering, the presence of a uniform electric field in the multiplication region gives rise to a constant force so that [12] (1) (2) where is the electronic charge.
The use of these equations in the presence of phonon scattering would likely result in larger estimates of the effective ionization threshold energies than those returned by theoretical estimates, which do not involve phononscattering effects. And modeling phononscattering loss is a difficult enterprise. However, it has been argued by Anderson and Crowell [34] , for example, that the relative value of the phononscattering loss is significantly smaller than the ionization threshold energy. Thus it has been customary to assume zero phononscattering loss [16] , [20] , [21] , and we continue in this tradition.
The gain statistics for double-carrier multiplication APDs, in the presence of dead space and a uniform or a nonuniform electric field, have been developed and reported in [15] , [16] . The theory involves recurrence equations of certain intermediate random variables
and . The quantity is defined as the overall electron and hole progeny generated by a single parent electron (hole) at the position in the multiplication region, which is assumed to extend from toward . The electric field within the multiplication region is assumed to be pointing from to . In the case of electron injection at the edge of the multiplication region, the random gain of the APD is simply , which can be further reduced to since . According to [15, eqs. (14) and (15)], the averages of and , denoted by and , respectively, obey the following set of coupled integral equations:
Here, and are the probability density functions (pdfs) of the random free-path lengths and of the electron and hole, respectively.
Defining and , respectively, as the ionization coefficients of enabled electrons and holes, i.e., those that have traveled a distance greater than the dead space, a plausible model for the above pdfs is given by [15] (5) (6) where is the unit step function [ if , and otherwise]. These pdfs correspond to a fixed (hardthreshold) dead space, for which the ionization coefficient of a carrier is zero for carriers that have traveled a distance shorter than the dead space and is constant for carriers that have traveled a longer distance.
This model is the spatial analog of the fixed nonparalyzable dead-time-modified Poisson process [35] - [37] ; the underlying Poisson character of this process is responsible for the exponential behavior of the inter-event intervals in (5) and (6) for distances greater than the dead space. In some physical processes the dead space is stochastic, rather than fixed, which gives rise to the variable nonparalyzable dead-time-modified Poisson process [38] . In other circumstances, carriers can be gradually, rather than abruptly, enabled, resulting in relative (soft-threshold) dead space, which is the spatial analog of the sick-time-modified Poisson process [39] . MC simulation shows that APD carriers do indeed exhibit relative dead space (sick space); the ionization probability is low following birth and gradually increases over some distance [23] . Although sick space provides a superior representation of physical reality than does dead space, the fixed dead-space model adequately captures the essential history dependence of the impact-ionization process and does so without the necessity of postulating an adhoc recovery function. And, it has the salutary feature of being amenable to far simpler analysis.
Using (5) and (6) to obtain solutions to (3) and (4), then, leads to a mean gain (7) and an excess noise factor given by (8) Here, and are the second moments of and , respectively. According to [15, eqs. (18) and (19)], these quantities are, in turn, governed by the following set of coupled integral equations:
The recurrence equations (3), (4), (9) , and (10) can be solved to estimate and by using a simple iterative numerical recipe (Picard iterations), as outlined in [15] . Given the electric field and ionization threshold energies, one can search for the values of and that yield a specified mean gain and excess noise factor.
Hole-injection APDs are analyzed by interchanging the electron and hole ionization coefficients, the electron and hole dead spaces, and the s and s.
The dependence of the electron and hole ionization coefficients on the electric field , and , respectively, is often modeled by the standard equation [40] , [41] (11) where , , and are parameters chosen by fitting measured excess-noise-factor data [30] , [42] . We adopt the same equation to model the ionization coefficients of enabled carriers, which are determined as follows: After calculating a unique pair of electron and hole ionization coefficients for a mean-gain and excess-noise-factor experimental pair corresponding to a specific electric field , we obtain the parameters , , and for both electrons and holes over a range of electric-field values and multiplication-region widths by fitting the ionization coefficients to the model provided in (11) . In Section III, a search algorithm is outlined that exploits this scheme to estimate the ionization coefficients of enabled carriers.
III. DEAD-SPACE MULTIPLICATION THEORY AND THE EXCESS NOISE FACTOR
To demonstrate the applicability of the DSMT to APDs with thin multiplication regions of various widths, we analyze experimental excess-noise-factor data for InP, InAlAs, GaAs, and AlGaAs separate-absorption-multiplication (SAM) homojunction devices [3] . The devices consist of four InP APDs with multiplication-region widths of 281 nm, 317 nm, 582 nm, and 1110 nm; four In Al As APDs with widths of 190 nm, 363 nm, 566 nm, and 799 nm; four GaAs APDs with widths of 100 nm, 200 nm, 500 nm, and 800 nm; and three Al Ga As APDs with widths of 200 nm, 400 nm, and 800 nm. Portions of these data have been published previously [3] , [28] . DSMT analyses of some of these data have been carried out by Yuan et al. [22] , using the particular DSMT approach presented in [19] , and also by Saleh et al. [4] .
A. Procedure for Determining the Universal Model for the Ionization Coefficients of Enabled Carriers
The width-independent (universal) ionization coefficients are determined as follows:
Step 1) Given knowledge of the electric field and the width of the multiplication region, along with the ionization threshold energies, the electron and hole dead spaces are computed using (1) and (2).
Step 2) For each experimental mean-gain and excess-noisefactor pair, appropriate values for and are determined from the recurrence equations that lead to the DSMT mean gain and excess noise factor. This step is carried out by inserting initial values for the ionization coefficients in the recurrence equations and subsequently varying these values until the DSMT mean gain and excess noise agree with the measured values.
Step 3) The previous step is repeated, spanning all measurements of the experimental mean gain and excess noise factor at different values of the electric field and for multiplication regions of different widths.
Step 4) When all excess-noise-factor data points are exploited, each resulting ionization coefficient is used in the standard exponential model [given by (11) ] to determine the parameters of this model using a least-square-error fit. These four steps are essentially identical to those outlined in [4] . The models for the electron and hole ionization coefficients are used to predict the dependence of the excess noise factor on the mean gain. However, the fit to excess-noise-factor curves can be substantially enhanced by carrying out an additional step.
Step 5) The first four steps are repeated while adjusting the electron and hole ionization thresholds over a narrow range until the best excess noise factor versus mean-gain prediction is obtained. This procedure is warranted on physical grounds, as discussed earlier. This procedural modification of implementing the DSMT model is the principal contribution of this paper. Its efficacy will be demonstrated in Section IV.
Since
Step 2 is critical in implementing the DSMT model, we review the procedures involved in carrying it out for the case of electron-edge injection [4] . To save computational time, we initially use trial values for the electron ionization coefficient and the hole-to-electron ionization ratio determined from the conventional McIntyre theory which has the merit of simple closed-form expressions. These initial values are denoted and and are computed by fitting the experimental mean gain and excess noise factor for each device (with specified width) to the conventional expressions for the mean gain and excess noise factor [7] (12) (13) We seek the unique pair that yields a specified experimental pair . This is possible by virtue of the one-to-one correspondence between the pairs and in the DSMT, as discussed in [4] . To illustrate the procedure, consider the sample experimental data pair marked by the symbol in Fig. 1 . We substitute the initial values of and in (3), (4), (9) , and (10) and numerically solve these equations. This allows a trial value for the DSMT mean gain and excess noise factor to be calculated using (7) and (8) In this illustration the resulting pair , shown as encircled point 1 in Fig. 1 , is seen to underestimate the measured values. We would then increase until the calculated mean gain matches (shown as encircled point 2 in Fig. 1 ). From this point forward, and Fig. 1 . General characteristics of the excess noise factor (F ) versus the mean gain (hGi) parameterized by the hole-to-electron ionization ratio k, according to the conventional McIntyre theory [7] . The encircled points 1, 2, and 3 are samples of the (hGi; F ) values generated in the process of finding the ionization coefficients of enabled carriers using the dead-space theory.
are concomitantly adjusted to increase the excess noise factor, bringing it closer to , while maintaining the mean gain at . Any increase in must be accompanied by a reduction in (and vice versa) to maintain the calculated mean gain at . For example, in Fig. 1 , encircled point 2 lies below so that must be increased which, in turn, causes to increase, while is adjusted downward to a lower value to maintain the mean gain at . The results is encircled point 3 in Fig. 1 , where is now slightly overestimated. These adjustments are repeated with progressively finer changes in and until . (The relative tolerance used in our calculation for establishing convergence is 0.01.) This completes the procedure involved in Step 2.
IV. RESULTS
For each of the four materials (InP, In Al As, GaAs, and Al Ga As) we were able to find a single set of parameters ( , , and ) that satisfied the exponential model provided in (11) independent of the multiplication-region width. This enabled us to estimate the electron and hole ionization coefficients, and , respectively. Since the impact-ionization rate for holes in InP is greater than that for electrons, the carriers were reversed in the recurrence equations, as discussed earlier.
The optimized sets of width-independent parameters , and that yielded the best fit in the universal exponential model, for both electrons and holes are provided in Table I . The improved fitting procedure used in this paper causes both the GaAs and Al Ga As values to differ slightly from those presented in Tables I and II of [4] .
The values of are quite close to unity. Theoretically, they are known to depend on the approximation used for the electron distribution function [41] . In fact, is predicted to be exactly unity if the mean-free-path for ionizing collisions is much smaller than that for phonon collisions. This approximation is clearly most suitable at larger values of the electric field. For low values of the electric field, on the other hand, only a few "lucky" electrons are expected to attain the threshold energy necessary for impact-ionization in a single free path, and turns out to be 2. Since the electric-field values for thin APDs are typically large, it is plausible to conclude that the observation of near unity accords with the notion that the mean-free-path for ionizing collisions is much smaller than that for phonon collisions, and this suggests that the latter can be neglected. To confirm the validity of the values of deduced from our fitting procedure, we carried out a series of model-fitting calculations in which the parameter was forced to unity. The results revealed that the curves were inferior to those in which was used as a fitting parameter. Indeed turns out to be the most sensitive parameter of the three in the exponential model.
The electron and hole ionization coefficients for InP are displayed in Figs. 2 and 3 , respectively, whereas those for In Al As are presented in Figs. 4 and 5, respectively. It is evident from Figs. 2-5 that for each material, the calculated electron and hole ionization coefficients of enabled carriers and , respectively, (symbols), are in excellent agreement with the single exponential model, for all multiplication-region widths. This is in accord with expectation since physical principles dictate that the ionization coefficients of an enabled carrier should be material specific but independent of multiplication-region width. Similar results were obtained for the GaAs and Al Ga As APDs; the DSMT fitting procedure enhancement set forth in this paper provides significant improvement over the results previously reported in [4, . As in our earlier work [4] , we observe that the DSMT-derived ionization coefficients for GaAs, AlGaAs, and InP are higher than those derived for bulk material [30] , [42] , [43] (the conventional theory was used in deriving the ionization coefficient from the bulk experimental data). The authors are not aware of reported ionization coefficients for bulk InAlAs.
The relative dead space extracted from the DSMT model, which is defined as the ratio of the dead space to the multiplication-region width, is presented in Tables II and III , for InP and In Al As multiplication regions of different widths, respectively. Since a thin device requires a higher electric field than a thick device to provide the same mean gain, the dead space associated with a thin device is smaller than that for a thick device. Nevertheless, as is evident in Tables II and III , the relative dead space increases as the multiplication-region width is reduced. This behavior is in accord with the results reported by Li et al. [20] and Ong et al. [21] , and underlies the salutary reduction in excess noise factor as multiplication-region thickness is reduced [15] . Values for the relative dead space for GaAs and Al Ga As APDs are close to those reported in [4] . The established values for the electron and hole ionization energies, and , and the values returned for the best fit of the DSMT to the gain-noise data, are provided in Table IV . It is clear that the effective ionization threshold energies estimated via the DSMT are larger than the theoretically established values [31] , [34] , [44] , [45] for both electrons and holes in all four materials. Based on these results one could speculate that the estimates returned by the DSMT include phononscattering energy loss, but this conclusion would be unfounded. The initial values used in our calculations are quite removed from those that emerge from the most complete theory that is currently available [33] . According to Bude and Hess [33] , who are likely to have the most accurate results, qualitative estimates of the electron ionization threshold for GaAs and InP, with respect to the bandgap energy, are expected to be in the vicinity of 1.9 eV and 2.3 eV, respectively. On the other hand, the DSMT electron ionization threshold values derived from experimental data turn out to be 1.9 eV and 2.1 eV, respectively, for these two materials [see Table II ]. Thus the electron ionization threshold obtained by Bude and Hess [33] is identical for GaAs and within 10% for InP compared to that derived by DSMT. (Clearly, fitting the DSMT to the experimental data would have been facilitated had we started with their value). Attempts to force the InP electron ionization threshold energy to the Bude and Hess value of 2.3 eV failed to produce as good a fit to the experimental data as the 2.1 eV result reported in Table IV . However, it is not surprising to find that the effective ionization threshold values are not identical to the theoretical values. The small deviation accounts for errors resulting from the approximations involved in the simple hard-threshold dead-space model. The proximity of these two theoretical and DSMT derived ionization threshold values nonetheless justifies our use of (1) and (2) and suggests that the phonon scattering loss may indeed be ignored. Since Bude and Hess [33] did not provide ionization threshold energies for electrons in AlGaAs and InAlAs, nor did they provide ionization threshold energies for holes in any material, it was not possible to compare our results with theirs for all entries in Table IV . In any case, the effective ionization threshold obtained from the DSMT should be independent of the initial value used for the computations. Finally, the excess noise factor versus mean gain is presented in Figs. 6-9 for InP, In Al As, GaAs, and Al Ga As APDs, respectively. Symbols indicate experimental measurements while curves correspond to predictions of the DSMT. The agreement is excellent in all cases. It is apparent that optimization over the ionization-threshold energy provides improved agreement of theory with experiment as is evident by comparison of Figs. 8 and 9 , for GaAs and Al Ga As, Fig. 9 . Comparison of the DSMT-predicted and the experimental excess noise factor F versus mean gain hGi for three thin Al Ga As APDs with different multiplication-region widths. Symbols represent experimental data and curves represent predictions using the DSMT. Though the data are identical to those presented in [4, Fig. 7 ], an improved fitting procedure has been used. respectively, with [4, Figs. 6 and 7] . The fits in [4] made use of threshold energies taken directly from the literature [31] , [34] .
V. CONCLUSION
We have provided a technique for significantly improving the usefulness of the DSMT [4] , [15] for analyzing avalanchephotodiode data and for determining material-specific ionization coefficients of (enabled) carriers that have traveled a distance greater than the dead space. The ionization coefficients are calculated directly from excess-noise-factor measurements, without having to resort to simulation of any kind. This improvement is achieved by adjusting the theoretical estimates of the threshold energy reported in the literature to generate effective ionization threshold energies. The use of an effective threshold energy compensates for the inaccuracies in the theoretical threshold-energy estimates and the limitations imposed by the simple hard-threshold dead-space model. The estimated effective threshold energies are generally found to be higher than the theoretical values reported in the literature. It is shown that the DSMT provides an excellent description of excess noise factor versus mean-gain data for all four materials examined, for all multiplication-region widths.
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