Rates of convergence of limit theorems are established for a class of random processes called here quasi-additive smooth Euclidean functionals. Examples include the objective functions of the traveling salesman problem, the Steiner tree problem, the minimumspanning tree problem, the minimumweight matching problem, and a variant of the minimum spanning tree problem with power weighted edges.
with probability one (the same being true in expectation). This theoretical result has become widely recognized to be at the heart of the probabilistic evaluation of the performance of heuristic algorithms for vehicle routing problems. In fact it is used as the main argument in the probabilistic analysis of partitionning algorithms for the TSP by Karp 6] . Because of these algorithmic applications, results like that of Beardwood et al. have gained considerable practical interest. An important contribution on the subject is contained in Steele 11] in which the author uses the theory of independent subadditive processes to obtain strong limit laws for a class of problems in geometrical probability which exhibit nonlinear growth. Examples include the traveling salesman problem, the Steiner and rectilinear Steiner tree problem, and the minimum weight matching problem. Other problems, such as the minimum spanning tree problem, the minimum 1-tree problem, and some probabilistic versions of the traveling salesman problem and minimum spanning tree problem, have been subsequently treated in di erent papers (see respectively Steele 12 ], Goemans and Bertsimas 3], and Jaillet 5] ). For most of these problems, the results concern the almost sure convergence of a sequence of normalized random variables, say L n =n , to a constant c, as well as the convergence of the normalized means.
Questions about rates of convergence have been raised many times. There are in fact two issues concerning information on the rate of convergence:
1. What is the asymptotic size of L n ? EL n ?
2. What can be said about the rate of convergence of the normalized means EL n =n to c ?
For the traveling salesman problem in the plane (d = 2), Rhee and Talagrand 9] (see also 8]) prove that, if the points are uniformly and independently distributed over the unit square, then there is a constant k such that kL n ? EL n k p k p p for each p.
On the other hand, to the best of our knowledge, the second issue has never received a full answer. For the traveling salesman problem in the plane, if one follows the usual subadditivity argument for L n (see, for example 1, 11]), it is relatively easy to deduce that EL N p n ? c for a positive constant c, where N has a Poisson distribution with parameter n (N is the number of points corresponding to a Poisson process of intensity n times the Lebesgue measure over 0; 1] 2 ). Also it was shown in Karp 6] that EL N p n + 12.
Our goal is not only to extend this type of result for a general class of random processes in R d , d 2, but also to show that results can be given for the initial random process itself (and not only its Poisson approximation). The material is presented in a general setting, much in the spirit of the paper by Steele 11 ]. The advantage of this level of generality is that it allows immediate applications to most of the known limit theorems for combinatorial optimization problems. Section 2 is concerned with the main result of this paper. We rst de ne what we call quasi-additive smooth Euclidean functionals and then show how the properties of these functionals imply limit theorems in expectation together with rates of convergence. Section 3 is mainly concerned with applications. We treat in details the case of the traveling salesman problem, the Steiner tree problem, the minimum spanning tree problem, and the minimum weight matching problem. We then extend the result of Section 2 in order to solve a problem proposed in Steele 12] concerning rates of convergence for the minimum spanning tree problems with power weighted edges. (n) ) = L(x (n) ) for all positive real , and if L(x (n) + s) = L(x (n) ) for all s 2 R d . 
From (2.13) this implies that, for t 2 1 m=1 mu 0 ; mu 1 ], we have Finally by having m ! 1 in (2.12) we get , and by having f(k) def = e ?n n k =k! for k 0, we get
(2.27) where
and from the fact that, for k n + 1, Hence, using (2.29) and the fact that f(k) f(n) for k n, we have (
with the use of Stirling formula for the last inequality. Now the proof of Lemma 2 is obtained from (2.27), (2.28), (2.31), (2.36), and (2.40).
3 Applications
The Traveling Salesman Problem
The traveling salesman problem (TSP) consists of nding a tour of minimum total length. Let L tsp (x (n) ) be the length of the shortest tour through x (n) . Note that this functional is monotone. The main result for this problem is: \Q i is not empty, choose one point as a representative and nally construct a TSP tour through the set S of all representatives (at most m d points). The combination of the small TSP subtours together with this TSP tour gives a spanning walk through x (n) of length,
One can then delete some arcs and transform this spanning walk into a tour of smaller length so that we get 
Proof:
Here again, the argument is classical and has its origin in 1, Lemma 2].
Let T be an optimal TSP tour through x (n) and let us suppose that x (n) \ Q i is not empty. Let T i = T \ Q i and let T ij for 1 j i ( i jx (n) \ Q i j) be the connected components of T i which contain at least an element of x (n) . Let y 1ij and y 2ij be the two endpoints of T ij which intersect the boundary of Q i . Finally let n ik be the number of these endpoints contained in each face F ik , 1 k 2d.
Let l i be the total length of all these connected components. We then have:
Now, from 1, Lemma 2], we know that we can construct a tour through x (n) \Q i by using the connected components T ij together with part of a double circuit going through the 2 i endpoints.
But it is easy to see that a tour through the endpoints can be obtained from is concave, gives ) EL tsp (X (n) ) + b d =n 1=d (3.12) Proof:
The rst inequality is obvious since L tsp is monotone. Now let l n+1 denote the distance of X n+1 from the nearest of X 1 ; : : :; X n . It is then easy to see that L tsp (X
) L tsp (X (n) ) + 2l n+1 ; The last inequality follows from the fact that a n = ?(n + 1)n 1=d =?(n + 1 + 1=d) is such that lim n!1 a n = 1 and a n+1 =a n 1.
Remarks when d = 2:
The best constant in Fact 3.1 is c(2) = p 2 (see 2]), so that Lemma 3.1 gives (n) ) + p 2 = p n; 
The Steiner Tree Problem
The Steiner tree problem (STP) consists of nding a connected graph containing given points which has the least total sum of edge lengths among all such graphs. Let L stp (x (n) ) be the length of a Steiner tree on x (n) . This functional is also monotone. The main result for this problem is: 
The Minimum Spanning Tree Problem
The minimum spanning tree problem (MSTP) consists of nding a spanning tree of minimum total length. Let L mstp (x (n) ) be the length of a shortest spanning tree on x (n) . This functional is not monotone. The main result for this problem is: This assertion is a consequence of the fact that the functional L mstp follows three lemmas similar to Lemma 3.1, 3.2, and 3.3. For the counterpart of Lemma 3.1 the proof can be applied without change; for the counterpart of Lemma 3.2 this is also the case, since, although the MSTP functional is not monotone, the length of the tree construction in each cube Q i (using the endpoints) is still an upper bound to the length of a optimal spanning tree on x (n) \ Q i (the reason being that the boundary of Q i is convex). Finally the counterpart of Lemma 3.3 has to be modi ed somewhat and can be expressed as follows. ) L mstp (X (n) ) + l n+1 ; (3.29) which implies that EL mstp (X (n+1) ) EL mstp (X (n) ) + E n+1 E c n+1 l n+1 ]]; (3.30) where E n+1 is the expectation over X n+1 , and E c n+1 is the conditional expectation over X (n+1) given X n+1 . One can then proceed as in the proof of Lemma 3.3.
Lower bound:
The proof uses an argument contained in 12, Lemma 2.3] for completing a tree with a missing point. It goes as follows: let T be an optimal spanning tree through x (n+1) and let y be an element of V (n + 1) (V (n + 1) is the set of neighbors of x n+1 in the graph determined by T) such that d(x n+1 ; y) is minimal. We get a connected graph spanning x (n) by taking the edges of T, deleting all the edges incident to x n+1 , and adding the edges which join y to the other neighbors of x n+1 .
Let T n+1 be this connected graph; it has a length l(T n+1 ) such that L mstp (x (n) ) l(T n+1 ): 
The Minimum Weighted Matching Problem
The minimum weighted matching problem (MWMP) consists of nding a matching of minimum total length. Let L mwmp (x (n) ) be the length of a shortest matching on x (n) . This functional is not monotone. The main result for this problem is: This assertion is a consequence of the fact that the functional L mwmp follows three lemmas similar to Lemma 3.1, 3.2, and 3.3. From the fact that L mwmp (x (n) ) (1=2)L tsp (x (n) ); (3.41) the counterpart of Lemma 3.1 can be proved without almost a change (here, the representative of x (n) \ Q i is taken to be the point that is possibly left out from a shortest matching of x (n) \ Q i ). For the proof of the counterpart of Lemma 3.2, we can apply the same techniques as in Section 3.1. Finally the counterpart of Lemma 3.3 has to be modi ed and can be expressed as follows. ) EL mwmp (X (n) ) + b d (3.42) Proof:
Let l moy be the expected value of the distance between two points independently and uniformly distributed in 0; 1] d . Then it easy to see that if n is even, we have the following loose bound EL mwmp (X (n) ) ? l moy EL mwmp (X (n+1) ) EL mwmp (X (n) ); (3.43) and if n is odd EL mwmp (X (n) ) EL mwmp (X
) EL mwmp (X (n) ) + l moy : (3. 
The Case of Power Weighted Edges
In 12], the author studies the asymptotics of generalizations of the minimum spanning tree problem in which the distance between points are some xed power of the Euclidean distance. The purpose of this section is to give an answer to a question concerning the rate of convergence of the expectation of the functional. In order to treat this problem it is useful to generalize Theorem 1 to include the case of what we call quasi-Euclidean functionals. Let us suppose that the power of the Euclidean distance is 0 < ! < d. The new de nitions are then:
1. L is said to be !-quasi-Euclidean if L( x (n) ) = ! L(x (n) ) for all positive real , and if L(x 
Final Remarks
The result presented in this paper leaves room for further investigations. For example, we have not been able to show that the bound of Theorem 1 is asymptotically best in the sense that EL(X (n) )=n In Jaillet 5], we present general nite-size bounds and limit theorems for probabilistic versions of the traveling salesman problem and of the minimum spanning tree problem. For these problems information about rates of convergence seems more di cult to get, mainly because of the lack of smoothness of the functional. On the other hand the minimum 1-tree problem (and other problems such as routing and facility location) are certainly amenable to the techniques developed in this paper.
Finally, a persistently open question related to the issues of rates of convergence is the possible existence of central limit theorems for the combinatorial optimization problems listed in this paper.
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