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RIGOROUS SOLUTION OF STRONGLY COUPLED SO(N) LATTICE GAUGE
THEORY IN THE LARGE N LIMIT
SOURAV CHATTERJEE
Abstract. The main result of this paper is a rigorous computation of Wilson loop expectations in
strongly coupled SO(N) lattice gauge theory in the large N limit, in any dimension. The formula
appears as an absolutely convergent sum over trajectories in a kind of string theory on the lattice,
demonstrating an explicit gauge-string duality. The generality of the proof technique may allow it
to be extended other gauge groups.
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1. Introduction
Quantum gauge theories, also called quantum Yang–Mills theories, form the basic building blocks
of the Standard Model of quantummechanics. In an effort to gain a better theoretical understanding
of quantum gauge theories, Wilson [62] introduced a discretized version of these theories in 1974.
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These have since come to be known as ‘lattice gauge theories’ or ‘lattice Yang–Mills theories’.
Lattice gauge theories are mathematically well-defined objects. However, proving theorems about
them has turned out to be quite challenging. Indeed, proving the existence of a suitable scaling
limit of lattice gauge theories would solve the Clay millennium problem of Yang–Mills existence
[37]. Partial progress in this direction was made by Brydges, Fro¨hlich and Seiler [6–8], Ba laban
[1–4] and Magnen, Rivasseau and Se´ne´or [46].
Even dealing with lattice gauge theories by themselves, without taking scaling limits, has not
been easy. Wilson’s original goal was to study certain quantities that are now known as ‘Wilson
loop expectations’. These are the basic objects of interest in lattice gauge theories. A ‘solution’ of
a lattice gauge theory would refer to a formula for Wilson loop expectations. Although a number
of impressive mathematical advances have occurred over the years [14, 23, 25, 27–29, 36, 40–42, 45,
50,53,54,59,63–65], no lattice gauge theory in any dimension higher than two has been rigorously
solved in the above sense. The monograph [52] gives a comprehensive introduction to lattice gauge
theories and their connections with quantum physics for mathematically oriented readers.
A promising approach to solving lattice gauge theories was proposed by ’t Hooft [58], who
suggested an approximate computation of the partition function of lattice gauge theories in a certain
kind of limit. The solution posited by ’t Hooft involved a connection between matrix integrals and
the enumeration of planar maps, an idea that has had ramifications in various branches of physics
and mathematics over the last forty years. A large part of this connection is now mathematically
well-grounded [13, 17–22, 30–35]. The paper [43] contains a survey of the developments on the
physics side.
Lattice gauge theories have a parameter called the coupling strength. When the coupling strength
is large, the system is said to be at strong coupling. Otherwise, it is in the weak coupling regime.
The map enumeration technique of ’t Hooft is a perturbative expansion for weakly coupled lattice
gauge theories in the ’t Hooft limit. This paper, on the other hand, gives a formula for Wilson
loop expectations in the ’t Hooft limit of SO(N) lattice gauge theory at strong coupling. The
formula involves a sum over all possible trajectories in a kind of string theory on the lattice. This
establishes an explicit ‘gauge-string duality’. Dualities between gauge theories and string theories
have been conjectured in the physics literature for a long time. After the seminal contribution of
Maldacena [48] in 1997, the investigation of gauge-string duality — and a special case of it, the
AdS/CFT duality — has become one of the most popular areas of research in theoretical physics.
Incidentally, the groups SU(N) and U(N) are the ones that are more relevant for physics than
SO(N). However, the method of this paper is somewhat easier to implement for SO(N) than
SU(N) or U(N), and that is why SO(N) has been chosen as the first candidate for investigation.
Using the same technique, analogous results for SU(N) have been recently derived in a lengthier
paper by Jafarov [38].
The formula obtained in this manuscript (Theorem 3.1) is the first rigorously proved verification
of any kind of gauge-string duality in any dimension higher than two, except for some exactly
solvable models like three dimensional Chern–Simons gauge theory [63–65]. However, two things
need to clarified. First, this paper deals only with theories on lattices, whereas the physicists who
think about gauge-string duality are interested mainly in continuum theories. But mathematicians
do not even know how to define the continuum theories, so that is a moot point. Second, physicists
who work with lattice gauge theories are aware of combinatorial formulas for recursively computing
Wilson loop expectations in the ’t Hooft limit. But as far as I understand, these formulas are not
rigorously proved.
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The method of proof, very briefly, is as follows. In the physics literature, Makeenko and
Migdal [47] showed in 1979 that Wilson loops expectations in lattice gauge theories satisfy a compli-
cated set of equations that are now known as the Makeenko–Migdal master loop equations. These
are special cases of the class of equations that are broadly known as Schwinger–Dyson equations
in the random matrix literature. The first step in this paper is to rigorously derive a version of
the Makeenko–Migdal equations. This is different than the original, because Makeenko and Migdal
assumed a certain mathematically unproved ‘factorization property’ of Wilson loops, which is not
assumed in this article but rather derived later as a corollary of the main theorem. The next step
is to rigorously solve the modified Makeenko–Migdal equations, and then write the solution as an
absolutely convergent sum indexed by trajectories of strings in a discrete string theory. Solving the
Makeenko–Migdal equations is a challenge that has stood for the last thirty-five years (in spite of
some famous attempts in [5,16,24] and more recently in [39,60,15]), so it is interesting to see that
it can actually be done. Prior to this work, the only rigorously proved case was that of dimension
two, where the Makeenko–Migdal equations were analyzed by Le´vy [42].
The approach outlined above is fairly general, and may apply to other models. It is not dependent
on any magical integrability property of the system under consideration, or connections to other
integrable systems.
The next section introduces some basic notation and terminology that will be used throughout
this article, and also introduces a ‘lattice string theory’. The main result and some corollaries are
presented in Section 3.
2. Notation, terminology and a lattice string theory
The following notation will be fixed throughout this manuscript. Let d ≥ 2 be a positive integer.
Let Zd be the d-dimensional integer lattice. Let E be the set of directed nearest neighbor edges of
Z
d. If e ∈ E, then e has a beginning point, which will be denoted by u(e), and an ending point,
which will be denoted by v(e). Furthermore, we will say that e is positively oriented if the ending
point is greater than the beginning point in the lexicographic ordering, and negatively oriented
otherwise. Let E+ be the set of positively oriented edges and E− be the set of negatively oriented
edges. If e = (u, v) ∈ E, we will denote the edge (v, u) by e−1. Note that if e ∈ E+ then e−1 ∈ E−
and vice versa.
2.1. Loops and loop sequences. A ‘path’ ρ in the lattice Zd is defined to be a sequence of
edges e1, e2, . . . , en ∈ E such that v(ei) = u(ei+1) for i = 1, 2, . . . , n − 1. We will usually write
ρ = e1e2 · · · en and say that ρ has length n. The length of ρ will be denoted by |ρ|. The path ρ
will be called ‘closed’ if v(en) = u(e1). We also define a ‘null path’ that has no edges. The null
path is denoted by ∅ and is defined to have length zero. By definition, the null path is closed. The
‘inverse’ of the path ρ is defined as
ρ−1 := e−1n e
−1
n−1 · · · e−11 .
If ρ′ = e′1 · · · e′m is another path such that v(en) = u(e′1), then the concatenated path ρρ′ is defined as
ρρ′ := e1 · · · ene′1 · · · e′m .
If ρ = e1 · · · en is a closed path, we will say that another closed path ρ′ is ‘cyclically equivalent’ to
ρ, and write ρ ∼ ρ′, if
ρ′ = eiei+1 · · · ene1e2 · · · ei−1
for some 2 ≤ i ≤ n. The equivalence classes will be called ‘cycles’. The length of a cycle l, denoted
by |l|, is defined to be equal to the length of any of the closed paths in l. The ‘null cycle’ is defined
to be the equivalence class containing only the null path, an
4 SOURAV CHATTERJEE
Figure 1. A closed path with a backtrack (on the left) versus a closed path with
no backtracks (on the right). The closely spaced double lines denote the same edge
traversed twice.
Figure 2. A single backtrack erasure.
It will sometimes be useful to talk about edges at particular locations in paths and cycles.
Locations in paths are easy to define: If ρ = e1 · · · en is a path, then ek is the edge at its kth
location. For cycles, we define the ‘first edge’ of a cycle by some arbitrary rule. Once the first edge
is defined, the definition of the kth edge is automatic. The kth edge will sometimes be alternately
called the edge at ‘location k’. If e1 · · · en is a closed path and l is the cycle containing this path,
we will often forget about the distinction between the two and simply write l = e1 · · · en.
We will say that a path ρ = e1e2 · · · en has a ‘backtrack’ at location i, where 1 ≤ i ≤ n − 1, if
ei+1 = e
−1
i . If ρ is a closed path, then we will say that it has a backtrack at location n if e1 = e
−1
n .
In a closed path of length n, a backtrack that occurs at some location i ≤ n − 1 will be called an
‘interior backtrack’, and a backtrack at location n will be called a ‘terminal backtrack’.
Figure 1 contrasts a closed path with a backtrack versus a closed path with no backtracks.
Given a path ρ = e1e2 · · · en that has a backtrack at location i, the path obtained by erasing this
backtrack is defined as
ρ′ := e1e2 · · · ei−1ei+2 · · · en .
It is easy to check that ρ′ is indeed a path, and it is closed if ρ is closed. If ρ is closed and has a
backtrack at location n, then backtrack erasure at location n results in
ρ′ := e2e3 · · · en−1 .
Again, it is easy to check that ρ′ is a closed path. Figure 2 illustrates a single backtrack erasure.
Note that backtrack erasures always decrease the length of the path (although they can produce
new backtracks that were not there in the original path, so the number of available backtracks
may not decrease). Therefore, we cannot go on indefinitely erasing backtracks. If we start with
a closed path ρ and keep erasing backtracks successively, we must at some point end up with
a closed path with no backtracks. Such a path will be called a ‘nonbacktracking closed path’,
and its cyclical equivalence class will be called a ‘nonbacktracking cycle’, since each member of
such an equivalence class is nonbacktracking. Nonbacktracking cycles will be called ‘loops’. The
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Figure 3. Nonbactracking core obtained by backtrack erasures.
null cycle is by definition a loop, called the null loop. The following simple lemma shows that
the nonbacktracking closed path obtained by successively erasing backtracks from a closed path is
unique up to cyclical equivalence.
Lemma 2.1. Let ρ and ρ′ be cyclically equivalent closed paths, and let ρ1 and ρ2 be two nonback-
tracking closed paths obtained by successively erasing backtracks starting from ρ and ρ′ respectively.
Then ρ1 and ρ2 are cyclically equivalent. In particular, the case ρ = ρ
′ implies that any two se-
quences of backtrack erasures starting from the same closed path must lead to cyclically equivalent
nonbacktracking closed paths.
This lemma is proved in Section 17. The lemma allows us to define a ‘nonbacktracking core’ of
any cycle l — it is simply the unique loop obtained by successive backtrack erasures until there
are no more backtracks. The nonbacktracking core of a cycle l will be denoted by [l]. Figure 3
illustrates a nonbacktracking core obtained by succesively erasing all backtracks. One can check in
this figure that the order of erasing backtracks does not matter.
A nonbacktracking closed path of length four will be called a plaquette. Let P be the set of
plaquettes. Let P+ be the subset of plaquettes p = e1e2e3e4 such that u(e1) is lexicographically
the smallest among all the vertices in p and v(e1) is the second-smallest. It is not difficult to see
that for any p ∈ P, either p or p−1 is cyclically equivalent to a unique element of P+. An element
of P+ will be called a ‘positively oriented plaquette’.
If Λ is a subset of Zd, let EΛ be the set of directed edges whose beginning and ending points are
both in Λ, and define E+Λ and E
−
Λ analogously. Let PΛ be the set of plaquettes whose vertices are
all in Λ, and define P+Λ analogously.
Often, we will need to deal with collections of loops instead of a single loop. If (l1, . . . , ln) and
(l′1, . . . , l
′
m) are two finite sequences of loops, we will say that they are equivalent if one can be
obtained from the other by deleting and inserting null loops at various locations. Let S denote
the set of equivalence classes. Individual loops are also considered as members of S by the natural
inclusion. An element of S will be called a ‘loop sequence’. The null loop sequence is the equivalence
class of the null loop. Any non-null loop sequence s has a representative member (l1, . . . , ln) that
has no null loops. This will be called the minimal representation of s. Often, we will write
s = (l1, . . . , ln) even if (l1, . . . , ln) is not the minimal representation of s. If (l1, . . . , ln) is the
minimal representation of s, then the length of s is defined as |s| := |l1|+ · · ·+ |ln|. The null loop
sequence is defined to have length zero.
2.2. A lattice string theory. We will now define some operations on loops. These correspond to
familiar operations on strings in the continuum setting. There are four kinds of operations in all,
called ‘merger’, ‘deformation’, ‘splitting’ and ‘twisting’. We begin by defining mergers. Let l and
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⊕e e e
Figure 4. Positive merger.
⊖e e
Figure 5. Negative merger.
l′ be two non-null loops. Let x be a location in l and y be a location in l′. If l contains an edge e
at location x and l′ contains the same edge e at location y, then write l = aeb and l′ = ced (where
a, b, c, d are paths), and define the ‘positive merger’ of l and l′ at locations x and y as
l ⊕x,y l′ := [aedceb] ,
where [aedceb] is the nonbacktracking core of the cycle aedceb, and define the ‘negative merger’ of
l and l′ at locations x and y as
l ⊖x,y l′ := [ac−1d−1b] .
Figure 4 illustrates an example of positive merger. Negative merger is illustrated in Figure 5.
If l contains an edge e at location x and l′ contains the inverse edge e−1 at location y, write
l = aeb and l′ = ce−1d and define the positive merger of l and l′ at locations x and y as
l ⊕x,y l′ := [aec−1d−1eb] ,
and define the negative merger of l and l′ at locations x and y as
l ⊖x,y l′ := [adcb] ,
It is easy to verify that in both cases the positive and negative mergers produce new loops.
If a loop l′ is produced by merging a plaquette with a loop l, we will say that l′ is a deformation
of l. If the merger is positive we will say that l′ is a positive deformation, whereas if the merger is
negative we will say that l′ is a negative deformation. Since a plaquette cannot contain an edge e
or it inverse at more than one locations, we will use the notations l ⊕x p and l ⊖x p to denote the
loops obtained by merging l and p at locations x and y, where y is the unique location in p where
e or e−1 occurs, where e is the edge occurring at location x in l. Also, we will denote the set of
positively oriented plaquettes containing an edge e or its inverse by P+(e). Figure 6 illustrates a
positive deformation. A negative deformation is illustrated in Figure 7.
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ee e
p⊕
Figure 6. Positive deformation.
e e
p⊖
Figure 7. Negative deformation.
e e e
Figure 8. Positive splitting.
Next, let l be a non-null loop and let x, y be distinct locations in l. If l contains the same edge e
at x and y, write l = aebec and define the ‘positive splitting’ of l at x and y to be the pair of loops
×1x,yl := [aec] , ×2x,yl := [be] .
If l contains e at location x and e−1 at location y, write l = aebe−1c and define the negative splitting
of l at x and y to be the pair of loops
×1x,yl := [ac] , ×2x,yl := [b] .
Figure 8 illustrates an example of positive splitting, and Figure 9 illustrates negative splitting.
The final loop operation that we will define is ‘twisting’. Let l be a non-null loop and x, y be
two locations in l. If l contains an edge e at both x and y, write l = aebec and define the negative
twisting of l between x and y as the loop
∝x,y l := [ab−1c] .
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e
e−1
Figure 9. Negative splitting.
e
e−1
e
e−1
Figure 10. Positive twisting.
e
Figure 11. Negative twisting.
If l contains an edge e at location x and e−1 at location y, write l = aebe−1c, and define the positive
twisting of l between x and y as the loop
∝x,y l := [aeb−1e−1c] .
It is easy to verify that these are indeed loops. Positive twisting is illustrated in Figure 10 and
negative twisting is illustrated in Figure 11.
If s and s′ are loop sequences, say that s′ is a splitting of s if s′ is obtained by splitting one of
the component loops in the minimal representation of s. Similarly, say that s′ is a deformation or
twisting of s if s′ is obtained by deforming or twisting one of the component loops of s, and say
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that s′ is a merger of s if s′ is obtained by merging two of the component loops of s. Let
D
+(s) := {s′ : s′ is a positive deformation of s} ,
D
−(s) := {s′ : s′ is a negative deformation of s} ,
S
+(s) := {s′ : s′ is a positive splitting of s} ,
S
−(s) := {s′ : s′ is a negative splitting of s} ,
M
+(s) := {s′ : s′ is a positive merger of s} ,
M
−(s) := {s′ : s′ is a negative merger of s} ,
T
+(s) := {s′ : s′ is a positive twisting of s} ,
T
−(s) := {s′ : s′ is a negative twisting of s} .
In the above definitions, it is important to clarify how the operations are counted. No clarification
is necessary for counting deformations, but clarifications are needed for the other three kinds
of operations. If a loop can be split positively at locations x and y, then it can also be split
positively at y and x, producing the same pair of loops but in reverse order. Since the order
of loops in a loop sequence is important, these two splittings are identified as distinct elements
of S+(s). Similar remarks apply for negative splittings, twistings and mergers. For example,
while counting mergers, one should be careful about the following. Let s = (l1, . . . , ln) be a
loop sequence. Suppose that l1 and lr can be positively merged at locations x and y. Then
(l1 ⊕x,y lr, l2, . . . , lr−1, lr+1, . . . , ln) is the sequence obtained by performing this merging operation.
However, in this situation, lr and l1 can be positively merged at locations y and x, producing the
loop sequence (l2, . . . , lr−1, lr ⊕y,x l1, lr+1, . . . , ln). Although the loops l1 ⊕x,y lr and lr ⊕y,x l1 are
the same, the two operations mentioned above are counted as distinct elements of M+(s), since the
order of loops in a loop sequence is important. A similar remark applies for negative mergers.
Define a ‘trajectory’ to be a sequence (s0, s1, . . .) of loop sequences such that each si+1 is either
a deformation or a splitting of si. Note that mergers and twistings are not allowed. A trajectory
may be finite or infinite. A ‘vanishing trajectory’ is a finite trajectory whose last element is the
null loop sequence. Given a loop sequence s, define X (s) to be the set of all vanishing trajectories
that begin at s. For an integer k ≥ 0, let Xk(s) be the set of vanishing trajectories that start at s
and have exactly k deformations.
A trajectory of loop sequences in Zd naturally traces out a surface in Rd+1. This is analogous
to the Riemann surfaces traced out by strings in string theories. Figure 12 illustrates a vanishing
trajectory of loop sequences in Z2 that starts from a single loop, then splits into two loops, which
ultimately both vanish. Figure 13 illustrates the surface traced out in R3 by the trajectory from
Figure 12.
Let β be a real number, that will occur as the ‘inverse coupling strength’ of the lattice gauge
theories that we will investigate later. If s′ is a deformation of a loop sequence s, define the ‘weight’
of the transition from s to s′ at inverse coupling strength β as
wβ(s, s
′) :=
{
−β/|s| if s′ is a positive deformation of s,
β/|s| if s′ is a negative deformation of s.
If s′ is a splitting of s, define the weight of the transition from s to s′ at inverse coupling strength
β as
wβ(s, s
′) :=
{
−1/|s| if s′ is a positive splitting of s,
1/|s| if s′ is a negative splitting of s.
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Figure 12. A vanishing trajectory of loop sequences. Note that although the loop
sequences in this trajectory decrease in size at each step, this need not always be
the case.
Figure 13. Surface in R3 traced out by the trajectory from Figure 12. Time moves
in the upward direction. Cross sections of this surface give the loop sequences
depicted in Figure 12, with changes occurring at integer time points.
Note that in this case the weight does not actually depend on β.
Finally, if X = (s0, s1, . . . , sn) is a vanishing trajectory, define the weight of X at inverse coupling
strength β as the product wβ(X) := wβ(s0, s1)wβ(s1, s2) · · ·wβ(sn−1, sn). Note that the weight of
a trajectory may be positive or negative.
The trajectories defined above can be thought of as trajectories of strings in a discrete string
theory, which are allowed to deform and split according to a given set of rules. The weight of a
trajectory can be thought of as the exponential of the action in this string theory.
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We will sometimes need a slight variation of the weights defined above, obtained by eliminating
β from the definitions. Define these ‘β-free weights’ as
v(s, s′) :=
{
β−1wβ(s, s
′) if s′ is a deformation of s,
wβ(s, s
′) if s′ is a splitting of s.
Note that in both cases v(s, s′) is independent of β. Define the β-free weight of a trajectory
X = (s0, s1, . . . , sn) as
v(X) := v(s0, s1)v(s1, s2) · · · v(sn−1, sn) .
If δ(X) denotes the number of deformation steps in X, then wβ(X) and v(X) are related by the
relation wβ(X) = v(X)β
δ(X) .
3. Main result and corollaries
Let SO(N) be the group of N ×N orthogonal matrices with determinant 1, and let σN be the
Haar measure on SO(N). Let Λ be a finite subset of Zd and let β be a real number. Let µΛ,N,β be
a probability measure on the set of all collections Q = (Qe)e∈E+
Λ
of SO(N) matrices, defined as
dµΛ,N,β(Q) := Z
−1
Λ,N,β exp
(
Nβ
∑
p∈P+
Λ
Tr(Qp)
) ∏
e∈E+
Λ
dσN (Qe) , (3.1)
where Qp := Qe1Qe2Qe3Qe4 for a plaquette p = e1e2e3e4 (where Qe−1 := Q
−1
e for e ∈ E+Λ ), and
ZΛ,N,β is the normalizing constant. This probability measure describes what is known as ‘lattice
gauge theory’ on Λ for the gauge group SO(N). The number β is the inverse of the ‘coupling
constant’ of the theory. Lattice gauge theories can be defined similarly for other matrix groups
such as SU(N) and U(N), where the trace is replaced by the real part of the trace if the group
contains complex matrices.
If f = f(Q) is a function of the configuration Q = (Qe)e∈E+
Λ
, the expected value 〈f〉Λ,N,β of f in
the above lattice gauge theory is defined as the integral of f with respect to the measure µΛ,N,β,
that is,
〈f〉Λ,N,β :=
∫
f(Q)dµΛ,N,β(Q) , (3.2)
where the integration is over the space of all configurations. When Λ, N and β are obvious from
the context, we may omit the subscripts and simply write 〈f〉.
The main objects of interest in lattice gauge theories are the so-called Wilson loop variables and
their expected values. Given a loop l = e1e2 · · · en, the Wilson loop variable Wl is defined as
Wl := Tr(Qe1Qe2 · · ·Qen) ,
and its expected value 〈Wl〉Λ,N,β is defined as in (3.2), provided that the edges e1, . . . , en all belong
to EΛ. (As mentioned before, if e ∈ E−Λ then Qe is defined as Q−1e−1 .) By definition, W∅ = N , where∅ is the null loop. This is consistent with the convention that the empty product of N×N matrices
is the identity matrix of order N .
The following theorem is the main result of this article. It gives a duality between expected
values of Wilson loop variables in SO(N) lattice gauge theory and certain sums over trajectories
in the discrete string theory defined in Section 2.
Theorem 3.1 (Main result: Solution of SO(N) lattice gauge theory and proof of gauge-string
duality in the ’t Hooft limit). There exists a number β0(d) > 0, depending only on the dimension
d, such that the following is true. Let Λ1,Λ2, . . . be any sequence of finite subsets of Z
d such that
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Λ1 ⊆ Λ2 ⊆ · · · and Zd = ∪∞N=1ΛN . If |β| ≤ β0(d), then for any loop sequence s with minimal
representation (l1, . . . , ln),
lim
N→∞
〈Wl1Wl2 · · ·Wln〉ΛN ,N,β
Nn
=
∑
X∈X (s)
wβ(X)
where X (s) is the set of all vanishing trajectories starting at s and wβ(X) is the weight of a
trajectory X as defined in Section 2. Moreover, the infinite sum is absolutely convergent.
An alternative (and perhaps more natural) way of formulating Theorem 3.1 would be to first
take Λi ↑ Zd, with N fixed, to get an infinite volume limit of SO(N) lattice gauge theory on Zd,
and then send N → ∞. A small problem with this approach is that we do not know whether the
infinite volume limit is unique, even for small enough β, since the ’t Hooft coupling places Nβ
instead of β in front of the Hamiltonian in (3.1). Let 〈·〉N,β denote expectation with respect to
some chosen infinite volume limit of SO(N) lattice gauge theory on Zd. Since ΛN is allowed to
vary arbitrarily with N in Theorem 3.1, it is not difficult to deduce that indeed,
lim
N→∞
〈Wl1Wl2 · · ·Wln〉N,β
Nn
=
∑
X∈X (s)
wβ(X) ,
irrespective of how the infinite volume limits are chosen.
Theorem 3.1 has a number of interesting corollaries. The first corollary proves the ‘factorization
property’ of Wilson loops in the large N limit. This fact is widely believed to be true in the
theoretical physics community and has been the basis of many theoretical calculations (for example,
[5, 16,24,47]), but was lacking a rigorous proof until now.
Corollary 3.2 (Factorization of Wilson loops). Let all notation be as in Theorem 3.1, and suppose
that |β| ≤ β0(d). Then for any non-null loops l1, . . . , ln,
lim
N→∞
〈Wl1Wl2 · · ·Wln〉ΛN ,N,β
Nn
= lim
N→∞
n∏
i=1
〈Wli〉ΛN ,N,β
N
.
In particular, for any loop l, 〈(Wl/N)2〉ΛN ,N,β has the same limit as 〈Wl/N〉2ΛN ,N,β when N →∞
and |β| ≤ β0(d), implying that the random variable Wl/N converges in probability to the (deter-
ministic) limit of 〈Wl〉/N given in Theorem 3.1.
A second corollary that follows from Theorem 3.1 is the so-called ‘Wilson area law upper bound’
in the large N limit. A lattice gauge theory is said to obey the area law upper bound if
〈Wl〉 ≤ C1e−C2area(l) , (3.3)
where C1 and C2 are positive constants that depend on the coupling strength and the gauge group,
and area(l) is the area enclosed by the loop l. Similarly, the theory is said to satisfy the area law
lower bound if the inequality is valid in the opposite direction (with different constants). The upper
bound is more important because of its connection with quark confinement [62].
If l lies on a coordinate plane, there is usually no ambiguity about the meaning of ‘area enclosed
by l’. However for general lattice loops, one has to define what this term means. A natural definition
is that this is the area of the minimal lattice surface enclosed by l, where ‘lattice surface’ needs to
be appropriately defined. Wilson’s motivation for studying the area law upper bound in [62] was
to understand the phenomenon of quark confinement from a theoretical perspective. Wilson gave
an argument supporting the claim that the area law upper bound holds at strong coupling under
fairly general conditions. For groups with nontrivial center such as SU(N) and U(N), this was
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rigorously verified for planar loops by Osterwalder and Seiler [50], and extended to general loops
by Seiler [52]. For groups with trivial center, such as SO(3), it is believed that the area law does
not hold, even at strong coupling [26]. However, it turns out that in the ’t Hooft limit of SO(N)
lattice gauge theory at strong coupling, the area law upper bound holds. This is our next corollary,
stated below.
Before stating the corollary, we need to have a definition of ‘area enclosed by a loop’. The most
natural way to do this is through the language of algebraic topology, or more precisely, through
the language of cell complexes. We do not need to deal with the full definition of the standard
cell complex in Zd, but only with 1-chains and 2-chains of the complex. In the notation used in
this paper, 1-chains are elements of the free Z-module over E+, and 2-chains are elements of the
free Z-module over P+. In algebraic topology, 2-chains are viewed as the natural algebraic objects
corresponding to surfaces. Following that convention, we define a ‘lattice surface’ to be simply a
2-chain in the standard cell complex of Zd.
Any p ∈ P+ can be written uniquely as e1e2e−13 e−14 where e1, e2, e3, e4 ∈ E+. There is a
standard homomorphism δ from the module of 2-chains into the module of 1-chains that takes
p to e1 + e2 − e3 − e4. This is known as the ‘differential map’. If x is a 2-chain, then δ(x) is called
its ‘boundary’ in cell complex terminology.
Given an oriented edge e ∈ E, define a 1-chain r(e) as
r(e) :=
{
e if e ∈ E+,
−e−1 if e ∈ E−.
If ρ = e1e2 · · · en is a path, define r(ρ) := r(e1) + · · · + r(en). Note that if ρ and ρ′ are cyclically
equivalent closed paths, then r(ρ) = r(ρ′). Thus there is no ambiguity in defining r(l) for a loop l.
A loop will be called ‘non-canceling’ if there is no edge e in the loop such that e−1 is also in the
loop (which means that there are no cancelations when computing r(l)).
We will say that a loop l is the boundary of a lattice surface x if δ(x) = r(l). Note that we are
referring to both l and r(l) as the boundary of x, in different contexts. Define the area of a lattice
surface x =
∑
p∈P+ npp as
area(x) :=
∑
p∈P+
|np| .
Finally, define the area of the minimal lattice surface enclosed by l to be the minimum of the areas
of all lattice surfaces with boundary l. Denote this by area(l). It follows from standard facts about
the cell complex of Zd that for any loop l there exists at least one 2-chain x such that δ(x) = r(l),
and therefore area(l) is well-defined.
Corollary 3.3 (Area law upper bound in the ’t Hooft limit). Let all notation be as in Theorem 3.1.
Then for any non-null, non-canceling loop l,
lim
N→∞
|〈Wl〉|
N
≤ (C(d)|β|)area(l) ,
where C(d) is a positive constant that depends only on the dimension d, and area(l) is the area of
the minimal lattice surface enclosed by l, as defined above.
Note that although Corollary 3.3 looks slightly different than the description of the area law upper
bound given in (3.3), it is actually the same, as can be seen by choosing C2 = max{0,− log(C(d)|β|)}.
The key idea in the proof of Corollary 3.3 is that a vanishing trajectory starting from a loop l
must have at least area(l) deformations, implying that the weight of the trajectory must accumulate
a product of at least area(l) β’s. A natural question is whether a similar argument can give the
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area law lower bound as well. This seems to be more difficult to prove, because of the possibility
that the trajectory weights may cancel each other out. For finite N , a general area law lower bound
for rectangles was given by Seiler [51] using reflection positivity. It is not clear whether Seiler’s
result extends to the N → ∞ limit. Whether a general lower bound can be proved as a corollary
of Theorem 3.1 is left as an open problem in this paper (see Section 18).
The next corollary gives a formula for the limiting partition function.
Corollary 3.4 (Limiting partition function of SO(N) lattice gauge theory). Let all notation be
as in Theorem 3.1. Let MN be a sequence of integers increasing to infinity, and suppose that
ΛN = [−MN ,MN ]d ∩ Zd. Let p be any plaquette. Then
lim
N→∞
logZΛN ,N,β
N2|ΛN | =
βd(d − 1)
2
∑
X∈X (p)
wβ(X)
δ(X) + 1
,
where δ(X) is the number of deformations in the trajectory X.
Another simple corollary of Theorem 3.1 shows that the limits of Wilson loop expectations have
power series expansions in β when |β| is small.
Corollary 3.5 (Real analyticity at strong coupling). Let all notation be as in Theorem 3.1, and
assume that |β| ≤ β0(d). Recall the β-free weights v(X) defined in Section 2. For any non-null
loop sequence s with minimal representation (l1, . . . , ln),
lim
N→∞
〈Wl1Wl2 · · ·Wln〉ΛN ,N,β
Nn
=
∞∑
k=0
ak(s)β
k ,
where
ak(s) =
∑
X∈Xk(s)
v(X)
and the infinite series is absolutely convergent. The rescaled log-partition function has a similar
representation:
lim
N→∞
logZΛN ,N,β
N2|ΛN | =
d(d− 1)
2
∞∑
k=0
ak(s)β
k+1
k + 1
,
where, again, the series is absolutely convergent.
The main ingredient in the proof of Theorem 3.1 is a recursive equation for Wilson loop expec-
tations in SO(N) lattice gauge theories. Since this may be of independent interest, it is presented
below as a theorem. Such equations are often called ‘master loop equations’. In the context of
lattice gauge theories, they first appeared in the work of Makeenko and Migdal [47], and are there-
fore sometimes called ‘Makeenko–Migdal equations’. The main difference between the master loop
equations appearing in the literature [5, 13, 16, 47] and the following theorem is that our result is
true for finite N , while the equations derived previously are valid only in the limit N →∞.
Theorem 3.6 (FiniteN master loop equation). Fix a nonempty finite set Λ ⊆ Zd, an integer N ≥ 2
and a real number β. Let 〈·〉 denote expectation with respect to the SO(N) lattice gauge theory on
Λ at inverse coupling strength β. For any non-null loop sequence s with minimal representation
(l1, . . . , ln) such that each li is contained in Λ, define
φ(s) :=
〈Wl1Wl2 · · ·Wln〉
Nn
.
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Recall the sets T+(s), T−(s), S+(s), S−(s), M+(s), M−(s), D+(s) and D−(s) defined in Section 2.
Let s be as above, and suppose that all vertices that are at distance ≤ 1 from any li belong to Λ.
Then φ satisfies the recursive equation
(N − 1)|s|φ(s) =
∑
s′∈T−(s)
φ(s′)−
∑
s′∈T+(s)
φ(s′) +N
∑
s′∈S−(s)
φ(s′)−N
∑
s′∈S+(s)
φ(s′)
+
1
N
∑
s′∈M−(s)
φ(s′)− 1
N
∑
s′∈M+(s)
φ(s′) +Nβ
∑
s′∈D−(s)
φ(s′)−Nβ
∑
s′∈D+(s)
φ(s′) .
The rest of the paper is organized as follows. An algorithm for computing the coefficients of the
power series expansion of Corollary 3.5 is presented in Section 4. Section 5 contains a sketch of
the proof of Theorem 3.1. The proof itself is carried out in Sections 6 through 12. Theorem 3.6 is
proved in Section 8. Corollaries 3.2, 3.3 and 3.4 are proved in Sections 13, 14, 15 and 16 respectively.
Lemma 2.1 is proved in Section 17. The paper ends with a list of open problems in Section 18.
4. Algorithmic aspects
Recall the coefficients ak(s) of the power series expansion from Corollary 3.5. For practical
purposes, it may be interesting to have an implementable algorithm for computing these coefficients.
We present one such recursive algorithm below. The algorithm inputs a loop sequence s with
minimal representation (l1, . . . , ln) and a nonnegative integer k, and outputs ak(s). If s is the null
loop sequence, then it outputs a0(s) = 1 and ak(s) = 0 for every k > 0. If s is non-null, then it
outputs a0(s) = 0. In all other cases, it proceeds as follows. Let e be an arbitrary edge in l1. Let
A1 be the set of locations in l1 where e occurs, and let B1 be the set of locations in l1 where e
−1
occurs. Let C1 = A1 ∪ B1 and m be the size of C1. Then ak(s) is computed using the following
recursive formula:
ak(s) :=
1
m
∑
x∈A1, y∈B1
ak(×1x,yl1,×2x,yl1, l2, . . . , ln) +
1
m
∑
x∈B1, y∈A1
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)
− 1
m
∑
x,y∈A1
x 6=y
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)−
1
m
∑
x,y∈B1
x 6=y
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)
+
1
m
∑
p∈P+(e)
∑
x∈C1
ak−1(l1 ⊖x p, l2, . . . , ln)− 1
m
∑
p∈P+(e)
∑
x∈C1
ak−1(l1 ⊕x p, l2, . . . , ln) .
It is not obvious that the the recursion terminates and gives the same ak(s) as in Corollary 3.5.
The following result states that it indeed does.
Proposition 4.1. The recursion described above terminates for any k and s, and gives the same
ak(s) as in Corollary 3.5.
This proposition is proved at the end of Section 10. Although the algorithm is easy to implement
using any standard programming language, the recursions can be time-consuming. It is possible
that there exist cleverer recursions that terminate faster.
As an application of the above algorithm, take d = 3 and s to be a single plaquette in Z3.
The first six coefficients computed using the above algorithm (implemented on a standard laptop
computer using a code written in the R programming language) turn out to be a0 = 0, a1 = 1,
a2 = 0, a3 = 0, a4 = 0 and a5 = −7. In other words, if p is a plaquette in Z3 and β is small, then
lim
N→∞
〈Wp〉ΛN ,N,β
N
= β − 7β5 +O(β6) ,
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where ΛN is a sequence of finite sets increasing to Z
3.
5. Proof sketch
The purpose of this section is to outline the main steps in the proof of Theorem 3.1. The details
are worked out in Sections 6 through 12.
The first step is to define a ‘Stein exchangeable pair’ [55–57] of Haar-distributed random SO(N)
matrices, as follows. Let Q be a Haar-distributed random SO(N) matrix. Let ǫ ∈ (0, 1) be a real
number, and choose (I, J) uniformly at random from the set {(i, j) : 1 ≤ i 6= j ≤ N}. Let η be a
random variable that is 1 with probability 1/2, and −1 with probability 1/2. Let Rǫ be the N ×N
matrix whose (i, j)th entry is 

√
1− ǫ2 if i = j = I or i = j = J ,
ηǫ if i = I and j = J ,
−ηǫ if i = J and j = I,
1 if i = j and i 6∈ {I, J},
0 in all other cases.
It is easy to verify that Rǫ is an element of SO(N). Let Qǫ := RǫQ. It turns out that (Q,Qǫ)
is an exchangeable pair, which means that (Q,Qǫ) has the same joint distribution as (Qǫ, Q). A
consequence of this exchangeability is the identity
E((f(Qǫ)− f(Q))g(Q)) = −1
2
E((f(Qǫ)− f(Q))(g(Qǫ)− g(Q)))
where f and g are arbitrary real-valued functions on SO(N).
Dividing both sides of the above identity by ǫ2 and sending ǫ to zero gives the following
‘Schwinger–Dyson equation for SO(N)’:
E
(∑
i,k
qik
∂f
∂qik
g
)
=
1
N − 1E
(∑
i,k
∂2f
∂q2ik
g −
∑
i,j,k,k′
qjkqik′
∂2f
∂qik∂qjk′
g +
∑
i,k
∂f
∂qik
∂g
∂qik
−
∑
i,j,k,k′
qjkqik′
∂f
∂qik
∂g
∂qjk′
)
,
where qij denotes the (i, j)
th entry of Q, E denotes expectation with respect to the Haar measure,
and all indices run from 1 to N .
Let Λ be a finite subset of Zd and consider SO(N) lattice gauge theory on Λ. Let l1, . . . , ln be
non-null loops such that all vertices of Zd that are at distance ≤ 1 from any of these loops are
contained in Λ. In particular, the loops themselves are contained in Λ. Let e be the first edge of l1.
Let qeij denote the (i, j)
th entry of Qe. Define two functions f and g as f :=Wl1 and
g := Z−1Λ,N,βWl2Wl3 · · ·Wln exp
(
Nβ
∑
p∈P+
Λ
Wp
)
.
One property of Wilson loop variables that comes to our aid at this point is the identity∑
i,k
qeik
∂Wl1
∂qeik
= mWl1 ,
SOLUTION OF SO(N) LATTICE GAUGE THEORY 17
where m is the number of locations in l1 that contain either e or e
−1. Using this identity, we get
E
(∑
i,k
qeik
∂f
∂qeik
g
)
= E(mWl1g) = m〈Wl1Wl2 · · ·Wln〉 ,
where, as before, E is expectation with respect to Haar measure and 〈·〉 is expectation with respect
to the measure µΛ,N,β of lattice gauge theory. We are now in a setting where the previously derived
Schwinger–Dyson equation for SO(N) can be applied to the pair (f, g). Luckily the right-hand
side of the equation, after a lengthy sequence of computations, emerges as a linear combination of
expectations of products of Wilson loop variables. This gives rise to a ‘master loop equation’ for
SO(N) lattice gauge theory (Theorem 3.6).
Define, for a loop sequence s = (l1, . . . , ln),
φΛN ,N,β(s) :=
〈Wl1Wl2 · · ·Wln〉ΛN ,N,β
Nn
,
where ΛN is a sequence of finite sets increasing to Z
d. Using the master loop equation and taking
N to infinity, one can then show that if φβ is a limit point of φΛN ,N,β, then φβ satisfies a ‘limiting
master loop equation’. A main step in the proof, at this point, is to show that if |β| is sufficiently
small, then there is a unique φβ that satisfies this master loop equation.
The proof of uniqueness will be carried out as follows. Suppose that φβ and ψβ are two functions
that both satisfy the limiting master loop equation. Let ∆ be the set of all finite sequences of
integers. If δ, δ′ ∈ ∆, we will say that δ ≤ δ′ if the two sequences have the same length and
δ′ dominates δ in each component. If s is a non-null loop sequence with minimal representation
(l1, . . . , ln), let δ(s) ∈ ∆ be the sequence of length n whose ith component is |li|. For δ ∈ ∆, let
D(δ) := sup
s:δ(s)≤δ
|φβ(s)− ψβ(s)| ,
where the supremum is understood to be zero if there is no s such that δ(s) ≤ δ.
For an element δ = (δ1, . . . , δn) ∈ ∆, let
ι(δ) := δ1 + · · ·+ δn − n .
For each λ ∈ (0, 1), let
F (λ) :=
∑
δ∈∆
λι(δ)D(δ) .
We will first prove that F (λ) < ∞ if λ is sufficiently small. Next, we will spend a considerable
amount of effort to prove the inequality
F (λ) ≤
(
4λ3 + 4λ+
4|β|d
λ4
+
4|β|d
1− λ
)
F (λ) .
This shows that if |β| are small enough (depending on λ), then the coefficient of F (λ) on the right is
less than 1. Due to the finiteness of F (λ), this implies that F (λ) = 0, and therefore φβ = ψβ . Once
we have proved the uniqueness of φβ when |β| is small enough, a simple compactness argument
shows that φΛN ,N,β converges to φβ as N →∞.
The remainder of the proof is heavily inductive. The inductions will typically be on loop se-
quences. If we are dealing with single loops, it is natural to do induction on the length of the loop.
However, it is not immediately clear how to carry out induction on loop sequences. What will work
for us is the following. If s is a non-null loop sequence with minimal representation (l1, . . . , ln),
define the ‘index’ of s as
ι(s) := |l1|+ · · ·+ |ln| − n .
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Since a non-null loop must have at least four edges, ι(s) is always a positive integer. This allows
us to define functions of loop sequences and prove facts about loop sequences by induction on the
index. The key result that helps us carry out the inductions is that if s′ is a loop sequence that is
produced by splitting s, then ι(s′) < ι(s).
The next step in the proof is to define a collection of coefficients ak(s), one for each nonnegative
integer k and loop sequence s, using a certain inductive definition (by induction on k and ι(s), as
described above) that guarantees the following two properties:
(a) For |β| sufficiently small, the power series
ψβ(s) :=
∞∑
k=0
ak(s)β
k (5.1)
converges absolutely for any s.
(b) The function ψβ satisfies the limiting master loop equation.
These two properties and the uniqueness of the solution of the master loop equation imply that
ψβ = φβ. In other words, this identifies the power series expansion of φβ .
For each k ≥ 0 and loop sequence s, let Xk(s) be the set of all vanishing trajectories that start
at s and have exactly k deformations. We will show by induction that for any k and s,
ak(s)β
k =
∑
X∈Xk(s)
wβ(X) .
Once we have this, it follows that
φβ(s) =
∞∑
k=0
∑
X∈Xk(s)
wβ(X) .
The only thing that remains to be proved at this stage is that∑
X∈X (s)
|wβ(X)| <∞ .
This will be shown as follows. We will inductively define a second set of coefficients bk(s) in such
a way that for all k and s, bk(s) ≥ 0 and
bk(s)|β|k =
∑
X∈Xk(s)
|wβ(X)| .
We will then show, again by induction, that bk(s) grows at most exponentially in k, where the
exponent does not depend on s. This will complete the proof.
Incidentally, the idea of computing asymptotic matrix integrals by first showing that the limit
satisfies a Schwinger–Dyson equation and then solving this equation has been investigated previ-
ously, for example by Guionnet and coauthors [13, 30–35]. Indeed, several steps in the proof of
convergence of the infinite series (5.1) are inspired by ideas contained in a paper of Collins, Guion-
net and Maurel-Segala [13]. The main difference between the above papers and this one is that this
paper deals with polynomials of a growing number of matrices, whereas the papers cited above deal
with polynomials of a fixed number of matrices. The only exception is [32], where the finiteness
of the number of matrices is replaced by an exponential decay of correlations and independence of
matrix entries. The general technique of proving the limiting Schwinger–Dyson equations in the
above papers relies on the finiteness of the number of matrices. It does not seem to generalize in any
obvious way to the lattice gauge setting. The scheme of proving Schwinger–Dyson equations using
Stein’s method of exchangeable pairs is a new technical contribution of this paper. Unlike previous
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techniques, this method does not actually require taking the matrix order N to infinity, which
raises the possibility that there may be something substantially different about this approach. It
is this new kind of Schwinger–Dyson equation that leads to the explicit representation in terms of
string trajectories.
6. Stein’s exchangeable pair for SO(N)
A pair of random variables (U,U ′) is called an ‘exchangeable pair’ if (U,U ′) has the same probabil-
ity law as (U ′, U). Exchangeable pairs were introduced and effectively used by Charles Stein [55,56]
to prove central limit theorems for sums of dependent random variables. Stein’s paper gave birth
to a flourishing subfield of probability theory, now called ‘Stein’s method’.
In an unpublished work [57], Stein gave the following method for constructing an exchangeable
pair of Haar-distributed random SO(N) matrices. This was used in the paper [12] and the thesis
[49] to prove a number of central limit theorems for SO(N) and other matrix groups.
Let Q be a Haar-distributed random element of SO(N). Take some ǫ > 0. Let η be a random
variable that is 1 or −1 with equal probability. Pick a pair (I, J) uniformly at random from the set
{(i, j) : 1 ≤ i 6= j ≤ N}. Let Rǫ = (rij)1≤i,j≤N be a random element of SO(N), defined as follows:
Let
rII = rJJ =
√
1− ǫ2 , rIJ = ηǫ , rJI = −ηǫ ,
and for all k 6= I, J and 1 ≤ k′ ≤ N ,
rIk = rJk = 0 , and rkk′ =
{
1 if k = k′ ,
0 if k 6= k′ .
It is easy to see that Rǫ is indeed an SO(N) matrix.
Let Qǫ := RǫQ. Since Q is Haar-distributed, so is Qǫ. Moreover, (Q,Qǫ) has the same distribu-
tion as (Qǫ, Q), by the following logic: Since R
T
ǫ is just Rǫ with η replaced by −η (where RTǫ is the
transpose of the matrix Rǫ), therefore R
T
ǫ has the same law as Rǫ. Again, as observed above, Qǫ
has the same law as Q. Not only that, the conditional distribution of Qǫ given Rǫ is also the Haar
distribution, irrespective of the value of Rǫ. Thus, Qǫ and Rǫ are independent. Therefore, (Qǫ, R
T
ǫ )
has the same law as (Q,Rǫ). Since (Q,Qǫ) = (Q,RǫQ) and (Qǫ, Q) = (Qǫ, R
T
ǫ Qǫ), this shows that
(Q,Qǫ) has the same law as (Qǫ, Q).
The exchangeability of (Q,Qǫ) will be used through the following lemma. Identities of this type
are fairly common in papers on Stein’s method; see for example [10,11,55,56].
Lemma 6.1. For any Borel measurable f, g : SO(N)→ R,
E((f(Qǫ)− f(Q))g(Q)) = −1
2
E((f(Qǫ)− f(Q))(g(Qǫ)− g(Q))) .
Proof. Expanding the brackets on the right, we get
−1
2
E(f(Qǫ)g(Qǫ)− f(Q)g(Qǫ)− f(Qǫ)g(Q) + f(Q)g(Q)) .
By exchangeability,
E(f(Qǫ)g(Qǫ)) = E(f(Q)g(Q))
and
E(f(Qǫ)g(Q)) = E(f(Q)g(Qǫ)) .
The right-hand side therefore reduces to
E(f(Qǫ)g(Q) − f(Q)g(Q)) ,
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which is exactly the same as the left-hand side. 
7. Generalized Schwinger–Dyson equation for SO(N)
The main result of this section is the following theorem, which gives a kind of integration by
parts formula for the SO(N) group. Equations of this type are generally known as ‘Schwinger–
Dyson equations’ in the physics literature, and ‘Stein characterizing equations’ in the probability
and statistics literature. The difference between the usual forms of such equations and the version
presented below is that our version involves two functions f and g, whereas ordinarily Schwinger–
Dyson equations involve one function only. Usually in Stein’s method such equations characterize
the underlying distribution (the Haar measure in this case), which should be the case here too. We
will not pursue this point further.
Theorem 7.1. Let RN×N be the space of N×N real matrices with the Euclidean topology. Let f and
g be C2 functions defined on an open subset of RN×N that contains SO(N). Let Q = (qij)1≤i,j≤N
be a Haar-distributed random element of SO(N), and let f and g be shorthand notations for the
random variables f(Q) and g(Q). Then
E
(∑
i,k
qik
∂f
∂qik
g
)
=
1
N − 1E
(∑
i,k
∂2f
∂q2ik
g −
∑
i,j,k,k′
qjkqik′
∂2f
∂qik∂qjk′
g +
∑
i,k
∂f
∂qik
∂g
∂qik
−
∑
i,j,k,k′
qjkqik′
∂f
∂qik
∂g
∂qjk′
)
,
where all indices run from 1 to N .
(Here I would like to emphasize that in the above statement, SO(N) is viewed as a sub-manifold
of the manifold of N ×N matrices, and the derivatives are taken in this ambient manifold, and not
in SO(N). For example, if f(Q) is the sum of squares of the elements of Q, then ∂f/∂q11 = 2q11.)
Proof. By the compactness of SO(N), f , g and their first- and second-order derivatives are uni-
formly bounded on SO(N). This fact will be used several times without explicit mention in this
proof.
The plan is to use Lemma 6.1. Let Qǫ and η be as in Section 6. Let q
ǫ
ij denote the (i, j)
th entry
of Qǫ. Then for any 1 ≤ k ≤ N ,
qǫIk =
√
1− ǫ2 qIk + ηǫqJk ,
qǫJk = −ηǫqIk +
√
1− ǫ2 qJk , and
qǫk′k = qk′k for all k
′ 6= I, J .
For each i and j, let δij := q
ǫ
ij − qij. Let O(ǫr) denote any quantity, random or nonrandom, whose
absolute value is bounded by Cǫr, where C is a deterministic constant that does not depend on ǫ
(but may depend on N , f and g). Then note that for all k,
δIk = −ǫ
2
2
qIk + ηǫqJk +O(ǫ
3) ,
δJk = −ηǫqIk − ǫ
2
2
qJk +O(ǫ
3) , and
δk′k = 0 for all k
′ 6= I, J .
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Thus, by the boundedness of f and derivatives on SO(N),
f(Qǫ)− f(Q) =
∑
k
δIk
∂f
∂qIk
+
∑
k
δJk
∂f
∂qJk
+
1
2
∑
k,k′
δIkδIk′
∂2f
∂qIk∂qIk′
+
1
2
∑
k,k′
δJkδJk′
∂2f
∂qJk∂qJk′
+
∑
k,k′
δIkδJk′
∂2f
∂qIk∂qJk′
+O(ǫ3)
=
∑
k
(
ηǫqJk − ǫ
2
2
qIk
)
∂f
∂qIk
−
∑
k
(
ηǫqIk +
ǫ2
2
qJk
)
∂f
∂qJk
+
ǫ2
2
∑
k,k′
qJkqJk′
∂2f
∂qIk∂qIk′
+
ǫ2
2
∑
k,k′
qIkqIk′
∂2f
∂qJk∂qJk′
− ǫ2
∑
k,k′
qJkqIk′
∂2f
∂qIk∂qJk′
+O(ǫ3) . (7.1)
Now note that
E(η | Q, I, J) = 0
and by the orthogonality of Q,
E(qIkqIk′ | Q,J) = 1
N − 1
∑
i 6=J
qikqik′ =


−qJkqJk′/(N − 1) if k 6= k′ ,
(1− q2Jk)/(N − 1) if k = k′ ,
(7.2)
and a similar expression holds with I and J interchanged. Using these identities in (7.1), we get
E((f(Qǫ)− f(Q))g(Q)) = −ǫ
2
2
∑
k
E
(
qIk
∂f
∂qIk
g
)
− ǫ
2
2
∑
k
E
(
qJk
∂f
∂qJk
g
)
+
ǫ2
2(N − 1)
∑
k
E
(
∂2f
∂q2Ik
g
)
− ǫ
2
2(N − 1)
∑
k,k′
E
(
qIkqIk′
∂2f
∂qIk∂qIk′
g
)
+
ǫ2
2(N − 1)
∑
k
E
(
∂2f
∂q2Jk
g
)
− ǫ
2
2(N − 1)
∑
k,k′
E
(
qJkqJk′
∂2f
∂qJk∂qJk′
g
)
− ǫ2
∑
k,k′
E
(
qJkqIk′
∂2f
∂qIk∂qJk′
g
)
+O(ǫ3) .
Since (I, J) is uniformly distributed over all (i, j) such that i 6= j,
E
(
qJkqIk′
∂2f
∂qIk∂qJk′
g
)
=
1
N(N − 1)
∑
1≤i 6=j≤N
E
(
qjkqik′
∂2f
∂qik∂qjk′
g
)
=
1
N(N − 1)
∑
i,j
E
(
qjkqik′
∂2f
∂qik∂qjk′
g
)
− 1
N(N − 1)
∑
i
E
(
qikqik′
∂2f
∂qik∂qik′
g
)
.
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Tackling the other terms in a similar manner, we get
E((f(Qǫ)− f(Q))g(Q)) = − ǫ
2
N
∑
i,k
E
(
qik
∂f
∂qik
g
)
+
ǫ2
N(N − 1)
∑
i,k
E
(
∂2f
∂q2ik
g
)
− ǫ
2
N(N − 1)
∑
i,j,k,k′
E
(
qjkqik′
∂2f
∂qik∂qjk′
g
)
+O(ǫ3) .
Next, note that by (7.1), the fact that η2 = 1, the symmetry between I and J , and equation (7.2),
1
2
E((f(Qǫ)− f(Q))(g(Qǫ)− g(Q)))
=
ǫ2
2
E
((∑
k
qJk
∂f
∂qIk
−
∑
k
qIk
∂f
∂qJk
)(∑
k
qJk
∂g
∂qIk
−
∑
k
qIk
∂g
∂qJk
))
+O(ǫ3)
= ǫ2E
(∑
k,k′
qJkqJk′
∂f
∂qIk
∂g
∂qIk′
−
∑
k,k′
qJkqIk′
∂f
∂qIk
∂g
∂qJk′
)
+O(ǫ3)
= ǫ2E
(
1
N − 1
∑
k
∂f
∂qIk
∂g
∂qIk
− 1
N − 1
∑
k,k′
qIkqIk′
∂f
∂qIk
∂g
∂qIk′
−
∑
k,k′
qJkqIk′
∂f
∂qIk
∂g
∂qJk′
)
+O(ǫ3)
= ǫ2E
(
1
N(N − 1)
∑
i,k
∂f
∂qik
∂g
∂qik
− 1
N(N − 1)
∑
i,j,k,k′
qjkqik′
∂f
∂qik
∂g
∂qjk′
)
+O(ǫ3) .
The proof is now completed by applying Lemma 6.1 and taking ǫ to zero. 
8. The master loop equation for finite N
The goal of this section is to prove Theorem 3.6. We will first prove an ‘unsymmetrized’ version
of the theorem. The proof is an application of Theorem 7.1, with some heavy computations along
the way.
Theorem 8.1. Take any N ≥ 2, β ∈ R and a finite set Λ ⊆ Zd, and consider SO(N) lattice gauge
theory on Λ at inverse coupling strength β. Take a loop sequence s with minimal representation
(l1, . . . , ln) such that all vertices of Z
d that are at distance ≤ 1 from any of the loops in s are
contained in Λ. Let e be the first edge of l1. For each 1 ≤ r ≤ n, let Ar be the set of locations in
lr where e occurs, and let Br be the set of locations in lr where e
−1 occurs. Let Cr = Ar ∪Br, and
let m be the size of C1. Then
(N − 1)m〈Wl1Wl2 · · ·Wln〉 = twisting term + splitting term
+merger term + deformation term ,
where the twisting term is given by∑
x,y∈A1
x 6=y
〈W∝x,y l1Wl2 · · ·Wln〉+
∑
x,y∈B1
x 6=y
〈W∝x,yl1Wl2 · · ·Wln〉
−
∑
x∈A1, y∈B1
〈W∝x,yl1Wl2 · · ·Wln〉 −
∑
x∈B1, y∈A1
〈W∝x,yl1Wl2 · · ·Wln〉 ,
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the splitting term is given by∑
x∈A1, y∈B1
〈W×1x,y l1W×2x,yl1Wl2 · · ·Wln〉+
∑
x∈B1, y∈A1
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉
−
∑
x,y∈A1
x 6=y
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉 −
∑
x,y∈B1
x 6=y
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉 ,
the merger term is given by
n∑
r=2
∑
x∈C1, y∈Cr
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
−
n∑
r=2
∑
x∈C1, y∈Cr
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
,
and the deformation term equals
Nβ
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊖xpWl2 · · ·Wln〉 −Nβ
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊕xpWl2 · · ·Wln〉 .
In all of the above, empty sums denote zero.
The proof of Theorem 8.1 is divided into a number of steps. Throughout, e denotes the first edge
of l1, and q
e
ij denotes the (i, j)
th entry of Qe. The derivative of a matrix with respect to a scalar
variable is understood to be entry-wise differentiation. Note that if P and Q are two matrices, both
of which are functions of a scalar variable x, then
∂
∂x
(PQ) =
∂P
∂x
Q+ P
∂Q
∂x
.
This fact will be used repeatedly and without mention. Another simple fact that will be used
without mention is that for any cycle l, Wl =W[l], where [l] is the nonbacktracking core of l. This
is easy to see because Wl =Wl′ whenever l
′ is obtained from l by a backtrack erasure.
Lemma 8.2. With the above notation,∑
i,k
qeik
∂Qe
∂qeik
= Qe , and
∑
i,k
qeik
∂QTe
∂qeik
= QTe .
Proof. Note that
∂Qe
∂qeik
= uiu
T
k ,
where ui ∈ RN is the vector whose ith coordinate is 1 and the rest are zero. Thus,∑
i,k
qeik
∂Qe
∂qeik
=
∑
i,k
qeikuiu
T
k = Qe ,
and similarly ∑
i,k
qeik
∂QTe
∂qeik
=
∑
i,k
qeikuku
T
i = Q
T
e .
This completes the proof of the lemma. 
Lemma 8.3. ∑
i,k
qeik
∂Wl1
∂qeik
= mWl1 .
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Proof. Write
Wl1 = Tr(P1Q1P2Q2 · · ·PmQmPm+1) ,
where each Q1, . . . , Qm is either Qe or Q
T
e , and P1, . . . , Pm+1 are products of Qe′ where e
′ is neither
e nor e−1. Then
∂Wl1
∂qeik
=
m∑
r=1
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·PmQmPm+1
)
.
Consequently, by Lemma 8.2,
∑
i,k
qeik
∂Wl1
∂qeik
=
∑
i,k
qeik
m∑
r=1
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·PmQmPm+1
)
=
m∑
r=1
Tr
(
P1Q1 · · ·Pr
(∑
i,k
qeik
∂Qr
∂qeik
)
Pr+1 · · ·PmQmPm+1
)
=
m∑
r=1
Tr(P1Q1 · · ·PrQrPr+1 · · ·PmQmPm+1) = mWl1 .
This completes the proof of the lemma. 
Lemma 8.4.
∑
i,j,k,k′
qejkq
e
ik′
∂2Wl1
∂qeik∂q
e
jk′
=
∑
x,y∈A1
x 6=y
W×1x,yl1W×2x,yl1 +
∑
x,y∈B1
x 6=y
W×1x,yl1W×2x,yl1
+
∑
x∈A1, y∈B1
W∝x,yl1 +
∑
x∈B1, y∈A1
W∝x,yl1 .
Proof. Let us continue using the notation introduced in the proof of Lemma 8.3. Observe that
∂2Wl1
∂qeik∂q
e
jk′
=
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
+
∑
1≤r<s≤m
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qejk′
Pr+1 · · ·Ps∂Qs
∂qeik
Ps+1 · · ·PmQmPm+1
)
.
By the symmetry between the pairs of indices (i, k) and (j, k′), this shows that
∑
i,j,k,k′
qejkq
e
ik′
∂2Wl1
∂qeik∂q
e
jk′
= 2
∑
1≤r<s≤m
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
SOLUTION OF SO(N) LATTICE GAUGE THEORY 25
Now take any 1 ≤ r < s ≤ m. First, suppose that Qr = Qs = Qe. Let ui be as in the proof of
Lemma 8.2. Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PruiuTk Pr+1 · · ·PsujuTk′Ps+1 · · ·PmQmPm+1)
= (uTk′Ps+1 · · ·PmQmPm+1P1Q1 · · ·Prui)(uTk Pr+1 · · ·Psuj)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′i(Pr+1 · · ·Ps)kj , (8.1)
where we are following the convention that Mij denotes the (i, j)
th entry of a matrix M . Therefore
for this r and s,∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′i(Pr+1 · · ·Ps)kj
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·PrQr)Tr(Pr+1 · · ·PsQs)
= Tr(P1Q1 · · ·PrQrPs+1 · · ·PmQmPm+1)Tr(Pr+1 · · ·PsQs) .
For t = 1, . . . ,m, let zt be the location in l1 of the t
th occurrence of e or e−1. Then, if x = zr and
y = zs, it is easy to see that the last line of the above display is exactly equal to
W×1x,yl1W×2x,yl1 .
This produces the first kind of terms in the statement of the lemma.
Next, suppose that Qr = Qs = Q
T
e . Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrukuTi Pr+1 · · ·Psuk′uTj Ps+1 · · ·PmQmPm+1)
= (uTj Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pruk)(uTi Pr+1 · · ·Psuk′)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)jk(Pr+1 · · ·Ps)ik′ . (8.2)
Consequently, ∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)jk(Pr+1 · · ·Ps)ik′
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·PrQr)Tr(Pr+1 · · ·PsQs)
= Tr(P1Q1 · · ·PrQrPs+1 · · ·PmQmPm+1)Tr(Pr+1 · · ·PsQs) .
If x = zr and y = zs, then the last line of the above display is easily seen to be
W×1x,yl1W×2x,yl1 .
This produces the second kind of terms in the statement of the lemma.
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Next, suppose that Qr = Qe and Qs = Q
T
e . Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PruiuTk Pr+1 · · ·Psuk′uTj Ps+1 · · ·PmQmPm+1)
= (uTj Ps+1 · · ·PmQmPm+1P1Q1 · · ·Prui)(uTk Pr+1 · · ·Psuk′)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)ji(Pr+1 · · ·Ps)kk′ . (8.3)
So in this case,
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)ji(Pr+1 · · ·Ps)kk′
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·PrQr(Pr+1 · · ·Ps)TQs)
= Tr(P1Q1 · · ·PrQr(Pr+1 · · ·Ps)TQsPs+1 · · ·PmQmPm+1) .
If x = zr and y = zs, then the last line of the above display equals W∝x,yl1 . This produces the third
kind of terms in the statement of the lemma, namely, those that have x ∈ A1 and y ∈ B1. For the
fourth kind of terms, suppose that Qr = Q
T
e and Qs = Qe. Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
= Tr(P1Q1 · · ·PrukuTi Pr+1 · · ·PsujuTk′Ps+1 · · ·PmQmPm+1)
= (uTk′Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pruk)(uTi Pr+1 · · ·Psuj)
= (Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′k(Pr+1 · · ·Ps)ij . (8.4)
Consequently,
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qejk′
Ps+1 · · ·PmQmPm+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)k′k(Pr+1 · · ·Ps)ij
= Tr(QsPs+1 · · ·PmQmPm+1P1Q1 · · ·PrQr(Pr+1 · · ·Ps)T )
= Tr(P1Q1 · · ·PrQr(Pr+1 · · ·Ps)TQsPs+1 · · ·PmQmPm+1) .
As before, if x = zr and y = zs, then the last line of the above display equals W∝x,yl1 . 
Lemma 8.5.∑
i,k
∂2Wl1
∂qeik
2 =
∑
x,y∈A1
x 6=y
W∝x,yl1 +
∑
x,y∈B1
x 6=y
W∝x,yl1
+
∑
x∈A1, y∈B1
W×1x,yl1W×2x,yl1 +
∑
x∈B1, y∈A1
W×1x,yl1W×2x,yl1 .
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Proof. We will continue to use the notations and calculations from the proof of Lemma 8.4. First,
note that
∑
i,k
∂2Wl1
∂qeik
2 = 2
∑
1≤r<s≤m
∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps ∂Qs
∂qeik
Ps+1 · · ·PmQmPm+1
)
.
Take any 1 ≤ r < s ≤ m. First, suppose that Qr = Qs = Qe. Then by (8.1),
∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps∂Qs
∂qeik
Ps+1 · · ·PmQmPm+1
)
=
∑
i,k
(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)ki(Pr+1 · · ·Ps)ki
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr(Pr+1 · · ·Ps)T )
= Tr(P1Q1 · · ·Qr−1Pr(Pr+1 · · ·Ps)TPs+1Qs+1 · · ·PmQmPm+1) .
If x = zr and y = zs, then this is simply W∝x,yl1 . This gives the first kind of terms in the statement
of the lemma.
Next, suppose that Qr = Qs = Q
T
e . Then by (8.2),
∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps∂Qs
∂qeik
Ps+1 · · ·PmQmPm+1
)
=
∑
i,k
(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)ik(Pr+1 · · ·Ps)ik
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr(Pr+1Qr+1 · · ·Qs−1Ps)T )
= Tr(P1Q1 · · ·Pr(Pr+1Qr+1 · · ·Qs−1Ps)TPs+1 · · ·PmQmPm+1) ,
Again, if x = zr and y = zs, this is equal to W∝x,yl1 . This gives the second kind of terms in the
statement of the lemma.
Next, suppose that Qr = Qe and Qs = Q
T
e . Then by (8.3),
∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps∂Qs
∂qeik
Ps+1 · · ·PmQmPm+1
)
=
∑
i,k
(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)ii(Pr+1 · · ·Ps)kk
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Tr(Pr+1Qr+1 · · ·Qs−1Ps)
= Tr(P1Q1 · · ·PrPs+1 · · ·PmQmPm+1)Tr(Pr+1Qr+1 · · ·Qs−1Ps) ,
If x = zr and y = zs, this is equal to
W×1x,yl1W×2x,yl1 .
This gives the third kind of terms in the statement of the lemma, namely, those that have x ∈ A1
and y ∈ B1.
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Finally, suppose that Qr = Q
T
e and Qs = Qe. Then by (8.4),
∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·Ps∂Qs
∂qeik
Ps+1 · · ·PmQmPm+1
)
=
∑
i,k
(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)kk(Pr+1 · · ·Ps)ii
= Tr(Ps+1 · · ·PmQmPm+1P1Q1 · · ·Pr)Tr(Pr+1Qr+1 · · ·Qs−1Ps)
= Tr(P1Q1 · · ·PrPs+1 · · ·PmQmPm+1)Tr(Pr+1Qr+1 · · ·Qs−1Ps) ,
Again, if x = zr and y = zs, this is equal to
W×1x,yl1W×2x,yl1 .
This gives the fourth kind of terms in the statement of the lemma, namely, those that have x ∈ B1
and y ∈ A1. 
Lemma 8.6. Let l′ be a non-null loop such that all points within distance 1 of l′ belong to Λ. Let
A′ be the set of locations in l′ where e occurs, and let B′ be the set of locations in l′ where e−1
occurs. Let C ′ = A′ ∪B′ and assume that C ′ is nonempty. Then
∑
i,j,k,k′
qejkq
e
ik′
∂Wl1
∂qeik
∂Wl′
∂qejk′
=
∑
x∈C1, y∈C′
Wl1⊕x,y l′ .
Proof. Let m′ be the size of C ′. Write Wl′ as
Wl′ = Tr(P
′
1Q
′
1P
′
2Q
′
2 · · ·P ′m′Q′m′P ′m′+1)
where each Q′1, . . . , Q
′
m′ is either Qe or Q
T
e , and P
′
1, . . . , P
′
m′+1 are products of Qe′ where e
′ is neither
e nor e−1. Then
∂Wl1
∂qeik
∂Wl′
∂qejk′
=
∑
1≤r≤m
1≤s≤m′
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
.
Take any r, s. If Qr = Q
′
s = Qe, then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
= Tr(P1Q1 · · ·PruiuTk Pr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sujuTk′P ′s+1 · · ·Q′m′P ′m′+1)
= (uTk Pr+1 · · ·QmPm+1P1Q1 · · ·Prui)(uTk′P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′suj)
= (Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ki(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′j . (8.5)
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Therefore,
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ki(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′j
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= Tr(P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′sPr+1 · · ·QmPm+1) .
Let zt be the location in l1 of the t
th occurrence of e or e−1 , as before. Let z′t be the location in l
′
of the tth occurrence of e or e−1. If x = zr and y = z
′
s, then it is easy to see that the last term in
the above display is exactly Wl1⊕x,yl′ . This gives the terms corresponding to x ∈ A1 and y ∈ A′ in
the statement of the lemma.
Next, suppose that Qr = Qe and Q
′
s = Q
T
e . Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
= Tr(P1Q1 · · ·PruiuTk Pr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′suk′uTj P ′s+1 · · ·Q′m′P ′m′+1)
= (uTk Pr+1 · · ·QmPm+1P1Q1 · · ·Prui)(uTj P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′suk′)
= (Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ki(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)jk′ . (8.6)
Thus,
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ki(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)jk′
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)TQ′sT )
= Tr(P1Q1 · · ·PrQr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)TQ′sTPr+1 · · ·QmPm+1) .
If x = zr and y = zs, this is equal to Wl1⊕x,yl′ . This gives the terms corresponding to x ∈ A1,
y ∈ B′.
Next, suppose that Qr = Q
T
e and Q
′
s = Qe. Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
= Tr(P1Q1 · · ·PrukuTi Pr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′sujuTk′P ′s+1 · · ·Q′m′P ′m′+1)
= (uTi Pr+1 · · ·QmPm+1P1Q1 · · ·Pruk)(uTk′P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′suj)
= (Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ik(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′j . (8.7)
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Consequently,
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ik(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)k′j
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)TQ′sT )
= Tr(P1Q1 · · ·PrQr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)TQ′sTPr+1 · · ·QmPm+1) .
Again, if we take x = zr and y = z
′
s then the above expression is nothing but Wl1⊕x,yl′ . This takes
care of the terms corresponding to x ∈ B1 and y ∈ A′ in the statement of the lemma.
Finally, suppose that Qr = Q
′
s = Q
T
e . Then
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
= Tr(P1Q1 · · ·PrukuTi Pr+1 · · ·QmPm+1)Tr(P ′1Q′1 · · ·P ′suk′uTj P ′s+1 · · ·Q′m′P ′m′+1)
= (uTi Pr+1 · · ·QmPm+1P1Q1 · · ·Pruk)(uTj P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′suk′)
= (Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ik(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)jk′ . (8.8)
Therefore,
∑
i,j,k,k′
qejkq
e
ik′ Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qejk′
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,j,k,k′
qejkq
e
ik′(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ik(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)jk′
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′s)
= Tr(P1Q1 · · ·PrQrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sQ′sPr+1 · · ·QmPm+1) .
As before, if x = zr and y = z
′
s then the above expression equals Wl1⊕x,yl′ . This takes care of the
terms corresponding to x ∈ B1 and y ∈ B′ in the statement of the lemma. 
Lemma 8.7. Let l′ and C ′ be as in the previous lemma. Then
∑
i,k
∂Wl1
∂qeik
∂Wl′
∂qeik
=
∑
x∈C1, y∈C′
Wl1⊖x,yl′ .
Proof. We will continue using the notations introduced in the proof of Lemma 8.6. First, note that
∑
i,k
∂Wl1
∂qeik
∂Wl′
∂qejk′
=
∑
1≤r≤m
1≤s≤m′
∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeik
P ′s+1 · · ·Q′m′P ′m′+1
)
.
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Take any r, s. First, suppose that Qr = Q
′
s = Qe. By (8.5),∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeik
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,k
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ki(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)ki
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)T )
= Tr(P1Q1 · · ·Pr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)TPr+1 · · ·QmPm+1) .
If x = zr and y = z
′
s, the above expression equals Wl1⊖x,yl′ . This takes care of the terms in the
statement of the lemma that correspond to x ∈ A1 and y ∈ A′.
Next, suppose that Qr = Qe and Q
′
s = Q
T
e . Then by (8.6),∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeik
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,k
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ki(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)ik
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)
= Tr(P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sPr+1 · · ·QmPm+1) .
As before, if x = zr and y = z
′
s, the above expression equals Wl1⊖x,yl′ . This takes care of the terms
in the statement of the lemma that correspond to x ∈ A1 and y ∈ B′.
Next, suppose that Qr = Q
T
e and Q
′
s = Qe. Then by (8.7),∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeik
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,k
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ik(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)ki
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)
= Tr(P1Q1 · · ·PrP ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′sPr+1 · · ·QmPm+1) .
Again, if x = zr and y = z
′
s, this is equal to Wl1⊖x,yl′ . This accounts for the terms with x ∈ B1 and
y ∈ A′.
Finally, suppose that Qr = Q
′
s = Q
T
e . Then by (8.8),∑
i,k
Tr
(
P1Q1 · · ·Pr ∂Qr
∂qeik
Pr+1 · · ·QmPm+1
)
Tr
(
P ′1Q
′
1 · · ·P ′s
∂Q′s
∂qeik
P ′s+1 · · ·Q′m′P ′m′+1
)
=
∑
i,k
(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr)ik(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)ik
= Tr(Pr+1 · · ·QmPm+1P1Q1 · · ·Pr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)T )
= Tr(P1Q1 · · ·Pr(P ′s+1 · · ·Q′m′P ′m′+1P ′1Q′1 · · ·P ′s)TPr+1 · · ·QmPm+1) .
As always, if x = zr and y = z
′
s, this is equal to Wl1⊖x,y l′ . This accounts for the terms with x ∈ B1
and y ∈ B′. 
Having verified all the tedious calculations, we are now ready to prove Theorem 8.1.
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Proof of Theorem 8.1. Let Q = (Qe′)e′∈E+
Λ
denote a collection of independent Haar-distributed
random SO(N) matrices. Let f and g be two functions of Q, defined as
f :=Wl1 ,
and
g := Z−1Λ,N,βWl2Wl3 · · ·Wln exp
(
Nβ
∑
p∈P+
Λ
Wp
)
.
By Lemma 8.3, ∑
i,k
qeik
∂f
∂qeik
= mWl1 .
Therefore,
E
(∑
i,k
qeik
∂f
∂qeik
g
)
= m〈Wl1Wl2 · · ·Wln〉 .
By Lemma 8.5,
E
(∑
i,k
∂2f
∂qeik
2 g
)
=
∑
x,y∈A1
x 6=y
〈W∝x,yl1Wl2 · · ·Wln〉+
∑
x,y∈B1
x 6=y
〈W∝x,yl1Wl2 · · ·Wln〉
+
∑
x∈A1, y∈B1
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉+
∑
x∈B1, y∈A1
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉 .
By Lemma 8.4,
E
( ∑
i,j,k,k′
qejkq
e
ik′
∂2f
∂qeik∂q
e
jk′
g
)
=
∑
x,y∈A1
x 6=y
〈W×1x,yl1W×2x,yl1Wl2 · · ·Wln〉+
∑
x,y∈B1
x 6=y
〈W×1x,y l1W×2x,yl1Wl2 · · ·Wln〉
+
∑
x∈A1, y∈B1
〈W∝x,yl1Wl2 · · ·Wln〉+
∑
x∈B1, y∈A1
〈W∝x,y l1Wl2 · · ·Wln〉 .
Next, note that since all vertices that are within distance 1 of l1 belong to Λ, therefore any element
of P+(e) must necessarily belong to P+Λ . Therefore, for any i and k,
∂g
∂qeik
=
n∑
r=2
Z−1Λ,N,βWl2 · · ·Wlr−1
∂Wlr
∂qeik
Wlr+1 · · ·Wln exp
(
Nβ
∑
p∈P+
Λ
Wp
)
+
∑
p∈P+(e)
Z−1Λ,N,βWl2 · · ·WlnNβ
∂Wp
∂qeik
exp
(
Nβ
∑
p′∈P+
Λ
Wp′
)
. (8.9)
The above identity and Lemma 8.7 show that
E
(∑
i,k
∂f
∂qeik
∂g
∂qeik
)
=
n∑
r=2
∑
x∈C1, y∈Cr
〈
Wl1⊖x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+Nβ
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊖xpWl2 · · ·Wln〉 .
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Similarly by Lemma 8.6 and equation (8.9),
E
( ∑
i,j,k,k′
qejkq
e
ik′
∂f
∂qeik
∂g
∂qejk′
)
=
n∑
r=2
∑
x∈C1, y∈Cr
〈
Wl1⊕x,ylr
∏
2≤t≤n
t6=r
Wlt
〉
+Nβ
∑
p∈P+(e)
∑
x∈C1
〈Wl1⊕xpWl2 · · ·Wln〉 .
Combining all of the above calculations and applying Theorem 7.1 (by first conditioning on (Qe′)e′ 6=e
and then taking unconditional expectation on both sides), we get the identity claimed in the
statement of Theorem 8.1. 
We are now ready to prove Theorem 3.6.
Proof of Theorem 3.6. Let D+k (s) denote the set of loop sequences obtained from s by positively
deforming lk. Define D
−
k (s), S
+
k (s), S
−
k (s), T
+
k (s) and T
−
k (s) similarly. Let M
+
k (s) be the set of loop
sequences obtained by positively merging lk with some other lr. Define M
−
k (s) similarly.
A simple but important observation that will be used in this proof is that if (l1, . . . , ln) is any
representation of a loop sequence s (and not necessarily the minimal representation), then
φ(s) =
〈Wl1Wl2 · · ·Wln〉
Nn
.
This is because of our convention that W∅ = N .
Now let s be a non-null loop sequence with minimal representation (l1, . . . , ln). Clearly,
φ(lπ(1), . . . , lπ(n)) = φ(l1, . . . , ln)
for any permutation π of {1, . . . , n}. Moreover, by changing our arbitrary rule for defining the first
edge of a cycle, it is evident that the master loop equation in Theorem 8.1 should hold true, with
appropriate modifications on the right-hand side, if l1 is replaced by any other lk and e is replaced
by any edge in lk. That is, take any 1 ≤ k ≤ n and any edge e in lk. For each 1 ≤ r ≤ n, let Ar(e)
be the locations in lr where e occurs and let Br(e) be the locations in lr where e
−1 occurs. Let
Cr(e) := Ar(e) ∪ Br(e) and let mk(e) be the size of Ck(e). Then the appropriate modification of
Theorem 8.1 gives:
(N − 1)mk(e)φβ(s) = twisting term + splitting term
+merger term + deformation term ,
where the twisting term is given by∑
x,y∈Ak(e)
x 6=y
φ(l1, . . . , lk−1,∝x,y lk, lk+1, . . . , ln) +
∑
x,y∈Bk(e)
x 6=y
φ(l1, . . . , lk−1,∝x,y lk, lk+1, . . . , ln)
−
∑
x∈Ak(e), y∈Bk(e)
φ(l1, . . . , lk−1,∝x,y lk, lk+1, . . . , ln)
−
∑
x∈Bk(e), y∈Ak(e)
φ(l1, . . . , lk−1,∝x,y lk, lk+1, . . . , ln) ,
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the splitting term is given by
N
∑
x∈Ak(e), y∈Bk(e)
φ(l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln)
+N
∑
x∈Bk(e), y∈Ak(e)
φ(l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln)
−N
∑
x,y∈Ak(e)
x 6=y
φ(l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln)
−N
∑
x,y∈Bk(e)
x 6=y
φ(l1, . . . , lk−1,×1x,ylk,×2x,ylk, lk+1, . . . , ln) ,
the merger term is given by
1
N
∑
k<r≤n
∑
x∈Ck(e), y∈Cr(e)
φ(l1, . . . , lk−1, lk ⊖x,y lr, lk+1, . . . , lr−1, lr+1, . . . , ln)
+
1
N
∑
1≤r<k
∑
x∈Ck(e), y∈Cr(e)
φ(l1, . . . , lr−1, lr+1, . . . , lk−1, lk ⊖x,y lr, lk+1, . . . , ln)
− 1
N
∑
k<r≤n
∑
x∈Ck(e), y∈Cr(e)
φ(l1, . . . , lk−1, lk ⊕x,y lr, lk+1, . . . , lr−1, lr+1, . . . , ln)
− 1
N
∑
1≤r<k
∑
x∈Ck(e), y∈Cr(e)
φ(l1, . . . , lr−1, lr+1, . . . , lk−1, lk ⊕x,y lr, lk+1, . . . , ln) .
and the deformation term equals
Nβ
∑
p∈P+(e)
∑
x∈Ck(e)
φ(l1, . . . , lk−1, lk ⊖x p, lk+1, . . . , ln)
−Nβ
∑
p∈P+(e)
∑
x∈Ck(e)
φ(l1, . . . , lk−1, lk ⊕x p, lk+1, . . . , ln) .
Within the loop lk, declare two edges to be equivalent if they are either equal or inverses of each
other. If e is an edge, then Ck(e) is the equivalence class containing e. Construct a set Dk by
taking one member from each equivalence class and sum both sides of the above equation over this
set of edges. Since ∑
e∈Dk
mk(e) = |lk| ,
this gives the equation
(N − 1)|lk|φ(s) =
∑
s′∈T−
k
(s)
φ(s′)−
∑
s′∈T+
k
(s)
φ(s′) +N
∑
s′∈S−
k
(s)
φ(s′)−N
∑
s′∈S+
k
φ(s′)
+
1
N
∑
s′∈M−
k
(s)
φ(s′)− 1
N
∑
s′∈M+
k
(s)
φ(s′) +Nβ
∑
s′∈D−
k
(s)
φ(s′)−Nβ
∑
s′∈D+
k
(s)
φ(s′) .
Summing both sides of the above equation over k, we get the equation claimed in the statement of
the theorem. 
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9. The master loop equation in the ’t Hooft limit
For any Λ, N and β, and any collection of loops l1, . . . , ln that are contained in Λ, define
φΛ,N,β(l1, . . . , ln) :=
〈Wl1 · · ·Wln〉
Nn
.
Since we defined W∅ = N , the value of the above expression does not change if we insert some
null loops into the collection l1, . . . , ln or delete some null loops from it. In other words, φΛ,N,β is
well-defined as a function on loop sequences whose component loops are contained in Λ.
Now note that since |Wl| ≤ N for any loop l, therefore |φΛ,N,β(s)| ≤ 1 for any loop sequence s
contained in Λ. Moreover, if ΛN is a sequence increasing to Z
d, any loop sequence s is eventually
contained in ΛN as N → ∞. By a standard diagonal argument, there exists a subsequence along
which the limit of φΛN ,N,β(s) exists for every loop sequence s. The following theorem gives a
recursive relation for any such limit point. We may call this the master loop equation in the ’t
Hooft limit.
Theorem 9.1. Let ΛN be a sequence of sets increasing to Z
d, and take a subsequence of N ’s such
that along this subsequence, the limit of φΛN ,N,β(s) exists for every loop sequence s. Call this limit
φβ(s). Take any loop sequence s with minimal representation (l1, . . . , ln). Let e, m, A1, B1 and C1
be as in Theorem 8.1. Then
mφβ(s) = splitting term + deformation term ,
where the splitting term is given by∑
x∈A1, y∈B1
φβ(×1x,yl1,×2x,yl1, l2, . . . , ln) +
∑
x∈B1, y∈A1
φβ(×1x,yl1,×2x,yl1, l2, . . . , ln)
−
∑
x,y∈A1
x 6=y
φβ(×1x,yl1,×2x,yl1, l2, . . . , ln)−
∑
x,y∈B1
x 6=y
φβ(×1x,yl1,×2x,yl1, l2, . . . , ln) ,
and the deformation term equals
β
∑
p∈P+(e)
∑
x∈C1
φβ(l1 ⊖x p, l2, . . . , ln)− β
∑
p∈P+(e)
∑
x∈C1
φβ(l1 ⊕x p, l2, . . . , ln) .
Proof. The proof is a direct application of Theorem 8.1 and the fact that |Wl| ≤ N for any loop l.
Simply divide both sides of the finite N master loop equation (as given in the statement of Theo-
rem 8.1) by Nn+1. It is an easy consequence of the bound |Wl| ≤ N that the merger and twisting
terms vanish as N goes to infinity. The left-hand side of the finite N master loop equation, upon
dividing by Nn+1, tends to mφβ(s) as N tends to infinity along the subsequence. The splitting and
deformation terms tend to the respective terms displayed above. 
The notable thing about Theorem 9.1 is that it is true irrespective of the value of β. However, it
is a theorem about subsequential limits. To prove that φΛN ,N,β(s) converges to a limit as N →∞,
it suffices to show that there is a unique set of solutions for the master loop equation. This turns
out to be true if |β| is small enough. This is the content of the next theorem.
Theorem 9.2. Given any L ≥ 1, there exists β0(L, d) > 0 such that if |β| ≤ β0(L, d), then there
is a unique function φβ : S → R such that (a) φβ(∅) = 1, (b) |φβ(s)| ≤ L|s| for all s, and (c) φβ
satisfies the master loop equation of Theorem 9.1. Consequently, there exists β0(d) > 0 such that
for |β| ≤ β0(d), φΛN ,N,β(s) converges to a limit φβ(s) as N →∞ for every loop sequence s.
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Actually, to prove the convergence of φΛN ,N,β we need only the case L = 1. The general case
will be needed in a later section.
We need a few lemmas about properties of loop operations before proving Theorem 9.2.
Lemma 9.3. Let l be a non-null loop and suppose that x and y are two distinct locations in l such
that l admits a positive splitting at x and y. Let l1 := ×1x,yl and l2 := ×2x,yl. Then l1 and l2 are
non-null loops, |l1| ≤ |l| − |y − x|, and |l2| ≤ |y − x|.
Proof. Without loss of generality suppose that x < y. Write l = aebec, where the two e’s occur at
locations x and y. Then l1 = [aec] and l2 = [be]. From this it is clear that
|l1| ≤ |l| − |be| = |l| − (y − x)
and
|l2| ≤ |be| = y − x .
To prove that l2 is non-null, observe that since l is a loop, the path be has no interior backtracks.
Moreover, eb does not have any interior backtracks either. Therefore the cycle be has no backtracks,
which proves that l2 = be, which has length strictly bigger than zero.
Similarly, since l is a loop, the paths ae and ec have no interior backtracks, and the first edge
of the path ae cannot be the inverse of the last edge of the path ec. Thus the cycle aec has no
backtracks and so l1 = aec, which has length strictly bigger than zero. 
Lemma 9.4. If l is a cycle of length at least four whose nonbacktracking core is null, then l has
at least two backtracks.
Proof. The proof is by induction on |l|. If |l| = 4, then it is easy to verify using the nature of Zd
that there are only two possibilities. One is that l is a plaquette, which has no backtracks. The
other is that l is the cycle corresponding to a closed path of the form e1e2e
−1
2 e
−1
1 , which has two
backtracks. This proves the claim when |l| = 4.
Now suppose that the claim has been proved for all cycles of length less than n and let l be a
cycle of length n, where n > 4. Since Zd is a bipartite graph, cycles can have only even lengths; so
we may take n ≥ 6.
If [l] is null, then l must have at least one backtrack. Choose a representative e1e2 · · · en of l
that has a backtrack at location n, so that en = e
−1
1 . Remove this backtrack to get l
′ = e2 · · · en−1.
By Lemma 2.1 [l′] is also null, so the induction hypothesis implies that l′ must have at least two
backtracks. If en−1 = e
−1
2 , this would account for one of the backtracks. But the other backtrack,
wherever it is, must have also been a backtrack in l. This shows that l must be having at least two
backtracks, completing the proof. 
Lemma 9.5. Let l be a non-null loop and suppose that x and y are two distinct locations in l such
that l admits a negative splitting at x and y. Let l1 := ×1x,yl and l2 := ×2x,yl. Then l1 and l2 are
non-null loops, |l1| ≤ |l| − |y − x| − 1, and |l2| ≤ |y − x| − 1.
Proof. Without loss of generality suppose that x < y. Write l = aebe−1c, where e and e−1 occur
at locations x and y respectively. Then l1 = [ac] and l2 = [b]. From this it is clear that
|l1| ≤ |l| − |ebe−1| = |l| − (y − x)− 1
and
|l2| ≤ |b| = y − x− 1 .
Since b is sandwiched between e and e−1 in l, it must be a closed path. Since l is a loop and b is
a closed path, therefore |b| ≥ 4; because otherwise, l would have a backtrack. Again since l is a
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loop, the closed path b cannot have any interior backtracks (but may have a terminal backtrack).
In particular, b can have at most one backtrack. Thus by Lemma 9.4, l2 = [b] cannot be null.
Similarly, note that a and c cannot both be null, because otherwise l has a backtrack. For the
same reason, the paths a and c cannot have interior backtracks, nor can the last edge of c be the
inverse of the first edge of a. Therefore the only possible backtrack in ac may be caused by the last
edge of a being the inverse of the first edge of c. It is easy to see that ac must be a closed path,
and therefore it must have length ≥ 4, because otherwise l has a backtrack. Thus by Lemma 9.4,
l1 = [ac] cannot be null. 
Lemma 9.6. If l and l′ are two loops that can be merged together at locations x and y, then |l⊕x,y l′|
and |l ⊖x,y l′| are both bounded above by |l|+ |l′|.
Proof. This is a straightforward verification using the definitions of positive and negative mergers
and the fact that the length of a nonbacktracking core is always less than or equal to the length of
the original closed path. 
We now make two important definitions that will be useful throughout the remainder of this
manuscript. We have already defined the ‘length’ of a loop sequence. Define the ‘size’ of a non-null
sequence s with minimal representation (l1, . . . , ln) as
#s := n ,
and the ‘index’ of s as
ι(s) := |s| −#s .
The size and the index of the null loop sequence are define to be zero. The following two lemmas
give two useful properties of the index.
Lemma 9.7. For any s, ι(s) ≥ 3#s. In particular, the index of any non-null loop sequence is
strictly positive.
Proof. The smallest non-null loop in Zd is a plaquette, which has four edges. This proves that
|s| ≥ 4#s. Consequently, ι(s) ≥ 4#s−#s = 3#s. 
Lemma 9.8. If s′ is obtained from s by a splitting operation, then ι(s′) < ι(s).
Proof. Lemmas 9.3 and 9.5 show that #s′ = #s + 1. Moreover, these lemmas also show that
|s′| ≤ |s|. Thus, ι(s′) < ι(s). 
After this initial preparation, we are now ready to prove Theorem 9.2.
Proof of Theorem 9.2. Fix β ∈ R and suppose that φβ and ψβ are two functions that satisfy the
conditions (a), (b) and (c) of the theorem statement. For each s ∈ S, let
T (s) := |φβ(s)− ψβ(s)| .
If (l1, . . . , ln) is the minimal representation of s and δi := |li|, the vector δ(s) := (δ1, . . . , δn) will be
called the ‘degree vector’ of s. The degree vector of the null loop sequence is the ‘null sequence’ ∅
that does not contain any element.
Let ∆ be the set of all finite sequences of integers, including the null sequence. Clearly, any
degree vector is an element of ∆, but not all elements of ∆ are degree vectors. In particular, if any
component of δ is nonpositive, then δ is not a degree vector. Given a vector δ = (δ1, . . . , δn) ∈ ∆,
define
|δ| :=
n∑
i=1
δi , #δ := n , and ι(δ) := |δ| −#δ .
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All of the above quantities are defined to be zero for the empty sequence. Note that ι(s) = ι(δ(s)).
Given two non-null elements δ = (δ1, . . . , δn) ∈ ∆ and δ′ = (δ′1, . . . , δ′m) ∈ ∆, we will say that
δ ≤ δ′ if m = n and δi ≤ δ′i for each i.
Let ∆+ be the subset of ∆ consisting of all δ whose components are all ≥ 4. In particular if s is
a non-null loop sequence, then δ(s) ∈ ∆+.
For each δ ∈ ∆+, define
D(δ) = sup
s∈S : δ(s)≤δ
T (s) .
(Note that for any δ ∈ ∆+, there is at least one non-null s such that δ(s) ≤ δ.) If δ ∈ ∆\∆+, let
D(δ) = 0. For each λ > 0, define
F (λ) :=
∑
δ∈∆+
λι(δ)D(δ) =
∑
δ∈∆
λι(δ)D(δ) .
We claim that if λ < (2L)−4/3, then F (λ) <∞. To see this, first note that
F (λ) =
∞∑
r=1
r∑
n=1
∑
δ∈∆+ : |δ|=r,
#δ=n
λr−nD(δ) .
Given r and n, the number of δ ∈ ∆+ such that |δ| = r and #δ = n is bounded above by the
number of ways of choosing positive integers δ1, . . . , δn such that
∑
δi = r. This is equal to the
number of ways of choosing a strictly increasing sequence of n+1 numbers from the set {0, 1, . . . , r}
with the restriction that the first number is 0 and the last number is r, since δ1, . . . , δn may be
obtained as the successive differences between these numbers. This shows that
|{δ ∈ ∆+ : |δ| = r, #δ = n}| ≤
(
r
n− 1
)
.
Next, note that if δ ∈ ∆+, then r ≥ 4n, and therefore r − n ≥ 3r/4. Finally, note that by the
condition (b) in the statement of the theorem, D(δ) ≤ 2L|δ| for all δ. Combining all of the above,
we get that for any λ < 1,
∞∑
r=1
r∑
n=1
∑
δ∈∆+ : |δ|=r,
#δ=n
λr−nD(δ) ≤
∞∑
r=1
r∑
n=1
2Lrλ3r/4
(
r
n− 1
)
≤
∞∑
r=1
2Lrλ3r/42r .
This proves the claim that if λ < (2L)−4/3 then F (λ) <∞.
Now take any δ = (δ1, . . . , δn) ∈ ∆+ such that |δ| = r. Let s be a non-null loop sequence with
minimal representation (l1, . . . , ln), such that δ(s) ≤ δ. Let e, m, A1, B1 and C1 be as in the
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statement of Theorem 8.1. Then by condition (c),
T (s) ≤ 1
m
∑
x∈A1, y∈B1
T (×1x,yl1,×2x,yl1, l2 . . . , ln) +
1
m
∑
x∈B1, y∈A1
T (×1x,yl1,×2x,yl1, l2 . . . , ln)
+
1
m
∑
x,y∈A1
x 6=y
T (×1x,yl1,×2x,yl1, l2, . . . , ln) +
1
m
∑
x,y∈B1
x 6=y
T (×1x,yl1,×2x,yl1, l2, . . . , ln)
+
|β|
m
∑
p∈P+(e)
∑
x∈C1
T (l1 ⊖x p, l2, . . . , ln) + |β|
m
∑
p∈P+(e)
∑
x∈C1
T (l1 ⊕x p, l2, . . . , ln) . (9.1)
We will bound the terms on the right-hand side one by one, freely using the fact that D(δ) = 0 if
δ ∈ ∆\∆+. By Lemma 9.3,
1
m
∑
x,y∈A1
x 6=y
T (×1x,yl1,×2x,yl1, l2, . . . , ln)
≤ 1
m
∑
x∈A1
∑
y∈A1\{x}
D(δ1 − |y − x|, |y − x|, δ2, . . . , δn)
≤ 2
m
∑
x∈A1
∞∑
k=1
D(δ1 − k, k, δ2, . . . , δn) ≤ 2
∞∑
k=1
D(δ1 − k, k, δ2, . . . , δn) . (9.2)
The same bound holds if A1 is replaced by B1. Next, by Lemma 9.5,
1
m
∑
x∈A1, y∈B1
T (×1x,yl1,×2x,yl1, l2, . . . , ln)
≤ 1
m
∑
x∈A1
∑
y∈B1
D(δ1 − |x− y| − 1, |x− y| − 1, δ2, . . . , δn)
≤ 2
m
∑
x∈A1
∞∑
k=1
D(δ1 − k − 1, k − 1, δ2, . . . , δn) ≤ 2
∞∑
k=1
D(δ1 − k − 1, k − 1, δ2, . . . , δn) , (9.3)
and the same bound holds if A1 and B1 are swapped. If p ∈ P+(e) and x ∈ C1, then by Lemma 9.6,
|l1 ⊖x p| ≤ δ1 + 4. Thus, if l1 ⊖x p is non-null, then
T (l1 ⊖x p, l2, . . . , ln) ≤ D(δ1 + 4, δ2, . . . , δn) .
On the other hand, if l1 ⊖x p is null, then
T (l1 ⊖x p, l2, . . . , ln) = T (l2, . . . , ln) ≤ D(δ2, . . . , δn) .
Note that this is true even if n = 1, in which case (δ2, . . . , δn) is the empty sequence, because by
condition (a) in the statement of the theorem, T (∅) = 0, and D(∅) = 0 by definition. Combining
the two cases listed above, we get
T (l1 ⊖x p, l2, . . . , ln) ≤ D(δ1 + 4, δ2, . . . , δn) +D(δ2, . . . , δn) . (9.4)
The same bound holds for T (l1 ⊕x p, l2, . . . , ln).
For each k ≥ 1, define two maps θk and ηk from ∆+ into ∆ as
θk(δ1, . . . , δn) := (δ1 − k, k, δ2, . . . , δn) ,
ηk(δ1, . . . , δn) := (δ1 − k − 1, k − 1, δ2, . . . , δn) .
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Additionally, define maps α and γ from ∆+ into ∆ as
α(δ1, . . . , δn) := (δ1 + 4, δ2, . . . , δn) ,
γ(δ1, . . . , δn) := (δ2, . . . , δn) .
(When n = 1, γ(δ1) = ∅.) Then by (9.1), (9.2), (9.3), (9.4) and the fact that |P+(e)| ≤ 2(d− 1),
T (s) ≤ 4
∞∑
k=1
D(θk(δ)) + 4
∞∑
k=1
D(ηk(δ)) + 4|β|dD(α(δ)) + 4|β|dD(γ(δ)) .
Since this bound holds for every non-null s such that δ(s) ≤ δ, therefore the right-hand side is an
upper bound for D(δ). Thus,
F (λ) ≤
∑
δ∈∆+
λι(δ)
(
4
∞∑
k=1
D(θk(δ)) + 4
∞∑
k=1
D(ηk(δ)) + 4|β|dD(α(δ)) + 4|β|dD(γ(δ))
)
. (9.5)
Now note that the maps θ1, θ2, . . . are all injective, and their ranges are disjoint since the second
component of any vector that is in the image of θk must be equal to k. Moreover, ι(θk(δ)) = ι(δ)−1
for any δ ∈ ∆+. Thus,
∑
δ∈∆+
∞∑
k=1
λι(δ)D(θk(δ)) =
∑
δ∈∆+
∞∑
k=1
λι(θk(δ))+1D(θk(δ))
≤
∑
δ∈∆
λι(δ)+1D(δ) = λF (λ) . (9.6)
Similarly, note that the maps η1, η2, . . . are all injective, and their ranges are disjoint. Moreover,
ι(ηk(δ)) = ι(δ) − 3. Thus,∑
δ∈∆+
∞∑
k=1
λι(δ)D(ηk(δ)) =
∑
δ∈∆+
∞∑
k=1
λι(ηk(δ))+3D(ηk(δ))
≤
∑
δ∈∆
λι(δ)+3D(δ) = λ3F (λ) . (9.7)
Next, note that the map α is injective and ι(α(δ)) = ι(δ) + 4. Thus,∑
δ∈∆+
λι(δ)D(α(δ)) =
∑
δ∈∆+
λι(α(δ))−4D(α(δ))
≤
∑
δ∈∆
λι(δ)−4D(δ) = λ−4F (λ) . (9.8)
Finally, note that for any (δ1, . . . , δn) ∈ ∆+,
γ−1(δ1, . . . , δn) ⊆ {(k, δ1, . . . , δn) : k ≥ 1} .
Moreover, for any δ ∈ ∆+, either γ(δ) = ∅ or γ(δ) ∈ ∆+. Thus,∑
δ∈∆+
λι(δ)D(γ(δ)) =
∑
δ′∈∆+
∑
δ∈γ−1(δ′)
λι(δ)D(δ′)
≤
∑
δ′∈∆+
∞∑
k=1
λι(δ
′)+k−1D(δ′) =
F (λ)
1− λ . (9.9)
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Combining (9.5), (9.6), (9.7), (9.8) and (9.9), we get
F (λ) ≤
(
4λ3 + 4λ+
4|β|d
λ4
+
4|β|d
1− λ
)
F (λ) .
Suppose that λ is so small that λ < (2L)−4/3 and 4λ3 + 4λ < 1. Then it is possible to choose β0
small enough so that if |β| ≤ β0, then the coefficient of F (λ) on the right is strictly less than 1.
Since F (λ) is nonnegative and finite (since λ < (2L)−4/3), this would imply that F (λ) = 0. Finally,
to complete the proof, note that since δ(s) ∈ ∆+ for any non-null s, therefore T (s) ≤ D(δ(s)) ≤
λ−ι(δ(s))F (λ) = 0. This proves the uniqueness claim in the statement of the theorem. To prove
the convergence of φΛN ,N,β(s), recall that these functions are uniformly bounded by 1 in absolute
value. Therefore an application of the uniqueness part of the theorem with L = 1, together with a
simple subsequence argument, completes the proof. 
We end this section with a symmetrized version of the limiting master loop equation. This will
be useful for certain purposes later.
Theorem 9.9. Let β0(d) and φβ be as in Theorem 9.2. Then for any non-null loop sequence s and
|β| ≤ β0(d),
|s|φβ(s) =
∑
s′∈S−(s)
φβ(s
′)−
∑
s′∈S+(s)
φβ(s
′) + β
∑
s′∈D−(s)
φβ(s
′)− β
∑
s′∈D+(s)
φβ(s
′) .
Proof. This is proved by simply dividing both sides in Theorem 3.6 by N and letting N tend to
infinity. 
10. Power series expansion
The goal of this section is to show that the function φβ of Theorem 9.2 has a convergent power
series expansion in β. This is a technical step that is required for the proof of Theorem 3.1. We will
start by defining a collection of real numbers ak(s), where k runs over nonnegative integers and s
runs over loop sequences. The definition will involve a nested induction: Having defined ai(s) for
all i < k and all s, we will define ak(s) by induction over ι(s). Note that we can do induction over
the index because by Lemma 9.7, the index of a non-null loop sequence is always a positive integer.
First, define a0(∅) = 1 and a0(s) = 0 for every non-null s. Next take any k ≥ 1 and suppose that
ai(s) has been defined for every i < k and every s. Let ak(∅) = 0. Take any non-null s with minimal
representation (l1, . . . , ln). Let e, m, A1, B1 and C1 be as in the statement of Theorem 8.1. Suppose
that ak(s
′) has been defined for every s′ with ι(s′) < ι(s). In particular, Lemma 9.8 shows that if
s′ is obtained by splitting s, then ι(s′) < ι(s) and hence ak(s
′) has already been defined. Moreover,
if s has the smallest possible index, then again by Lemma 9.8, it cannot be split. Therefore the
following definition makes sense:
ak(s) :=
1
m
∑
x∈A1, y∈B1
ak(×1x,yl1,×2x,yl1, l2, . . . , ln) +
1
m
∑
x∈B1, y∈A1
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)
− 1
m
∑
x,y∈A1
x 6=y
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)−
1
m
∑
x,y∈B1
x 6=y
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)
+
1
m
∑
p∈P+(e)
∑
x∈C1
ak−1(l1 ⊖x p, l2, . . . , ln)− 1
m
∑
p∈P+(e)
∑
x∈C1
ak−1(l1 ⊕x p, l2, . . . , ln) .
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A crucial part of the argument involves the use of Catalan numbers. This is inspired by a similar
use of Catalan numbers in [13]. Recall the definition of the Catalan numbers: C0 = 1, and for i ≥ 1,
Ci =
1
i+ 1
(
2i
i
)
=
(
2i
i
)
−
(
2i
i+ 1
)
.
We will use a well known recursion relation for Catalan numbers: For each i ≥ 0,
Ci+1 =
i∑
j=0
CjCi−j . (10.1)
We will also use the facts that Ci is increasing in i and that
Ci+1 ≤ 4Ci (10.2)
for each i ≥ 0.
Lemma 10.1. There is a constant K(d) such that if s is a loop sequence and δ = (δ1, . . . , δn) is
its degree vector, then
|ak(s)| ≤ K(d)5k+ι(δ)Cδ1−1 · · ·Cδn−1 ,
where Ci is the i
th Catalan number. The product of Catalan numbers is interpreted as 1 when s = ∅.
Proof. The number K = K(d) will be chosen at the end of the proof. Assuming that K ≥ 1 is
given, we will prove the claim by the same nested induction that was used to define ak(s).
Clearly the claim is true when k = 0, irrespective of s. It also holds for any k when s = ∅.
Take any k ≥ 1 and non-null s, and suppose that we have proved that the bound on |ai(s)| holds
for all i < k and s ∈ S, and the bound on |ak(s′)| holds for all s′ with ι(s′) < ι(s). As usual let
(l1, . . . , ln) be the minimal representation of s and let e, m, A1, B1 and C1 be as in the statement
of Theorem 8.1 (not to be confused with the Catalan number C1, which will be clear from the
context).
By the induction hypothesis, Lemma 9.5, the identity (10.1) and the monotonicity of Catalan
numbers,
1
m
∑
x∈A1, y∈B1
|ak(×1x,yl1,×2x,yl1, l2, . . . , ln)|
≤ 1
m
∑
x∈A1, y∈B1
K5k+ι(δ)−3Cδ1−|x−y|−2C|x−y|−2Cδ2−1 · · ·Cδn−1
≤ 2
m
∑
x∈A1
δ1−2∑
r=2
K5k+ι(δ)−3Cδ1−r−2Cr−2Cδ2−1 · · ·Cδn−1
≤ 2K5k+ι(δ)−3Cδ1−1 · · ·Cδn−1 . (10.3)
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Similarly, by the induction hypothesis, Lemma 9.3 and the identity (10.1),
1
m
∑
x,y∈A1
x 6=y
|ak(×1x,yl1,×2x,yl1, l2, . . . , ln)|
≤ 1
m
∑
x,y∈A1
x 6=y
K5k+ι(δ)−1Cδ1−|x−y|−1C|x−y|−1Cδ2−1 · · ·Cδn−1
≤ 2
m
∑
x∈A1
δ1−1∑
r=1
K5k+ι(δ)−1Cδ1−r−1Cr−1Cδ2−1 · · ·Cδn−1
≤ 2K5k+ι(δ)−1Cδ1−1 · · ·Cδn−1 . (10.4)
The same bounds holds if A1 and B1 are swapped. Next, take any p ∈ P+(e) and x ∈ C1.
Let s′ := (l1 ⊕x p, l2, . . . , ln) and let δ′ be the degree vector of s′. By the induction hypothesis,
Lemma 9.6, the monotonicity of Catalan numbers, and the inequality (10.2),
|ak−1(l1 ⊕x p, l2, . . . , ln)| ≤ K5(k−1)+ι(δ′)Cδ1+3Cδ2−1 · · ·Cδn−1
≤ K5k+ι(δ)−144Cδ1−1 · · ·Cδn−1 . (10.5)
The same bound holds if ⊕ is replaced by ⊖. Using (10.3), (10.4) and (10.5) and the definition of
ak(s), we get
|ak(s)| ≤ (4K−3 + 4K−1 + 1024dK−1)K5k+ι(δ)Cδ1−1 · · ·Cδn−1 .
Choosing K so large that the term inside the bracket is ≤ 1, we are done. 
Lemma 10.2. Take any non-null loop sequence s with minimal representation (l1, . . . , ln). Let e,
m, A1, B1 and C1 be as in the statement of Theorem 8.1. Then
a0(s) =
1
m
∑
x∈A1, y∈B1
a0(×1x,yl1,×2x,yl1, l2, . . . , ln) +
1
m
∑
x∈B1, y∈A1
a0(×1x,yl1,×2x,yl1, l2, . . . , ln)
− 1
m
∑
x,y∈A1
x 6=y
a0(×1x,yl1,×2x,yl1, l2, . . . , ln)−
1
m
∑
x,y∈B1
x 6=y
a0(×1x,yl1,×2x,yl1, l2, . . . , ln) .
Proof. Recall that a0(s) = 0 for every non-null s. By Lemmas 9.3 and 9.5, every splitting of s
produces a non-null sequence. Thus, both sides of the claimed identity are equal to zero. (If s
cannot be split, then the right-hand side is an empty sum and hence zero by convention.) 
The following theorem is the main result of this section.
Theorem 10.3. Let β0(d) and φβ be as in Theorem 9.2. There exists 0 < β1(d) ≤ β0(d) such that
for any s, the series
∞∑
k=0
ak(s)β
k
converges absolutely when |β| ≤ β1(d) and is equal to φβ(s). Moreover, when |β| ≤ β1(d),
∞∑
k=0
|ak(s)||β|k ≤ C(d)|s|,
where C(d) depends only on d.
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Proof. Let K = K(d) be as in Lemma 10.1. If |β| < K−5, then by Lemma 10.1, the series
ψβ(s) :=
∞∑
k=0
ak(s)β
k
converges absolutely for any s. Take a non-null loop sequence s with minimal representation
(l1, . . . , ln). Let e, m, A1, B1 and C1 be as in the statement of Theorem 8.1. Then by the definition
of ak(s), Lemma 10.2, and the absolute convergence of the series defining ψβ , we get
ψβ(s) =
1
m
∑
x∈A1, y∈B1
∞∑
k=0
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)βk
+
1
m
∑
x∈B1, y∈A1
∞∑
k=0
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)βk
− 1
m
∑
x,y∈A1
x 6=y
∞∑
k=0
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)βk
− 1
m
∑
x,y∈B1
x 6=y
∞∑
k=0
ak(×1x,yl1,×2x,yl1, l2, . . . , ln)βk
+
1
m
∑
p∈P+(e)
∑
x∈C1
∞∑
k=1
ak−1(l1 ⊖x p, l2, . . . , ln)βk
− 1
m
∑
p∈P+(e)
∑
x∈C1
∞∑
k=1
ak−1(l1 ⊕x p, l2, . . . , ln)βk .
Applying the definition of ψβ on the right-hand side, this gives
ψβ(s) =
1
m
∑
x∈A1, y∈B1
ψβ(×1x,yl1,×2x,yl1, l2, . . . , ln) +
1
m
∑
x∈B1, y∈A1
ψβ(×1x,yl1,×2x,yl1, l2, . . . , ln)
− 1
m
∑
x,y∈A1
x 6=y
ψβ(×1x,yl1,×2x,yl1, l2, . . . , ln)−
1
m
∑
x,y∈B1
x 6=y
ψβ(×1x,yl1,×2x,yl1, l2, . . . , ln)
+
β
m
∑
p∈P+(e)
∑
x∈C1
ψβ(l1 ⊖x p, l2, . . . , ln)− β
m
∑
p∈P+(e)
∑
x∈C1
ψβ(l1 ⊕x p, l2, . . . , ln)
In other words, ψβ satisfies the master loop equation of Theorem 9.1.
Now recall that a0(∅) = 1 and ak(∅) = 0 for every k ≥ 1. Thus, ψβ(∅) = 1. For any non-null
s, a0(s) = 0. Therefore by Lemma 10.1 and the inequality (10.2), if |β| ≤ (2K)−5 then for any
non-null s with degree vector δ,
|ψβ(s)| ≤
∞∑
k=0
|ak(s)||β|k ≤
∞∑
k=1
K5k+ι(δ)4|δ||β|k
≤
∞∑
k=1
(K5|β|)k(4K)|δ| ≤ (4K)|δ| = (4K)|s| .
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Thus, if |β| is small enough, then we have verified all three conditions of Theorem 9.2, proving that
ψβ = φβ. The above inequality also proves the second assertion of the theorem. 
The following corollary of Theorem 10.3 gives a symmetrized version of the recursion relation
for ak.
Corollary 10.4. For any non-null s and any k ≥ 1,
ak(s) =
1
|s|
∑
s′∈S−(s)
ak(s
′)− 1|s|
∑
s′∈S+(s)
ak(s
′) +
1
|s|
∑
s′∈D−(s)
ak−1(s
′)− 1|s|
∑
s′∈D+(s)
ak−1(s
′) .
Proof. Consider the two sides of the identity given by Theorem 9.9. For |β| small enough, both
sides may be expanded as convergent power series in β by Theorem 10.3. The claimed identity is
obtained by equating the coefficients of the power series on the two sides. 
Our last task in this section is to prove Proposition 4.1.
Proof of Proposition 4.1. In each term on the right-hand side of the recursion, either k is replaced
by k − 1 or s is replaced by a loop sequence of smaller index (by Lemma 9.8). Since the index is
always a nonnegative integer and ak(s) is defined a priori whenever k = 0 or s = ∅, this proves that
the recursion must terminate. Since the recursive relation that defines the ak(s)’s of Proposition
4.1 is the same as the one for the ak(s)’s defined at the beginning of this section, with the same
initial values, therefore the ak(s)’s of Proposition 4.1 are the same as those of Theorem 10.3, which
clearly are the same as those in Corollary 3.5. 
11. Absolute convergence of the sum over trajectories
Recall the definitions of X (s) and wβ(X) from Section 2. The goal of this section is to prove the
following theorem.
Theorem 11.1. There exists β2(d) > 0 such that if |β| ≤ β2(d), then for any non-null loop
sequence s, ∑
X∈X (s)
|wβ(s)| <∞ .
The proof of Theorem 11.1 requires some preparation. First, recall the definitions of S(s) and
D(s) that were stated prior to the statement of Theorem 9.9. Inductively define a collection of real
numbers bk(s) where k ≥ 0 and s ∈ S, as follows. Let b0(∅) = 1 and b0(s) = 0 for every non-null s.
For k ≥ 1, let bk(∅) = 0. Having defined bi(s) for every i < k and every s, and also bk(s′) for every
s′ with ι(s′) < ι(s), define
bk(s) :=
1
|s|
∑
s′∈S(s)
bk(s
′) +
1
|s|
∑
s′∈D(s)
bk−1(s
′) .
The following lemma gives an analog of Lemma 10.1 for bk(s).
Lemma 11.2. There is a universal constant K such that if s is a loop sequence and δ = (δ1, . . . , δn)
is its degree vector, then
0 ≤ bk(s) ≤ K5k+ι(δ)Cδ1−1 · · ·Cδn−1 ,
where Ci is the i
th Catalan number. The product of Catalan numbers is interpreted as 1 when s = ∅.
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Proof. Let K = K(d) be the same number as in Lemma 10.1. We will prove the claim by the same
nested induction that was used to define bk(s). The fact that bk(s) ≥ 0 is evident from the recursive
definition. So the only challenge is to prove the upper bound.
The claim is true when k = 0, irrespective of s, and it also holds for any k when s = ∅. Take
any k ≥ 1 and non-null s, and suppose that we have proved that the bound on bi(s) holds for all
i < k and s ∈ S, and the bound on bk(s′) holds for all s′ with ι(s′) < ι(s). Let (l1, . . . , ln) be the
minimal representation of s. Let δr = |lr|.
By the induction hypothesis, Lemma 9.3 and the identity (10.1),
1
|s|
∑
s′∈S+(s)
bk(s
′) =
1
|s|
n∑
r=1
∑
s′∈S+r (s)
bk(s
′)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
K5k+ι(δ)−1Cδ1−1 · · ·Cδr−1−1Cδr−|x−y|−1C|x−y|−1Cδr+1−1 · · ·Cδn−1
≤ 2|s|
n∑
r=1
δr∑
x=1
δr−1∑
p=1
K5k+ι(δ)−1Cδ1−1 · · ·Cδr−1−1Cδr−p−1Cp−1Cδr+1−1 · · ·Cδn−1
≤ 2|s|
n∑
r=1
δrK
5k+ι(δ)−1Cδ1−1 · · ·Cδr−1−1Cδr−1Cδr+1−1 · · ·Cδn−1
= 2K5k+ι(δ)−1Cδ1−1 · · ·Cδn−1 .
Similarly, by the induction hypothesis, Lemma 9.5, the identity (10.1) and the monotonicity of
Catalan numbers,
1
|s|
∑
s′∈S−(s)
bk(s
′) ≤ 1|s|
n∑
r=1
∑
s′∈S−r (s)
bk(s
′)
≤ 1|s|
n∑
r=1
∑
1≤x 6=y≤δr
K5k+ι(δ)−3Cδ1−1 · · ·Cδr−1−1Cδr−|x−y|−2C|x−y|−2Cδr+1−1 · · ·Cδn−1
≤ 2|s|
n∑
r=1
δr∑
x=1
δr−2∑
p=2
K5k+ι(δ)−3Cδ1−1 · · ·Cδr−1−1Cδr−p−2Cp−2Cδr+1−1 · · ·Cδn−1
≤ 2|s|
n∑
r=1
δrK
5k+ι(δ)−3Cδ1−1 · · ·Cδr−1−1Cδr−3Cδr+1−1 · · ·Cδn−1
≤ 2K5k+ι(δ)−3Cδ1−1 · · ·Cδn−1 .
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Next, note that by the induction hypothesis, Lemma 9.6, and the inequality (10.2),
1
|s|
∑
s′∈D+(s)
bk(s
′) ≤ 1|s|
n∑
r=1
∑
s′∈D+r (s)
bk−1(s
′)
≤ 1|s|
n∑
r=1
|D+r (s)|K5(k−1)+ι(δ)+4Cδ1−1 · · ·Cδr−1−1Cδr+3Cδr+1−1 · · ·Cδn−1
≤ 1|s|
n∑
r=1
2dδrK
5(k−1)+ι(δ)+444Cδ1−1 · · ·Cδr−1−1Cδr−1Cδr+1−1 · · ·Cδn−1
≤ 512dK5k+ι(δ)−1Cδ1−1 · · ·Cδn−1 .
The same bound holds when D+(s) is replaced by D−(s). Combining all of the above bounds and
substituting in the definition of bk(s), we get
bk(s) ≤ (2K−3 + 2K−1 + 1024dK−1)K5k+ι(δ)Cδ1−1 · · ·Cδn−1 .
By our choice of K, the term inside the bracket is ≤ 1. This completes the proof of the lemma. 
Given a loop sequence s, recall that X (s) denotes the set of all vanishing trajectories that start at
s. Let Xk(s) denote the set of vanishing trajectories starting at s that have k deformations. Given a
trajectory X = (s1, . . . , sn) and a loop sequence s0, let (s0,X) denote the trajectory (s0, s1, . . . , sn),
provided that it is a valid trajectory.
Lemma 11.3. For any non-null loop sequence s and any k ≥ 0, Xk(s) is a finite set. Moreover,
X0(s) is empty.
Proof. By Lemmas 9.3 and 9.5, splittings of non-null loops can never give rise to null loops. There-
fore a vanishing trajectory must contain at least one deformation step, proving that X0(s) is empty
for any non-null s.
Next, note that by Lemmas 9.3 and 9.5, a splitting always reduces the index of a loop sequence,
and by Lemma 9.6, a deformation can increase the index by at most four. Moreover by Lemma 9.7,
the index of any loop sequence is nonnegative. Therefore, if a vanishing trajectory has k deforma-
tions, the maximum number of splittings it can have is bounded by a finite number that depends
only on k and the initial loop sequence. Therefore the length of any vanishing trajectory with k
deformations is bounded a finite number depending only on k and the initial loop sequence. Since
there can only be a finite number of vanishing trajectories of a given length starting from a given
loop sequence, this shows that Xk(s) is a finite set. 
Lemma 11.4. For any β, k and s, let
Sβ,k(s) :=
∑
X∈Xk(s)
|wβ(X)| .
Then there exists β3(d) > 0 such that if |β| ≤ β3(d), then for any non-null loop sequence s,
Sβ,k(s) = bk(s)|β|k .
Proof. The proof goes by our usual route of nested induction. First, note that b0(s) = 0 for any
non-null s and X0(s) is empty by Lemma 11.3. Therefore
Sβ,0(s) = 0 = b0(s) .
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Next, suppose that the claim has been proved for every k′ smaller than k. We will prove it for k by
induction on ι(s). First, take any s with the smallest possible ι(s). Then by Lemmas 9.3 and 9.5,
S(s) is empty. Thus,
bk(s)|β|k = |β||s|
∑
s′∈D(s)
bk−1(s
′)|β|k−1 .
But for any s′ ∈ D(s), the induction hypothesis gives
bk−1(s
′)|β|k−1 = Sβ,k−1(s′) =
∑
X′∈Xk−1(s′)
|wβ(X ′)| .
Since S(s) is empty, therefore any element of Xk(s) may be uniquely obtained as (s,X ′) where
X ′ ∈ Xk−1(s′) for some s′ ∈ D(s). Therefore by the last two displays,
bk(s)|β|k = |β||s|
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
|wβ(X ′)|
=
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
|wβ(s, s′)||wβ(X ′)|
=
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
|wβ(s,X ′)|
=
∑
X∈Xk(s)
|wβ(X)| .
Now take any non-null s and assume that claim has been for proved for all bk(s
′) where ι(s′) < ι(s).
Then note that
bk(s)|β|k = 1|s|
∑
s′∈S(s)
bk(s
′)|β|k + |β||s|
∑
s′∈D(s)
bk−1(s
′)|β|k−1 .
By the induction hypotheses, this gives
bk(s)|β|k =
∑
s′∈S(s)
∑
X′∈Xk(s′)
|wβ(s, s′)||wβ(X ′)|+
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
|wβ(s, s′)||wβ(X ′)|
=
∑
s′∈S(s)
∑
X′∈Xk(s′)
|wβ(s,X ′)|+
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
|wβ(s,X ′)| .
To complete the proof, note that any X ∈ Xk(s) may either be obtained uniquely as (s,X ′) for
either some X ′ ∈ Xk(s′) where s′ ∈ S(s), or some X ′ ∈ Xk−1(s′) where s′ ∈ D(s). 
We are now ready to prove Theorem 11.1.
Proof of Theorem 11.1. Since a vanishing trajectory X starting at a non-null loop sequence s must
have finite length, therefore X ∈ Xk(s) for some k. Therefore by Lemma 11.4,
∑
X∈X (s)
|wβ(X)| =
∞∑
k=0
∑
X∈Xk(s)
|wβ(X)| =
∞∑
k=0
bk(s)|β|k .
Lemma 11.2 shows that the last expression converges if |β| is small enough (depending only on d).
This completes the proof of the theorem. 
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12. Proof of Theorem 3.1 (Gauge-string duality)
Finally, we are ready to prove Theorem 3.1. We will freely use the notations and variables
introduced in all preceding sections. The proof is very similar to the proof of Lemma 11.4. For any
β, k and s, let
Tβ,k(s) :=
∑
X∈Xk(s)
wβ(X) .
Since Xk(s) is finite by Lemma 11.3, Tβ,k(s) is well-defined. We claim that there exists β4(d) > 0
such that if |β| ≤ β4(d), then for any non-null loop sequence s,
Tβ,k(s) = ak(s)β
k . (12.1)
The proof is by nested induction. First, note that a0(s) = 0 for any non-null s and X0(s) is empty
by Lemma 11.3. Therefore
Tβ,0(s) = 0 = a0(s) .
Next, suppose that the claim has been proved for every k′ smaller than k. We will prove it for k by
induction on ι(s). First, take any s with the smallest possible ι(s). Then by Lemmas 9.3 and 9.5,
S(s) is empty. Thus, by Corollary 10.4,
ak(s)β
k =
β
|s|
∑
s′∈D−(s)
ak−1(s
′)βk−1 − β|s|
∑
s′∈D+(s)
ak−1(s
′)βk−1 .
But for any s′ ∈ D(s), the induction hypothesis implies that
ak−1(s
′)βk−1 = Tβ,k−1(s
′) =
∑
X′∈Xk−1(s′)
wβ(X
′) .
Since S(s) is empty, therefore any element of Xk(s) may be uniquely obtained as (s,X ′) where
X ′ ∈ Xk−1(s′) for some s′ ∈ D(s). Therefore by the last two displays,
ak(s)β
k =
β
|s|
∑
s′∈D−(s)
∑
X′∈Xk−1(s′)
wβ(X
′)− β|s|
∑
s′∈D+(s)
∑
X′∈Xk−1(s′)
wβ(X
′)
=
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
wβ(s, s
′)wβ(X
′)
=
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
wβ(s,X
′)
=
∑
X∈Xk(s)
wβ(X) .
Now take any non-null s and assume that the identity for ak(s
′)βk has been proved for all s′ with
smaller index. By Corollary 10.4,
ak(s)β
k =
1
|s|
∑
s′∈S−(s)
ak(s
′)βk − 1|s|
∑
s′∈S+(s)
ak(s
′)βk
+
β
|s|
∑
s′∈D−(s)
ak−1(s
′)βk−1 − β|s|
∑
s′∈D+(s)
ak−1(s
′)βk−1 .
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By the induction hypotheses, this gives
ak(s)β
k =
∑
s′∈S(s)
∑
X′∈Xk(s′)
wβ(s, s
′)wβ(X
′) +
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
wβ(s, s
′)wβ(X
′)
=
∑
s′∈S(s)
∑
X′∈Xk(s′)
wβ(s,X
′) +
∑
s′∈D(s)
∑
X′∈Xk−1(s′)
wβ(s,X
′) .
To complete the proof of (12.1), note that any X ∈ Xk(s) may either be obtained uniquely as
(s,X ′) for either some X ′ ∈ Xk(s′) where s′ ∈ S(s), or some X ′ ∈ Xk−1(s′) where s′ ∈ D(s).
Having proved (12.1), the proof of Theorem 3.1 is completed by observing that if |β| is small
enough (depending only on d), then by the identity (12.1) and Theorem 10.3,
φβ(s) =
∞∑
k=0
ak(s)β
k =
∞∑
k=0
∑
X∈Xk
wβ(X) ,
and by Theorem 11.1, the sum on the right may be reorganized to simply a sum over all X ∈ X (s).
13. Proof of Corollary 3.2 (Factorization of Wilson loops)
The following simple lemma will be used in this section.
Lemma 13.1. If s is a non-null loop sequence and s′ is a splitting or deformation of s, then s 6= s′.
Proof. If s′ is a splitting of s, then by Lemmas 9.3 and 9.5, s′ has more component loops than s,
and therefore s′ 6= s.
Now take any two non-null loops l and l′ which can be merged at locations x and y. If l and l′
have the same edge e at the two locations, write l = aeb and l′ = ced. Then l ⊕x,y l′ = [aedceb].
Since l and l′ are loops, it is easy to see that the closed path aedceb does not have any backtracks,
and is therefore the same as [aedceb]. Thus, |l ⊕x,y l′| = |l|+ |l′|, and in particular, l ⊕x,y l′ 6= l.
Next, note that if l′ does not have e in any other location than y, then the closed path ac−1d−1b
has at least one less occurrence of e than the loop l. Since l ⊖x,y l′ = [ac−1d−1b], therefore l ⊖x,y l′
has at least one less occurrence of e than the loop l. In particular, l ⊖x,y l′ 6= l.
In a similar manner, one can show that the same conclusions can be drawn when the edge at the
xth location of l is the inverse of the edge at the yth location of l′.
From the above discussion it follows that if l is a loop and l′ is a deformation of l, then l 6= l′.
Thus, if s is a loop sequence and s′ is obtained by deforming the ith component in the minimal
representation of s, then either the ith component of the minimal representation of s′ is different
than that of s, or s′ has a smaller number of components in its minimal representation than s
(which happens when the deformation results in a null loop). In either case, s 6= s′. This completes
the proof of the lemma. 
We will also need the following general fact.
Lemma 13.2. Let n and m be two positive integers. Let a0, a1, . . . , an−1 and b0, . . . , bm−1 be
positive real numbers, and an = bm = 0. Let A(n,m) be the set of all nondecreasing functions
α : {0, 1, . . . , n+m} → {0, 1, . . . , n} such that α(0) = 0, α(n+m) = n and α(i+ 1)− α(i) ≤ 1 for
each i < n. Then
∑
α∈A(n,m)
n+m−1∏
i=0
1
aα(i) + bi−α(i)
=
1
a0a1 · · · an−1b0b1 · · · bm−1 .
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Proof. Let L denote the left-hand side. First, suppose that n = m = 1. Then either α(0) = 0 = α(1)
and α(2) = 1, or α(0) = 0 and α(1) = α(2) = 1. In the first case,
L =
1
(a0 + b0)(a0 + b1)
=
1
(a0 + b0)a0
,
where the second identity holds because b1 = 0. In the second case,
L =
1
(a0 + b0)(a1 + b0)
=
1
(a0 + b0)b0
,
Summing the two cases gives the desired result.
Next, suppose that n = 1 and m > 1. Then
L =
m∑
i=0
1
(a0 + b0)(a0 + b1) · · · (a0 + bi)bibi+1 · · · bm−1 ,
where the product bibi+1 · · · bm−1 is understood to be equal to 1 when i = m. Suppose that the
desired identity has been proved for smaller values of m. Then
L =
1
(a0 + b0)b0b1 · · · bm−1 +
1
(a0 + b0)
m∑
i=1
1
(a0 + b1) · · · (a0 + bi)bibi+1 · · · bm−1
=
1
(a0 + b0)b0b1 · · · bm−1 +
1
(a0 + b0)a0b1 · · · bm−1
=
1
a0b0b1 · · · bm−1 .
The proof goes through in a similar manner when n > 1 and m = 1.
Finally, take n > 1 and m > 1 and assume that the result has been proved for all smaller values
of n +m. Let A0(n,m) consist of all α ∈ A(n,m) with α(1) = 0, and let A1(n,m) consist of all
α ∈ A(n,m) with α(1) = 1. Clearly, these two sets are disjoint and their union is A(n,m). Take
any α ∈ A0(n,m) and let α′(i) := α(i + 1) for i = 0, 1, . . . , n +m − 1. It is easy to see that the
map α 7→ α′ gives a bijection between A0(n,m) and A(n,m − 1). Thus, if we let b′i = bi+1 for
i = 0, 1, . . . ,m− 1, then by the induction hypothesis,
∑
α∈A0(n,m)
n+m−1∏
i=0
1
aα(i) + bi−α(i)
=
∑
α′∈A(n,m−1)
1
(a0 + b0)
n+m−1∏
i=1
1
aα′(i−1) + bi−α′(i−1)
=
1
(a0 + b0)
∑
α′∈A(n,m−1)
n+m−2∏
i=0
1
aα′(i) + b
′
i−α′(i)
=
1
(a0 + b0)a0a1 · · · an−1b′0b′1 · · · b′m−2
=
1
(a0 + b0)a0a1 · · · an−1b1b2 · · · bm−1
Next, let α′′(i) := α(i + 1) − 1 for i = 0, 1, . . . , n +m − 1. Again, it is easy to see that the map
α 7→ α′′ gives a bijection between A1(n,m) and A(n−1,m). Let a′i := ai+1. Then by the induction
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hypothesis,
∑
α∈A1(n,m)
n+m−1∏
i=0
1
aα(i) + bi−α(i)
=
∑
α′′∈A(n,m−1)
1
(a0 + b0)
n+m−1∏
i=1
1
aα′′(i−1)+1 + bi−α′′(i−1)−1
=
1
(a0 + b0)
∑
α′′∈A(n,m−1)
n+m−2∏
i=0
1
a′α′′(i) + bi−α′′(i)
=
1
(a0 + b0)a′0a
′
1 · · · a′n−2b0b1 · · · bm−1
=
1
(a0 + b0)a1a2 · · · an−1b0b1b2 · · · bm−1
Summing the last two displays gives the desired result. 
If s = (l1, . . . , ln) and s
′ = (l′1, . . . , l
′
m) are two loop sequences, we will denote by (s, s
′) the
concatenated loop sequence (l1, . . . , ln, l
′
1, . . . , l
′
m).
Let X = (s0, s1, . . . , sn) and X
′ = (s′0, s
′
1, . . . , s
′
m) be two vanishing trajectories. Let α :
{0, 1, . . . , n +m} → {0, 1, . . . , n} be a nondecreasing function such that α(0) = 0, α(n +m) = n,
and α(i+ 1)−α(i) ≤ 1 for all i < n+m. Define the ‘merging’ of X and X ′ by α as the trajectory
α(X,X ′) whose ith component is the concatenated loop sequence (sα(i), s
′
i−α(i)). Let A(X,X ′) be
the set of all α as above.
Lemma 13.3. Take any two non-null loops l and l′. For any Y ∈ X (l, l′), there exist unique
X ∈ X (l), X ′ ∈ X (l′) and α ∈ A(X,X ′) such that Y = α(X,X ′). Conversely, for any X ∈ X (l),
X ′ ∈ X (l′) and α ∈ A(X,X ′), α(X,X ′) ∈ X (l, l′).
Proof. The first element of Y is (l, l′). Since loops are not allowed to merge in a trajectory, it is
easy to see that any component of Y is a loop sequence of the form (s, s′) where s is a descendant
of l and s′ is a descendant of l′, where ‘descendant’ means a loop sequence that may be obtained
by successive deformations and splittings. Following this convention, write the ith component of Y
as (si, s
′
i), with i running from 0 to some finite number k, where sk = s
′
k = ∅.
Since only one loop is allowed to be split or deformed at each step, therefore for each i, either
si+1 is a deformation or splitting of si and s
′
i+1 = s
′
i, or s
′
i+1 is a deformation or splitting of s
′
i and
si+1 = si. Define a sequence α(0), α(1), . . . inductively as α(0) = 0, and for each i ≥ 0,
α(i + 1) =
{
α(i) + 1 if si+1 6= si,
α(i) if si+1 = si.
(13.1)
Similarly, define γ(0) = 0, and for each i ≥ 0,
γ(i+ 1) =
{
γ(i) + 1 if s′i+1 6= s′i,
γ(i) if s′i+1 = s
′
i.
(13.2)
Note that for each i ≥ 0, by Lemma 13.1,
α(i+ 1) + γ(i+ 1) = α(i) + γ(i) + 1 ,
and therefore
α(i) + γ(i) = i . (13.3)
Let n := α(k) and m := k − n. For 0 ≤ j ≤ n, let
tj := sα−1(j) , (13.4)
SOLUTION OF SO(N) LATTICE GAUGE THEORY 53
where
α−1(j) := min{0 ≤ i ≤ k : α(i) = j}.
Similarly, for 0 ≤ j ≤ m, let
t′j := s
′
γ−1(j) . (13.5)
By definition of α, it follows that if α(i) = α(i′) then si = si′ . Similarly if γ(i) = γ(i
′) then s′i = s
′
i′ .
Therefore for any 0 ≤ i ≤ n+m,
tα(i) = sα−1(α(i)) = si ,
and by (13.3),
t′i−α(i) = t
′
γ(i) = s
′
γ−1(γ(i)) = s
′
i .
Thus, if X = (t0, . . . , tn) and X
′ = (t′0, . . . , t
′
m), then Y = α(X,X
′).
To prove uniqueness of the representation, take any X = (t0, . . . , tn), X
′ = (t′0, . . . , t
′
m) and
α ∈ A(X,X ′), and let Y = α(X,X ′). Write the ith component of Y as (si, s′i). It is clear from the
definition of α(X,X ′) and Lemma 13.1 that the function α must satisfy the recursion (13.1) and
the function γ(i) = i−α(i) must satisfy the recursion (13.2), and that tj and t′j are given by (13.4)
and (13.5). This completes the proof of the one-to-one correspondence between Y ∈ X (l, l′) and
triples (X,X ′, α) where X ∈ X (l), X ′ ∈ X (l′) and α ∈ A(X,X ′). 
We are now ready to prove Corollary 3.2. For any trajectory X, let δ+(X) and δ−(X) be the
number of positive and negative splittings of X, and let χ+(X) and χ−(X) be the number of
positive and negative deformations of X. Note that if X = (s0, . . . , sn), where sn = ∅, then
wβ(X) =
(−1)δ+(X)(−β)χ+(X)βχ−(X)
|s0||s1| · · · |sn−1| . (13.6)
Let l be a non-null loop. By Theorem 11.1 and Lemma 13.3,∑
Y ∈X (l,l)
wβ(Y ) =
∑
X,X′∈X (l)
∑
α∈A(X,X′)
wβ(α(X,X
′)) . (13.7)
Fix X = (s0, . . . , sn) and X
′ = (s′0, . . . , s
′
m) in X (l), where s0 = s′0 = l, and sn = s′m = ∅. Take any
α ∈ A(X,X ′) and let Y = α(X,X ′). Let ti = (sα(i), s′i−α(i)) be the ith component of Y . Then by
equation (13.6),
wβ(α(X,X
′)) =
(−1)δ+(Y )(−β)χ+(Y )βχ−(Y )
|t0||t1| · · · |tn+m−1|
=
(−1)δ+(X)+δ+(X′)(−β)χ+(X)+χ+(X′)βχ−(X)+χ−(X′)
|t0||t1| · · · |tn+m−1| .
Note that the numerator does not depend on α. The dependence on α comes only through the
term
T (α) :=
1
|t0||t1| · · · |tn+m−1|
=
n+m−1∏
i=0
1
|sα(i)|+ |s′i−α(i)|
.
By Lemma 13.2, ∑
α∈A(X,X′)
T (α) =
1
|s0| · · · |sn−1||s′0| · · · |s′m−1|
.
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Combining all of the above calculations, we obtain∑
α∈A(X,X′)
wβ(α(X,X
′)) = wβ(X)wβ(X
′) . (13.8)
Thus, by Theorem 3.1 and the identities (13.7) and (13.8),
lim
N→∞
〈Wl〉2
N2
=
∑
X,X′∈X (l)
wβ(X)wβ(X
′)
=
∑
X,X′∈X (l)
∑
α∈A(X,X′)
wβ(α(X,X
′))
=
∑
Y ∈X (l,l)
wβ(Y ) = lim
N→∞
〈W 2l 〉
N2
.
Thus, for any l1, . . . , ln, using the inequality |Wl| ≤ N and the Cauchy–Schwarz inequality we get
N−n|〈Wl1 · · ·Wln〉 − 〈Wl1 · · ·Wln−1〉〈Wln〉|
≤ N−n|〈Wl1 · · ·Wln−1(Wln − 〈Wln〉)〉|
≤ N−1〈|Wln − 〈Wln〉|〉
≤ N−1〈(Wln − 〈Wln〉)2〉1/2 = N−1(〈W 2ln〉 − 〈Wln〉2)1/2 .
By the previous display, the last term tends to zero as N → ∞. The proof of Corollary 3.2 can
now be easily completed using induction on n.
14. Proof of Corollary 3.3 (Area law upper bound)
We will use the following two lemmas.
Lemma 14.1. For any non-null loop l, area(l) ≤ the minimum number of deformations in a
vanishing trajectory starting from l.
Proof. Let r be the map defined prior to the statement of Corollary 3.3. Extend the definition of
r as follows. Let r(∅) = 0, and for a loop sequence s = (l1, . . . , ln), let
r(s) := r(l1) + · · ·+ r(ln) .
Note that if ρ is a path and ρ′ is obtained from ρ by a backtrack erasure, then r(ρ) = r(ρ′). Thus,
for any closed path l,
r(l) = r([l]) . (14.1)
Using this it is easy to see that if s′ is a splitting of s, then r(s) = r(s′).
Next, take any two loops l and l′ and locations x in l and y in l′ such that l and l′ can be merged
at x and y. First, suppose that the xth edge of l is the same as the yth edge of l′. Then it follows
easily from definition and the identity (14.1) that
r(l ⊕x,y l′) = r(l) + r(l′)
and
r(l ⊖x,y l′) = r(l)− r(l′) .
On the other hand, if the xth edge of l is the inverse of the yth edge of l′, then
r(l ⊕x,y l′) = r(l)− r(l′)
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and
r(l ⊖x,y l′) = r(l) + r(l′) .
Combining the above observations, it follows that if X = (s0, s1, . . . , sn) is a vanishing trajectory
with sn = ∅ and k deformations, and p1, . . . , pk are the plaquettes involved in the deformations,
then
r(s0) = r(s0)− r(sn) = σ1r(p1) + · · ·+ σkr(pk)
for some σ1, . . . , σk ∈ {−1, 1}. Now let x be the lattice surface
x := σ1p1 + · · ·+ σkpk .
Then note that
area(x) ≤ |σ1|+ · · ·+ |σk| = k ,
and
δ(x) = σ1δ(p1) + · · ·+ σkδ(pk)
= σ1r(p1) + · · ·+ σkr(pk) = r(s0) .
Thus, if s0 is equal to a single loop l, then x is a surface of area ≤ k and with boundary l. This
completes the proof of the lemma. 
Lemma 14.2. If l is a non-canceling loop, then |l| ≤ 4 area(l).
Proof. Take any 2-chain x such that δ(x) = r(l), in the notation introduced immediately preceding
the statement of Corollary 3.3. Take any edge e in l. Recall that P+(e) is the set of all positively
oriented plaquettes that contain either e or e−1. Let m(e) be the number of occurrences of e in l.
The non-canceling nature of l implies that∑
p∈P+(e)
e∈p
np −
∑
p∈P+(e)
e−1∈p
np = m(e),
irrespective of whether e is positively or negatively oriented. In particular,∑
p∈P+(e)
|np| ≥ m(e).
Summing over all distinct e ∈ l, and noting that each plaquette contains at most four distinct edges
of l, gives the desired result. 
We are now ready to finish the proof of Corollary 3.3. It is easy to give an argument that is purely
derived from the statement of Theorem 3.1, but to save space we will use some facts that have
already been proved while proving Theorem 3.1. Let ak(l) be the coefficient defined in Section 10.
Then by Theorem 10.3,
lim
N→∞
〈Wl〉ΛN ,N,β
N
=
∞∑
k=0
ak(l)β
k .
Moreover by second inequality in Theorem 10.3, there is a constant K, depending only on d, such
that
|ak(l)| ≤ Kk+|l|
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for all k. By equation (12.1) and Lemma 14.1, ak(l) = 0 when k < area(l). Thus,
lim
N→∞
|〈Wl〉ΛN ,N,β|
N
≤
∑
k≥area(l)
Kk+|l||β|k .
By Lemma 14.2, this completes the proof of Corollary 3.3.
15. Proof of Corollary 3.4 (Limit of partition function)
Let Λ′N be the same as ΛN , except that vertices on opposite faces are connected by edges to give
it the graph structure of a torus. Define SO(N) lattice gauge theory on Λ′N just as on ΛN , except
that there are some additional plaquettes due to presence of the extra edges. Let P ′N be the set of
plaquettes in Λ′N and let ZΛ′N ,N,β be the partition function of this new theory.
Let K be a compact set equipped with its Borel sigma algebra, and let µ be a finite positive
measure on K. If H and H ′ are two bounded measurable real-valued functions on K, then
log
∫
K
eH(x)dµ(x)− log
∫
K
eH
′(x)dµ(x) = log
∫
K e
H(x)−H′(x)eH
′(x)dµ(x)∫
K e
H′(x)dµ(x)
≤ log sup
x∈K
eH(x)−H
′(x) = sup
x∈K
(H(x)−H ′(x)) .
Since the number of additional plaquettes in P ′N is of order Nd−1 and |Tr(Qp)| ≤ N for all p, the
above inequality can be used to show that
| logZΛN ,N,β − logZΛ′N ,N,β| ≤ C(d)|β|N
d+1 ,
where C is a constant that depends only on d. In particular,
lim
N→∞
logZΛN ,N,β − logZΛ′N ,N,β
N2|ΛN | = 0 .
Since ZΛ′
N
,N,0 = 1, therefore for any β1 > 0,
logZΛ′
N
,N,β1 =
∫ β1
0
∂
∂β
logZΛ′
N
,N,β dβ
=
∑
p∈P ′
N
N
∫ β1
0
〈Wp〉Λ′
N
,N,β dβ
The main useful feature of Λ′N is its symmetry: each term in the above sum has the same value.
Thus, for any fixed plaquette p,
logZΛ′
N
,N,β1 = |P ′N |N
∫ β1
0
〈Wp〉Λ′
N
,N,β dβ .
Following the steps in the proof of Theorems 8.1 and 9.1 with Λ′N instead of ΛN , it can be shown
that any limit point of (N−1〈Ws〉Λ′
N
,N,β)s∈S satisfies the master loop equation of Theorem 9.1.
Therefore by Theorem 9.2 and Theorem 3.1, it follows that if |β| is sufficiently small, then
lim
N→∞
〈Wp〉Λ′
N
,N,β
N
= lim
N→∞
〈Wp〉ΛN ,N,β
N
=
∑
X∈X (p)
wβ(X) .
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It is easy to see that the proof of Theorem 11.1 actually gives something slightly stronger:
sup
0≤β≤β1
∑
X∈X (p)
|wβ(X)| <∞ .
Therefore by the bounded convergence theorem for integrals, we get
lim
N→∞
∫ β1
0
〈Wp〉Λ′
N
,N,β
N
dβ =
∑
X∈X (p)
∫ β1
0
wβ(X) dβ .
Now, wβ(X) = v(X)β
δ(X) where v(X) does not depend on β. Thus,∫ β1
0
wβ(X) dβ =
β1wβ1(X)
δ(X) + 1
.
The proof is now completed by observing that |P ′N |/|ΛN | → d(d − 1)/2 as N → ∞. The proof is
similar when β1 < 0.
16. Proof of Corollary 3.5 (Real analyticity at strong coupling)
Just like Corollary 3.3, Corollary 3.5 can be derived purely from the statement of Theorem 3.1.
However, for the sake of saving space, we will prove Corollary 3.5 using facts that have been proven
while proving Theorem 3.1.
The proof of the first power series expansion in the statement of the corollary is already implicit in
the proof of Theorem 3.1. Specifically, it follows easily from equation (12.1) and Theorem 10.3. For
the second series, one simply needs to combine Corollary 3.4 with equation (12.1) and Theorem 11.1.
17. Proof of Lemma 2.1 (Uniqueness of nonbacktracking core)
Write ρ = e1e2 · · · en. Then n is the length of ρ and ρ′. The lemma will be proved by induction
on n. If n = 0, then ρ and ρ′ are null paths with no backtracks. So the only possibility is that
ρ1 = ρ = ρ
′ = ρ2.
Suppose that the claim has been proved for all paths with length less than n. If ρ has no
backtracks, then neither does ρ′. In this case there is nothing to prove, since the only possibility is
that ρ1 = ρ and ρ2 = ρ
′.
So assume that ρ has at least one backtrack, so that ρ′ also has at least one backtrack. Since
ρ1 and ρ2 are nonbacktracking, therefore ρ1 6= ρ and ρ2 6= ρ′. Let τ1 be the path produced after
the first backtrack erasure in the sequence that produces ρ1. Let τ2 be the path produced after the
first backtrack erasure in the sequence that produces ρ2.
If τ1 ∼ τ2, then the induction hypothesis implies that ρ1 ∼ ρ2, and there is nothing more to
prove. So assume that τ1 6∼ τ2. Let τ1 be produced by erasing a backtrack at a location i of ρ and
τ2 be produced by erasing a backtrack at a location i
′ of ρ′. Since ρ is a cyclic permutation of ρ′,
there is a location j in ρ that corresponds to the location i′ in ρ′.
If j = i, then clearly τ1 ∼ τ2, so this cannot be the case. Therefore assume that j 6= i. We claim
that j 6= i+1. This is proved by contradiction. Suppose that j = i+1. There are two cases. First,
if n > j, then ei+2 = e
−1
i+1 = ei since j = i+ 1 and ρ has backtracks at i and j. Thus,
τ1 = e1 · · · ei−1ei+2ei+3 · · · en = e1 · · · ei−1eiei+3 · · · en ∼ τ2 ,
which is a contradiction. Next, if n = j, then e1 = e
−1
n = en−1. Thus,
τ1 = e1e2 · · · en−2 = en−1e2e3 · · · en−2 ∼ e2e3 · · · en−1 ∼ τ2 ,
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which, again, is a contradiction. Therefore we have established the claim that j 6= i+ 1. A similar
argument shows that j 6= i− 1.
Suppose that i < j. Since j 6= i+1 and ρ has backtracks at i and j, the following is a well-defined
closed path:
τ3 := e1e2 · · · ei−1ei+2 · · · ej−1ej+2 · · · en .
Note that τ3 can be obtained by a single backtrack erasure from τ1, and is cyclically equivalent to
a path τ4 that can be obtained by a single backtrack erasure from τ2. Continue erasing backtracks
from τ3 and τ4 to arrive at nonbacktracking closed paths ρ3 and ρ4 respectively. Applying the
induction hypothesis to the pair (τ3, τ4), we get ρ3 ∼ ρ4.
Now, ρ1 and ρ3 are both obtained by erasing backtracks starting from τ1, possibly in different
orders. Therefore, by the induction hypothesis, ρ1 ∼ ρ3. Similarly, ρ2 and ρ4 are both obtained
by erasing backtracks starting from τ2. Thus, by the induction hypothesis, ρ4 ∼ ρ2. Since ρ3 ∼ ρ4
as observed in the previous paragraph, these two observations show that ρ1 ∼ ρ2. This completes
the proof of the lemma when i < j. If i > j, the proof goes through similarly after defining
τ3 = e1e2 · · · ej−1ej+2 · · · ei−1ei+2 · · · en.
18. Open problems
There are many open problems in the mathematics of lattice gauge theories. Here is a tentative
list of some problems that are most closely related to this paper:
1. Can there be a simplification of the formula given in Theorem 3.1, for example along the lines
of the reduction proposed by Eguchi and Kawai [16]?
2. Do the Wilson loop expectations, suitably rescaled, converge as N → ∞ for any value of β?
Does the rescaled log-partition function converge?
3. Assuming that Wilson loop expectations converge, is the string representation of Theorem 3.1
valid for all β? If not, where does it break down? What is the formula for the limiting Wilson
loop expectation when β is large?
4. Is the limit of the rescaled log-partition function, assuming it exists, a real analytic function of
β with infinite radius of convergence? If not, where does analyticity break down? The answer to
this question is known in two dimensions: Gross and Witten [27] and Wadia [61] showed using
arguments that are almost rigorous, that in two dimensional U(N) lattice gauge theory, the limit
of the log-partition function is not analytic, and identified the exact point of phase transition.
Theorem 3.1 gives hope that such a phase transition may be proved in higher dimensions.
5. Is there any way to build a similar theory when the lattice scaling is taken to zero?
6. Is it possible to exploit the finite N master loop equation (Theorem 3.6) to prove interesting
results — such as area law or a formula for Wilson loop expectations — without taking N to
infinity?
7. Is it possible to prove an area law lower bound for general loops, either for finite N , or in the
limit N → ∞, using the techniques of this paper? This would generalize a result of Seiler [51],
who proved it for rectangles.
8. Is it possible to extend the techniques developed here to other settings, such as AdS/CFT?
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