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A completely depolarising quantum channel always outputs a fully mixed state and thus cannot
transmit any information. In a recent Letter [D. Ebler et al., Phys. Rev. Lett. 120, 120502 (2018)],
it was however shown that if a quantum state passes through two such channels in a quantum
superposition of different orders—a setup known as the “quantum switch”—then information can
nevertheless be transmitted through the channels. It is perhaps tempting to attribute this result to
the indefinite causal order between the channels. Here, however, we show that a similar effect can be
obtained when one coherently controls between sending a target system through one of two identical
depolarising channels. Such a situation involves no indefinite causal order; we argue that this result
should therefore rather be understood as resulting from coherent control of quantum communication
channels. Additionally, we see that when quantum channels are controlled coherently, information
about their specific implementation is accessible in the output state of the joint control-target system.
This allows two different implementations of what is usually considered to be the same channel to
therefore be differentiated. More generally, we find that to completely describe the action of a
coherently controlled quantum channel, one needs to specify not only a description of the channel
(e.g., in terms of Kraus operators), but an additional “transformation matrix” depending on its
implementation.
The ability to create superpositions of quantum states
opens up many advantages for communication and infor-
mation processing that are inaccessible to classical mix-
tures of states, exemplified by their use in controlled logic
gates (e.g., cnot) in quantum computing [1]. Recently, it
has been shown that a coherent quantum control system
can be used to even put the causal ordering of quantum
channels into superposition, thus rendering it “indefinite”,
in the so-called “quantum switch” [2]. Surprisingly, when
certain zero-capacity channels are placed in a quantum
switch the resulting switched channels still allow infor-
mation to be transmitted, something impossible if their
causal ordering is fixed or controlled classically [3].
Motivated by the quantum switch, we revisit here
the notion of coherent control of arbitrary quantum
channels—something that has in the generally been con-
sidered problematic or, at best, subtle [4–7]—by exploit-
ing a control system to determine which channel is used
to transmit a state rather than the order in which two
communication channels are used. This approach of
channel multiplexing has previously been used for er-
ror filtration [8] and discussed as an approach to con-
trol unknown unitaries [4]. We show here that it al-
lows the counter-intuitive communication advantage of
the switch mentioned above to be reproduced in the ab-
sence of any “causal indefiniteness”: when each channel is
maximally noisy, information can nonetheless be trans-
mitted through the coherently multiplexed communica-
tion channels.
When controlled coherently in this way we find that—
in contrast to the quantum switch [2, 3]—the action of
the “global” multiplexed channel depends not only the
descriptions of the individual channels as completely pos-
itive trace-preserving (CPTP) maps—i.e., their standard
description as “quantum channels” [1, 9, 10]—but also on
more fine-grained information about their realisations.
This includes, but goes beyond, relative phase informa-
tion, highlighting the subtleties involved in describing
“controlled channels”: indeed as we will see, without extra
information on the specific channel implementation the
problem is in fact ill-defined. As a result, in any frame-
work for manipulating channels that includes their coher-
ent control, their description must be supplemented by
further information than just the corresponding CPTP
map.
Communication through the “depolarising quantum
switch”.—The quantum switch is a process comprising
a coherent control qubit, a d-dimensional target system,
and a pair of “black box” operations that, taken individ-
ually, implement some CPTP maps—so-called “quantum
channels”—C0 and C1 on their input systems [2]. If the
control qubit is in the state |0〉c, then first C0 then C1 is
applied to the target system, while if it is in the state
|1〉c then the operations are in the opposite order. Ini-
tialising the control in the state |+〉c = 1√
2
(|0〉c + |1〉c)
therefore applies the operations in a superposition of the
two orders. Since, in this case, one cannot say that either
operation is definitely applied before another, the quan-
tum switch is said to exhibit indefinite causal order—or,
in a more technical jargon, to be “causally nonsepara-
ble” [2, 11–14]. The quantum switch has recently been
implemented and its causal indefiniteness verified exper-
imentally [15–21].
Indefinite causal order is known to be a resource pro-
viding advantages in some tasks over any (quantum or
classical) process with a definite causal order [2, 11, 22–
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227]. In Ref. [3], it was observed that, if the CPTP maps
Ci are taken to be fully depolarising channels Ni (which
map any initial target state ρtin to the maximally mixed
state 1
t
d ), then the switch (with the initial state of the
control qubit fixed to |+〉c) implements a global channel
S[N0,N1] mapping ρtin to the joint control-target state
ρctout =
1
c
2
⊗ 1
t
d
+
1
2
[|0〉〈1|c + |1〉〈0|c]⊗ 1
d2
ρtin , (1)
which is not 1
t
d but instead retains some dependence on
ρtin. Thus, information can propagate through the “de-
polarising quantum switch” despite this being impossi-
ble for the channels N0, N1, N1 ◦ N0, and N0 ◦ N1 in-
dividually. This somewhat surprising result arising in
the presence of indefinite causal order has recently been
subject to experimental confirmation [19, 21], and gener-
alised to setups that put more channels in a superposi-
tion of different orders [28]. Note that S[N0,N1] above—
and more generally, S[C0, C1]—depend only on the CPTP
maps implemented by the black-box operations, despite
the fact the operations are applied only to a subspace of
the joint target-control space [2, 3]; this is a consequence
of the quantum switch formally being a “quantum su-
permap” [29].
Communication through coherently-controlled depolar-
ising channels.—In a standard interferometric implemen-
tation of the quantum switch, the target system is routed
to the switched operations, which here correspond to
communication channels, via some beamsplitters [15–21].
In this work we shall consider instead the state of the
joint control-target system after traversing only half of
such a quantum switch; that is, after the target system
has passed, in a superposition, through the communica-
tion channels only a single time. This situation, a possi-
ble implementation of which is shown in Fig. 1, amounts
to coherently controlling between applying the operations
implementing C0 or C1 to the target system. By prepar-
ing the control qubit in the state |+〉c, a “superposition”
of the two operations is thus applied.1
We note that in general, coherent control of com-
pletely unknown quantum operations is impossible. How-
ever, in interferometer-type situations, the setup provides
additional information about the structure of the joint
control-target Hilbert space that makes such control pos-
sible [4–7]; indeed, coherent control of unitary operations
by such means has been demonstrated experimentally in
many scenarios [30–34].
Let us consider, as in Ref. [3], the case where the
two operations implement fully depolarising channels
(Ci = Ni), and consider first the concrete case analysed
in Ref. [3] and implemented experimentally in Ref. [19]
1 Our calculations below generalise easily to any other initial state
of the control (not necessarily |+〉c).
flctout
C0
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flctout
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FIG. 1. The upper-left inset shows a typical photonic im-
plementation of the quantum switch [2, 24], in which the con-
trol qubit is encoded in the polarisation of a photon which
is routed by polarising beamsplitters (PBS), and the target
system is encoded in some internal degree of freedom of the
photon (as e.g. in Refs. [18, 19]). In the present work we con-
sider only the “first half” of the quantum switch process, as
shown in the main figure. This implements a coherent con-
trol between the two boxes implementing C0 and C1 that the
target system traverses. As we show, the above diagram is in
fact ill-defined since, when controlled coherently, the maps Ci
do not fully determine the output state ρctout; see Fig. 2.
(for the case of a qubit target system, d = 2) where these
are realised by randomising over a set of d2 orthogonal
unitary operators {Ui}d
2−1
i=0 . For each channel, one then
indeed has N0/1(ρtin) = 1d2
∑
i Uiρ
t
in U
†
i =
1
t
d .
For each random choice of unitary operators (Ui, Uj),
the control-target system therefore undergoes the unitary
evolution |0〉〈0|c ⊗Ui + |1〉〈1|c ⊗Uj .2 If the control qubit
is initially in the state |+〉c and the target system is in
some state |ψin〉t, the joint system thus evolves to the
state
|Φij〉ct = 1√
2
(
|0〉c ⊗ Ui |ψin〉t + |1〉c ⊗ Uj |ψin〉t
)
. (2)
Averaging over all choices of (Ui, Uj) one finds that the
output state is
ρctout =
1
d4
∑
i,j
|Φij〉〈Φij |ct
=
1
c
2
⊗ 1
t
d
+
1
2
[|0〉〈1|c + |1〉〈0|c]⊗ TρtinT † (3)
where T := 1d2
∑
i Ui and ρ
t
in := |ψin〉〈ψin|t. By linearity,
Eq. (3) also holds for arbitrary mixed inputs ρtin, and the
setup thus gives rise to the global channel M mapping
ρtin → ρctout.
2 Note that Ui and Uj (and similarly, the Kraus operators Ki
and Lj considered later on) must be written with respect to a
common reference phase. We also assume that the arms of the
circuit do not introduce any additional relative phases).
3It is immediately clear that ρctout depends in general
on ρtin, and thus some information can be transmitted
through the setup. If, on the other hand, one classically
controls which channel is applied to the input, no infor-
mation can be transmitted. Indeed, if the initial state
of the control qubit is diagonal, or if it decoheres, in the
Pauli σz eigenbasis, then one can easily check that all
dependence on ρtin disappears in ρ
ct
out. Thus, the global
channel M arising from coherently controlling between
N0 and N1 provides a communication advantage over
classical control. This mirrors that found using the quan-
tum switch in Ref. [3], where it was seen to arise when
applying N0 and N1 in an indefinite causal order. In the
example above, however, there is no indefinite causal or-
der and yet the effect remains, contradicting any possible
intuition that it should be attributed to causal indefinite-
ness (a conclusion also recently reached in Ref. [35]).
In Ref. [3], the authors quantified precisely how much
classical information can be transmitted by a single use
of the depolarising quantum switch (i.e., its Holevo in-
formation [36, 37]). In the Appendix we present a lower
bound for the Holevo information of the global channel
M defined above. We find that significantly more infor-
mation can be transmitted by this setup than with the
full depolarising quantum switch.
It was further noted in Ref. [3] that if one traces out
either the control or target system from the output of
the depolarising quantum switch one obtains the com-
pletely mixed state, and thus information is transmitted
solely in the correlations between the control and target
states. In the present example, while it is still true that
if the control is traced out the target system is left in
the completely mixed state, if one traces out the target
from Eq. (3) one obtains ρcout =
1
2 (1
c + Tr[TρtinT
†]σcx),
which still depends on ρtin. Nevertheless, the control sys-
tem itself does not contain (at any stage in the inter-
ferometer) all of the information about the input tar-
get state that gets transmitted to ρctout (it only contains
Tr[TρtinT
†], while ρctout contains TρtinT
†). Note that in
the setup of Fig. 1, just as in the depolarising quan-
tum switch, the subspace on which each channel acts has
nontrivial “spread” over both the target and control sys-
tems [38] and so the channels cannot be strictly said to
act trivially on the control system. Indeed, in both cases
the global channel entangles the two systems and gives
a state containing some delocalised information about
the target. This is conceptually similar to the effect of
quantum phase kickback associated with controlled uni-
tary operations [1, 39], a connection further explored in
Refs. [35, 40].
Dependence on channel implementation.—The ap-
proach employed above of randomising over unitary chan-
nels is not, however, the only way to implement a fully
depolarising channel. Recall that in general, a quantum
channel C is defined as a CPTP map, and can be de-
scribed in terms of a (non-unique) set of Kraus operators
{Ki}i satisfying
∑
iK
†
iKi = 1, such that the output
of the channel is given by C(ρ) = ∑iKiρK†i for every
density matrix ρ [1, 9, 10]. Note in particular that C
may be applied to a subsystem in a subspace of some
larger Hilbert space, as is the case both in the quantum
switch and the scenario of Fig. 1. There, however, if the
channels C0 and C1 are not unitary—or not described,
as previously considered, as a randomisation over uni-
tary channels—it is a priori unclear how to determine
the global channel mapping ρtin → ρctout from the Kraus
operators of C0 and C1.
One possible approach to doing so is to “purify” the
channels via (independent) Stinespring dilations [41].
Any channel C with Kraus operators {Ki}i can in-
deed be extended to a unitary operation by introducing
an environment in an initial state |ε〉e and considering
the operation that acts on the system under consider-
ation (in our case, the target) and the environment as
|ψin〉t ⊗ |ε〉e →
∑
iKi |ψin〉t ⊗ |i〉e := |Φout〉te, where
the ket vectors |i〉e are (normalised) orthogonal states
of the environment. After tracing out the environment,
we recover Tre |Φout〉〈Φout|te =
∑
iKi |ψin〉〈ψin|tK†i =
C(|ψin〉〈ψin|t), as required.
In the setup of Fig. 1 where the channels C0 and C1 have
Kraus operators {Ki}i and {Lj}j , respectively, one may
therefore purify the channels by introducing two, initially
uncorrelated, environments with initial states |ε0〉e0 and
|ε1〉e1 . Note that the control qubit must then be seen as
controlling the action of the purified unitary extensions
of the channels not only on the target system, but also
on the corresponding environments. This is nevertheless
sensible in the interferometric picture of Fig. 1 where
the channels may be seen as black boxes with “internal”
environments, that a photon traverses (in a superposition
of “here” and “there”).
Under these controlled, purified channels, the com-
bined control-target-environments state evolves unitarily
as
|+〉c ⊗ |ψin〉t ⊗ |ε0〉e0 ⊗ |ε1〉e1
→ 1√
2
|0〉c ⊗
∑
i
Ki |ψin〉t ⊗ |i〉e0 ⊗ |ε1〉e1
+
1√
2
|1〉c ⊗
∑
j
Lj |ψin〉t ⊗ |ε0〉e0 ⊗ |j〉e1 . (4)
After tracing out the environments, the resulting joint
control-target state ρctout is found to be
ρctout =
1
2
[|0〉〈0|c ⊗ C0(ρtin) + |1〉〈1|c ⊗ C1(ρtin)]
+
1
2
[|0〉〈1|c ⊗ T0ρtinT †1 + |1〉〈0|c ⊗ T1ρtinT †0 ] (5)
with T0 :=
∑
i〈ε0|i〉Ki and T1 :=
∑
j〈ε1|j〉Lj .
The output state (3), obtained when C0 and C1 are de-
polarising channels implemented as a classical randomi-
4sation over d2 orthogonal unitary operators Ui, is recov-
ered by taking Ki = 1dUi, Lj =
1
dUj , and the initial
states of the environment to be |ε0〉e0 =
∑d2−1
i=0
1
d |i〉e0 ,
|ε1〉e1 =
∑d2−1
j=0
1
d |j〉e1 . Note, however, that a different
choice of orthogonal unitary operations (even due to the
addition of a relative phase between them, so that, taken
individually, they would still implement the same local
unitary channels) would have led to a different output
state in Eq. (5). If we had instead taken the environments
to initially be in the states |0〉e0 and |0〉e1 and chosen a set
of orthogonal unitary operators such thatK0 = L0 = 1d1,
we would have obtained Eq. (3) with T = 1d1—which, in-
cidentally, coincides with the state of Eq. (1) obtained in
Ref. [3] as the output of the depolarising quantum switch.
We nevertheless emphasise that Eq. (5) gives the output
control-target state not only when the channels C0 and
C1 are obtained by classical randomisation over unitary
channels, but for any description of the channels in terms
of Kraus operators.
The crucial observation here is that ρctout depends on
the implementation of the channels C0 and C1 [42, 43].
The interferometric circuit in Fig. 1 is therefore not fully
defined by the channels C0 and C1, or the Kraus opera-
tors chosen to represent them. This may appear surpris-
ing given that, in the usual paradigm, quantum channels
are understood to be fully characterised by their (non-
unique) Kraus representation [1, 9, 10]. However, one
should note that such a description of a channel is un-
changed under addition of any global phase. On the other
hand, any such “global” phase applied by one of the chan-
nels in Fig. 1 is only applied to the corresponding arm
of the interferometer and therefore, in the overall con-
trolled circuit, becomes a “relative” phase with physical
significance. In the case where the channels C0 and C1 are
unitary, the fact that Fig. 1 is only defined up to such a
phase on the unitaries is well known [32, 39].
What we see here, however, is that the output of the
interferometric circuit depends not only on any relative
phases between (the Kraus operators of) the two chan-
nels, but also on a more detailed description of the imple-
mentation of the channels. More precisely, one requires
some additional information encoded in the matrices T0,
T1 introduced in Eq. (5) in order to fully specify the
global channel M[C0, T0, C1, T1] : ρtin → ρctout induced by
the circuit; see Fig. 2. We call these the “transformation
matrices” of the channel implementations. In the de-
scription above in terms of a Stinespring dilation, these
depend not only on the set of Kraus operators used to de-
compose the channel, but also on how these are combined
(with coefficients that depend on the environment states)
to define T0 :=
∑
i〈ε0|i〉Ki and T1 :=
∑
j〈ε1|j〉Lj .3 Let
us emphasise that as any channel can be purified in a
3 Note that while T0 and T1 are both independently defined with
C0, T0
C1, T1
flctout|+ÍÈ+|c¢fltin
FIG. 2. A corrected version of Fig. 1 in which the description
of the two operations inside the interferometer, implementing
the channels C0 and C1 on their respective subspaces, have
been supplemented by the transformation matrices T0 and T1
needed to fully specify the output state ρctout.
form that is equivalent to a Stinespring dilation [1, 9, 10],
the description above is fully general.
In the Appendix (see Eq. (A9)), we characterise com-
pletely the transformation matrices T obtainable from
some realisation of any given channel C, by deriving a
general constraint expressed in terms of the Choi rep-
resentations [44] of C and T . For a d-dimensional fully
depolarising channel, for instance, this constraint simpli-
fies to Tr[T †T ] ≤ 1d . Under this constraint, applied to
both T0 and T1, Eq. (5) characterises all possible output
states that one can obtain from the setup of Fig. 2, for
any implementation of the channels C0, C1 = N .4
Finally, recalling that the quantum switch is a “quan-
tum supermap” [29] we note that the transformation
S[C0, C1] it induces has no such dependence on the im-
plementation of C0 and C1, something which is more gen-
erally true in any setup in which each channel is applied
once and only once to the target system irrespective of
the state of the control (see Appendix).
Distinguishing different implementations of coherently-
controlled channels.—The dependence of the output of
the circuit of Fig. 2 on the implementation of the channels
means that it is also possible to differentiate between two
distinct implementations of the same quantum channel
with different transformation matrices.
To see this, consider the case where the channel C0 has
a single, fixed implementation with a transformation ma-
trix T0, while the channel C1 can have two different possi-
ble implementations, with T1 6= T ′1. The global channels
MT1 := M[C0, T0, C1, T1] and MT ′1 := M[C0, T0, C1, T ′1]
thus differ in general. If T1 and T ′1 are equally prob-
able, then the maximal probability of successfully dis-
tinguishing the two channels—and thereby the two im-
respect to a common phase reference (supposed to be shared by
the two “boxes” containing the channels C0, C1 and their environ-
ments), only their relative phase is in fact needed to obtain the
output state ρctout.
4 Note that this implies that for certain implementations of de-
polarising channels the global channelM[N0, T0,N1, T1] cannot
transmit any information; indeed, this is the case if T0 = 0 or
T1 = 0.
5plementations of C1—is 12 (1 + D(MT1 ,MT ′1)), where
D(MT1 ,MT ′1) := 12‖MT1 −MT ′1‖ is the diamond-norm
distance between the two global channels [45]. In the
Appendix we show that
D(MT1 ,MT ′1) ≤
1
2
∥∥T1 − T ′1∥∥2 (6)
(where ‖·‖2 is the spectral norm), and that this upper
bound can be reached with C0 = I, T0 = 1, in which case
it is obtained by taking the input state ρtin = |ψin〉〈ψin|
maximising 〈ψin| (T1−T ′1)†(T1−T ′1) |ψin〉. One then dis-
criminates the channels by performing optimal state dis-
crimination between the corresponding output states ρctout
and ρct ′out of the two global channels.
It is indeed well-known, for instance, that the interfero-
metric setup of Fig. 2 allows one to perfectly discriminate
whether the lower arm applies the operation |ψ〉t → |ψ〉t
or |ψ〉t → −|ψ〉t (the unitaries ±1), even though these
both correspond to the identity channel C1 = I (but with
T1, T
′
1 = ±1) on the relevant subspace. As another, per-
haps more interesting, example consider the case where
C1 = N is the fully depolarising channel, with the two
possible transformation matrices T (′)1 = ± 1√d |0〉〈0|. We
have 12
∥∥T1 − T ′1∥∥2 = 1√d , so that these two implementa-
tions of the depolarising channel can be distinguished (for
C0 = I, T0 = 1, ρtin = |0〉〈0|t) with probability 12 (1 + 1√d )
(' 0.85 for d = 2).
Discussion.—Coherent control of quantum channels
was previously shown to be a resource for communicating
through noisy channels in the technique of “error filtra-
tion” [8]. Our analysis, following that of Ref. [3], shows
how coherent control of channels provides more general
communication advantages, increasing the capacity of
transmission in the absence of postselection and even
in the extreme case of completely depolarising channels.
This information gain could be useful in more general
error correction and mitigation scenarios, both for quan-
tum communication and computation.
While we focused on depolarising channels to illustrate
the ability for two coherently controlled zero-capacity
channels to transmit information, this is not the only case
where one should intuitively expect no communication to
be possible. Indeed, any constant channel has zero ca-
pacity [36, 37] and similar conclusions can be drawn for
any such channel. Furthermore, while this situation al-
lows for the communication of classical information, we
note that the authors of Ref. [3] also recently investi-
gated the transmission of quantum information through
a quantum switch that puts two dephasing channels in a
superposition of orders [46] (see also Ref. [47]). In fact
the advantage found there with the quantum switch is
also present in the analogous scenario of Fig. 2; see Ap-
pendix.
Our analysis illuminated the fact that the global trans-
formation implemented by the circuit in Fig. 2 depends
on the implementation of whatever channels are used.
This stands in contrast to the usual paradigm of quan-
tum channels, where a channel is defined as a CPTP
map, and where all descriptions in terms of Kraus op-
erators, or all purifications of a quantum channel, are
equivalent [1, 9, 10]. Although such a description suffices
if a channel is only ever used in isolation, by exploiting
quantum control (something possible when the channel
is supplied as a “black-box” or a usable communication
channel [4]) it is in fact possible to extract information
about how a channel is implemented, opening up the pos-
sibility to use coherent control as a tool for, e.g., error
correction [48], quantum channel security [49] and char-
acterisation [43].
Our results thus show that the notions of coherently
controlling quantum channels—and, by extension, their
actions when composed in circuits—is, by itself, ill-
defined. Nevertheless, the setups in Figs. 1–2 that we
have considered in this work are perfectly realisable ex-
perimentally; indeed, they are in fact less demanding
than implementations of the full quantum switch [15–21].
Our observations here add to the call (e.g., in Ref. [4] for
the control of unknown unitaries) for a generalisation of
the standard paradigm of quantum circuits to describe
experimentally conceivable situations, that would include
the possibility for operations to be quantum-controlled (a
general quantum “if statement”), or more generally to be
applied on subspaces only. In the situation we consid-
ered, we saw that (generalised) quantum channels could
be defined not only by the CPTP maps they induce, but
also required one to specify the “transformation matri-
ces” T introduced above. We expect that this approach
can be used (possibly as a complement to that recently
proposed in Ref. [40]) for more general situations than
the one investigated here, and leave its possible general-
isation for future work.
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7APPENDIX
Characterisation of the possible transformation matrices T of a channel C
Here we characterise completely the transformation matrices T that can be obtained by some implementation of a
given channel C, before presenting some examples for specific channels of interest. To this end, we first recall some
details about the Choi isomorphism which will allow us to concisely state and prove our characterisation.
Choi isomorphism
For any given operator T : HI → HO from some input Hilbert space HI to some output Hilbert space HO (which,
for simplicity, we both take to be finite-dimensional), one can define its Choi vector representation [44] as
|T 〉〉 := 1⊗ T |1〉〉 =
∑
m
|m〉 ⊗ T |m〉 ∈ HI ⊗HO, (A1)
where {|m〉}m is a fixed orthonormal basis of HI and |1〉〉 :=
∑
m |m〉 ⊗ |m〉. Reciprocally, it is easy to see that given
a Choi vector |T 〉〉 ∈ HI ⊗HO, one can recover its corresponding operator T : HI → HO as
T =
∑
m,n
〈m,n |T 〉〉 |n〉〈m|, (A2)
where {|n〉}n is now a fixed orthonormal basis of HO, and where 〈m,n| = 〈m| ⊗ 〈n|.
In a similar way, one can define the Choi matrix representation of any given channel C from L(HI) to L(HO) (with
L(H) denoting the space of linear operators over the Hilbert space H) as
C := I ⊗ C(|1〉〉〈〈1|) =
∑
m,m′
|m〉〈m′| ⊗ C(|m〉〈m′|) ∈ L(HI ⊗HO), (A3)
where I is the identity channel. The channel C is recovered from its Choi matrix as follows:
C(ρ) = TrHI [C · (ρT ⊗ 1HO )] ∀ ρ, (A4)
where TrH generically denotes the partial trace over a Hilbert space H, T denotes transposition in the chosen basis
{|m〉}m, and where for clarity the superscript in 1HO indicates the Hilbert space on which the identity operator acts.
The fact that C is, by definition, a completely positive map ensures that its Choi matrix C is positive semidefinite;
the fact that C is trace-preserving implies that TrHO C = 1HI .
One can easily see that if the channel C is characterised by a set of Kraus operators {Ki}i (i.e., such that C(ρ) =∑
iKiρK
†
i ∀ρ), then their Choi representations satisfy
C =
∑
i
|Ki〉〉〈〈Ki| . (A5)
Written in this form, it is indeed clear that C is Hermitian positive semidefinite; the constraint that TrHO C = 1HI is
equivalent to
∑
iK
†
iKi = 1. We further note that all the |Ki〉〉’s are necessarily in the range of C: |Ki〉〉 ∈ range(C) ∀ i.5
General constraints on the transformation matrices
Consider a channel C, with its Choi matrix C, and let us denote by C+ the Moore-Penrose pseudoinverse of C [50]. As
C is positive semidefinite, its pseudoinverse is also positive semidefinite and can be obtained as follows: diagonalising
C in the form6 C =
∑
k |Ck〉〉〈〈Ck|, with nonzero orthogonal eigenvectors |Ck〉〉, one simply has C+ =
∑
k
|Ck〉〉〈〈Ck|
〈〈Ck|Ck〉〉2 .
5 This can easily be seen, e.g., by introducing the projector
Π⊥C onto the orthogonal complement of C, and by noting
that Tr(Π⊥C C) = 0 =
∑
i Tr(Π
⊥
C |Ki〉〉〈〈Ki|) implies (as each
Tr(Π⊥C |Ki〉〉〈〈Ki|) ≥ 0) that Π⊥C |Ki〉〉 = 0 for all i.
6 Note that this diagonalisation of C is of the form of Eq. (A5), so
that the operators Ck =
∑
m,n〈m,n |Ck〉〉 |n〉〈m| thus obtained
define valid (“canonical”) Kraus operators for the channel C.
8In the case where T =
∑
i〈ε0|i〉Ki is the transformation matrix for a given implementation of the channel C, we
have that its Choi vector |T 〉〉 = ∑i〈ε0|i〉 |Ki〉〉 ∈ range(C) satisfies
〈〈T |C+ |T 〉〉2 =
∣∣∣∑
i
〈ε0|i〉 〈〈T |C+ |Ki〉〉
∣∣∣2
≤
(∑
i
∣∣〈ε0|i〉∣∣2)(∑
i
∣∣ 〈〈T |C+ |Ki〉〉 ∣∣2)
≤
∑
i
〈〈T |C+ |Ki〉〉〈〈Ki|C+ |T 〉〉
= 〈〈T |C+CC+ |T 〉〉 = 〈〈T |C+ |T 〉〉 , (A6)
where in the second line we used the Cauchy-Schwartz inequality, in the third line we used the fact (due to the
normalisation of |ε0〉) that
∑
i |〈ε0|i〉|2 ≤ 1, and in the fourth line we made use of Eq. (A5) and of the fact that the
Moore-Penrose pseudoinverse satisfies C+CC+ = C+. From Eq. (A6) it then follows that
〈〈T |C+ |T 〉〉 ≤ 1. (A7)
Conversely, suppose that an operator T satisfies |T 〉〉 ∈ range(C) and 〈〈T |C+ |T 〉〉 ≤ 1. We will see that such a
T is the transformation matrix obtained from a particular implementation of the channel C. Consider indeed the
diagonalisation C =
∑
k |Ck〉〉〈〈Ck| introduced already, and define the coefficients εk := 〈〈Ck|T 〉〉〈〈Ck|Ck〉〉 . By assumption one
has
∑
k |εk|2 = 〈〈T |
∑
k
|Ck〉〉〈〈Ck|
〈〈Ck|Ck〉〉2 |T 〉〉 = 〈〈T |C
+ |T 〉〉 ≤ 1, so that the εk’s define valid (subnormalised) coefficients,
allowing us to define the initial state |ε0〉 of the environment such that 〈ε0|k〉 = εk. One then finds∑
k
〈ε0|k〉 |Ck〉〉 =
∑
k
|Ck〉〉〈〈Ck|
〈〈Ck|Ck〉〉 |T 〉〉 = CC
+ |T 〉〉 = |T 〉〉 (A8)
(where we used the assumption that |T 〉〉 ∈ range(C) and the fact that CC+ is the orthogonal projector onto range(C)).
Equivalently,
∑
k〈ε0|k〉Ck = T , so we see that the transformation matrix for the particular implementation of the
channel C obtained from the Kraus operators {Ci}i and the initial state |ε0〉 of the environment specified above, and
using the Stinespring dilation technique as in the main text is indeed T , as desired.
From these observations, one can thus characterise the set TC of all possible transformation matrices T of a given
channel C as
TC =
{
T : |T 〉〉 ∈ range(C) and 〈〈T |C+ |T 〉〉 ≤ 1}. (A9)
Examples
The Choi matrix of an identity channel I is I = |1〉〉〈〈1| (in any dimension); its range is the span of |1〉〉 only, and
its Moore-Penrose pseudoinverse is I+ = |1〉〉〈〈1|〈〈1|1〉〉2 =
|1〉〉〈〈1|
d2 . Eqs. (A9) and (A2) imply that
TI =
{
T = α1 : α ∈ C, |α| ≤ 1}. (A10)
Any such T = α1 with |α| ≤ 1 can indeed be obtained by taking for instance {Ki}i = {K0 = 1} and 〈ε0|0〉 = α.
As one can see, even the identity channel does not define a unique transformation matrix. The freedom one has on
its possible transformation matrices is not just due to a possible global phase (which would just restrict α above to
|α| = 1), but also to the possible coherent control of some operation |ψ〉t⊗|ε〉e → |ψ〉t⊗|0〉e that (while acting trivially
on the target system) acts nontrivially on the environment. Note that Eq. (A10) generalises straightforwardly to any
unitary channel U : ρ→ UρU†, whose possible transformation matrices are of the form T = αU with |α| ≤ 1.
For a d-dimensional fully depolarising channel N , the Choi matrix is N = 1d1; its range is the full Hilbert spaceHI ⊗HO, and its Moore-Penrose pseudoinverse is N+ = d1. Noting that 〈〈T |T 〉〉 = Tr[T †T ], Eq. (A9) implies that
TN =
{
T : Tr[T †T ] ≤ 1
d
}
. (A11)
9Any such T satisfying Tr[T †T ] ≤ 1d can indeed be obtained by taking for instance the set of Kraus operators { 1dUi}d
2−1
i=0
(where the Ui’s are again orthogonal unitary matrices) and |ε〉e such that 〈ε0|i〉 = 〈〈Ui|T 〉〉 = Tr[U†i T ].
Combining the channels I and N , the Choi matrix of a partially depolarising channel (as considered, e.g., in Ref. [3])
N(q) := q I + (1− q)N , with 0 ≤ q ≤ 1, is N(q) = q I + (1− q)N = q |1〉〉〈〈1|+ (1− q) 1d1. For q < 1 its range is again
the full Hilbert space HI ⊗HO; its Moore-Penrose pseudoinverse then coincides with its inverse, and is found to be
N+(q) =
d
1−q [1− dqd2q+1−q |1〉〉〈〈1|]. Noting that 〈〈1|T 〉〉 = Tr[T ], Eq. (A9) then gives
TN(q) =
{
T : Tr[T †T ]− dq
d2q + 1− q
∣∣Tr[T ]∣∣2 ≤ 1− q
d
}
. (A12)
Any T satisfying the above constraint can for instance be obtained with the Kraus operators {K0 =
√
d2q+1−q
d 1,Ki =√
1−q
d Ui for 1 ≤ i ≤ d2 − 1} (using a set of orthogonal unitaries that contains U0 = 1) and 〈ε0|0〉 = 1√d2q+1−q Tr[T ],
〈ε0|i〉 = 1√1−q Tr[U
†
i T ] for 1 ≤ i ≤ d2 − 1.
Consider, as another example, the partially dephasing qubit channel in the Pauli σz eigenbasis—or phase-flip
channel—Z(p)(ρ) := (1 − p) ρ + p σzρσz with 0 ≤ p ≤ 1 (which is completely dephasing for p = 12 ). Its Choi matrix
representation is Z(p) = (1 − p) |1〉〉〈〈1| + p |σz〉〉〈〈σz|; for 0 < p < 1 its range is the span of {|1〉〉 , |σz〉〉} and its
Moore-Penrose pseudoinverse is Z+(p) =
1
4(1−p) |1〉〉〈〈1|+ 14p |σz〉〉〈〈σz|. Eq. (A9) leads to the characterisation (also valid
for p = 0 or 1)
TZ(p) =
{
T = α
√
1− p1 + β√p σz : α, β ∈ C, |α|2 + |β|2 ≤ 1
}
. (A13)
Any such T = α
√
1− p1 + β√p σz with |α|2 + |β|2 ≤ 1 can straightforwardly be obtained, for instance, from the
Kraus operators {K0 =
√
1− p1,K1 = √p σz}, by taking 〈ε0|0〉 = α and 〈ε0|1〉 = β.
Similarly, the set of possible transformation matrices for the partially dephasing qubit channel in the σx eigenbasis—
or bit-flip channel—X(p)(ρ) := (1− p) ρ+ p σxρσx is
TX(p) =
{
T = α
√
1− p1 + β√p σx : α, β ∈ C, |α|2 + |β|2 ≤ 1
}
. (A14)
and any such T = α
√
1− p1 + β√p σx can be obtained from the Kraus operators {K0 =
√
1− p1,K1 = √p σx},
with 〈ε0|0〉 = α and 〈ε0|1〉 = β.
Communication of classical and quantum information through coherently controlled depolarising and
dephasing channels
Holevo information of the coherently controlled depolarising channels
In this section we look at how much (classical) information can be transmitted by coherently controlling two
depolarising channels (i.e., in the scenario of Fig. 2 with Ci = Ni). Recall that the Holevo information of a channel
C quantifies how much classical information can be transmitted through a single use of C from a party A to another
party B. It is defined as χ(C) := max{pa,ρa} I(A;B)ν , where I(A;B)ν is the quantum mutual information calculated
on the state ν :=
∑
a pa |a〉〈a|A ⊗ C(ρa)B [36, 37] (i.e., I(A;B)ν = H(A)ν + H(B)ν −H(AB)ν , where H(X)ν is the
von Neumann entropy of the system X ∈ {A,B,AB} in the state ν). χ(C) provides a lower bound for the classical
capacity of a quantum channel C.
For a fixed initial state of the control qubit ρcin = |+〉〈+|c, the depolarising quantum switch can be seen as a
global channel, which we denote here S[N0,N1], mapping ρtin to ρctout (see inset of Fig. 1 in main text), with ρctout =
S[N0,N1](ρtin) given by Eq. (1) in the main text.7 In Ref. [3] it was shown that the Holevo information of the
depolarising quantum switch (with ρcin = |+〉〈+|c) is χ(S[N0,N1]) = − 38 − 58 log2 58 ' 0.05 for a qubit target system,
while a more general formula for any dimension d was also given.
7 Note that as we consider a fixed initial state of the control qubit,
which the sender cannot control, it is not part of the input of the
channel ρtin → ρctout considered here (but it contributes to the
definition of the channel).
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The situation of Fig. 2 similarly induces a global channel, which we denote byM[C0, T0, C1, T1], mapping ρtin to ρctout
according to Eq. (5) of the main text. A lower bound on the Holevo information χ(M[C0, T0, C1, T1]) can (for a given
pair of channels and transformation matrices) be easily obtained by simply taking I(A;B)ν , for any particular choice
of the weighted ensemble {pa, ρa}. For two fully depolarising channels N0,N1 with T0 = T1 = 1√d |0〉〈0| for instance
(which indeed satisfies Tr[T †i Ti] ≤ 1d as required by Eq. (A11)), taking {p0 = 35 , ρ0 = |0〉〈0| , p1 = 25 , ρ1 = |1〉〈1|}
gives the lower bound χ(M[N0, T0,N1, T1]) ≥ 1d log2 54 , which is a significant increase over that obtained by the
depolarising quantum switch. For d = 2 this indeed gives χ(M[N0, T0,N1, T1]) & 0.16; for larger d this bound
decreases as the dimension increases, but less rapidly than the (exact) Holevo information obtained in Ref. [3]. It
remains an open question whether our lower bound is tight, both for the transformation matrices Ti as well as for any
other transformation matrices for two completely depolarising channels.
We note that the fact that the lower bound obtained here exceed the Holevo information for the depolarising
quantum switch obtained in Ref. [3] is perhaps not so surprising given the differences between the scenario in Fig. 2
and that of the quantum switch. Indeed, in the scenario we consider, the target system only goes through the
depolarising channels (in a superposition) a single time, while in the quantum switch the target system always goes
through both channels (in a superposition of different orders). Thus, one may intuitively expect the target system to
be less “degraded” in the scenario considered here.
Quantum information transfer through coherently controlled dephasing channels
Here we look at how much quantum information can be transmitted through two coherently controlled comple-
mentary dephasing channels. Recall that the quantum information that can be communicated through a channel C
from some system A to some other system B is quantified by the quantum capacity Q(C) [51–53]. A lower bound on
Q(C) is given by the coherent information Q(1)(C) := maxν0 [H(B)ν −H(AB)ν ], where the maximisation is over all
states ν0 ∈ L(HA ⊗ HA′) of a bipartite system comprising A and a reference system A′ isomorphic to A, and with
ν := (I ⊗ C)(ν0) ∈ L(HA ⊗HB) [36]. A further lower bound on Q(1)(C) can of course be obtained by choosing any
specific state ν0.
Consider, as in Ref. [46], the case where the channels C0 and C1 in Fig. 2 are (two-dimensional) phase-flip and the bit-
flip channels Z(p) and X(p), respectively (for simplicity we take the same mixing parameter p for both channels). The
possible transformation matrices for these channels are characterised by Eqs. (A13) and (A14). Taking TZ(p) =
√
p σz
and TX(p) =
√
p σx (i.e., taking α = 0, β = 1 in Eqs. (A13)–(A14)), and writingM(Z,X ,p) :=M[Z(p), TZ(p) ,X(p), TX(p) ],
we find, from Eq. (5) of the main text, that
M(Z,X ,p)(ρtin) = (1− p)
1
2
⊗ ρtin + p
|0〉c ⊗ σz + |1〉c ⊗ σx√
2
ρtin
〈0|c ⊗ σz + 〈1|c ⊗ σx√
2
. (A15)
This allows one to calculate ν := (I ⊗M(Z,X ,p))(ν0), and then H(B)ν −H(AB)ν , for any choice of ν0. By taking
the maximally entangled state ν0 = |Φ+〉〈Φ+| with |Φ+〉 := 1√2 (|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉), after some calculation we obtain
Q(M(Z,X ,p))) ≥ Q(1)(M(Z,X ,p))) ≥ p−H2(p) +H2
(1− p
2
)
, (A16)
where H2 is the binary entropy function H2(p) := −p log2(p)− (1− p) log2(1− p).
This lower bound on the quantum capacity is larger than that obtained in Ref. [46] for the full quantum switch
with phase-flip and bit-flip channels. Remarkably, our bound is positive for all values of p—in particular, it takes
the value − 34 log2 34 ' 0.31 for p = 12 , i.e., for fully dephasing channels (which, by themselves, cannot transmit any
quantum information). It is also larger than the quantum capacities of each channel Z(p) and X(p) individually—and
thus violates the “bottleneck inequality” considered in Ref. [46]—for all p. In comparison, the bound obtained in
Ref. [46] with the full quantum switch was positive only for p . 0.13 and p & 0.60, and was larger than Q(Z(p)) or
Q(X(p)) only for p & 0.62. As for the Holevo information, we remark, however, that it is perhaps not surprising that
we obtain a higher bound on the quantum capacity in our scenario, given the differences between it and the quantum
switch.
Despite this, we also note that a very recent result shows that perfect quantum communication is possible with
certain noisy channels are placed inside the switch, but that this is not possible with our setup [47].
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Channel implementation independence for the full quantum switch and other quantum processes
For the case of the full quantum switch, each of the two channels C0 and C1, with Kraus operators {Ki}i and {Lj}j ,
is applied once and only once on the target system. Considering a purified version of the channels via a Stinespring
dilation, as described in the main text, the state at the output of the interferometer (see the inset of Fig. 1) reads
1√
2
|0〉c ⊗
∑
i,j
LjKi |ψin〉t ⊗ |i〉e0 ⊗ |j〉e1 + 1√
2
|1〉c ⊗
∑
i,j
KiLj |ψin〉t ⊗ |i〉e0 ⊗ |j〉e1 . (A17)
In contrast to the output state (5) for the circuit of Fig. 1, no terms appear in which either environment is untouched
and remains in its initial state. After tracing out the environments, one obtains
ρctout =
1
2
(
|0〉〈0|c ⊗ C1 ◦ C0(ρtin) + |1〉〈1|c ⊗ C0 ◦ C1(ρtin) + |0〉〈1|c ⊗
∑
i,j
LjKiρ
t
inL
†
jK
†
i + |1〉〈0|c ⊗
∑
i,j
KiLjρ
t
inK
†
i L
†
j
)
,
(A18)
which depends neither on the initial state of the environments, nor on the sets of Kraus operators chosen to describe
each channel. Indeed, for any other Kraus representations {Mr}r of C0 and {Ns}s of C1, one has Ki =
∑
r uirMr and
Lj =
∑
s vjsNs, where uir and vjs are the elements of unitary matrices [1]. We thus obtain∑
i,j
LjKiρ
t
inL
†
jK
†
i =
∑
i,j
∑
r,r′,s,s′
uiru
∗
ir′vjsv
∗
js′NsMrρ
t
inN
†
s′M
†
r′
=
∑
r,r′,s,s′
δr,r′δs,s′NsMrρ
t
inN
†
s′M
†
r′ =
∑
r,s
NsMrρ
t
inN
†
sM
†
r (A19)
(where δ is the Kronecker delta), and analogously for the term
∑
i,j KiLjρ
t
inK
†
i L
†
j .
More generally, consider a combination of multiple channels C0, . . . , CN with Kraus operators
{K(0)i0 }i0 , . . . , {K
(N)
iN
}iN , and assume that for any possible initial state |Ψin〉 sent through the setup, each
channel is applied once and only once (not necessarily in a definite order). Considering a Stinespring dilation of the
channels with environment initial states |ε0〉e0 , . . . , |εN 〉eN , this means that the joint initial state evolves as
|Ψin〉 ⊗ |ε0〉e0 ⊗ · · · ⊗ |εN 〉eN →
∑
i0,...,iN
F (K
(0)
i0
, . . . ,K
(N)
iN
) |Ψin〉 ⊗ |i0〉e0 ⊗ · · · ⊗ |iN 〉eN , (A20)
where each F (K(0)i0 , . . . ,K
(N)
iN
) is an operator composed as a sum of product terms in which each K(`)i` appears once
and only once, in possibly different orders (e.g., for the quantum switch: |Ψin〉 = |+〉c ⊗ |ψin〉t and F (Ki, Lj) =
|0〉〈0|c⊗LjKi + |1〉〈1|c⊗KiLj). For any such transformation, a similar calculation as for the full quantum switch can
be conducted, which shows that after tracing out the environments, the final output state does not depend on the
choice of Kraus operators, nor on the initial states of the environments.
We note that the assumption that each channel is applied—or that “each party acts”—once and only once is at the
core of the process matrix framework [11, 54]. This justifies, beyond the particular case of the quantum switch, that
the situations described by process matrices do not depend on any specific implementation of the channels (or of more
general quantum operations) applied by each party, but only on the description (e.g., in terms of Kraus operators) of
the induced completely positive maps.
Distinguishing different implementations of coherently-controlled channels
In this section we show that the diamond-norm distance in the scenario of Fig. 1, where the channel C0 has a fixed
transformation matrix T0 while the channel C1 has two possible transformation matrices T1 and T ′1, is obtained and
bounded as in Eq. (6) of the main text.
Recall that the diamond-norm distance between the two channels MT1 := M[C0, T0, C1, T1] and MT ′1 :=M[C0, T0, C1, T ′1] is defined as
D(MT1 ,MT ′1) :=
1
2
∥∥MT1 −MT ′1∥∥ = 12 maxρtrin ∥∥(MT1 ⊗ I)(ρtrin)− (MT ′1 ⊗ I)(ρtrin)∥∥1, (A21)
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where ‖·‖1 is the trace norm and the maximum is taken over all joint states ρtrin of the target system (t) and some
arbitrary reference system (r). That is, it is the maximum trace-distance between output states when the channels are
applied to part of joint system (and with the identity channel I being applied to the other part); indeed, considering
an input state entangled with a reference system is in general necessary for optimal channel discrimination [45].
Eq. (5) can straightforwardly be adapted to give the corresponding output state ρctrout of the control, target and
reference systems, by replacing ρtin by ρ
tr
in, C0/1 by C˜0/1 := C0/1⊗I, and T0/1 by T˜0/1 := T0/1⊗1. Defining τ1 := T1−T ′1
and τ˜1 := τ1 ⊗ 1 = T˜1 − T˜ ′1 for ease of notation, we have, for an arbitrary input state ρtrin,
1
2
∥∥(MT1 ⊗ I)(ρtrin)− (MT ′1 ⊗ I)(ρtrin)∥∥1 = 12 Tr
√
(ρctrout − ρctr ′out )2
=
1
4
Tr
√
|0〉〈0|c ⊗ T˜0ρtrin τ˜ †1 τ˜1ρtrinT˜ †0 + |1〉〈1|c ⊗ τ˜1ρtrinT˜ †0 T˜0ρtrin τ˜ †1
=
1
4
(∥∥τ˜1ρtrinT˜ †0∥∥1 + ∥∥T˜0ρtrin τ˜ †1∥∥1) = 12 ∥∥τ˜1ρtrinT˜ †0∥∥1, (A22)
where the last equality follows from the invariance of the trace norm under Hermitian transposition.
Decomposing ρtrin in the form ρ
tr
in =
∑
m pm |ψm〉〈ψm| (with pm ≥ 0,
∑
m pm = 1, 〈ψm|ψm〉 = 1 ∀m), using the
sub-additivity of the trace norm, and the fact that ‖|x〉〈y|‖1 =
√〈x|x〉√〈y|y〉 for any two vectors |x〉, |y〉, we further
have
1
2
∥∥τ˜1ρtrinT˜ †0∥∥1 ≤ 12 ∑
m
pm
∥∥τ˜1 |ψm〉〈ψm| T˜ †0∥∥1 = 12 ∑
m
pm
√
〈ψm| τ˜ †1 τ˜1 |ψm〉
√
〈ψm| T˜ †0 T˜0 |ψm〉. (A23)
Now, by the definition of the spectral norm one has
√
〈ψm| τ˜ †1 τ˜1 |ψm〉 ≤ ‖τ˜1‖2 = ‖τ1‖2 for all m. Additionally,
〈ψm| T˜ †0 T˜0 |ψm〉 =
(∑
i′
( 〈ψm|K†i′ ⊗ 1r)⊗ 〈i′|e0 )(1t ⊗ 1r ⊗ |0〉〈0|e0 )(∑
i
(
Ki ⊗ 1r |ψm〉
)⊗ |i〉e0 ) ≤ 1. (A24)
Combined together, these bounds lead directly to the upper bound of Eq. (6). Furthermore, it is easy to see that the
inequalities above—and thus the upper bound of Eq. (6)—can always be saturated by taking T0 = 1 (with C0 = I)
and ρtrin = ρ
t
in = |ψ〉〈ψ| with |ψ〉 maximising 〈ψ| τ †1 τ1 |ψ〉, i.e., without any (or with a trivial) reference system.
To finish with, we note that in the example presented in the main text in which C1 = N , the two implementations
we proposed, with T1, T ′1 = ± 1√d |0〉〈0|, are the most distinguishable ones that can be considered. Indeed, according
to Eq. (A11) any transformation matrix T1 of C1 = N must satisfy Tr[T †1T1] =
∥∥T1∥∥2HS ≤ 1d (with ‖·‖HS denoting the
Hilbert-Schmidt norm; this constraint is indeed satisfied for our choice above). Using the fact that the Hilbert-Schmidt
norm always upper-bounds the spectral norm, it follows that
1
2
∥∥T1 − T ′1∥∥2 ≤ 12∥∥T1 − T ′1∥∥HS ≤ 12(∥∥T1∥∥HS + ∥∥T ′1∥∥HS) ≤ 1√d , (A25)
so that the value one obtains with the choice above, 12‖T1 − T ′1‖2 = 1√d , is indeed the largest possible one.
