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Searching for space-time variations of the constants of Nature is a promising way to search for
new physics beyond General Relativity and the standard model motivated by unification theories
and models of dark matter and dark energy. We propose a new way to search for a variation
of the fine-structure constant using measurements of late-type evolved giant stars from the S-star
cluster orbiting the supermassive black hole in our Galactic Center. A measurement of the difference
between distinct absorption lines (with different sensitivity to the fine structure constant) from a star
leads to a direct estimate of a variation of the fine structure constant between the star’s location and
Earth. Using spectroscopic measurements of 5 stars, we obtain a constraint on the relative variation
of the fine structure constant below 10−5. This is the first time a varying constant of Nature is
searched for around a black hole and in a high gravitational potential. This analysis shows new
ways the monitoring of stars in the Galactic Center can be used to probe fundamental physics.
The current understanding of our Universe is based on
the theory of General Relativity (GR) and on the Stan-
dard Model (SM) of particle physics. While both theo-
ries have been extremely successful, they are expected to
break down at a certain point. In particular, a break-
ing of the Einstein equivalence principle is expected in
various unification scenarios [1, 2], in higher dimensional
theories [3], and by some models of dark matter [4, 5]
and dark energy [6, 7]. On a more philosophical note,
the “principle of absence of absolute structure” led to
many developments of extensions of physics where the
constants of physics become dynamical entities, explic-
itly breaking the equivalence principle (see the discussion
in section 2 of [8]).
One way to test the equivalence principle is to search
for space-time variations of the constants of Nature such
as the fine structure constant α, the mass of fermions and
the quantum chromodynamics energy scale (see [9] for a
review of the tests of GR and [10] for a review of the
search for varying constants). Various experiments using
atomic clocks have provided stringent constraints on lin-
ear drifts of the constants of Nature at the level of 10−16
yr−1 [11–18], on a dependency of the constants of Nature
to the Sun gravitational potential at the level of 10−7 [14–
16, 19, 20] or on harmonic variations of the constants of
Nature [21]. A time variation of α has also been searched
for using measurements of quasar absorption spectra [22]
providing constraint on ∆α/α at the level of 10−6 for
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cosmological redshift up to z ∼ 3. A variation of α has
also been constrained at the level of 10−3 for z ∼ 103
using cosmic microwave background measurements [23]
and at a similar level for z ∼ 1010 by a big bang nucle-
osynthesis analysis [24]. Finally, a dependency of α on
the gravitational potential has also been searched for us-
ing absorption lines from a white dwarf [25]. Although
many searches for a variation of α have been performed,
the question of its constancy around a black hole and
around a supermassive body remains totally open.
The motion of the short-period stars (S-stars) orbiting
around the 4× 106M supermassive black hole (SMBH)
at the center of our Galaxy has been monitored for
25 years by two experiments: one carried out at the
Keck Observatory [26–28] and the other with the New
Technology Telescope (NTT) and with the Very Large
Telescope (VLT) [29–31]. Recently, these measurements
have opened a new window to probe fundamental physics
around a SMBH. Measurements of the short-period star
S0-2/S2 have been used to search for a fifth interac-
tion [27, 32], to measure the relativistic redshift during
its 2018 closest approach [28, 30] and to perform a null-
redshift test [31].
In this Letter, we present a novel search for varia-
tions of the fine structure constant around a SMBH us-
ing spectroscopic measurements from late-type evolved
giant stars orbiting Sagittarius A∗ (Sgr A∗). This is
the first search for a varying α around a compact ob-
ject (the compactness of a celestial body can be charac-
terized by Ξ = GM/c2R with R the body’s radius) and
very massive object, exploring a new region in the pa-
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2rameter space (Fig. 1). Probing the gravitational inter-
action in such a region is important to test for theories
which exhibit screening mechanism in the solar system
(see e.g. [6, 33, 34]) or for theories that exhibit a scalar-
ization mechanism around a black hole [35].
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FIG. 1. Left: the gravitational potential probed by several
searches for varying α against the mass of the central body
that generates gravity in these tests. Right: the compactness
Ξ = GM/c2R of the central body probed by several searches
for varying α against the gravitational potential. Searches for
varying α with S-stars explore a new region in this parameter
space.
Using spectroscopy, we can very precisely measure the
wavelengths of atomic lines, which can be used to mea-
sure potential variations in the the fine structure con-
stant. The spectroscopic observable is given by
∆λj
λj
=
λj(z, α)− λj(z = 0, α0)
λj(z = 0, α0)
= z − kα,j(1 + z)∆α
α
,
(1)
where λj(z, α) is the measured central wavelength of an
absorption line j at the GC for a value of α potentially
different from the one on Earth α0 while λj(0, α0) is the
wavelength for the same line measured in the lab. In
this expression, z is the traditional Doppler shift (which
includes the Newtonian velocity along the line of sight
and the relativistic corrections on the redshift) and the
last term encodes the impact due to a variation of α on
the measurements. This term depends directly on kα,j ,
the sensitivity of the transition j to α and defined by
d ln νj = kα,jd lnα , (2)
where νj = c/λj is the frequency of the absorption line
j.
Late-type evolved stars are particularly useful for such
an analysis because their cool atmospheres result in spec-
tra that contain many strong atomic absorption lines
which helps to maximize the number of different lines
available for this analysis. Also importantly, their spec-
tra contain lines that are related to atomic transitions
with different sensitivity to α (the difference between the
kα coefficients are of the order of 1). In comparison,
the more well studied young early-type S-stars such as
S0-2 have atmospheres that are very hot, so their Near-
Infrared (NIR) spectra contain only a few H and He ab-
sorption. Unfortunately, H and He lines have nearly the
same sensitivity to α (the difference between the kα co-
efficients are of the order of 10−5) making these lines
insensitive to the effect of variations in α.
In this work, we focus on 5 late-type giants in orbit
around the supermassive black hole: S0-6, S0-12, S0-13,
S1-5 and S1-23, see Fig. 2 and [36]. These are among
the closest late-type stars to the black hole (0.4 to 1.5
arcseconds in projection) with NIR spectroscopic mea-
surements. Observations of these stars include imaging
data from Keck Observatory and spectroscopic data from
Gemini North, Keck Observatory and Subaru telescope.
The imaging data include both speckle imaging from the
Near-Infrared Camera (NIRC) instrument (1995-2005)
and adaptive optics data from the Near-Infrared Cam-
era 2 (NIRC2) instrument (2005-2018). Details of the
data reduction are given in [28]. NIR spectra were ob-
tained with the Near-Infrared Integral Field Spectrome-
ter (NIFS) instrument on Gemini North for the stars S0-
6, S0-12, S0-13, and S1-5 using the K-band filter (0.95
to 2.40 µm) at a spectral resolution R = λ/∆λ = 5000.
We use spectra of these stars taken on May 13 and May
22, 2018. Additional spectroscopy of the star S0-6 was
obtained using the Infrared Camera and Spectrograph
(IRCS) instrument from Subaru. We use the the order
26 spectrum (2.16 to 2.22 µm) at a resolution of R =
20,000 (down-sampled to R = 15000) for this work. De-
tails of the data reduction for IRCS is given in [37] and
[38]. Spectroscopy of the star S1-23 was obtained us-
ing the NIRSPEC instrument with laser-guide-star adap-
tive optics at Keck Observatory at a spectral resolution
R =20,000. NIRSPEC was used in echelle mode with the
K-filter. We use Orders 34 (2.24 to 2.27 µm) and 35 (2.18
to 2.21 µm) for this work. Details of the data reduction
for the NIFS data and NIRSPEC data are given in [28]
and [39], respectively. All the NIFS, IRCS and NIRSPEC
spectra have signal-to-noise ratios (SNR) greater than 20
in order to measure individual lines.
We identified a number of strong and sufficiently iso-
lated absorption lines for this experiment (Fig. 3). In to-
tal, we measure 3 atomic lines from stars with NIFS spec-
tra, 6 atomic lines with IRCS spectra, and 10 atomic lines
from the NIRSPEC spectra (Tab. I). The higher spectral
resolution from NIRSPEC compared to NIFS allows us
to use more lines. We use a Gaussian fit to determine the
central wavelength of each atomic transition and a Monte
Carlo simulation to estimate the uncertainty. The fitted
lines and uncertainties are reported in Sec. II from the
Supplemental Material [40].
To determine the sensitivity coefficients kα for each ab-
sorption line used in this study, we perform ab initio cal-
culation of the spectrum for each element by solving the
Dirac Hamiltonian in flat spacetime (curvature correc-
tions are subdominant) and then compute kα by a finite
difference. The spectra are computed using a combina-
tion of the configuration interaction (CI) method with
many-body perturbation theory (MBPT) [41–44] using
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FIG. 2. Representation of the motion of the five stars consid-
ered in our analysis between 1995 and 2018. The large stars
represent the positions of the stars in 2018. All these stars
have a magnitude brighter than M = 15. S0-6, S0-12, S0-13,
S1-5 have been measured spectroscopically with the NIFS in-
strument with Gemini in 2018, S0-6 was also measured with
the IRCS instrument from Subaru in 2018 and S1-23 with the
NIRSPEC instrument at Keck in 2016.
the AMBiT software [45]. The full details of the calcula-
tions are presented in Appendix A; here we just outline
briefly the main aspects of the method. The effective
wavefunctions for a M -valence atom are expanded as a
series of M -body Slater-determinants, where the expan-
sion coefficients are found variationally by minimizing the
energy (CI method). To greatly improve the accuracy,
the effects of core-valence electron correlations are also
included into the valence wavefunctions. This is done by
modifying the effective Hamiltonian for the valence states
using MBPT before the CI procedure is performed. Fi-
nally, to calculate the kα coefficients, we explicitly make
small variations into value of the fine structure constant
(α→ α±δα) in the code before the equations are solved.
Bayesian inference is used to estimate ∆α/α from the
measurements and Eq. (1). The measurement errors for
each line are assumed to be independent and to be nor-
mally distributed such that the full likelihood is the prod-
uct of the individual likelihoods
Lj ∝ exp
[
− 1
2σ2j
(
∆λj
λj
− z + kα,j(1 + z)∆α
α
)2]
, (3)
where the subscript j refers to a particular line. Uni-
form priors for ∆α/α and for z are used and Gaussian
priors are used for the sensitivity coefficients kα,j with
a mean value and an uncertainty quoted in Tab. I. We
use the MULTINEST sampler [47] to sample the poste-
rior probability distribution function. All the epochs are
fitted simultaneously but offsets between the different in-
struments or filters are taken into account (this results
in different fitted velocities for each instrument or filter).
No significant deviation of the fine structure constant
is detected for any of the stars considered in this analy-
sis. The posterior probability distributions for each star
TABLE I. Atomic properties of the absorption lines used in
this analysis. The wavelengths λ are experimental values re-
ported in [46]. The sensitivity to the fine structure constant
kα is computed from ab initio calculation using the AMBIT
software [45], see the discussion in Appendix A. The last col-
umn indicates which instrument has been used to measured
each line with: (a) NIFS spectrograph, (b) IRCS spectro-
graph, (c) NIRSPEC order34, (d) NIRSPEC order35.
Lower Upper λ [A˚] kα Inst.
14Si 3s
23p4p 1D2 3s
23p5s 1P o1 21360.027 0.013(9) a
11Na 4s
2S1/2 4p
2P o1/2 22089.728 0.004(2) a,b
22Ti 3d
34s 5P2 3d
24s4p 5Do2 22238.911 -0.34(10) a
22Ti 3d
34s 5P2 3d
24s4p 5Do1 22450.025 -0.37(10) c
39Y 4d
25s 4F7/2 4d5s5p
4F o7/2 22549.938 -0.88(6) c
20Ca 4s4d
3D1 4s4f
3F o2 22614.115 -0.03(1) c
21Sc 3d
24s 4F3/2 3d4s4p
2Do3/2 21848.743 -0.23(3) b,d
39Fe 3d
64s2 3D3 3d
64s4p 3P o2 21857.345 0.56(28) d
22Ti 3d
34s 5P2 3d
24s4p 5Do3 21903.353 -0.30(10) b,d
22Ti 3d
34s 5P1 3d
24s4p 5Do2 22010.501 -0.31(9) b,d
21Sc 3d
24s 4F5/2 3d4s4p
2Do3/2 22030.179 -0.25(4) b,d
21Sc 3d
24s 4F9/2 3d4s4p
4Do7/2 22058.003 -0.29(4) d
11Na 4s
2S1/2 4p
2P o3/2 22062.485 0.007(2) b,d
can be found in Sec. IV from the supplemental mate-
rial [40] and the 68% confidence intervals are reported in
Tab. II. The constraints derived from the NIRSPEC mea-
surements are one order of magnitude better than from
the NIFS instrument due to the better spectral resolution
and more atomic lines observed with NIRSPEC.
TABLE II. 68% confidence interval for ∆α/α and for z esti-
mated from different stars. An estimation of the gravitational
potential U at the location of the star is also provided (see
Sec. III from the supplemental material [40]). For S0-12, S0-
13 and S1-5, two NIFS measurement epochs are combined
with 3 absorption lines per epoch. S0-6 has been observed
with NIFS and IRCS (each instrument has a different wave-
length solution which reflects in an offset in their estimated
z value) providing 9 lines. S1-23 has been observed with two
different filters (each filter has a different wavelength solution
which reflects in an offset in their estimated z value) providing
10 absorption lines.
Star ∆α
α
z.c [km/s] U/c2
S0-6 (1.0± 1.2)× 10−4 71.0 ±10.4 2.4× 10−6
−3.6 ±5.3
S0-12 (−0.3± 1.4)× 10−4 −57.3 ±4.6 1.6× 10−6
S0-13 ( 0.03± 3.5)× 10−4 −61.6 ±18.1 9.4× 10−7
S1-5 (−0.7± 2.4)× 10−4 −3.7 ±19.4 6.5× 10−7
S1-23 ( 0.9± 5.8)× 10−6 −311.4 ±1.1 4.6× 10−7
288.1 ±0.7
A fit combining all the stars using a global likelihood
(see Sec. IV from the supplemental material [40] for more
details) provides a constraint of
∆α
α
= (1.0± 5.8)× 10−6 , (4)
between the GC and Earth. This constraint is at the
4FIG. 3. Example spectra of the stars used in this work. Left: Spectrum of the star S0-6 observed using the NIFS spectrograph
with a spectral resolution R = 5000. We have identified 3 lines that are suitable for the fine structure constant analysis. Center
& Right: Spectra of the star S1-23 observed with the NIRSPEC instrument with R = 20,000. This higher spectral resolution
allows us to identify 10 atomic lines for use in this experiment.
same level of magnitude as the ones obtained from quasar
observations and is the first constraint on a possible vari-
ation of α around a BH.
In several alternative theories of gravitation, the fine
structure constant becomes dependent on the gravita-
tional potential (see e.g. [48]) and it is useful to consider
the following parametrization
∆α
α
= βα
∆U
c2
, (5)
where U is the Newtonian potential, c the speed of light
in a vacuum and where βα depends on the fundamen-
tal parameters of the theory. An estimate of the grav-
itational potential probed by the 5 stars considered in
this analysis is required in order to constrain the βα pa-
rameter. We infer the radial acceleration experienced by
the stars using 25 years of astrometric measurements of
the GC. Between 1995 and 2005, speckle imaging data
provides astrometric diffraction-limited measurements of
the central 5” × 5” of the GC [26, 28, 49]. Between
2005 and 2018, adaptive optics (AO) imaging provides
high-resolution images of the central 10”× 10” of the
GC [26, 28]. AO allows for more efficient observations
at the diffraction limit, resulting in measurements typ-
ically one order of magnitude better than speckle ob-
servations. These astrometric measurements are aligned
[50] in a common reference frame defined by tying in-
frared observations of seven SiO masers [51, 52] to their
radio counterpart [53]. The resulting 2-D position mea-
surements of the 5 stars considered in our analysis are
provided in the Sec. III from the supplemental material
[40]. A polynomial fit of these measurements give an es-
timate of the 3D radial acceleration of these stars which
is transformed into an estimate of the gravitational po-
tential using the the SMBH mass M = 3.975 × 106M
reported in [28]. The estimate of the gravitational po-
tential experienced by each star is reported in Tab. II.
A fit combining the measurements from the 5 stars and
using the estimate from the gravitational potential from
Tab. II leads to
βα = 3.6± 12.0 , (6)
at 68% confidence level. No deviation from GR is re-
ported. This result is 8 orders of magnitude less con-
straining than a similar constraint obtained with atomic
clocks around the Sun [20] and one order of magnitude
less constraining than a similar result obtained around a
white dwarf [25]. Nevertheless, this is the first time such a
measurement is performed around a BH and around such
a massive object (see Fig. 1). Such a measurement is par-
ticularly appropriate to constrain the presence of a scalar
field around a BH, which can naturally be enhanced in
theories exhibiting BH scalarization mechanism, see e.g.
[35, 54].
In conclusion, we propose a new method to search for a
variation of the fine structure constant around a SMBH.
Using existing measurements from NIFS spectrograph at
GEMINI, from IRCS spectrograph from Subaru and from
the NIRSPEC spectrograph at the Keck Observatory, we
report a constraint on ∆α/α below 10−5 and a depen-
dency of ∆α/α on the gravitational potential at the level
of 10. This is the first time such a search has been per-
formed around a compact object, around a BH or around
such a massive object (∼ 4 × 106M), see Fig. 1. The
results reported in this Letter could be improved by ded-
icated measurement sessions using high resolution spec-
trograph to measure spectrum of late-type stars closer to
the GC. For example, a dedicated measurement of S0-
6’s spectrum using NIRSPEC could improve the limit
on βα by one order of magnitude. Furthermore, it is
expected that future spectrographs with advanced AO
systems such as KAPA at Keck [55] would be able to
measure spectrum of fainter late-type stars that are or-
biting close to the GC (like e.g. S0-38/S38 [26]), allowing
us to improve significantly the current constraints (by up
to 4 orders of magnitude) and allowing one to probe the
fine structure constant in a higher gravitational potential.
Finally, after the search for a fifth force [27, 32], the rela-
tivistic redshift measurement of the star S0-2/S2 [28, 30]
5and a null test of the local position invariance using S0-
2/S2 measurements [31], this analysis gives a new ex-
ample of implications of GC measurements in term of
fundamental physics.
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Appendix A: Computation of the sensitivity of the
transition energies to the fine structure constant
The atomic transition frequency can be expressed as
ω = ω0 + qx, (A1)
where ω0 is the nominal (observed laboratory) transition
frequency, x parameterizes the variation in α:
x ≡ (α/α0)2 − 1, (A2)
and q is the sensitivity factor. Assuming the variation in
α is small, q can be determined from the derivative of ω
to first-order around x = 0. In practice, this is done by
calculating the relevant transition transition frequencies
and explicitly allowing the value for α to vary inside the
code (i.e., choosing small, non-zero values for x, denoted
±δx). Then, we have
q =
dω
dx
∣∣∣∣
x=0
≈ ω(+δx)− ω(−δx)
2δx
. (A3)
We take values between δx = 0.05 and 0.1. Multiple val-
ues are used to check for non-linearities. Note that none
of the atomic systems considered here have particularly
high sensitivities (large q values), so no non-linear ef-
fects are expected, and indeed none are observed. Much
larger sensitivities can be found, e.g., in highly charged
ions with large nuclear charges [56, 57]. In general, δx
must be taken small enough so that the linear require-
ment of (A3) is valid, but must also be large enough for
the variation δω to avoid numerical errors.
8Note that q has energy units. It is convenient to further
define a dimensionless sensitivity factor, kα, defined via
δω
ω0
= kα
δα
α
, (A4)
which is linked to q as
kα = 2q/ω0 . (A5)
For the infra-red transitions considered in this work, ω0
is small compared to optical transitions from the ground
state. This manifests as an apparent enhancement in the
magnitude of k; however, we note that this is partly com-
pensated for by the uncertainty in the measurement of
the observed frequencies (see also discussion in Ref. [58]).
1. Method for calculation
We use a method that is based on the combination
of the configuration interaction (CI) method with many-
body perturbation theory (MBPT) [41]. The CI method
accurately takes into account the valence–valence elec-
tron correlations, while the inclusion of MBPT allows an
accurate treatment of the core–valence correlations. The
specific method we employ was developed in Ref. [45],
see also Refs. [42–44]. This implementation allows sys-
tems with a large number of valence electrons to be
calculated accurately with reasonable computational re-
sources. Other CI methods for large valence systems have
also proved successful [59, 60].
The details of the method are presented in the above
references, here we just give a brief overview. The ef-
fective Hamiltonian for system of M valence electrons is
written as
Hˆ =
M∑
i
hˆ1(ri) +
M∑
i<j
hˆ2(ri, rj), (A6)
where hˆ1 is the single-electron part of the Dirac Hamil-
tonian (in atomic units, e = me = ~ = 1),
hˆ1 = cγ
0γ · pˆ+ c2(γ0 − 1)− V nuc. + V N−M + Σˆ1, (A7)
and hˆ2 is the two-electron part,
hˆ2 =
1
|ri − rj | + Σˆ2. (A8)
In the above equations, γ and γ0 are Dirac matrices,
c = 1/α is the speed of light, V nuc. ≈ Z/r is the nuclear
potential (formed assuming a Fermi-type nuclear distri-
bution), and V N−M is the Hartree-Fock core potential,
formed from the N −M core electrons (N is the total
number of electrons).
The Σˆ terms are the correlation potentials, calcu-
lated to the second order in perturbation theory, with-
out which the above equations would correspond to the
conventional CI method. The single electron correla-
tion potential Σˆ1 represents the interaction of a single
valence electron with the atomic core, and Σˆ2, a two-
electron operator, represents the screening of the valence-
valence Coulomb interaction by the core electrons (see
Refs. [41, 43, 61] for details). Effective three-body MBPT
contributions as introduced in Ref. [62] are also included.
For the systems considered here they make a reasonably
small contribution, but do improve the accuracy.
The M -body CI wavefunctions are expanded as linear
combinations of sets of M -body configuration functions
(Slater determinants) that conserve a given Jz-parity
symmetry,
|ψJpiz 〉 =
∑
a
ca|a, Jpiz 〉 (A9)
The c expansion coefficients and CI energies are then
found from the CI matrix eigenvalue problem∑
a
(
〈a|Hˆ|b〉 − Eδab
)
ca = 0. (A10)
Many of the non-diagonal terms in the above matrix con-
tribute negligibly. In the “emu CI” approach [45], some
of these terms can be neglected from the calculations,
which greatly reduces the number of integrals that need
to be calculated and stored for the CI matrix.
The configuration functions are themselves formed
from a set of single-particle basis orbitals, φ. These or-
bitals (which are also used to calculate the MBPT dia-
grams) are constructed using a potential that is formed
by solving the Hartree-Fock equations self-consistently
for a subset of the atomic orbitals. In theory, with a com-
plete enough basis, if all MBPT diagrams are calculated
and the CI procedure converges, the choice of potential
doesn’t matter. In practice, both the CI and MBPT parts
are calculated approximately using a finite basis, and the
choice of potential has a significant impact on the con-
vergence of the calculations. One common choice is to
use the same V N−M potential as in Eq. (A7), where the
HF equations are solved for the closed-shell core electrons
excluding all valence electrons. Another is the V N−1 po-
tential, which corresponds to solving the HF equations
including all but one of the electrons, and in general will
involve partially-filled open shells.
The V N−M potential is convenient for evaluating the
MBPT diagrams [63], while V N−1 potential has the ad-
vantage of producing more realistic orbitals, allowing the
CI expansion to converge more quickly. Many of the
states considered in this work lie relatively high in the
spectrum. In this regime, the core-valence correlation ef-
fects become less important, and the accuracy is mainly
controlled the convergence of the CI part of the problem.
We use the V N−M potential for the two valence elec-
tron systems (Ca). For the other systems with more va-
lence electrons, we use the V N−1 potential which allows
faster convergence of CI. Calculations including q factors
for some of the lower-lying states of Ca were presented
9in Ref. [64], and our calculations are in good agreement
with those.
We treat silicon (3s23p2, 3P0 ground state) as a two
valence system, with the 3s2 orbitals remaining in the
core. We then allow single and double hole excitations
into this 3s sub-shell, using the particle-hole formalism
described in Ref. [42]. Note that the sign of the r−1ij
term in Eq. (A8) becomes negative for electron-hole in-
teractions. The affect of this is that some of the con-
figuration functions are two-body, while others are four
and six-body functions. Since the configurations that in-
clude the 3s2 shell intact dominate the CI expansion, this
method allows a significant reduction in the size of the
CI matrix, while not neglecting the excitations of the 3s
orbitals, which are nonetheless important.
For iron (3d64s2 5D4 ground state), which has 8 va-
lence electrons, we employ a restricted version of the
method. We use the V N−1 potential, and allow only
single excitations from specific reference configurations
relevant to this work (3d64s2 for the even states, and
3d64s4p for the odd states). We treat the 4s2 shell as
though it were in the core, and allow single hole excita-
tions into this shell. Further, we do not include MBPT
corrections (core–valence electron correlations). This is a
reasonable approximation, since the valence–valence elec-
tron correlations (treated at the CI level) dominate for
systems with a large number of valence electrons. Some
calculations for iron, including for the q sensitivities were
presented in Ref. [65], though not for the particular states
of interest for this work. We find that the q factors are
rather sensitive to configuration mixing; the same con-
clusion was found in Ref. [65]. However, we find quite
good agreement with experimental energies, and reason-
able agreement between the q values found in this work
and those of Ref. [65] (our q values are systematically
around ∼ 20–30% larger). Conservatively, we assume a
large 40% uncertainty for all iron q values, taking into
account the spread of calculated q values using different
CI basis expansions.
We use a different approach for sodium, which has a
single valence electron above a closed-shell core. Namely,
we employ the correlation potential method [66], in which
the single-particle correlation potential is included into
the Hartree-Fock equations(
hˆHF + Σˆ1
)
φa = εaφa, (A11)
which are solved self-consistently for each of the relevant
valence orbitals (which, when calculated this way, are
known as Brueckner orbitals). This is the same Hamil-
tonian as in Eq. (A7); note that V N−M = V N−1 for
M = 1. Again, the correlation potential is calculated
to second-order in perturbation theory, though we note
that it is possible to significantly improve the accuracy by
using an all-order method [67]. Including Σ into the self-
consistent Hartree-Fock equations in this way effectively
includes some classes of diagrams to all-orders [66]. Cal-
culations of q-factors for the 3p and 4p states of sodium
(referenced to the 3s ground state) were calculated in
Ref. [68], using the same method employed here. In this
work, we are interesting in transitions involving the 4s
state.
2. Uncertainty in q
We estimate the uncertainty in each q value by taking
into account both the errors in the energy-level determi-
nation, and the spread (stability) of the q values as cal-
culated with differing approximations (for example, by
using a smaller basis for CI). In most cases, the q values
for each level are found to be rather stable, and can be
calculated with relatively high accuracy (∼ 1–10%). The
uncertainty in the q values for the transitions of interest
to this work, however, can be significantly larger. This is
because we consider transitions between states that are
relatively high in the spectrum, and have similar q values
(leading to cancellation errors).
3. Results
Calculations of the energy levels, Lande´ g-factors, and
δα sensitivity q-factors are shown for Y, Fe, Ti, Sc, Ca,
Si, and Na in tables III through X. The q values are cal-
culated with respect to the ground state. The g-factors
are useful for identifying states. We don’t present calcu-
lated g-factors for the lighter elements (Z ≤ 20), since
they do not vary significantly from the non-relativistic
values. Table XI shows the q and k sensitivities for the
specific transitions of interest for this work.
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TABLE III. Yttrium (Z = 39). Comparison of experimental and calculated excitation energies (∆E ≡ ECalc. −EExp.), with
calculated Lande´ g-factors, and δα sensitivity q-factors (relative to the ground state). Levels involved in transitions studied in
this work are shown in bold.
Leading Energy (cm−1) Lande´ g
config. Term Exp.[46] Calc. ∆E Exp.[46] Calc. q (cm−1)
Even Levels
4d25s 2D3/2 0 0 0.80 0.80
4d25s 2D5/2 530 581 50 1.20 1.20 530 (70)
4d25s 4F3/2 10937 10778 −159 0.40 0.40 2880 (100)
4d25s 4F5/2 11079 10935 −144 1.03 1.03 3030 (110)
4d25s 4F7/2 11278 11155 −123 1.24 1.24 3230 (120)
4d25s 4P1/2 15222 15426 204 2.61 2.66 2450 (260)
4d25s 2F5/2 15327 15585 259 1.15 1.21 3740 (580)
4d25s 4P3/2 15329 15544 215 1.62 1.72 2590 (250)
4d25s 4P5/2 15477 15722 245 1.27 1.22 2230 (240)
4d25s 2F7/2 15864 16176 312 1.17 1.14 3830 (170)
4d25s 2D3/2 15994 16436 442 0.86 0.82 2890 (180)
4d25s 2G7/2 18512 19176 664 0.90 0.89 3100 (180)
4d25s 2P1/2 19238 19563 326 0.67 3400 (150)
4d25s 2S1/2 23465 23924 459 2.00 1660 (300)
4d3 4F7/2 29614 29468 −146 1.24 5490 (260)
5s26s 2S1/2 31672 31330 −342 2.03 2.01 −2720 (170)
Odd Levels
5s25p 2P o1/2 10529 10174 −356 0.63 0.67 −2610 (100)
5s25p 2P o3/2 11360 11028 −331 1.34 1.33 −1710 (50)
4d5s5p 4F o3/2 14949 14733 −216 0.47 0.44 480 (10)
4d5s5p 4F o5/2 15246 15044 −202 1.08 1.05 770 (20)
4d5s5p 4F o7/2 15713 15556 −156 1.26 1.24 1280 (40)
4d5s5p 2Do5/2 16066 15835 −231 1.20 1.19 1610 (40)
4d5s5p 2Do3/2 16146 15921 −226 0.80 0.79 1670 (50)
4d5s5p 4Do1/2 16436 16155 −281 0.01 0.00 1190 (20)
4d5s5p 4Do3/2 16597 16334 −263 1.22 1.17 1410 (30)
4d5s5p 4Do5/2 16817 16567 −249 1.38 1.37 1590 (30)
4d5s5p 4Do7/2 17116 16888 −228 1.42 1.43 1900 (50)
4d5s5p 4P o1/2 18976 18815 −161 2.66 1390 (30)
4d5s5p 4P o5/2 19148 19029 −119 1.49 1.59 1600 (50)
4d5s5p 2F o7/2 21915 21893 −23 1.15 1.14 2450 (60)
4d5s5p 2P o1/2 24699 24617 −81 0.67 0.67 2260 (70)
4d5s5p 2F o7/2 24900 24822 −78 1.15 1.14 2150 (120)
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TABLE IV. Iron (Z = 22), even states. Comparison of experimental and calculated excitation energies, with calculated
Lande´ g-factors, and δα sensitivity q-factors for some of the lower odd states of iron. We estimate a ∼ 40% uncertainty for the
q values.
Energy (cm−1) Lande´ g
State Exp.[46] Calc. ∆ Other [65] Exp.[46] Calc. q (cm−1)
Leading configuration: 3d64s2 (J = 2)
5D2 704 803 -99 790 1.500 1.499 710
3P2 18378 19709 -1331 1.506 1.490 204
3F2 21039 23960 -2921 0.663 0.709 587
Leading configuration: 3d74s (J = 2)
5F2 7986 6592 1394 8078 1.000 1.000 2861
3F2 12969 14790 -1821 14171 0.670 0.694 2960
5P2 17727 15979 1748 1.820 1.813 2269
3P2 22838 23540 -702 1.498 1.354 1851
3P2 24336 25775 -1440 1.484 1.277 2609
3D2 26624 26836 -212 1.178 1.408 1677
1D2 28605 28513 92 1.028 1.073 1957
3F2 36941 36385 555 0.687 1922
Leading configuration: 3d64s2 (J = 3)
5D3 416 429 -13 464 1.500 1.499 396
3F3 20874 22709 -1835 1.073 1.061 246
3G3 24339 26316 -1977 0.761 0.783 1001
3D3 29372 31928 -2556 1.326 1.327 312
Leading configuration: 3d74s (J = 3)
5F3 7728 5404 2324 7779 1.250 1.247 2577
3F3 12561 12996 -435 13702 1.086 1.072 2662
5P3 17550 16785 765 1.666 1.654 2069
3G3 22249 20728 1522 0.756 0.767 2498
3D3 26225 24808 1417 1.335 1.332 1664
Leading configuration: 3d64s2 (J = 4)
5D4 0 0 1.500 1.499
3H4 19788 19666 123 0.811 0.828 442
3F4 20641 22425 -1784 1.235 1.144 438
3G4 24119 26316 -2197 1.048 1.053 1734
1G4 29799 31893 -2094 0.979 1.001 499
Leading configuration: 3d74s (J = 4)
5F4 7377 4377 3000 1.350 1.346 2182
3F4 11976 12760 -784 1.254 1.247 2020
3G4 21999 19145 2855 1.051 1.017 1951
1G4 24575 22943 1631 1.001 0.978 2902
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TABLE V. Iron (Z = 22), odd states. Comparison of experimental and calculated excitation energies, with calculated
Lande´ g-factors, and δα sensitivity q-factors for some of the lower odd states of iron. We estimate a ∼ 40% uncertainty for the
q values.
Energy (cm−1) Lande´ g q (cm−1)
State Exp.[46] Calc. ∆ Other [65] Exp.[46] Calc. Calc. Other [65]
Leading configuration: 3d64s4p (J = 1)
7Do1 20020 19855 165 19921 2.999 2.992 1568 1237
7F o1 23245 22711 534 22338 1.549 1.505 1530 1227
5Do1 26479 25364 1115 27094 1.495 1.480 2323 1616
5F o1 27666 26774 893 28213 -0.012 0.023 2426 1680
5P o1 29733 29378 355 30118 2.487 2.494 1879 1594
3Do1 31937 31495 442 32750 0.513 0.559 2568 2119
3P o1 34363 34565 -202 1.496 1.496 2014
5P o1 37410 36116 1293 2.502 2.493 903
Leading configuration: 3d64s4p (J = 2)
7Do2 19912 19568 345 19793 2.008 1.995 1445 1092
7F o2 23193 22628 564 22282 1.504 1.505 1504 1184
7P o2 24507 23859 648 23440 2.333 2.329 1539 1316
5Do2 26340 24955 1385 26924 1.503 1.480 2284 1450
5F o2 27560 26298 1262 28119 1.004 1.018 2421 1568
5P o2 29469 29019 450 29795 1.835 1.827 1620 1310
3Do2 31686 30817 869 32464 1.168 1.177 2647 1843
3F o2 32134 31492 642 33263 0.682 0.751 2624 2177
3P o2 33947 34144 -197 1.493 1.494 1596
Leading configuration: 3d64s4p (J = 3)
7Do3 19757 19243 514 19611 1.746 1.747 1267 891
7F o3 23111 22468 643 22189 1.513 1.505 1436 1103
7P o3 24181 23466 715 23034 1.908 1.910 1235 983
5Do3 26140 24436 1704 26679 1.500 1.488 2122 1223
5F o3 27395 25626 1769 27947 1.250 1.259 2370 1402
5P o3 29056 28717 339 29340 1.657 1.661 1199 859
3Do3 31323 30457 865 32032 1.321 1.324 2196 1456
3F o3 31805 30787 1018 32883 1.086 1.071 2678 1808
Leading configuration: 3d64s4p (J = 4)
7Do4 19562 18933 630 19390 1.642 1.649 1081 662
7F o4 22997 22218 779 22062 1.493 1.507 1301 982
7P o4 23711 22986 726 22543 1.747 1.739 778 491
5Do4 25900 24081 1819 26428 1.502 1.500 1715 999
5F o4 27167 24999 2167 27702 1.355 1.350 2183 1180
3F o4 31307 29214 2093 32356 1.250 1.329 2342 1267
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TABLE VI. Titanium (Z = 22). Comparison of experimental and calculated excitation energies, with calculated Lande´
g-factors, and δα sensitivity q-factors.
Leading Energy (cm−1) Lande´ g
config. Term Exp.[46] Calc. ∆E Exp.[46] Calc. q (cm−1)
Even Levels
3d24s2 3F2 0 0 0.67 0.67 0
3d24s2 3F3 170 233 63 1.08 1.08 220 (80)
3d34s 5F1 6557 7800 1243 0.00 0.00 1280 (250)
3d34s 5F2 6599 7849 1250 1.00 0.99 1330 (260)
3d34s 5F3 6661 7929 1268 1.25 1.25 1410 (270)
3d24s2 1D2 7255 8486 1230 1.02 1.02 130 (40)
3d24s2 3P0 8437 9264 828 90 (40)
3d24s2 3P1 8492 9316 824 1.50 1.50 160 (40)
3d24s2 3P2 8602 9509 906 1.48 1.49 350 (60)
3d34s 3F2 11532 13812 2280 0.67 0.67 1520 (310)
3d34s 3F3 11640 13963 2323 1.08 1.08 1650 (340)
3d34s 5P1 13982 16145 2163 2.50 2.50 1290 (210)
3d34s 5P2 14028 16214 2186 1.83 1.82 1340 (220)
3d34s 5P3 14106 16328 2223 1.67 1.66 1440 (240)
3d34s 3G3 15108 17901 2793 0.75 0.74 1350 (220)
3d34s 3D1 17370 20683 3314 0.55 0.49 1180 (250)
3d34s 3D3 17540 20925 3385 1.33 1.34 1430 (240)
3d34s 3P0 17995 21261 3265 1220 (250)
3d34s 3P1 18061 21391 3330 1.46 1350 (250)
3d34s 3P0 18818 21982 3164 1550 (290)
3d34s 3P1 18826 21968 3142 1.49 1510 (280)
3d4 5D0 28773 32215 3442 580 (1420)
3d4 3P0 34219 32300 −1919 1430 (1390)
3d24s4d 5D0 41871 38130 −3742 1760 (310)
Odd Levels
3d24s4p 5Go2 15877 15552 −325 0.33 0.34 200 (30)
3d24s4p 5Go3 15976 15681 −294 0.92 0.92 310 (40)
3d24s4p 5F o1 16817 16462 −355 0.00 0.00 390 (30)
3d24s4p 5F o2 16875 16538 −338 1.00 1.00 460 (40)
3d24s4p 5F o3 16961 16654 −307 1.25 1.25 560 (50)
3d24s4p 5Do0 18463 18180 282 00 (40)
3d24s4p 5Do1 18483 18210 −273 1.50 1.50 520 (40)
3d24s4p 5Do2 18525 18275 −250 1.50 1.50 570 (40)
3d24s4p 5Do3 18594 18388 −206 1.50 1.50 660 (60)
3d24s4p 3F o2 19323 19471 149 0.67 0.67 430 (40)
3d24s4p 3F o3 19422 19614 193 1.09 1.09 540 (50)
3d24s4p 3Do1 19938 20020 82 0.50 0.50 440 (60)
3d24s4p 3Do2 20006 20125 119 1.16 1.17 530 (30)
3d24s4p 3Do3 20126 20315 189 1.33 1.33 710 (60)
3d24s4p 3Go3 21469 22077 607 0.75 0.76 580 (50)
3d24s4p 1Do2 22081 22752 671 1.00 1.00 640 (100)
3d24s4p 3So1 24921 25747 826 1.98 1.98 580 (460)
3d34p 3Do1 25318 26167 849 0.52 0.54 1000 (270)
3d24s4p 3P o1 25537 26337 800 1.50 1.48 490 (220)
3d24s4p 3P o0 25575 25649 74 640 (40)
3d24s4p 5Do0 25612 26303 690 450 (200)
3d34p 5Do0 29829 26589 −3240 640 (190)
3d24s4p 3P o0 31686 30955 −731 1740 (160)
3d34p 3P o0 33085 32811 −274 320 (350)
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TABLE VII. Scandium (Z = 21). Comparison of experimental and calculated excitation energies, with calculated Lande´
g-factors, and δα sensitivity q-factors.
Leading Energy (cm−1) Lande´ g
config. Term Exp.[46] Calc. ∆E Exp.[46] Calc. q (cm−1)
Even Levels
3d24s 2D3/2 0 0 0.80 0.80
3d24s 2D5/2 168 215 46 1.20 1.20 200 (60)
3d24s 4F3/2 11520 10919 −601 0.40 0.40 1050 (70)
3d24s 4F5/2 11558 10967 −590 1.03 1.03 1100 (70)
3d24s 4F7/2 11610 11036 −574 1.24 1.24 1160 (80)
3d24s 4F9/2 11677 11130 −547 1.33 1.33 1250 (80)
3d24s 2F5/2 14926 14548 −379 0.86 0.86 1180 (60)
3d24s 2F7/2 15042 14703 −339 1.13 1.14 1320 (70)
3d24s 2D5/2 17013 17190 177 1.23 1.28 990 (80)
3d24s 2D3/2 17025 17218 193 0.82 0.90 1030 (70)
3d24s 4P1/2 17226 17308 82 2.66 2.67 950 (90)
3d24s 4P3/2 17255 17346 91 1.72 1.63 1010 (100)
3d24s 4P5/2 17307 17431 124 1.58 1.52 1100 (60)
3d24s 2G9/2 20237 20540 303 1.10 1.11 1040 (50)
3d24s 2G7/2 20240 20544 304 0.89 0.89 1040 (60)
3d24s 2P1/2 20681 20891 209 0.67 0.67 1120 (50)
3d24s 2P3/2 20720 20941 221 1.33 1.33 1170 (50)
3d24s 2S1/2 26937 27719 782 2.00 670 (90)
3d3 4F7/2 33847 33588 −258 1.23 1.24 1670 (140)
3d3 4F9/2 33906 33672 −234 1.33 1.33 1740 (130)
3d4s5s 4D1/2 34390 34015 −375 0.00 0.00 220 (0)
3d4s5s 4D7/2 34567 34242 −326 1.43 1.43 430 (10)
3d3 4P1/2 36493 36511 19 2.63 2.65 1370 (710)
3d3 2G9/2 37054 37204 150 1.11 1.11 1560 (410)
3d3 2H9/2 39164 39369 205 0.91 1660 (1210)
Odd Levels
3d4s4p 4F o3/2 15673 15334 −338 0.43 0.44 160 (10)
3d4s4p 4F o5/2 15757 15433 −324 1.04 1.05 250 (10)
3d4s4p 4F o7/2 15882 15585 −297 1.23 1.24 400 (20)
3d4s4p 4Do1/2 16010 15587 −423 0.00 0.00 340 (20)
3d4s4p 4Do3/2 16022 15617 −405 1.04 1.13 380 (40)
3d4s4p 2Do5/2 16023 15658 −365 1.19 1.27 430 (10)
3d4s4p 4F o9/2 16027 15744 −283 1.33 1.33 570 (20)
3d4s4p 2Do3/2 16097 15772 −325 0.96 0.83 530 (40)
3d4s4p 4Do5/2 16141 15779 −362 1.34 1.28 530 (20)
3d4s4p 4Do7/2 16211 15828 −383 1.43 1.43 580 (20)
3d4s4p 4P o1/2 18504 18206 −298 2.53 2.64 390 (40)
3d4s4p 4P o3/2 18516 18232 −284 1.70 1.72 390 (140)
3d4s4p 4P o5/2 18571 18303 −269 1.60 1.60 490 (10)
4s24p 2P o1/2 18711 18743 32 0.78 0.69 −390 (280)
4s24p 2P o3/2 18856 18889 34 1.36 1.34 −200 (230)
3d4s4p 2F o5/2 21033 20946 −87 0.86 0.86 560 (10)
3d4s4p 2F o7/2 21086 20995 −91 1.14 1.14 610 (10)
3d4s4p 2P o1/2 24657 24618 −39 0.67 420 (90)
3d4s4p 2F o7/2 25725 25291 −434 1.14 1.14 840 (90)
3d24p 4Go7/2 29096 28079 −1017 0.98 0.98 1440 (70)
3d24p 4Go9/2 29190 28190 −1000 1.16 1.17 1540 (70)
3d4s4p 2P o1/2 30573 30601 28 0.68 0.67 −190 (180)
3d24p 4F o9/2 31351 30297 −1054 1.33 1.33 1680 (80)
3d24p 2Go9/2 33151 32290 −862 1.06 1.11 1680 (70)
3d24p 2Ho9/2 39153 39092 −61 1.04 1450 (780)
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TABLE VIII. Calcium (Z = 20). Comparison of experi-
mental and calculated excitation energies, and calculated q-
factors.
Leading Energy (cm−1)
config. Term Exp.[46] Calc. ∆E q (cm−1)
Even Levels
4s2 1S0 0 0 0
3d4s 3D1 20335 20325 −10 740 (25)
3d4s 3D2 20349 20350 1 760 (26)
3d4s 1D2 21850 22044 195 780 (32)
4s5s 3S1 31539 31704 164 130 (2)
4s5s 1S0 33317 33524 207 141 (2)
4s4d 1D2 37298 37506 208 370 (22)
4s4d 3D1 37748 37932 184 243 (1)
4s4d 3D2 37752 37937 185 247 (2)
4p2 3P0 38418 38744 327 580 (40)
4p2 3P1 38465 38795 330 640 (39)
4p2 3P2 38552 38887 336 730 (36)
4s6s 3S1 40474 40604 129 150 (2)
4s6s 1S0 40690 40844 153 330 (140)
4p2 1D2 40720 40919 199 690 (56)
4p2 1S0 41786 42019 233 620 (100)
4s5d 3D1 42743 42919 176 204 (7)
4s5d 3D2 42745 42921 177 210 (500)
4s7s 3S1 43981 44235 255 156 (3)
4s7s 1S0 44277 44610 333 177 (7)
4s8s 1S0 45887 47669 1782 170 (500)
Odd Levels
4s4p 3P o0 15158 15398 240 132 (3)
4s4p 3P o1 15210 15453 243 187 (3)
4s4p 3P o2 15316 15565 249 298 (5)
4s4p 1P o1 23652 23758 106 290 (9)
3d4p 3F o2 35730 35891 161 1060 (170)
3d4p 1Do2 35835 35780 −56 980 (330)
4s5p 3P o0 36548 36682 134 250 (56)
4s5p 3P o1 36555 36690 136 260 (55)
4s5p 3P o2 36575 36714 139 280 (360)
4s5p 1P o1 36732 36911 180 320 (29)
3d4p 3Do1 38192 38173 −19 1100 (19)
3d4p 3Do2 38219 38212 −7 1130 (20)
3d4p 3P o0 39333 39412 79 970 (27)
3d4p 3P o1 39335 39422 87 980 (27)
3d4p 3P o2 39340 39444 104 990 (29)
4s6p 1P o1 41679 41847 168 410 (94)
4s4f 3F o2 42170 42430 260 170 (19)
4s6p 3P o0 42515 42670 155 180 (14)
4s7p 3P o0 44956 45530 575 163 (3)
4s8p 3P o0 46284 48852 2568 160 (500)
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TABLE IX. Silicon (Z = 14). Comparison of experimental
and calculated excitation energies, and calculated q-factors.
Leading Energy (cm−1)
config. Term Exp.[46] Calc. ∆E q (cm−1)
Even Levels
3s23p2 3P0 0 0
3s23p2 3P1 77 18 −59 85 (4)
3s23p2 3P2 223 186 −37 240 (9)
3s23p2 1D2 6299 6456 157 160 (10)
3s23p2 1S0 15394 15640 245 170 (10)
3s23p4p 1P1 47284 47024 −260 39 (5)
3s23p4p 3D1 48020 47738 −282 −62 (6)
3s23p4p 3D2 48102 47827 −275 2 (4)
3s23p4p 3P0 49028 48784 −245 −42 (3)
3s23p4p 3P1 49061 48803 −257 −21 (13)
3s23p4p 3P2 49189 48946 −243 140 (9)
3s23p4p 3S1 49400 49112 −288 146 (5)
3s23p4p 1D2 50189 49997 −192 100 (11)
3s23p4p 1S0 51612 51548 −64 95 (10)
3s23p5p 1P1 56780 58674 1894 −33 (18)
3s23p5p 3D2 57017 58929 1912 −31 (12)
3s23p5p 3P0 57296 59225 1930 −53 (10)
3s23p5p 1S0 58312 60212 1901 120 (20)
Odd Levels
3s3p3 5So2 33326 33348 22 580 (20)
3s23p4s 3P o0 39683 39418 −265 −157 (3)
3s23p4s 3P o1 39760 39504 −257 −90 (3)
3s23p4s 3P o2 39955 39707 −248 130 (10)
3s23p4s 1P o1 40992 40764 −227 69 (13)
3s3p3 3Do1 45276 45715 438 330 (20)
3s3p3 3Do2 45294 45687 393 350 (20)
3s23p3d 1Do2 47352 47552 201 140 (10)
3s23p3d 3F o2 49851 49930 79 −24 (9)
3s23p3d 3P o2 50500 50558 58 150 (15)
3s23p3d 3P o1 50566 50673 107 220 (15)
3s23p3d 3P o0 50602 50679 77 260 (20)
3s23p3d 1P o1 53387 53213 −174 56 (12)
3s23p3d 3Do1 54185 54056 −130 −86 (5)
3s23p5s 3P o0 54245 53982 −263 −139 (3)
3s23p5s 3P o1 54314 54344 30 150 (20)
3s23p5s 1P o1 54871 54665 −206 130 (20)
3s23p4d 3P o0 56733 57702 969 310 (60)
3s23p6s 3P o0 59221 61135 1914 −120 (10)
3s23p4d 3P o0 60043 61752 1709 230 (10)
TABLE X. Sodium (Z = 11). Comparison of experimental
and calculated excitation energies, and calculated q-factors.
Energy (cm−1)
State Exp. [46] Calc. ∆E q (cm−1)
Even Levels
3s 2S1/2 0 0 0
4s 2S1/2 25740 25661 −79 45 (3)
Odd Levels
3p 2P o1/2 16956 16860 −96 45 (3)
3p 2P o3/2 16973 16878 −95 64 (4)
4p 2P o1/2 30267 30161 −106 54 (3)
4p 2P o3/2 30273 30167 −106 60 (4)
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TABLE XI. Transition frequencies, and calculated q and k
sensitivity coefficients.
(cm−1) (A˚)
Lower Upper ω [46] q λ kα
Y (Z = 39)
4d25s 4F7/2 4d5s5p
4F o7/2 4434.6 −1950(130) 22549.938 −0.88(6)
Fe (Z = 26)
3d64s2 3D3 3d
64s4p 3P o2 4575.1 1284(650) 21857.345 0.56(28)
Ti (Z = 22)
3d34s 5P1 3d
24s4p 5Do2 4543.3 −720(210) 22010.501 −0.31(9)
3d34s 5P2 3d
24s4p 5Do1 4454.3 −820(220) 22450.025 −0.37(10)
3d24s4p 5Do2 4496.6 −770(220) 22238.911 −0.34(10)
3d24s4p 5Do3 4565.5 −680(230) 21903.353 −0.30(10)
Sc (Z = 21)
3d24s 4F3/2 3d4s4p
2Do3/2 4576.9 −520(80) 21848.743 −0.23(3)
3d24s 4F5/2 3d4s4p
2Do3/2 4539.2 −570(80) 22030.179 −0.25(4)
3d24s 4F9/2 3d4s4p
4Do7/2 4533.5 −670(80) 22058.003 −0.29(4)
Ca (Z = 20)
4s4d 3D1 4s4f
3F o2 4422.0 −73(19) 22614.115 −0.03(1)
Si (Z = 14)
3s23p4p 1D2 3s
23p5s 1P o1 4681.6 30(21) 21360.027 0.013(9)
Na (Z = 11)
4s 2S1/2 4p
2P o1/2 4527.0 9(5) 22089.728 0.004(2)
4p 2P o3/2 4532.6 15(5) 22062.485 0.007(2)
