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Resumen
En este artículo se presenta la aplicación de la minería de datos en el  
sector financiero, para evaluar el nivel de riesgo en el otorgamiento de 
créditos.  Se tomó una muestra de datos de 1000 registros, correspon-
dientes a una cartera comercial de una entidad bancaria. Se utilizó la 
metodología Knowledge Discovery in Databases (KDD) 
y se desarrolló un software que permitió discretizar los datos, para po-
der  utilizarlos como  entradas en la herramienta de minería de datos 
WEKA. Se comparan los resultados obtenidos al aplicar  las técnicas 
de minería de datos, árboles de clasificación ID3 y J48. Finalmente se 
obtiene como resultado las características que deben tener los clien-
tes para recibir un crédito bancario.
Palabras clave
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Abstract
This article describes a Data-Mining-based 
application intended for the financial sector. 
Such an application evaluates the level of 
risk associated to financial loans on appro-
val. A sample of 1000 data records from a 
commercial bank were analyzed and further 
processed. Knowledge Discovery in Databases 
(KDD) methodology was implemented and a 
software tool that allows discrete-data con-
version was developed so that the samples 
could be used as input data to the data mining 
tool called WEKA. Results were compared to 
assess the performance when applying data 
mining techniques and classification trees 
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ID3 and J48. Finally, the application yields the 
characteristics that customers should exhibit 
to be granted financial loans.
Key words
Data mining, KDD, decision trees, decision 
rules, ID3 and J48.
Introducción
El crédito bancario constituye una fuente 
primordial de financiamiento para el desarro-
llo de la economía. Todos los sujetos de cré-
dito implican en menor o mayor medida un 
nivel de riesgo, dicha probabilidad está dada 
por la incertidumbre acerca de los factores y 
variables que pueden afectar en el futuro a 
los clientes y vuelven peligrosa la inversión 
bancaria. Cada cliente muestra sus caracte-
rísticas y factores propios que inciden en la 
existencia del riesgo crediticio. 
En la actividad bancaria siempre los concep-
tos de riesgo y crédito son inseparables si 
se tiene en cuenta que entre las actividades 
bancarias la concesión de créditos es la más 
importante, se comprenderá entonces que 
la gestión del riesgo de crédito continua 
siendo la de mayor relevancia; el crédito 
ideal sería aquel que dé una seguridad total 
o un riesgo nulo, pero en la práctica esto es 
casi imposible no hay crédito sin riesgo. No 
obstante, sí es posible la disminución del 
riesgo determinando los factores que inci-
den en él y actuando sobre ellos para cada 
tipo de prestatario [1].
Un aspecto muy importante sobre el sistema 
de administración del riesgo de crédito es el 
seguimiento y control de procesos que ten-
gan relación directa con este. Por lo tanto, 
se hace necesario el monitoreo de procesos 
tales como otorgamientos y comportamien-
tos. Estos procesos sintetizan las diferentes 
etapas de la vida de una obligación, razón por 
la cual las variables contempladas en cada 
uno deben tener relación directa con el ob-
jeto mismo del crédito, así como su análisis 
y seguimiento.
Para desarrollar la aplicación se consideraron 
10 variables, distribuidas entre cuantitativas 
y cualitativas, y 1000 registros de muestra, 
correspondientes a una cartera comercial. 
El estudio comienza identificando las varia-
bles que estarán directamente implicadas y 
la clase de referencia que dará sentido a la 
información de acuerdo con el conjunto de 
datos con el que se cuenta, el cual muestra 
una relación directa entre las edades, la ca-
pacidad de endeudamiento de una persona y 
su comportamiento de pagos; estas variables 
se convierten en una base fundamental para 
determinar el perfil de los clientes y sec-
tores que solicitan los servicios del crédito 
bancario.
Luego de tener identificadas las variables 
que serán estudiadas, se continúa con el 
proceso de preparación de los datos, dentro 
del cual se van a realizar tareas de limpieza, 
integración, transformación (en caso de ser 
necesaria) y reducción de la información su-
ministrada con el fin del hacer el conjunto de 
datos consistente.
Luego de este proceso, se prepara la informa-
ción para a partir de ella desarrollar las tareas 
de minería, y se utilizan una serie de primiti-
vas existentes con el fin de llevar a cabo un 
descubrimiento del conocimiento fácil, efi-
ciente y fructífero. Este descubrimiento debe 
llevarnos a resolver la pregunta dentro de la 
cual se enmarca todo este proceso de minería 
de datos: ¿qué características debe tener un 
cliente para recibir un crédito?
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El procesamiento de los datos se efectuó 
utilizando la técnica KDD y se empleó como 
apoyo tecnológico la herramienta de minería 
de datos WEKA, por medio de la cual se lle-
vó a cabo el preprocesamiento de los datos 
mediante la técnica de selección de atribu-
tos; posterior a esto, se utilizó como proceso 
de clasificación los árboles de decisión con 
los algoritmos de minería ID3 y J48. 
El artículo se encuentra organizado en cin-
co secciones: la primera muestra un breve 
recuento del dominio de la aplicación, la se-
gunda sección presenta el preprocesamiento 
de la información, la sección tres describe 
el proceso de minería de datos, en la cuarta 
sección se muestran los resultados y en la 
quinta sección se presentan las conclusiones 
a las que se puede llegar de acuerdo con el 
estudio realizado y los resultados obtenidos.
1. Determinación del conjunto de datos objeto
El conjunto de datos que se va analizar pro-
viene de la información real de una entidad 
financiera. Dicha información está conforma-
da por datos básicos de los clientes y por una 
clasificación o categorización propia de la acti-
vidad de la empresa que los provee.
El conjunto de datos que será estudiado tiene 
los siguientes atributos: 
  No obligación.
  Saldo a cápita.
  Edad mora: acumulado de días que lleva 
en mora durante el crédito.
  Modalidad.
  Comportamiento de pago: mora actual.
  Endeudamiento con el sector.
  Perfil del cliente.
  Reporte en las centrales.
  Actividad económica del cliente.
  Capacidad de pago del cliente.
Las características de los atributos antes 
mencionados se describen brevemente a 
continuación:
  Conjunto de obligaciones en diferentes 
rangos de días en mora.
  Modalidades de crédito que dividen los 
datos en cuatro grandes grupos para ser 
analizados: consumo, comercial, hipote-
cario y microcrédito.
  Conjunto de los perfiles de comporta-
miento de los clientes de acuerdo con su 
comportamiento en el pago de las obliga-
ciones con la entidad financiera.
  Conjunto de las diferentes actividades 
económicas del sector.
Este conjunto de datos debe ser sometido a 
etapas de limpieza y preprocesamiento con 
el fin de lograr la reducción y normalización 
de la información que se va a analizar.
2. Limpieza de datos y preprocesamiento  
Las grandes cantidades de información que 
contienen las bases de datos requieren una 
eficiente representación, no solo que reduz-
can la dimensionalidad sino también que pre-
serven la información relevante para una cla-
sificación eficiente.
En el conjunto de datos que se estudiará se 
encuentran datos continuos y categóricos, 
por lo tanto es necesario convertir los conti-
nuos a categóricos. Se obtiene el número de 
segmentos y rangos en que pueden agruparse
11.indd   15 31/08/2013   06:27:31 p.m.
16
MARTHA L. TELLO – HERMES J. ESLAVA – LUCY B. TOBÍAS
Universidad Distrital Francisco José de Caldas - Facultad Tecnológica
los segmentos de tiempo, conservando la in-
formación relevante [2].
Para el proceso de limpieza y preproce-
samiento de datos se tomó el conjunto de 
datos inicial y se identificaron los atributos 
que debían ser categorizados, así como los 
atributos a los que les faltaba información, 
para posteriormente realizar un proceso de 
relleno de datos faltantes y discretización. 
Estos procesos se llevan a cabo tal como se 
describe a continuación.
2.1 Relleno de datos faltantes
Dentro del conjunto de datos de estudio se 
encontró que el atributo comportamiento de 
pago tenía filas que no contaban con un valor 
específico, en el momento de evaluar la de-
pendencia del resto de atributos del conjunto 
de datos se encontró que no había ninguna 
relación que determinara el comportamiento 
o valor que debía tener este atributo, por lo 
tanto, para hacer confiable el proceso de mi-
nería de esta información dicho atributo se 
completó con el valor “sin evaluar”.
2.2 Discretización de información
Para el proceso de discretización se hizo un 
análisis preliminar de los atributos y se es-
tableció cuáles son discretos y cuáles son 
continuos. Luego se tomaron los datos con-
tinuos y se categorizaron los valores de cada 
atributo en tres grupos, que se especifican 
de acuerdo con el intervalo que se obtiene si 
se aplica la siguiente fórmula:
             atributos max – atributos min
Intervalo = ––––––––––––––––––––––––––  (1)
         3
Los atributos a los cuales se les aplicó el pro-
ceso de discretización fueron los siguientes:
Edad de mora del cliente: en este atributo se 
muestra la sumatoria de la cantidad de días 
de atraso que el cliente ha tenido durante la 
existencia de la deuda.
Para este atributo, aplicando la fórmula 1, 
la distribución de los grupos queda como se 
muestra en la tabla 1.
Capacidad de pago del cliente: este atributo 
muestra la capacidad de pago que tiene el 
cliente, determinada en porcentajes por mi-
llón. Para este atributo después de aplicar la 
fórmula 1, los grupos quedan conformados 
como lo muestra la tabla 2.
2.3 Reducción de los datos 
En el proceso de reducción de los datos debe 
identificarse el tipo de información que estos 
Tabla 1.  Distribución en grupos de la edad  de 
mora del cliente
Grupo Rango de Valores
G1 25 – 136.67
G2 136.671 – 248.33
G3 248.331 – 360
Fuente: elaboración propia.
Tabla 2.  Distribución en grupos 
 de la capacidad de pago del cliente
Grupo Rango de Valores
G1 0.3 – 0.87
G2 0.871 – 1.43
G3 1.431 – 2
Fuente: elaboración propia.
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transmiten, dicha información puede ser de 
tres tipos:
1 Redundante: información repetitiva o pre-
decible. 
2 Irrelevante: información que no aporta al pro-
ceso de descubrimiento de la información. 
3 Básica: la relevante, la que se constituye 
como parte importante en un proceso de 
predicción o descubrimiento de informa-
ción [3].
De acuerdo con los tres tipos de información 
definidos antes y a partir de los datos que 
son objeto de estudio en este artículo, en la 
tabla 3 hay una descripción de todos los atri-
butos que provee el conjunto de datos, y en 
la tabla 4 se muestran los atributos que van 
a ser removidos del conjunto de datos, es-
pecificando la razón que lleva a realizar esta 
acción intuitivamente.
2.4 Filtros de atributos
Después de realizar la categorización de los 
datos y de eliminar un dato que no presenta 
relevancia para el proceso de descubrimien-
to de la información, se ingresan en la herra-
mienta de minería de datos WEKA el conjunto 
de datos modificado y discretizado, compues-
to por nueve columnas y mil registros.
WEKA permite realizar manipulaciones sobre 
los datos aplicando filtros. Se pueden aplicar 
en dos niveles, atributos e instancias. De los 
Tabla 3.  Atributos del conjunto de datos
Variables Descripción
No Obligación Identifi cador asignado a la obligación por parte de la entidad.
Saldo a Capital Saldo pendiente a la fecha
Edad Mora Acumulado de días que lleva en mora durante el crédito
Modalidad Tipo de Crédito que se otorga
Comportamiento de Pago Mora actual
Endeudamiento con el Sector Muestra el endeudamiento que tiene el cliente
Perfi l del Cliente
Perfi l que se le otorga al cliente de acuerdo con su comportamiento de 
pago y nivel de endeudamiento
Reporte en las Centrales Indica si el cliente está o no reportado en las centrales de Riesgo
Actividad Económica del Cliente Indica la actividad económica que desarrolla el cliente
Capacidad de pago del Cliente Muestra la capacidad de pago por millón que tiene el cliente
Fuente: elaboración propia.
Tabla 4.  Atributos que serán removidos
Variables Justificación
Saldo a Capital
No es relevante para determi-
nar el perfi l del cliente
Fuente: elaboración propia.
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filtros implementados en la sección de super-
visados, se ha decidido aplicar sobre los datos 
el filtro de selección de atributos, el cual per-
mite encontrar aquellos atributos que tienen 
más peso a la hora de determinar si los datos 
son de una clase u otra, el resultado de estos 
filtros servirá de ayuda para aplicar posterior-
mente las técnicas de minería de datos [4].
El resultado que se obtuvo fue un nuevo con-
junto de datos conformado por siete campos 
que contienen la información relevante para 
el proceso de descubrimiento de la informa-
ción. En la figura 1 se muestra la estructura 
de la información cargada inicialmente y en 
la figura 2 los atributos que resultan luego de 
aplicar el proceso de selección de atributos.
Luego de haber realizado la reducción del 
conjunto de datos puede entrarse a analizar 
la distribución de la información en algunos 
atributos, en las siguientes figuras se mues-
tra gráficamente dicha distribución con datos 
concretos:
En la figura 3 se muestra la distribución de la 
información de acuerdo con el atributo moda-
lidad, como se puede observar hay un equili-
brio entre las categorías del atributo.
En la figura 4 se muestra la distribución del 
atributo comportamiento de pago, y la ten-
dencia de acuerdo con cada categoría.
Figura 1.  Estructura de la información cargada 
inicialmente
Fuente: elaboración propia.
Figura 2.  Estructura de la información luego  
 de aplicar el proceso de selección   
de atributos
Fuente: elaboración propia.
Figura 3.  Distribución de la información para  
el atributo modalidad
Fuente: elaboración propia.
Figura 4.  Distribución de la información para  
el atributo comportamiento de pago
Fuente: elaboración propia.
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3. Definición de la técnica de minería de datos
Para el desarrollo de esta investigación se 
utiliza la técnica de árboles de decisión en la 
construcción de modelos a partir de los da-
tos. Algunos de los modelos predictivos más 
empleados en el área del riesgo crediticio 
son las técnicas de árboles de decisión.
Los árboles de decisión (Decision Trees, DT) 
son una popular herramienta utilizada en aná-
lisis estadístico y minería de datos. Los DT 
son ideales para realizar clasificación y pre-
dicción, y por lo general los métodos basados 
en árboles representan reglas. Los árboles de 
decisión son muy útiles en la exploración de 
datos en los cuales se desea encontrar rela-
ciones entre una cantidad enorme de datos. 
También los DT combinan la exploración y el 
modelamiento de datos.
Un árbol de decisión es una estructura que 
permite dividir un extenso conjunto de da-
tos relacionados entre sí en conjuntos más 
pequeños de datos mediante la aplicación se-
cuencial de sencillas reglas de decisión. Adi-
cionalmente, los árboles de decisión poseen 
una estructura de árbol donde cada nodo re-
presenta una “prueba” o condición sobre el 
valor de un atributo, las ramas representan 
el resultado de la evaluación del atributo y 
las hojas (finales en el árbol) son las clases o 
variables dependientes [5].
Los arboles de decisión a diferencia de otras 
técnicas [6]:
  Facilitan la interpretación de los datos.
  Proporcionan un alto grado de compren-
sión del conocimiento utilizado en la 
toma de decisiones.
  Explican el comportamiento respecto a 
una determinada tarea de decisión.
  Reducen el número de variables indepen-
dientes.
  Permiten establecer la selección del algo-
ritmo de minería de datos.
Para clasificar los datos se ha utilizado la 
herramienta de minería de datos llamada 
WEKA y para medir la efectividad del algo-
ritmo de clasificación se ha comparado la cla-
se predicha con la clase real de las instancias. 
Existen diversos modos para llevar a cabo la 
evaluación, en este caso se empleó use trai-
ning set que permite utilizar la misma mues-
tra para entrenar y probar. Los resultados 
obtenidos son positivos, pero no correspon-
den con la realidad (está clasificando los mis-
mos datos con los que se ha entrenado) [7].
Todos los algoritmos de clasificación tienen 
dos etapas, entrenamiento y test. La prime-
ra ajusta el algoritmo de clasificación con una 
parte del conjunto de datos (conjunto de en-
trenamiento). La segunda, evalúa dicho algo-
ritmo en la etapa de test con el conjunto de 
datos de test; la división del conjunto de datos 
suele ser 70 % para el entrenamiento y 30 % 
para la evaluación [8].
El conjunto de entrenamiento se utiliza para 
generar el modelo (árbol, lista de reglas, 
etc.) y el conjunto de test para verificar si el 
comportamiento del modelo es correcto con 
ejemplos no vistos anteriormente [9].
Entre los algoritmos que proporciona WEKA, 
se analizaron los siguientes:
3.1 Algoritmo ID3
Uno de los algoritmos de inducción de árboles 
de clasificación más populares es el denomi-
nado ID3 introducido por Quinlan (1986). En 
este, el criterio escogido para seleccionar la 
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variable más informativa está basado en el con-
cepto de cantidad de información mutua entre 
dicha variable y la variable clase. La termino-
logía usada en este contexto para denominar 
a la cantidad de información mutua es la de 
ganancia en información (information gain).
Esto es debido a que: 
I(Xi ; C) = H(C) – H(C Xi )          (2)
Lo que viene a representar esta cantidad de 
información mutua entre Xi y C es la reduc-
ción en incertidumbre en C debida al conoci-
miento del valor de la variable Xi.
Matemáticamente se demuestra que este cri-
terio de selección de variables utilizado por 
el algoritmo ID3 no es justo, ya que favorece 
la elección de variables con mayor número 
de valores. Además, el algoritmo ID3 efectúa 
una selección de variables previa (denomina-
da pre-running en este contexto) que consis-
te en efectuar un test de independencia entre 
cada variable predictora Xi y la variable clase 
C, de manera que para la inducción del árbol 
de clasificación tan solo se van a considerar 
aquellas variables predictoras para las que se 
rechaza el test de hipótesis de independencia 
[10].
3.2 Algoritmo J48 (C4.5) 
El algoritmo J48 de WEKA es una implemen-
tación del algoritmo C4.5, uno de los algorit-
mos de minería de datos más utilizado. Se 
trata de un refinamiento del modelo generado 
con OneR [11].
El algoritmo C4.5 construye árboles de la 
decisión de un sistema de datos del entrena-
miento de la misma forma que ID3, que usa 
el concepto de entropía de la información. 
Los datos del entrenamiento son un sistema 
S = s1,s2,... de muestras ya clasificadas. Cada 
muestra si = x1,x2,... está en un vector donde 
x1,x2,... representa las cualidades o las carac-
terísticas de la muestra. 
Los datos del entrenamiento se aumentan 
con un vector C = c1,c2,... donde c1,c2,... 
representa la clase a la que pertenece cada 
muestra.
C4.5 utiliza el hecho de que cada cualidad 
de los datos puede utilizarse para tomar una 
decisión que parta los datos en subconjuntos 
más pequeños. C4.5 examina la diferencia en 
entropía, eso resulta de elegir una cualidad 
para partir los datos. La cualidad con el au-
mento normalizado más alto de la información 
es la que está usada para tomar la decisión. El 
algoritmo entonces se repite en las sublistas 
más pequeñas [11].
3.3 Comparación entre el algoritmo   
 C4.5 e ID3  
El algoritmo C4.5 llevó a cabo un número de 
mejoras a ID3, algunas de estas son:
  Dirigiendo las cualidades continúas y dis-
cretas para manejar las cualidades conti-
nuas, C4.5 crea un umbral y después parte 
la lista en las que valor de la cualidad esté 
sobre el umbral y las que sean inferior o 
igual a él [12]. 
  Si se manejan datos de entrenamiento con 
valores faltantes C4.5 permite que los valo-
res faltantes sean marcados como “?”. Los 
valores que faltan simplemente no se utili-
zan en cálculos del aumento de la entropía. 
  Manipulación de cualidades con valores 
diferentes. 
  Árboles de poda después de la creación. 
C4.5 pasa a través del árbol una vez que 
se haya creado y procura quitar las ramas 
que no ayudan substituyéndolos por nodos 
de la hoja [11].
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4. Interpretación de los resultados
Las consideraciones importantes para cons-
truir un buen modelo radican en la calidad 
de los datos escogidos y en la selección ade-
cuada de las variables que influyen en los 
modelos. Todo esto depende también de las 
técnicas de minería empleadas en el prepro-
cesamiento de los datos y de cómo afronte el 
modelo la información disponible.
Teniendo en cuenta las consideraciones antes 
mencionadas, se ha aplicado a un conjunto de 
datos que denominaremos de entrenamiento 
los algoritmos de árboles de decisión ID3 y 
J48; de los resultados obtenidos, se ha deci-
dido mostrar un comparativo entre los ele-
mentos más relevantes de dichos algoritmos 
para evidenciar la precisión con que analiza-
ron la información, y para decidir con cuál 
sería más adecuado trabajar en pro de tener 
un proceso de minería de datos confiable y 
con un nivel de precisión alto.
En las subsecciones siguientes agrupamos 
los resultados de los dos algoritmos para ha-
cer las comparaciones pertinentes.
4.1  Comparación entre los resultados de  
 los métodos ID3 y J48
Luego de aplicar los algoritmos ID3 y J48 al 
conjunto de datos de entrenamiento, se obtu-
vieron los resultados que se muestran en la 
tabla 5, la cual presenta de manera comparati-
va las instancias correctas y el valor del error 
absoluto, generadas por cada algoritmo.
4.2  Comparación de matrices   
 de confusión  
La matriz de confusión es una herramienta de 
visualización que se emplea en el aprendizaje 
supervisado. Cada columna de la matriz re-
presenta el número de predicciones de cada 
clase, mientras que cada fila representa a las 
instancias en la clase real. Uno de los benefi-
cios de las matrices de confusión es que faci-
litan ver si el sistema está confundiendo dos 
clases [12].
A continuación se muestran las matrices 
de confusión generadas por cada uno de los 
algoritmos, aplicados al mismo conjunto de 
datos.
En la figura 5 podemos observar que los 
valores de la diagonal son los aciertos y el 
resto los errores. Para el Algoritmo ID3 se 
observa que de los 214 usuarios con perfil A, 
208 fueron bien clasificados y 6 presentaron 
errores.
Tabla 5.  Comparativa de algoritmos   
de clasificación
Algoritmo
Instancias 
Correctas
Error 
Absoluto
ID3 80 % 0,0837
J48 51,3 % 0,2366
Fuente: elaboración propia.
Figura 5.  Matriz de confusión   
weka.classifiers.trees.Id3
Fuente: elaboración propia.
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Para el Algoritmo J48 en la figura 6 se ob-
serva que de los 214 usuarios con perfil A, 
130 fueron bien clasificados y 84 presentaron 
errores.
4.3  Comparación entre árboles   
 de decisión generados  
Para ilustrar cómo funcionan las reglas que se 
generan luego de ejecutar los algoritmos ID3 
y J48 en WEKA, a continuación se muestra 
la ejemplificación de una regla generada por 
cada uno de los algoritmos antes menciona-
dos. En la figura 7 se expone una regla ge-
nerada con el algoritmo J48, y en la figura 8 
se presenta la ejemplificación de una regla 
generada con el algoritmo ID3; como puede 
observarse, en la comparación entre estas dos 
imágenes el árbol generado para las reglas del 
algoritmo ID3 cuenta con mayor profundidad, 
teniendo en cuenta el porcentaje de instancias 
Figura 6. Matriz de confusión weka.classifiers.
trees.J48
Fuente: elaboración propia.
Figura 7. Ejemplificación de una regla generada con el algoritmo J48 (C4.5)
Fuente: elaboración propia.
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correctas para cada algoritmo puede pensarse 
que mientras más profundidad tenga el árbol, 
se va a obtener mayor precisión en el proceso 
de minería de los datos.
5.  Comparación de resultados entre datos  
de entrenamiento y datos de prueba  
Anteriormente se han presentado los resul-
tados que surgen de aplicar a los datos de en-
trenamiento los algoritmos J48 (C4.5) e ID3, 
en la herramienta de minería de datos WEKA. 
Los datos de entrenamiento constituyen el 
70 % del conjunto de datos original, el 30 % 
restante son datos de prueba, a continuación 
se muestran los resultados obtenidos en una 
vista comparativa con el resultado de los da-
tos de entrenamiento.
Se comienza por establecer una compara-
ción en la precisión de los algoritmos, luego 
por efectuar la comparación de las matrices 
de confusión y, finalmente, se desarrolla una 
breve conclusión acerca de la comparación de 
estos resultados.
5.1 Comparación de precisión entre   
 los algoritmos ID3 y J48
En la tabla 6 se puede ver que para el algo-
ritmo ID3 la cantidad de instancias correctas 
Figura 8. Ejemplificación de una regla generada con el algoritmo ID3
Fuente: elaboración propia.
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y el error absoluto son muy parecidos para 
los datos de entrenamiento y de pruebas, y 
además se puede deducir que si el número de 
instancias correctas sube, entonces el error 
absoluto disminuye. 
Para el algoritmo J48 la cantidad de instancias 
correctas disminuye, mientras que el error 
absoluto aumenta en proporciones similares.
5.2 Comparación de matrices de confusión
Como lo muestra la figura 9, se evidencia que 
ambas matrices tienen una estructura muy 
parecida, la clasificación de los datos mantie-
ne las proporciones de distribución dentro de 
la matriz.
La figura 10 muestra las matrices de confu-
sión para el algoritmo J48, al igual que con el 
algoritmo ID3, la distribución de la clasifica-
ción dentro de la matriz mantiene las propor-
ciones entre los datos de entrenamiento y de 
prueba.
6. Trabajo futuro
En un futuro se pueden utilizar las reglas 
obtenidas para implementar un algoritmo 
predictivo que, basado en dichas reglas, de-
termine si un cliente cumple con las condi-
ciones necesarias para que le sea otorgado un 
crédito.
7. Conclusiones 
Al realizar la comparación de los resultados 
obtenidos, proporcionando a los algoritmos 
seleccionados los datos de entrenamiento y 
Fuente: elaboración propia.
Tabla 6. Comparativo de precisión de los algoritmos con los datos de entrenamiento y pruebas
Fuente: elaboración propia.
Figura 9. Matrices de confusión para datos de entrenamiento y de prueba algoritmo ID3
alg
Entrenamiento Pruebas
Instancias Correctas Error Absoluto Instancias Correctas Error Absoluto
ID3 80% 0.0837 80.40% 0.0829
J48 51.30% 0.2366 46.18% 0.2384
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prueba, puede concluirse que el algoritmo 
ID3, al tener más profundidad en el árbol de 
decisión, provee mayor precisión al proce-
so de clasificación de la información de los 
clientes.
Los datos de entrenamiento proveídos a los 
algoritmos dan un alto nivel de efectividad al 
proceso de clasificación, esto se comprueba 
fácilmente al ejecutar dichos algoritmos con 
los datos de prueba y al notar que los resul-
tados de precisión y matrices de confusión 
conservan las proporciones con respecto a los 
resultados obtenidos con el conjunto de datos 
de entrenamiento.
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