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ABSTRACT
The conventional derivation of the gamma-ray burst afterglow jet break time uses
only the blast wave fluid Lorentz factor and therefore leads to an achromatic break.
We show that in general gamma-ray burst afterglow jet breaks are chromatic across
the self-absorption break. Depending on circumstances, the radio jet break may be
postponed significantly. Using high-accuracy adaptive mesh fluid simulations in one
dimension, coupled to a detailed synchrotron radiation code, we demonstrate that
this is true even for the standard fireball model and hard-edged jets. We confirm these
effects with a simulation in two dimensions. The frequency dependence of the jet
break is a result of the angle dependence of the emission, the changing optical depth
in the self-absorbed regime and the shape of the synchrotron spectrum in general. In
the optically thin case the conventional analysis systematically overestimates the jet
break time, leading to inferred opening angles that are underestimated by a factor
1.32 and explosion energies that are underestimated by a factor 1.73, for explosions
in a homogeneous environment.
1 INTRODUCTION
Gamma-ray burst (GRB) afterglows are produced by jet-
ted outflows slowing down from ultrarelativistic velocities
to non-relativistic velocities. Synchrotron emission results
when the blast wave interacts with the circumburst medium
and electrons get shock-accelerated and are accelerated in
magnetic fields that are also usually presumed to be gener-
ated at the shock.
The jet nature of afterglows is not observed directly
(there are no spatially resolved jet images). Theoretically,
the energetics of the fireball model require that the out-
flow be concentrated towards the observer, since a spherical
outflow would imply unphysically high explosion energy on
the order of the Solar rest mass (∽ 1054 erg) instead of a
more reasonable ∽ 1052 erg. Observationally, afterglow light
curves at various frequencies show a break followed by a
steepening of the curve. This can be explained as a jet break,
beyond which relativistic beaming effects have decreased in
strength to an extent where it becomes possible to distin-
guish between a jet and spherical outflow. A lack of emission
from beyond the jet opening angle is now seen. A second ef-
fect that is theorized to occur at roughly the same time is
a diminishing of synchrotron emission due to the onset of
significant lateral expansion of the jet.
The conventional theoretical argument for the appear-
ance of a jet break compares the half opening angle θh of the
jet to the fluid Lorentz factor γ directly behind the shock
front. Once the latter has decreased to γ ∽ 1/θh, beam-
ing has sufficiently decreased and the absence of emission
from angles beyond θh becomes noticable. Since this ignores
the basic shape of the synchrotron spectrum as well as elec-
tron cooling and the increase in optical depth due to syn-
chrotron self-absorption, this suggests an achromatic break
in the light curve.
However, achromatic jet breaks are relatively rare in the
literature. Observations in the Swift era often do not show a
clear jet break in the X-ray when the optical light curve does
show a break (e.g. GRB990510, GRB030329, GRB060206).
Also, the jet opening angle inferred from radio observations
is often much larger than that from (earlier) X-ray or opti-
cal observations, which is again at odds with the expected
achromaticity of the break.
Different explanations for the lack of truly achromatic
breaks have been put forth in the literature. Staying close to
the data, first of all Curran et al. (2008) show that current
observations do not actually rule out an achromatic break
between X-ray and optical and that both single and bro-
ken power law fits are often consistent with the X-ray data.
On the theoretical side, the afterglow jet has been expanded
into a structured jet (e.g. Rossi et al. 2002) or a superposi-
tion of multiple hard-edged jets with different opening an-
gle. By now superpositions of up to three jets have been
used to fit the data of GRB030329, with the opening angle
explaining the radio light curve significantly larger than the
others (Van der Horst et al. 2005). An overview of afterglow
jet structure and dynamics can be found in Granot (2007).
Oddly enough, the analytical argument leading to an
achromatic break has never been challenged. In this paper
c© 0000 RAS
2 Van Eerten et al.
we present results from high resolution numerical jet simu-
lations, coupled to an advanced synchrotron radiation code,
showing that the standard analytical argument systemati-
cally overestimates the jet break time.
We explain the numerical set-up of the simulations in
this paper in section 2. In section 3 we study jet breaks
while ignoring both self-absorption and cooling and find that
the basic calculation linking jet break time and opening an-
gle can be off by days. We derive a relation between jet
break time and opening angle in the optically thin case and
compare limb-brightening of the afterglow image at different
spectral regimes.
In section 4 we calculate the full synchrotron spectrum
and compare jet breaks at different spectral regimes. We
find that the break at radio frequencies is postponed com-
pared to the jet breaks observed at frequencies above the
self-absorption break frequency. Depending on opening an-
gle and observer frequency, this time difference can be on
the order of several days (over a factor 2 in jet break time),
even though we did not add any novel radiation physics
or make any nonstandard assumptions. The new aspects
of our calculation are merely the accuracy of the radiation
code and the numerical resolution of the fluid simulation.
Self-absorption is fully treated using linear radiative transfer
equations and local electron cooling times are numerically
calculated through an advection equation. The difference in
jet break characteristics can be understood from the fact
that different regions of the jet provide the dominant con-
tribution for different observer frequencies. We show images
of the emission coefficient throughout the blast wave to vi-
sualise the underlying physics.
Up to section 4 we assume that collimated outflow can
be represented by a conic section from a 1D spherically sym-
metric simulation. We test this assumption, which implies
that lateral spreading has little effect on the observed jet
break, by performing a 2D simulation in section 5. Higher di-
mensional simulations are not the focus of this paper and we
will only briefly discuss the consequences of lateral spread-
ing. We end with a summary and discussion of our results
in section 6.
2 SIMULATION AND PHYSICS SETTINGS
We have performed one-dimensional blast wave simulations
using the relativistic hydrodynamics module of the amr-
vac adaptive-mesh refinement magnetohydrodynamics code
(Keppens et al. 2003; Meliani et al. 2007). We have used an
advanced equation of state (EOS) that implements an ef-
fective adiabatic index that gradually changes from 4/3 in
the relativistic regime to 5/3 in the nonrelativistic regime.
The upper cut-off Lorentz factor γM of the shock-accelerated
electron power law distribution is set to a numerically high
value upstream and traced locally using an advection equa-
tion. This cut-off determines the position of the cooling
break νc in the spectrum. The application of the advec-
tion equation and the EOS are introduced and explained
in Van Eerten et al. (2009) (VE09). Some modifications to
this method are explained in appendix A. We assume that
little lateral spreading of the jet has taken place, and that a
collimated outflow can be adequately represented by a conic
section of a spherically symmetric simulation. The settings
for the 2D simulation used to test this assumption are dis-
cussed separately in section 5.
We have used the following physics settings: explosion
energy E = 2.6 · 1051 erg, (homogeneous) circumburst num-
ber density n0 = 0.78 cm
−3, accelerated electron power law
slope p = 2.1, fraction of thermal energy density in the accel-
erated electrons ǫE and in the magnetic field ǫB both equal
to 0.27 and the fraction ξN of electrons accelerated at the
shock front equal to 1.0 (unless explicitly stated otherwise).
Unlike in the simulations performed in VE09, we have kept
the fractions ξN , ǫE and ǫB fixed throughout the simula-
tion, in order to stay as close as possible to the conventional
fireball model. We have set the observer luminosity distance
robs = 2.47 · 10
27 cm, but kept the redshift at zero (instead
of the matching value 0.1685). The observer is assumed to
be positioned on the axis of the jet. These physics settings
qualitatively describe GRB030329 and are identical to those
used in VE09. They do not provide a quantitative match
to the data for GRB030329 however, since they have been
derived using an analytical model by Van der Horst et al.
(2008) and not by directly matching simulation results to
observational data.
We have run a number of simulations, using a grid with
10 base blocks (of 12 cells each) and up to 19 refinement
levels (with the resolution doubling at each next refinement
level) that has boundaries at 1.12 · 1014 cm and 1.12 · 1018
cm. A blast wave reaching the outer boundary provides cov-
erage up to an observation time of ∽ 50 days. We start the
simulation with a blast wave with shock Lorentz factor 25,
ensuring complete coverage long before one day in observer
time. We have checked that this resolution is sufficient and
discuss this in appendix A.
The synchrotron radiation has been calculated with
the method introduced in Van Eerten & Wijers (2009) and
VE09, using a linear radiative transfer method where the
number of calculated rays is changed dynamically via a pro-
cess analogous to adaptive mesh refinement for the RHD
simulation. We have allowed for 19 refinement levels in the
radiation calculation, just like in the RHD simulation. The
radiative transfer calculation uses the output from the dy-
namics simulation that has been stored at fixed time inter-
vals, and we have used up to 10,000 such snapshots of the
fluid state.
3 OPTICALLY THIN BLAST WAVES AND
BREAK TIMES
Already in a simplified set-up where we ignore self-
absorption and electron cooling we find a noticable difference
between the analytically expected jet break time and the
simulation results. In figure 1 we have plotted light curves
at two different frequencies, 1.4 · 109 Hz and 5 · 1017 Hz,
chosen such that they lie safely below and above the syn-
chrotron peak frequency νm. Also indicated in the plot are
both the conventional estimate for the jet break time and
an improved estimate (both explained below).
The jet break time is conventionally linked to the jet
half opening angle θh using the Blandford-McKee (BM) self-
similar solution for the blast wave dynamics in the ultrarel-
ativistic regime (Blandford & McKee 1976). The argument
is as follows. According to BM the blast wave shock Lorentz
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Light curves without self-absorption and electron cool-
ing, leaving only critical frequency νm. The light curves are cal-
culated at observer frequencies 1.4 · 109 Hz (upper light curves)
and 5 · 1017 Hz (lower light curves), to ensure they are on dif-
ferent sides of νm. Results for 5 · 1017 Hz have been multiplied
by a scaling factor 100. Aside from results from spherical flow,
results from hard-edged jets with half opening angles of 10, 15
and 20 degrees are plotted. The new predicted jet break times
are indicated by dots connected to the lower edge of the plot, old
predictions connect to the upper edge of the plot.
factor Γ and the emission time te are related via
Γ2 =
E(17− 4k)
8πmpn0Rk0c
5−k
tk−3e ≡ A1t
k−3
e , (1)
where mp the proton mass, n0 the proton number density
at distance R0, c the speed of light and k the slope of
the circumburst medium number density n ( with n(r) ≡
n0(r/R0)
−k). The position of the shock front R is given by
R = cte(1−
1
2(4− k)Γ2
), (2)
and the shock Lorentz factor and the fluid Lorentz factor
at the shock front γf are related via γ
2
f = Γ
2/2. From the
relation between observer time and emission time for the
shock front,
tobs = te − cos θhR/c, (3)
and the half opening angle of the relativistic beaming cone
θ = 1/γ, it now follows that
tobs,break = θ
2+2/(3−k)
h ·
(
A1
2
)1/(3−k)
· (
1
2
+
1
4(4− k)
). (4)
When we take the radial profile of the emitting region
into account, the jet break can be estimated somewhat more
accurately. Although even in the optically thin regime, the
emission from the shock front dominates the total emission,
we start noticing a lack of emission from the back of the blast
wave, since there the fluid Lorentz factor is the smallest and
the corresponding relativistic cone the widest. The width
of the blast wave is approximately R/Γ2. The fluid Lorentz
factor γb at this position is approximately given by
γ2b ≡ (1 + 2(4− k))
−1 Γ2/2. (5)
If we now use
tobs = te − cos θhR(1− 1/Γ
2)/c, (6)
we find
tobs,break = θ
2+2/(3−k)
h ·
(
A1
2(1+2(4−k))
)1/(3−k)
×(
1
2
+ 1
2(1+2(4−k))
+ 1
2(4−k)2(1+2(4−k))
)
.
(7)
The comparison between the analytically expected
break times using the shock front and the actual break
times from the simulations in fig. 1 shows that the ex-
pected break times systematically overestimate the real
break times, whereas jet break times estimated using the
back of the blast wave lie consistently closer to the real break
times. Jet break predictions using the blast wave back for 10,
15, 20 deg. half opening angle are 1.1, 3.2, 6.9 days respec-
tively. Using the blast wave front we find 1.9, 5.5, 12 days
instead. The precise value of the real break times depend on
how this term is defined. The improved estimates are closer
when the break time is defined as the meeting point of the
pre- and post-break asymptotes (which is in practice eas-
ier to determine for observer frequencies above νm because
then the transition between the regimes and the correspond-
ing change in temporal slope have already occured). The
improved estimates are also closer when approximating the
break time to be where the spherical and collimated outflow
curves start to differ noticably, although some divergence
between the two can already be seen before the improved
break time estimations. This is not unexpected since even
the improved jet break time estimate is inexact, depend-
ing on approximating gradually changing features like the
edge of the beaming cone and the back of the blast wave by
sudden transitions. When a broken power law is fit to ob-
servational data to determine the jet break time, this time
is usually defined as the meeting point of the asymptotes.
For a homogeneous circumstellar environment, the dif-
ference between basic and improved observer time estimates
is a fixed factor of roughly one half (0.48), with the con-
ventional analysis overestimating the jet break time. The
corresponding correction factor to correct jet opening an-
gle estimates that have been obtained using the blast wave
front (and therefore underestimated), is therefore 1.32. The
underestimated explosion energies require a correction fac-
tor 1.73.
Jet breaks at frequencies below νm are less sharp and
therefore may appear to occur later. This effect can be at-
tributed to the different level of limb-brightening at both
sides of the νm. Spatially resolved images at 10 days for
both frequencies are shown in figure 2. When the intensity
peaks at the same radius in the image, but the decline of the
intensity is less steep moving to lower radii, the jet break will
be more gradual as well.
4 JET BREAKS AT DIFFERENT
FREQUENCY RANGES
In figure 3 we show light curves calculated using the full
synchrotron spectrum. The main result here is that the jet
break below the self-absorption break νa is postponed by
several days with respect to the others. The chromaticity
of the jet break is made explicit in figure 4, showing the
spectrum for a spherical outflow and collimated outflows
with varying opening angles at 10 days in observer time.
Below both νm and νa the dinstinction between the flux
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Figure 2. Spatially resolved images both above νm (solid line)
and below νm (dashed line), for spherical explosions around ten
days observer time. For the lower frequency 1.4 · 109 Hz has been
used, and for the higher frequency 5 ·1017 Hz has been used. Self-
absorption and electron cooling are excluded. Top right image is
below νm, bottom right image is above νm. Although both images
are limb-brightened, the profile is sharper for the high frequency,
which explains why the jet break is sharper at the high frequency.
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Figure 3. Light curves between 0.5 and 28 days in observer time
for a radio (1.4·109 Hz), optical (5·1014 Hz) and X-ray (5·1017 Hz)
frequency, in each case both for a spherical explosion and a hard-
edged jet with half opening angle of 15 degrees. Both the optical
and X-ray curve lie above the cooling break νc. The radio jet
break is postponed with respect to the others, at least by several
days. The radio light curves change to a steeper rise around 25
days because νm is crossed before νa.
levels for the different opening angles becomes a lot smaller.
The flux for 20 degrees is even indistinguishable from the
spherical case, implying that there is no jet break yet in the
radio, while it has already occurred at higher frequencies.
For a half opening angle of 15 degrees, the break has only
barely set in at ten days in the radio.
For the settings that we have used so far, νm and νa
lie very close together at 10 days observer time. In order
to make the difference between the two clear and show the
spectral regime in between, we have calculated spectra at
ten days using ξN = 0.1 as well. That we have chosen to
alter this parameter instead of any of the others carries no
special significance, but merely serves to move νm and νa
apart. Figure 5 shows the resulting spectra. As indicated
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Figure 4. Spectra at ten days observer time for a spherical ex-
plosion and various hard-edged jet half-opening angles. The lower
plot shows the flux for the same spectra, now as fraction of the
spherical case. Only the 10 degrees half opening angle jet differs
noticably from the spherical case at radio frequencies.
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Figure 5. Spectra at ten days observer time for a spherical
explosion and various hard-edged jet half-opening angles, with
ξN = 0.1. The lower plot shows the flux for the same spectra,
now as fraction of the spherical case.
by the lower plot, the radio light curve at 1.4 GHz now lies
above νa and no longer leads to a postponed break time for a
half opening angle of 15 degrees. Fig. 6 shows the light curves
for ξN = 0.1. The radio curve lies above the self-absorption
break and the radio jet break has now moved close to the
other breaks. There is still no readily discernable difference
between the optical and X-ray jet break times.
The physical mechanism behind the difference in jet
breaks can be understood as follows. First, below the syn-
chrotron break frequency νm, the limb brightening becomes
less strong and the main contributing region of the jet to
the observed flux moves closer to the jet axis. Second, below
the self-absorption break optical depth starts to play a role
and the main contributing region moves even more towards
the front of the jet. Both these effects move the contributing
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. Light curves between 0.5 and 28 days in observer time
for a radio (1.4 · 109 Hz), optical (5 · 1014 Hz) and X-ray (5 · 1017
Hz) frequency, with ξN = 0.1.
region of the jet away from the jet edge and closer to the
center front of the jet. This effect is illustrated in figure 7.
In these figures we have plotted ring-integrated, absorp-
tion corrected local emission coefficients for various frequen-
cies at ten days observer time. The highlighted areas are the
areas that, for the given frequency, contribute the most to
the observed signal. All emission coefficients jν are multi-
plied by 2πh (where h is the distance to the jet axis), such
that the plots show the proper relative contributions from
the different angles. The emission coefficients are also cor-
rected for optical depth (τ ), so the quantity that is plotted
is jν2πh exp[−τ ]. The diagonal lines denote jet half open-
ing angles of 20, 15 and 10 degrees from left to right (the
shape of lines along a fixed angle is not affected by the tran-
sition from emission to observer frame, this only introduces
a transformation along the radial lines). For a given open-
ing angle in the hard-edged jet case, everything above the
diagonal is excluded. The plots immediately show why the
jet break is postponed in the radio and differs in shape for
different frequencies.
Aside from showing the origin of the delay in the jet
break for radio frequencies, the images also show us that
for higher frequencies, we look at earlier emission times in
general. From this it also follows that not just the jet break,
but any variability resulting from changes in the fluid condi-
tions, will likely manifest themselves in a chromatic fashion.
The blast wave size is smaller at earlier times, and at early
times, fluid perturbations will be less smeared out. Thus it
follows that variability will be most clearly observed in the
X-ray light curve.
As the bottom plots in figures 4 and 5 show, the frac-
tional difference between spherical and collimated outflow is
not entirely independent of frequency even above the self-
absorption break. Both for ξN = 0.1 and ξN = 1.0, the col-
limated outflow flux over the spherical outflow flux reaches
a minimum in the spectral region between νm and the cool-
ing break νc. This leaves open the possibility that for cer-
tain physics parameters and opening angles the jet break as
inferred from observational data may differ between optical
and X-ray, albeit with a difference that is far less pronounced
Figure 7. ring integrated, absorption corrected emission coeffi-
cients, for various frequencies and at 10 days in observer time. On
the horizontal axis the position in cm in the z direction (i.e. along
the jet axis, the observer is located right of the plot) where the
emission was generated, on the vertical axis the distance to the jet
axis h in cm. In the left column we have three radio frequencies:
1.4 ·109 Hz, 8.4 ·109 Hz, 1.5 ·1010 Hz, top to bottom. In the right
column we have optical and X-ray: 5 ·1014 Hz, 1 ·1017 Hz, 5 ·1017
Hz, top to bottom. The horizontal scale is from 0 to 9 · 1017 cm,
and the vertical scale is from 0 to 1.6 ·1017 cm, for each plot. The
normalized grey-scale coding for each plot indicates the strength
of emission. All emission coefficients are multiplied by 2pih, such
that the plots show the proper relative contributions from the
different angles. The emission coefficients are also corrected for
optical depth. The diagonal lines denote jet half opening angles
of 20, 15 and 10 degrees from left to right. For a given opening
angle in the hard-edged jet case, everything above the diagonal
is excluded.
than that across the self-absorption break that we have dis-
cussed above. A quantitative assessment of this effect can
be made by including the observational biases and errors of
measurements for the different frequencies as well, but lies
outside the scope of this paper. Judging purely from the
simulated light curves while assuming perfect coverage of
the data, a strong distinction between optical and X-ray jet
breaks is not obvious.
5 SELF-ABSORPTION AND JET BREAK
FROM A 2D SIMULATION
In order to confirm the chromaticity of the jet break in two
dimensions we have run a simulation in 2D as well. We have
used a similar set up as in the 1D case, starting with a hard-
edged jet at Lorentz factor 15 with half opening angle of 20
degrees. In the angular direction we have used 1 base level
block instead of ten (as in the radial direction). The max-
imum half opening angle covered for the jet is 45 degrees.
For numerical reasons, the maximum refinement level is cur-
rently 11. This is sufficient to qualitatively capture the blast
c© 0000 RAS, MNRAS 000, 000–000
6 Van Eerten et al.
Figure 8. Snapshots of lab frame density D for the two-
dimensional simulation. The grey scales are normalized with re-
spect to the peak density in each snapshot. The axis are nor-
malized as well. The starting half opening angle of 20 degrees is
indicated by the diagonal line. For the left column the emission
times (and blast wave radii) are 72 days (1.88 ·1017 cm), 150 days
(3.88 ·1017 cm) and 228 days (5.82 ·1017 cm) from top to bottom.
For the right column these are 306 days (7.65 ·1017 cm), 384 days
(9.31 · 1017 cm) and 462 days (1.08 · 1018 cm).
wave physics, but in order to draw more definitive conclu-
sions a higher refinement level will be needed. Such simula-
tions are currently being performed and will be presented in
future work.
In fig. 8 we have plotted snapshots of the lab frame
density structure of the jet for various emission times. They
show lateral expansion of the jet. At this stage the lateral ex-
pansion is in excess of that predicted by Rhoads (1999), who
predicted exponential expansion after the jet has reached a
certain radius (1.28 · 1018 cm for our explosion parameters)
and neglible expansion before. Once the lateral expansion
supposedly sets in, this analytical estimate will quickly over-
estimate the jet opening angle. The fluid velocity at higher
opening angles drops off quickly, as can be seen from the
radius of the blast wave beyond the half opening angle of
20 degrees. This part of the fluid is not expected to con-
tribute significantly to the observed emission. In order to
speed up the calculation we have automatically derefined
the grid both at very low densities and far downstream (us-
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100
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Figure 9. Direct comparison between spherical explosion, a hard-
edged jet of half opening angle 20 degrees and a two-dimensional
simulation starting at half opening angle of 20 degrees. Light
curves are shown for two frequencies: 1.4 · 109 Hz (radio) and
5 · 1014 Hz (optical). Cooling effects are ignored. In the optical,
the light curve from the 2D simulation results in a steeper break
around the same time, while in the radio the jet break also occurs
earlier than for the hard-edged jet model.
ing the Blandford-McKee solution to estimate the blast wave
radius). The effect of this can be seen in the snapshot im-
ages at the back of the jet edge of the jet outside of the
original jet opening angle. It has no effect on the light curve
or the dynamics of the relevant part of the fluid. The precise
dynamics of the two-dimensional afterglow blast wave will
be discussed in future work. For now we note that our sim-
ulations show results consistent with Zhang & MacFadyen
(2009).
Fig. 9 confirms the chromaticity of afterglow jet breaks
in two dimensions. Because our approach to electron cool-
ing requires a higher resolution than provided by 11 refine-
ment levels, we have restricted ourselves to a comparison
between the radio and optical light curves and the role of
self-absorption. The first obvious result is that the 2D sim-
ulations indeed confirm the qualitative conclusion from 1D
simulations and hard-edged jets that the jet break is chro-
matic. Also for 2D simulations, the radio jet break is post-
poned with respect to the optical jet break. The second re-
sult is that the effect of lateral spreading on the radio jet
break partially (but not completely) counteracts the delay
in jet break.
In figure 10 we explore the radio emission from the 2D
simulation in some more detail. The top figure shows that
the contributing region at this strongly self-absorbed fre-
quency actually stays within the cone of half opening angle
20 degrees. It would however be wrong to conclude from this
that almost no lateral spreading has occured. In the lower
figure we plot the ring integrated observer frame density,
and this clearly reveals that the jet has spread out notice-
ably already. However, as explained in Zhang & MacFadyen
(2009), it is the mildly relativistic jet material behind the
shock that undergoes more sideways expansion and this is
not the material that contributes the most to the observed
flux. Fig. 10 confirms the effect of the optical depth, which
we argued to be chiefly responsible for the delay in observed
c© 0000 RAS, MNRAS 000, 000–000
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Figure 10. Region contributing to the observed radio flux in two
dimensions. The top plot shows the angle integrated, absorption
corrected emissivity coefficients for 1.4 · 109 Hz at 28 days in
observer time, similar to the plots in fig. 7. The lower plot shows
the angle integrated lab frame density. The diagonal line in both
plots indicates a half opening angle of 20 degrees.
jet break time. Since material has moved sideways, the opti-
cal depth through the fluid within the cone decreases and the
delay in jet break time due to high optical depth becomes
less strong.
6 SUMMARY AND CONCLUSIONS
We have presented simulation results for high-resolution
adaptive mesh simulations of afterglow blast waves in one
and two dimensions. We have used explosion parameters
that nominally apply to GRB 030329, but these were de-
rived by earlier authors using a purely analytical model (in
Van Eerten et al. (2009) we have shown that the difference
between analytical model and simulation is significant. A pa-
per improving fit models using simulation results is currently
in preparation). The aim of these simulations is to study the
achromaticity of the afterglow jet break. We have found that
the jet break is chromatic between frequencies below both
the self-absorption break νa and the synchrotron break νm
and above these breaks.
A result that is of direct practical use is an improve-
ment on the relationship between observed jet break time
and opening angle. We show how the conventional analysis
for jet breaks in optically thin jets, systematically underes-
timate the jet opening angle. For a homogeneous medium,
this amounts to a factor 1.3, but we give an expression for
general circumburst medium density structure.
The difference in jet break time between optically thick
and optically thin frequencies is explored in some detail.
We have calculated emission profiles for the jet at various
observer frequencies at ten days observer time. From these
calculations it is shown that the region of the blast wave
dominating the observed flux moves around for different fre-
quencies. At high frequencies, this region lies more to the
edge of the jet and to early emission times, whereas at high
optical depth and frequencies below the synchrotron break
the contributing region moves to the front and center of the
blast wave -and therefore remains within the jet cone long
after the high frequency region falls outside the jet cone.
The slope of the jet break will be different for different
observer frequencies. If limb brightening is strong, the jet
break slope for hard-edged jets (without lateral expansion)
will initially overshoot its asymptotic value and then slowly
evolve to its asysmptotic limit, which lies (3 − k)/(4 − k)
below the corresponding slope for the spherical case at the
same observer time.
We have confirmed our results in two dimensions. The
jet break in the radio is still postponed, but less so than for
hard-edged jets. At 28 days in observer time, the effectively
contributing region remains within the initial opening angle,
even though lateral spreading of the fluid has already pro-
gressed noticably. As a result of the lateral spreading, the
optical depth through the fluid decreases.
The chromaticity of the jet breaks is a result of the
detailed interplay between the synchrotron radiation mecha-
nisms and the fluid dynamics. Models that treat synchrotron
radiation in a simplified manner, like Zhang & MacFadyen
(2009), which does not include self-absorption and does
not locally calculate the cooling times, will not reveal a
chromatic jet break. Granot (2007) does not discuss self-
absorption in the context of the jet break.
Finally we note that we have in this entire paper as-
sumed the observer to lie precisely on the jet axis. Although
the observer angle will be small in practice compared to
the jet opening angle (in order to be able to observe early
afterglow and prompt emission in the first place), this is nev-
ertheless likely to have a profound effect on the shape and
timing of the jet break. We are expanding the radiation code
to deal with off-axis observers and will report the results in
our follow-up study.
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APPENDIX A: NUMERICAL APPROACH AND
RESOLUTION
We have used the same basic approaches to the dynamics
and to the calculation of the synchrotron radiation as de-
scribed in Van Eerten et al. (2009). However, upon further
experimenting we have found that a number of modifications
of electron cooling improve the accuracy of our results. We
still follow the local evolution of the upper cut-off Lorentz
c© 0000 RAS, MNRAS 000, 000–000
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Figure A1. Light curves calculated at different refinement levels,
for a spherical explosion. We have kept the refinement levels of
the fluid simulation and the radiation calculation identical. The
observer frequency has been set at 5 · 1017 Hz, well above the
cooling break.
factor γ′M of the shock-accelerated particle distribution with
an advection equation, but now use
∂
∂t
(
γ(ρ′)4/3
γ′M
)
+
∂
∂xi
(
γ(ρ′)4/3vi
γ′M
)
= α · (ρ′)4/3 · (B′)2,
(A1)
instead of equation (A6) from Van Eerten et al. (2009). This
equation can be derived as usual from combining the con-
tinuity equation and the kinetic equation. Also we now no
longer explicitly inject hot electrons at the shock front dur-
ing the simulation, but do this implicitly via the initial con-
ditions of the simulation. We do this by setting γ′M ini-
tially equal to 1010 everywhere outside the shock. Because
the unshocked material is very cold, and the magnetic field
strength is linked to the thermal energy density via ǫB , syn-
chrotron cooling will not change γ′M outside of the shock.
Once a shock passes, the fluid is heated and electron cooling
automatically sets in directly. If we now ignore unshocked
parts of the fluid grid (i.e. cold, nonmoving areas that are
resolved with only a few refinement levels) when calculat-
ing emission, we have an algorithm to calculate synchrotron
radiation including electron cooling, but where we do not
need to worry about seeking out the shock front during
each iteration of the RHD simulation. With these alter-
ations, our method has moved closer to that implemented
by Downes et al. (2002)
To show the numerical validity of our results and check
the resolution, we have performed calculations at different
refinement levels. In figure A1 we show light curves at ob-
server frequency 5 · 1017 Hz for a spherical explosion. We
show this high frequency because the hot region that dic-
tates the spectrum above the cooling break is the hardest
to resolve. This is illustrated by figure A2, which shows the
spectrum for a spherical explosion at observer time 0.5 days,
the earliest time used in plots in this paper. Because the
blast wave width is smaller at earlier times, this is therefore
also where any resolution issues should be most apparent.
The light curve in fig. A1 shows that the simulations quickly
converge for the different refinement levels at later times.
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Figure A2. Spectra calculated at different refinement levels, for
a spherical explosion. The observer time has been set at 0.5 days.
The lower plot shows the monochromatic flux for a given refine-
ment level as fraction of the flux from the simulation at 19 re-
finement levels. As with the light curve, the refinement levels of
the fluid simulation and the radiation calculation have been kept
identical.
When the jet breaks occur, around a few days or so depend-
ing on the chosen jet opening angle, the convergence of the
light curves is sufficient to show that the results of this pa-
per remain unaltered under further increase in resolution.
We also note that convergence is achieved at an earlier time
for frequencies below the cooling break, as can be seen from
the spectrum, which confirms that electron cooling and fluid
evolution occur on different spatial and temporal scales (as
one would theoretically expect).
We have also tested the temporal resolution of the simu-
lations by comparing light curves from a datasets with 1000
snapshots to light curves from a dataset with 10,000 snap-
shots. For 1000 snapshots the temporal resolution is 3.7 ·104
s. and for 10,000 it is 3.7·103 s. in emission time. The resolu-
tion in observer time is better than the resolution in emission
time, due to angular smearing and compression of the sig-
nal. In practice the resulting flux between 1000 and 10,000
turns out to differ less than one percent at early times (0.5
days). This difference only becomes smaller at later observer
times.
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