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President's Report 2004 
The main function of the committee in the 2003-04 year has been the organisation of the annual 
conference in Blenheim. Some consideration was given to moving to a different venue, but 
Blenheim's central location for most participants continues to count in its favour. 
This year, we have introduced refereed papers into the conference format. This follows the 
request from members at earlier AGM's for this form of recognition and "quality control". The 
introduction has not been easy, but hopefully, future committees will learn from our experience, 
and have a smoother ride. 
In particular, we found that refereed papers require a much greater lead-time than do the normal 
contributed papers at this conference. We allowed a time frame of one month before conference 
to get papers refereed. In hindsight, we can see this timeframe was set in ignorance of the actual 
effort involved in getting suitable referees; and then allowing the referees and authors sufficient 
time to make comments, subsequent amendments, and give final approval. Unexpectedly, the 
time required to make sure the process proceeded in an anonymous fashion was also significant, 
and this fell heavily on the shoulders of our secretary. 
The lesson from this is that if refereed papers are to become a standard part of these conferences, 
then these papers will need to be called for much earlier in the year. In this regard, a "pre-
registration" process may help, whereby authors submit an abstract and a list of people who have 
contributed to the paper to the committee early in the year. This will assist the committee in 
selecting appropriate referees for the paper before the paper actually arrives for refereeing. 
We would like to thank those referees who took part in the refereeing process this year. The 
timeframe was very tight, and we know some referees were reluctant to get involved due to other 
commitments. The Society is grateful for your efforts. 
Little progress was made on the NZARES web site this year. It was reported to last year's AGM 
that increasing the content on the site would increase the costs to $24/month. An informal 
approach was made to the NZIER to see if they would host the site as a service to the profession. 
While this was approved in principle, no further action has been taken. 
The committee was somewhat negligent in overlooking the awards for undergraduate and post-
graduate students. The only excuse we can offer is being unaware of what was required. I 
apologise on behalf of the committee for this oversight. 
The AARES conference was held in Melbourne in February, and was attended by Frank 
Scrimgeour as the New Zealand councillor. The next AARES conference will be held in Coffs 
Harbour, New South Wales in February 2005. 
I would like to express my thanks to the outgoing committee members for their assistance during 
the year - Julie Murphy (secretary), Peter Clough (treasurer), Robin Johnson (editor), Frank 
Scrimgeour (President-elect), Caroline Saunders (past-President), and Anton Meister. Finally, I 
would like to wish Frank and his new committee best wishes on behalf of all of us for a successful 
upcoming year. 
Brian Speirs 
President 
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Abstract 
Benefit Transfer: Choice Experiment Results 
Geoffrey N. Kerr, Lincoln University 
Basil M.H. Sharp, University of Auckland 
Benefit transfer entails using estimates of non-market values derived at one site as 
approximations to benefits at other sites. The method finds favour because it can be 
applied quickly and cheaply, however the validity of benefit transfer is frequently 
questioned. Published studies generally indicate that errors from the approach can be 
extremely large and could result in significant resource misallocations. Assessing the 
validity of benefit transfer is complicated by differences in the nature of study and 
policy sites, the changes being valued, valuation methods, time of study, availability 
of substitutes and complements, and demographic, social and cultural differences. A 
choice experiment was used to evaluate the transferability of benefit estimates for 
identical goods between two different populations. The study design allowed most of 
the confounding factors to be controlled, so provides a strong test of benefit transfer 
validity. Several different tests were applied to evaluate benefit transfer validity, with 
conflicting results. The paper investigates the merits of the alternative tests and 
concludes that utility functions were different for the two populations. 
Key Words: Choice model, Choice experiment, Benefit transfer, Mitigation 
The Problem 
Choice experiments have the flexibility to value a wide range of potential outcomes. 
A novel use of this attribute of choice experiments is provided in a study undertaken 
to evaluate the adequacy of off-site mitigation. The expense, skills and time involved 
in undertaking choice studies provide ample motivation for benefit transfer. 
Consequently the study was designed to provide a test of benefit transfer, using two 
separate populations within a region and two types of stream protection sites to test 
the possibility of benefit transfer, with the view to using study results across the 
region should the outcome be favourable. 
Development Impacts on Waterways 
Every year hundreds of hectares of land in New Zealand's Auckland region are 
disturbed for transportation, housing, industrial, commercial and community amenity 
purposes. On-site activities commonly involve construction site earthworks, such as 
site contouring for residential subdivision development, stream channelisation, 
armouring and culverting. Impacts include complete loss of waterways (for example, 
when a stream is piped), and modifications to wildlife habitat, visual amenity and 
other waterway attributes, as well as off-site impacts, such as sedimentation. 
Projects in the Auckland Region involving land disturbance are required to 
incorporate best practice erosion and sediment controls. Best management practices 
are not 100% effective and even with appropriately designed and maintained systems 
in place significant environmental impacts occur. 
Mitigation 
In addition to requiring best management practices, the Auckland Regional Council 
has the ability to place conditions on resource consents, including specific offsetting 
mitigation requirements. Offsetting mitigation may augment stream quality at one 
site to compensate for the adverse environmental effects associated with 
development at other sites. Enhancement could occur within the catchment 
undergoing development and/or possibly in other catchments. The idea is to use 
mitigation to achieve and sustain desired environmental outcomes. 
Requiring the consent holder to provide offset mitigation for the unavoidable damage 
caused by an activity is well established internationally. Typical examples of offset 
mitigation include riparian planting and stream bank retirement to offset water 
quality degradation, planting forests to offset greenhouse gas emissions, and creating 
or enhancing wetlands or indigenous bush to offset impacts of land drainage. 
The method for establishing "appropriate mitigation" in Auckland and generally 
relies on a "best professional judgement" approach based on ecological indicators. In 
order for the offset mitigation to function effectively as required by the Resource 
Management (1991) and Local Government Act (2002) the community needs to have 
confidence in the mitigation process. However, very little is known about community 
preferences regarding alternative states of Auckland streams. Without information on 
community preferences it is not possible for the Auckland Regional Council to 
identifY mitigation that reflects the environmental outcomes the community desires. 
Consequently, it is highly desirable either to quantifY in dollar terms the costs of both 
the adverse effects at the site of development and the benefits of the offset 
mitigation, or to identifY how the community is willing to trade off site attributes. 
Q() 
Transparent quantification of costs and benefits ensures that the mitigation proposed 
offers the potential to offset, from both the ecological and the economic perspectives, 
the adverse effects generated. A choice experiment was employed to identify and 
evaluate important Auckland stream quality attributes. The following section 
provides a brief description of study design. It is followed by results and an 
evaluation of benefits transfer, which leads to discussion and conclusions. Kerr and 
Sharp (2003) provide full details of study design and results. 
Choice Experiment 
Choice experiments entail several key steps: 
1. Salient attribute identification 
2. Choice model design 
3. Data collection 
4. Data analysis 
5. Application to policy 
Salient Attribute Identification 
Salient attribute identification was undertaken using discussions with Auckland 
Regional Council personnel, and using focus groups conducted in the two case study 
communities (South Auckland and North Shore). Focus groups were important to get 
direct input from the community about their concerns over stream management, their 
salient attributes, and their willingness to undertake and ability to complete choice 
questions about stream management. Details of the procedure followed at each focus 
group meeting are reported in Kerr and Sharp (2002). The focus groups identified the 
following salient stream attributes. 
Water clarity 
Flow of water 
Quality of the stream bank 
Access 
Safety 
Surrounding land use 
Habitat for wildlife 
Natural shape of the stream 
Focus group studies indicated that stream attributes could be described in relatively 
simple terms that could be understood by the general population. Participants 
understood the idea of a choice game and were prepared and able to carefully 
consider the tradeoffs and make meaningful choices. The choice game format used in 
the focus groups provided the basis for developing the survey questionnaire. 
Choice Model Design 
Choice models typically employ a linear utility function of the form I: 
Vk = V(Zk,Yk) = ~o + ~IZI,k + ~2Z2,k + '" + ~nZn,k + ~YYk = ~Z' 
Where V is the observable component of utility and the Zj are choice attributes (or 
transformations of choice attributes) at the study site. Y is the cost to the individual. 
The subscript k indexes the choice. Attributes differ between choices, but 
coefficients in the utility function do not. Data analysis entails selection of the vector 
of coefficients that maximises the probability of obtaining the observed choices. This 
I In order to clarify the nature of the changes involved in using a choice experiment to evaluate off-
site mitigation, socio-economic effects have been suppressed. 
model allows evaluation of on-site mitigation. The overall impact of site changes that 
degrade some attributes and improve others (including monetary compensation, Yk) 
can be identified by comparing prior and posterior utility (V k). Altematively, the 
utility function can be used to identify mitigation that leaves utility unchanged. 
The primary study objective was identification of whether off-site attributes could be 
used as mitigation for specified on-site environmental changes. Consequently, 
attributes needed to vary simultaneously at two sites. Extending the utility function to 
incorporate two sites (suppressing k for clarity) yields: 
V = ~o + [~IlZIl + ... + ~nl Znd + [~12ZI2 + ... + ~n2 Zn2] + ~yY 
Where ~ij is marginal utility of attribute i at site j and Zij is the level of attribute i at 
site j. On-site mitigation requires that a change in an attribute at site I (say ZIl) is 
offset by changes in other attributes at site 1 (i.e. by changing attributes Zml where 
m* I). Off-site mitigation entails changing attributes at the other site. A change in an 
attribute at site I (say ZIl) is offset by changes in attributes at site 2 (i.e. by changing 
attributes Zj2 where j includes all attributes at site 2). To identify willingness to trade-
off attributes between sites the utility function must include attributes at both sites, 
effectively doubling the number of attributes in the utility function compared with 
single site models. While this model form allows identification of off-site mitigation, 
an extremely useful by-product is the ability to evaluate the adequacy of on-site 
mitigation (or a mixture of on-site and off-site mitigation) using the same model. 
Inclusion of the cost attribute (Y) allows monetary measurement of the non-market 
costs of development impacts and the non-market benefits of stream enhancements. 
Auckland Regional Council wanted to measure monetary values of impacts, so it was 
necessary to include a cost attribute in the choices presented to citizens. 
Recent choice studies typically incorporate 4-6 attributes. With these numbers of 
attributes, survey designs are available to estimate interaction effects between the 
attributes. For example, willingness to pay for additional fish species might be 
expected to depend upon the amount of fish habitat available, suggesting an 
interaction between number of fish species and available fish habitat. This study did 
not allow the possibility of interaction effects of this type. The requirement for 
attributes to vary at two sites, along with the number of attributes that were identified 
in the focus groups as being potentially significant, and the requirement for a money 
cost attribute to allow assessment of money values for site attributes, resulted in 
selection of the ten choice attributes in Table 1. 
Table I: Choice Attributes 
Attribute 
Water clarity 
Native fish species 
Fish habitat 
Native streamside vegetation. 
Channel form 
Values: Natural Stream 
Clear, Muddy 
1,3,5 
2km, 3km, 4km 
Little or none, Moderate, Plentiful 
Natural 
Values: Degraded stream 
Clear, Muddy 
2,3,4 
lkm, 2km, 3km 
Little or none, Moderate, Plentiful 
Straightened, Natural 
Cost to household $O/year, $20/year, $50/year 
• Dummy-coded, with Little or none as the base. 
Because of the large number of attributes in the choice sets, the number of choice 
events faced by each individual was limited to five to reduce fatigue. In each choice 
event survey participants were able to choose between the status quo (clearly labeled 
as such) and two unlabeled alternatives. The first choice option presented in each 
~ 
case was the status quo, forming the base. The first alternative to the base in each 
choice event was developed from the statistical design plan. The second alternative 
to the base was the fold over of the first alternative (Louviere et al., 2000). 
The payment vehicle was regional council rates2• Justification for this vehicle was 
provided with the following introduction, which was read out by the interviewer. The 
statement was designed to ensure that survey participants were aware that it is not 
always possible to identify the people responsible for environmental degradation, yet 
the community may benefit from improving damaged environments. It also sought to 
introduce the concepts of opportunity costs through environmental trade-offs. 
Stream restoration and management can be expensive. Sometimes it is obvious who 
has caused stream changes and they can be made to pay to restore the condition of 
the stream. In other cases, the changes occurred a long time ago or have been 
caused by things done for the whole community. In these cases the condition of 
streams is a community responsibility. Regional Council rates could be raised to 
allow extra stream restoration activities to be undertaken. If this happened then 
costs to your household would increase through your rates bill or, if you are renting 
your house, through having to pay higher rent to your landlord. 
While the condition of some streams continues to decline because of new and 
ongoing activities, other streams are getting better because of management actions. 
Stream managers have to decide whether it is better to try to protect streams that 
have not been changed much, or to restore streams that have already been 
degraded. Sometimes it is much easier and cheaper to restore streams that have 
already been degraded. Restoring degraded streams can mean there is less money 
available to manage other streams, so their condition can decline. 
Data Collection 
Data were collected in personal interviews conducted at the respondent's own home 
by a professional research agency. The sample was obtained by randomly drawing 
individual names and addresses from registered voters in South Auckland and North 
Shore. Response rates were 44% in North Shore and 40% in South Auckland, with 
308 interviews completed on the North Shore and 311 completed in South Auckland. 
Surveying was undertaken in January and February 2003. 
The survey drew heavily on design parameters that have proved to be successful in 
similar Australian studies (Whitten & Bennett, 2001). Attribute levels were 
communicated wherever possible by the use of icons to allow visual identification of 
the trade-offs being made. In order to ensure that all respondents were reacting to the 
same stimuli a two-sided A4 glossy brochure was given to each survey participant to 
read at their own pace before commencement of choice questioning. The brochure 
provided photographs of representative stream conditions alongside labelled icons. 
Large, coloured show cards were used to present the choice questions. The 
interviewer described the items on the card and explained the choices that were 
available to the respondent. 
Sample Characteristics 
Differences between population and sample distributions were tested using 
popUlation data from the 2001 census for people 20 years of age or older. The 
, The study preceded the Auckland rates revolt. 
sampling frame was a specific address and the participant was randomly selected 
from people 20 years or older resident at that address. Consequently, the sample 
should ideally conform to household level census data. The two surveys obtained 
responses that are representative of home ownership rates and the sex and age 
distributions within the populations. People with a university degree were more 
likely to respond than others. The South Auckland sample was over-representative of 
people from households with incomes less than $50,000 per year, whereas on the 
North Shore, the sample closely matched population incomes. Large households 
were over-represented in both samples, possibly a result of the higher probability of 
finding someone at home in a larger household. 
Results 
Site-specific models are reported for the two population groups in Table 2. Where 
possible, the Heteroscedastic Extreme Value model (HEV) was fitted to avoid 
potential independence of irrelevant alternatives problems. However, the HEV 
offered no improvement over the standard Multinomial Logit model (MNL) for 
North Shore, so the MNL is reported in Table 2. Scale parameters3 are reported for 
the South Auckland HEV model, but these are not significantly different to the scale 
parameter for the third option, which is identically set to unity. The models forced 
inclusion of all stream attributes and the money attribute, but each model includes 
different interaction effects4. While all possible interactions of attributes and socio-
economic variables were tested for each model, only significant effects have been 
retained in the models presented in Table 2. 
Personal attributes that significantly affect choices are: 
Age Respondent's age in years 
People Number of people in the household 
Degree 0,1 Dummy: 1 if respondent has a university degree 
Homeowner 0,1 Dummy: 1 if residence is owned by the inhabitants 
High Income 0,1 Dummy: 1 if household income exceeds $50,000 
Very High Income 0,1 Dummy: I if household income exceeds $100,000 
The coefficients on Money are highly significant and of the expected negative sign, 
indicating that any particular option is less likely to be selected if it costs more. 
While the low rho-square statistics indicate relatively poor model fits, the 
significance of stream attribute coefficients is generally strong, with only three of 22 
stream attribute coefficients not being significant. The relatively low goodness of fit 
for these models indicates that there are explanatory factors that have not been 
included in the models, or that there is considerable underlying inter-personal 
variance (or both). 
Alternative Specific Constants (ASCs) are significant when factors other than 
independent variables in the model are important determinants of choice5• In each 
J The scale parameter for alternative i is an inverse function of the standard deviation of the 
unobserved effects for alternative i (Louviere et al., 2000: 139). 
4 While the experimental design precludes interactions between site attributes, it does not curtail 
interactions between site attributes and individual respondent characteristics. 
5 ASCs are analogous to the constant in a linear regression model, they account for unexplained 
components of choices. A positive ASC indicates that alternative is preferred to the base alternative 
for reasons that are not explained by the utility function used to model choices. 
..... 
Q 
choice situation the first option was labelled as the status quo, while the other two 
options were unlabelled. The choice models used here arbitrarily set the Ase for the 
third option to zero. Second-option ASes are not significant, indicating that there 
were no perceived differences between the unlabelled alternatives apart from the 
attributes used to describe them. Status quo ASes are positive, and significant, 
indicating a preference for the status qu06• 
Interaction effects allow detection of the influence of individual or household-
specific characteristics (such as respondent age and household income) on the 
probability of selecting a particular option. Interaction effects were tested in several 
ways. 
• Firstly, interactions of the variables High Income and Very High Income with 
the variable MONEY tested income effects. The effects were significant in all 
cases and supported prior beliefs that wealthier respondents would be 
prepared to pay more for any given environmental enhancement. 
• Secondly, independent variables were interacted with Ases to test whether 
personal characteristics influenced choice between the options, particularly 
between the status quo and either of the two change options. None of these 
interactions was significant. 
Thirdly, personal characteristics were interacted with each of the site 
attributes to identifY whether particular groups of individuals valued 
attributes differently. Significant interactions are reported in Table 2. 
Interaction effects vary significantly between models. 
6 The hypothesis that the status quo is preferred to either of the options entailing change was tested by 
utilisation of models that included an ASC on the status quo and no ASC on either of the other 
options. Results mirrored those in Table 2, indicating a significant preference for the status quo, with 
no significant change to other coefficients. Since these alternative models contain less information, the 
more general models that allow detection of all order effects are presented in Table 2. 
Table 2: Site-Specific Models 
Natural Stream 
Attributes 
Degraded Stream 
Attributes 
Personal Attributes 
Alternative-specific 
constants 
HEV Scale Parameters 
N 
LLR 
LLUR 
Rho' 
Attribute 
Water Clarity (Nl) 
Fish Species (N2) 
Fish Habitat (N3) 
Moderate Vegetation (N4A) 
Plentiful Vegetation (N4B) 
Water Clarity (D 1) 
Fish Species (D2) 
Fish Habitat (D3) 
Moderate Vegetation (D4A) 
Plentiful Vegetation (D4B) 
Channel (D5) 
Money 
AgexD2 
AgexN3 
Degree xN3 
Degree xDI 
Degree x D5 
People x Dl 
People xN4B 
Homeowner x D3 
High Income x D5 
Very High Income x N4B 
Very High Income x Dl 
Very High Income x D2 
Very High Income x D5 
Status Quo 
Second option 
Status Quo 
Second option 
Significance levels' (10%), .. (5%), ... (1%) 
North Shore South 
Auckland 
0.6509'" 0.6420'" 
0.1082'" 0.04667" 
-0.3969'" -0.001452 
0.2759" 0.1567 
0.2105" 0.5116'*' 
0.7706'" 0.5996'" 
0.2640'* 0.09391 ' 
0.1315*" 0.2098"* 
0.2110 0.3447" 
0.1977" 0.5258"-
0.3213'" 0.3042"-
-0.009828"- -0.009545-" 
-0.004970" 
0.007976'" 
0.1548' -0.3144"-
0.3798-' 
-0.4428'" 
-0.1188'-
-0.08021" 
-0.2394'-' 
0.5985*" 
0.8449" 
0.6737" 
-0.6\00"-
0.6585--
0.2984- 0.5740--
0.01845 
-0.0955 
na 1.473 
na 0.867 
1331 ·1281 
-1433.81 
-1388.87 
-1305.79 
-1273.40 
0.089 0.083 
The sign of the interaction effect indicates how the population views the importance 
of the relevant attribute. For example, the North Shore interaction (High Income x 
D5) is highly significant and positive, indicating that North Shore High Income 
households place a higher value than other households on natural channel form in 
degraded streams. Table 3 presents part worth estimates and their 95% confidence 
intervals for the models in Table 2. 
... 
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Table 3: Part Worths ($/household) 
North- 95% South 95% 
Shore confidence Auckland confidence 
Mean interval Mean interval 
Water clarity $66 $43-$110 $67 $42-$114 
Native fish species $11 $6-$20 $5 $0-$12 
Natural Fish habitat -$1 -$12-$9 -$3 -$15-$8 
Stream Moderate vegetation $28 -$1-$68 $16 -$10-$49 
Plentiful vegetation $21 $2-$50 $41 $17-$75 
Water clarity $48 $28-$84 $73 $47-$123 
Native fish species $4 -$6-$17 $0 -$13-$14 
Degraded Fish habitat $13 $5-$27 $5 -$6-$18 
Stream Moderate vegetation $21 -$5-$53 $36 $8-$76 
Plentiful vegetation $20 $0--$48 $55 $28-$97 
Channel $58 $38-$97 $42 $21-$73 
Part worths are different for different people. For example, Channel is valued at $94 
by very high income North Shore residents, but is valued at $33 by other North 
Shore residents. In Table 3 personal characteristics have been set to their popUlation 
means. Consequently, the North Shore Channel part worth ($58) reflects the 
proportion of the North Shore population in the very high income category. 
Marginal rates of substitution between any two attributes can be identified from the 
coefficients in Table 2. For example, on the North Shore it is necessary to increase 
native fish habitat by about 0.8 km on a degraded stream to offset the loss of one 
native fish species on a natural stream [~/~i = N21D3 = 0.1082 + 0.1315 = 0.823]. 
Marginal rates of substitution are relevant guides for policy where mitigation occurs 
through manipulation of the natural environment. Of course, there is an infinite 
combination of attributes that yield the same level of utility, allowing design of 
alternative mitigation scenarios. 
Benefit Transfer 
Two separate populations within the same metropolitan area have been used. The 
populations differ in several respects. People living on the North Shore are generally 
more affluent and better educated than South Auckland residents. While age and sex 
distributions and home ownership rates are very similar, North Shore households are 
more likely to consist of only 1 or 2 people. Large households are common in South 
Auckland. The ethnic mixes of the two communities are also different. These two 
diverse communities were chosen to test for potential differences in values, and to 
provide a test of value transfer between communities. Each population was asked to 
value streams in their own area7 (one natural stream, one degraded stream, each 
stream type defined to have the same characteristics in each location). The same 
streams may differ in value by location simply because of availability of 
complements and substitutes. Consequently, differences in values between 
populations reflect differences in people, and in study site values. For simplicity the 
aggregates of these effects are referred to as differences between populations. 
7 People living in North Shore valued North Shore streams and people living in South Auckland 
valued South Auckland streams. 
Benefit transfer is based upon the underlying assumption that people with the same 
characteristics in different locations possess similar values for the same items in the 
same context. Tests of the underlying assumption are frequently undertaken by 
assessing convergent validity - testing whether benefits measured at one site are the 
same as those predicted at another. As with non-market valuation method convergent 
validity tests, it is important to control for as many factors as possible in order to 
remove explainable reasons for differences. Some of the sources of difference 
include (Boyle & Bergstrom, 1992; Brouwer, 2000; Brouwer & Spaninks, 1999; 
Desvousges et ai., 1992; Loomis, 1992; Oglethorpe et al., 2000; Shrestha & Loomis, 
2001): 
1. The nature of the valued sites themselves 
2. The changes valued at each of the sites 
3. Valuation methods (hedonic, contingent valuation, choice model, ... ) 
4. Time of study (season or year) 
5. Availability of substitutes and complements for each of the sites 
6. Differences in the people valuing the sites (demographic, social, economic, 
cultural, ... ) . 
The choice model study of Auckland streams valued identical changes to streams 
with identical characteristics at each site. Furthermore, identical methodology was 
employed concurrently at each site to avoid elicitation method and temporal impacts 
that could have affected estimated values. Population differences arising from the 
influences of age, sex, ethnicity, household size, home ownership and education can 
be statistically investigated during data analysis. Substitutes, complements, and other 
contextual differences cannot be controlled using the Auckland study design. 
Because it removes sources of differences 1-4 and provides partial control over 6, the 
Auckland study provides an excellent opportunity to measure the convergent validity 
of benefit measures across sites and populations . 
The three principal methods of transferring benefits from a study site or sites to a 
policy site are direct transfer, benefit function transfer, and meta-analysis. In direct 
transfer mean values estimated at the study site, or several study sites, are used 
directly at the policy site, without adjustment to reflect policy site characteristics. For 
benefit function transfer a valuation function derived at the study site is applied to 
the policy site using policy site parameters. Benefit function transfer provides control 
over site and/or population differences, and is generally thought to be more accurate 
than direct benefit transfer (Rosenberger & Loomis, 2003; VandenBerg et al., 2001). 
Meta-analysis is another form of valuation function benefit transfer. It uses results 
from valuation studies completed at many sites to identifY statistically the influences 
of site and personal attributes. Direct transfer and benefit function transfer are both 
possible using the Auckland Stream study results, but there are insufficient data to 
apply meta-analysis. 
Transferring the Auckland Benefit Estimates 
The simplest convergent validity test of benefit transfer accuracy entails comparison 
of benefit estimate confidence intervals for the two populations. This is a test of 
direct benefit transfer. It is a weak test because it fails to account for any of the 
potential reasons that benefits could differ between sites. However, non-overlapping 
confidence intervals can indicate potential problems with benefit transfer. There are 
..... 
N 
no cases where North Shore and South Auckland part worth confidence intervals do 
not overlap substantially. 
The overlapping confidence intervals test is relatively weak. The possibility of 
drawing two results in the opposite tails of the distributions is much less than the 
significance level of the individual confidence intervals (in this case 5%) (Poe et aI., 
1994). Consequently, it is possible for confidence intervals to overlap even if 
differences in part worths are significantly different from zero. Figure 3 depicts part 
worth difference confidence intervals. Rather than reporting two separate 
distributions for part worths, each developed independently using a Monte Carlo 
procedure, a single distribution of part worth differences is developed by subtracting 
the vector of Monte Carlo part worths for one site from the vector of Monte Carlo 
part worths for the other site (Poe et aI., 2001). None of the distributions of part 
worth differences is significantly different from zero at the 5% level. However, non-
significant differences do not imply that benefit estimates at one site are good 
predictors of benefits at the other site. 
Figure 3: Part Worth Difference (North - South) 95% Confidence Intervals 
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An alternative measure of the merits of direct benefit (part worth) transfer validity is 
the percentage error in using one population point estimate to predict another 
popUlation point estimateS (Rosenberger & Loomis, 2003; Vandenberg et al., 2001). 
Errors arising from using point estimates from one population to predict point 
estimates in another popUlation using the direct transfer approach (Table 4) show 
wide variability, with errors ranging from 2% to 704%. These error magnitudes are 
similar to those found in other studies (Rosenberger & Loomis, 2003). 
Care should be exercised in interpreting these results. Several part worths are not 
significantly different from zero. Consequently, a small change in one part worth can 
result in large percentage differences. Further, even changes in sign may not be 
, Percentage error is defined as 100 x (Estimate - Actual)lActual. Where Estimate is the point measure 
of benefits at the study site and Actual is the point measure of benefits at the policy site. 
significant. When consideration is given only to cases in which both part worth point 
estimates are significantly different from zero the errors are somewhat smaller. 
Benefit transfer errors in these cases range from 2% to 114%. 
Benefit Function Point Estimate Transfers 
Benefit f~nction transfers of part worth point estimates9 produce similar outcomes to 
direct transfers of point benefit estimates IO• Consequently, function transfer part 
worth difference confidence intervals are not reported here 11. Again, there is overlap 
on all measures. However, when either benefit function is used to produce part 
worths for the other location, the differences in part worths for Degraded Stream 
Plentiful Vegetation are significant at the 8% level. South Auckland residents appear 
to place higher value than North Shore residents on Degraded Stream Plentiful 
Vegetation. 
Table 4: Direct and Valuation Function Point Benefit Transfer Errors 
Direct Transfer Function Transfer 
"§ 
~ 
~ 
~ 
Cl 
North Shore 
Part Worth 
(NSPW) 
Water clarity $66.23 
Fish species 
Fish habitat 
Moderate veg 
Plentiful veg 
Water clarity 
Fish species 
Fish habitat 
Plentiful veg 
$21.42 
$48.38 
South 
Auckland 
Part 
Worth 
(SAPW) 
$67.26 
~~~ 
$41.31 
$73.12 
Error in 
predicting 
SAPW 
from 
NSPW 
-2% 
125% 
-54% 
71% 
-48% 
-34% 
704% 
155% 
-41% 
-63% 
Error in Error in Error in 
predicting predicting predicting 
NSPW SAPW NSPW 
from from from 
SAPW NSPW SAPW 
2% -2% 2% 
-56% 125% -56% 
119% -12% 314% 
-42% 71% -42% 
93% -48% 114% 
51% -38% 59% 
-88% 704% -169% 
-61% 155% -67% 
68% -41% 68% 
174% -63% 174% 
-27% 39% -21% 
Whether the, apparently, large errors in Table 4 are an indictment of benefit transfer 
is debateable. On the one hand, it is apparent that very large percentage errors can 
occur from use of transferred point estimates. However, it should be acknowledged 
that the confidence intervals for individual study sites are large - meaning that use of 
point estimates at study sites is risky. Comparison of two uncertain values introduces 
the opportunity of compounding that error. Just as very low errors from point 
estimate transfers can arise by chance and consequently do not guarantee that 
9 Using study popUlation parameters with the models in Table 2. 
to Valuation function benefit transfers result in some predictions better than and some predictions 
worse than direct benefit transfers. 
II The benefit function transfer analogue of the direct transfer estimates in Figure 3. 
.... 
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benefits transfer is valid, large percentage errors in transferring point estimates do 
not necessarily indicate that benefits transfer is invalid. 
Whereas the simple overlapping confidence interval test offers an unjustified, overly 
enthusiastic endorsement of benefit transfer, errors associated with transfer of point 
benefit estimates are likely to provide an overly pessimistic view of the reliability of 
benefit transfer because they do not account for the confidence intervals surrounding 
both sets of benefit estimates. Benefit difference confidence intervals provide an 
approach that is intermediate to these extremes by recognising point differences and 
their confidence intervals concurrently. Consequently, benefit difference confidence 
intervals provide better indicators of the reliability of benefits transfer. Using the 
benefit difference approach with valuation functions, benefit transfer indicates 
significant differences (albeit at a low level of confidence) between populations for 
the value of Degraded Stream Plentiful Vegetation. 
Pooled Models 
Further tests of benefit transfer are provided by pooled models, which allow 
detection of population differences. Pooled models allow for site-specific differences 
in attribute coefficients and in the role of socio-economic characteristics for each 
population. The different interaction variables occurring in each model in Table 2 
indicate that location differences are likely to occur, with only (Degree x N3) being 
significant in Table 2 for both groups. Here, the potential use of pooled models for 
benefit transfer purposes is explored with the aid of two tests. 
Test 1 
The hypothesis that one utility function applies to both populations is tested by fitting 
the same model to each group, as well as to the pooled responses from both groups 
(Table 5). The interactions specified in these models include all significant 
interactions identified in the individual population models fitted in Table 2. 
A method proposed by Swait & Louviere (1993) was used to identifY the optimal 
relative scale of error terms for the two data sets in the pooled model. The relative 
scale parameter is very close to one. The Swait-Louviere test result indicates that 
allowing non-uniform errors did not significantly improve model fit relative to the 
naiVe pooled model that assumes identical errors. A likelihood ratio test measures the 
significance of improvement in fit from use of separate models. The test statistic is 
distributed X2 with degrees of freedom equal to the number of estimated parameters. 
The result is highly significant. 
X2 = -2*(LLPooled - (LLNonhshore + LLsouthAuckland)) = 67.616 
Together, these results indicate that different utility functions apply to the two 
populations and that the differences occur in the estimated coefficients, not in the 
scale factor (Swait & Louviere, 1993). Different utility functions imply that 
transferring valuation functions between populations may lead to estimation errors. 
Test 2 
A Pooled model is developed that includes location dummy variables interacted with 
site attributes and personal characteristics. This type of model has the advantage that 
it concurrently produces popUlation-specific coefficients within a single model. 
Coefficient differences between populations are automatically identified without the 
need for comparison of separate model coefficients, part-worths or their confidence 
intervals. The location-related interactions take two forms. Two-way interactions 
(e.g. South x N2) show the direct impact of location on the value of the attribute. 
Three way interactions (e.g. South x Degree x N3) show differences by location in 
the way personal characteristics influence the values of specific attributes. Results 
are reported in Table 6. As with Test I, the Swait-Louviere procedure was used to 
identify the relative scale parameter, which at 0.990 is not significantly different 
from one. A likelihood ratio test [X2 = -2*(LLR - LLuR)]12 indicates that location 
variables are highly significant as a group. 
Five personal characteristics (High Income, Age, Degree, Homeowner, Household 
Size) affect attribute values independent of location. Three attribute part worths 
differ between locations, independent of personal characteristics. The value of 
Natural Stream Fish Species abundance is greater for North Shore residents, while 
South Auckland residents place higher values on Plentifol Vegetation at both types of 
stream. The significant two-way interactions between attributes and location (South x 
N2; South x N4B; South x D4B) indicate that, despite overlapping 95% confidence 
intervals, part worths for Natural Stream Fish Species and Plentifol Vegetation on 
both stream types are significantly different at the 95% confidence level. 
There are seven three-way interactions that differentiate the impact of personal 
characteristics by location. Of particular note is the diverse influence on Degraded 
Stream Channel form because of income. High Income causes increased Willingness 
to pay for a more natural channel form on the North Shore (~=0.5536), but has no 
significant effect in South Auckland (~=0.5536-0.5868=-O.0332). However, South 
Auckland displays a strong impact from Very High Income that does not occur in 
North Shore . 
12 LLUR is the log likelihood of the full (31 parameter) model that includes location variables. LLR is 
the log likelihood of the same excluding the 10 location variables. . 
Table 5: Pooled and Independent Models Table 6: Pooled Model with Location Variables 
Attribute Coefficient Attribute North South Pooled 
Shore Auckland Water Clarity (N1) 0.6514'" 
Water Clarity (NI) 0.6035*** 0.6940*** 0.6412*'* Fish Species (N2) 0.1169'" 
Natural Fish Species (N2) 0.09836'*' 0.0517' 0.07787'" Natural Stream Fish Habitat (N3) -0.2718'" Stream 
Fish Habitat (N3) 
-0.1621 -0.2664'" Attributes Moderate Vegetation (N4A) 0.2038" Attributes -0.3447'** 
Moderate Vegetation (N4A) 0.2268' 0.1998 0.1980** Plentiful Vegetation (N4B) 0.2098" 
Plentiful Vegetation (N4B) 0.04974 0.6627'** 0.3288'" Water Clarity (DI) 0.7429'" 
Water Clarity (Dl) 0.6473'" 0.8107"* 0.6606'" Fish Species (D2) 0.06438' 
Fish Species (D2) 0.2298' 0.!!4S 0.1939*' Degraded Stream Fish Habitat (D3) 0.2041'" Degraded 
Fish Habitat (D3) 0.1683" 0.2052" 0.1945'" Attributes Moderate Vegetation (D4A) 0.2662'" Stream 
Attributes Moderate Vegetation (D4A) 0.1735 0.3750" 0.2519'" Plentiful Vegetation (D4B) 0.2228" 
Plentiful Vegetation (D4B) 0.1629' 0.5854'" 0.3318'" Channel (DS) 0.3318'" 
Channel (D5) 0.2843'" 0.3999'" 0.3414'" Money 
-0.009727'" 
Money 
-0.009232'*' -0.01039'" -0.009229'" High Income x D5 0.5536'" 
AgexD2 
-0.004082' -0.000378 -0.002812 Personal Attributes AgexN3 0.006338'" Personal AgexN3 0.006911'** 0.003714 0.005761 '** Degree x D5 
-0.3021'" Attributes 
Degree xN3 0.1358 -0.4023** 0.01696 Homeowner x D3 
-0.1593'" 
Degree xDl 0.3582** 0.1393 0.2182* People x DI 
-0.05490" 
Degree xD5 
-0.4202'*' -0.2229 -0.3579*** South x N2 
-0.07203" 
People xN4B 0.03691 -0.!!28** -0.04293 Location Variables South xN4B 0.3665" 
People x DI 
-0.08636* -0.04657 -0.04768' South x D4B 0.2687" 
Homeowner x D3 
-0.07346 -0.2286** -0.1447** South x Degree x N3 
-0.4040'" 
High Income x D5 0.5055*** -0.09889 0.2724*** South x People x N4B 
-0.09817''' 
Very High Income x N4B 0.1828 1.0363* 0.3877** South x High Income x D5 
-0.5868'" 
Very High Income x DI 
-0.005306 0.8662** 0.1344 South x Very High Income x N4B 0.9624" 
..... Very High Income x D2 
-0.07834 -0.7153*' -0.2025** South x Very High Income x Dl 0.8234" 
"" Very High Income x D5 0.2913 0.9144* 0.5272*** South x Very High Income x D2 
-0.6119'" 
ASCs Status Quo 0.4417*' 0.4706 0.4393** South x Very High Income x D5 0.7734" 
Second option 0.!!54 -0.2026 0.03208 Alternative-specific Status Quo 0.4357" 
HEV Status Quo 1.4645 1.0943 1.2845 constants Second option 
-0.03615 Scale Second option 1.1302 0.7605 1.0041 HEV Scale Status Quo Parameters 1.2471 
Relative scale parameter 0.934 Parameters Second option 0.9299 
N 1331 1256 2587 Relative scale Earameter 0.990 
LLR 
-1433.8!! -1361.700 -2797.702 N 2587 
LLuR 
-1302.836 -1242.487 -2579.131 LLConstantonly -2797.702 
Rho' 0.091 0.088 0.078 LLNo location variables -2591.157 
LR test of pooled versus separate models X' = 67.616 P(X',30) = 1.01xl0·5 LLFullmodel -2557.716 
Rho' 0.086 Swait-Louviere test of relative scale parameter X' = 0.410 P(X',I) = 0.522 
X' = 66.882 P(X',IO) = 1.77x]Q'1O LR test of location variables Significance levels' (10%), "(5%), '" (1%) 
Swait-Louviere test of relative scale parameter "1.'=0.010 PCX',I) = 0.9203 
Significance levels' (10%), " (5%), ". (1%) 
...... 
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Table 7 reports site-specific part worth estimates and 95% confidence intervals for 
each location from the pooled model. In each case results are modelled for a 45 year 
old respondent with a university degree from a high-income, home owning 
household of three people. 
Table 7: Part Worths - Pooled Model ($lhousehold) 
45 year old homeowner with a North 95% South 95% degree. Household income> Shore confidence Auckland confidence $50,000 p.a. 
3 people in household. interval interval 1 ___ -
Natural 
stream 
Degraded 
stream 
Fish species 
Fish habitat 
Plentiful vegetation 
Channel 
$12 
$1 
$23 
$60 
$7 -$18 
-$6 - $9 
$4 -$44 
$34 - $92 
$5 
-$40 
$51 
$0 
$0 - $10 
-$68 - -$16 
$28 - $77 
-$33 - $32 
The shaded cells in Table 7 highlight attributes for which part worths are invariant 
between populations irrespective of personal characteristics. Degraded Stream Water 
Clarity and Degraded Stream Fish Species do not differ in the case reported in Table 
7 because their differential effects only occur for very high-income households. The 
simple non-overlapping confidence interval test indicates highly significant 
differences between populations for Degraded Stream Channel Form and Natural 
Stream Fish Species part worths. The other three part worths that are affected by 
personal characteristics exhibit confidence interval overlaps. 
Values in Table 8 have been derived from Monte Carlo simulation of the differences 
in part worths for the five attributes in Table 7 that differ by location. In each case 
the estimated South Auckland part worth has been subtracted from the estimated 
North Shore part worth to yield a simulated distribution of part worth differences. In 
only one case (Natural Stream Plentiful Vegetation) does the 95% confidence 
interval include zero. These results indicate that, even after controlling for personal 
characteristics, North Shore residents in this demographic profile place significantly 
higher values on abundance of Natural Stream Fish Species, availability of Natural 
Stream Fish Habitat, and Degraded Stream Channel Form. South Aucklanders value 
Degraded Stream Plentiful Vegetation more highly than do North Shore residents. 
Table 8: Pooled Model Part Worth Differences 
45 year old homeowner with a degree. Part Worth 95% 
Household income> $50,000 p.a. Differences confidence 
3 people in household. (North minus South) interval 
Natural Stream Fish Species $7 $1-$15 
Natural Stream Fish Habitat $42 $17 - $70 
Natural Stream Plentiful Vegetation -$7 -$30 - $14 
Degraded Stream Plentiful Vegetation -$28 -$58 --$3 
Degraded Stream Channel $60 $29 - $100 
Differences arise irrespective of personal characteristics because of the significant 
two-way interaction variables (South*N2, South*N4B and South*D4B) in Table 6. 
While, part worth differences occur regardless of personal characteristics, differences 
vary by demographic profile. Consequently, the non-significance of Natural Stream 
Plentiful Vegetation in Table 8 is not inconsistent with the model in Table 6. For 
example, changing household income to more than $100,000 per annum (while 
leaving all other characteristics unchanged) produces significant part worth 
differences for this attribute, as well as for Degraded Stream Water Clarity and 
Degraded Stream Fish Species abundance. 
Conclusions 
The study provides important insights into benefits transfer. Overlapping part worth 
confidence intervals indicate similar values between the two populations, but provide 
an overly optimistic view of benefits transfer when compared to confidence intervals 
of attribute part worth differences. Point estimate transfers, whether direct or benefit 
function transfers, resulted in some very large errors. However, point transfers do not 
account for uncertainty in the estimates at either site and so percentage errors of 
point transfers provide poor tests of benefit transfer. Tests of part worth differences 
and two pooled model tests were used to overcome deficiencies in overlapping 
confidence interval and point estimate tests. Part worth difference tests identified 
significant (albeit at low levels) differences in one part worth using both direct and 
benefit transfer approaches. 
Two different pooled model tests have been used to show that the same utility 
function does not apply to both populations. Because it has a larger sample size and 
the ability to control for other factors, tests based on the pooled model with location 
variables have more power to identifY differences than do tests based on 
independently estimated models for each site. In addition, pooled models identifY the 
sources of part worth differences. Part worth difference distributions from the pooled 
model that includes location effects are significantly different from zero, consistent 
with the significance of location variables in the model. The pooled models indicate 
that errors will arise from transfer of benefits between locations. Those errors were 
not identified by overlapping confidence interval or part worth difference tests based 
on independent models. Significant part worth differences remaining in the pooled 
model, after controlling for socio-economic effects, suggest that there are 
unaccounted-for differences between values in the two popUlation groups. Such 
differences may arise because of contextual differences, unaccounted for socio-
economic differences, or simply because people living at the two locations value 
stream attributes differently. These results caution against benefit transfer. 
..... 
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Studies of the type conducted here have the luxury of estimated values for both the 
original and target sites (or populations). When benefit transfer is undertaken for 
policy purposes it is not known what the true value at the policy site is, or even the 
range of values that include the true value. If that information were available there 
would be no need for benefit transfer. In that situation it is not possible to compare 
value distributions or point estimates of value, or to fit pooled models. The analyst 
has three options - direct transfer of benefits, transfer of valuation functions, or don't 
transfer benefits at all. What would happen if valuation functions or point estimates 
were transferred in these cases? It is not possible to provide an unambiguous answer 
to that question, as it depends on the policy proposal being evaluated. When off-site 
mitigation is undertaken, several attributes may change at each stream, which means 
that errors may compound - or they may cancel each other out. While the potential to 
be wrong is moderated in this situation, the implications of being wrong may be very 
serious. It is apparent that use of point estimates has the potential to produce highly 
biased results. The implications when confidence intervals are developed for welfare 
changes are less likely to be problematic, but, because errors may compound across 
several attributes, there is still the potential to obtain extremely misleading indicators 
of welfare change. Overall, the evidence presented here adds weight to the growing 
literature that has identified large potential errors from benefit transfer, even under 
close to ideal conditions. 
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Summary 
MoRST is performing an evaluation of the funds invested in environmental research. 
The two case studies discussed in this paper contribute to the ongoing decision-
making about this investment. Substantial funds have been invested in both research 
programmes identified. Because the main benefits associated with research output 
are environmental, they are difficult to value monetarily. Preliminary analysis 
suggests that at a discount rate of 6%, annual future benefit flows of $7 - $10 million 
will justifY the water quality/clarity research. The expenditure on possum biocontrol 
will be justified if the research generates an annual future benefit flow of $20 
million. 
Keywords: Cost benefit analysis, returns to research, environmental research. 
Introduction 
The Ministry of Research, Science and Technology (MoRST) is performing an 
evaluation of the Environmental Research output class and will report to the Minister 
of Science in June 2004. An important focus of the overall evaluation is identifying 
the impacts of environmental Research, Science and Technology (RS&T) spending. 
MoRST is interested in determining whether the research is having a positive effect 
by delivering real benefits to New Zealand, particularly to the environment. They 
would also like to determine how effective the funding on environmental research 
has been. Finally, they would like to begin to identifY what influences the link 
between environmental research and tangible positive benefits. This paper reports on 
two case studies that shed light on those issues. 
The Government's total investment in Vote: RS&T is divided into 14 Output Classes, of 
which six are referred to as Public Good Science & Technology. Environmental 
research (Output Class 014) contributes primarily to the Government's 
Environmental Goal, which seeks to increase our understanding of the environment, 
including the biological, physical, social, economic and cultural factors that affect it. 
A total of$88.6 million in research funds were allocated through this Output class in 
2003/04. There are 13 portfolios in the Environmental Output class, which support 
four Environmental Strategic Portfolio Outlines (SPOs). 
By definition, the benefits of Public Good Science Fund (pGSF) research are diffuse. 
As a result, there are generally a number of funding partners facilitating this kind of 
research. The Environmental Output Class is no exception. Major funding partners in 
environmental research include the Department of Conservation, the Ministry of 
Agriculture and Forestry, the Ministry of Fisheries, Regional Councils, industry 
organisations such as the Animal Health Board and AGMARDT. The financial 
contribution that these groups make to environmental research varies by research output 
area, but overall it is significant. In many cases the Output Class 014 money supports 
the higher-risk, more fundamental research that underpins subsequent applied research. 
The multiple sources of funding makes it impossible to calculate the returns specifically 
to Output Class 014 as the impact of the individual funding streams cannot be 
separated. 
A considerable amount of research has been completed investigating the social 
returns to R&D since early work by Griliches (1958) and others. Researchers have 
used two approaches to estimate the returns to these investments: econometric 
analysis and case studies. The former approach uses statistical techniques to examine 
the relationship between R&D and production processes in individual firms, 
industries or national economies. R&D may impact production processes by way of 
production costs, output levels or productivity. Total factor productivity (TFP) 
studies are an increasingly popular means of investigating the relationship between 
R&D and national economies. The high level of aggregation in this approach avoids 
the need to identifY project specific effects on beneficiaries. In New Zealand a recent 
study by Johnson (2000) uses econometric approaches to estimate the rate of return 
to New Zealand R&D investment. The study finds low rates of return to public 
investment in R&D and promising rates of return to private R&D. 
Case study research traces the investments made in a selected research programme 
and the flow of benefits deriving from the research. Analysts then complete a cost 
benefit analysis of the research programme by calculating the present value of the 
investments and the present value of the additional benefits the research has 
delivered compared to a counterfactual of no research investments. An Australian 
review of the merits of the two evaluation approaches commented that case studies 
have advantages of transparency, the methodology is readily understandable and the 
beneficiaries of the research can be clearly identified (Industry Commission 1995: 
QA.l5). 
Many research programmes in agriculture have been studied using case study 
evaluations and often they have reported very high returns to the R&D (Marshall and 
Brennan and 2001). These studies have demonstrated that there is often a substantial 
time lag between the initiation of the research, and an actual research output or 
innovation, and again between innovation and adoption by end users. In addition, it 
is important to remember that the stream of benefits produced from a research 
programme will decay as new research is initiated which will have superior outputs. 
The time-path of research costs and benefits is depicted in Figure 1. It is important to 
account for this time-path when evaluating a research programme. Time lags can be 
substantial, and their length can have a large impact on the present value of research 
benefits when a discount factor is used. 
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Figure I. The time path of research costs and benefits 
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Marshall and Brennan (2001) have raised a number of caveats for those who are 
evaluating research using a case study approach. They note that it may be difficult to 
model the benefits from research if they are influenced by stochastic events. In 
addition, the full identification of research benefits requires that a future 'with 
research' be compared to a counter-factual 'without-project' scenario. The counter-
factual must therefore be accurately accounted for. Other issues for case study 
evaluations include the possibility of selecting highly successful research 
programmes that are not representative of all R&D, and the difficulty of identifying 
and measuring the additional investment costs that may be required after the R&D is 
completed to achieve adoption. These items may lead to overestimation of the returns 
to the R&D. Another possibility is the knowledge generated by the R&D may have 
public good characteristics and be used widely or have spillover benefits that are 
hard to quantify, and hence the returns to the R&D may be underestimated. 
There are clearly strengths and weaknesses of both evaluation methodologies. An 
additional challenge associated with the evaluation of environmental research, is the 
fact that research output can be extremely difficult to value in monetary terms. Many 
environmental research programmes will not lead directly to increases in aggregate 
productivity. The econometric approach to calculating the returns to research is 
therefore substantially less useful in this setting. Research output may be easier to 
identify in a case study approach, but valuing the output in monetary terms can still 
be problematic. For the research reported in this paper, the case study methodology 
was judged to be viable. No claim is made that the projects selected for study are 
representative of the complete suite of investments in environmental RS&T. 
A workshop held in Christchurch in 2004 considered how the returns to RS&T might 
be evaluated. The Workshop identified two methodologies that could potentially be 
used to identify and quantify the benefits from environmental research. Methodology 
One identifies the major research programmes, and then attempts to identify and 
quantify the benefits the research has created. Methodology Two identifies a 
particular sector or industry that has benefited from environmental research and 
attempts to trace the link back to the research that contributed to the benefit. 
In this paper, the results of two case studies employing Method One are presented 
and discussed (See Cullen et al. in this conference for an application of Method 
Two). The first case study involves research into water clarity/quality of Lake Taupo. 
The second involves research into the biological management of possums. The 
application of this methodology involved several steps. First, a list of research 
programmes relevant to each case study was assembled. The outcome of each 
research programme was then detennined, followed by an assessment of the counter-
factual - which considers what would have occurred if the research had not existed. 
The difference between the actual outcome with the research results and the counter-
factual provides an indication of the net benefits of the research. Finally, these 
research benefits were compared to the costs of the research programmes in present 
value terms, to make a preliminary statement about the overall desirability of the 
research programmes. 
Case 1: Water Clarity/Quality in Lake Taupo 
Assembling a complete list of research programmes directly related to water quality 
in Lake Taupo was nearly impossible. Not only are the policies implemented today 
based on research conducted over 20-30 years ago, but there have also been multiple 
funding organisations contributing to this research over a long time horizon. With the 
help of scientists who have been involved in research related to Lake Taupo a rough 
compilation of research and costs has been compiled (Table I). 
From the mid 1970s to early 1990s there was a continuous series of interlinked lake 
water quality research projects, many of which were carried out on a wide range of 
central North Island lakes with Taupo as one of the series. There were also specific 
studies on the Taupo Lake and catchment. Most of this research was aimed at more 
fully understanding the issue of eutrophication offreshwaters. As detailed in Table 1, 
this research received funding from a wide range of providers. Among the 
government bodies funding such research were the Department of Scientific and 
Industrial Research (DSIR), the Ministry of Works and Development (MWD), 
Environment Waikato (EW), and Ministry for the Environment (MfE). Industry 
funds were received from Mighty River Power Ltd, Genesis Power Ltd and the Dairy 
Industry. The Ngati Tuwharetoa have also contributed funds to the research on 
quarter quality, water clarity and algal biomass in Lake Taupo. 
Subsequent to the formation of the CRIs, FRST funding for lake research was 
reduced drastically. Consequently, the National Institute of Water and Atmospheric 
Research (NIWA) as also supported the work with Non-specific Output Funding for 
several years. There are currently three major research programmes relevant to water 
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quality/clarity in Lake Taupo funded via FRSTs Environmental Output Class. 
Broadly speaking these programmes focus on the effects of land use intensification 
and change on environmental issues such as eutrophication, loss of species, algal 
blooms and reduced water clarity. 
It should be noted that Table 1 is far from complete, but it does provide some idea of 
what has been spent on Lake Water Quality research. The FRST Environmental 
Output allocation is simply half of the total funding allocated to the three projects, 
because the overall programmes have much wider relevance than just Lake Taupo. 
Table 1. Research Programmes Relevant to Lake Taupo 
Time Period Source of Funds Funds In $2004 
1970~1990 MWD, DSIR. . $1.5 million ($1990) 1.98 
i9ji;~!79 :.; c :MW,fHI{amif\Qu)< : . . .$17n;boa;F.TE ' , .. 3·.65 .. 
1982~~~,., .. ', ....... ' .. . $170,000IFTE 2.27 
1995;':' .': :. : NIWAI:PsIR . '. $t0oK OJ:!} 
1993-1997 EW $50K/ann 0.296 
; '2mmgQQ])i::gw: ,:' ·;:$n\'Waj)ii· , ,O.:29Q 
2000-2001 Mighty River Power $200K 0.208 
:,~mi';:'HL>: ::<iJ.eri~i~;;;;;;;;H>~i;U:;:y:r:::!·' ":' :.: :: :S;Q"QK:::::,:::;;:>,'::;o:o'6(E: 
2001-2002 MfE, EW, Dairy Ind., Genesis, Ngati Tuwharetoa $160K 0.167 
:~.Q:Qi1:::;~jm;': ;)f;1W;'X;::;;':;'h~;;;::;t;;·,;;:::~:;;;!;;:~::·;;;i;'. :.: ;:.~ii@p~~;:; ;;i;::;;::(ofHi'fH 
2003-2008 .' FRST Environmental Output . . . . .' $2:5miIlion.. 3.5 
'tr&~f1ao,fnE ::if:f~~~~n!~~ittf~~~~IT,f~~mIT:~li~Ffff~~?~~iI:'TI~;~m:+:'j W Hr'" ':::: ;,' :;: 
,,'~;;n';": ";:',',<.:"';'.;; ,;,c .... ",::' ': .. :To{aJ:FJii\·ditig; .• ",,: ;Ho.J::,' 
Outputs From Lake Taupo Research 
In the early period there were no proposed outputs. There was an issue 
(Eutrophication of Freshwaters) and the research work in the 70s and 80s 
accumulated knowledge in a general sense to try and understand this process. The 
research identified above has clearly achieved this, the issues have been clearly 
defined as well as the causes. 
While the issues of water quality were recognised and identified a long time ago (the 
results of the early research) nothing much (for a long time at least) was done to deal 
with the issues, except that more research was funded to understand the issues even 
better and fine tune some of the earlier findings. 
The Government's outcome category is Water Quality. There is (in case of Lake 
Taupo) evidence that water quality has declined and continues to do so. Only in 
recent years have policies been proposed to tackle the main cause of the decline in 
water quality. It is notable that there has been such a substantial time lag between the 
knowledge that the research generated and formal recognition of the problem in a 
policy setting. Particularly give that in 1983 (and earlier) we could read in research 
outputs sentences like "Intensified use of land, whether it be with farming, forestry, 
or urban development, will inevitably lead to increased losses of nutrients to the 
waters draining into Lake Taupo. The contribution from increased agricultural 
activity seems likely to pose the greatest threat and it is here that future attention 
must be focused." (White et al. 1983) 
Possible Future Benefits of Lake Taupo Research 
The counter factual is that without any change (i.e. limiting the sources of nutrient 
supply to the lake), water quality in the lake will continue to decline. Even if policies 
were in place today, water quality decline will continue for a long time because there 
are still a lot of nutrients in the pathway land-to-lake that will finish up in the lake (N 
can travel very slowly through the soil - evidence from the UK suggests up to 50 
years). As a consequence, even if we implemented strict policies today that would 
stop all nutrient supply to the lake, we may not see improvements in water quality for 
decades. 
Net Benefits from Lake Taupo Research 
To understand the benefits we need to know how research hasehabled managers to 
improve the quality of the lake (or avoided further degradation). Unfortunately the 
relationship between management and outcomes are not that clear. The research 
findings have helped our understanding of the relationship between land use, nutrient 
flows and impacts on the Lake's ecosystem. However, there are still many 
unknowns, or as Parnell writes: "A key point to understand is that we do not know 
with certainty the biophysical consequences of various choices in alternatives to 
protect the lake. The models that are used to estimate the consequences of various 
policies are gross simplifications of what are very complex systems. There are no 
guarantees that the policies promoted to reduce input of nitrogen into the lake will 
have the estimated consequences (Nimmo-Bell,2002). 
Lake Taupo has undeniable value both locally and nationally. A decrease in water 
quality will lead to a reduction of that value (if for the time being we only 
concentrate on economic value). Lake Taupo is key to the local economy, which is 
largely based on tourism and forestry. To estimate net benefits from halting the 
decline in water quality (the counter factual being a continued decline) we need to 
understand how water quality affects economic (and non economic) values. We are 
not going to lose Lake Taupo rather changes at the margin (in terms of levels of 
water quality) will change the economic benefits currently (and in the future) that 
will be lost. Therefore, measures taken to control water quality will stop that loss 
from occurring. These benefits of prevented economic losses (now and in the future) 
are a direct result of the research conducted (some over 30 years ago) to increase our 
understanding about the lake. 
This year a paper was released that showed the findings of a survey of public opinion 
on the management of Lake Taupo (Huser, 2004). While the response rate of the 
survey was very small (1.05%) the number of respondents 1,762 gave indication that 
there is widespread awareness of the deteriorating health of the Lake and that among 
the respondents there was a strong level of support for all the approaches proposed 
(by EW) for protecting the Lake. While there was strong support, there was also 
concern regarding the effect of the proposed actions, with a clear split along 
rural/urban lines depending on where the costs of the proposal were likely to fall. 
"One in three [of the respondents 1 are clearly in agreement that people living in 
Taupo District and the wider Region should pay more in their rates to protect the 
~ 
Lake, but among those who are less willing there is clearly a feeling that all New 
Zealanders should be contributing" (Huser, 2003. v). 
In a report "The impact of Alternative Land Uses in Taupo Catchment" it was 
estimated that on current trend in land use change and growth rates in tourism, the 
annual value added of tourism could be worth $121 million ($1998 dollars) to the 
Taupo Catchment. In the same report a scenario was analysed in which dairying 
would expand in the catchment, water in the Lake would become polluted and that 
this would lead to a $50 million decrease in annual value added. No figures were 
given on how bad the water would be polluted or on how the $50 million decrease 
was calculated. 
Another benefit from stopping declining water quality and eutrophication would be 
those obtained by power companies, as weeds and algae cost them significant clean 
up costs. Also, in a more general way the value to society of clean water is 
substantial, judging by the efforts of Fonterra in forcing (now voluntarily but soon 
compulsory) dairy farmers to clean up farm effluents so as to stop declining stream 
and lake water quality. With Taupo being such an important lake (in the eyes of New 
Zealanders and the world) a decrease in water quality (especially a very perceptible 
one - such as weeds, poor fishing, clarity) would detract from our clean and green 
image. The value of this is not only linked to tourism flows and incomes but also to 
the rest of the world's perception of NZ and the potential for our clean and green 
products. 
Beside purely economic considerations however, there will also be heritage, 
ecological and cultural values associated with water quality in Lake Taupo. 
What has been the return on the investment made in research? As the above 
discussion shows, we don't have the information to make a statement on that. What 
is important however is that without the research policies could not be implemented 
today to protect the water quality of Lake Taupo. The results also have contributed 
greatly to our understanding of the causes of the decline in water quality, which will 
playa role in the setting of policies and the discussion of property rights issues. 
Having not being able to show the magnitude of the benefits that could arise from the 
research conducted, I would like to tum the question around, and ask: "How large 
do the annual benefits (directly related to water quality in the Lake) have to be 
so that the present value of future benefits (which result from the policies to be 
implemented today) equals the current total cost of money invested in water 
quality research for Lake Taupo?" 
To conduct this experiment some assumptions will be necessary. The making of 
those assumptions demonstrates how difficult it is to really estimate the benefits of 
water quality control. 
1. The cost of the research conducted (recall that the numbers are guesstimates and 
are still incomplete) was combined with a cost of capital (discount rate) of 6% 
and 7%, to give a present value today of the dollars devoted to Lake Taupo 
research over the years 1976-2004. 
2. It has been assumed that there is a direct relationship between the level of 
benefits (economic and non-economic) and water quality, and that those benefits 
will change when water quality changes. When water quality changes the 
benefits with therefore change proportionately, e.g. if some index of water 
quality declines 2% annually, then benefits are assumed to decline at the same 
rate. 
3. A 50 year period is used for the analysis l . If no policies are put in place (the 
without situation), it is assumed that water quality declines and it will continue to 
do so' over the next 50 years, and benefits to society decline accordingly. If 
policies are introduced however (the with situation), it is assumed (all very 
arbitrarily) that they won't have any effect for the next five years, but that after 
that they will slow down the decline in water quality, and then that after 25 years 
water quality starts to increase again. 
The 'with minus the without' situations are compared to arrive at an annual benefit 
level that justifies the research expenditure. It is further assumed that the real value 
of the Lake (in light of increasing scarcity of freshwater lakes in NZ and world wide) 
increases at some percentage, which initially is set equal to 0%. 
Given this model, we can now ask the question: "What does the annual dollar value 
of benefits have to be for the PV of the future benefits to equal to the total cost of 
research investments made into research for Water Quality in Lake Taupo?". The 
table below presents some ofthe results2• 
Table 2. Annual Net Benefits Required to Justify Lake Taupo Research 
Expenditure 
Years 
Change in Water 
Quality 
Without policies 
Change in Water 
Quality 
With policies 
:~~:Nt~~~~~}fF~~~~1;~:~j: f~r,H;$.1}Jl!ftI~fJ;M#f:f~~ftt~!~~iYM~J:j.ff:~:tr~·.::~~!:F!1~"f!l.ri~UI;j.~f;fi;f.l;H?L 
2004-2008 -2%/year -2% 
~;:r;H~!N~r~~~lit~i j~BJ~~U;~'~fJr~HSfli~'t~tlJ~i~fi~~RM.~~~f~Jr~ftE~lL~;ffri~fJ:.!~fmi'lfJittJ~~f;fi,:J 
2009-2053 -2%/year + I % 
~i:t!it4if!5¥.'fIi~$~ti4J\;1 ~,1~l~HIJ:i11H'~:~ntfn~~lffHl~a1t:!H:}tH~lf.'~~~~~;Jf~~~~·1JHHul:!#Ff~~r.~:r~rit~·rl~·~~ 
$ Value of the Annual Year 2004 benefit, that makes the Research Costs - PV of 
future Benefits, if the real value of benefits change at: 
i:f7f'&{4),i~b:0'iitr~~f$!m~t6iP"%tailicWriJbtf~!; t;: ]ii:; ii :LiiHl ~i!:~li;i;;H!;;:: 
$15.26 million $9.5 million 
rf~~f"V$J;rU:t~U1H~f.f.if ~~t.:lL~~;~~~Jf6ntflU~f:~t:~~;~~w;llaJp:t\l't.:HiJ:;·~;·~·~~ ~?i:'H:!H~::f~~:fi'~~;!:f~!:l::;-~!~~': 
I Benefits of course will go on much longer, but when one discounts, costs and benefits after 50 years 
won't have much importance. 
2 The experiment was set up as a spreadsheet, and the 'with' and 'without' scenarios were modelled. 
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Conclusion on Lake Taupo Research 
A lot of research has done on water quality/clarity issues in Lake Taupo since the 
mid-70s. In terms of value today we are talking about a magnitude of $20 million. As 
a consequence, our understanding of the basic linkages between land use and water 
quality in the lake, and about lake processes has improved. However, there are still 
uncertainties about the effects of policies to stop the cause of water quality 
deterioration that are taken today, especially in terms of magnitude and timing. 
While 20-25 years ago we clearly understood the consequences of land 
intensification on lake water quality, it appears that for quite some time, New 
Zealand also adopted a grow first clean up later attitude, and the research findings of 
20-25 years ago are only now being acted upon. The reason for this delay may be 
found in inertia in government decision making (growth is important) and in 
society's values, which needed to change so that people would demand a greater 
urgency to act on environmental issues. 
There is little or no research to link changes in water quality to a reduction in 
economic substitutes or complements (e.g. reduction in tourist earning, less 
recreation, reduced fishing, etc.). Still, a small change in economic benefits, from 
especially tourism, due to a decrease in water quality, could present a significant loss 
in economic benefits given the importance of economic activities in the Lake Taupo 
catchment. Having said that, it is important to remember that there are other 
economic benefits associated with halting water quality decline in the Lake, such as 
for example savings by power companies (removal of weeds) and cultural and 
heritage values. 
An experiment to get some handle on the return to research investment for Lake 
Taupo water quality showed that annual benefits $15 million (and linked to water 
quality) would justifY the research investment made (given the assumptions made 
about water quality decline and the discount rate). If this amount is judged not very 
large (compared to the real annual benefits today) than one can draw the conclusion 
that the research investment has been well spent to protect the current value of the 
Lake. 
The implementation of policies that is currently taking place is possible because 
research has shown us the causes of the water quality problems and of the solutions. 
The benefits of the policies currently being considered may only occur many years in 
the future (perhaps decades). The accumulated knowledge from the research (1970-
today) has helped us to understand the problem and put in place measures to stop it 
from becoming worse. 
Case 2: Biological Management of Possums 
The biological management of possums (PBM) was suggested in the early 1990s as a 
potentially cost-effective means to control possums. The research programme to 
support this effort was initiated in 1992, following the advice of the National Science 
Strategy Committee for Possum and Bovine Tuberculosis Control (NSSC). The goal of 
the programme is to develop cost-effective methods of biological management that can 
be used in the field alone or to complement current control technologies. The reason for 
seeking alternative control methods was the high cost of ongoing possum and Tb 
control. The classical definition of biological control is the use of natural enemies to aid 
in controlling pest species. Research to date suggests that possums in New Zealand 
have no natural enemies that are sufficiently pathogenic to act as a classical biological 
control agent. Therefore, the definition of biological control has been expanded for 
possums to include the use of any biologically based reagents, including genetically 
modified organisms that interfere with some physiological process Eckery (2000). 
Research Costs for Biological Management of Possums 
It was estimated in 2001 that a total of $30 million had been spent on research into 
the biological management of possums (Davies, et.al. 2001). According to the NSSC, 
in 2001102 a total of $4.6 million was spent on biocontrol research. FRST and the 
Ministry of Agriculture and Forestry (MAF) are the main providers of research funds 
in this area. Because the NSSC does not maintain a distinction between FRST 
funding output classes, it is not possible to determine from published sources 
precisely how much of the biocontrol funding is provided through the Environmental 
Output Class. A discussion with leading researchers in the area suggests that 
approximately $300,000 of the money that Landcare Research receives from the 
Environmental Output Class goes towards possum biocontrol research. It is assumed 
that at least half of the AgResaerch programme led by Dr McNatty on the Genetic 
and Hormonal Control of Reproduction is funded through the Enviornmental Output 
class. This suggests that somewhere between $700,000 and $1.15 million worth of 
research into possum biocontrol was funded from the Environmental Output Class in 
2001102. The latter sum represents approximately half of FRSI's investment in 
possum biocontrol, and over 20% of the overall funding that went into biocontrol in 
that year. In 2003/04 the Government increased its commitment to supporting 
research aimed at possum biocontrol. As a consequence an additional $450,000 per 
year have been allocated to possum biocontrol research from the Environmental 
Output for the four years from 2003/04 through to 2006/07 . 
Research Outputs from Possum Biocontrol Programmes 
The first phase of the biological management programme has been one of discovery. 
The goal of this phase has been the generation of basic scientific information on possum 
physiology, possum diseases, possum behaviour, the possum immune system, 
developing reagents to use in later phases of the PBM programme, and developing 
experimental methods to handle and breed possums in captivity. A wide range of 
scientific and general papers have been published from the first phase of this research, 
and there is some feeling in the scientific community that the outcome from this stage 
of the programme has been substantially achieved (Davies, et.al. 2001). 
The second phase ofthe research has been targeting biological features such as organs, 
molecules or control processes of the possum that might potentially be manipulated for 
possum population control. Constant review of the progress being made in the second 
phase has led to a number of approaches being discontinued. It is apparent, for example, 
that there are no 'naturally occurring' pathogens that can be used for successful 
biological control. Fertility control methods targeting the viability of pouch young have 
also been discarded, mainly on animal welfare grounds. 
Currently, there are two main methods of biological control under investigation. The 
first involves the use of genetically modified pathogenic organisms such as parasites 
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and diseases with the objective of directly debilitating wild possums. The second 
involves physiological impairment - and is aimed almost exclusively at indirectly 
suppressing the possum population by reducing fertility. The majority of the research 
funding on possum biological control is focused on fertility control through a range of 
different mechanisms. 
The biocontrol agents, whether they attack the possums directly or indirectly, need to be 
delivered to the possums. The third phase of the PBM research programme, conducted 
in parallel to the second, has been into the vectors or delivery systems that could 
potentially be used to present the biocontrol agent to the possums. There are two main 
delivery systems: Non-transmissible systems, and transmissible systems. With a non-
transmissible system, every individual possum must ingest or come into contact with 
the biocontrol agent. Bait or aerosol delivery systems have been studied, as have the use 
of plants that have been genetically modified to produce the biocontrol agent in their 
leaves or fruits. Transmissible systems, by contrast, would involve a biocontrol 
organism (such as a species-specific parasite or virus) that would spread naturally from 
possum to possum. 
The main advantage of a non-transmissible system is that it is easier to control, and 
could be withdrawn at any time. Pest control efforts could therefore be more effectively 
targeted and the risk to non-target species would be minimised. However, this system 
would require repeated exposure, and is unlikely to have any cost advantages over the 
use of conventional control techniques. It would, however, result in a reduction in the 
use of conventional poisons. 
The final phase of the PBM research programme involves the development of 
biological control products that can be used in the field. It has been estimated that is will 
be at least another decade, probably longer before a biological control agent is available 
for use in the field. 
Net Benefits from Possum Biocontrol Research 
It will be at least a decade, probably longer, before a usable biocontrol product is 
available. Because of the timeframe involved, and the speed at which advances in 
molecular biology and genetic engineering can occur, an ex ante analysis of PBM 
involves a very high degree of uncertainty. The political environment can also have an 
important impact on whether and under what conditions this research (and the 
subsequent application of the research outputs) is allowed to continue. 
Several caveats should be borne in mind when considering the potential net benefits 
of biocontrol. While mathematical models suggest that the field success of a 
biocontrol agent is theoretically possible, the modeling to support this conclusion is 
based on very optimistic assumptions about the amount of control achieved (how 
many females are sterile), and for how long (Barlow, 2000). Mathematical models 
also indicate that possum numbers respond faster to culling than they do to 
sterilization. This result implies that possums will do more damage to the 
conservation estate after a biocontrol operation than after a conventional control 
operation - further compromising the value of a biocontrol product. Some 
researchers also believe that there is a risk that immunocontraception will result in 
natural selection for possums that fail to mount a significant anti-fertility response to 
the vaccine - and remain fertile. This is essentially a biocontrol equivalent to toxin 
resistance Finally, field experiments with surgically sterilized possums suggest that 
immigration also has the potential to cancel out the effects of fertility control in small 
areas (Possum Research News, 200 I). 
Despite all of the uncertainty surrounding biological control, one issue is becoming 
increasingly clear: the cost savings associated with biological control will be much 
greater if the delivery system is self-disseminating. This cost savings must be 
weighed against the risk (real or perceived) of releasing a genetically modified 
organism into the environment, over which we have very little future control. 
Scenario 1: A non-disseminating biocontrol agent is developed that meets all 
criteria in terms of efficacy and efficiency. 
Under this scenario, the biocontrol agent would be delivered in the form of baits. Using 
current control technology, the cost of poisons is low relative to the costs of baits and 
delivery. This suggests that a non-disseminating delivery system would offer no cost 
advantage over conventional control techniques. It has even been suggested that the 
biocontrol product may need to be broadcast at more frequent intervals than toxins, so 
the costs of this approach may actually exceed the cost of current techniques (Davies, et 
aI2001). 
The primary advantages of a non-disseminating system would therefore be a reduction 
in the amount of toxin used in the environment, and a decease in the risk to non-target 
species (because the biocontrol agent is more specific to possums). One estimate 
suggests that biocontrol will reduce the amount of toxins needed by 67% (Landcare 
Research Information Bulletin on Possum Biocontrol). 
To fully evaluate the benefits of this scenario, we need an estimate of the value 
associated with fewer toxins in the environment. The continued wide-scale use of 
poisons imposes a number of costs: risk to non-target species of direct poisoning; 
secondary poisoning risk to non-target species; and the tarnishing of New Zealand's 
Clean-Green image. There is also some concern that negative public reaction to the 
aerial use of 1080 may eventually lead the govemment to de-register the poison, 
effectively banning its use. 
It is known that there are secondary and non-target poisoning risks associated with most 
ofthe toxins used for possum control, and it is recognised that some of the poisons pose 
greater risk to non-target species than others (Eason, Warburton and Henderson, 2000). 
Among those individuals most at risk are pest control workers, livestock, dogs and 
indigenous birds and invertebrates. Although the toxicology of all of the major poisons 
is being actively researched, the literature contains no quantitative measure of the 
number of non-targets killed annually. . 
A promising way to place an economic value on the reduction in risk to non-target 
species would be to follow developments in the human health literature, where a 
reduction in mortal risk is expressed in dollar terms as the value of a statistical life. 
Essentially what is being valued is a reduction in the probability that a death will occur. 
This methodology is commonly applied to the evaluation of public policies that reduce 
mortal risk by improving environmental conditions. Estimates of value are typically 
obtained by surveying the relevant (human!) popUlation. Alternatively, within the 
context of environmental risk to indigenous species, it may be possible to infer a value 
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for risk reduction based on prior public expenditures aimed at conserving various native 
species. These values can be combined with market values for livestock and dogs at 
risk. Finally, statistical values for human lives at risk can be transferred from the health 
economics literature. 
In terms of the protection of New Zealand's Clean-Green Image, it must be 
remembered that the use of biological control would involve trading-off the use of 
toxins for the use of GMOs. In order to value this benefit in economic terms, an 
estimate would be needed both of the value of the image, and the extent to which it 
would be protected by using biocontrol instead of (or in conjunction with) conventional 
control. 
In summary, this scenario is unlikely to offer any cost advantages over conventional 
control. The primary advantage of biological control if the delivery system is non-
disseminating is a reduction in the amount of toxin in the environment. An economic 
value can be placed on this benefit, but it would require a comprehensive understanding 
of the actual risks that toxins pose, and perhaps some primary data work to place a 
monetary value on a reduction in that risk. 
Scenario 2: A self-disseminating biocontrol agent is developed 
Under this scenario, the biocontrol organism would spread naturally from possum to 
possum - and not require the repeated delivery of baits. It therefore has the potential 
to result in significant cost savings over current control methods, as well as the 
benefits associated with a reduction in toxins outlined above. It may still need to be 
used in conjunction with conventional control, due to either possums not coming into 
contact with control agent, or because natural selection favours possums that fail to 
mount an anti-fertility response. 
A rough estimate of the expected net benefits associated with a reduction in control 
costs can be obtained fairly readily. The current cost of possum control is $89mJyr. 
This annual expenditure in perpetuity has a value of $1.482 billion (at a 6% discount 
rate). Expressed in 2004 dollars, this amounts to $618 million. If a self-disseminating 
biological control agent could cut the cost of control by 50%, the annual cost of 
control would be $44.45 million/year, or in perpetuity - $741 million. In 2004 terms, 
the perpetuity has a value of $309 million. The difference ($309 million) represents 
the present value of the savings in control costs due to research into biological 
control. Note that this figure is very sensitive to the discount rate used for the 
analysis. If a 10% discount rate is assumed, the cost savings is much smaller 
($106m). 
How does this compare to the cost of research and development? It is expected that 
the research and development cost of a biocontrol agent will ultimately be about 
$ 100 million (Davies, et al 200 I). This estimate is consistent with an estimate of 
$116 - $122 million (depending on the discount rate used), which represents the 
present value of all past investment, plus a further development time of 15 years at 
the current rate of expenditure. Under the assumption that there is a 100 percent 
chance that the research will lead to a self-disseminating biological control agent that 
can be used in the field, the benefit:cost ratio is favourable (2.6) at a 6% discount 
rate. At a 10% discount rate, however, the costs outweigh the expected benefits, and 
the benefit:cost ratio is only 0.87. 
This result will be sensitive to the amount by which current costs are reduced. If the 
biocontrol agent reduced the cost of control by only 25%, the cost savings are half of 
those reported above. Annual costs will be reduced from $89 million to $66.75 
million, or $ 1.1 billion in perpetuity assuming a 6% discount rate. This represents a 
cost savings of$370 million, which in 2004 dollars amounts to $155 million. 
Because the development of a successful self-disseminating biological control agent 
is not guaranteed, probabilities of success should be attached to the outcomes. There 
is a chance that the biocontrol won't be successful, and the benefits won't be 
realized. If the chances are 50:50, for example, then the expected value of the 
benefits are cut in half. Results of a sensitivity analysis are presented in Table 3. 
Table 3. Benefit: Cost Ratios For Possum Biocontrol Under Several Scenarios 
6% discount rate 
;~l~~~t~i~Ji~i~jJ;~~~rU :" :qWij;;':~@;::i:r~;' 
25 % cost saving, 50% 
probability of success 
;:~i~~~·;~rJ~~~~~~~~S· 
77: 116 
50% cost savings, 25% 77 : 116 
probability of success . . . .. . . 
!It~~~~~1~~~~~J~!U;tii;i;!n:t:~i$i$l!)~i~'. 
50% cost saving, 100% 
probability of success 309: 116 
10%discount rate 
26.6: 122 
27: 122 
.:···.;:~~:Wi~:; 
106: 122 
It should also be recognized that the advantages of a lower toxin load mentioned 
above (non-disseminating system) will also be realized under the successful 
development of a self-disseminating system, and should be added to the above 
estimates. 
This analysis indicates that a benefit stream of approximately $20 million per year, 
received in perpetuity beginning in 2020 would justify the expected cost of the 
research on the biological management of possums. At a 6% discount rate, the 
research could be justified solely on the grounds of cost savings over conventional 
control ifit achieved an 18% cost savings with certainty. Note that there is economic 
value associated with reducing the toxin load in the environment, but time and 
financial constraints precluded a calculation for these difficult to measure benefits. 
Conclusions on Possum Biocontrol 
A number of general conclusions can be drawn from the admittedly preliminary 
analysis presented in this case study. The economic/financial desirability of the 
outcome from research into the biological management of possums is much higher 
when the biological control agent can self-disseminate. It is also clear that the 
probability of success, and the degree of cost-savings conferred by a biological 
control agent are critical determinants of programme success from a benefit:cost 
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perspective if the programme is to be justified on the basis of cost-savings alone. 
While it is recognized that a reduction in the environmental toxin load that should 
accompany the successful development of a biocontrol agent has value, there is 
currently insufficient information available to value this benefit in monetary terms. 
It can be argued that the expectations for biological control research were initially 
optimistic. Researchers did not anticipate how long it would take to get a 'product' 
that could be successfully used in the field, and they didn't seem to anticipate a 
negative public reaction to the release of genetically modified organisms. The 
opposition (mainly from Australia) to a self-disseminating vector does not seem 
surprising in retrospect, but it did not appear to hamper the development of such a 
system. To be fair, however, the social/political environment that can be so critical 
to the overall acceptance of the research results for a programme like this is subject 
to rapid change. It can be argued, therefore, that public opinion should not be the 
sole determinant of the basic research agenda. 
If the delivery system is not self-disseminating, then the main benefits of biocontrol 
are associated with a reduction in the use of toxins. This translates into a reduction 
in the risk of poisoning non-targets, and a lower level of overall environmental 
contamination. There may also be an advantage in terms of New Zealand's Clean-
Green image, but this benefit is likely to be off-set by a wide-scale use of genetically 
modified organisms. 
The risk to non-targets of the biocontrol agent has not been widely discussed in the 
literature The current consensus seems to be that only possum-specific mechanisms 
will be targeted - essentially eliminating the risk to non-targets in New Zealand. It 
could be argued, however, that the risk of a biological control agent to non-target 
species in New Zealand is not fully understood. It is also true that a biological 
control agent that is specific to marsupials will not eliminate the non-target risk to 
native Australian marsupials if the biocontrol agent should be transferred across the 
Tasman. 
The framework developed above illustrates that basic environmental research is 
difficult - but not impossible - to evaluate ex ante. It should also be borne in mind 
that benefit cost analysis is not the only methodology available for the evaluation of 
public expenditure. In fact, there may be other ways (aside from expected 
value/CBA) to evaluate basic research, which has a more explicit recognition of risk. 
One possibility is multi-criteria decision analysis. 
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Summary 
MoRST is evaluating the Environmental Research output class of the Public Good 
Science Fund to identify inter alia the impacts of Environmental RS&T spending. 
Three specific questions are: How effective has the funding on Environmental 
RS&T been? Is Environmental RS&T having a positive effect by delivering real 
benefits to New Zealand, particularly to the environment? What influences the link 
between research and tangible positive benefits? This paper reports how case studies 
applied to irrigated agriculture and mussel farming were used to provide partial 
answers to these three questions. The case studies proceed by noting the possible 
benefits that Environmental RS&T may have created, and then tracing the link back 
to specific research projects that contributed towards the benefits. 
Keywords 
Environmental RS&T, benefits, irrigation, agriculture, mussel farming 
Introduction 
The Ministry of Research, Science and Technology (MoRST) is performing an 
evaluation of the Environmental Research output class. This evaluation is intended 
to contribute to ongoing decision-making about the Vote RS&T investment in 
environmental research. It will consider the effectiveness and efficiency of research 
carried out by reviewing both past investments and identifying future opportunities. 
One focus of the evaluation is the impacts of environmental RS&T spending? Is the 
research having a positive effect by delivering real benefits to New Zealand, 
particularly to the environment? How effective has the funding on environmental 
research been? What influences the link between research and tangible positive 
benefits? This paper reports on two case studies that shed light on those issues. 
The Government's total investment in Vote: RS&T is divided into 14 Output Classes, of 
which six are referred to as Public Good Science & Technology. Environmental 
research (Output Class 014) contributes primarily to the Government's 
Environmental Goal, which seeks to increase our understanding of the environment, 
including the biological, physical, social, economic and cultural factors that affect it. 
A total of $88.6 million in research funds were allocated through this Output class in 
2003/04. There are 13 portfolios in the Environmental Output class, which support 
four Environmental Strategic Portfolio Outlines (SPOs). 
By definition, the benefits of Public Good Science Fund (pGSF) research are diffuse. 
As a result, there are generally a number of funding partners facilitating this kind of 
research. The Environmental Output Class is no exception. Major funding partners in 
environmental research include the Department of Conservation, the Ministry of 
Agriculture and Forestry, the Ministry of Fisheries, Regional Councils, industry 
organisations such as the Animal Health Board and AGMARDT. The financial 
contribution that these groups make to environmental research varies by research output 
area, but overall it is significant. In many cases the Output Class 014 money supports 
the higher-risk, more fundamental research that underpins subsequent applied research. 
The mUltiple sources of funding makes it hard to calculate the returns specifically to 
Output Class 014 as the impact of the individual funding streams cannot be separated. 
A considerable amount of research has been completed investigating the social 
returns to R&D since early work by Griliches (1958) and others. Researchers have 
used two approaches to estimate the returns to these investments: econometric 
analysis and case studies. The former approach uses statistical techniques to examine 
the relationship between R&D and production processes in individual firms, 
industries or national economies. R&D may impact production processes by way of 
production costs, output levels or productivity. Total factor productivity (TFP) 
studies are increasingly popular means of investigating the relationship between 
R&D and national economies. The high level of aggregation in this approach avoids 
the need to identify project specific effects on beneficiaries. In New Zealand a recent 
study by Johnson (2000) uses econometric approaches to estimate the rate of return 
to New Zealand R&D investment. The study finds low rates of return to public 
investment in R&D and promising rates of return to private R&D. 
Case study research traces the investments made in a selected research programme 
and the flow of benefits deriving from the research. Analysts then complete a cost 
benefit analysis of the research programme by calculating the present value of the 
investments and the present value of the additional benefits the research has 
delivered compared to a counterfactual of no research investments. A review of the 
merits of the two evaluation approaches noted that case studies have advantages of 
transparency, the methodology is readily understandable and the beneficiaries of the 
research are able to be clearly identified (Industry Commission 1995: QA.15). 
Many research programmes in agriculture have been studied using case study 
evaluations and often they have reported very high returns to the R&D (Marshall and 
Brennan and 200 I). The authors noted some pitfalls to watch for with case study 
research including: 
Lags between R&D and innovation; 
Lags between innovation and adoption by end users; 
Decaying of stream of benefits from the research; 
The difficulty of modelling benefits if they are influenced by stochastic events; 
Failure to account for the counterfactual 'without-project' scenario. 
Other issues for case study evaluations include the possibility of selecting highly 
successful research programmes and hence being unrepresentative of all R&D, the 
difficulty of identifying and measuring the additional investment costs that may be 
required after the R&D is completed to achieve adoption. These items may lead to 
overestimation of the returns to the R&D. Another possibility is the knowledge 
generated by the R&D may have public good characteristics and be used widely or 
have spillover benefits that are hard to quantify, and hence the returns to the R&D 
may be underestimated. 
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There are clearly strengths and weaknesses of both evaluation methodologies and 
they may be best used as complements. This research project had limited time and 
budget available, insufficient for econometric analyses or comprehensive evaluation 
of the effects of environmental RS&T. Case study methodology was judged to be 
viable and a series of case studies was used to gain preliminary insights into the 
research questions. No claim is made that the projects selected for study are 
representative of the complete suite of investments in environmental RS&T. 
A workshop held in 2004 considered how the returns to RS&T might be evaluated. 
Participants noted that research was focused on benefiting the environment but 
identified two situations where commercial benefits might also arise: 
Environmental research is directed at providing some knowledge that directly 
benefits some sectors of the economy. 
Environmental research is directed at producing some knowledge that is 
subsequently of benefit to some sectors of the economy. 
The Workshop identified differing methodologies would be needed to identify and 
quantify the benefits from environmental research in these two situations. 
Methodology One identifies the research completed then attempts to identify and 
quantify the benefits the research has created. Methodology two identifies a 
particular sector or industry that has benefited from environmental research and 
attempts to trace the link back to the research that contributed to the benefit. There 
are differences as to the impact of the two methodologies. The first methodology 
allows an evaluator to account for all of the research projects that have been 
identified. In this way, it is possible, at least in theory, to say that all the benefits of a 
research funding programme have been accounted for. This is true even if some 
form of sampling is used. Such a finding is not possible with the second 
methodology. The advantage of the second methodology is that it potentially allows 
for a better definition of the benefits of environmental research, science and 
technology. Successfully accounting for all research is contingent on a documented 
complete (or relatively complete) list of research programmes being available. 
In this paper we report on application of Method II to environmental research 
benefiting irrigated agriculture and mussel farming. This required us: 
• Gaining a broad understanding of the context around irrigation and mussel 
farming development in NZ over the last 10-20 years; 
• Determining the nature of the environmental research, science and technology 
that has contributed to any growth in irrigation/mussel farming and the 
associated benefits (including to the environment) from that growth; 
• Determining what would have happened to irrigation/mussel farming 
development and to the broader values of society if the environmental RS&T 
had not been available over this 10-20 year period; and 
• Seeking third party comment on these putative benefits from research. 
Contribution Of Environmental RS&T To Canterbury Irrigation 
Canterbury, the area from the Waitaki River in the south to Kaikoura in the north, 
was chosen for study because: 
It is the area of New Zealand with the largest scale of irrigation development; 
It is also the area with the largest potential for future irrigation development; 
The region has seemingly abundant water resources for which there are 
competing instream (and sometimes of out-of-stream) demands, and 
It is a core issue area within the Government's Sustainable Development 
Programme of Action with regard to water. 
Irrigation, its ongoing development and issues surrounding its development, in 
Canterbury is not new (Table 1). When the Rangitata Diversion Race, taking water 
from the Rangitata River to the Rakaia River was built (initially as an employment 
scheme: M. Doak, MAF Policy, pers. comm.) in the 1930s the first major community 
irrigation scheme in New Zealand was launched. That scheme and similar smaller 
government funded schemes, i.e., Morven-Glenavy (Waitaki River), Levels (Opihi 
River), Greenstreet and Val etta (Ashburton and associated rivers), Glenmark (Weka 
Creek), Waiau Plains and Waiareka Downs (Waiau River) and Balmoral (Hurunui 
River) were subsequently established through until the late 1970s-early 1980s when 
government subsidies were removed from irrigation development projects. 
Subsequently, private irrigation development, mostly from underground resources 
has increased dramatically, especially in central Canterbury. Two community 
supported schemes, the Opuha and Waimakariri-Ashley, have been developed over 
the past decade. 
Table I. - History Of Community Irrigation Scheme Development In Canterbury 
Source Waterbody Irrigation Company Location Start Year Area, ha 
Waiau River Amuri North Canterbury 1975 20,500 
Hurunui River Balmoral North Canterbury 1981 5,250 
Waimakariri River Waimakariri-Ashley Canterbury 1999 18,000 
RangitataJAshburton Ashburton-Lynd Mid Canterbury 1949 25,000 
Eiffelton Mid Canterbury 1984 2,300 
Greenstreet Mid Canterbury 1973 2,100 
Mayfield-Hinds Mid Canterbury 1949 32,000 
Valetta Mid Canterbury 1959 7,385 
Opihi Opuha Canterbury 1998 16,000 
Levels Plain South Canterbury 1937 3,000 
Waitaki Lower Waitaki North Otago 1974 18,000 
Upper Waitaki South Canterbury 1965 490 
Morven-Glenavy-Ikiwai South Canterbury 1974 20,000 
Source: M. Doak, G. Elliot (MAF Policy, pers. comm.), D. Attewell (Irrigation consultant, pers. 
comm.) 
Further major developments are at various stages of investigation and planning for 
the Hurunui-Waipara areas (incorporating both the Hurunui and Waipara rivers), the 
Central Plains (incorporating both the Rakaia and Waimakariri rivers), the Barrhill-
Chertsey plains in Mid Canterbury (from the Rakaia River), south Rangitata 
(incorporating both the Rangitata and Orari rivers), the Mackenzie Basin (upper 
Waitaki catchment rivers), and South Canterbury generally (incorporating flow from 
the Upper Waitaki (diverted into South Canterbury via Burke's Pass) and the Lower 
Waitaki. Existing and potential developments, in terms ofland area and farmgate 
GDP generated p.a. in Canterbury, are shown in Table 2. The waterbodies listed in 
Table 2 are only those with a contribution to GDP of $Sm or greater. Note that while 
Canterbury has 61% of the country's irrigated land its contribution to GDP at the 
farmgate is 32%. Planned irrigation developments would increase the proportion of 
Canterbury's contribution to national irrigation output. 
Table 2. - Existing And Possible Canterbury Irrigation And Farmgate GDP Benefits. 
Water body Area currently Farmgate GDP Possible future Farmgate GDP 
irrigated (ha) generated community generated 
$ per annum irrigation (ha) $ per annum 
Waiau 16,500 21,000,000 
Hurunui 4,000 7,000,000 80,000 68,000,000 
Waimakariri 11,000 22,000,000 16,800 14,000,000 
Central Canterbury 56,900 55,000,000 
Groundwater 
Rakaia 4,100 8,000,000 107,200 74,000,000 
Mid Canterbury 50,015 39,000,000 
Groundwater 
Ashburton 6,386 7,000,000 
Rangitata 57,474 63,000,000 18,000 22,000,000 
Opihi 23,510 17,000,000 3,200 2,000,000 
Waitaki 46,060 57,000,000 136,400 115,000,000 
Total Canterbu!L 287,200 296,000,000 361,600 295,000,000 
Total New Zealand 475,700 920,000,000 470,000 660,000,000 
% Canterbu!2: 61 32 77 45 
Source: Adapted from Doak (2004: Tables 4 and 5, for the detailed river-related data) and Doak et al. 
(2004: Total area .nd farmg.te GDP data). 
Note: Farmgate GDP due to irrigation ~ GDP with irrigation - GDP without irrigation. $2002/03 
The central question in this research concerns the extent to which instream flow 
needs research has contributed (and/or will contribute) or not to the development of 
irrigation in Canterbury. According to Doak (2004: 3) " ... the potential for new 
irrigation is limited in some cases by existing legislative instruments, for example 
Water Conservation Orders." This 'limitation' has restricted the size of the potential 
irrigable area sourced from the Rakaia and is a direct result of research associated 
with defining the instream flow needs of fisheries (and to a lesser extent wildlife). 
Such limitations, mostly being minimum river flows set by regional councils and 
defined using tools generated by this research, have direct economic consequences to 
the nation but have a range of other benefits (e.g., for tourism, recreation, dilution of 
pollutants and biodiversity conservation). In the following analysis we examine the 
nature of the research, its influence on existing irrigation development (or non 
development), and its potential to contribute to future development opportunities 
(within a sustainable development approach). 
There are three major areas of environmental research that potentially influence 
irrigation development: 
Water Allocation: Protection of Instream Values - the effects on instream 
values of water resource development and the associated definition of 
environmental (minimum) flows, research; 
Nationally Significant Database: Water Resources and Climate - the research 
that provides information on the amounts of water available, its reliability of 
supply, on droughts, long term climate trends, etc; and 
Water quality research - research that might indicate irrigation is affecting 
water quality and that management practices will need to be modified. 
Advice from Dr Biggs (NIWA), G McFadden and M Doak (MAP Policy) indicated 
no decisions regarding irrigation development had been influenced by water quality 
research hence it was discounted from this research. Information about the Water 
Allocation research was gained via NIWA records and through interviewing Dr 
Biggs, NIW A. For the database and modelling research it was obtained via Dr C 
Pearson at NIWA. The database programme is summarised in Bicknell et al. (2004). 
Water Allocation research began in earnest in the early 1980s and its capacity has 
slowly increased over the last 25 years (see Figure 1 and Table 3). Units in Figure 1 
are based on FTE equivalent researchers working in this field (B. Biggs, NIWA, 
pers. comm.). Initial work was very focused on utilising US models under New 
Zealand conditions and almost solely for exotic fish species. Over the past IS years 
this work has shifted toward New Zealand conditions, broader ecosystem component 
issues (e.g., algae, bed load movement) and other taxa (e.g., invertebrates). The focus 
now is on validating the relationships between predictions and reality and on refining 
tools to further improve their predictive capacity, over a range of different systems. 
Figure 1. - Community Irrigation Scheme Development In Canterbury And Research 
Effort Into Defining Instream Flow Needs 
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A comparison of costings from 1992/93 to 2003/04 based on FTE estimates and 
contract price has been carried out and while there are differences they are not 
significant given the large size of economic data reported in other analyses in this 
research. 
Research in the Nationally Significant Database: Water Resources and Climate areas 
began with the 'simple' tasks of recording river flow and other data. This was 
followed by developing the understanding of the hydrology and geomorphology of 
river basins across the country, and weather patterns on a national basis. 
Subsequently the research has moved into high level modelling of fluvial systems, 
atmospheric processes and rainfall, and intense weather (including droughts), and is 
now focused on forecasting and mitigating the effects of extreme events. 
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Outcomes From The Research 
The Water Allocation: Protection ofInstream Values research has improved the 
ability of scientists and managers to define environmental flows for maintaining 
instream needs in streams and rivers, especially for fisheries. In some respects this 
might, or might not be, considered a negative outcome for irrigation developers. 
Prior to, and including much of the 1970s, instream flow needs were given scant 
regard in water allocation decision making. The passage of the 1981 Amendment to 
the Water and Soil Conservation Act (the Wild and Scenic Rivers legislation) 
changed the balance of competing interests. For the first time in New Zealand the 
interests of instream users had real power. Around the same time major irrigation 
schemes, some being considered as part of 'Think Big', were being proposed. These 
included the Central Plains scheme, which was going to be supplied from the Rakaia 
River, and major power development along the lower Waitaki River. Significant 
research input was made into instream flow needs in these rivers. In the case of the 
former this became associated with a Water Conservation Order application which 
was subsequently granted and which has resulted in a maj or constraint occurring for 
water resources development from the Rakaia River. As noted by Doak (2004) this 
regulation constrains irrigation development in Central Canterbury (i.e., it has a GDP 
cost to the nation). It does however, appear to help protect the instream values ofthe 
Rakaia River (which of course has multiple benefits to the nation such as in terms of 
tourism, clean and green image, meeting Biodiversity Strategy requirements). These 
same tools have now been used (and are currently being used to define minimum 
flows in lowland streams in Canterbury) to help set minimum flows for most major 
waterways in Canterbury (Table 3), again providing a measure of protection for 
instream users and helping to ensure sustainable development principles are 
achieved. The research is therefore helping to provide certainty, in two ways: 
1. Instream users are becoming increasingly confident that flows set by 
Environment Canterbury via the tools developed by NIW A will protect their 
interests; and 
2. Out-of-stream users know what water is potentially available for their needs 
and can design systems of management to meet their requirements. 
In the Nationally Significant Database: Water Resources and Climate research there 
has been a huge improvement in national capability and capacity in the prediction of 
river levels and weather patterns and events. The database is utilised by a range of 
PGSF research programmes and by a wide range of users, and contributes to the 
sustainable management of freshwater resources, amongst a wide range of outcome 
areas, including for the development of irrigation schemes. This research is used to: 
understand reliability of supply under a range of operational constraints, e.g., 
variable instream flow regulations; and 
understand the relationship between climatic events and irrigation needs. 
In both areas of environmental research industry is playing an increasing role in 
terms of information requests and funding contributions. This support is likely to 
increase further if community irrigation schemes are given further support under 
government economic growth initiatives. 
Possible Future Benefits From The Research 
In terms of the Water Allocation: Protection ofInstream Values research new 
research can be used to review past decisions. For example, it might (or might not) 
be that the existing Rakaia Water Conservation Order conditions are too stringent 
and more than meet instream flow requirements. A review of the Order, subject to 
application of these tools, might then make more water available for irrigation. On 
the other hand streams and rivers where flows were never set using contemporary 
tools are now in the process of having instream flow requirements reconsidered. In 
Canterbury this seems likely, ifthe recommendations are implemented by the 
Regional Council, to lead to restrictions on existing water users. Such restrictions 
will not, however, necessarily reduce either the area under irrigation or the value of 
prodUction - more likely they will change irrigation practices and day-to-day 
management of these takes. 
Table 3. - Influence Of Water Allocation Research On Minimum Flow Setting For 
Major Canterbury Rivers (Based On B. Biggs, NIWA, Pers. Comm.) 
River 
Hurunui 
Waipara 
Ashley 
Waimakariri 
Rakaia 
Ashburton 
Rangitata 
Opihi 
catchment 
Waitaki 
Use of water allocation research in 
setting minimum flows 
IFIM' used in 1983 to set flows 
Minimum flow set using NIW A 
methodologies 
Mid-I980s new minimum flows 
based on IFIM approach 
New minimum flows based on 
NIW A IFIM approach 
IFIM approach used in 1980s 
National Water Conservation Order 
process 
IFIM based survey and modelling 
completed, but not implemented? 
IFIM approach used in Water 
Conservation Order process 
IFIM based survey and modelling 
completed, but not implemented? 
IFIM and related approaches used to 
define environmental flow regime 
Implications for present and future 
irrigation development 
Forcing developers to think about water 
storage and transfer options 
Potential constraints on booming olive and 
grape growing industries - developers 
investigating storage aod diversion of 
Hurunui flows into the catchment 
Both Waimakariri-Ashley scheme still able 
to be developed and potential use of further 
water for a Central Plains Scheme still 
feasible 
Probably constraining development of 
Barrhill - Chertsey scheme through added 
infrastructure costs; also limiting other 
irrigation development 
Could result in lost development 
opportunities for South Bank of the 
Rangitata irrigation 
NIWA analyses used to help determine how 
much water potentially available for 
irrigation 
Estimates Of Value Of Outcomes From Environmental Research For 
Canterbury Irrigation. 
We know the value of irrigation at the farrogate for both Canterbury (see Table 2) 
and the nation. It seems fair to presume, given the history of irrigation scheme 
development in Canterbury (Tables 1, 3), that most of the existing schemes have not 
been greatly influenced by the Water Allocation: Protection ofInstream Values 
, IFIM, or Instream Flow Incremental Methodology is essentially the core tool used in most of the 
defining of environmental flows work. 
~ 
research (perhaps with the exception of the Waimakariri-Ashley and Opuha 
schemes). Equally, it appears likely that little information was necessary from the 
database records for the original schemes (e.g., those developed in the 1930s and 
1940s from the Rangitata and Opihi rivers) to have developed, i.e., a largely 'suck-it-
and-see' approach was taken. However, it is becoming increasingly obvious that 
future schemes are going to rely on careful water management (optimisation) based 
on reliable information about climate, flows and instream needs. This view is 
perhaps reinforced by the constraints now being faced by irrigation developers in the 
face of river environmental flow regimes which are increasingly being based around 
Water Allocation research (see Table 3). 
Much of the water resource availability (database) information and associated tools 
are now available as a result ofFRST (or previous equivalents) funded research. The 
GDP benefit data in Table I can therefore be used in a 'rough' analysis of the future 
benefits to the region compared with the costs of the research (both historical and 
future), say over a 5 year implementation period (Figure 2). Clearly, albeit based 
solely on a very limited and narrow economic evaluation, there is an enormous 
economic potential to Canterbury and to New Zealand from this research. 
Figure 2. - Net Benefit (GDP Minus Annualised Costs Of Research OfIrrigation 
Development At The Farm Gate In Canterbury) If The Proposed Schemes All 
Proceed As Planned, Given A Phase In Period Of 5-1 0 Years. 
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The projections assume 2003/04 levels of research will continue until the schemes 
are fully operational; for Water Allocation research 100% funding has been included 
until 2014 when it is reduced to 20% ongoing funding; for Databases we have 
modelled on the basis of 30% funding contributing to irrigation planning from 2004 
onwards. The 'true' value of the research is the difference in net benefits/costs from 
the difference between irrigation without the knowledge and irrigation with. Only a 
proportion of the value of irrigation should be attributed to the research. 
Implications And Insights 
There are lag effects to research uptake, which seem largely politically driven, in 
terms of implementing tools from the Water Allocation: Protection of Instream 
Values research. However, as water resources increasingly come under pressure from 
competing uses it appears likely that these tools will be relied on more and more in 
decision making processes. 
The few more recent irrigation schemes developed and those currently in the 
planning process are subject to increasing pressure as a result of the implementation 
of Water Allocation research derived management tools. Future schemes will require 
the tools that have been and continue to be developed by NIWA (and others in 
future) and because of competing demands from instream users they will require 
accurate information about river flows, reliability, etc. Planning for new schemes 
will be about certainty and this research is helping provide the tools necessary to 
achieve that goal. If the government, or other funding organisation, supports the 
range of existing community irrigation scheme proposals then it seems more than 
likely under current legislation that these tools will need to be used in decision 
making processes. Otherwise, it appears likely that the very powerful instream lobby 
groups will successfully challenge decisions in court, based around arguments that 
decision makers did not use the best available information, etc., or that a more 
precautionary approach should be taken in water management decision making. In 
this sense then, while the existing Water Allocation research appears to have had 
little influence on most of the present irrigation in Canterbury it is strongly 
influencing current planning and will continue to do so given the current focus on 
sustainable water resource development. 
The Nationally Significant Database: Water Resources and Climate is equally 
important when debates about scarce resources are occurring. Increased certainty 
around issues of resource availability and planned developments are increasingly the 
focus of Council planning, developer planning and in Environment Court 
deliberations (KH, pers. obs.). Databases, including river flows, have contributed to 
the development of irrigation schemes in Canterbury, including the Opihi River flow 
augmentation scheme. Again, it is an absolute certainty that all future water resource 
development in Canterbury will require ongoing database information. 
Environmental R,S&T And Marlborough Sounds Mussel Farming 
Several new locations for growing mussels have developed in the last fifteen years 
including Golden Bay, Hauraki Gulf, Coromandel and Banks Peninsula. In the 
Marlborough Sounds there has been growth in the total area of mussel farms but no 
change in the number of bays farmed. The total farmed area reached 2500 hectares in 
1998, with 1,840 hectares (74%) in Marlborough and 100 hectares in Nelson (4%). 
The total annual harvest in green-weight for the year ending March 1998 was 68,478 
tonnes. For Marlborough these figures were 52,699 tonnes (76.9% of national 
output). Nelson farmed 2,400 tonnes (3.5% of national output). Figure 3 shows the 
growth in GreenshelFM mussel production since 1977. By 2002 the Greenshell™ 
mussel industry with 78,000 green-weight tonnes output contributed more than 70 
percent of New Zealand's marine farming tonnage of output. The mussels were 
harvested from around 4,700 hectares of marine farms employing around 2,000 
people for farming and processing. Total sales were around $220 million in 2002, 
and export receipts were $185 million in 2002. Most of New Zealand's GreenshelFM 
output (around 85 percent) is destined for the export market. 
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Figure 3. - GreenshellTM Mussel Production 
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The main driver of the growth in New Zealand aquaculture production and exports is 
demand for the GreenshellTM mussel products. This growth has slowed recently due 
to the downturn in the US economy, a weak Asian market, SARS and other world 
market factors. Greenshel1™ mussels are not a high value product and the profit 
margins are typical1y small, a consequence of the national and international industry 
structure and the current world market. 
The productivity of mussel farms unexpectedly sagged in 1997-98, in Marlborough 
Sounds and in Stewart Island. There was speCUlation over the cause of the 
productivity decline, including the possibility that aquaculture was exceeding the 
carrying capacity of the bays. Investigation to determine the explanation for the 
productivity decline was completed by NIWA's shellfish sustainability programme. 
It used findings developed in the NIW A Ocean Ecosystems programme in the 
Hauraki Gulf where similar ecosystem behaviour had been observed. The research 
identified that EI Nino weather was effecting ecosystem behaviour and 
'environmental forcing' is believed to provide the best explanation for the 
productivity sag (A.Ross, pers. comm. 06/05/04). With an explanation available for 
the productivity decline and other NIW A research showing that small existing 
mussel farms had only localised effects on the marine ecosystem, mussel farm 
investors had a scientific basis to support expansion of the industry. 
Environmental RS&T Relevant To Mussel Farming. 
Research programmes relevant to mussel farming have pursued two main themes: 
How can we understand the environment to help managers make aquaculture more 
productive; How does aquaculture effect the environment. NIW A has been the main 
recipient of PGSFIPGS&T funds for environmental research looking into the effects 
of mussel farming and influences upon mussel farming. Table 4 provides a summary 
of the funding received for this work. 
The Cawthron Institute received some funds for these purposes. The Mussel 
Industry Council (MIC) and Cawthron used industry funds for conducting such 
research. John Willmer (SeaFIC pers. comm.) noted that most research in this area is 
driven by the MIC, the Aquaculture planning group at MFish as well as by Regional 
Councils. SeaFIC is not a research provider. Neville Smith (MFish pers. comm.) 
stated that MFish did not do a lot of environmental impact research. Any research 
would have only started recently, likely to be focused on the effects of increased 
mussel farming on local fish populations and not funded by PGSFIPGS&T. Daniel 
Lees (MFish pers. comm.) confirmed that MFish is not doing its own research but 
requires applicants to provide more information on cumulative effects of mussel 
farming since MFish considers current impact analysis as inadequate. 
Table 4. - FRST Funding To NIWA For Aquaculture (in '000) 
Programme Title Contract 94/95 95/96 96/97 97/98 98/99 99/00 00/01 01102 
Sustainability of 
cultured and enhanced 
fisheries COl431 208 
Sustainabilityof 
cultured fisheries COl504 187 
Ecosystem Dynamics 
in Estuaries (part) COl517 125 125 
Sustainability of 
Cultured Shellfisheries C01604 250 250 
Vertical Processes and 
Phytoplankton 
Dynamics in Coastal 
Inlets C01630 145 269 
Sustainability of 
Coastal Ecosystems 
and Cultured 
Shellfisheries COl604 644 680 
Sustainability and 
Enhancement of 
Cultured and Wild 
Shellfisheries COIXOO03 660 660 
Total 208 312 520 519 644 680 660 660 
The research projects identified begin as early as 1994. One major project is 
"Sustainability and enhancement of Coastal Ecosystems and Cultured Shel1fisheries" 
conducted by NIW A and first initiated in 1994. It went through several name 
changes and has at least a couple of sub-projects, "Bivalve food supply ... " and 
"Natural and anthropogenic change in coastal ecosystems". The "Sustainability" 
project partial1y uses a database created with the "Vertical Processes and 
Phytoplankton Dynamics in Coastal Inlets" project. A further big project "Ocean 
Ecosystems: Their contribution to New Zealand Marine productivity", also 
conducted by NIWA, does not have its primary focus on mussel farming, but its 
outputs feed into the findings of the "Sustainability" projects. Some of this research 
has been supported by industry input, either through monetary support or through 
FTE (data collection). There are active communication channeJs between the 
different research providers and end users. These support the furthering of the 
research as well as the implementation of the results. 
The Cawthron Institute presently has two areas of research involving the mussel 
industry; mussel production systems and environmental interactions (impacts) of 
farming. The first programme is largely FRST-funded although there are significant 
contributions from industry. The second programme is funded from other sources 
.... ,... 
(industry, stakeholders, regulators). The themes of this work are sustainability and 
carrying capacity of mussel farming, effects of mussel farms on the seafloor 
environment as well as effects of mussel farms on fishing and fishery resources. 
This programme commenced in earnest around three years ago and is ongoing. More 
importantly, the work has been performed in response to direct demand from 
stakeholders and results of the work have been extensively used in resource consent 
hearings and in the Environment Court. The budget is of the order of many hundreds 
of thousands of dollars per year. It is also possible that some of this work duplicates 
PGSF work. Table 5 summarises annual investments in Environmental RS&T. 
The MIC comments that the best outcomes from funding into environmental issues 
have been the development of their Environmental Management System (EMS) 
which was funded by the New Zealand MIC, the MfE Sustainable Management 
Fund, Marlborough District Council and Environment Waikato. The EMS 
(Environmental Policy) released in 1997 and the Environmental Code of Practice 
released 1999 are world leading and underpin the ability of the New Zealand mussel 
industry to be self managed, environmentally sustainable, internationally marketable. 
Table 5. - Present Value Of Annual Investments In Environmental RS&T 
Actual value Present value 
Year SUM p.a. CPladj 3% 6% 10% 
1995 $1,544,000 $1,830,719 $2,388,673 $3,092,962 $4,316,740 
1996 $1,689,000 $1,946,555 $2,465,838 $3,102,513 $4,172,613 
1997 $1,749,000 $1,964,751 $2,416,396 $2,954,259 $3,828,744 
1998 $4,318,000 $4,811,733 $5,745,461 $6,825,536 $8,524,279 
1999 $4,080,000 $4,528,352 $5,249,601 $6,059,956 $7,292,956 
2000 $3,933,000 $4,343,502 $4,888,650 $5,483,571 $6,359,321 
2001 $4,110,900 $4,366,357 $4,771,237 $5,200,402 $5,811,622 
2002 $3,614,510 $3,770,630 $4,000,261 $4,236,680 $4,562,462 
2003 $3,346,000 $3,397,995 $3,499,934 $3,601,874 $3,737,794 
Total $28,384,410 $30,960,594 $35,426,051 $40,557,752 $48,606,531 
The information in Table 5 has to be interpreted with caution. The environmental 
RS&T includes the multi-million dollar projects focused on the ocean ecosystems 
and the sustainability research (both conducted by NIWA). Both of the research 
projects deal with mussel farming or impact mussel farming, but aquaculture activity 
is only one part of the research. The other research included in Table 5 is also not 
only regarding mussel farming. As SUb-projects feed off each other and transfer 
results, it is difficult to determine how much of the above research directly looks at 
the environmental impact of mussel farming. 
A key judgement is that growth of the mussel industry would have plateaued or even 
declined if there had not been knowledge about the influences on mussel farm 
productivity provided by environmental RS&T. Increasing public concern about the 
possible impact of mussel farming on the marine environment could have halted 
growth of the industry in the Marlborough Sounds. Production could have stagnated 
on 1996 hectares and tonnages. 
An economic outcome of the research is the knowledge about factors affecting 
mussel farm productivity provided investors with enough certainty to continue 
investing during the 199Q's and expand GreensheHTM mussel production. The 
research results helped strategic decision making for economically and 
environmentally sustainable growth of the industry. We have modelled the 
production from the industry and compared the Present Value of actual output to the 
Present Value of output if production did not increase above its 1996 level. Table 6 
presents the results of that modelling. Three discount rates (three, six and ten 
percent) are used to test the sensitivity of the PV to variation in that factor. Table 7 
illustrates that at each discount rate the PV ofloss in production and earnings over a 
eight year period is very large. 
These possible foregone production and earnings Present Values must be treated with 
considerable caution as there is no way to check if the counterfactual we have 
modelled would have occurred in the absence of the environmental research. 
Further, the production and earnings PV that did occur since 1996 were achieved 
after major investments in production systems, harvesting, processing and marketing. 
Finally the foregone economic surpluses from production (rather than gross earnings) 
since 1996 would provide a more accurate measure of the net benefits obtained as a 
result of the environmental research. 
Table 6. - PV Of Output Foregone If Production Stable At 1996 Level. 2.0.04 $ M. 
May .04 
1996 1997 1998 1999 2.000 2001 2002 2003 sum 
GWT value m$, 
adj EPr .a 39 :62:' ',:l:(f:109 Is' , .69' '1'6. ' 407 
Discountrate 
10% 
GWT value m$, 
adj EPr 0 51 78 43 126 17 75 79 469 
Underlying data: 
Export prices/t 3.641 3,.097 3.566 4,024 6 . .057 6,991 6.422 6.422 
GWT produced 63750 71250 7500.0 70000 78000 66000 75000 75000 
netGWT value m$ 0 23 40 25 86 16 72 72 
netGWT value m$ 
Epradj 0 26 44 27 86 13 62 72 
How does the research cost compare to the possible benefits that we have estimated? 
As mentioned above, the level of FRST investments into environmental RS&T 
looking at marine mussel farming is hard to determine. However, Table 7 shows that 
even if the full amount of FRST environmental RS&T were taken into account, the 
benefits would be greater than the costs of this research. This assumes that the 
industry would not have been able to grow since 1996 without the support from 
FRST investments. It should be noted that the industry itself had to invest 
considerable amounts into contracting research such that it would be allowed to 
produce or expand, FRST has also invested at least a similar amount of money into 
production enhancing research that it has invested into environmental research. 
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Table 7. - PV Of Environmental RS&T And Possible Forgone Mussel Output 
Discount rate ~~6% 
• A. _.>t .. ....... 1 
FRST investments m$ 35 41 
netGWT value m$, adjEPI 366 407 
%FRSTIGWT 9.67% 9.96% 
m$FOB 305 331 
%FRSTIFOB 11.63% 12.26% 
m $ FOB, adjEPI 234 257 
% FRSTladj FOB 15.13% 15.79% 
FRST investments calculated from 1994/95 onwards 
Industry developments calculated from 1996 onwards 
Conclusions 
10% 
49 
469 
10.36% 
369 
13.18% 
290 
16.76% 
Overall then it is clear the environmental research in these two case studies is 
benefiting New Zealand in multiple ways. Instream users, including biodiversity 
conservation interests, can be increasingly reassured their needs will be met in water 
management decision-making. And, irrigation interests can plan for management 
more satisfied that instream needs have been clearly and substantively defined, and 
that flow and climate information is as certain as the databases and their 
interpretation can provide for. Mussel farmers are being provided knowledge that 
demonstrates mussel farming at current levels is environmentally sustainable. 
Regional governments have information that allows them to judge the merit of 
resource consents for further mussel farm ventures. 
Some general conclusions can also be drawn. RS&T contributes by increasing our 
knowledge about selected components of 'the environment.' The additional 
knowledge reduces the level of uncertainty that investors, government (local 
regional, national) and individuals face and enables then to make better informed 
decisions. In some cases the knowledge gained has unexpected value that may not 
be recognised for some time after the research has occurred. This provides an 
argument for long-term data collection in cases such as river flow levels, 
meteorological data, indicators of the state ofland, air and water. 
Investors, individuals and government choose when to make use of the new 
information and in some of the case studies the lag between information availability 
and consequent action has been two or more decades. Political decisions, including 
inaction, often plays a major role determining when benefits are derived from 
research. Research that results in new knowledge may reduce the room for politicians 
to prevaricate and delay acting on research. Capturing benefits from RS&T very 
often involves further investments including constructing irrigation races and spray 
systems, new mussel farms. Once these additional investments have occurred there 
will be varying length time lags before the additional benefits reach their maxima. 
The case studies provide some insights into the magnitude of the benefits from their 
specific RS&T. The case studies provide incomplete basis for evaluation of the 
Benefit:Cost ratio for RS&T as they do not include estimates of the additional 
investments required to realise the potential benefits. In all five case studies the 
benefits from the RS&T (or a substantial percentage of them) will occur in the future. 
The case studies reported are not claimed to be representative of all New Zealand 
environmental RS&T. We do not argue that additional investments in environmental 
RS&T would achieve similar benefit cost ratio to these case studies . 
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Abstract 
Past empirical benefit measures and other information originally obtained through primary data 
collection can be used for assessing and analyzing current management and policy actions. This use 
of past valuation information for current policy analysis is called benefit transfer. In this report, we 
present information from our database of 1239 consumer surplus estimates usable for benefit 
transfer that we created from our extensive literature review. The outdoor recreation use value 
database spans from 1967 through 2003 with activities ranging from birdwatching and picnicking to 
rock climbing and snorkeling. 
A park manager or other planner could easily use the information from our database to estimate 
consumer surplus values for a park, region, or activity, separately, or in combination. For instance, 
consumer surplus per person per day for wildlife viewing is US$35.30. However, if you are 
interested in a specific area, such as Alaska, you would find that the consumer surplus for wildlife 
viewing is US$41.ll. Here, we see that the wildlife value in Alaska is higher than the overall 
average of wildlife viewing, which may be due to the fact that many people go to Alaska to see the 
big five: wolves, brown bears, dall sheep, caribou, and moose. Databases such as these provide a 
vast amount of valuable information and can easily be used by a wide range of audiences, from 
academics to land managers to politicians. 
INTRODUCTION 
Several United States federal agencies including the National Park Service, U.S. Fish and Wildlife 
Service, Bureau of Reclamation and the USDA Forest Service require information on recreation 
values to feed directly into a need for credible measures of benefits. In this case, we are interested 
in developing credible measures of benefits for outdoor recreation. This goal is accomplished 
firstly by providing information from a literature review of United States outdoor recreation use 
value economic studies spanning 1967 to 2003. And secondly, by providing some basic guidelines 
to perform benefit transfers in the context of recreation use valuation. Therefore, we are not 
presenting a cookbook for benefit transfers, but instead we are presenting a guide to the empirical 
estimates available. l 
DATA 
Literature Review Efforts, Past and Present 
We provide data on outdoor recreation use values based on empirical research conducted from 1967 
to 2003 in the United States. This data is the compilation of five literature reviews conducted over 
the last twenty years. The first four reviews covered the outdoor recreation value estimation 
literature from the mid-1960s through 1998 (Sorg and Loomis 1984; Walsh et a11988; MacNair 
1993; Rosenberger and Loomis 2001). We then combine the data from the previous literature 
1 A more complete discussion of benefit transfer protocols can be found in Rosenberger and Loomis, 200 I 
reviews and combine it with our literature review, covering new studies from 1998 through 2003. 
In this new review, we were able to obtain 479 new observations. 
New data were combined with old data to create a database of 1239 observations spanning 1967 
through 2003. Table I presents data separated by the 30 activities reported. Information that can be 
observed includes the number of studies, number of estimates, mean, standard error, standard 
deviation, and range of values. In brief, the activities most commonly found include hunting, 
fishing, wildlife viewing, and camping. Values are in 1996 US$ and range from a low of 
US$.33/per person/per day for hiking to US$464.02/per person! per day for fishing. The average 
estimate of consumer surplus is US$39.70/ per person! per day across all 1239 observations. 
tH 
.... 
Table 2 breaks down the information further by subdividing the activities by region. Six regions are 
used that roughly follow U.S. Census Regions: Alaska, Intermountain, Northeast, Pacific Coast, 
Southeast, and our own construct, Multiple Area. Multiple Area was included as several of the 
studies spanned more than one region. Here we find 354 observations in the Intermountain area, 
306 in the Northeast, 281 in the Southeast, 186 in the Pacific Coast, 26 in Alaska and only 86 in the 
Multiple area studies. 
Table 2. Summary Statistics on Average Consumer Surplus Values by I 
Activity and Region per person per dav 1967·2003 (1996 US$) I 
I I I 
Alaska Intermountain Multiple Area Northeast Pacific Coast Southeast 
Studies 
Activity N Mean N Mean N Mean N Mean N Mean N Mean 
Backpacking 6 $43.42 
Birdwatchino 3 $29.05 5 $22.05 
Campina 21 $28.93 2 $9.85 10 $27.59 4 $86.96 11 $21.49 
Cross Country 7 $24.90 1 $12.67 3 $28.83 1 $40.32 
Skiino 
Downhill Skiina 3 $33.02 1 $19.61 1 $20.90 
Fishing 4 $51.66 48 $41.31 14 $39.61 69 $27.17 15 $36.97 27 $66.01 
Floatboatingl 1 $15.13 22 $56.42 1 $28.34 6 $73.60 4 $23.20 47 $106.22 
Raftingl 
Canoeino 
General 1 $12.37 12 $40.38 3 $3.33 5 $14.06 9 $26.96 9 $35.64 
Recreation 
Going to the 22 $35.50 11 $27.60 
Beach 
Hiking 1 $12.93 7 $32.11 1 $20.87 3 $62.65 49 $19.37 7 $50.32 
Horseback 1 $15.10 
Ridino 
Hunting 7 $54.73 109 $40.46 12 $51.41 87 $39.54 18 $37.91 44 $29.47 
Motorboating 7 $44.73 1 $28.63 3 $24.73 8 $22.45 13 $49.10 
Mountain 6 $153.73 1 $17.61 1 $34.11 16 $41.40 8 $41.35 
Bikino 
Off Road Vehicle 7 $19.01 1 $19.94 1 $33.64 1 $4.37 
Drivino 
Other 10 $46.96 1 $17.36 1 $62.06 4 $25.06 
Recreation 
Picnicking 5 $23.56 1 $15.69 2 $47.04 3 $53.52 2 $30.52 
Pleasure 3 $7.01 4 $58.12 1 $30.38 1 $17.79 2 $120.65 
Drivino 
Rockclimbino 3 $42.04 12 $22.35 1 $85.74 11 $71.42 
Scuba Divino 14 $14.93 10 $43.83 
Sightseeing 1 $13.20 11 $19.65 1 $14.86 2 $101.19 4 $16.89 9 $38.38 
Snorkeling 9 $25.26 
Snowmobilina 8 $30.24 
Swimminq 1 $24.62 1 $19.63 7 $18.51 4 $22.74 13 $50.77 
Visit Env. Education Center 1 $5.01 
Visiting Arboretum 1 $11.28 
Visiting I 1 $23.59 
'Aquariums 
Waterskiing 2 $47.47 1 $55.83 1 $12.61 
Wildlife 8 $41.11 61 $31.03 29 $46.97 65 $26.08 23 $60.40 54 $33.42 
Viewing 
Windsurfina 1 $329.56 
Totals 26 $38.20 354 $39.58 86 $36.61 306 $32.04 186 $34.96 281 $52.42 
The original study was sponsored by the USDA Forest Service while this update is sponsored by the 
National Park Service. Therefore, we included a summary of the various agencies (Table 3). This 
table categorizes the data according to region and recreation area. Recreation area is subdivided 
into National Forest, National Park, State or City Land, and Various Land Entities. We also include 
a separate category that presents the observations that were found in Wilderness areas by region. 
Overall, 186 observations were in National Forests, 49 in National Parks, 990 in other locations, 
and 14 spanning various entities. Ofthe 1239 studies, 108 were found to be in Wilderness areas. 
Table 3. Summary Statistics on Average Per Day Consumer Surplus Values by Public 
Land Type and Wilderness-1967 to 2003 (1996 US$) 
Alaska Intermountain Multiple Area Northeast Pacific Southeast Totals 
Studies Coast 
Recreation N Mean N Mean N Mean N Mean N Mean N Mean N Mean 
Area 
All 
Various Entities 12 $22.35 2 $29.72 14 $23.40 
National 3 $11.49 40 $21.65 9 $18.69 34 $25.76 53 $18.98 47 $96.40 186 $40.22 
Forest 
Nalional 3 $7.01 29 $33.90 11 $89.21 6 $22.36 49 $43.26 ! 
Park 
State or 20 $46.89 285 $42.67 65 $41.72 272 $32.83 120 $37.13 228 $44.15 990 $39.661 
City Land 
Wilderness Recreation 32 $34.73 17 $23.72 8 $21.23 46 $21.85 5 $98.89 106 $29.48 
We then further subdivide our results by activity and region. These results are presented in Table 4. 
The region with the least amount of activities was Alaska with nine. This does not mean that only 
nine activities can be participated in while visiting Alaska, but that we only found consumer surplus 
studies for nine. None of the regions encompassed all 30 activities, however, the Northeast, 
Southeast, and Multiple area studies represented 21 ofthe 30 activities. 
Table 4 Detailed Descriptive Statistics on Average Per Day Consumer Surplus 
Values by Activity and Region ·1967 to 2003 (1996 US$) 
-,. t . ,. 
Alaska Region 
Fishing 4 $51.66 $7.66 $15.36 $36.00 
Floalboallng! Rafting! Canoeing 1 $15.13 $15.13 
General Recreation 1 $12.37 $12.37 
Hiking 1 $12.93 $12.93 
Hunting 7 $54.73 $4.01 $10.61 $39.22 
Pleasure Driving 3 $7.01 $3.06 $5.30 $2.52 
Sightseeing 1 $13.20 $13.20 
Wildlife Viewing 6 $41.11 $7.91 $22.36 $8.91 
Alaska Region Total 26 $36.20 ~.'!i!!lli mmJit!~ $2.52 
Intermountain Area Studies 
Camping 21 $28.93 $5.53 $25.36 $1.69 
Cross Country Skiing 7 $24.90 $3.82 $10.11 $11.71 
Downhill Skiing 3 $33.02 $11.57 $20.04 $12.54 
Fishing 48 $41.31 $5.80 $40.18 $7.47 
Floalboaling! Raftlngl Canoeing 22 $56.42 $11.94 $55.98 $2.25 
General Recreation 12 $40.38 $17.43 $60.39 $6.59 
$66.26 
$15.13 
$12.37 
$12.93 
$71.21 
$12.66 
$13.20 
$70.33 
$71.21 
$97.22 
$38.74 
$52.59 
$189.40 
$263.68 
$214.59 
Hiking 7 $32.11 $6.53 $17.27 $10.71 $63.13 Mountain Biking 16 $41.40 $2.28 $9.11 $26.42 $65.62 
Hunting 109 $40.46 $2.79 $29.17 $2.17 $141.09 Off Road Vehicle Driving 1 $33.64 $33.64 $33.64 
Motorboating 7 $44.73 $21.61 $57.17 $4.41 $169.68 Other Recreation 1 $62.06 $62.06 $62.06 
Mountain Biking 6 $153.73 $34.21 $83.79 $54.90 $246.41 Picnicking 3 $53.52 $33.05 $57.25 $12.66 $118.95 
Off Road Vehicle Driving 7 $19.01 $3.59 $9.51 $6.63 $34.05 Scuba Diving 10 $43.83 $21.55 $68.14 $4.36 $208.37 
Other Recreation 10 $46.96 $14.47 $45.76 $10.14 $172.35 Sightseeing 4 $16.89 $11.26 $22.53 $4.36 $50.64 
Picnicking 5 $23.56 $3.41 $7.62 $11.34 $32.30 Snorkeling 9 $25.26 $12.80 $38.39 $4.38 $112.74 
Pleasure Driving 4 $58.12 $27.69 $55.38 $22.01 $139.78 Swimming 4 $22.74 $9.46 $18.91 $5.05 $49.08 
Rockclimbing 3 $42.04 $6.32 $10.95 $29.82 $50.95 Wildlife Viewing 23 $60.40 $14.08 $67.53 $5.91 $289.90 
Sightseeing 11 $19.65 $7.21 $23.90 $0.54 $83.94 Pacific Coast Area Studies Total 186 $34.96 $38.69 $0.33 $289.90 
Snowmobiling 8 $30.24 $11.03 $31.21 $8.99 $103.70 
Swimming 1 $24.62 $24.62 $24.62 Southeast Area Studies 
Waterskiing 2 $47.47 $10.91 $15.43 $36.56 $58.39 Birdwatching 5 $22.05 $5.34 $11.93 $7.87 $36.06 
Wildlife Viewing 61 $31.03 $2.75 $21.46 $4.38 $161.59 Camping 11 $21.49 $6.74 $22.34 $2.75 $54.18 
Intermountain Area Studies Total 354 $39.58 m.'JfWl', $38.36 $0.54 $263.68 Fishing 27 $66.01 $19.71 $102.43 $3.00 $464.02 
Floatboatingl Raftingl Canoeing 47 $106.22 $11.21 $76.87 $15.04 $329.02 
Multiple Are. General Recreation 9 $35.64 $17.09 $51.28 $4.18 $157.88 
Studies Going to the Beach 11 $27.60 $4.80 $15.91 $5.66 $44.86 
Camping 2 $9.85 $1.67 $2.36 $8.18 $11.52 Hiking 7 $50.32 $28.72 $75.99 $1.56 $218.37 
Cross Country Skiing 1 $12.67 $12.67 $12.67 Hunting 44 $29.47 $2.38 $15.78 $4.74 $69.00 
Downhill Skiing 1 $19.61 $19.61 $19.61 Motorboating 13 $49.10 $7.99 $28.81 $5.76 $111.95 
Fishing 14 $39.61 $8.74 $32.69 $2.00 $105.00 Mountain Biking 8 $41.35 $4.49 $12.71 $17.38 $56.27 
Floatboatingl Raftingl Canoeing 1 $28.34 $28.34 $28.34 Off Road Vehicle Driving 1 $4.37 $4.37 $4.37 
General Recreation 3 $3.33 $1.69 $2.93 $1.64 $8.71 Other Recreation 4 $25.06 $9.44 $18.87 $4.76 $47.66 
Hiking 1 $20.87 $20.87 $20.87 Picnicking 2 $30.52 $6.72 $9.50 $23.80 $37.24 
Horseback Riding 1 $15.10 $15.10 $15.10 Pleasure Driving 2 $120.65 $18.10 $25.59 $102.55 $138.74 
Hunting 12 $51.41 $19.21 $66.55 $5.00 $193.82 Rockclimbing 11 $71.42 $8.15 $27.04 $32.73 $113.18 
Motorboating 1 $28.63 $28.63 $28.63 Sightseeing 9 $38.38 $11.42 $34.26 $6.60 $93.92 
Mountain Biking 1 $17.61 $17.61 $17.61 Swimming 13 $50.77 $7.50 $27.05 $11.37 $111.95 
Off Road Vehicle Driving 1 $19.94 $19.94 $19.94 Visiting an Arboretum 1 $11.28 $11.28 $11.28 
Other Recreation 1 $17.36 $17.36 $17.36 Visiting Aquariums 1 $23.59 $23.59 $23.59 
Picnicking 1 $15.69 $15.69 $15.69 Wildlife Viewing 54 $33.42 $2.67 $19.66 $2.38 $111.95 
Pleasure Driving 1 $30.38 $30.38 $30.38 Windsurfing 1 $329.56 $329.56 $329.56 
Rockclimbing 12 $22.35 $0.03 $0.10 $22.18 $22.43 Southeast Area Studies Total 281 $52.42 $59.40 $1.56 $464.02 
Sightseeing 1 $14.86 $14.86 $14.86 
Swimming 1 $19.63 $19.63 $19.63 
Waterskiing 1 $55.83 $55.83 $55.83 
Wildlife Viewing 29 $46.97 $10.32 $55.58 $2.50 $261.66 DETAILS OF SPREADSHEET DATABASE STUDY CODING. 
Multiple Area Studies Total 86 $36.61 ~:.-;, $44.26 $1.64 $261.66 Often times in performing benefit transfer, it is more appropriate to compute an average value per 
Activity N Mean Std. Error Std. Dev. Min Max visitor day just using empirical studies that closely match the policy site, rather than just using an 
... I Northeast Area overall average for the region. In order to facilitate doing this, the spreadsheet contains numerous Ul Blrdwatching 3 $29.05 $18.50 $32.04 $4.83 $65.38 
Camping 10 $27.59 $5.27 $16.66 $5.61 $55.37 details about each of the studies. 
Cross Country Skiing 3 $28.83 $2.35 $4.08 $24.75 $32.91 
Fishing 69 $27.17 $4.55 $37.76 $1.73 $210.94 Details of the recreation site include, in part, its geographic location, whether it was on public or Floatboating! Rafting! Canoeing 6 $73.60 $19.11 $46.81 $16.73 $119.58 
General Recreation 5 $14.06 $6.73 $15.05 $1.64 $38.91 private land, the type of public land (e.g., National Park, National Forest, State Park, State Forest), 
Going to the Beach 22 $35.50 $5.86 $27.48 $3.15 $98.18 the state, the USDA Forest Service Region, and land type (e.g., lake, forest, wetland, grassland, Hiking 3 $62.65 $10.69 $18.52 $41.50 $75.92 
Hunting 87 $39.54 $3.36 $31.37 $3.47 $209.08 river). In many cases, specific details about the recreation site were not provided either because of 
Motorboating 3 $24.73 $21.01 $36.39 $3.15 $66.75 incomplete reporting or the activity was not linked with a specific site. Details of the user Mountain Biking 1 $34.11 $34.11 $34.11 
Picnicking 2 $47.04 $39.59 $55.98 $7.45 $86.63 population characteristics include, in part, average age, average income, average education, and 
Pleasure Driving 1 $17.79 $17.79 $17.79 proportion female. 
Rockclimbing 1 $85.74 $85.74 $85.74 
Scuba Diving 14 $14.93 $2.86 $10.70 $2.34 $37.50 
Sightseeing 2 $101.19 $73.63 $104.12 $27.56 $174.81 Methodology details include survey mode (e.g., mail, telephone, in-person, use of secondary data), 
Swimming 7 $18.51 $5.12 $13.54 $1.83 $41.75 
response rate for primary data collection studies, and sample frame (e.g., onsite users, general Visit Environmental Ed Center 1 $5.01 $5.01 $5.01 
Waterskiing 1 $12.61 $12.61 $12.61 population). Methodology details are further divided between the application of revealed 
Wildlife Viewing 65 $26.08 $14.64 $2.00 $80.25 preference (RP) and stated preference (SP) modeling when appropriate. Details of RP modeling Northeast Area Studies Totat 306 $32.04 $30.91 $1.64 $210.94 
Pacific Coast Are. Studies 
include, in part, identifYing the model type (e.g., individual travel cost, zonal travel cost, random 
Backpacking 6 $43.42 $7.74 $18.97 $22.35 $66.95 utility models), use of travel time or substitute sites in the model specification, and functional form 
Camping 4 $86.96 $37.82 $75.63 $6.21 $187.11 (double log, linear, semi-log, log-linear). Details of SP modeling include, in part, identifYing the 
Cross Country Skiing 1 $40.32 $40.32 $40.32 model type (e.g., conjoint analysis, contingent valuation models), the elicitation technique for Downhill Skiing 1 $20.90 $20.90 $20.90 
Fishing 15 $36.97 $7.23 $28.02 $3.69 $86.25 contingent valuation models (e.g., open ended, dichotomous choice, iterative bidding, payment 
Floatboating/ Rafting! Canoeing 4 $23.20 $0.84 $1.68 $21.01 $24.65 card), and functional form. General Recreation 9 $26.96 $11.98 $35.93 $1.18 $104.64 
Hiking 49 $19.37 $2.21 $15.47 $0.33 $108.02 
Hunting 18 $37.91 $6.44 $27.33 $5.21 $92.80 The details of each study were coded to the extent that they could be gleaned from the research-
Motorboatlng 8 $22.45 $4.92 $13.91 $10.40 $53.40 
reporting venue. However, not every study could be fully coded according to the coding sheet. 
.... 
~ 
This was either because information was not reported or was not collected for a study. For 
example, coding each study for user characteristics was severely restricted in that very few of the 
studies in the literature review reported any details about the user population. This and other factors 
are indicative of the lack of consistent and complete data reporting, which further limits the ability 
to perform critical benefit transfers. 
BENEFIT TRANSFER USING TABLES AND DATABASE 
What Is a Benefit Transfer? 
Benefit transfer is a term referring to the use of existing value information to new sites or areas. 
Thus, benefit transfer is the adaptation and use of net WTP or value per day infortnation derived 
from a specific site(s) under certain resource and policy conditions to a site with similar resources 
and conditions. The site with data is typically called the 'study' site, while the site to which data 
are transferred is called the 'policy' site. Benefit transfer is a practical way to evaluate management 
and policy impacts when primary research is not possible or justified because of: 
budget constraints, 
• time limitations, or 
resource impacts that are expected to be low or insignificant. 
Primary research is the 'first-best' strategy in which information is gathered that is specific to the 
action being evaluated, including the spatial and temporal dimensions, expected impacts, and the 
extent and inclusion of affected human populations and environmental resources. However, when 
primary research is not possible or plausible, then benefit transfer, as a 'second-best' strategy, is 
important to evaluating management and policy impacts. The worst strategy is not to account for 
recreation values, thus implying recreation has zero value in an evaluation or assessment model. 
Conditions for Performing Benefit Transfers 
Several necessary conditions should be met in order to perform effective and efficient benefit 
transfers (Desvousges and others 1992). First, the policy context should be thoroughly defined, 
including: 
• Identifying the extent, magnitude, and quantification of expected site or resource 
impacts from the proposed action. 
• Identifying the extent and magnitude of the population that will be affected by the 
expected site or resource impacts. 
• Identifying the data needs of an assessment or analysis, including the type of 
measure (unit, average, marginal value), the kind of value (use, nonuse, or total 
value), and the degree of certainty surrounding the transferred data (Le., the accuracy 
and precision of the transferred data). 
Second, the study site data should meet certain conditions for critical benefit transfers: 
Studies transferred must be based on adequate data, sound economic method, and 
correct empirical technique (Freeman 1984). 
• The study contains information on the statistical relationship between benefits 
(costs) and socioeconomic characteristics of the affected popUlation. 
• The study contains information on the statistical relationship between the benefits 
(costs) and physical/environmental characteristics of the study site. 
• An adequate number of individual studies on a recreation activity for similar sites 
have been conducted in order to enable credible statistical inferences concerning the 
applicability of the transferred value(s) to the policy site. 
And third, the correspondence between the study site and the policy site should exhibit the 
following characteristics. 
• The environmental resource and the change in the quality (quantity) of the resource 
at the study site and the resource and expected change in the resource at the policy 
site should be similar. This similarity includes the quantifiability of the change and 
possibly the source of that change. 
• The markets for the study site and the policy site are similar, unless there is enough 
usable infortnation provided by the study on own and substitute prices. Other 
characteristics should be considered, including similarity of demographic profiles 
between the two populations and their cultural aspects. 
• The conditions and quality of the recreation activity experiences (e.g., intensity, 
duration, and skill requirements) are similar between the study site and the policy 
site. 
Most primary research was not conducted for future benefit transfer applications. The infortnation 
requirements expressed in the above conditions are not always met in the reporting of data and 
results from primary research. In addition to weighing the benefits of more infortnation from 
expensive primary research, the implicit cost of perfortning benefit transfers under conditions of 
incomplete infortnation should be accounted for. Therefore, benefit transfer practitioners are 
required to be pragmatic in their applicationsofthe method when considering the many limitations 
imposed upon them byprimary research. 
Potential Limitations of Benefit Transfers 
Several factors can be identified that affect the reliability and validity of benefit transfers. A related 
effect that interacts with the following factors is the benefit transfer practitioner's judgment 
concerning empirical studies, including how to code the data reported by each study. One group of 
factors affect benefit transfers generally. 
• The quality of the original study greatly affects the quality of the benefit transfer 
process. 
• Some recreation activities have a limited number of studies investigating their 
economic value, thus restricting the pool of estimates and studies from which to 
draw infortnation. 
• Another data limitation is the documentation of data collected and reported. This 
increases the difficulty of demand estimation and benefit transfer . 
• As we have already noted, most primary research is not designed for benefit transfer 
purposes. 
A second group of factors is related to methodological issues. 
• Different research methods may have been used across study sites for a specific 
recreation activity, including what question(s) was asked, how it was asked, what 
was affected by the management or policy action, how the environmental impacts 
were measured, and how these impacts affect recreation use. 
• Different statistical methods for estimating models can lead to large differences in 
values estimated. This also includes issues such as the overall impact of model mis-
specification and choice of functional fortn (Adamowicz and others 1989). 
• Substitution in recreation demand is an important element when detertnining the 
potential impacts of resource changes. However, there is often a lack of data 
collection and or reporting on the availability of substitute sites, substitute site 
prices, and the substitution relationship across sites and amongst activities. 
• There are different types of values that may have been measured in primary research, 
including use values and/or passive- or non-use values. While we focus on use 
values, the benefit transfer practitioner should be aware of what is being measured in 
original research. 
A third group of factors affecting benefit transfers is the correspondence between the study site and 
the policy site. 
• Some of the existing studies may be based on valuing recreation activities at unique 
sites and under unique conditions. 
~ 
Characteristics of the study site and the policy site may be substantially different, 
leading to quite distinct values. This can include differences in quality changes, site 
quality, and site location. 
A fourth factor is the issue of temporality or stability of data over time. The existing studies 
occurred at different points in time. The relevant differences between then and now may not be 
identifiable nor measurable based on the available data. A fifth factor is the spatial dimension 
between the study site and the policy site. This includes the extent of the implied market, both for 
the extent and comparability of the affected populations and the resources impacted, between the 
study site and the policy site. 
The above listed factors can lead to bias or error in and restrict the robustness of the benefit transfer 
process. An overriding objective of the benefit transfer process is to minimize mean square error 
between the 'true' value and the 'tailored' or transferred value of impacts at the policy site. 
However, the original or 'true' values are themselves approximations and are therefore subject to 
error. As such, any information transferred from a study site to a policy site is accomplished with 
varying degrees of confidence in the applicability and precision of the information. Therefore, 
National Park decision-making involving trade-offs between types of recreation (motorized vs. 
non-motorized), and nature preservation. Evaluation of these trade-offs can often be improved by 
inclusion of even approximate estimates of non-market recreation values. Complete omission of 
recreation value estimates in economic analytic aids to decision making implies a zero value for 
recreation, in which case the error of omission can be greater than the error of commission in 
benefit transfers procedures. 
Validity and Reliability of Benefit Transfers 
Several recent studies have tested the convergent validity and reliability of different benefit transfer 
methods (Loomis and others 1995; Downing and Ozuna 1996; Kirchhoff and others 1997; 
Desvousges and others 1998; Rosenberger and Loomis 2000). The methods tested, which we will 
presently discuss, include single point estimate, average value, demand function, and meta 
regression analysis transfers. While the above studies show that some of the methods are relatively 
more valid and reliable than other methods, the general indication is that benefit transfer cannot 
replace original research, especially when the costs of being wrong are high. In some tests of the 
benefit transfer methods, several cases produced 'tailored' values very similar to the 'true' values 
(as low as a few percentage points difference). In other cases, the disparity between the 'true' value 
and the 'tailored' value was quite large (in excess of 800 percent difference). Therefore, the policy 
context and process will most often dictate the acceptability of transferred data. 
A Note on Definition of Benefit Measures and Use in Policy Analyses 
All of the benefit estimates we provide either recorded from the literature review or 'forecasted' by 
adapting benefit functions, are average consumer surplus per person per activity day. In the case of 
a single study, the estimate is the average consumer surplus for the average individual in the study. 
In the case of several studies, the estimate is the average of the study samples' average consumer 
surpluses from all included studies. 
Consumer surplus is the value of a recreation activity beyond what must be paid to enjoy it? When 
the change in recreation supply or days is small and localized, consumer surplus is equivalent to a 
'virtual' market price for a recreation activity (Rosenthal and Brown 1985). A general assumption 
2 There are two prominent types of consumer surplus estimated using slightly different definitions ofthe demand 
function: MarshaIlian consumer surplus based on an ordinary demand function, and Hicksian surplus based on either a 
compensated demand function or elicited directly using hypothetical market techniques. The difference between these 
measures is due to the income effect (Willig 1976). Since outdoor recreation expenditures are a relatively small 
percentage of total expenditures (income), differences between the two measures are expected to be negligible. 
when applying the benefit estimates is that the estimates are constant across all levels of resource 
impacts and perceived changes for an individual. This assumption may be plausible for small 
changes in visitation, but it may be unrealistic for large changes (Morey 1994). However, this 
assumption is necessary for the practical application of benefit transfers. 
Simply stated, the benefit transfer estimate of a management or policy-induced change in recreation 
is the average consumer surplus estimate for the average individual from the literature aggregated to 
the change in use of the natural resource. The change in recreational use of a resource may be 
induced either through a price change in participating in an activity (e.g., fee change or location of 
the site) or through a quality change in the recreation site. 
BENEFIT TRANSFER METHODS 
There are two broad approaches to benefit transfer: (I) value transfer, and (2) function transfer 
(Figure I). Value transfers encompass the transfer of (I-a) a single (point) benefit estimate from a 
study site, or (I-b) a measure of central tendency for several benefit estimates from a study site or 
sites (such as an average value), or (I-c) administratively approved estimates. Administratively 
approved value estimates will be discussed in conjunction with the measure of central tendency 
discussion (hereafter average value transfer will refer to both (I-b) and (I-c)). Function transfers 
encompass the transfer of (2-a) a benefit or demand function from a study site, or (2-b) a meta 
regression analysis function derived from several study sites. Function transfers then adapt the 
function to fit the specifics of the policy site such as socioeconomic characteristics, extent of market 
and environmental impact, and other measurable characteristics that systematically differ between 
the study site(s) and the policy site. The adapted function is then used to 'forecast' a benefit 
measure for the policy site. 
We will discuss each of these methods in the following sections, including a simple example 
application for each. However, we will first define and identify what the benefit measures are, what 
they mean, and how they were estimated. 
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Figure 1. Benefit transfer approaches (From Rosenberger and Loomis, 2001) 
Single Point Estimate Transfer 
A single point estimate benefit transfer is based on using an estimate from a single relevant primary 
research study (or range of point estimates if more than one study is relevant). The primary steps to 
performing a single point estimate transfer include identifying and quantifying the management or 
policy induced changes on recreation use, and locating and transferring a 'unit' consumer surplus 
measure. The text-box (Figure 2) provides a more detailed list of the steps involved in single point 
estimate transfers. 
SINGLE POINT ESTIMATE TRANSFER 
I. Identify the resources affected by a proposed action or alternative. 
2. Translate resource impacts to changes in recreational use. 
3. Estimate recreation use changes. 
4. Search the spreadsheet for relevant study sites. 
5. Assess relevance and applicability of study site data. 
6. Select a benefit measure from a single relevant study or a range of benefit measures if 
more than one study is relevant. 
7. Multiply benefit measure by total change in recreation use. 
Figure 2. Steps to performing a single point estimate transfer. 
We provide information that aids in identifying study site benefit measures from the literature.3 The 
bibliography and the spreadsheet include studies conducted from 1967 through 2003 in the United 
States and Canada. There are 593 studies and 1,239 benefit measures identified. The spreadsheet 
includes a full reference, recreation activity, geographic region, methodology used, etc., for each 
observation. 
It is important to note that all 'unit' benefit measures are in consumer surplus per activity day per 
person. Therefore, when translating resource impacts into recreation use changes, these impacts 
should be expressed in a comparable index as changes measured in activity days or convert the 
activity day measures into the relevant units. 
The simplicity with which the steps to performing a single point estimate transfer are presented may 
be misleading. The steps involved in finding a valid and reliable benefit measure can be complex if 
taken to their theoretical extreme. This should become apparent when the information on the 
conditions for and limitations to benefit transfers are taken into account as previously identified. 
See Boyle and Bergstrom (I 992) for an example of critically filtering existing research for 
applicability to a policy site context. In their example, they located five studies that measured the 
benefit of white water rafting. They then filtered the studies by three idealized technical 
considerations: 
(1) the nonmarket commodity of the site must be identical to the nonmarket 
commodity to be valued at the policy site; (2) the populations affected by the 
nonmarket commodity at the study site and the policy site have identical 
characteristics; and (3) the assignment of property rights at both sites must lead to 
the same theoretically appropriate welfare measure (e.g., willingness to pay versus 
willingness to accept compensation) (p.659). 
Their filtering of each study based on these considerations left them with no ideal benefit measures 
to transfer to their policy site. They state that this is likely to be the case for many transfer 
scenarios in which "a small number of potential study sites are available and the value(s) estimate at 
these study sites may not be applicable to the issue at the policy site" (p.660). Therefore, when 
performing critical single point estimate benefit transfers, the original reporting of the study results 
must be obtained in order to determine its applicability to the evaluation issue at hand. 
Benefit transfer is as much an art as it is a science. However, quite often information can be 
transferred with varying levels of confidence. A confidence interval for transferred point estimates 
can be calculated if the original study reports the standard error of the estimate. This confidence 
interval provides the statistical range in which we would expect the estimate to be some large 
percentage of the time (e.g., a 95% confidence interval means the estimate would be within the 
calculated range 95% of the time). 
Average Value Transfer 
An average value transfer is based on using a measure of central tendency of all or subsets of 
relevant and applicable studies as the transfer measure for a policy site issue. The primary steps to 
performing an average value transfer include identifying and quantifying the management or policy 
induced changes on recreation use, and locating and transferring a 'unit' average consumer surplus 
measure. The text-box (Figure 3) provides a more detailed list of the steps invoh/ed in average 
value transfers. 
3 Another database that contains recreation use values in addition to other values for the environment is the 
Environmental Valuation Reference InventoryTM (EVRlTM). This is a subscription database and can be found at 
http://www.evri.ec.gc.caievri/. 
~ 
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AVERAGE VALUE TRANSFER 
1. Identify the resources affected by a proposed action. 
2. Translate resource impacts to changes in recreational use. 
3. Estimate recreation use changes. 
4. Search the spreadsheet for relevant study sites. 
5. Assess relevance and applicability of study site data. 
6. Use average value provided in Table 2 for that region or use the average of a subset of 
applicable study measures. 
7. Multiply benefit measure by total change in recreation use. 
Figure 3. Steps to performing an average value transfer. 
SUMMARY 
We present the results of a literature review of outdoor recreation use valuation studies, including 
study source, benefit measures, recreation activity, valuation methodology, and geographic region. 
We also provide tables that reference the bibliography for each activity, enabling easy location of 
studies. Our literature review spans 1967 to 2003 and covers more than 20 recreation activities. 
We then provided guidance on performing various benefit transfer methods. Benefit transfer is the 
use of past empirical benefit estimates to assess and analyze current management and policy 
actions. Two benefit transfer approaches (single point estimates, average values) were discussed in 
detail. 
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The Risk Averting WTP of Visitors to the East Coast of Korea 
Hio-Jung Shin, Anton D. Meister, and Ik-Chang ChoP 
Introduction 
The natural environments of Gangwon province are well known in Korea. Of the total 
land area of the province, 81.6% is covered with forests, and of the coast there are 
numerous protected inland areas. The coastline of 212 0 (in the eastern areas of the 
province) is known for its cleanness and beauty. Also, Gangwon people are renowned for 
friendliness. 
The attractive seashore and beaches in Gangwon province are nominated every year as 
the most preferred sightseeing places in Korea. This has resulted in a sharp increase in 
the number of visitors to the province and local and provincial governments are expected 
numbers to increase and to bring with them increasing economic prosperity for the 
region. 
The increase in visitor numbers, however, also has created an increase in external costs 
such as congestion, waste and untidiness, abnormal price rises, etc., which is putting the 
increase in economic prosperity through tourism at risk. The pressure of these 
externalities may put tourists off from coming to the area for recreational purposes. In 
some cases these tourists will look for substitute sites outside the province and this will 
lead to a loss for Gangwon province. 
The externalities will not only have negative financial impacts on local and provincial 
governments, but also will be harmful to the area attaining sustainable development. Few 
studies have been conducted linking the external costs with people's attitudes. Through 
the use of revealed and stated preference approaches, the purpose for this study, therefore, 
is to show evidence of the willingness to pay by visitor to avoid these externalities. 
Authors are, respectively. Associate Professor of Agricultural and Resource Economics, Kangwon National 
University, Korea; Professor of Applied and International Economics, Massey University, New Zealand; and 
Researcher of Korea Rural Economy Institute, Korea. This study is based on the research funded by the Kangwon 
Regional Environment Technology Development Center, Korea, 
Theoretical Backgrounds 
Change in the level of service at recreation sites can conceptually be explained by the 
demand shifter (Deaton and Muellbauer, 1980). Suppose the introduction of new 
programs such as traffic congestion fees and beach entrance fees effectively reduces the 
risk factors 2 such as traffic congestion, abnormal price rise, untidiness and 
inconvenience, and safety. This reduction in risk factors increases the utility from 
recreation activities at the beaches. Figure 1 presents total demand for the current beach 
recreation as D1• With risk factors decreased the demand curve shifts to D2. 
It is proposed to use the Contingent Valuation Method (CVM) and the Travel Cost 
Method (TCM) to measure this WTP to reduce the risk factors identified. 
Figure 1: Consumer surplus effect of improvement in service quality 
p 
B 
A D. 
DJ 
o E c on·site service quality 
The reduction of risk factors on the site would increase the consumer surplus by area 
ABCE. It is a measure of on-site user's maximum WTP for the welfare improvement. 
The TCM assumes that weak complementary conditions hold. According to Maler 
(1974), a public good and a private good are weak complementary if marginal value or 
marginal WTP for the public good is zero when no consumption of the private good is 
made. In this case, the reduction of risk factors at beaches is public goods and all 
recreation-related inputs are private goods. 
Weak complementarity will hold if on-site users obtain utility from the level of reduction 
of risk factors by the visiting site only.3 With the assumption of weak complementarity, 
the change in consumer surplus from on-site service quality improvement can be 
calculated from the newly derived demand function (Sutherland, 1982). 
2 The words of ' risk factors' are adopted in this study because if they exist on a specific beach, on-site users would be 
looking for the substitute, which would threaten the beach-related economy. 
J However, weak. complementarity condition does not hold if the positive utility is obtained from merely knowing 
that risk factors in a specific beach exist less than in any other place even though no recreation activity in the beach 
occurs. Then, the value of its quality change would be underestimated by the smaller area ABCE. 
.... 
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Elicitation of Risk Averting WTP 
1. Socio-Economic Characteristics 
On-site interviews were conducted in three zones, northern part (NP), central part (CP), 
and southern part (SP). Each zone includes its most popular beach. Sample sizes are, 
respectively, 378, 358, and 203, summing up to 939. Of those, interviewed, 79.16% came 
from the metropolitan areas of Seoul, Inchon, and Gyunggi-Do (82.86% atNP, 79.15% at 
CP, and 72.73% at SP). 
Those interviewed gave a very high score to the natural environment of Gangwon (4.31 
out of 5) with those in NP giving the highest score of 4.54 and with CP at 4.11. and at SP 
4.23. Their satisfaction with services and activities at the recreation sites was, however, 
less at 4.31. 3.91, and 4.00, respectively, with an average of 4.09. 
With an average of 13.82 years of education, 97.34% of respondents were highly 
educated, and this is about the same in three zones, 97.36% ofNP, 97.20% of CP, and 
97.53% ofSP. Most visitors were between the ages of20 and 40, with the average age of 
those interviewed being 32.62. 
Annual average income of respondents was NZ$ 31,5004 with NP ofNZ$ 41,338, CP NZ 
$25,288, and SP NZ$ 24,688. Annual average income in the NP is much greater than in 
the other two zones, which is consistent with the statistics of the other socio-economic 
variables. It could be interpreted that visitors with more income prefer more tidiness and 
attractiveness5, which means they would be willing to pay more for better utility. 
........ ~~_ ..... ___ •• 'Vu., ..... ~ .... _. __ Table 1: Statistics: M .  bl
age education 
(year) (year) 
32.62 13.82 
mean (10.41)' (2.25) 
median 30 14 
min 16 6 
max 74 21 
sample size 939 
• The numbers in parenthesis are standard deviation. 
source: Shin (2003) 
2. Risk Factors 
annual income 
(Korean Won) 
25,232,258 
(22,850,718) 
20,000,000 
480,000 
240,000,000 
Likely risk factors at the sites were presented in the survey and respondents were asked to 
rank them. While most risk factors related to on-site matters, traffic congestion, an 
off-site risk factor, appeared to be the most risky factor among all the risk factors. Traffic 
congestion is the result of the sharp increase in visitor numbers. The east coast of 
It was calculated based on the exchange rate ofNZ dollar: Korean Won = $1 : \800. 
5 Northern district in the each coast is evaluated as to have the best attraction points in inland of Korea. 
Gangwon province has good access conditions with two four lane expressways (charged) 
and two state highways with four lanes (free), coming into the region. It normally takes 
less than four hours to drive from Seoul to the east coast, but approximately twenty hours 
during the summer holiday season. 
When asked about traffic congestion, some people wanted to see more roads or an 
expansion of existing roads. Others (32.80%) wanted to see a user fee such as traffic 
congestion fee (TCF) to restrict traffic. 59.26% of respondents from the NP zone 
indicated a WTP for reducing it. WTP in the other zones was lower 14.25% (CP) and 
16.26% (SP). 
The major on-site risk factors were, in tum, abnormal prices, untidiness and 
inconvenience with some necessary facilities such as toilets, shower facilities, and 
cooking facilities, and congestion in site. These factors could lead visitors to find 
substitutes elsewhere outside the province, which would come at a cost to local 
government, and the community and its people. Thirty percent of the respondents wanted 
to impose fees such as an entrance fee to the beaches (BEF) to solve those problems. 
59.26% of respondents from the NP zone indicated a positive WTP ofBEF while those in 
the other zones were lower, 10.34% (CP) and 11.82% (SP). 
~ 
lable~: KISK !actors when plannIng to VISIt 
risk factors No.1 No.2 No.3 total 
I traffic congestion 471 131 90 692 I 
I 
congestion at the site 69 169 158 396 
abnormal prices 191 235 145 571 i 
untidiness of and inconvenience with toilets~ showe 119 187 173 479 facilities, and cooking facilities 
Carparking 29 92 128 249 
Crime 8 14 34 56 
! water activity related safety 14 15 38 67 
uncleanness of beach 16 47 86 149 
-~ 
source: Shin (2003) 
3. Risk Averting WTP 
Two non-market valuation methods, TCM and CVM, were mixed together in one 
questionnaire. Open-ended CVM questionnaire were used to elicit a WTP amount for 
reducing the disutility of the externalities. The WTP question dealt with two scenarios: a 
traffic congestion fee (the WTP for reducing traffic congestion from home to the site and 
back), and a site entrance fee to reduce unpleasant factors at the sites such as people 
congestion, waste and untidiness, abnormal price rise, etc. 
Since 62.3% of total respondents gave a zero WTp6, its statistical significance might be 
low. However, it could be explained by two factors. First, there is a gap between on-site 
user's initial budget (at home) and travel cost ( on-site), which is NZ$5.9 for the positive 
WTP respondents and NZ$2.9 for the zero WTP. While the former's budget covers the 
average WTP ofNZ$5.9 (to be explained below), the latter's budget can not cover it. This 
means, thus, that zero WTP respondents do not have the ability to pay for the average 
WTP in the status quo. Second, 53.53% of zero WTP respondents answered they would 
not change recreation site by going to another region even if risk averting fees were 
imposed. This implies that they will be able, and willing to pay, the risk averting fees on 
their next visits. Therefore, high zero WTP response rate will neither theoretically nor 
empirically affect our study results given the evidence presented above. 
6 The reasons for not willing to pay are: either provincial or local government should remove such risk factors for 
more visitors (54.01 %); central government is in charge of them (25.94%); willing to pay. but not enough money 
(10.14); and satisfied with current status (9.91%). 
TCF and BEF for NP zone are NZ$5.6 and NZ$4.7, and are higher than those ofthe other 
zones. Average TCF and BEF per visit were NZ$3.1 and NZ$2.4, respectively. Total 
individual average WTP per visit to avoid both risks turns out to be about NZ$5.9 (made 
up of NZ$3.1 for the average traffic congestion fee and NZ$2.4 for the average site 
entrance fee). Among three zones, WTP ofNP was highest ranked. 
Table 3: Average WTP for averting risk factors 
(unit: NZ dollar) 
I NP CP SP TOTAL 
i TCF I BEF ALL' TCF BEF ALL TCF I BEF ALL TCF BEF ALL 
I 5.6 I 4.7 10.2 1.3 0.8 3.2 1.5 I 0.9 2.7 3.1 2.4 5.9 
, ALL means average WTP ofTCF andlor BEF. 
Economic Effects of Risk Averting Fees 
1. Model and Analysis 
A basic travel cost model was applied to this study. Included in the model were 
socio-economic variables and travel cost. Also, variables of satisfaction with Gangwon 
Nature and the interviewed sites were used as a proxy of service quality. The model used 
are equation (I). 
(I) Y = j(Xl,X2,X3,X4,XS) 
where Y : days of visits to the east coast beaches 
Xl: travel costs per day per person 
X2: education 
X3: income 
X4 : nature satisfaction 
Xs : on-site service satisfaction 
SPSS 10.0 win was used for this analysis. Fundamental statistics are shown in the Table 
4. 
Table 4: Fundamental statistics of variables 
-
~ NP CP SP ALL ~ariables mean std. dey. mean std. dey. mean std. dey. mean std. dey. 
days of visits 5.03 6.38 3.80 4.65 2.79 3.17 4.08 5.25 
travel costs per 35,062 23299.66 38,404 29412.35 29,216 19053.67 35,072.74 25244~42 day per person I 
Education1 14.22 2.28 13.48 2.21 13.82 2.25 13.82 2.25 
Income) 33,113~07 1441.98 19,750.34 16938.39 25,232.26 22850~72 25,232.26 22850.72 
"" QO 
nature 
satisfaction4 
on-site service 
satisfaction4 
I Korean Won 
, year 
4.54 
4.31 
3 Korean thousand Won 
4 5 point scale 
0.65 4.11 
0.80 3.91 
0.87 4.23 0.87 4.31 0.81 
0.94 4.00 0.95 4.09 0.90 
Assuming a one-to-one relationship, a nonlinear inverse function was found to be the best 
fitting equation using OLS. The nonlinear inverse demand function does not necessarily 
have an intercept because it does not have any cost on the vertical axis if travel does not 
occur. Thus, no intercept was included in the model. 
Table 5 shows the results. With keeping the dependent variable constant at the current 
level according to the implicit function rule (Chiang, 1967), changes in travel costs per 
day per person (Xl) and on-site service satisfaction (xs) have a positive relationship in all 
equations (4 equations, one for a each zone and aggregate equation). Then, it can be 
expected that increasing travel cost (due to the inclusion ofa fee) will lead to an increase 
in service satisfaction (through the reduction in the level of external factors). 
With the introduction of risk averting expenditure, travel cost would increase and visitors 
would expect the utility to increase. If they don't achieve this, their expenditure will 
decrease or they will stop coming to sites and go somewhere else. Thus, it can not be 
simply true that economic prosperity of the site-related communities could be expected as 
revenues increase. 
Table 5: Estimated coefficients of models 
~ estimated coefficients ariables ALL NP CP SP 
days of visits Y dependent variable 
, 
travel costs per day 6574814 9085.157 5482.935 5898.630 
per person X, (1.505) (0.992)' (0.973) (0.965) 
education 30.162 8.416 33.829 15.213 X, (1.154) (0.454) (3.498) (1.451) 
income -360.424 _1.4'10' -1965080 -846036 X, (-3.185) (-2.963) (-1.600) (-0.559) 
nature satisfaction 3.195 14.679 -0.414 4.404 x, (1.836) (2.131) (-0.116) (1.279) 
on~site service 3.415 5.274 4.307 0.924 
satisfaction X, (3.928) (1.414) (1.611) (0.408) ! 
adjusted R' 0.36 0.37 0.38 0.41 
Fvalue 104.48 45.329 45.515 28.983 
N 
.-
939_ 378 358 203 
-- -
._._-
• Number in parenthesis are t values. 
2. Economic Effects 
To derive the economic effect to the east coast communities of Gangwon province, the 
total estimated equation (ALL) was used. Mathematical expression is equation (2): 
(2) Y= 6574814..!. +30.162..!. -360.424J.. +3.195J.. +3.415 J.. 
Xl Xz Xl X4 Xs 
Assuming others constant, the partial derivatives of dependent variable with respect to 
travel cost variable has the following relationship (equation (3»: 
(3) oY= 6574814 .!..20XI 
XI 
Equation (4) shows the marginal travel cost function. This is obtained from inverting 
equation (3) and setting Xl equal to the average travel cost. 
(4) 8 Xl = -116574814 x/ oY 
o -187.090Y 
Equation (4) is used to derive the on-site benefit by integration. The use value per person 
of recreation sites in east coast was calculated to be NZ$954.16 with individual travel 
cost per visit ofNZ$170.1 O. Then, with the introduction ofTCF and BEF, the increased 
benefits were calculated by the same way as above by putting average TCF, BEF, and 
ALL into x/ because they are the difference between the current and the increased travel 
costs. The increased total benefits are NZ$4.76, NZ$2.83, and NZ$42.42, respectively. 
By subtracting WTP per user (A) from them (B), the net benefits per user are NZ$I.66, 
NZ$0.44, and NZ$36.52, respectively. 
The imposition of the two fees will give two economic effects: revenue increase and 
income creation. The former was calculated by simply multiplying each WTP by the 
number of visitors, here, 10 million visitors per year. The latter was done by an income 
~ 
creation index, i.e., the inverse of one minus marginal propensity of consumption, and 
using the same visitor number as the above. Then, the imposition of traffic congestion 
fees and site entrance fees will provide local residents and their communities with 
significantly positive economic effects of between NZ$1.08 billion and NZ$3.71 billion 
with marginal propensity to consume of 0.6. 
I 
I 
I 
Table 6: Economic effects of imposition of risk averting fees 
TCF BEF 
WTP per user (A) 3.10 2.39 
Total benefit per user (B) 4.76 2.83 
Net benefit per user (B-A) 1.66 0.44 
Total benefits' 47.58 mil. 28.33 mil. 
revenue increase 30.96 mil. 23.89 mil. 
effect 
Effects to east cost 0.6" 77.40 mil. 59.72 mil. 
communities· income 
creation 
effect 0.7 103.20 mil. 79.63 mil. 
Calculation is based on 10 million visitors per year . 
•• The numbers are based on marginal propensity of consumption in east coast 
districts between 0.6 and 0.7 every year. 
(unit: NZ dollars' 
ALL 
5.90 
42.42 
36.52 
424.25 mil. 
1,059.05 mil. 
2,647.62 mil. 
3530.16 mil. 
Concluding Remarks 
The increasing number of visitors coming to the east coast of Gangwon province is, 
however, not necessarily promising economic prosperity for east coast communities. 
While at the moment tourist revenues are increasing so are signs of external costs. For 
example, in the beach area of the east coast, there already exist traffic congestion, 
abnormal price, waste and untidiness, on-site congestion, safety, etc. during the peak 
season. These factors put continued economic prosperity from tourism at risk, and if not 
dealt with, tourists would go to substitute sites. 
Risk averting fees such as a traffic congestion fee and/or an entrance fee could be 
introduced to remove or reduce risk factors. The results from the study show that there is 
a WTP for putting in place risk averting fees. Such fees would lead to a reduced number 
of visitors, a reduction in external costs and a revenue components to the communities. 
The implementation of such fees would increase on-site users' utility and contribute to 
sustainable tourism development in the east coast regions. 
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Productivity in the Sheep Sector 
by 
Robin Johnsonl 
Previous papers at this conference over the years have dealt with trends in 
productivity in the total agricultural sector, the forestry sector and the dairy 
sector. Productivity indexes were developed by the Tornquist methodology 
that produces index numbers free of base year bias. Sources of data are the 
national accounts for the total agricultural andforestry sectors and 
designatedfarm surveys for the dairy and sheep sectors. The surveys are taken 
as representative of the whole in such calculations. In this paper we analyse 
the Meat and Wool Iriformation Economic Service (MWI) survey of sheep and 
beef farms for the past 20 years and develop an index of whole farm 
productivity (total productivity) free of base year bias. Some technical 
comparisions are made with productivity trends in Landcorp which had a 
fairly similar product mix in the period concerned. 
Introduction 
Productivity analysis is useful in isolating underlying trends in efficiency in a sector 
or industry apart from price and income variations. The analysis utilises index 
numbers that are formulated to reflect as true as possible changes in the productive 
use of physical resources. 
The models employed are based on the Solow methodology. Basicly, the production 
function is assumed Cobb Douglas with total output as a function of labour, capital 
and non-factor inputs. The identity of resources used to output produced is completed 
by adding another variable representing efficiency gains from better organisation and 
better input qualities etc. This remains unmeasured and is included in the error terms 
of the Cobb Douglas specification. Solow called this 'the residual' and it includes all 
the unmeasured factors which might bear on changes in efficiency in production. In 
what follows, the production function is assumed to employ non-factor inputs so the 
residual includes influences not taken into account after labour, capital and non-factor 
inputs are accounted for. 
For sources of data, we employ standard farm surveys like MWIES and Dexcel or 
national income statistics which are aggregations of the farm surveys under certain 
circumstances. This assumes that the farm surveys are representative of the whole 
population to which they refer. National income statistics are representative of the 
sectors from which they are drawn. 
I Consulting Economist, Wellington <iohnsonr@clear.net.nz). Thanks are due to the Economic Service 
for help with assembling the data. 
Methodology 
We use the Tornqvist formulation of the divisia index number. To overcome the base 
year bias problem in volume indexes (and price indexes), the Tornqvist discrete 
approximation to a Divisia Index defines the output index, 0\ as the weighted 
change in the proportions of its base weighted and current weighted components: 
(I) 0*1 = II (011 / 0 01) 112 (wti + woi) 
where Wti = the share of the i'h output O'h input) in total nominal 
output (input) in year t, and 
woi = the share of the i'h output (j'h input) in total nominal 
output (input) in the base year. 
This can be transformed by logarithms to the base e to give the estimation formula: 
(2) In O*t = II 1/2 (Wtl + Wol) (In O/i • In 0 0 1) 
By taking anti-logs, the base year takes on a value of unity. The resulting index 
numbers now represent a moving weighted geometric average of base year output 
quantities and the current output quantities. 
In more practical terms, one assembles the values for the mix of products or inputs 
and deflates them with an appropriate price index. These are then volume indexes for 
each product or input category. Tornqvist weighting is bringing these products or 
inputs together in one volume index in a way that is representative of changes in the 
mix. As equation (2) shows, we weight by the average of the value shares in the 
current year and the base year i.e. a system of moving weights. 
The productivity index is the ratio of weighted output to the index of weighted input. 
This is whole farm productivity and is not to be confused with factor productivity. 
Forbes and Johnson talk about total input productivity for the whole farm concept 
(TIP). DEXCEL have shortened this to TP. Factor productivity is the ratio of real net 
income to the factors labour and capital divided by the weighted index of capital and 
labour inputs. 
As explained previously, this definition of productivity relates to the use of real 
measured resources used only. In Solow terms, the difference between inputs and 
outputs as measured or changes in the ratio is due to 'unexp lained' or unmeasured 
factors bearing on better organisation of farm resources. 
Data 
For the output index, we divide the income stream into livestock products and wool. 
We deflate these series by the MWI export price indexes for all products and wool 
respectively. 
For the input index, we divide the expenditure stream into fertiliser/lime/seeds (FLS), 
R&M, and other expenses (0), excluding wages, interest on borrrowings and 
depreciation. The latter two are regarded as book entries on the use of capital 
til 
.... 
resources and are not required in getting to a real measure of capital use. Wages are 
re-allocated to residual farm income as part of the total reward to labour. Price series 
for FLS, R&M and 0 are taken from Statistics NZ farm input prices; 'fertiliser', 
'maintenance', and 'taxes'. 
Labour employed is measured by the MWI as the total of owners', managers', 
permanent, and casual labour in their survey. Capital employed is measured by 
deflating the balance sheet assets by suitable price indexes. Land and Buildings by the 
Quotable Value NZ index of 'rural' farm land prices at year end, plant and machinery 
by the Statistics NZ index of plant machinery and equipment in the capital goods 
price index at the beginning of the year; and livestock valuation by the Statistics NZ 
index of livestock purchased prices on 'sheep farms' as at the month of December. 
Weights for the output series are the relative sales proportions of livestock products 
and wool each year. Weights for the input index are the the proportions of FLS, R&N, 
0, Land C. in total income each year. FLS, R&M and 0 are the accounting entities 
for these items; C is the opportunity cost oftotal real assets at 4% per year and L is 
the residual labour income left to farmers and employees after the above four are 
deducted from total farm revenue. 
Results 
Table 1 shows the weighted indexes for output, inputs and TIP for the period since 
1987-88. Table 2 shows the partial productivities for FLS, R&M, Other, Labour and 
Capital stocks. Chart 1 corresponds to Table 1 and Chart 2 corresponds to Table 2. 
Table 1: Productivity Indexes for Economic Service Sheep farm sample 
1987-88 to 2002-03 
Season 
1987-88 
1988-89 
1989-90 
1990-91 
1991-92 
1992-93 
1993-94 
1994-95 
1995-96 
1996-97 
1997-98 
1998-99 
1999-00 
2000-01 
2001-02 
2002-03 
Total Output 
1000 
866 
902 
1017 
1104 
1031 
1163 
1144 
1183 
1320 
1358 
1330 
1431 
1479 
1490 
1472 
Total Input 
1000 
996 
1041 
934 
955 
1056 
1067 
1048 
1085 
1122 
1136 
1127 
1281 
1513 
1575 
1492 
TIP 
1000 
870 
866 
1089 
1156 
976 
1090 
1093 
1091 
1177 
1195 
1180 
1118 
978 
946 
987 
1800 
1600 
1400 
1200 
~ 1000 
~ 
.s: 800 
600 
'00 
200 
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Table 2: Partial Productivities for Economic Service Sheep farm sample 
1987-88 to 2002-03 
Season FLS R&M Labour Other Capital 
1987-88 1000 1000 1000 1000 1000 
1988-89 737 832 889 958 754 
1989-90 781 747 902 953 773 
1990-91 999 923 1029 1182 929 
1991-92 983 1065 1118 1276 954 
1992-93 680 901 1018 1099 852 
1993-94 726 886 1142 1245 996 
1994-95 726 930 1138 1148 1045 
1995-96 703 974 1183 1135 1046 
1996-97 672 1080 1337 1325 1103 
1997-98 639 1029 1375 1326 1168 
1998-99 629 931 1347 1333 1142 
1999-00 601 913 1431 1307 1062 
2000-01 473 733 1443 1148 915 
2001-02 480 672 1394 1169 835 
2002-03 507 778 1376 1213 885 
Average output has increased steadily at 2.6% per year since 1987-88. Up to 1998-99 
total input increased at less than this rate but has since increased significantly to give 
overall growth of inputs at 3.5%. As a result, productivity has turned downwards over 
these latter years. As shown below there has been a build-up of capital assets and 
R&M in recent years which results in a down-tum in the productivity measure. The 
partial productivities show that labour has been used most economically followed by 
other expenses, assets, R&M and FLS in that order. Apparently, higher outputs cannot 
!Jl 
~ 
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be obtained without higher input offertiliser, lime and seeds and repairs and 
maintenance have to be kept up to date. 
The level of inputs fluctuates with the cash flow on farms. In down years productivity 
rises faster. This is generally explained by an investment hypothesis whereby the 
build-up of current expenditure in good cash flow years represents higher investment 
in the productive capacity of sheep farm properties. On the other hand, when 
expenditure is rationed, previous investment comes through in the form of higher 
output and hence productivity. 
Table 3 and Chart 3 show comparisions of the sheep sector with the dairy sector 
(Anderson and Johnson 2002), Landcorp and the national average (from national 
income data)(Forbes and Johnson 2000). Landcorp has a similar product mix to the 
sheep sector and should show some similarities (Landcorp data published by special 
permission). 
Landcorp does not follow the sheep sector particularly well especially after 1994. 
This appears to be due to a change in valuation method at Landcorp around this time 
which made the MWI price indexes inapplicable. (In the case of Land corp a better 
result was obtained by estimating the direct weight of livestock sold offfarms instead 
of the price index methodology). Dairy owner-occupiers show a low rate of 
productivity growth in the early 1990s but a steady increase of around 2.4% per year 
since. National productivity growth was not as good as the sheep sector up to 1998 
but has not declined in the the way the sheep sector has since (see explanation above). 
National productivity grew at 0.8% over the period since 1987-88. 
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Table 3: Comparative Productivity Growth between Sectors 
Season Sheep Dairy Landcorp National 
1987-88 1000 1000 1000 1000 
1988-89 870 859 1055 988 
1989-90 866 879 971 962 
1990-91 1089 933 1046 1040 
1991-92 1156 923 1094 1078 
1992-93 976 864 1091 966 
1993-94 1090 875 1210 1094 
1994-95 1093 892 1022 1098 
1995-96 1091 895 810 1141 
1996-97 1177 913 836 1156 
1997-98 1195 922 890 1149 
1998-99 1180 949 983 1134 
1999-00 1118 1032 1030 1150 
2000-01 978 1051 1011 1140 
2001-02 946 1034 1004 1134 
2002-03 987 1096 834 n.a. 
The case of Landcorp 
Landcorp showed steady growth from 1987-88 to 1993-94 and then changed its 
method of accounting for livestock sales. This resulted in Landcorp recording a fall in 
overall output in 1994-95 and 1995-96. With the same input structure, productivity on 
resources used dropped. It has to be questioned whether the MWI price indexes are 
applicable to Landcorp over this period. Output then recovered in the following years 
and productivity increases followed as well until 2002-03 when total inputs increased 
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rapidly as Landcorp embarked on a new investment program. The productivity 
measure fell off as a result. It should rise steadily again as the investment program 
bears fruit. 
If the same methodology was followed throughout, the national result should be 
approximately the average of the component sector parts. As indicated, sheep, dairy 
and Landcorp are based on farm accounts while the national estimate is based on the 
aggregates of the national income statistics. Bryan Philpot disaggregated the national 
accounts a few years ago and estimated that horticulture was the key to productivity 
growth in agriculture as measured in terms offactor productivity (Table 4). Factor 
productivity growth tends to be higher than total input or whole farm productivity: 
Sheep 
Dairy 
Horticulture 
Table 4. Sectoral factor productivity and type of farming 
(% growth rates) 
1983-93 
Factor Input Factor Output TFP 
-0.9 
1.0 
5.0 
(% per year) 
1.0 
1.8 
13.2 
1.9 
0.8 
7.9 
ALL FARMS -0.6 3.8 4.4 
(Source: Philpott 1994) 
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Regional Dairy Production: Short-term Projections and 
Expected Demand for Inputs· 
Abstract 
By Hector R. Laca-Vifia 
hrlaca@massey.ac.nz 
and Prof. w.e. Bailey 
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Over the period 1991-2003, New Zealand's milk production more than doubled. At the 
same time, dairy farming expanded its boundaries into non-traditional dairy production 
regions. 
The distribution of regional production is of particular interest because of effects on 
supply and demand balances for key inputs and outputs. Changes in the geographical 
distribution of dairy production alter local economic output and, consequently, income 
distribution and community viability. 
The aim of this paper is to present regional short-term estimates of demand for selected 
key production inputs and milk output. Short-term estimates for milk production and land 
use were derived based on past growth rates in stocking rate, cow numbers and 
productivity per cow for each region. Input demand forecasts were, in turn, derived using 
regional milk production and land use forecasts and baseline estimates of input and 
energy use reported in Wells (2001). 
Results indicate that by season 2006/07, the effective area devoted to dairy production 
will be at 1.56 million hectares, a 7% increase with respect to the 2003 baseline. 
However, contrary to what happened prior to 2003, almost all the gain in dairy area is 
explained by increases in the South Island. Over the same period, national milk 
production is expected to increase by 20% to 1 ,431 million kgs. MS. Similarly, the South 
Island accounted for much of the gain, increasing its share in total milk production to 
34% up from 28% in 2003. 
It is expected that the use of inputs such as nitrogen, potassium, phosphorous and SUlphur 
per unit of area will intensifY for all dairy regions. However, the increase in the use of 
inputs per unit of area relative to the baseline is lower in long-established dairy regions, 
Northland, South Auckland and Taranaki, than in non-traditional dairy regions like, 
North and South Canterbury, Otago and Southland. 
Introductiou 
"Conversions" from sheep and beef units into dairy were significant in the years that 
followed the 1984 economic reforms (Jaforullah and Devlin, 1996; Johnston and 
• The authors wish to thanks two anonymous reviewers for their helpful comments. 
Frengley, 1994; Sandrey and Scobie, 1994). Prior to deregulation, wool and lamb 
production enjoyed a higher level of support than other agricultural economic activities 
thereby encouraging sheep production (Johnston and Frengley, 1994; Morrison et ai, 
2000). 
Johnson (2000) and Johnston and Freng1ey (1994) pointed out that, following 
deregulation, sheep production was displaced by dairy and where suitable by forestry. 
In the same vein, Ruaniyar and Parker (1999) observed that even in the presence of 
substantial development costs, the relative stability and steady cash flow of dairy relative 
to sheep and beef farming promoted conversions. 
Yet, problems in the international wool market following the failure of the Australian 
Wool Board support scheme in 1991 (Johnson, 2000) and the favourable outcome of the 
GATT/WTO Uruguay Round (Jaforullah and Devlin, 1996) may have played a role too. 
Over the period, herd numbers exhibited a small decline from 13.241 in 1991 to 13.140 in 
2003. This apparent tranquillity, however, conceals the extent of the internal 
transformations. Whereas herd numbers in the North Island declined by 13% from 12.5 
thousand in 1991 to 10.8 thousand in 2003, the South Island herds increased by more 
than two fold in absolute terms. As a result, 17% of New Zealand herds are now located 
in the South Island, compared with only 7% in 1990/91. 
Herd numbers in traditional dairy regions like South Auckland, Taranaki and Northland, 
even though they still account for more than half of New Zealand dairy herds, declined 
by 20% from 9.4 thousand in 1991 to 7.6 thousand in 2003. On the contrary, regions like 
North Canterbury and Southland experienced four-fold increases in herd numbers. 
New Zealand effective dairy areal has increased 59% since 1991, reaching 1.46 million 
hectares in 2002/03. New area has been incorporated into dairy production in all regions. 
However, the pattern of dairy expansion has been uneven across regions. Since 1991, 
new area added to dairy in the non-traditional dairy regions of North and South 
Canterbury, Otago and Southland, accounted for 45% of the 542 thousand hectares of 
New Zealand's new dairy area. 
Accompanying the geographical expansion in dairy area, cow numbers increased to 3.74 
million in 2003 from 2.2 million in 1991, of which 708 thousand were in the North Island 
and 807 thousand were in the South Island. 
National milk production grew at 5.6% per annum, reaching 1,197 million kgs. MS in 
2003, up from 571 million kgs. MS in 1991. The South Island contributed 47% to the 625 
million kgs. MS output gain. 
The long-term trend toward larger units continues. In 2003, an average farm in the South 
Island had a herd of 422 cows and an area of 164 ha., compared with 170 cows and 84 ha. 
1 Effective dairy area refers to the milking platform exclusively; it does not take into account other 
areas such as run-off. According to SONZAF 2003, page 97, (MAF, 2003) total dairy area was 
estimated to be at 2.1 million ha. in 2003. Herein effective dairy area is considered, unless otherwise 
specified . 
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in 1991. An average farm in the North Island had a herd of 166 cows and a milking 
platform of69 ha. in 1991 whereas in 2003 average herd size was 256 cows and average 
of area 100 ha. 
The outcome of the changes outlined above can be summarised by noting that whereas in 
1991, the South Island accounted for 8% of total dairy area, 7% of total number of cows 
and 7% of national milk output; by 2003 the South Island accounted for 25%, 26% and 
28% respectively. 
The geographical distribution of regional production is of particular interest because of 
effects on supply and demand balances for key inputs and outputs. Changes in the 
geographical distribution of dairy production alter local economic output and 
consequently income distribution and community viability (Roe et al., 2002). 
Milk is produced daily and is highly perishable. Its expansion to new areas will therefore 
modify the utilization of infrastructure (especially road networks). 
Abdalla et al. (1995) pointed out that local agro-ecological conditions and current 
contamination affect the resilience of the environment to cope with additional pollution. 
Further, some other features of the landscape, like groundwater reserves and lakes, are 
site-specific. (Abdalla et al., 1995) 
Soils, climate and landscape differ across regions influencing, for example, the amount 
and type of feed grown, the opportunity cost of land and the level of scale economies 
(Sumner and Wolf, 2002). 
Holmes (2003) pointed that pasture production varies substantially across dairy regions 
causing regional differences in productivity per unit area. Different agronomic conditions 
imply the use of different types and doses of fertilizer to maintain or increase pasture 
production. Wells (2001) found statistically significant differences in fertilizer 
application across New Zealand regions. 
Different types offertilizer are associated with different types of pollution concerns. 
Thurow and Holt (1997) recognised that in Florida for some counties the major non-point 
pollution problem was associated with phosphorous runoff in surface water whereas, for 
others, nitrate leaching into groundwater was the main environmental concern. 
Therefore, the expansion of dairy production into new areas and the trend towards larger 
dairy herds and the consequent increase in manure production and fertilizer use may 
trigger site-specific environmental problems or may intensify already existing pollution 
problems. 
The aim of this paper is twofold. First, short-term regional forecast for milk production 
and land use are estimated. Second, regional demand for selected key production inputs 
are derived using the short-term regional forecasts. In doing so, useful information will 
be provided which in turn may promote fresh insights into the expansion of the New 
Zealand dairy industry and associated impact on resource use. 
Data and Methods 
Regional dairy statistics were taken from various issues of Livestock Improvement 
Corporation's "Dairy Statistics" for the season 199011991 to 200212003. The "season" 
goes from June to May, the "regions" were those used by LIC from 1990, which took into 
account the new system oflocal territorial authorities. The analysis was therefore 
restricted to the period that spans from season 90/91 to season 02/03. In addition, data for 
season 1991/92 were not reported. As a result, the data set is composed of 12 years of 
observation for 16 regions. (lOin the North Island and 6 in the South Island) 
Prior to the 1990's, the North Island explained more than 90% of herd numbers, cow 
numbers and hence milk production, most of the geographical changes occurred after 
1990. 
Production variables used were "stocking rate", "productivity per cow" and "total number 
of cows" per region. Regional "milk production" was estimated as the product of "total 
number of cows" times "average milksolids per cow". Similarly, "total dairy area" per 
region was estimated dividing the "number of cows" by the "stocking rate". 
Regional milk output forecasts for season 2006/07 were generated independently for each 
region as follows. First, regional forecast for season 2006/2007 were calculated for 
"stocking rate", "productivity per cow" and "total number of cows" assuming two 
baseline values and two growth rates. In order to minimise the effects of seasonality, 
average of the last 5 seasons was used as baseline value as well as the last reported value. 
Two rates of growth for each variable were then used; one includes the whole time series 
(1990/91 to 2002/03) while the other includes only the last 7 seasons (1996/97 to 
2002/03). 
As a result, four forecast values for each variable and each region for season 2006/2007 
were generated. 
Average annual growth rates were estimated by ordinary least squares (OLS) as the trend 
coefficient from a regression of the natural log of the variable on a constant and linear 
trend. This procedure uses the whole time series information and is robust against short-
term effects of shocks and cycles, as well as minimising problems with measurement 
errors and some missing data. 
Second, regional "milk production" was estimated as the product of "total number of 
cows" times "average milksolids per cow". The combination of the four forecast values 
for each variable yields 16 different scenarios for each region. Each scenario renders a 
different forecast value for the New Zealand milk output. The Situation and Outlook for 
New Zealand Agriculture and Forestry 2003 (SONZAF) (MAF, 2003) projections for 
New Zealand's milk output were used to select the most credible ones. The selected 
scenarios were then averaged and a forecast of milk output for each region was obtained. 
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Cow numbers were derived as a linear combination weighting each vector of forecast by 
the frequency of appearances and it probability. In the present case, from the 16 possible 
scenarios for New Zealand milk output, 11 were selected applying the selection criteria 
(SONZAF forecast, at 1,400 million kgs MS ± 10%). It was assumed that each vector has 
the same probability (1111); "cow forecast vector 1" appears 4 times, "cow forecast 
vector 2" appears 3 times, "cow forecast vector 3" appears 4 times and finally, "cow 
forecast vector 4" does not appear. 
Regional forecast for dairy area were obtained by dividing the four vectors offorecast 
values of cow numbers by the four vectors of forecast values for stocking rate. From the 
16 different scenarios, only those in which the associated vector of regional forecast for 
cow numbers coincided with the selected scenarios for milk output were selected. The 
scenarios selected were then averaged to get a regional forecast for total effective dairy 
area. 
A weighted average stocking rate for each region was obtained dividing the forecast 
number of cows (obtained as indicated above) by the forecast for regional effective dairy 
area. 
Wells (2001; Table 4.9, page 55) reported the application of nitrogen, phosphorous, 
potassium, sulphur and electrical energy intensity (units per hectare) for a group of 
surveyed farms in the main dairy regions for year 1998/99. As indicated by Wells (2001, 
page 54) regional samples were not representative and some possible bias may exist. 
Therefore, regional input use per unit of area in the Wells report was weighted by 
regional average herd size reported by LIC. This means Wells' figures ofinput use were 
multiplied by the ratio (LIC/surveyed farms) of average herd size. 
Finally, regional forecasts of milk output and dairy farming area were combined with 
input indicators to obtain estimates of potential input demand for the main dairy regions 
for the season 2006/07. 
Two approaches were considered, first, a linear relationship between stocking rate and 
input use, and second a linear relationship between productivity per unit area and input 
use. 
Some of the assumption underlying the forecasts may prove to be audacious, if not bold. 
First, international and domestic economic conditions are assumed to remain stable (i.e. 
like in the past few years) through the period. According to MAF (2001) and SONZAF 
(2003), world demand for dairy products is expected to rise over the period considered 
for these projections. Furthermore, it is estimated that New Zealand export volumes and 
FOB export values will increase by 16% and 37% respectively, compared to 2003. 
Second, even though the procedure employed to estimate growth rates for productivity 
per cow, number of cows and stocking rate is robust in the short term the slope of the 
regression is not statistically significant for some variables and regions. Linear 
relationships were assumed for simplicity as the forecast values of the variables and the 
projections of input use are intended only as rough indicators of the direction of the 
changes and its relative size. Moreover, the authors recognised the trade off between 
covering all regions and accurately modelling variables and interactions for each region. 
Third, even though it may appear as an over simplification, input forecasts were obtained 
assuming a linear relation with stocking rate and with productivity per unit area. A linear 
relationship between stocking rate and input use implies that efficiency in pasture use is 
optimal at the initial period. It also implies that gains in productivity per cow will not be 
affected by pasture production. Hence, the increases in input use per area with respect to 
the initial period will be those necessary to accommodate more cows. 
Conversely, the linear relationship between input use and productivity per unit area 
implies that gains in productivity per unit of area will only be the result of increases in 
input use. Consequently, the two approaches used to derive the forecast in input use per 
unit of area may be viewed as an upper and lower limit of the real unknown value. The 
upper limit corresponds to the approach where productivity per unit area is linearly 
related to input use, i.e. increases in input use are solely responsible for gains in 
productivity per unit of area. The lower bound represents the linear relationship between 
stocking rate and input use, i.e. increases in input use per area are aimed at 
accommodating more cows. 
Finally, the same linear relationship applies to all inputs and it is assumed that no 
efficiency gains in input use will occur over the period. 
Results 
Total milk production in New Zealand is forecast to reach 1,431 million kgs. MS in 
season 2006/07, an increase of20% with respect to season 2002/03, at 1,197 million kgs. 
MS. (Table 1) In absolute terms national milk output will increase 235 million kgs MS, 
of which 65% would be explained by production gains in the South Island, and 35% in 
the North Island. As a result, the relative contribution of the South Island to national 
milk output would be 34%, up from 28% in 2003. 
Ul 
-.l 
Table 1.- Milk production per region (million kgs. Milksolids) 
Forecast Range forecast Change (%) 
2006/07 Std. dev. Max Min 2007/2003 
Northland 93 5 99 86 9% 
Central Auckland 44 4 50 39 3% 
South Auckland 356 20 389 330 3% 
Bay of Plenty 61 3 67 57 4% 
Central Plateau 72 5 79 65 15% 
Western Uplands 10 1 11 9 34% 
East Cost 1 0 2 1 31% 
Hawkes Bay 17 3 21 14 69% 
Taranaki 149 8 161 140 4% 
Wellington 66 3 71 61 19% 
Waitarapa 75 11 85 60 52% 
Nelson/Marlborough 30 2 33 27 13% 
West Coast 39 2 42 36 23% 
North Canterbury 146 17 175 117 52% 
South Canterbury 46 5 53 37 49% 
Otago 72 8 87 59 43% 
Southland 155 19 175 126 56% 
North Island 943 32 996 901 9% 
South Island 488 51 563 402 46% 
New Zealand 1,431 71 1,534 1,309 20% 
Source: own calculation based on LIC 
Long-established dairy regions are forecast to experience moderate production increases 
(Table I), whereas production increases in new regions are expected to be much higher. 
Hawkes Bay and Wairarapa are expected to grow at 13% and 10% per annum, while 
annual growth rates for North and South Canterbury, Otago and Southland are predicted 
to range from 9% to 11%. On the contrary, for Northland, South Auckland, Bay of Plenty 
and Taranaki growth rates are forecast to range from 0.7% per annum in South Auckland 
to 2.3% per annum in Northland. Consequently, the relative contribution of long-
established dairy regions to national output is predicted to decline, meanwhile the 
forecasted contribution of new regions is expected to increase. (Figure 1) 
Some of the most relevant results are: 
• South Auckland would still be the most important dairy regions explaining 25% of 
national milk output 
• North Canterbury and Southland share would equal, or even surpass, Taranaki's share 
Figure 1.- Geographical distribution of milk production 
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Total number of cows is expected to increase 14% from 3.7 million in 2003 to 4.3 million 
in 2007 (Table 2). The South Island's dairy herd is predicted to expand by 326 thousand 
cows, accounting for 65% of the net national gain in dairy cows. North Canterbury and 
Southland would experience the highest growth in cow numbers, 98 and 120 thousand 
respectively. Combined their net gain in dairy cows would exceed those expected for the 
entire North Island. Even though loosing share at a national level, South Auckland would 
still account for the majority of the national dairy herd, 26%. However, the centre of 
gravity is shifting towards the South Island. It is forecasted that by 2007, 30 % of the 
national dairy herd would be in the South Island, up form 26% in 2003. 
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Table 2.· Evolution of the number of cows and its regional distribution (cows in thousand) 
1991 2003 2007 f 
cows share cows share cows share 
Northland 254 11% 296 8% 318 7% 
South Auckland 901 40% 1,071 29% 1,096 26% 
Taranaki 398 18% 484 13% 492 12% 
Rest ofN.I. 520 23% 931 25% 1,080 25% 
North Canterbury 27 1% 255 7% 353 8% 
Southland 25 1% 291 8% 411 10% 
Rest ofS.I. 99 4% 413 11% 521 12% 
New Zealand 2,225 3,741 4,270 
Source: LIC 
(f) own forecast 
Effective dairy area is forecasted to increase 100 thousand hectares, or 7% from 1.46 
million ha in 2002/03 to 1.56 million hectares by season 2006/07. It is expected that the 
South Island will increase its dairy area by 92 thousand hectares accounting for 92% of 
the national newly created dairy area. North Canterbury and Southland combined are 
predicted to convert 62 thousand hectares to dairy farming, accounting for the greater part 
of the national increase in dairy area over the period. The North Island, in turn, is 
predicted to increase marginally as the result of gains in Hawkes Bay and Wairarapa that 
more than offset area loss in traditional regions, like Central and South Auckland, Bay of 
Plenty, Northland and Taranaki. (Table 3) 
Table 3.- Regional effective dairy area (thousand hectares) 
Dairy area (forecast) Range forecast Change (%) 
2006/07 Std dev Max Min 2007/2003 
Northland 143 1 145 141 ·1% 
Central Auckland 57 3 62 53 ·5% 
South Auckland 383 12 405 368 ·2% 
Bay of Plenty 69 3 74 65 ·4% 
Central Plateau 81 5 88 73 3% 
Western Uplands 12 1 14 11 13% 
East Cost 2 0 2 1 ·24% 
Hawkes Bay 15 3 19 13 40% 
Taranaki 173 9 186 164 ·6% 
Wellington 80 5 89 73 4% 
Wairarapa 84 13 95 67 35% 
Nelson/Marlborough 37 2 40 34 8% 
West Coast 55 4 59 49 6% 
North Canterbury 119 12 134 101 34% 
South Canterbury 38 5 46 31 30% 
Otago 69 8 84 56 23% 
Southland 146 19 170 117 28% 
North Island 1,099 16 1,128 1,076 1% 
South Island 464 46 523 392 25% 
New Zealand 1,563 57 1,631 1,469 7% 
Source: own calculation based on LIC 
Baseline data on regional input use per unit of area are presented in Table 4. Even though 
it was not established whether differences in input use across regions are statistically 
significant, it is worth noting that: 
• Nitrogen use is ranked first in 6 out of the II regions (underline in Table 4) 
• Phosphorous and Potassium are ranked first in 2 regions (underline in Table 4) 
• Nitrogen application varies the most across regions compared to other fertilizers 
• Nitrogen application in Canterbury more than doubles the level of any other region 
• Phosphorous varies the least across regions 
• Total fertilizer use per area is lowest for Wellington and Wairarapa 
• North Canterbury total use of fertilizer is 1.5 times higher than in Taranaki 
• Canterbury use of electrical energy per area more than tripled that of any other 
region, as a result of irrigation 
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Table 4.- Baseline for regional input use corrected by average herd size 1998/99 (derived 
from table 4.9, page 55; Wells, 2001) 
Nitrogen Phosphorous Potassium Sulphur EEl (*) 
KgN/ha KgP/ha KgK/ha Kg S/ha GJ/ha 
Northland 31.6 36.9 30.1 44.4 3.6 
South Auckland 71.4 58.0 65.2 62.1 3.8 
Bay of Plenty 78.0 62.2 52.0 69.3 2.5 
Taranaki 73.5 51.5 49.0 46.6 3.0 
Wellington 33.3 39.5 24.6 35.9 4.3 
Waitarapa 32.6 38.6 24.0 35.2 4.2 
West Coast 75.6 43.1 58.9 51.9 2.2 
North Canterbury 147.8 57.7 28.0 88.3 13.0 
South Canterbury 157.1 61.4 29.8 93.9 13.9 
Otago 73.9 52.3 93.3 64.8 4.3 
Southland 72.3 51.2 91.3 63.4 4.2 
(*) Electrical Energy Intensity (primary) "defIned to be the consumer energy plus all other 
energy inputs required to deliver that energy to the consumer." (Wells, 2001, page 17); 
GJ, gigajoules = 1,000,000,000 joules Goule is the basic unit of energy) 
Forecast on input use are presented on Table l.A and Table 2.A in the appendix. Table 
l.A represents the absolute value of the lower bound of input application while Table 2.A 
the upper bound. 
Table 5 summarises the change in input use per unit of area with respect to the baseline 
for the upper and lower bound. 
The lower bound estimation of input use shows that: 
• Fertilizer and electrical energy use per unit of area is expected marginally decline for 
Bay of Plenty, Wellington and Otago 
• The West Coast is expected to experience the highest increase in input use 
• For all other regions moderate increases in input use are predicted 
Table 5.- Estimated change in regional input use with respect to baseline (2007/1999) 
Upper limit Lower limit 
(forecast based on linear (forecast based on linear 
relationship input use-productivity relationship input use-stocking 
per area) rate) 
Northland 31% 6% 
South Auckland 31% 2% 
Bay of Plenty 27% -2% 
Taranaki 16% 2% 
Wellington 21% -2% 
Waitarapa 26% 3% 
West Coast 37% 10% 
North Canterbury 50% 2% 
South Canterbury 47% 5% 
Otago 34% -1% 
Southland 35% 4% 
-
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The upper bound estimation, on the other hand, shows an heterogeneous picture: 
Taranaki is expected to be the least responsive increasing input use by 16% 
North Canterbury, on the contrary, is predicted to increase input use by 50% 
Other regions are predicted to experience an increase in input ranging from 21 % (in 
Wellington) to 37% (in West Coast) 
Estimated change in input use with respect to the baseline reflects the expected change in 
stocking rate and productivity per area, lower and upper bound respectively, over the 
same period. 
A negative value for the lower limit implies that the respective regions would experience 
a decline in the stocking rate with respect to the baseline, and vice versa. Higher absolute 
values, in turn, indicate that the region in question would experience a higher growth in 
stocking rate relative to other regions over the period. Although it may happen, this does 
not mean that at the end of the period the region that experienced a higher growth in 
stocking rate would have a higher level of stocking rate that other. For example, in 1999 
the stocking rate in West Coast was 2 cowslha. It predicted that stocking rate would be at 
2.2 in 2007, a 10% increase. Taranaki, on the other hand, is expected to have a stocking 
rate of2.84 in 2007, up 1 % from 2.8 cowslha in 1999. The same reasoning applies to the 
upper bound predictions. 
A forecast of the regional expected demand for inputs in 2007 may be obtained by 
multiplying forecast input use intensity by the area devoted to dairy in each region (Table 
6). 
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Stylised facts indicate that: 
Demand for nitrogen is expected to be highest in South Auckland 
North Canterbury expected demand for nitrogen is predicted to surpass Taranaki's, 
doubling actual demand 
Primary electrical energy demand is expected to be highest in North Canterbury 
A more interesting approach is to obtain the net difference of the expected demand for 
inputs and the baseline demand for inputs. In doing so, an estimate of the cost of the 
expansion in terms of the net increase in input demand is provided. 
In Table 6 results for two inputs and selected regions are shown. Some relevant facts are: 
It is expected that North Canterbury would demand an extra 8.5 to 17 thousand tonnes of 
nitrogen by 2007, roughly 1.80 to 3.6 times more nitrogen than Northland baseline 
consumption 
South Auckland, in tum, would demand from 0.4 to 2 times more nitrogen Northland 
baseline consumption for its expansion 
The cost of the expansion for North Canterbury in terms of electrical energy would 
amount to 1.4 to 2.7 times Taranaki's baseline primary electrical energy 
The net difference in primary electrical energy predicted for North Canterbury 
approximately equals the annual energy use of a city the size of Napier in one year2 
(Ministry of Commerce, 1992, pg xvi) 
Table 6.- Baseline and expected demand for two inputs in selected regions 
(Net difference= forecast 2007 - baseline 1999) 
Baseline Lower Upper Net difference Net difference 
(1999) bound (f) bound (f) Lower-Baseline Upper-Baseline 
Nitrogen (Tonnes) 
South Auckland 26,198 27,953 35,901 1,755 9,703 
Taranaki 13,342 12,902 14,785 (440) 1,443 
North Canterbury 9,449 18,005 26,362 8,556 16,914 
Southland 4,695 11,003 14,234 6,308 9,539 
Electrical Energy (IJ) 
South Auckland 1,405 1,499 1,925 94 520 
Taranaki 548 530 608 (18) 59 
North Canterbury 833 1,587 2,324 754 1,491 
Southland 274 643 832 369 558 
(f) forecast 
TJ, terajoules = 1,000,000,000,000 joules voule is the basic unit of energy) 
2 A city the size of Napier has a total energy use of 1 PJ per year (1 petajoule = 10001]) 
Conclusion 
Bockstael (1996) affirmed that public policies might have a strong influence in the spatial 
pattern and distribution of land. The change in the New Zealand public policies, i.e. the 
process of deregulation of the economy that started in 1984, was one factor, amid others, 
that certainly had an influence in the expansion of dairy farming into new areas. The 
relative profitability of different agricultural industries was altered after deregulation, and 
as a result, the pattern ofland use changed. 
The forecasts reported in the present paper for national milk production and total number 
of cow are of a similar magnitude to MAF estimations. When averaging all the scenarios 
national milk production is forecast at 1.486 million kgs. MS, 6% higher than MAF 
estimates of 1.400 million kgs. MS for season 2006/07 (Table 7). 
Table 7.- Forecast comparison to season 2006/07 
Own estimates 
(average all scenarios) 
MAF estimate 
(SONZAF 2003) 
(#) at June 2006 
m effective dairy area 
(t) total dairy area 
Milk production 
(Million kgs. 
MS) 
1,486 
1,400 
Number of cows 
(Million cows) 
4.40 
4.17(#) 
Total area 
(Million hectares) 
1.61m 
2.08(t) 
SONZAF 2003 (MAF) estimates cow numbers to be 4.17 million at June 2006. This 
papers forecasts cow numbers at 4.4 million for season ending May 2007. 
SONZAF 2003 (page 97) estimates dairy area at 2.08 million hectares for 2007. 
SONZAF estimate is 33% higher than the one projected here. However, it should be 
taken into consideration that these paper projections referred to effective area, i.e. 
milking platform only. For 2003, SONZAF reported land use in dairy at 2.03 million 
hectares, whereas LIC (2002/03) reported total effective dairy area to be 1.4 million 
hectares, a 45% gap. 
SONZAF estimate implies that dairy area is going to expand by 2.5% over the period 
2003-2007. This rate of growth is less than half the one expected by this projection, at 
7%. However, ifit were assumed that there is an increasing opportunity cost for 
converting an additional unit ofland to dairy, it would make sense - under the hypothesis 
that the expansion continues - to incorporate already existing "dairy area" into "effective 
dairy area". As a result, the growth rate in "effective dairy area" would be higher than the 
growth rate in "total dairy area", effectively reducing the 45% gap of2003 between 
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SONZAF and LIe figures. According to this papers' estimate the gap may decline to 
33% by 2007. 
Adelaja et al. (1998) reported that the survival of dairy enterprises close to urban-
influenced areas is influenced negatively by rising land values. Therefore, the forecast of 
a net loss in dairy area in regions where land prices have been increasing over the last 
years is possible. 
Expected increases in the intensity of input use as well as in the demand for inputs with 
respect to the baseline are significane. Furthermore, differences in the intensity of input 
use amongst regions advocate for a local approach. This in turn would demand tailored 
public policies to address a variety of situations ranging from electricity and water use to 
runoff in surface water to nitrate leaching into groundwater. 
All those issues have important implications in terms of environmental management, 
infrastructure investment, community development and certainly, to the sustainability of 
the dairy industry. 
Appendix 
Table LA - Estimated regional input use in 2006/07 (forecast based on stocking rate) 
Nitrogen Phosphorous Potassium Sulphur EEl (*) 
KgN/ha KgP/ha KgK/ha KgS/ha G]/ha 
Northland 33.5 39.1 31.9 47.0 3.8 
South Auckland 73.0 59.2 66.6 63.5 3.9 
Bay of Plenty 76.4 61.0 51.0 67.9 2.5 
Taranaki 74.6 52.3 49.8 47.3 3.1 
Wellington 32.8 38.9 24.2 35.4 4.2 
Wairarapa 33.7 40.0 24.9 36.4 4.4 
West Coast 83.1 47.3 64.7 57.0 2.4 
North Canterbury 150.9 58.9 28.6 90.2 13.3 
South Canterbury 164.4 64.2 31.1 98.3 14.5 
Otago 72.9 51.6 91.9 63.9 4.3 
,Southland 75.3 53.3 94.9 66.0 4.4 
(*) Electrical Energy Intensity (primary) "defined to be the consumer energy plus all other 
energy inputs required to deliver that energy to the consumer." (Wells, 2001, page 17) 
G], gigajoules = 1,000,000,000 joules Ooule is the basic unit of energy) 
3 A referee pointed out that forecasted input intensity has already been achieved in some regions. 
Table 2.A - Estimated regional input use in 2006/07 (forecast based on productivity /ha.) 
Nitrogen Phosphorous Potassium Sulphur EEl (*) 
KgN/ha KgP/ha KgK/ha KgS/ha G]/ha 
Northland 41.3 48.2 39.3 58.0 4.7 
South Auckland 93.7 76.1 85.6 81.5 5.0 I 
Bay of Plenty 99.1 79.1 66.1 88.1 3.2 I I 
Taranaki 85.5 59.9 57.0 54.2 3.5 
Wellington 40.4 47.9 29.8 43.6 5.2 
Wairarapa 41.0 48.6 30.2 44.3 5.3 i 
West Coast 103.6 59.0 80.7 71.1 3.0 
North Canterbury 221.0 86.3 41.8 132.1 19.5 
South Canterbury 230.8 90.1 43.7 137.9 20.3 
Otago 98.8 69.9 124.6 86.6 5.8 
Southland 97.4 68.9 122.8 85.4 5.7 
(*) Electrical Energy Intensity (primary) "defined to be the consumer energy plus all other 
energy inputs required to deliver that energy to the consumer." (Wells, 2001, page 17); 
G], gigajoules = 1,000,000,000 joules Ooule is the basic unit of energy) 
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A Learning Model of Technology Transfer for the Kiwifruit 
Industry 
Terry Parminter, Extension Scientist, AgResearch, Ruakura Research Centre 
Shane Max, Industry Development Manager, ZESPRI Innovation Company 
Ltd. 
Summary 
In July 2003, ZESPRI International merged the Technology Transfer team that had 
historically been focused on achieving uptake of new technologies with ZESPRI 
Innovation, the team that had been responsible for the development of new 
technologies. This change has combined skills in research, development and 
extension into a single, co-ordinated grouping to improve grower profitability 
through a greater contribution to supply chain developments and grower learning. 
The Industry Development strategy of ZESPRI Innovation is based upon a model of 
industry learning. The model takes into account the needs of a range of stakeholders 
in the supply chain, the technologies, the necessity for the industry to have clear 
market signals, and the different learning styles of growers. Applying the model will 
involve ZESPRI staff in traditional industry development events such as field days 
and industry development communiques ( e.g. newsletters) and a website, together 
with new technology development projects e.g. monitor orchards and "industry is the 
lab" projects. 
ZESPRI Innovation is moving beyond a historical "recipe-based" approach in 
technology transfer, to one that empowers industry participants to make effective 
commercial decisions based upon their own learning and knowledge. The 
application of developments in learning theory is an important component to the new 
strategy and to its on-going development. 
Background to Industry Structure 
ZESPRI International Ltd. is a custom-built, consumer-driven, grower-owned 
company dedicated to the global marketing of kiwifruit. It markets to over 70 
countries and has a number of offshore offices. The ZESPRI brand was launched in 
1997 and the company corporatised in 2000 at which time ZESPRI Innovation 
Company Ltd. was formed. Since then a number of other subsidiary companies have 
been formed (Figure 1) which include ZESPRI Fresh Produce, responsible for 
developing and sourcing 12 month supply from offshore suppliers, and Aragorn, 
which is responsible for developing and marketing processed kiwifruit products. 
~ 
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Figure I. ZESPRI Company Structure 
Historical Approach and the Need for Change 
The Kiwifruit Industry began with a commodity product. In the early stages, it was 
competing with other sub-tropical fruit such as citrus fruit. At that time marketing 
was based on the unique properties of kiwifruit (Earp 1988) with new technologies 
and management practices tending to be universally applicable to most orchards. 
With time, the marketing of New Zealand kiwifruit changed from selling a 
commodity product into the marketing of a specialist or niche product. Now, 
ZESPRI has developed a lifestyle brand with unique characteristics distinguishing it 
from all other kiwifruit. The brand's characteristics are its vigour, health, 
effervescence, nutrition, zest, fun, life and energy (ZESPRI 1997) and more recently 
an emphasis on taste with the introduction of the Taste ZESPRJTM programme. 
At the time the kiwifruit industry was establishing and beginning to supply overseas 
markets, the New Zealand government had followed the British model of 
establishing research stations linked to government controlled, extension services. 
During the I 940s, the kiwifruit industry was developed by farmers who liked 
growing the plants and had a vision for its potential as a uniquely New Zealand sub-
tropical fruit. Growers learnt how to grow and manage the vines and harvest and 
grade the fruit through their own practical experience. This experience was openly 
shared by the farmers who initially established plantings, and later as the industry 
expanded, by people who often only had a limited background in agriculture. The 
export market was established early on by the opportunistic activities of innovative 
growers and fruit exporting companies. Figure 2 follows some of the significant 
changes in the industry. This ranges from the initial commercialisation, a name 
change from Chinese Gooseberries, to the industry expansion as overseas markets 
grew. The industry has always been concerned about the necessity (or otherwise) of 
centralised planning. 
Figure 2. Timeline for the Kiwifruit Industry and Extension Activity 
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As the industry grew, an export promotional committee was established and voluntary 
levies were obtained from growers for its activities. Later, the Kiwifruit Authority 
was established to replace the Committee, and the levies became compUlsory. More 
recently, ZESPRI has replaced the Authority, and a branded approach taken to 
marketing, to reduce the effects of overseas competition and commodity boom-bust 
cycles (ZESPRI 1997). 
Later, as the industry expanded even further, government advisors became involved. 
To start with, they had to use information they had obtained from other subtropical 
crops as the basis of their advice. They added to that by learning from the practical 
experience of leading growers. In the 1970's, professional researchers at 
government-run research centres started to become involved with the industry. They 
were able to study the reasons 'why' things happened as well as 'what' things 
happened. This extra understanding meant that the industry's extension arm were no 
longer restricted to information based upon observation; they could also provide 
advice based upon inference and conceptualisation, i.e. using their understanding to 
explore situations beyond the industry's current practice. 
By the 1980's, consultants and extension agents were moving from advising on 
kiwifruit practices that focussed upon increasing yield to advising about all issues in 
kiwifruit management decision making for improving grower profitability. This 
meant that advice had to be customised to reflect the conditions of individual 
properties rather than being general grower practices that could be applied 
universally. In the middle of the 1980's the government's extension services, and 
later their research services were restructured as fully commercial organisations. 
Before its merger with ZESPRI Innovation, the Technology Transfer team provided 
growers with advice about best practices based upon industry standardised recipes. 
Two successes in this approach have been the introduction of KiwiGreen, an 
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Integrated Pest Management (IPM) crop protection programme, and the 
commercialisation ofHort16A, the gold-fleshed variety. 
To meet rapidly changing market demands and remain economically competitive, the 
industry has to consider how to develop and adopt technology more rapidly and in 
more complex areas (eg. Taste ZESPRITM). The "one shoe fits all" approach is 
unlikely to be successful in this new environment and the approach taken to industry 
learning has had to be adapted to empower the industry to help itself. A recent 
Innovation workshop on industry development revealed that a number of agricultural 
industries both in New Zealand and Australia were adopting an approach in which 
industry development specialists worked within the supply chain to foster and 
facilitate the generation and transfer of information. 
The New ZESPRI Plan for Technology Transfer 
Only by continually innovating and developing the value proposition of its products, 
in the eyes of consumers, can ZESPRI stay ahead of the competition and maintain, 
over the long term, the premium that it returns to New Zealand growers. New 
Zealand kiwifruit growers have used the centralised marketing structure of their 
industry to manage the development and promotion of innovation amongst growers 
and between growers and research agencies. This approach builds upon the early 
history of government funded research and extension for horticultural industries by 
providing a more commercial focus and greater industry accountability. 
The vision of the new Innovation team in ZESPRI is to achieve a consistently 
superior quality product, underpinned by continuous innovation in the ZESPRI™ 
System, as the basis for developing the value potential ofthe ZESPRI ™ brand. 
Identification of knowledge requirements 
With a very large array of opportunities for innovation and limited resources to 
encourage innovation, it is important that the Innovation team focuses resources on 
appropriate targets. These relate to: 
Grower capacity to produce fruit with desired product attributes (e.g. taste, shelf-
life, integrity of the production system, pest-free) that maximise in-market value 
Supply chain (on-orchard and postharvest) capabilities to improve the industry's 
ability to deliver a desired product at reasonable cost. 
Having new vines bear quickly for growers producing high yields of good sized 
fruit with a good grade-out. 
Currently the Innovation Team's research portfolio includes activities that are 
categorised into eight outcome areas: 
Early Fruit 
Long Storing Fruit 
New Cultivars 
Optimised Fruit Size and Yield 
Taste ZESPRITM 
Market Access 
Processed Products 
Year-round Supply 
ZESPRI Stakeholders 
One of the key functions of the Innovation team is to work with stakeholders to 
identifY, evaluate and select opportunities for investment of resources. Stakeholder 
input is sought from workshops held with the Innovation Advisory Board and key 
industry groups. These include the three ZESPRI Product Groups, GREEN, GOLD 
and ORGANIC, NZ Kiwifruit Growers' Incorporated (NZKGI), supplier entities, 
and Hort+Research, the industry'S major research provider. 
Key targets are identified in each outcome area and then various pathways are 
developed which offer ways to achieve the target. A number of factors are used in 
choosing the optimal pathway(s) where resources will be focussed. These include 
probability of success, cost, delivery time, impact on the business, risk etc. The 
implementation of new technologies will clearly be influenced by factors such as 
financial benefit to the stakeholders, cost, complexity and labour/skills required. 
Generating, Communicating and Adopting New Knowledge and 
Tools 
Industry innovation requires encouraging people to identifY and implement the new 
knowledge created by their peers or other supply chain participants (paine 1996). 
The activities of the ZESPRI Industry Development team within Innovation provide 
learning packages and new management tools to assist people in these processes. 
The Innovation team needs to support the development, adaptation and application of 
technologies to achieve targets within the eight outcome areas and address the needs 
of all the stakeholder groups (Table I). 
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Operational Environment Stakeholder Group 
Internal to ZESPRI Marketers 
Operations 
Kiwifruit Supply Chain Growers 
Postharvest operators 
Shippers 
Off shore ZESPRI 
Wholesalers 
Retailers 
Consumers 
Allied Product and Service Industries Research providers 
Consultants 
Fertiliser and chemical companies 
The Innovation team needs to provide: 
Leadership and forums to support detailed scientific knowledge and industry 
experience to be brought to bear on key industry issues 
An auditing function to ensure that the knowledge disseminated is correct or 
effective 
~ 
Tools and systems that enable supply chain participants to input and interpret the 
data flowing through their operations 
Communication channels through which data, information and debate can flow 
Technical support for developing the incentive frameworks required to motivate 
delivery of superior fruit 
An effective evaluation process. 
Two very different approaches are used by the team to encourage and support 
industry innovation. At one end of the innovation spectrum, industry learning 
approaches are very linear. Targeted research projects, which are usually contracted, 
deliver outputs that are communicated to passive recipients. At the other end of the 
spectrum lies the networked mode oflearning (or Industry is the Laboratory) where 
the industry itself provides the context for 'on-the-job' learning in which informal 
processes provide diverse amounts of information via a range of media to individual 
decision makers. 
The linear innovation process, of separately developing technologies for 
implementation in the supply chain, will continue as there is value in conducting 
research and development in an environment that is freed from the constraints of 
commercial fruit production and delivery. It enables a strong focus on 
straightforward questions, tending to deliver uncomplicated answers with a limited 
range of direct applicability (Parminter and Parminter 1994). 
A practical example of this is the ready-to-eat (RTE) programme, in which fruit are 
treated with ethylene or temperature to soften fruit to eating firmness prior to retail 
delivery. The programme has significantly increased repeat purchase rates in markets 
where it has been implemented. It involves relatively simple procedures where 
science has provided treatments that can be applied to fruit of a known maturity to 
provide a known result, with little variation or need for interpretation. 
The "Industry is the Laboratory" approach facilitated by the Innovation Team 
compliments the linear process described above by fostering opportunities for 
communal styles of innovation. In this model, the process of innovation remains 
integrated within industry activities, and replaces linear-style research and 
technology transfer with a mixture of leadership and facilitation. In the "Industry is 
the Lab" approach, innovation occurs as a result of continual application of the 
learning cycle by all participants in the system (Coutts 2003). 
Real learning is not just about acquiring information but about engaging with it so it 
not only affects your thinking but your behaviour. This can be encouraged by 
facilitating four parts to the learning cycle. 
1. Experiencing or doing 
2. Reviewing 
3. Concluding 
4. Planning 
Since learning is an ongoing process it can be seen as a continuous cycle (Fig 2). 
Most people are more comfortable in one or two parts of the cycle than the others, 
but to maximise the learning effect it is important to engage in all stages of the 
cycle. 
The Learning Cycle can be demonstrated reflecting on the industry'S need to gain a 
better understanding of changes in Hort16A (ZESPRI Gold) fruit flesh colour. Over 
a three year period, the Innovation team has devised and implemented a Colour 
Index that provides the basis upon which decisions are made about when to begin 
harvest. The goal is to ensure harvested fruit will have a consistent golden colour 
when they are delivered to the market. The Colour Index takes account of both the 
average and variability of fruit colour in lines of fruit. This concept is new to the 
industry and core to its function because delays in harvesting have significant 
financial logistical impacts. The Innovation team has developed a package of 
technical and communication initiatives to maximise the industry's ability to cope 
with these diverse changes. One component of this was to develop a low cost, 
accurate way to measure flesh fruit colour as the only other device available was a 
$20,000 chromameter. 
Experience 
Twelve desktop colour scanners were trialled in the various packhouses. Staff 
gathered samples and trialled the technology. They learnt about fruit colour by 
cutting fruit, seeing the colour measurements the scanner generated and how 
different values for fruit colour affected the Colour Index. 
Figure 2. Learning Cycle for 'Industry is the Laboratory' 
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In teaching others in scanner operation and in identifYing problems, discussion 
occurs among packhouse staff, other users, and Innovation team members. The next 
stage oflearning is occurring here, as people review and reflect upon other related 
information they have come across, in Kiwifruit Journal articles for example. 
~ 
~ 
Conclude 
People who enjoy conceptualising prefer the next stage of the learning cycle. This is 
where connections are made between the ideas and experiences they have had. 
Reasons for problems that arose with calibration against the chromameter were found 
to be due to variation in the thickness of skin removed prior to scanning. For this 
conclusion to be reached, the staff had to have known about the way fruit colour 
changes close to the skin and the ability of the slicer to produce consistent slice 
thickness. 
Plan 
The most empowering stage of the cycle is where we look to make improvements 
from what have learnt in the preceding stages. Future actions are modified and 
decisions on how to do things differently next time are made. Using the simple slice 
thickness example, measuring the effect of different slice thickness with callipers and 
comparing the results would occur. This rolls into the Experience part for the cycle, 
starting the whole process again. 
The contextual learning provided by this model is highly effective in generating 
knowledge in its participants. It is analogous to the Technology Development model 
referred to by Coutts (2003). In this approach, the role of the Innovation team is to 
continually engage supply chain participants in projects that would generate new 
knowledge about growing and delivering superior fruit to consumers. This applies 
most particularly to growers who are responsible for building desirable attributes into 
fruit through superior production practice. 
A further example of the "Industry is the Lab" approach is a recent project that looks 
at orchard factors that influence the taste of fruit and thereby the desirability of fruit 
to consumer. Fruit taste is known to be strongly influenced by its dry matter content. 
An assessment of canopy composition on 30 Hayward grower properties identified 
several canopy styles associated with higher fruit dry matter outcomes (Figure 3). In 
this example, the concept of using orchard-derived data to identify potential 
improvements to growing practice on one group of growers can be further developed 
and validated with further groups of growers. 
Figure 3. Canopy Assessment Methodology 
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This model is already being piloted with groups of growers from two Suppliers. If 
successful, it could usefully be extended to include much larger numbers of growers 
who would collect a simplified array of data that relates to their own orchards. Such 
data can be fed into a web-hosted database, providing access for growers to 
benchmark their own management practice. In this way, growers would be directly 
empowered to take innovation into their own hands, and have a direct opportunity to 
understand and manage the implications of implementing new technologies on their 
own orchards. At the same time, the large volumes of data made available through 
the databases would enable the Innovation team to continually update and enhance 
the models being used. In this way, the activities of the Innovation team would 
become involved with those of the industry through a series of projects focused on 
areas of identified potential, generating a seamless integration of supply and 
innovation activities. 
Channels for Communicating Information 
Maintaining a diverse range ofIndustry Leaming media is critical to reaching 
participants with different learning styles and for reinforcing messages by ensuring 
that they are received via more than one media (Parminter 2002). 
The historical Tech Transfer team used a variety of forums through which to share 
information. These included field days, seminars, technical bulletins, manuals, 
videos, web site and personal contact. Recent kiwifruit industry surveys indicate a 
high level of satisfaction with industry Field Days and KiwiTech events. It is 
important to maintain a baseline component of these events to retain stakeholder 
satisfaction and to build upon their proven effectiveness in delivering industry 
development outcomes in the past. However, the adoption of a more leaming type of 
approach has resulted in the format of some events being changed to encourage 
opportunities for greater learning (Table 2). This new approach still provides a range 
of channels through which to encourage industry learning and innovation including: 
Specifically designed training events such as seminars, field days and workshops. 
Committees and project teams charged with responsibility for achieving 
particular outcomes. 
Widely distributed information made available through journals, fliers and 
websites. 
Industry Development Events 
The role of the Field Day programme has been to take grower-related issues to an 
orchard environment where orchardists feel comfortable and are able to discuss key 
issues with a practical production focus. The opportunity to view one another's 
properties, interact with an array of people, including industry consultants and 
ZESPRI staff, has proved very popular. While increasing attendances nation-wide 
have been pleasing, large group numbers have hampered the effectiveness of two-
way discussion. It is also difficult to cater to all knowledge and skill levels of 
participants at such events, resulting in some frustration for more progressive 
growers. The number offield day events at each round has been increased to assist in 
reducing group size and encouraging more interaction between growers and invited 
participants which include high performing growers and technical experts. 
Kiwitech Seminars are also held throughout the major growing regions, usually twice 
a year. There are forums where presenters update the industry on new research 
~ 
findings or topical issues. Recent changes have seen this information become 
available to the whole industry rather than just technical representatives and industry 
consultants. This change occurred because of grower concern that information was 
not flowing through to them effectively. 
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Channel Purpose Examples 
Industry Development Events: For a for wider scale exchange of KiwiTech and Crop 
0 Seminars and ideas, presentation of models that Protection Seminars, 
Forums provide the frameworks within GOLD, GREEN and 
0 Field Days which individual chunks of Frost Field Days 
0 Workshops information will develop 
meaning for stakeholders 
Industry Development Blanket coverage for key Hort16A Technical 
Communiques: information, models and Advisory Notice 
0 Journal articles guidelines Cane girdling bulletin 
0 Bulletins Ready access to facilitate Pruning video 
0 Handling effective learning 
guidelines and 
manuals 
Website: Benchmarking tools, 
0 Industry data Database development, analysis, and metrics 
0 Innovation Library and interpretation 
0 Production 
summaries 
Technology Development Contextual learning Growing high dry 
Projects: Conduits for facilitating transfer matter fruit, 
0 Focus orchards of ideas, feedback and packhouse processes, 
0 Discussion Groups development of mutual inventory 
0 Industry is the lab awareness and understanding management and 
projects pest free fruit 
Industry Development Communiques 
KiwiTech bulletins, guidelines and videos will continue to be developed and updated 
as industry feedback indicates the need for information or to report latest research 
findings in grower-friendly language. 
Web Site 
The Innovation website is used to provide current copies of all KiwiTech Bulletins 
and Field Day / Seminar Handouts. The web site is gradually being built up to 
provide abstracts of all previously funded projects and complete reports for more 
recent projects. The site is being developed to provide tools that will entice growers 
to it so they can experience the benefits of the web. To date, 12 different calculators 
have been developed that enable growers and packhouse staff to estimate such things 
as Maturity and Dry Matter Indexes. 
Technology Development Projects 
Focus orchards have been identified as a useful tool to provide an opportunity for 
hands-on exploration of alternative orchard management techniques in addressing a 
I 
wide range of technically based opportunities. The core principle of the concept is to 
work with a group of growers assisted by a facilitator, a technical consultant and 
accounting support, to assist the orchardist in making management decisions through 
a number of seasons. By tracking of costs and income, participating growers are 
provided with an excellent learning environment for issues in orchard performance 
and profitability. From a supplier perspective this represents a highly visible and 
effective way to enhance Orchard Gate Return of their grower clients. It also 
provides a co-branded opportunity for innovation activity with ZESPRI. 
We propose to trial this concept in a pilot project initially by engaging some 
suppliers in identifYing suitable properties, drawing the groups of growers together 
and providing much of the communication among participants. ZESPRI Innovation 
would provide, through team members seconded from Hort+Research, a framework 
for developing this approach, coupled with data analysis capabilities that would 
support the exchange of processed information among Suppliers. 
Conclusions 
There is substantial value for ZESPRI in providing an effective innovation 
framework for the industry. By ZESPRI Innovation providing continuous innovation 
into the ZESPRI System, the ZESPRI brand value can be maximised. ZESPRI 
Innovation is adopting a stronger industry learning style approach into its industry 
development function. This includes changes to existing programmes as well as 
new initiatives such as "The Industry is the Laboratory" projects. These changes will 
improve growers' ability to produce fruit with desired market attributes and increase 
the supply chain's capacity to supply a desired product at reasonable cost. 
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MOTORWAYS AND ECONOMIC DEVELOPMENT: 
THE EFFECT OF THE ALPURT MOTORWAY 
EXTENSION 
Russell Jones! and Frank Scrimgeour2 
Introduction 
Roads are important for economic development and quality of life (Foulds and 
Scrimgeour, 2004). However evaluation of the economic benefits of road construction 
has been of variable quality. We have long considered travel time, vehicle operating 
costs and accident reduction. However, significant road construction can impact 
economic outcomes in other substantive ways. Road connections and quality impact 
the decision to travel. Hence enhanced evaluation procedures are important given both 
the advocates and critics of motorways. 
The APURT is a recent motorway extension which became operational in 1999. It can 
be considered as an experiment. What does happen to a region which becomes 
connected to a major metropolitan area by a motorway extension? This experiment 
may be of relevance in other places such as the Waikato with its expressway 
development to Auckland. The ALPURT motorway extension to Orewa appears to 
have increased travel and trade between the Hibiscus Coast and the main urban part of 
Auckland due to the reduced cost of travel. The Hibiscus Coast is of particular interest 
as it is perceived as an attractive place to live due to the beautiful coastline and has 
relatively limited employment opportunities. As a result many residents commute out 
to the main Auckland urban area to work. It is also physically separate from the rest of 
urban Auckland which should make the effect of the new road more obvious. 
ALPURT could have - through reducing the cost of travel - affected location, travel 
and trade behaviour in the following ways: 
• Attracted more people to live on the Hibiscus Coast, especially those who 
commute out every day. 
• Attracted more businesses to the Hibiscus Coast. 
• Attracted more people who live in the main Auckland urban area to work on 
the Hibiscus Coast. 
Induce people who live on the Hibiscus Coast to travel into the main Auckland 
urban area more frequently or travel further when they do so. 
• Induce people who live in the main Auckland urban area to visit the Hibiscus 
Coast more frequently. 
I Independent Consultant 
2 Waikato University 
Conceptual Framework 
Travel decisions involve consideration of: 
Possibilities, benefits and costs at node i. 
Possibilities, benefits and costs at node j. 
Costs of travel between node i and node j. 
Substitution destinations and travel modes are important. 
Research Method 
This research examines the effect of the ALPURT motorway extension to Orewa on 
the basis of travel behaviour. As no direct surveys have been undertaken we have to 
infer people's behaviour from the information that is available. This is done using a 
dataset from Statistics NZ - the results from the Census Journey to Work (JTW) 
question. The Census JTW questions ask respondents where they worked and what 
mode of travel they used to travel to work on the day of the Census. It therefore 
provides an origin / destination matrix by travel mode. Complementary census data 
provides information on employment and population changes. 
Definition of Study Area 
The motorway extension has accesses at Greville Rd, Oteha Valley Rd, Silverdale and 
finally at Orewa. The study area was defined as ART 2000 zones I to 6 and ART 97 I 
to 5 (used for 1991 Census JTW). This includes all the urban part of the Hibiscus 
coast and some rural hinterland. The ART zones are the spatial areas used in the 
Auckland Regional Transport (ART) model. Much of the data the ARC made 
available for this project was at ART zone level. ART zones are usually aggregations 
of Census Area Units (CAU), with some being aggregations of mesh blocks. 
Changes in Population and Employment 
Analysis of population and employment data shows the range of variation that 
occurred during the relevant period. Table I shows selected statistics for both the 
Hibiscus Coast (HC) and the Auckland Region as a Whole (Akld). It can be seen that 
for both the inter-censual periods shown (1991 to 96 and 1996 to 2001) the Hibiscus 
Coast's population growth rate outpaced the regional rate, being approximately 
double the region's rate as a whole. As a consequence it increased its share of the 
region's population from 2.3% in 1991 to 2.8% in 2001. (This is not shown in the 
table.) Its share of the region's growth was around 5% in both inter censual periods. 
Data on the work status of people resident on the Hibiscus Coast was also obtained 
from the 1996 and 2001 Census and summarised in Error! Reference source not 
found .. It shows that the total number of employed persons increased slightly faster 
(19% versus 17%) than population during the 1996 to 2001 inter censual period. This 
data was used in the gravity model. 
~ 
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Table 1 - Population and Employment Statistics 
HC Akld 
Change in population (1991-2001) 33 23 
Change in employment (1996-200 I) 19 na 
Construction employment 50 23 
Wholesale employment 47 9 
Property & Business services employment 43 46 
Education employment 22 14 
Health & Community services employment 70 53 
Accomodation, cafes & restaurants employment 36 25 
Analysis of Census Journey to Work Data 
The Census JTW dataset was aggregated from a spatially disaggregate form to JTW 
trips from Hibiscus Coast to a number of employment areas in the main urban 
Auckland area. These employment areas are the Albany Basin, Wairau Valley, 
Takapuna, the Auckland CBD and the Industrial Edge (Onehunga, Penrose, Mt 
Wellington). These areas were chosen as they are either major employment areas or 
minor, but significant employment areas that are relatively close to the Hibiscus 
Coast. East Tamaki and Manukau City Centre were ignored as they are relatively 
distant from the Hibiscus Coast. 
Table 2 - 2001 Employment by Centre 
Centre 2001 Emp 2001 % 
GreaterCBD 79,240 15.8% 
Industrial Edge 53,088 10.6% 
East Tamaki 13,131 2.6% 
Manukau CC 9,997 2.0% 
Takapuna 15,034 3.0% 
Albany Basin 14,658 2.9% 
Wairau Valley 9,528 1.9% 
Total 500,484 
Table gives an idea of the size of each centre, although the definitions in terms of 
area are somewhat arbitrary. Clearly the CBD is the largest employment centre in the 
Auckland Region and would be even larger if Newmarket were also included. The 
next largest centre is Auckland City'S "Industrial Edge" (Onehunga, Penrose, Mt 
Wellington and part of Otahuhu in this study). This is a large geographical area, but 
has been considered as one area due to the areas included being contiguous with one 
another. In contrast, the North Shore areas have been split; Takapuna and the Wairau 
Valley abut each other, but have been included separately as they are much closer to 
the Hibiscus Coast and have different characteristics. Central Takapuna is a traditional 
town centre of reasonable density, whereas much of the Wairau Valley is low density 
retail and light industry. 
The first step was to extract trips from the Census JTW databases for the years: 1991, 
1996 and 2001. These were then examined for patterns. The possible responses to the 
Census Journey to Work question in 2001 were: Worked at home; did not go to work 
today; drove a private car, truck or van; drove a company car, truck or van; passenger 
in a car, truck, van or company bus; public bus; train; motor cycle or power cycle; 
bicycle; walked or jogged; other; and not stated. 
It was decided to focus on two transport "modes": private car and company car. This 
was for two reasons: These are the modes most likely to be affected by the Northern 
Motorway extension. Some of the other responses are relatively small in number (e.g. 
motor cycle or car passenger). This is important as the number of people travelling 
between a given origin and destination by this mode may be quite small. Stats NZ 
"randomly" round the result they issue to the nearest three. Previous work by one of 
the authors has shown that this can significantly affect results, especially where small 
numbers are involved. Others are unlikely to be affected by the motorway extension 
as they are primarily short distance modes (e.g. bicycle) or do not involve travel at all. 
Total employment (in Full Time Equivalents) in the Hibiscus Coast increased at a 
greater rate (21 %) than for the region as a whole (15%). This is not surprising as the 
region's population is growing faster than the region as a whole, although 
employment growth in this period still managed to outpace population growth which 
was 17%. The fastest employment growth took place in various types of services, with 
Cultural and Recreational services more than doubling in size. Most of these services 
are likely to be only servicing people who live on the Hibiscus Coast. 
The data shows that trips to some employment centres increased much faster than to 
others. In particular it shows that while commuting out of the Hibiscus coast increased 
by 15% over the ten years, almost all of the increase was to the Albany basin, as trips 
to other destinations only increased by 1 %. 
Commuting into the Hibiscus Coast 
The total number of people commuting into the Hibiscus Coast from the rest of the 
region only increased by 17% during the period 1991 to 200 I. There was a spike in 
1996 in which the in-bound commuters reached 1632 from 726 in 1991. The numbers 
then declined to 852 in 2001. This spike doesn't seem particularly believable and 
suggests problems with the 1996 data. In addition one of the ARC staff members said 
he had had problems with the 1996 Census JTW dataset. 
If we limit our comparisons to the 1991 and 2001 datasets we find that over the ten 
years; employment increased by 155%, while in-commuting increased by only 17%. 
" = 
However this needs to be qualified by the surprising increase in employment in the 
Hibiscus Coast between 1991 and 96. Given the possible problems with the data in 
1991 (employment) and 1996 (Census JTW) it is difficult to draw any definitive 
conclusions, although it would appear that in-commuting has increased at a slower 
rate on the Hibiscus Coast than employment. 
The Gravity Model 
A simple gravity model was constructed from the population data for the Hibiscus 
Coast, the employment data for a number of employment centres and the journey to 
work numbers by car and company car between the Hibiscus Coast and the 
employment centre. Distance was used as the impediment function. The model has the 
following form: 
Tij=k 1'/1'/ 
dff 
where: 
Tij is the number of trips between the Hibiscus Coast and the relevant 
employment centre. 
o Pi is the population in the Hibiscus Coast. 
o A is the propensity of the Hibiscus Coast to generate trips. 
o Pi is the employment in the relevant employment centre. 
CJ. is the propensity of the relevant employment centre to attract trips 
dij is the distance between the Hibiscus Coast and the relevant employment 
centre. 
~ is the space friction constant 
It was estimated for the years 199 I, 1996 and 2001. A constant value of I for Beta 
(the space friction constant) and lambda (the emissiveness factor) was used. The value 
of alpha was adjusted to get the model to conform to the observed number of journey 
to work trips by private and company car. If we were to observe reduced friction in 
space as a result of the motorway extension we would expect Beta to decrease. 
However a similar effect would be observed if alpha increased for destinations 
proportionally to the distance destinations are away from the origin. However all the 
destinations are away from the Hibiscus Coast and are therefore affected by the 
motorway extension so maybe alpha would increase by a similar amount for all of 
them. It also takes no account of the motorway attracting extra people to live on the 
Hibiscus Coast. 
A revised model was constructed where the value of Beta was reduced to 0.95 for 
2001. When the values of alpha were graphed they showed broadly similar patterns to 
the original model so this was not taken any further. 
Figure 1 shows the values of alpha. It is apparent that they are in two groups; with the 
North Shore centres having values above I and the centres on the Isthmus having 
values less than 1. This implies that the centres on the Isthmus are less attractive than 
the North Shore ones for JTW trips from the Hibiscus Coast. For a constant beta their 
values of alpha have declined over time. All of this is consistent with the congestion 
and parking problems involved with reaching the CBD and the Industrial Edge. It is 
also consistent with them having got worse over time. In 1991 traffic congestion in 
Auckland was not as bad as 2001 and CBD parking was much cheaper. 
For the North Shore centres alpha has also generally declined over time. The 
exception to this was Takapuna which increased between 199 I and 96, then declined 
between 1996 and 2001. The general trend is again consistent with increasing levels 
of traffic congestion. It is hard to account for what happened in Takapuna. 
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It should be realised that the gravity model is a synthetic way to distinguish between 
an increase in JTW trips caused by changes in population and employment and those 
caused by improvements in access. Nevertheless the distinction can be somewhat 
altificial as the journey to work is a trip that employed people have to undertake if 
they live in a location. Therefore the increased attractiveness of an area in the gravity 
model if employment increases is something of a misnomer as it implies when 
Slimmed with the other areas that total travel to work will increase (assuming total 
employment in all the areas increases). This is more likely to be fixed by the 
composition of the source population; the increase in employment is more likely to 
cause a redistribution of trips to that area. 
We should therefore look at the composition of the popUlation in an area and how it 
has changed. It is planned to try using working population from the Census, rather 
than total population to see if this gives a better fit for the model. 
It is also possible some people are attracted to the Hibiscus Coast by proximity to the 
growing employment in the Albany Basin. In other words accessibility to employment 
has improved as a result of the extra employment in the Albany Basin and without 
surveying people it is difficult to separate this from the improved transport access. 
...:J 
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The gravity model merely provides a synthetic way of doing this based on certain 
assumptions which mayor may not be correct. 
Conclusions 
This study explored the impact of a motorway extension by examining changes in 
commuting and employment in the Hibiscus Coast between 1991 and 2001 to find out 
if the Northern Motorway extension to Orewa has had any effect on travel behaviour 
and the local economy. The evidence found was mixed, but generally does not support 
the hypothesis that the Northern Motorway has increased commuting out of the 
Hibiscus Coast. While there has been an increase in commuting out of the Hibiscus 
Coast during the period studied it has been at a slower rate than the growth in 
population (15% versus 49%). During the 1996 to 2001 period it also grew at a slower 
rate than the working population (4% versus 19%). 
A gravity model was built which was used to examine the changes in commuting 
behaviour. It was calibrated to give the appropriate number of trips by adjusting a, the 
propensity of each centre to attract trips. Generally a has declined over time, with the 
absolute value being lower for all years for the employment centres on the isthmus. 
This does not suggest that the Northern motorway extension has increased out-
commuting, it could imply the opposite. However it should be realised that 
employment in the Albany Basin increased almost six times during the 1991-0 I 
period. By bringing a large employment centre relatively close to the Hibiscus Coast 
it increased the access to employment. As most of the increase in out-commuting 
occurred to the Albany Basin it is possible that this effect was dominant over the 
motorway extension. 
The analysis did reveal three conclusions with wide application: 
Travel numbers are very important in estimating benefits and setting tolls and 
congestion charges. 
• Node effects are critically important in determining benefits. 
• End nodes are likely to change their economic structure substantially in the 10 
years after a motorway extension. 
Options for possible future work include: 
• Refining the gravity model 
Analysing business location data 
Examining the relevance of house prices 
Analysing travel time data. This could involve direct surveys of Hibiscus 
Coast residents of their travel behaviour before and after the motorway 
opened. Surveys of businesses could also be included. 
Consideration of impact of rail when moving to other contexts eg Wellington 
- Paekakariki. 
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FRIEND OR FOE? THE KYOTO PROTOCOL AND THE NZ GREENHOUSE 
INDUSTRY. 
Andrew BarberI and Irene Parminter2 
Note: this paper reflects the views of the authors and does not necessarily represent 
the views ofMAF Policy or the NZ Government 
Abstract 
The greenhouse sector has reinvented itself as a technologically advanced and relatively 
environmentally friendly industry over the past 15 years. However it remains a high 
energy user. Two recent surveys have highlighted the potential impact on greenhouse 
grower costs of the proposed emissions charge on fossil fuels. Growers may be unable to 
pass on the extra costs due to competition on domestic and export markets from non-
Kyoto countries. It is likely that the emissions charge would accelerate the rationalisation 
of the industry that has already been occurring, and in addition may lead to more 
profound changes such as the relocation overseas of larger growers. This paper draws 
out the likely implications of the proposed charge for the greenhouse sector in the light of 
the policies which are available to mitigate its impacts, and highlights the policy lessons 
that can be learned. 
Introduction 
The Kyoto Protocol to the UN International Convention on Climate Change sets binding 
targets for the emission of greenhouse gases, and allows for emissions trading between 
countries and the ability to offset emissions against the development of carbon sinks. 
The NZ Government has made an internationally binding commitment through ratifying 
the Kyoto Protocol. New Zealand's commitment is not to exceed 1990 emissions on 
average in the period 2008-2012, or to otherwise take responsibility through emissions 
trading or carbon sinks. 
The Government's policy package to achieve the emissions target includes an emissions 
charge for fossil fuels and industrial process emissions (except for firms with a 
Negotiated Greenhouse Agreement). The charge will approximate the international 
emissions price, but be capped at $NZ25 a tonne of carbon dioxide equivalent. It will 
apply in the Kyoto Protocol's first commitment period 2008-2012 and not before 2007. 
At $NZ25/tonne, at 2002 prices, the charge would increase the price of petrol by 6%, 
diesel by 12%, electricity by 16%, gas by 24% and coal by 44%. The revenue generated 
will be "recycled" (rather than being used to improve the Government's fiscal position), 
for example through the tax system and into funding climate change Projects and 
programmes (Climate Change Office, 2004a). 
The primary sector most affected by the emissions charge is the greenhouse sector. 
1 AgriLINK NZ, Pukekohe. 
, MAF Policy, Hamilton 
The Greenhouse Sector 
The greenhouse sector encompasses vegetable, flower, bulb and nursery crops. The 
official statistics indicate that there were 688 ha of indoor crops (excluding mushrooms) 
harvested during the year ending March 2002. Of the harvested area, 38% was used for 
the three main vegetable crops (tomatoes, cucumber and capsicum), 34% for flower and 
flower bulb production, and 17% for nursery crops. The official statistics. indicate that 
the greenhouse industry is concentrated in the Auckland region (44% of the total area), 
and 81 % of the greenhouse area is in the North Island. Between 2000 and 2002 the 
official statistics recorded a slight (1 %) decline in greenhouse area harvested. However 
this obscures an ongoing trend towards the replacement of small scale businesses 
operating older greenhouses with large scale modem greenhouse complexes. The official 
statistics do not differentiate between heated and unheated greenhouses. 
However, to understand the impact of the proposed emissions charge, it is necessary to 
determine the size and nature of the heated greenhouse sector. Nearly all commercial 
greenhouse tomato, capsicum and cucumber houses are heated. A small proportion of the 
total greenhouse flower area is routinely heated. A recent survey3 (Barber, 2004) of 
greenhouse vegetable and flower producers analysed heated growing operations4 as 
distinct from the total greenhouse industry. The survey confirmed the dominance the 
Auckland region. Of the total usable responses, 60% of the heated area of both vegetable 
and flower growing is located in the Auckland region. In the South Island, Canterbury is 
the main growing region accounting for 10% of New Zealand's heated vegetable and 
flower growing area. Areas and fuel types by region are detailed in Tables I and 2. 
The survey indicated that natural gas is the main fuel source for greenhouse vegetable 
growing in Auckland (92%) and consequently is the fuel used by just under halfofthe 
total NZ heated area (49%). Coal is the next most popular fuel source at 32% (though 
94% of the fuel used in the South Island greenhouse vegetable sector is coal). Responses 
from flower growers indicate that coal is the main fuel source at 35% followed by natural 
gas at 26%, waste oil at 20% and diesel at 15%. On the basis of this survey, energy use 
was estimated at 2.2 - 2.8 PI for the greenhouse vegetable sector, and 0.4 - 0.7 PJ for the 
greenhouse flower industry (Barber, 2004). Total consumer energy for the agriculture 
sector was 20.9 PJ in 2002 calendar year (MED, 2004). 
3 A questionnaire was sent to all known greenhouse vegetable and flower growers. However, surveys of 
the greenhouse sector are challenging due to the lack of a complete frame especially for flowers other than 
orchids. The response rate was 67% for vegetable growers, 100% for orchid growers, and 76% for other 
flower growers. The "other flowers" responses are considered by the industry to be a reasonable 
representation of growers whose main income is derived from flowers. 
, A heated greenhouse is defined as one in which heating is used for environmental control, but excludes 
those in which heating is used only for frost protection. 
Table 1: Heated Greenhouse Vegetable Growing Area by Fuel Type (ha) 
Government Region Natural Propane Coal Oil Diesel Electricity Gas 
Northland 0.3 0.1 0.9 0.4 2.8 0.2 
Auckland 53.3 1.9 5.3 2.5 6.1 1.9 
Waikato 0.6 3.2 2.7 0.1 0.2 0.1 
Bay of Plenty 0.2 2.3 0.1 0.1 
Gisborne 0.4 0.7 0.0 
Hawke's Bay 0.7 0.2 0.4 0.1 
Taranaki 2.0 0.2 0.2 
Manawatu- 0.3 0.4 0.2 Wanganui 
Wellington 0.3 
North Island 58.1 0.2 0.4 0.2 0.2 2.6 
Tasman I Nelson 8.9 0.4 
Marlborough 3.8 
West Coast 0.9 
Canterbury 11.6 0.1 0.3 0.4 
Otago 0.1 0.8 0.1 0.2 
Southland 0.3 
South lsi and 0.1 0.2 26.7 0.2 OJ 0.6 
New Zealand 58.2 5.4 37.9 3.4 11.2 3.2 
Table 2: Heated Flower Growing Area by Fuel Type (ha) 
~ Government Natural Propane Coal Oil Diesel Electricity Re2ion Gas 
Northland 0.3 0.5 0.1 
Auckland 9.0 5.1 4.4 3.0 0.3 
Waikato 4.2 2.2 
Bay of Plenty 0.1 0.1 0.9 0.2 
Gisborne 
Hawke's Bay 0.7 0.4 0.2 
Taranaki 
Manawatu-
Wanganui 
Wellington 
North Island 9.7 .1 9.7 7.5 4.0 0.7 
Tasman I Nelson 1.0 
Marlborough 
West Coast 
Canterbury 1.8 1.6 0.7 
Otago 0.2 
Southland 
South Island 0.0 0.0 2.8 0.0 1.6 0.9 
New Zealand 9.7 0.1 12.4 7.5 5.5 1.5 
Total 
4.8 
71.1 
6.9 
! 
2.9 
1.1 
1.3 
2.3 
0.8 
0.3 
91.5 
9.4 
3.8 
0.9 
12.4 
1.1 
0.3 
210.9 
119.4 
Total 
0.9 
21.9 
6.3 
1.2 
1.3 
31.5 
1.0 
4.0 
0.3 
5.2 
36.7 
An Industry in Transition 
The greenhouse sector has transformed itself over the past 10 years, especially the 
greenhouse vegetable sector. For example, tomato yields have increased from 28 
kg/m2/year in 199314, to 45 kglm2/year in 2003 (Barber, 2004). This 61 % increase in 
production is the result of major technical advances, including soil-less growing media, 
the replacement of older style houses with modem designs, carbon dioxide enrichment of 
the atmosphere and full environmental control. Over the same period, biological control 
of greenhouse pests has dramatically reduced the use of chemical sprays in the sector. 
Exports from the sector have also dramatically increased over the period (Table 3). The 
value of capsicum exports in 2004 are 26 times larger than they were a decade earlier and 
the volume has increased 45 times. 
Table 3: Exports from Heated Greenhouses 
Year ending March 1994 2004 (provisional). 
Volume FOB Value Volume FOB Value 
(kg) ($) (kg) ($) 
Capsicum 91,590 934,734 4,168,456 24,192,986 
Tomatoes 593,843 1,591,677 1,599,334 6,050,364 
Source: Statistics NZ 
The greenhouse industry has engaged in considerable capital investment. Over three 
quarters (78%) of the protected vegetable greenhouse industry is less than 10 years old, 
enabling the installation of more energy efficient systems. In the greenhouse flower 
industry, there is an even mix of new (less than 10 years old) and old greenhouses. 
As a result of significant recent investments the greenhouse vegetable industry is now 
dominated by a few large operations. The survey by Barber (2004) indicates that four 
operations control 42% of the area. Large scale operations, of which 17 are now a 
hectare or more, lifted the average heated area per operation to 6,150 m2 in the survey. 
However the median size of just 2,400 m2 is a better representation of most in the 
industry, meaning half of the operations are 2,400 m2 or less. 
The average heated area of the surveyed flower growers was 6,020 m2 with a median area 
of 4,000 m2• The larger average and median size of flower holdings surveyed compared 
with vegetable holdings is likely to be due in part to the targeting ofthe flower survey at 
larger commercial operations, whereas the vegetable survey was sent to all ofVegFed's 
registered members. 
The farm-gate value of the heated greenhouse sector in 2002 was estimated at $150 
million (Parminter, 2002) 
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Counting the Cost 
The cost of the proposed emissions charge depends on the energy use of the sector, the 
types of fuel burned, and the level of the charge. Current price expectations are in the 
range of three to fifteen euros, with a median of seven euros, i.e., NZ$15. 
Assuming the charge is $15/tonne of C02, it is estimated that the average annual 
emissions charge for a vegetable growing operations would be $10,000 in the North 
Island, and $12,000 in the South Island. For flower growing operations the average 
annual charge is estimated at $6500 (Barber 2004). The charges for median sized 
operations are somewhat lower (Table 4). An earlier pilot survey found that for the 
largest vegetable growing operations, the annual charge would be of the order of 
$500,000 at $25/tonne (Barber, 2003), or $300,000 at $15/tonne. 
Table 4: Estimate of the average and median annual cost ofa $10 ($25) per tonne 
_AAAA~~.~AA __ harge 
Average Annual Charge ($) Median Annual Charge ($) 
North Island Greenhouse 10,050 (16,750) 2,010 (3,350) 
Vegetable Operation 
South Island Greenhouse 12,000 (20,000) 4,470 (7,450) 
Vegetable Operation 
Greenhouse Flower 6,540 (10,900) 3,180 (5,300) 
Operation 
Source: Barber, 2004. 
The greenhouse sector is an industry that has narrow profit margins and a large fixed 
capital investment. Most greenhouse crops are focused on the domestic market, and are 
subject to strong competition from overseas suppliers, particularly Australia. This limits 
their ability to pass on emissions charges to consumers. The greenhouse crops grown 
predominantly for export (capsicum and orchids) face fierce competition and have 
limited ability to pass on increased costs to their customers. 
As a result, the industry considers that many firms would be non-viable with emissions 
charges of $25/tonne, and would go out of business. This assertion has not been 
independently verified. The charges described in Table 4 need to be set in the context of 
total business costs and returns to evaluate their impact. Currently this data is not 
available. 
In summary, reducing emissions presents a particular challenge in the greenhouse 
industry due to a combination of factors: 
• Large and inflexible capital investment, resulting in high fixed costs - this dilutes 
the impact of the charge on overall costs 
• Yield is very responsive to changes in heat and carbon dioxide enrichment 
• Reducing energy loss (e.g. through the use of double skin plastic or thermal 
screens) often also reduces light and therefore yield. 
These factors suggest that the industry's demand for fossil fuels is relatively inelastic, and 
the charge would not have a large effect on emissions. The final complicating factor -
the inelastic relationship between prices received and quantity produced in New Zealand 
- suggests that rather than reducing emissions per holding, the charge is likely to reduce 
the size of the New Zealand industry as a whole. 
Potential Avenues for Reducing the Impact of the Emissions Charge 
1. Negotiated Greenhouse Agreements 
Negotiated Greenhouse Agreements (NGAs) are a key component of the Government's 
climate change policy package. The NGA policy is designed to partially address the issue 
that an emissions charge may reduce the competitiveness of firms or industries on 
domestic or export markets, resulting in industry output (and emissions) shifting to other 
countries which do not have equivalent climate change policies (this shift in emissions is 
termed "leakage"). Firms or industries that face significant risk to their competitiveness 
as a result of an emissions charge are able to apply for an NGA. Under an NGA, firms 
receive a full or partial exemption from the emissions charge in exchange for moving 
towards the world's best practice in emissions management. The Government has 
completed an NGA with the NZ Refining Company and is negotiating with a number of 
others. 
Provision is made for whole sectors to apply for a collective NGA. The greenhouse 
sector could then, in principle, apply for an NGA since it considers itself to be 
"competitiveness-at-risk", and because of the potential for "leakage"s. For example, the 
New Zealand Vegetable and Potato Growers Federation (VegFed) could apply on behalf 
of the greenhouse vegetable sector. However, the NGA policy is best suited to individual 
large scale companies, or when applied to whole sectors, to cohesive industries with a 
small number of large scale players. It would be exceptionally difficult for VegFed to 
ensure that all greenhouse vegetable growers are moving towards the agreed set of 
"world's best practices" for the sector. Since the NGA is a legally binding agreement, it 
would seem unwise for VegFed to commit to it without the ability to enforce the required 
changes on its grower members. 
2. Projects to Reduce Emissions 
A second component of the Government's climate change policy package is the "projects 
to reduce emissions" programme. In this programme, companies tender for emission 
units (often referred to as carbon credits), which are expected to be internationally 
tradable when the Kyoto Protocol comes into force. The programme is designed to 
reduce New Zealand's greenhouse gas emissions by supporting projects that provide 
emission reductions in the Kyoto Protocol's first commitment period (2008-2012) beyond 
the reductions that would have occurred without the project, and are not viable without 
, If the New Zealand greenhouse industry down-sized as a result of the emissions charge, production would 
increase in countries outside the Kyoto regime, and global emissions would not necessarily fall. For 
example, Korean capsicum growers would increase heated glasshouse production to take New Zealand's 
place in the Japanese market. However, the New Zealand tomato market would have increased supplies of 
Australian product, most of which is grown outdoors, so the leakage argument would not apply in this case. 
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the tendered emission units. There must be a measurable reduction in greenhouse gases 
and go beyond business as usual (Climate Change Office, 2004b). 
Two greenhouse companies were successful tenderers in the first tender round. One of 
these is a capsicum producer called Southern Paprika. This Warkworth based greenhouse 
complex won emission units to build a bio-energy plant, a combustion and boiler system 
using woody biomass (sawdust shavings, waste wood and bark) to generate heat that will 
be stored in large water tanks until required in the glasshouses. It will replace a gas-fired 
boiler. 
The Projects mechanism provides a potential avenue for the larger greenhouse producers 
to reduce the impact of the emissions charge, but is unlikely to be taken up by smaller 
family-owned and operated businesses. 
3. Policies for Small to Medium Size Enterprises. 
Policy development is continuing for small to medium enterprises (SMEs) that are likely 
to be competitiveness-at-risk. The broad policy direction is for a package that encourages 
SMEs to reduce emissions and mitigates any potential adverse effects on them of 
emissions charges. These policies are the ones most likely to be applicable to individual 
greenhouse operations. 
4. Energy Use Reduction 
Greenhouse growers could reduce the impact of an emissions charge by reducing energy 
use. Technologies and management tools already exist which would achieve this, and 
have been publicised over the past year in the Grower, an industry magazine. Those that 
are currently cost-effective have already been adopted, but the emissions charge would 
shift the incentives for adoption. VegFed and MAF's Sustainable Farming Fund have 
funded a project to investigate ways to improve greenhouse energy use and efficiency by 
improving boiler efficiency, repairing leaks, and fine tuning computer-based heat 
controls. Other potential savings could be made by relocating greenhouses to sites where 
non-fossil based fuels are available. For example, a greenhouse complex has recently 
been established at Mokai using geothermal heat. Location decisions are currently 
influenced most strongly by access to good quality water (critical that sodium levels are 
low), labour, energy, and markets (whether domestic or export departure points - for 
export by air, Auckland airport is the critical departure point, with exports from 
Christchurch being considerably more expensive (MAF, 2004». The ultimate relocation 
decision is to move overseas. Large players in the greenhouse tomato and capsicum 
sectors have already threatened to move to Australia. Modern Venlo style greenhouses 
are reasonably easy to dismantle and reassemble elsewhere. 
Policy Reflections 
Climate change is a controversial issue, and climate change policies are often unpopular. 
However, given that New Zealand is committed to the Kyoto Protocol, methods must be 
found to achieve the emissions target set. The concept of an emissions charge for 
achieving the target has been well accepted by the economics profession (for example, 
Scrimgeour and Piddington, 2002). The policy problem is therefore to introduce the 
charge in a way that achieves the emissions target, is equitable, politically acceptable, and 
mitigates the adverse effects on competition, investment, prices and economic efficiency 
(ibid). While the energy intensive sectors could not be expected to be wildly enthusiastic 
about the charge, policy developers also need to work to minimise the adverse reaction of 
the affected sectors. 
The effectiveness of policies aimed at reducing carbon dioxide emissions from the 
greenhouse sector in the Netherlands may also provide some indication of the effect of an 
emissions charge. Grants and tax incentives have been available to install energy saving 
technologies, and a programme of education, information, research and demonstration 
projects has been in place for some years. A review (Netherlands Court of Audit, 2002) 
found that ofthe technologies covered6 only the use of residual heat had a demonstrable 
effect in reducing the amount of energy used, reducing consumption per unit output by 
around 4%. A survey of growers found that over 70% of the enterprises had received 
information on energy-saving technologies. Of those enterprises, 33% said it had 
prompted them to invest in the technologies. Over half the enterprises had also invested 
in one or more of the five specified technologies between 1997 and 2000, with 72% using 
a government scheme, particularly accelerated depreciation of environmental investments 
(available since 1991) and the energy investment allowance (available since 1997). Use 
of these incentives had led to a clear drop in energy consumption per unit product in only 
one case - the use of accelerated depreciation for purchasing facade insulation. 
Companies that had received information about energy conservation were not found to 
have demonstrably lower consumption per unit product than those that had not received 
information. The Court of Audit report (2002) concludes: 
Other factors not directly linked to energy conservation policy were found to have an 
important effect on energy consumption in the glasshouse horticulture industry. For 
instance, reglazing under the restructuring policy for the industry lowers energy 
consumption, while the use of technologies designed to raise production and the growing 
of certain crops lead to higher energy consumption. 
Possible explanations for the energy-saving alternatives' lack of effect include: 
- the enterprises are not using them to their full potential once installed; 
the impact of energy conservation measures is fairly marginal compared with a 
number of other factors that determine energy consumption. 
It appears that even where a range of incentives are available, significant long term 
energy savings are extremely difficult to deliver. 
In the New Zealand greenhouse sector, vigorous opposition and anger has been expressed 
against the emissions charges, though with less media impact than the dairy farmer 
protests against the agricultural emissions levy in 2003. The delay and necessary secrecy 
in developing the SME policy has further increased the concerns of the industry, and lack 
of certainty is likely to be curtailing investment by the sector. 
To reduce the "aggravation" levels of affected industries, the following may be helpful: 
• Long lead in times: the early announcement of the emissions charge has been 
helpful (it was announced in October 2002). Early announcement of the policy 
6 Climate computers, condensers, heat buffers, combined heat and power, use of residual heat (a byproduct 
of electricity production and industrial processes), movable screens and facade insulation 
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for SMEs would have reduced the uncertainty facing the sector. Gradual 
introduction of the charge may also be useful (EEA, 1996). 
• An understanding of the competitive position of energy-intensive industries, and 
the cost of reducing energy use is an important factor in the design of "mitigating 
policies" and should be sought early in the policy development process. For 
example, it may be that the cost of reducing energy use is very high, and the 
emissions levy would have little effect on energy use by a sector. In this case 
competitiveness would be reduced for little benefit is terms of emissions 
reduction. 
• An understanding of the way industry players "think" is critical. For example, 
some growers say that they would respond to tax write-offs more enthusiastically 
than to subsidies for more energy efficient technologies. While this may not be in 
accord with general thrust of public policy, it illustrates the need to research the 
motivations of target audiences thoroughly, rather than assuming that all sectors 
think the same way as policy analysts. 
Future Scenarios 
Whether the Kyoto protocol turns out to be "friend or foe" depends on the transition 
paths open to growers and the responses they make. It seems likely that the SME policies 
developed will be of assistance to the greenhouse sector, and will assist with adjustment 
towards more energy efficient systems. Some smaller growers may well leave the 
industry - especially those with older or less energy-efficient houses and heating systems. 
Adjustment of this type is an acceleration of an existing trend towards larger, more 
modem greenhouse complexes. Some growers may become larger to take advantage of 
economies of scale, which appear to be significant in this industry 
It remains to be seen whether the viability of the industry is seriously affected, and this 
depends to a large extent on the impact on medium and large scale enterprises, which 
itself is dependent on the size of the emissions charge, the nature of the 5MB package, 
and a range of business and personal considerations. One larger grower cites the 
emissions charge as an addition to the already high compliance costs facing him in New 
Zealand, and causing him to seriously consider relocation. Relocation ofthe large 
growers overseas would have considerable regional economic and employment effects. 
One large grower in the Franklin District claims to be the second largest single employer 
in the district, with 150 full-time staff. 
However the historical performance of the industry in terms of innovation and ability to 
withstand competition in this sector provides cause for cautious optimism. 
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Efficiency = Equity And Other Musings 
On Economics And Sustainable Development 
By Jim Sinner, Ecologic Foundation, Nelson! 
Abstract 
Conventional wisdom says that equity concerns are beyond the scope of economic 
analysis and that achieving equity objectives will often come at a cost in terms of 
efficiency. Examination of the underlying meaning of efficiency and how it is 
defined, however, reveals that this tension between efficiency and equity is more 
apparent than real. The paper also explores the application of other economic 
concepts to the field of sustainable development, including the use of discounting for 
present value, Gross Domestic Product as a measure of well-being, and rational utility 
maximisation vs. bounded rationality as models of human behaviour. 
Introduction 
This paper examines key concepts underpinning sustainable development in order to 
assist in the assessment of policy options and proposals, and thereby progress the 
implementation of sustainable development principles across central and local 
government. The concepts explored here will inform further work on Ecologic's 
research programme on Institutions for Sustainable Development. The research 
involves case studies on resolving the tensions between democracy and sustainability 
and on integrating the cost of natural resource use into the market economy. 
What is sustainable development? 
The most commonly used definition of sustainable development is from the 
Brundtland Commission in 1987: 
Sustainable development is development which meets the needs of the present 
without compromising the ability of future generations to meet their own needs. 
The New Zealand Government used this definition in its Sustainable Development 
Programme of Action released in January 2003. 
While the concept of sustainability has environmental roots, it has a strong ethical 
(i.e. social) underpinning based on moral obligations to future generations. In the 
words of the Brundtland Commission, "Even the narrow notion of physical 
sustainability implies a concern for social equity between generations, a concern that 
must logically be extended to equity within each generation" (1987, pA3). 
Hence, Principle I from the Rio Declaration of 1992: 
Human beings are at the centre of concerns for sustainable development. They are 
entitled to a healthy and productive life in harmony with nature. 
1 The author is the leader of a research project on Institutions for Sustainable Development, funded by 
a grant from the Foundation for Research Science and Technology and a number of other business and 
government partners (see www.ecologic.org.nz). The author gratefully acknowledges this funding 
support and the comments of James Baines, Guy Salmon, Andrew Fenemor and other members of the 
research team, but takes full responsibility for the conclusions and for any remaining errors or 
omissions. 
Before focussing on economic concepts, it is useful to reflect on a systems-based 
view of sustainable development. 
A systems view of sustainable development 
Sustainable development can be analysed, described and interpreted in the context of 
economic systems, ecological systems, and social and cultural systems. A "systems 
view" acknowledges that each of these systems is no more nor less than a partial 
representation of the real world through a particular lens. The representations 
(systems) co-exist and interact; indeed, they are overlapping sub-systems of the same 
"real system". The essence of "systems thinking" is an explicit consideration of 
these relationships and interactions. This is not the same as reducing all dimensions 
to expressions in a single numeraire. 
The challenge in integrative research, therefore, is to reflect these relationships. This 
necessarily will involve researchers and policy/institutional analysts working across 
traditional disciplinary and sectoral boundaries. The shift from working in a single 
dimension (e.g. analysing the economic dimension by itself or the ecological 
dimension by itself) to working across multiple dimensions requires a fundamental 
change in how problem identification and institutional design are conceived. 
In one-dimensional analysis, problems and needs can be relatively precisely defined, 
and this leads to the idea of a solution (in this case, an institutional design) that can 
be evaluated according to a narrow, internally consistent set of disciplinary criteria. 
In multi-dimensional analysis, the problem situation is more complex. There are 
multiple needs to be addressed, and this leads to the idea offeasible, desirable 
changes in institutional design, which then need to be evaluated simultaneously 
against a wider set of criteria. In shifting from a one-dimensional focus to a multi-
dimensional focus in problem understanding and resulting institutional design, there 
is a fundamental change from the notion of "a problem to be solved" to the notion of 
"a problem situation to be improved". 
Economics and sustainable development 
Sustainable development is concerned with allocating the earth's resources to meet 
the needs of present and future generations. The allocation of resources, in terms of 
production and consumption flows, and with respect to both the present and the 
future, is a central focus of economics. 
Efficiency as optimality 
The discipline of economics has adopted economic efficiency as the benchmark 
against which allocations are considered to be "optimal". As economists know, but 
often fail to communicate to the public, economic efficiency properly defined is 
concerned not only with monetary values. It means maximising the net flow of all 
benefits, or value, derived from a given set of resources over time.2 This includes 
market and non-market values, tangible and intangible, quantifiable and non-
quantifiable. In its simplest expression, efficiency means that resources are not 
wasted. "Waste", however, is defined not in physical terms but economically: 
2 In some contexts, economic efficiency can also be expressed as achieving a specific outcome at least 
cost. In the context of sustainable development, however, we generally want to maximise society's 
outcomes, i.e. improve the environment, wealth and social well-being as much as possible given the 
resources (including human resources and knowledge) that are available. 
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resources have been "wasted" if they could have been used in some other way that 
generated greater net benefits to society. 
Even without efficient use of resources, it might still be possible to "meet the needs 
of the present without compromising the ability of future generations to meet their 
own needs". As a recent essay stated, "Constant consumption at no more than a 
subsistence level could satisfy this requirement, yet it would surely not be accepted 
as a reasonable social goal or target for public policy" (Stavins et ai, 2002). Major 
redistribution of wealth could theoretically ensure that basic needs are met, but it is 
unlikely to happen. Hence, some economic development will be required to raise the 
well-being of much of the world's population. 
Thus, the more efficient the economic development (and the more it focuses on well-
being rather than consumption of material goods), the less strain it will place on the 
earth's natural and physical resources as we strive to meet the needs of present and 
future generations. In other words, efficiency is important. 
Efficiency as a decision criterion 
Jollands (2003) suggests that economic efficiency should be used as a decision 
criterion only within a framework that first requires biophysical and social goals to 
be met. In this interpretation, economic efficiency is only relevant after certain 
"absolutes" have been met - the "environmental bottom line" interpretation that 
some have applied to the Resource Management Act 1991 (RMA). Similarly, 
Bromley (1988) argued that economics should only be concerned with the efficiency 
of achieving the objectives that society has determined that it desires, rather than 
questioning the efficiency ofthe objectives themselves. 
The essence of Bromley's approach was adopted in the RMA. Under s.32, Ministers 
and councils must carry out an evaluation that "must examine: (a) the extent to which 
each objective is the most appropriate way to achieve the purpose of this Act; and (b) 
whether, having regard to their efficiency and effectiveness, the policies, rules, or 
other methods are the most appropriate for achieving the objectives." This 
evaluation must take into account "(a) the benefits and costs of policies, rules, or 
other methods; and (b) the risk of acting or not acting if there is uncertain or 
insufficient information about the subject matter of the policies, rules, or other 
methods." 
Although objectives must be "appropriate to achieve the purpose ofthe Act", only 
policies, rules and methods are scrutinised in terms of efficiency and effectiveness. 
There is a danger of tautology here: i.e. an assumption that whatever objectives the 
democratic-legal process produces are by definition "sustainable" (and by 
implication, "optimal") because they reflect what people want. But are the 
obj ectives determined through this process, including with consultation, in fact what 
"the community" wants? In other words, how robust is the democratic-legal process, 
and how (if at all) are gains and losses by different groups and individuals summed 
or weighted to determine the collective interest? Can democratic processes in this 
area be assisted by use of better analytical tools? 
Economists have tended to the view that it is appropriate to assess the economic 
efficiency of outcomes as well as the efficiency of the means. For some, this reflects 
a preference for a single decision criterion, together with a degree of optimism that 
social and environmental factors can be reduced to a common metric with economic 
factors. However, the definition of efficiency that is typically employed by 
economists and policy analysts raises other questions, as do some of the economic 
methods employed in policy analysis. 
Pareto efficiency and intra-generational equity 
According to the classical definition of efficiency (known as "Pareto efficiency" after 
an Italian economist), an allocation of resources is efficient ifthere is no possible 
alternative that would leave at least some persons better off and no one worse off. Of 
course, most policy changes leave some people worse off even if most people are 
better off, so most economists use the Kaldor-Hicks efficiency criterion, which 
effectively requires maximising net benefits. Under this criterion, a change is more 
efficient if it represents a "potential Pareto improvement", i.e. if the benefits are 
sufficiently large that the winners could compensate the losers and leave no one 
worse off (Stavins et ai, 2002). Under the Kaldor-Hicks definition, such a change is 
"efficient" whether or not the compensation actually occurs. Decisions about 
compensation are left to the political process. 
Pursuing equity is often seen as competing with efficiency, because distribution of 
costs and benefits on equity criteria can conflict with distribution criteria, e.g. user 
pays, that provide incentives for efficient use. In this sense, pursuing equity can 
compromise economic growth, i.e. equitable outcomes might be seen as 
"inefficient".3 
Hence, there is tension between the concept of efficiency and the broader concept of 
sustainable development, assuming that the latter requires some cognisance of social 
equity. Achieving efficiency alone is not sufficient to achieve sustainable 
development. If 1 % of the world's population held 99% of the wealth, this could 
hardly be called "sustainable" even if it were "efficient" by the Kaldor-Hicks 
criterion. 
Thus, a more difficult question is "what equity criteria need to be met for an efficient 
outcome to be considered sustainable?" Or indeed, can in some cases "inefficient" 
outcomes be considered sustainable? 
Efficiency = equity? 
The Pareto definition of efficiency arises because economic theory provides no 
objective basis for comparing the well-being of one person with that of another. 
Hence, we can only say unambiguously that one situation is better than another (i.e. 
more efficient because total well-being is greater) if at least one person is better off 
than before and no person is worse off. In contrast, an outcome is more efficient in 
Kaldor-Hicks terms if it produces more wealth in total, regardless of who gets it. 
The Kaldor-Hicks criterion implicitly assumes that all people experience an 
equivalent change in well-being due to an increase or decrease of one dollar. This 
allows a change in total wealth to be treated as equivalent to a change in total well-
being. 
3 Such a conclusion would typically rest upon the Kaldor-Hicks criterion rather than Pareto efficiency, 
because under Pareto's definition an outcome that leaves some people worse off cannot be deemed to 
be more efficient than another alternative, even if it results in higher total economic output. 
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But notions of equity are based at least in part on an understanding that an extra 
dollar has more value to a poor person than to a rich person, and hence that overall 
well-being can be increased by transferring wealth from rich to poor. While neither 
the Pareto definition nor the Kaldor-Hicks definition would recognise such a transfer 
as an efficiency gain, most citizens in a democratic society would consider that some 
gain in overall social well-being is achieved by such transfers. Thus, at a conceptual 
level, the conflict between efficiency and equity may be more apparent than real, 
given that efficiency is fundamentally about maximising total social well-being. 
Of course, this does not mean that efficiency equals equity - the title was simply to 
get the reader's attention! In practice, the tension between efficiency and equity 
remains real for two related reasons. 
First, it is difficult to quantifY, either analytically or empirically, how much wealth 
transfer is required to produce an outcome of "true" efficiency in this sense, 
especially since equality of income does not necessarily produce equality of 
opportunity or outcome (on this point see Sen, 1999, chapter 4). Second, wealth 
transfers tend to cause social externalities that could lead to longer-term effects on 
society's overall well-being. These include the creation of poverty traps and 
dependence and damage to social cohesion caused by favouring particular groups. 
Such considerations serve to emphasize the complexity of social systems that 
sustainability analysis must seek to grapple with. Nonetheless, the point remains that 
an increase in equity can result in an increase in total social well-being, i.e. an 
increase in efficiency broadly defined, even if total output is reduced. 
GDP as a measure of progress 
A related tension between economics and sustainable development arises because 
governments tend to measure progress by Gross Domestic Product (GDP) and related 
measures. In addition to using the Kaldor-Hicks definition of efficiency, GDP 
accounting treats "bads" (e.g. government expenditure to combat pollution) as 
though they were "goods", while many other "goods" (e.g. leisure) and "bads" (e.g. 
personal harm from crime) are not counted at all. These limitations ofGDP are 
recognised4, and governments are now developing and reporting measures of social 
and ecological well-being to accompany the national income accounts. Still, both 
politicians and the public tend to assume that an increase in GDP indicates an 
increase in overall well-being, when in fact it might not. See Figure 1. 
4 E.g. see Daly and Cobb, 1989, pp. 62-84; Mates, 2004. 
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Figure 1. Life satisfaction vs GDP per capita in the UK 1973-1997 (Government 
Strategy Unit, 2002). 
Concepts of the good 
Hatfield-Dodds (1999, p 158), examining the philosophical tradition from John Stuart 
Mill to Rawls and others, raises the further question of whether society should aim to 
maximise the wealth it passes to the next generation, or to maximise the 
opportunities for personal liberty: 
The touchstone of liberal social theory is that there are a plurality of equally 
legitimate conceptions of the good life, implying that society should be structured so 
that each individual is able to pursue their understanding of the good with the fewest 
possible impediments . ... This notion of liberty is also strongly associated with ideas 
of rights and justice. Kant (1785), for example, argues that society should be 
governed by principles which conform to the moral code 'revealed by metaphysics, 
rather than maximising social welfare or some other concept of the good ... Like 
Kant, Rawls ... upholds the priority of justice over the calculus of social interest. 
This is a radical challenge to modern economics, which is based on a utilitarian 
definition of "the good" and implicitly rejects the notion that there are multiple 
equally legitimate conceptionsofthe good. Most economists define a public policy 
problem as one of maximizing the wealth of society. To many non-economists, this 
looks like narrow-mindedness at best and arrogance at worst. 
This apparent divide can be bridged with the simple but powerful notion that 
freedom is both the end and the means of development (Sen, 1999). That is, the 
objective of development is to increase individual freedoms (i.e. liberty), including 
freedom from hunger and other deprivations, and the best way to achieve this 
objective is through increasing economic, political and social freedom. Thus, 
economic growth and wealth creation are not ends in themselves. Rather, they are 
means to achieve the objective of individual liberty. 
Society should not, Sen argues, try to reduce judgements to a single metric: 
~ 
It is not, for example, to the credit of classical utilitarianism that it values only 
pleasure, without taking any direct interest in freedom, rights, creativity or actual living 
conditions. To insist on the mechanical comfort of having just one 'good thing' would 
be to deny our humanity as reasoning creatures" (Sen, 1999, p77). 
Hatfield-Dodds (1999) makes a similar point, but his concept of "person-in-
community" also stresses that individual liberty must be balanced against the 
common good: 
The notion of person-in-community implies that humans are inherently social, 
that the central characteristic of justice is radical equality of opportunity, and 
that the deepest sources of well-being relate to issues of purpose and integrity 
and social standing rather than to income or purchasing power . ... This vision of 
the good life ... can only be realised through the promotion of personal liberty ... 
which carefolly balances the claims of the individual against the common good 
... a theory of 'liberty-in-solidarity' (p 162). 
As economists, we need to acknowledge that equity and efficiency can be mutually 
consistent rather than competing, that GDP is a poor measure of social progress, and 
that society's objectives need to be judged against multiple criteria, and we also need 
to apply these ideas in our work. This would begin to bridge the gap between 
conventional economics and broader views of sustainable development. 
Models of human behaviour 
If one accepts that progress towards sustainable development requires changes in 
current patterns of resource use by individuals and businesses, then it is important to 
understand what motivates changes in human behaviour. Economics is built on a 
theory of utility that assumes people derive satisfaction (i.e. "utility") from a range of 
goods, services and leisure, and that "more is better". Utility theory further assumes 
that people seek to maximise their utility and are rational in their decisions. 
For many situations this classical economic model of the rational utility-maximising 
individual is sufficiently accurate to be analytically valid, but for other problems a 
more robust theory of human behaviour is required. Daly and Cobb (1989, pp 85ft), 
for instance, have criticised the classical model for ignoring the fact that a person's 
perception of well-being is affected by others' consumption as well as their own. 
Hatfield-Dodds (1999) notes that the material needs of most persons are met through 
social systems, and that emotional well-being is shaped by social forces, including 
perceptions of identity and self-esteem. Hence his view that analysis must focus on 
the "person-in-community". Hatfield-Dodds also notes that Adam Smith saw self-
interest as only one of three forces driving human behaviour, the others being 
benevolence and justice: 
Smith held that these different motivational forces all derivedfrom the same aspect 
ofhumanity's social nature, the unique human ability of individuals to identify the 
feelings engendered in others by social interaction. This capacity for sympathy, he 
argued, underpins all human action and institutions, through the desire for the 
approbation of others motivating individuals to behave in acceptable ways. ... Smith 
considered self-interest to be the most powerful of the three motives, at least in 
unrefined cultures and classes, and thus argued that it shouldform (and be affirmed 
as) the organising principle for meeting society's material needs. He believed, 
however, that the good life can only be achieved through the exercise of all three 
virtues, and associated progress with the refinement of taste and the cultivation of 
the nobler virtues. 
Whether a "desire for approbation of others" is simply another manifestation of self-
interest is a moot point. Even so, human behaviour cannot be fully understood based 
on a model of rational maximisation of personal wealth. For example, people often 
exhibit traits such as generosity and take views on issues of no consequence to 
themselves (Boudon, 2003). 
One response of economics has been the theory of "bounded rationality", which 
describes individuals as "fallible learners": 
Alternatively, one could assume that the individuals who calculate benefits and costs 
are fallible learners who vary in terms of the number of other persons whose 
perceived benefits and costs are important to them and in terms of their personal 
commitment to keeping promises and honoring forms of reciprOCity extended to 
them. Fallible learners can, and ofien do, make mistakes. Settings differ, however, 
as to whether the institutional incentives involved encourage people to learn from 
these mistakes. ... 
Many of the situations of interest in understanding public choices about common-
pool resources ... are uncertain, complex, and lack the selective pressure and 
information-generating capabilities of a competitive market. Therefore, [in place of 
simple rationality] one can substitute the assumption of bounded rationality-that 
persons are intendedly rational but only limitedly so.... With incomplete 
information and imperfect information-processing capabilities, all individuals may 
make mistakes in choosing strategies designed to realize a set of goals. Over time, 
however, they can acquire a greater understanding of their situation and adopt 
strategies that result in higher returns. ReciprOCity may develop, rather than strictly 
narrow, short-term pursuit of self-interest (Ostrom & Ostrom, 2004, pp 118-119). 
Watson (2004) described a similar approach, called social learning theory. This 
model of behaviour, which can incorporate aspects of rational choice, recognises not 
only legal and financial sanctions and rewards for behavioural change but also the 
attitudes of "significant other persons" with whom the individual is associated. 
If the parameters are properly defined, both "bounded rationality" and "social 
learning" offer models of human behaviour that are consistent with economic theory 
but go beyond a simple view of well-being based on the material wealth that 
contributes to GDP. There is an extensive literature on human behaviour, ranging 
across several disciplines. While a comprehensive review of this field is beyond the 
scope of this project, our research will explore some ofthe work that is most directly 
relevant. For example, in commenting on the inadequacy of rational choice theory, 
Boudon (2003) identifies non-utilitarian elements of human motivation that resonate 
with the views of Sen (1999) outlined above. These broader models of human 
motivation and behaviour are likely to be useful in designing institutions for 
sustainable development that will provide incentives for people to learn from the 
inevitable mistakes. 
00 
..... 
Economics and Ecology 
Discount rates and inter-generational equity 
A further tension between efficiency and sustainability relates to inter-generational 
equity and the conversion of natural resources into "non-natural" forms of capital, 
e.g. physical infrastructure or monetary assets. 
A key concept used in economics, especially in benefit-cost analysis, is that of 
"present value" of a flow of costs and benefits over time. Future benefits must be 
"discounted" by some rate of return (which is often termed the "discount rate") to be 
compared in equal value terms. 
Although discounting and present value techniques are often criticised, these 
concepts and criteria aim to maximise benefits to society from a given set of 
resources. Converting natural capital (e.g. petroleum) to other forms of economic 
assets directly contributes to wealth and well-being (though pollution and social 
disruption from these activities can also harm well-being). If we were to reject an 
"efficient option" (as determined by present value) and instead select an option that 
was less efficient, the result would be to bequeath to future generations less wealth 
than we could have bequeathed them. 
We might leave more petroleum in the ground for future generations, but if we have 
estimated the future value of oil using best available information (e.g. the substitute 
energy sources likely to be available), and taken environmental and social 
externalities into account, the petroleum will be worth less to future generations than 
we could have bequeathed to them had we extracted it and used it to build a better 
society. (Because conversion of natural capital often entails costs that are not 
considered by private owners who are converting capital, society rightly seeks to 
impose conditions and constraints on such conversion, and/or to implement policies 
that "internalise" these costs to the private sector.) There is, of course, the additional 
question of whether natural resources are in fact used to build a better society, i.e. to 
add to other forms of capital from which future generations can draw, or are simply 
consumed by the present generation. 
Thus, there is no escaping the fact that the current generation has to make some 
judgments on behalf of future generations: how much the present generation should 
consume, and whether to bequeath future generations more natural and social capital 
or more wealth, recognising that greater wealth will include greater knowledge and 
technology, but also recognising that value and wealth go beyond tangible goods that 
can be quantified in monetary terms. The challenge to economics is to use 
discounting in a way that enhances rather than compromises the ability of future 
generations to meet their own needs. Where critical natural capital is at risk, it might 
not be appropriate to use discounting and present value techniques at all. 
Critical natural capital 
The conventional economic approach of discounting has failed to satisfY many 
observers in large part because it can be used to justifY as "efficient" an option that 
entails a risk of damage to critical functions of natural systems, e.g. the earth's 
climate. 
An alternative view asserts that natural resources should only be used at a rate at 
which they can be recycled or replaced, so as to leave an equal entitlement for future 
generations.5 Aspects ofthis approach have been popularised, e.g. via The Natural 
Step, and have proved to be an effective motivator of change. However, the 
conceptual debate has moved on, because it is difficult to defend a complete 
prohibition on conversion of natural capital. What are agricultural lands, cities and 
dams if not natural systems that have been converted to deliver a different mix of 
goods and services? It seems untenable to suggest that such developments cannot be 
consistent with sustainable development. Nonetheless, some still say that 
sustainability requires the total stock of natural capital to be maintained (see e.g. 
Mates, 2004), a position often described as "strong sustainability" or "very strong 
sustainability" . 
Peet (2003, p.l2) described a "moderate" version of strong sustainability, where 
substitutability (i.e. conversion) of natural capital is not seen as proscribed but as 
"seriously limited by environmental characteristics such as irreversibility, 
indeterminacy and the existence of' critical' components of natural capital which are 
not only essential to human welfare, but are also essential to the wider realm of the 
processes of life on earth." Indeterminacy can be taken to include the limits to 
substitution that arise because of the complexity of ecological and human 
interactions and our inability to predict the consequences of depletion of a resource 
and its transformation into energy, other resources and waste. 
There is an emerging body of work on identifYing "critical natural capital", i.e. the 
elements of natural capital that need to be maintained at all costs to avoid serious risk 
to sustainable development (see e.g. Ekins et ai, 2003, and Ekins n.d.). According to 
this concept, there are certain critical resources that should not be converted even if 
doing so is estimated to generate a net benefit to society, in particular where there is 
a coincidence of uncertainty, irreversibility and the possibility ofvery high costs. 
Where these circumstances prevail, it would be inappropriate to take such risks on 
behalf of future generations. 
While this work has produced some principles for distinguishing between critical and 
non-critical resources, in practice judgement is still required as to how much of a 
critical resource is required. As Ekins et al (2003, p. 175) acknowledge " .. .in many 
cases, ... what counts as an "unsustainable effect" rather than a sustainable economic 
cost is a matter of judgement which can only partially be resolved by science." 
Environmental bottom lines? 
"When an ecosystem component or process is pushed beyond its natural range of 
variability, that component or process, as well as others that depend on it, may not be 
sustained naturally" (Park, 2000). In this view, ecological sustainability is "the 
ability of an ecosystem to maintain itself undiminished over some time period". 
It is often said, therefore, that one of the mandates implicit in the RMA is to define 
"environmental bottom lines" representing the thresholds beyond which ecosystem 
components or processes should not be pushed. Given the complex interactions 
among ecosystem components, defining such "environmental bottom lines" is neither 
5 An exception is allowed for energy, since the second law of thermodynamics (entropy) does not 
allow us to capture and recycle all energy. 
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as simple nor singular as it sounds. In managing rivers, for example, we prefer now 
to define "flow regimes" rather than "minimum flows". 
However, others have questioned whether the RMA does in fact imply 
"environmental bottom lines". Memon (n.d.), for example, claiming support from 
New Zealand case law, has argued as follows: 
The application of s. 5 involves an overall broad judgment of whether a plan, policy 
or a development proposal will promote the sustainable management of natural and 
physical resources. Such a judgment should be based on comparison of conflicting 
bio-physical, socio-cultural and economic considerations and the scale or degree of 
them and their relative significance or proportion in the final outcome from intra-
generational and inter-generational perspectives. 
I.e. there is no prohibition on conversion of natural capital to a different state if the 
result improves overall well-being, taking both current and future generations into 
account. Local authorities or central government might define standards that should 
not be breached but, in this view, there are not "bottom lines" that can be inferred 
from s.5 of the RMA. 
Ecological sustainability requires integration of human uses of resources with the 
needs ofthe ecological systems that created or provides those resources. It 
recognises that people are a part of New Zealand's ecosystems, which include 
production and urban environments as much as the publicly owned conservation 
environment. However, New Zealand's most perturbed natural ecosystems are those 
of the lowlands where the majority of our settlements are and where most intensive 
production activities occur - hence the loss of lowland forest and wetlands and 
degradation of lowland streams. 
From the perspective of critical natural capital, whether this loss of lowland 
ecosystems is "unsustainable" depends on the functions that these ecosystems 
provide and how much needs to be retained to protect long-term human welfare and 
the wider life support processes of the planet. In the framework proposed by Ekins 
et al (2003), much would seem to depend on the "information functions" that include 
aesthetic and amenity values; cultural, historical and spiritual values; and scientific 
and educational values. Because of the subjectivity of defining how much of these 
functions needs to be retained as critical natural capital, in practice this approach 
might not differ significantly from Memon's overall broad judgement. If, on the 
other hand, these "information functions" were left out of the "bottom line", there 
would be a more objective basis for determining how much of a given ecosystem 
needs to be protected, though it would still be far from easy to do so. 
Managed transitions and resilience theory 
An important concept in ecological sustainability is "irreversibility", e.g. society 
should be especially careful before causing adverse effects that are likely to be 
irreversible. This is often referred to as a precautionary approach or the 
"precautionary principle".6 Irreversibility can be defined in absolute terms - e.g. 
6 One formulation comes from Principle 15 of the Rio Declaration 1992: "In order to protect the 
environmen~ the precautionary approach shall be widely applied by States according to their 
capabilities. Where there are threats of serious or irreversible damage, lack of full scientific certainty 
species extinctions - or over realistic time frames - e.g. when degradation will take 
decades or centuries to remedy and thereby deprive significant numbers of future 
users for a long time ifnot forever. This is closely related to issues regarding 
conversion of natural capital, discussed above. 
However, ecological sustainability does not require maintaining ecosystems in their 
current form. In selected areas, conservation efforts aim to achieve this, or 
alternati vely, to protect ecosystems from anthropogenic influences so that they may 
continue to evolve 'naturally'. More generally, however, meeting human needs will 
continue to involve modification of ecosystems. The inevitability of change means 
that humankind must attempt to manage, shape and/or adapt to change: 
The hope of the future lies not in curbing the influence of human occupancy - it is 
already too late for that - but in creating a better understanding of the extent of that 
influence and a new ethic for its governance. - AIda Leopold, 1933 
Resilience theory (Gunderson and Holling, 2002) is a developing theory of adaptive 
change. It suggests that systems as diverse as ecosystems, economic systems and 
organisations move between a series of stable states. Living systems in particular go 
through cycles of growth, rigidity, collapse and reorganisation. Even the notion of 
managing for Maximum Sustainable Yield for particular stocks is seen as flawed 
because it assumes that one can achieve a stable equilibrium within what is actually a 
dynamic ecosystem. 
Change can be incremental, lurching, or transformational, and abrupt shifts from 
stable states are common (ibid.). The challenge is to manage adaptively for 
ecological sustainability, and to expect ongoing change. Adaptive management 
means learning - as opposed to planning - our way to sustainable futures. 
Sustainability can be defined as the ability to create, test and maintain adaptive 
capability and development defined as the process of creating, testing and 
maintaining opportunity. According to Gunderson and Holling, key approaches to 
adaptive management include managing for resilience in ecosystems, flexibility in 
institutions and incentives in economic systems. 
There is no one management approach that is right for all time - adaptive 
management requires creating the right links at the right time around the right issues. 
For ecological sustainability, resilience theory suggests that a new ethic for 
governance should include taking care to avoid causing major changes to ecological 
systems because of the potential for unpredictable consequences, as well as being 
prepared to adapt to such changes should they occur. 
Conclusions 
The more efficient a society's economic development, the less strain that society 
places on the earth's natural and physical resources as it strives to meet the needs of 
present and future generations. Efficiency matters. 
But conventional usage of economic efficiency as a decision tool can lead to sub-
optimal outcomes, because analysts typically employ the Kaldor-Hicks criterion and 
shall not be used as a reason for postponing cost-effective measures to prevent environmental 
degradation. " 
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assume that an increase in aggregate output corresponds to an increase in overall 
well-being in society. Among other things, this ignores the fact that an extra dollar 
has more value to a poor person than to a rich person, so distribution of benefits 
matters critically in determining overall well-being. 
Rather than defining "the good" as maximisation of material wealth, economists 
should consider Sen's (1999) concept of development as freedom, and seek to 
maximise freedoms and opportunities of individuals within communities. When 
efficiency is defined as maximising well-being rather than wealth, improving equity 
is often complementary to efficiency rather than in competition with it. 
Seeing development as freedom also helps to resolve the tensions in policy analysis 
that arise from discounting to estimate net present value. Discounting future costs is 
hard to justify when it is used to support a decision that entails a risk of irreversible 
damage to critical natural capital, e.g. the earth's climate. While decisions based on 
comparison of discounted values might maximise expected wealth, this methodology 
should be used in a way that does not put at risk the freedom and opportunities, i.e. 
the well-being, of future generations. 
From the perspective of critical natural capital, whether a loss of an ecosystem is 
"unsustainable" depends on the functions that the ecosystem provides and how much 
needs to be retained to protect long-term human welfare and the wider life support 
processes of the planet. Much depends on a SUbjective assessment of how critical the 
ecosystem is to human welfare in terms of aesthetic and amenity values; cultural, 
historical and spiritual values; and scientific and educational values, leaving wide 
scope for debate. The search continues for objective criteria for ecological 
sustainability. 
Ecosystems, economic systems and organisations move between a series of stable 
states. Change can be incremental, lurching, or transformational, and abrupt shifts 
from stable states can and do occur. The challenge is to manage adaptively for 
ecological sustainability, and to expect ongoing change. 
There is no one management approach that is right for all time - adaptive 
management requires learning rather than planning. For sustainability, resilience 
theory suggests that a new ethic for governance should include taking care to avoid 
causing major changes to ecological systems because of the potential for 
unpredictable consequences, as well as being prepared to adapt to such changes 
should they occur. 
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Abstract 
Researchers have estimated the total economic value of global ecosystem goods and 
services showing that a significant portion of humanity'S economic well being is 
unaccounted for in conventional GNP accounting (Constanza et a!., 1997). To 
demonstrate this point, authors have conventionally used highly aggregated 
landscape units for analysis (e.g., biomes), and average, not marginal values, of each 
ecosystem good or service are estimated for each unit using value transfer 
methodologies (Wilson et a!., 2004). For example, Patterson and Cole (1999a, b) 
replicated the Con stanza et a!., (1997) approach by estimating economic values for 
Waikato and New Zealand ecosystem goods and services associated with standard 
land cover classes including horticulture, agriculture and cropping. As a result, 
Patterson and Cole (1999b) argue that only five ecosystem services associated with 
cropping have non-zero value. 
One of the reasons for this low number of non-zero values assorted with arable lands 
is that the original economic studies used by Patterson and Cole, are heavily 
weighted towards natural and undisturbed ecosystems rather than disturbed systems 
like agricultural or urban landscapes. To address this issue, more recently researchers 
have noted that many landscapes are actively modified by humans who seek to 
realise economic gain and this topic is thus an important one because in the 21 st 
century, many of our homes, workplaces and recreational spaces are embedded 
within, or adjacent to, landscape mosaics that are to a greater or lesser degree 
affected by the conscious efforts of people to harness goods and services provided by 
ecological systems (Palmer et a!., 2004). An engineered or designed ecosystem is 
one that has been extensively modified by humans to explicitly provide a set of 
ecosystem goods and services including more fresh water, trees, and food products 
and fewer floods and pollutants. These modified landscapes provide a range of 
ecosystem goods and services, particularly food production as farmers seek to 
maximize commercial gain from land use. The current paper examines issues in 
valuation of ecosystem goods and services derived from land used for arable faming 
in New Zealand and proposes ways to provide more detailed estimates of the flow 
and value of the flow of ecosystem services provided. 
Keywords: Ecosystem management; Arable farming; Engineered ecosystem 
1. Introduction 
Ecosystems have various functions that provide services to the economic system. 
Researchers have estimated the total economic value of ecosystem services (ES) 
provided in 16 biomes (Constanza et a!., 1997). More recent studies using in some 
cases Landsat data have provided estimates of ES for 122 nations (Sutton and 
Costanza, 2002). Average, but not marginal values per hectare, of each ecosystem 
service are estimated in these studies and the mean values per hectare are applied 
irrespective of location. Patterson and Cole (1999a, b) have replicated the 
Constanza et a!., (1997) methods and estimated values for Waikato and New 
Zealand ecosystem services. The land cover classes used in the Waikato and New 
Zealand studies include horticulture, agriculture and cropping land. Patterson and 
Cole (1999a, b) argue that for arable land only five ecosystem services have non-
zero values. Recent studies have noted that many landscapes are modified by 
humans to realise economic gain from designed or engineered landscapes (Palmer 
et a!., 2004). These modified landscapes provide a range of ecosystem services, 
and in arable farming, particularly food production is the most significant service 
as farmers seek to maximize commercial gain from land use. The current paper 
examines issues in estimating the level of ecosystem services provided by 
designed agricultural systems and placing an economic value on the ecosystem 
services delivered to New Zealand. We propose new ways to provide more 
detailed estimates of the flow and values of the flow of ecosystem services 
provided on arable land. 
2. Literature Review 
Issues in ecosystem valuation have been discussed by researchers for more than a 
decade (Bockstael et a!., 1995; Bingham, et a!., 1995). At the Ecosystem Valuation 
Forum held by the U.S. Environmental Protection Agency in 1991, an expert group 
of ecologists, economists, and other social scientists discussed the state of art of 
ecosystem valuation methods. Their discussions were focused on the understanding 
of ecosystem values, on the relationship between ecological functions and economic 
actions, and the development of a highly integrated valuation process (Bockstael et 
aI., 1995; Bingham, et a!., 1995). It was proposed to construct a model that included 
interrelationships between ecology and economics, employing a landscape 
perspective (Bockstael, et a!., 1995). Costanza and others developed this model in a 
project to estimate ecosystem service values in Maryland, focusing on spatial and 
temporal distributions of the ecosystem services and functions of both the natural 
system and human related phenomena. Their model was based on the Patuxent 
Landscape Model (PLM) (Costanza et a!., 1990; Fitz et a!., 1995), which captured 
spatial simulation of complex ecological systems and partially resolved the effects of 
human intervention ofland. 
Costanza and fellow researchers extended the spatial analysis at a regional and then 
at a global level, as described in the well known article in Nature entitled "The Value 
of the World's Ecosystem Services and Natural Capital" (Constanza et a!., 1997). 
The authors divided the surface of the planet into 16 biomes and estimated economic 
values of 17 ecosystem services for each biome, using value transfer methods. This 
economic valuation methodology estimates values for non-marketed goods or 
services, based upon information from previous studies valuing similar goods or 
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services. Costanza argued the purpose ofthe 1997 article was to stimulate discussion 
on issues related to ecosystem service valuation at the global level. That goal was 
achieved and the article had received 375 scientific journal cites by February 2002 
(Constanza and Farber, 2002). 
After publication ofthe Costanza et aI., (1997) article, arguments arose about 
possible double counting and overestimation of the values ofES (Turner et aI., 2003; 
Toman, 1998; Loomis, et aI., 2000). Further Turner et aI., (2003) and Toman (1998) 
pointed out that the study estimated total but not marginal values, suggesting that 
aggregate values, like GDP, gave no insights into the direction of current changes in 
ecosystem services, the relative importance of specific ecosystem services, or the 
urgency of protecting specific ecosystem services. They considered that ecosystem 
service valuation should be helpful to understanding the impact of changes in the 
level and importance of ecosystem services. 
3. What are Ecosystem Functions and Services? 
De Groot et aI., (2002 p394) defined ecosystem functions as 'the capacity of natural 
processes and components to provide goods and services that satisfy human needs, 
directly or indirectly.' Costanza et aI., (1997) used the term, ecosystem services, to 
represent both ecosystem goods (such as food) and services (such as waste 
assimilation) for simplicity, mentioning that the services consisted of flows of 
materials, energy, and information from natural capital stocks to produce human 
welfare. The authors divided ecosystem services into 17 major categories, which 
they named: gas regulation, climate regulation, disturbance regulation, water 
regulation, water supply, erosion control and sediment retention, soil formation, 
nutrient cycling, waste treatment, pollination, biological control, habitatlrefugia, food 
production, raw materials, genetic resources, recreation, and cultural. The definitions 
and examples of these ecosystem services are shown in Table 1. De Groot et aI., 
(2002) expanded the list into 23 ecosystem services and categorised these services 
into four ecosystem functions, namely the regulation function, habitat function, 
production function, and information function. Table 2 shows both the Costanza et 
al. and the de Groot et al. lists of ecosystem services used in their analyses. The 
classification used by de Groot et al. was based on the one developed by Costanza et 
aI., (1997), but provided more detailed information on ecosystem services. For 
example, de Groot added 'spiritual and historic information' as well as 'science and 
education', as they were likely to be ignored in earlier classifications. The values for 
those services should be included in future analyses as they can play important roles 
in human lives. 
4. Values of Ecosystem Services at the Global and New Zealand 
Level 
Costanza et aI., (1997) estimated the average total global values of ecosystem 
services to be in the range US $16-54 trillion per year (1994 $), with an average of 
US $33 trillion which was equivalent to 1.8 times the global gross national product. 
It was assumed that all lands in the same biome provided equal value ecosystem 
service. Values of an ecosystem service were assumed to be uninfluenced by 
specific factors such as regional scarcity or quality variations. 
Patterson and Cole (1999a, b) have replicated the Costanza et al methodologies and 
estimated total values of ecosystem services for New Zealand generally, and the 
Waikato region specifically. They divided New Zealand into 13 land cover groups 
and then estimated values of the 17 ecosystem services for each land cover. The 13 
land cover groups include: Horticulture and cropping, Agriculture, Intermediate 
Agriculture-Forest, Forest-Scrub, Forest, Wetlands, Estuaries, Mangroves, Lakes, 
Rivers, and Marine. They estimated the total ecosystem values for New Zealand to 
be approximately 1994 NZ $39 billion ('" US $24 billion). Although Patterson and 
Cole (1999b) estimated the total values of the ecosystem services, we have converted 
the total values into values per hectare for the land cover classes in order to compare 
them to the Costanza et aI., (1997) study. 
Table 3 provides a comparison of information gleaned from Costanza et aI., (1997) 
and Patterson and Cole (1999b) including estimates of the value of ecosystem 
services per hectare for 13 land cover groups. The third row of Table 3 gives 
information on area for each land cover group in both the world and New Zealand. 
Comparing the percentage shares of each land cover, the high percentage of 
grassland in New Zealand should be noted. On the other hand, there is a relatively 
low percentage of horticulture and crop lands in New Zealand compared to the global 
level. All other numbers below the area information are per hectare values in 1994 
US dollars. Not surprisingly as Patterson and Cole have adapted values from 
Costanza et aI., (1997), most of values calculated for NZ ecosystem services are 
similar to the ones at the global level, except for horticulture and croplands, forest, 
and mangrove. In forests and mangroves, per hectare values of ES at the world level 
are higher than the ones in New Zealand. However, the per hectare value ofES on 
New Zealand horticulture and crop lands are approximately 35 times higher than the 
world level because of significantly higher values offood production ecosystem 
service. 
5. Ecosystem Service Valuation in NZ Arable Lands 
Our research project is focused on arable lands in New Zealand. Many ES valuation 
studies have focused on wetlands, forests, or coastal areas, but few have focused on 
arable lands. Studying the few and rapidly shrinking natural, undisturbed landscapes 
is important, but now is the time to focus on an ecology that includes humans as 
active participants in the creation ofliveable landscapes. Arable lands playa 
significant role in the ecosystems but they have been modified by humans who seek 
to realise economic gain from designed or engineered landscapes. By focusing on 
arable lands, our research perspective actively incorporates human activities as 
integral components of the New Zealand landscape and focuses on conscious 
modifications of that landscape to deliver specified goods and services. 
Patterson and Cole (I 999b ) identified only five non-zero valued ecosystem services 
in arable farming. One explanation for Patterson and Cole (l999b) low number of 
non-zero valued services in arable farming is that their estimations are based on 
ecosystem services provided by natural and undisturbed ecosystems, and understate 
the possibility of ecosystem services provided on disturbed systems such as 
agricultural or urban landscapes. To address this issue, more recently researchers 
have noted that many landscapes are deliberately modified, but still provide a 
significant range of ecosystem services (Palmer et aI., 2004). Designed ecosystems 
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span a range from slightly altered, to highly manipulated landscapes that have 
literally been created by humans from scratch. Many of our homes, workplaces and 
recreational spaces are embedded within, or adjacent to, landscape mosaics that are 
to a greater or lesser degree affected by the conscious efforts of people to harness 
goods and services provided by ecological systems. An engineered or designed 
ecosystem is one that has been extensively modified by humans to explicitly provide 
a set of ecosystem goods and services including more fresh water, fewer floods, more 
trees, more food products and fewer pollutants. These modified landscapes provide a 
range of ecosystem goods and services, particularly food production, as farmers seek 
to maximize commercial gain from land use. The goal of our study is to examine 
issues in valuation of ecosystem goods and services derived from land used for 
arable faming in New Zealand and to propose ways to provide more detailed 
estimates of the flow and value of the flow of ecosystem services provided. 
5.1 Objectives 
The objective of our long-term study is to provide new detailed estimates of 
ecosystem services for arable land in New Zealand. This will require the estimation 
of the rate of flow of each ecosystem service provided on arable land, review of 
value transfer methodologies, creation of a database of New Zealand ecosystem 
valuation studies, and the calculation of the annual value for each ecosystem service. 
The information collected for the database of New Zealand valuation studies will be 
linked to a geographic information system to allow spatial analysis of ecosystem 
services provided in chosen regions of New Zealand. 
The research requires two key actions. Original research is required to collect 
information on the flow of ecosystem services provided on arable lands, as there is 
only fragmentary information available at present. First information gained from 
current investigations by ecologists researching the flow ofES on arable lands will 
supplement information obtained from research literature and from personal 
interviews. This will provide data on rates ofES flow for the regulation functions 
such as soil information, nutrient cycling, pollination, and biological control. Second 
the research project will implement as needed non-market valuation (NMV) surveys 
to provide new information or attempt to verify values of selected ES provided on 
arable land. These NMV studies will aim to provide estimates of 'marginal' values 
especially for the information functions such as recreation and culture. 
5.2 What Ecosystem Services are provided on NZ arable land? 
Before starting to analyze ecosystem service values, definitions of ecosystem 
services provided on arable lands need to be specified, particularly the 11 ecosystem 
services for the regulation function categorized by de Groot et aI., (2002). The 
definitions ofES contained in Constanza et aI., (1997) and de Groot et aI., (2002) 
require clarification before they are applied to arable farming in New Zealand. 
Comments and advice were obtained from ecologists, scientists, and engineers to 
improve understanding not only ofthe definitions but also of specific procedures to 
estimate the flow of ecosystem services in New Zealand arable farming. Definitions 
and proposed procedures for measurement of the flow of II ecosystem services are 
described below. 
5.2.1 Gas Regulation 
According to Costanza et aI., (1997) and de Groot et aI., (2002), gas regulation refers 
to maintenance of chemical composition of the atmosphere and oceans by bio-
geochemical processes influenced by many biotic and a-biotic components of natural 
ecosystems. For example, this regulation maintains the C02/02 balance, the ozone-
layer (03), and SOx levels in the atmosphere. De Groot et aI., (2002) note that 
natural, social, and economic processes can be impacted positively or negatively by 
any alternations which influences these gas balances. Arable lands in New Zealand 
emit CO2 and N02 to the atmosphere (Cooper, pers comrn. 13.05.04) and arable land 
makes a negative contribution towards gas regulation. 
5.2.2 Climate Regulation 
The climate regulation function influences global temperature, precipitation and 
other biologically mediated climatic processes at global or local levels (Costanza et 
aI., 1997; de Groot et aI., 2002). Maintenance of favourable climate for human 
habitation and healthy crop cultivation are important examples of the benefits 
flowing from this function. As mentioned above, arable farming produces C02 and 
N02 contributing to climate change and global warming associated with increases in 
extreme weather including high intensity rainfall or droughts. Hence, arable farming 
tends to disturb climate regulation and makes a negative contribution to this ES. 
5.2.3 Disturbance Regulation 
This regulation function concerns the ability of ecosystems to reduce the effect of 
disruptive natural events including storms, floods and droughts. It contributes to 
increased safety of human life and reduced hazard to human constructions. Storm 
protection, flood control, and drought recovery controlled by ecosystems are the 
main services of this regulation. An example of disturbance regulation is coral reefs 
that buffer waves and protect adjacent coastlines from storm damage (Costanza et aI., 
1997; de Groot et aI., 2002). Most arable farming in NZ does not contribute this 
service, and is judged to be contributing to more disturbances through emissions of 
CO2 and N02, which will tum in lead to more extreme rainfall or drought. 
5.2.4 Water Regulation and 5.2.5 Water supply 
Water regulation and water supply were categorised as two separate ecosystem 
services by Costanza et aI., (1997). The water regulation function maintains normal 
conditions of hydrological flows in a watershed at the earth's surface. Examples of 
this function include buffering of extreme discharge levels ofrivers, regulation of 
channel flow, and provision of a medium for transportation. On the other hand, the 
water supply function refers to the filtering, retention and storage of water in 
watersheds. It focuses on the storage capacity for water rather than the flow of 
water. 
Information on these functions was provided by Professor Malin Falkenmark, 
Stockholm International Water Institute. In her view, water service is provided by 
the atmosphere, not by land ecosystems (Falkenmark, pers comm. 25.05.04). In 
other words, the terrestrial land ecosystems are water consumptive rather than water 
Q() 
-..j 
provIsIoning. For instance, the land ecosystems literally consume two third of the 
continental precipitation, which is called green water flow (Falkenmark, pers comm. 
25.05.04). The runoff production is contributed by the water discarded by the land 
ecosystem, which is called the blue water flow. She explains that arable land 
receives water from the atmosphere and either discards some of it as overland flow 
forming flood flow in the river and infiltrates the rest into the soil. In both cases, the 
waters return to the atmosphere (the green water flow). The surplus of the water 
percolates down to the groundwater which moves under the ground to lower terrain 
areas where it seeps back to the land surface and often joins the river flow as time 
stable flow or dry season flow (the blue season flow). The water regulation function 
she suggests is basically defined as the ground water recharge. If we use the 
definition for the water regulation as one of ecosystem services, we might observe 
positive or negative impacts on the services of arable lands. The meaning of the 
water supply is more complicated. Falkenmark notes that even some scientists 
specialized in water issues use the term of the "water supply" in different ways. One 
way is for (blue) water availability, and the other way is for the service of providing 
water for household, industry or other uses. Falkenmark comments that the term 
water supply used by Constanza et aI., (1997) refers to runoff production in terms of 
flood flow and dry season flow. 
In this study the meaning of the "water supply" is consistent with Constanza et aI., 
(1997), as the purpose of the present study is to clarifY the meanings of ecosystems 
and evaluate them. 
Bryce Cooper of the National Institute of Water and Atmospheric Research (NIWA) 
(pers comm. 13.05.04) and Vince Bidwell at Lincoln Venture Ltd. (pers comm. 
18.05.04), comment that New Zealand arable farming negatively impacts water 
regulation and water supply ecosystem services. They comment that arable farming 
reduces the capacity of land to store rainfall and release it slowly over time even 
though the consumption of water is relatively moderate when compared to pasture's 
consumption of water. 
5.2.6 Soil Retention 
According to de Groot et al. (2002), the soil retention function mainly depends on the 
structural aspects of ecosystems, especially the vegetation cover and the root system. 
This service comprises the influence of preventing compaction and erosion of bare 
soil by tree root's soil stabilization and foliage's interception of rainfall. Plants 
growing along shorelines and (submerged) vegetation in near-coastal areas contribute 
greatly to controlling erosion and facilitating sedimentation. The services provided 
by this function are very important to maintaining agricultural productivity and 
prevent damage due to soil erosion (both from landslides and dust bowls). The main 
services provided by the erosion control and the sediment retention function are the 
maintenance of agriculture productivity and prevention of damage due to soil 
erosion. 
Dr Les Basher, Landcare Research Ltd. (Basher, pers comm., 13.05.04) suggests that 
typically rates of erosion under arable cropping would be higher than for other land 
uses. The ecosystem functions of erosion control and sediment retention are 
generally diminished on arable land compared to bare ground (Basher and Ross, 
2002). Studies of wind erosion on the Canterbury Plains (McLaren and Cameron, 
1990) shows that stability of soil aggregates are worse in long-term arable land, 
which may lead to higher risk of soil erosion. Our summary judgement is that 
frequent cultivation on New Zealand arable land may diminish the level of this 
ecosystem service. 
5.2.7 Soil Formation 
Soil formation comprises the influence of weathering ofrock and accumulation of 
organic matter. Soil formation usually is a very slow process; natural soils are 
generated at a rate of only a few centimetres per century and after erosion, soil 
formation (or regeneration) from bedrock takes 100-400 years per cm topsoil 
(Pimentel and Wilson, 1997). The main services provided by the soil formation 
function are the maintenance of productivity and natural productive soils (Constanza 
et aI., 1997; de Groot et aI., 2002). According to Trevor Webb at Landcare Research 
Ltd. (Webb, pers comm. 05.13.04), arable farming mines the organic matter that is 
restored under pasture systems and restorative crops. 
5.2.8 Nutrient Cycling 
This function refers to the ability of plants and animals to utilize nitrogen (N), 
sulphur (S), and phosphorous (P). For example, soil and water gain nitrogen when it 
is absorbed from the atmosphere by the roots of plants with the assistance of nitrogen 
fixing bacteria and algae. When plants die or are consumed by animals, nitrogen is 
recycled back into the atmosphere. This function plays a role in storage and 
recycling of nutrients and maintains healthy and productive soils. (Costanza et aI., 
1997; de Groot et aI., 2002). This natural cycle is disrupted when farmers use excess 
commercial fertilizers. Depending on the amount of fertilizer used, arable farming 
may affect nutrient cycling either positively or negatively. 
5.2.9 Waste Treatment 
Excess levels of certain compounds in water or air can lead to unhealthy living 
conditions for humans and other species. Ecosystems provide waste treatment 
functions by storing and recycling some amounts of inorganic human waste through 
dilution, assimilation, and chemical re-composition. For example, trees and 
vegetation help to improve air quality by filtering out particulates and toxic 
compounds from air, making it more breathable and healthy. Wastes in arable lands 
are mostly crop residues and any waste treatment provided occurs through chemical 
residue assimilation. Andrew Dakers of EcoEng Ltd (Dakers pers comm. 13.05.04) 
has commented that the mass of crop and chemical residues in arable lands needs to 
be measured in terms of organic matter and key nutrients, such as N, P, and S, in 
kg/ha/yr in order to estimate quantum of waste treatment occurring on arable land. 
5.2.10 Pollination 
Pollination refers to a role of reproduction for most plants by many wild pollinator 
agents, such as insects, birds, bats, and wind. The service provided by this function 
can be derived from the dependence of cultivation on natural pollination (de Groot et 
aI., 2002). Nobhan and Buchmann (1997) suggest that the economic value of 
agricultural pollination services can be directly measured by comparing the yield 
(loss) of the crop in the absence of these pollinators with the yield in the presence of 
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the pollinators in question. Also non-market values for pollination need to be 
estimated, such as social benefits which include aesthetic values. An alternative way 
to quantifY the value of the ecosystem service of pollination is to estimate the 
replacement costs for pollinators. However, a question arises is there are any 
alternatives to existing pollinators? Professor John Hampton of New Zealand Seed 
Technology Institute, Lincoln University (pers comm. 27.05.04), suggests two 
possibilities for replacement exist: 1. Create self pollinators; the development is 
time-consuming, and they cannot be used for all species 2. Collect pollen manually 
by a machine and blow it onto female flowers. The replacements cost should include 
costs of manpower and equipment. In our study, we will attempt to estimate the 
replacement costs of pollinators for the main arable crops including wheat, barley, 
peas, maize, beans, clover seed, grass seeds, potato. 
5.2.11 Biological Control 
Biological control refers to prevention of outbreaks of pests and diseases by the 
natural ecosystem, not by human controls. According to Naylor and Ehrlich (1997), 
natural ecosystems control more than 95% of all the potential pests of crops and 
carriers of disease to human beings. The substitution of synthetic pesticides for 
natural pest controls can result in pest resurgence and secondary pest outbreaks that 
reduce that fundamental stability of agriculture systems. Therefore, values of 
biological control might be estimated by the replacement cost of natural biological 
control, which include market values of synthetic pesticides and associated costs to 
society. The costs to society should consist of two parts: health costs and loss from 
damaging wildlife. Each year many people have health problems due to toxic 
chemicals. The medical costs should be included in the cost to society. Also toxic 
and polluting chemicals impact some natural enemies, hedgerows and shelterbelts, 
increase monoculture, reduce crop diversity, reduce sanitation, and leave increased 
crop residues on the surface of the land. Costs of all these also are a part of the costs 
to the society. In addition, some countries subsidise the cost of agricultural 
chemicals. Naylor and Ehrlich (1997) estimated all of these market and non-market 
items to provide an estimate of US$54 billion per year for the value of natural 
biological control on the planet. A similar approach can be used to estimate the value 
of biological control on New Zealand arable land. 
6. Positive and Negative Values of Ecosystem Services 
After reviewing the various definitions of ecosystem functions and possible 
procedures for quantifYing the flow of ecosystem services provided on New Zealand 
arable land, it is clear that both positive and negative values will be estimated for ES 
on arable land. These values might replace the blanks in Patterson and Cole (l999b) 
column for ES in horticulture and cropping. Table 4 shows that the prospective signs 
of ES on arable land. The values for ES of nutrient cycling, pollination, biological 
control, food production, recreation, and cultural are expected to be positive on 
arable land. On the other hand, arable land may diminish the ES from gas regulation 
and erosion control and hence have negative ES values. Water regulation, water 
supply, and soil formation may be either positive or negative to be valued on arable 
land. The recognition that ES in engineered system may have positive or negative 
values has not been noted in any studies we have surveyed. Recognition of the range 
of possible values of each ofthe ES on arable land helps us to understand the 
importance of each ecological function. That knowledge provides insights that can 
allow us to modifY the ways we manage ecosystem services in engineered or 
designed ecosystems. One obvious line of research to pursue is to compare the output 
rate and value of each ES under altemative management systems such as 
conventional and organic arable farming. 
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Table I. Definitions and Examples of Ecosystem Services 
Costanza et al. (1997) 
Ecosystem Service 
llGas regulation 
21Climate regulation 
31Disturbance regulation 
41Water regulation 
slWater supply 
Erosion control and sediment 
61relention 
71Soil formation 
81Nutrient cycling 
91Waste treatment 
lolPollination 
IllBiological control 
l21Refugia 
13IFood production 
141Raw material 
151 Genetic resources 
161Recreation 
171Cultural 
Definitions 
Regulation of atmospheric chemical 
composition 
Regulation of global temperature, 
precipitation, and other biologically 
mediated climatic processes at global or 
local levels 
Capacitance, damping and integrity of 
ecosystem response to environmental 
fluctuations 
Regulation ofhydrologicaJ flows 
Storage and retention of water 
Examples 
COl /02 balance, O2 for UVB. SOx levels 
Greenhouse gas regulation, DMS 
production affecting cloud fannatian 
Storm protection, flood control, drought 
recovery 
Irrigation, milling, transportation 
watersheds, reservoirs, aquifers 
Retention of soil within an ecosystem Iwind, runoff, lakes, wetlands 
accumulation of organic material, 
Soil formation processes Iweathering of rack 
Storage, internal cycling, processing and 
acquisition of nutrients INitrogen fixation 
Recovery of mobile nutrients and removal 
or breakdown of excess or xenic nutrients Iwaste treatment, Pollution control 
and compounds detoxification 
Movement of floral gametes reproduction ofplao! populations 
reduction of herbivory by top predators, 
Trophic-dynamic regulations of population Icontrol of prey species 
Nurseries, habitat for migratory species, 
Habitat for resident and transient Iregional habitats for locally harvested 
., production species 
Thai portion of gross primary production 
extractable as food [production of fish, crops, nuts, fruits 
That portion of gross primary production 
extractable as raw materies Iproduction of lumber, fuel, or fodder 
Medicine, products for materials science, 
Sources of unique biological materials and I resistance to plant pathogens and crop 
products pests 
Pr~vi.d.ing opportunities for recreational IEc~-~o.urism, spon fishing. outdoor 
actlvJ11es actiVIties 
Providing opportunities for non- laesthetic. artistic, education, spiritual, 
commercial uses and/or scientific values 
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Table 2. List of Ecosystem Services 
Costanza et al. (1997) 
1 Gas regulation 
2 Climate regulation 
3 Disturbance regulation 
4 Water regulation 
5 Water Supply 
6 Erosion control and sediment retention 
7 Soil formation 
8 Nutrient cycling 
9 Waste treatment 
10 Pollination 
II Biological control 
12 Refugia 
13 Food production 
14 Raw material 
15 Genetic resources 
16 Recreation 
17 Cultural 
de Groot et al. (2002) 
Regulation function 
1 Gas regulation 
2 Climate regulation 
3 Disturbance regulation 
4 Waterregulation 
5 Water Supply 
6 Erosion Control 
7 Soil formation 
8 Nutrient cycling 
9 Waste treatment 
10 Pollination 
11 Biological control 
12 Soil Retention 
Habitat function 
13 Refugia function 
14 Nursery function 
Production function 
15 Food 
16 Raw material 
17 Genetic resources 
18 Medicinal resources 
19 Ornamental resources 
Information function 
20 Recreation 
21 Cultural and artistic information 
22 Spiritual historic information 
23 Science and education 
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Table 4. Average Value ofNZ Horticulture and Crop Lands Studied by Patterson and Cole (l999b) 
and the Prospective Signs 
Ecosystem Service 
I Gas regulation 
2 Climate regulation 
3 Disturbance regulation 
4 Water regulation 
5 Water Supply 
6 Erosion control and soil retention 
7 Soil formation 
8 Nutrient cycling 
9 Waste treatment 
10 Pollination 
II Biological control 
12 Refugia 
13 Food production 
14 Raw material 
15 Genetic resources 
16 Recreation 
17 Cultural 
Total 
+ : Positive contribution to a ecosystem service 
- : Negative contribution to a ecosystem service 
Patterson and Cole 
12.20 
6.10 
48.78 
42.68 
5445.12 
5554.88 
? : Either positive or negative contribution to a ecosystem service 
Blank: Under research 
Prospective Signs 
+ 
+ 
+ 
+ 
+ 
+ 
House Price Prediction: 
Hedonic Price Model vs. Artificial Neural Network 
Abstract 
Visit Limsombunchai 1 
Commerce Division, Lincoln University, 
Canterbury 8150, New Zealand. 
Email: limsombv@lincoln.ac.nz 
The objective of this paper is to empirically compare the predictive power of the hedonic 
model with an artificial neural network model on house price prediction. A sample of200 
houses in Christchurch, New Zealand is randomly selected from the Harcourt website. 
Factors including house size, house age, house type, number of bedrooms, number of 
bathrooms, number of garages, amenities around the house and geographical location are 
considered. Empirical results support the potential of artificial neural network on house 
price prediction, although previous studies have commented on its black box nature and 
achieved different conclusions. 
Key Words: Hedonic Model, Artificial Neural Network (ANN), House Price. 
JEL Classification: C53, L74. 
1. Introduction 
An accurate prediction on the house price is important to prospective homeowners, 
developers, investors, appraisers, tax assessors and other real estate markyt participants, 
such as, mortgage lenders and insurers (Frew and Iud, 2003). Traditional house price 
prediction is based on cost and sale price comparison lacking of an accepted standard and a 
certification process. Therefore, the availability of a house price prediction model helps fill 
up an important information gap and improve the efficiency of the real estate market 
(Calhoun, 2003). 
In New Zealand, most people know the benefit of owning a house, because buying a house 
is considered the most utilised and profitable investment. New Zealand has one of the 
highest ratios of people owning their houses in western world with over 70% of its citizens 
living in their own houses. As house market in New Zealand is thriving, house price 
becomes a crucial factor for house seekers. 
Over the last two decades there has been a proliferation of empirical studies analysing 
residential property values, with Ball (1973) being last major study. Each succeeding 
research has generally improved the predictive power of the models by emphasising 
attributes of property value such as housing site, housing quality, geographical location and 
the environment. More recent studies have focused on location externalities, transaction 
costs and factors affecting the future expected cost in homeownership (Norman, 1982). 
I The author is a Ph.D. student and would especially like to thank Dr.Christopher Gan and Dr.Minsoo Lee for 
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The hedonic price models have been commonly used to estimate house prices and property 
values. Most of the models include housing attributes such as location, neighbourhood, 
and house size. However, there is a limited number of studies in this area using an 
artificial neural network technique. This paper uses the hedonic method and artificial 
neural network to empirically determine the house prices in Christchurch, New Zealand. 
Secondary data from 200 houses in Christchurch is used in a hedonic price framework and 
artificial neural network to empirically compare the predictive power of both techniques 
and to suggest an appropriate technique for the house price prediction. 
This paper is divided into the following sections. Section 2 provides an overview of the 
hedonic price model and artificial neural network. Section 3 presents the models and 
section 4 discusses the data, variables and methodology that used in this paper. Section 5 
reports the empirical results, and section 6 concludes the findings. 
2. Hedonic Price and Artificial Neural Network Theory 
2.1 Hedonic Price Theory 
Hedonic price theory assumes that a commodity such as a house can be viewed as an 
aggregation of individual components or attributes (Griliches, 1971). Consumers are 
assumed to purchase goods embodying bundles of attributes that maximize their 
underlying utility functions (Rosen, 1974). Rosen (1974) describes the process in which 
prices reveal quality variations as relying on producers who "tailor their goods to embody 
final characteristics described by customers and receive returns for serving economic 
functions as mediaries". Hedonic price theory originates from Lancaster's (1966) proposal 
that goods are inputs in the activity of consumption, with an end product of a set of 
characteristics. 
Bundles of characteristics rather than bundles of goods are ranked according to their utility 
bearing abilities. Attributes (for example, characteristics of a house such as number of 
bedrooms, number of bathrooms, number of fireplaces, parking facilities, living area and 
lot size) are implicitly embodied in goods and their observed market prices. The amount or 
presence of attributes associated with the commodities defines a set of implicit or 
"hedonic" prices (Rosen, 1974). The marginal implicit values of the attributes are obtained 
by differentiating the hedonic price function with respect to each attribute (McMillan et aI., 
1980). The advantage of the hedonic methods is that they control for the characteristics of 
properties, thus allowing the analyst to distinguish the impact of changing sample 
composition from actual property appreciation (Calhoun, 2001). 
Hedonic price theory has been applied to valuation of agricultural commodities (Brorsen et 
aI., 1984; Ethridge and Davis, 1982; Wilson, 1984), residential amenities (Blomquist and 
Worley, 1981; McMillan et al.,1980; Witte et aI., 1979; and Milon et aI., 1984,) and 
wildlife related recreation resources (pope and Stoll, 1985; Livengood, 1983; Pope et aI., 
1984; and Messonnier and Luzar, 1990). Other applications have involved the estimation 
of the benefits of environmental improvements (Freeman, 1979; Blomquist and Worley, 
1981; Harrison and Rubinfeld, 1978; and McMillan et aI., 1980). 
While the hedonic technique is an acceptable method for accommodating attribute 
differences in a house price determination model, it is generally unrealistic to deal with the 
housing market in any geographical area as a single unit. Therefore, it seems more 
reasonable to introduce geographical information or location factor into a model that 
allows shifts in the house price level. Frew and Wilson (2000) employ the hedonic price 
model to examine the relationship between location and property value, in Portland, 
Oregon, and the authors found that there was a significant relationship between location 
and property value. 
Fletcher et al. (2000) examine whether it is more appropriate to use aggregate or 
disaggregate data in forecasting house price using the hedonic analysis. It is found that the 
hedonic price coefficients of some attributes are not stable between locations, property 
types and age. However, it is argued that this can be effectively modelled with an 
aggregate method. The hedonic price model has also been used to estimate individual 
external effects (e.g. environmental attribute) on house prices. For example, there is a 
number of studies that have applied the hedonic price model in quantifYing the effects of 
noise (Mieszkowski and Saper, 1978; Damm et aI., 1980; Uyeno et al. 1993) and air 
pollution on house prices (Ridker and Henning, 1982; Graves et ai, 1988) .. 
Even though the hedonic price model has been widely recognized, issues such as model 
specification procedures, multicollinearity, independent variable interactions, 
heteroscedasticity, non-linearity and outlier data points can seriously hinder the 
performance of hedonic price model in real estate valuations. The artificial neural network 
model has been offered as a possible solution to many of these problems, especially when 
the data patterns show non-linearity (Lenk et al. 1997; Owen and Howard, 1998). 
Tay and Ho (1991), using a large sample of data from the apartment sector in Singapore, 
found that a neural network model performs better than a multiple regression model for 
estimating value. The authors concluded that the neural network can learn valuation 
patterns for "true" open market sales in the presence of some "noise" as a way of 
establishing a robust estimator. Similar results can be found in Do and Grudnitski (1992) 
and McCluskey (1996) studies. 
Worzala et al. (1995), on the other hand, take on a contrary position and cast some doubt 
upon the role of neural networks compared to the traditional regression models. The 
authors argued that even when the same data is used, results from models prepared by 
different neural network software package could be inconsistent and did not always 
outperform regression models. Lenk et al. (1997) also reached the similar conclusions. 
Their study doc.umented very similar performance between the hedonic model and the 
neural network models. 
2.2 Artificial Neural Network Theory 
Neural network is an artificial intelligence model originally designed to replicate the 
human brain's learning process. The model consists of three main layers: input data layer 
(example the property attributes), hidden layer(s) (commonly referred as "black box"), and 
output layer (estimated house price). Neural network is an interconnected network of 
artificial neurons with a rule to adjust the strength or weight of the connections between 
the units in response to externally supplied data (see Figure 1) (Stanley et aI., 1998). 
~ 
Figure 1: Feed-forward neural network structure with ~o hidden layers. 
Source: James and Carol, 2000. 
Each artificial neuron (or computational unit) has a set of input connections that receive 
signals from other computational units and a bias adjustment, a set of weights for input 
connection and bias adjustment, and transfer function that transforms the sum of the 
weighted inputs and bias to decide the value of the output from computational unit (see 
Figure 2). The output for the computation unit (node j) is the result of applying a transfer 
function cp to the summation of all signals from each connection (Ai) times the value of the 
connection weight between node j and connection i (Wji) (refer to equations 1 and 2). 
Sumj = L:j (WjAD 
[1] 
OJ = cp (Sumj) 
[2] 
where OJ is output for node j and q> is transfer function which can take many different 
forms: linear functions, linear threshold functions, step linear functions, sigmoid function 
or Gaussian functions (James and Carol, 2000). 
Figure 2: Structure of a Computational Unit (node j) 
Source: James and Carol, 2000. 
3. Models 
3.1 Hedonic Price Model 
The hedonic model involves regressing observed asking-prices for the house against those 
attributes of a house hypothesized to be determinants of the asking-price. Attributes 
hypothesized to contribute to the price of a house include land size (in square meters), 
house age (in years), number of bedrooms, number of bathrooms, number of toilets, and 
number of garages, binary variables representing the type of house (with garden, or 
without garden) and amenities around the residential areas (such public facilities). In 
addition, the geographical location of the house also plays an important factor in 
influencing the house price. In this paper, the Christchurch area is divided into six different 
geographical locations. They are Inner Christchurch, North Christchurch, South 
Christchurch, East Christchurch, West Christchurch, and Northwest Christchurch. The 
location dummy variables equal to 1 if a particular property is situated in the identified 
location, 0 otherwise. 
Implicitly, the model for the hedonic price function is specified as: 
PRICE = f (LAND, AGE, TYPE, BEDROOMS, BATHROOMS, GARAGES, 
AMENITIES, INNER CHRISTCHURCH, NORTH CHRISTCHURCH, 
SOUTH CHRISTCHURCH, EAST CHRISTCHURCH, WEST 
CHRISTCHURCH, NORTHWEST CHRISTCHURCH, e:) 
[3] 
Variables in the model are defined as: 
PRICE = Price of house in Christchurch in NZD 
LAND (+) = Land size (in square meters) 
AGE (-) = Age of the house (in years) 
TYPE (+) = Type of house; 1 if the house has a garden, 0 otherwise 
BEDROOMS (+) = Number of bedrooms 
BATHROOMS (+) = Number of bathrooms 
GARAGES (+) = Number of garages 
't: 
AMENITIES (+) = 
E= 
Amenities around the house; 1 if the house is close to two or more 
public facilities (i.e. bus stop, school, public park and so on), 0 
otherwise 
Error term 
A priori hypotheses are indicated by (+) and (-) in the above specification. Based on 
previous literature, it is hypothesised that most of the variables have a positive relationship 
with the house price, except age of the house. For example, a house with garden is more 
expensive than a house without garden. A small house should cheaper than a large house. 
A house that has multiple bedrooms, bathrooms, garages and close to public amenities 
(such as public parks, public libraries, etc) is expected to command a higher price than a 
house that has less number of bedrooms, bathrooms, toilets, garages and no public 
amenities nearby. Conversely, the age of a house would have a negative relationship with 
house price since an old house commands a lower price compared to a newly built house. 
3.2 Artificial Neural Network Model 
The use of the neural network model is similar to the process utilized in building the 
hedonic price model. However, the neural network must first be trained from a set of data. 
For a particular input, an output (estimated house price) is produced from the model. Then, 
the model compares the model output to the actual output (actual house price). The 
accuracy of this value is determined by the total mean square error and then back 
propagation is used in an attempt to reduce prediction errors, which is done through the 
adjusting of the connection weights. 
The performance of the network can be influenced by the number of hidden layers and the 
number of nodes that are included in each hidden layer. Unfortunately, there exists little 
theory to support the process for the determination of the optimal number of hidden layers 
and nodes, and also the optimal internal error threshold (Lenk et aI., 1997). Therefore, a 
trial-and-error process is applied to find the optimal artificial neural network model. A 
feed-forward/back-propagation neural network software package, NeuroShell, was used to 
construct the artificial neural network model. 
There are no assumptions about functional form, or about the distributions of the variables 
and errors of the model, neural network model is more flexible than the standard statistical 
technique (Mester, 1997). It allows for nonlinear relationship and complex classificatory 
equations. The user does not need to specify as much detail about the functional form 
before estimating the classification equations but, instead, it lets the data determine the 
appropriate functional form. 
In accordance to standard analytical practice, the sample size was divided on a random 
basis into 2 sets, namely the "training set" and the "production set" (as known in neural 
network literature), or the "estimation set" and the "forecasting set" (as know in regression 
analysis literature). The training set and the production set contain 80% and 20% of the 
total sample, respectively. To evaluate the forecasting accuracy of both models, an out-of 
sample forecasting is operated, subsequently, the R2 and the Root Mean Square Error 
(RMSE) were calculated and compared (refer to equations 4 and 5). The model with a 
higher R2 and lower RMSE was considered to be a relatively superior model. 
i(pi -Pif 
R2 =1 ~i=~! __ _ 
n I(Pi _1')2 
i=! 
[4] 
1 n( ')2 RMSE = ./-I Pi -Pi 
n i=l 
[5] 
where Pi is actual house price, Pi is estimated house price and n is the number of 
observations. 
4. Data and Procedures 
A sample of 200 housing information in the Christchurch area is randomly selected from 
the largest real estate agent, Harcourt. The data set is retrieved from Harcourt's website 
(www.bluebook.co.nz) in May 2003. 
Since most business offices, restaurants and shops are located in the inner city centre, the 
proportion of residential houses is quite small. Only 15 housing data is collected from the 
inner city, 25 housing information is from North Christchurch, and 40 housing information 
for the remaining four identified locations. There are 200 observations utilized in this 
study. 
Economic theory offers little guidance with respect to the choice of functional form for the 
hedonic model as the hedonic price function represents an equilibrium relationship derived 
from individuals' preferences and suppliers' cost functions (Freeman, 1993). While 
earlier hedonic studies used linear specifications, recent investigations aimed at identifying 
more appropriate functional specifications have indicated the superiority of flexible forms 
(Cooper et aI., 1987; Milon et aI., 1984). Coefficients resulting from linear specifications 
identify the relative contribution of their respective attributes to the price of the product. 
Linear specifications, however, imply constant marginal willingness-to-pay for all 
households consuming the good (Freeman, 1979). This does not allow for the 
identification of the demand schedule for the attribute in question and also ignores the 
possibility that demand for the attribute may be a function of its level as well as the level of 
other attributes. In the case of non-linear specifications, the first derivative of the hedonic 
price function with respect to the specified attribute yields the implicit marginal price of 
the attribute (McMillan et aI., 1980). 
As economic theory provides no clear guidance regarding the choice of functional form to 
be used in hedonic regression, this paper employed the semi-log model because price is a 
very sensitive and volatile component (Shonkwiler and Reynolds, 1986). 
~ 
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5. Empirical Results 
The estimated coefficients of equation 1 are shown in Modell (see Table 1). The weighted 
least square (WLS) technique and the White (1982) adjustment for estimating a 
heteroscedasticity consistent covariance matrix are applied to equation 1 instead of the 
ordinary least square technique because of heteroscedasticity. The number of toilets was 
dropped from equation 1 to avoid multicollinearity problem since the number of toilets 
(TO) was found to have a high correlation with the number of bathrooms (BA) (see Table 
2). 
Model 1 shows that all of coefficients have correct hypothesised signs and most of the 
coefficients are statistically significant. It should be noted that White heteroscedasticity test 
still indicate the heteroscedasticity problem, even if the weighted least square (WLS) and 
the White adjustment techniques are utilized. The estimated results demonstrate that 
houses with more bedrooms and bathrooms are priced higher. A relatively new house is 
more expensive than an old house, and a house with garden is priced higher than one 
without garden. Location variables playa significant role on house prices. For example, 
houses in the Northwest of Christchurch (such as Burnside, Fendalton, Iiam, and Merivale) 
are priced higher since they have access to good public and private high schools in those 
area due to the school-zone policy and the University of Canterbury. Furthermore, 
Fendalton has traditionally been known as an upper income area. On the contrary, 
properties in East of Christchurch (such as Linwood, Phillipstown, Aranui, and Bexley) are 
priced lower than the rest of areas since it is relatively a poor neighbourhood and most of 
houses are relatively older than those in other areas. 
Table 1: Hedonic Price Models 
Variable ll Coefficient Model 121 Model 221 Model 321 
C 11.1763" 11.2526" 10.3075" 
LAND (L) 0.0001 0.0004 -0.0020 
AGE (A) -0.0028' -0.0029" 
-0.0118 
TYPE (TY) 0.3599' 
BEDROOMS (BD) 0.0788 0.0622 0.6687" 
BATHROOMS (BA) 0.2411" 0.3517" 0.3314 
GARAGES (G) 0.1826' 0.0506 0.0321 
AMENITIES (AM) 0.0366 0.0941' 0.1997 
North Christchurch (NC) -0.1955' 
-0.0281 0.2436 
South Christchurch (SC) -0.2759" 
-0.0170 na. 
East Christchurch (EC) -0.4521" -0.2483" -0.1040 
West Christchurch (WC) -0.2250' 
-0.0001 0.1947 
Northwest Christchurch (NWC} 1.9423" 2.3804" 1.5601" 
R2 0.7833 0.8780 0.7817 
Adj. R2 0.7657 0.8660 0.6944 
F-stat. 44.2913" 73.2795" 8.9516" 
White Heteroscedasticity Test 7.1970" 2.3153" 5.3612" 
n= 160 n = 124 n = 36 
Note: 11 Dependent Variable is Log(P). 
21 WLS and White adjustment for estimating a heteroscedasticity consistent covariance matrix. 
*, ** represent 10% and 5% significant level, respectively. 
Modell is hedonic price model for both house with garden and without garden. 
Model 2 is hedonic price model for house with garden. 
Model 3 is hedonic price model for house without garden. 
In general, houses with gardens are usually located away from the city or shopping mall 
areas, while the houses without garden are located closer to the business district centre, 
town, and university. Thus, houses with gardens versus houses without gardens reflect 
different market segment and different pricing strategy. For example, Modell shows the 
average price of a house with garden is higher than a house without garden in every 
location (see Table 1). Therefore, it can be concluded that house prices are determined 
differently according to its type. 
Table 2: Correlation Coefficient Matrix 
P L A BD BA TO G 
P 1.00 
L 0.09 1.00 
A -0.19 0.30 1.00 
BD 0.18 0.50 -0.12 1.00 
BA 0.35 0.22 -0.33 0.61 1.00 
TO 0.47 0.20 -0.35 0.58 0.85 1.00 
G 0.33 0.35 -0.32 0.52 0.52 0.53 1.00 
The hedonic price models (Models 2 and 3) are segregated according to property type, that 
is, houses with gardens and houses without gardens respectively (see Table 1). The R2 in 
both models is relatively high but the coefficients in both models, such as land size, 
garages and some geographical locations, are statistically not significant. Furthermore, the 
null hypothesis of White heteroscedasticity test is rejected at 5 the percent level in both 
models. The results indicate that the segregation model improves the explanatory power of 
the model but cannot overcome the problem of heteroscedasticity. The insignificant of the 
variables may be caused by the reduction of the sample size since there are only 36 
observations on house without garden model. 
The back propagation training process is always regarded as a black box in the neural 
network model, thus the internal characteristics. of a trained network is simply a set of 
numbers which prove to be difficult in relating back to the application in a meaningful 
fashion. For that reason, the learned output (weights or coefficients) cannot be interpreted 
or utilized as price adj ustments. 
The relative contribution factors of the best artificial neural networks (the relative 
importance of inputs) are shown in Table 3. All three networks employ the same variables 
for the input layer nodes that are used as the independent variables to create the hedonic 
price models. Ward networks (multiple hidden slabs with different activation functions), 
which use Gaussian, Tanh, and Gaussian Complement (Ward System Group Inc., 1993) as 
\C 
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the activation functions for 3 hidden slabs and each slab contains 6 hidden nodes, are 
considered as the best networks in this study. Although neural networks with 1 and 2 
hidden layers are examined and their results are slightly better than the hedonic price 
models, the results are not presented here because they do not outperform Ward networks. 
The relative contribution factor in Table 3 shows that land size and number of garages, 
respectively, are important factors that determine the house price for house with garden 
while amenities near the house area is the less important factor (see model 2). Generally, 
houses with gardens are located in the outskirt of the business district centers since they 
require large land sizes. Thus amenities around the house area may not be an important 
factor impact the house price. However, a larger land size means a higher price of the 
house. 
Table 3: Neural Networks' Relative Contribution Factor 
Factor 
Relative Contribution 
Modell Model 2 Model 3 
LAND (L) 0.0879 0.1724 0.0608 
AGE (A) 0.2231 0.0936 0.1804 
TYPE (TY) 0.0766 
BEDROOMS (BD) 0.0649 0.0598 0.1749 
BATHROOMS (BA) 0.0621 0.1206 0.0517 
GARAGES (G) 0.1700 0.1615 0.1824 
AMENITIES (AM) 0.0675 0.0355 0.1160 
North Christchurch (NC) 0.0299 0.0747 0.0463 
South Christchurch (SC) 0.0306 0.0639 na. 
East Christchurch (EC) 0.0391 0.0453 0.0375 
West Christchurch (WC) 0.0493 0.0788 0.0319 
Northwest Christchurch (NWC) 0.0990 0.0940 0.1181 
R2 0.9450 0.9942 0.9378 
n= 160 n= 124 n = 36 
Note: Ward network is utilized with learning rate = 0.1, momentum = 0.1 and initial weight = 0.3. 
Modell: house with and without garden. 
Model 2: house with garden. 
Model 3: house without garden. 
For house without garden, age of house and the number of garages are factors that have 
strong impact on the house price (see Model 3 in Table 3). Land size for house without 
garden is less important compared to house with garden. On the other hand, age of the 
house, the number of bedrooms, the number of garages and amenities around the house 
areas do impact the house price for the house without garden when compared to the house 
with garden. 
On the aggregate model (see Model I in Table 3), the neural networks' relative 
contribution factor demonstrates that the age of the house and the number of garages, 
respectively, have contributed to the predictive power of model than the other variables. 
Geographical location such as Northwest of Christchurch has a relatively high impact to 
the house price compared to land size, house type, number of bedrooms, number of 
bathrooms and amenities around the house area. The result indicates that geographical 
location plays an important role on the house price determination. 
The R2 from neural network models are higher than the R2 from hedonic price models (see 
Table 3). The results imply that the neural network model can estimate the house price 
more accurately than the hedonic price model in both aggregate and disaggregate models 
(see Figure 3). However, the results do not provide strong and conclusive evidence of 
superiority in term of prediction capability between both models, as shown by the sample 
results. 
Table 4 shows the out-of-sample forecast evaluation results for hedonic price models and 
neural network models. Again, the R2 of neural network models are higher than the R2 of 
hedonic price models, and the RMSE of neural network models are lower than hedonic 
price models. Therefore, it can be concluded that the neural network model is relatively 
superior model for house price prediction (see Figure 4). 
Figure 3: Actual and estimated house prices in log form (in sample forecast) 
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Table 4: Comparing the Out-of-Sample Forecast Evaluation Results for Hedonic 
Price Model and Neural Network Model 
Modell Model 2 Model 3 
Hedonic price model 
_R2 0.6192 0.7499 0.3807 
-RMSE 876,215.63 642,580.05 1,435,810.81 
Neural network model 
_R2 0.9000 0.8408 0.6907 
-RMSE 449,111.46 512,614.99 1,014,721.92 
n=40 n=31 n=9 
::s 
Note: Model I: house with and without garden. 
Model 2: house with garden. 
Model 3: house without garden. 
The results from Table 4 also suggest that the better model for house price prediction 
should be the aggregate neural network model rather than the disaggregate models, as it 
has the highest R2 and the lowest RMSE. Even though the neural network models for 
house with and without garden have relatively high R2 in the case of in sample forecast 
(0.9942 and 0.9378, respectively), their performances are not good compared to the out-of-
sample forecast, especially houses without garden. The low number of observations may 
be one of the possible explanation for the poor performance of the model since the 
aggregate model has higher number of observations than the disaggregate models. 
Figure 4: Actual and estimated house prices in log form (out-of-sample forecast) 
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This paper empirically compares the predictive power of the hedonic price model with an 
artificial neural network model on house price prediction. Artificial neural network 
models and hedonic price models are tested for their predictive power using 200 houses 
information in Christchurch, New Zealand. 
The results from hedonic price models support the previous findings. Even if the R2 of 
hedonic price models are high (higher than 75%) for in sample forecast, the hedonic price 
models do not outperform neural network models. Moreover, the hedonic price models 
show poorer results on out-of-sample forecast, especially when comparing with the neural 
network models. Thus, the empirical evidence presented in this paper supports the potential 
of neural network on house price prediction, although previous literatures have commented 
upon its black box nature and reached different conclusions. 
The non-linear relationship between house attributes and house price, the lack of some 
environmental attributes, and inadequate number of sample size could be the cause of the 
poor performance of the hedonic price models. However, it should be noted that the 
optimal artificial neural network model is created by a trial-and error strategy. Without this 
strategy, the results may not indicate superiority of the neural network model (Lenk et aI., 
1997). 
There are, however, some limitations in this paper. Firstly, the house price used is not the 
actual sale price but the estimated price due to the difficulty in obtaining the real data from 
the market. Secondly, this paper considered only the current year's information of the 
houses. The time effect of the house price, which could potentially impact the estimated 
results was ignored (the same house should have different price in different years, 
assuming that age factor is constant). Finally, the house price could be affected by some 
other economic factors (such as exchange rate and interest rate) are not included in the 
estimation. 
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This paper presents estimates of the benefits of clearing landmines in rural Thailand using the 
contingent-valuation (CV) method. The data came from a survey where we asked 341 
respondents referendum-type questions that elicit their willingness to pay for landmine clearance. 
Our estimates imply a value of a statistical life of between US$0.2-0.3 million. The survey also 
provides estimates of the injury risk-death risk tradeoff and the implicit value of statistical injury. 
These estimates suggest that the value of lives and injuries saved from mine clearing is likely to 
be at least an order of magnitude greater than those used in existing studies of mine clearing. 
Linking a household expenditure survey involving the same sample enables the relationship 
between the value of statistical life and the characteristics of the households to be considered. 
The implications of these estimates for cost benefit studies are illustrated using the study by 
Harris (2000) of mine clearance in Cambodia. It is shown that the value of lives and injuries 
saved is likely to dominate benefit assessments when VSL estimates are used. 
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1. Introduction 
Landmines and unexploded ordnance (UXO) are an important source of risk in rural areas of 
many countries. Every year they kill or injure almost 15,000 civilians in over 70 countries 
(ICBL, 2002: 40). They undermine the economy and food security of poor countries by making 
millions of hectares unavailable for growing food and herding livestock (Andersson et al. 1995). 
The feared presence of landmines stops refugees from returning to their homes, causing an on-
going burden to host communities and aid agencies. Within mine-affected communities, the 
dangers are faced especially by the poorest people, who have to roam widely in search of water, 
fuel and forest foods, increasing the danger of entering unmarked minefields (Roberts and 
Williams, 1995). Landmines are particularly deadly for children, who have a higher fatality rate 
from stepping on mines because, being smaller, their vital organs are closer to the blast 
(Mathieson, 1997). 
The world has responded to the risks posed by landmines and UXO by spending over US$1.5 
billion on mine clearance since 1992. The overall trend is for spending to rise, with US$250 
million spent on mine clearance in 2001. Yet most cost-benefit evaluations of landmine 
clearance suggest that it is socially inefficient. Harris (2000) estimates that expenditure to 
remove landmines from Cambodia would produce benefits - in the form of saved lives, reduced 
injuries and medical costs, and greater agricultural output - that are worth just two percent of the 
costs. In Mozambique, the benefits would be worth only ten percent of the costs (Elliot and 
Harris, 2001). For Bosnia and Herzegovina Paterson (2003) concludes that demining cannot be 
justified on development grounds. 
Existing cost-benefit analyses of landmine clearance (Harris, 2000, 2002; Elliot and Harris, 
2001; Patterson, 2003) have been constrained by inadequate data, which may have influenced the 
conclusions. These studies value injuries and premature death from landmines according to the 
present value of lost earnings (or lost GDP). This foregone earnings approach is no longer 
popular in developed countries because it ignores risk aversion and greatly underestimates the 
value of life (Rosen, 1988). Instead, researchers and policymakers now use estimates of the 
Value a/Statistical Life (VSL), calculated from reports by survey respondents of how much they 
would be willing to pay to avoid risks or from market based, revealed preference studies. The 
theoretical superiority of broader measures of the value of life is recognised by Harris (2000), but 
because no estimates exist for countries with landmine problems the out-dated foregone earnings 
method was used. Perhaps as a result, saved lives and disabilities are a small part of the 
calculated benefit of landmine clearance, whereas the value of statistical life is easily the largest 
benefit of environmental, health and safety rules in the U.S. (Shogren and Stamland, 2002). 
While economists may have been underestimating the value of lives saved from landmine 
clearance, mine clearance agencies may have been overestimating these values, causing them to 
spend excessive amounts on risk reduction. Most landmines are located in poor countries, but 
most landmine clearance is paid for by rich country donors and NGOs. Elliot and Harris (2001) 
suggest that donors may value the lives saved by clearing mines using standards from their own 
(rich) countries. This also may explain why the standards are so stringent, because the goal of 
accredited mine clearance agencies is to remove all mines (and unexploded bombs) in an area 
(UNMAS, 2003). This standard requires expensive manual inspection of almost every inch of 
ground because existing machines cannot find every single mine. In contrast, the socially 
efficient standard is to reduce the risk from landmines only to the point where the marginal cost 
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per life saved is the same as for other risk reducing activities (Viscusi, 2000). Hence, in poorer 
countries, where people face many health risks, less stringent mine clearance standards might 
allow spending to be diverted to other priorities. 
Without reliable estimates of the statistical value of life, any assessment of the benefits of mine 
clearance is uncertain. This makes it difficult to judge the social desirability of demining 
particular areas, and the efficient degree of clearance. More generally, mine clearing is one of 
many development projects or policy interventions, all of which will have different risk 
reduction and income generation characteristics. Thus, estimates of the relevant risk-income 
tradeoffs are necessary to judge the desirability of mine clearance relative to the other policy 
alternatives available. 
The present paper represents a first attempt to estimate the value of statistical life and injury 
using the contingent-valuation (CV) method. We focus on the Willingness of the rural population 
in Northeast Thailand to pay for the reduction in risk that would result from landmine clearance. 
Currently, landmine and UXO incidents cause about 40 deaths and 130 injuries per year in 
Thailand. Mines and UXO are present in 530 communities, containing just over 500,000 people. 
The incidence rate of landmine fatalities and injuries is 34 per 100,000 in the affected 
communities and 0.28 per 100,000 when calculated for the whole country.l Landmines are likely 
to pose a continuing risk for many years because in the three years since mine action units were 
established, the Thai army has cleared less than one percent of the 2,560 square kilometres of 
mine-contaminated land. 
In addition to contributing to the literature that attempts to analyse the costs and benefits of 
landmine clearance, our study is also relevant to the broader literature on the value of risk 
reduction. A key requirement for any rational risk policy is some knowledge of the value to 
place on lives that are saved by interventions that aim to reduce risk. In contrast to the 
developed countries, almost nothing is known about the value of statistical life in developing 
countries. A recent survey of 70 estimates of VSL finds only four that come from countries that 
might once have been considered as developing (Taiwan and South Korea) and none from 
currently developing countries (Miller, 2000). 
In order to illustrate the implications of the VSL measures obtained for cost-benefit studies of 
mine clearance, we reconsider the study by Harris (2000) of mine clearance in Cambodia. Harris 
estimated that a US$3,500m investment to clear 500,000 ha of arable land would have a net 
present value of -US$3,434m, with the value lives and injuries saved only 8.7% of the present 
value of benefits. While the use of plausible VSL measures that would follow from our study 
does not make the present value positive, the present value of benefits is shown to be a much 
larger proportion of costs. We also show that the value of lives and injuries saved is likely to 
dominate benefit assessments when VSL measures are used. 
The outline of this paper is as follows. Section 2 briefly reviews existing estimates of value of 
lives saved and injuries reduced in studies of the benefits of mine clearance. The methodology 
used in the survey to determine risk-money tradeoffs and injury risk-death risk tradeoffs is 
described in Section 3. The results of the survey are outlined in Section 4 and determinants of 
1 Landmine Impact Survey: Kingdom a/Thailand (2003) Survey Action Center and Norwegian People's Aid. 
Available online at www.sac-na.org. 
the VSL estimates investigated. In Section 5 the results of the survey are compared with VSL 
estimates in the literature and possible biases are considered. A cost-benefit study by Harris 
(2000) is reconsidered using our VSL estimates in Section 6. Section 7 concludes the paper. 
2. Previous Valuations of the Life Saving Benefits of Landmine Clearance 
Table 1 summarises the ways in which lives saved as the result of landmine clearance have been 
valued in existing studies. All of these studies have treated the benefit resulting from the saving 
of lives as the present value of lifetime income foregone. However, it has long been recognised 
that income forgone or net income forgone, obtained by deducting some allowance for 
consumption, are inadequate as a basis for assessing the value of statistical lives saved. These 
measures fail to place value on life itself, the trauma of death, or the psychological affect of 
living in fear of premature death resulting from a particular risk.2 Perhaps because of this, the 
value of lives saved is only a small proportion of the estimated benefits in existing studies of 
mine clearance. 
There is now a substantial body of literature that addresses the value of risk to life and health. 
Contingent valuation or revealed preference methods have been used to estimate the VSL in a 
large number of countries and for a wide variety of risk.3 Miller (2000) uses 68 studies, 38 
outside the U.S., in his study of the relationship between the VSL and income. This study 
clearly shows that the values of statistical life obtained using contingent valuation or revealed 
preference methods are not close to estimates based on the present value of lifetime income 
foregone. For the world as a whole suggested VSL estimates are between 137 and 195 times 
GDP per capita, or approximately 14 to 20 times the present value of lifetime GDP per capita for 
a 40 year working life and 10% discount rate. The ratio of VSL measures to GDP per capita is 
likely to be higher for developing economies. 
Table 1: Value of Lives Saved in Previous Economic Evaluations of Landmine Clearance 
Valuation Annual value 
Author (year) Country concept [Lifetime PYla 
Harris (2000) Cambodia GDP per $134 
capita [$1310] 
Elliot and Mozambique GNP per $140 
Harris (200 I) capita [$1370] 
Harris (2002) Afghanistan Average wage $550 
rate [$5,400] 
Patterson Bosnia- Annual labour $2,065 
(2003) Herzegovina income [$20,200] 
Notes: All present values are calculated at 10% discount rate. 
'Based on a 40 year working life. 
Notes 
NPV of -$3,434m on investment 
of$3,500m 
NPV of -$28m on $31Am 
investment 
NPV of$I,265m on investment 
of$IOOm 
n.a. 
2 For an excellent survey of early studies of the valuation of life and a critique of these studies see Jones-Lee (1976). 
Harris (2000), Harris (2002) and Eliot and Harris (2001) do not value the psychological costs associated with the 
risk of death. 
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3. The Survey 
3.1 Outline of the Approach 
A contingent valuation survey was carried out by the authors in Khon Kaen province in 
September 2003, with the assistance of local interviewers. While mine-affected communities are 
in 27 of Thailand's 76 provinces, we deliberately chose a province that does not contain 
minefields but is adjacent to mine-affected areas (Figure 1). Thailand is unusual amongst mine-
affected countries because most of the costs of mine clearance are supported by the national 
budget rather than by foreign donors and NGOs. Therefore, the valuation that Thai taxpayers 
place on the lives and injuries saved by mine clearance should be relevant to the decisions about 
the social attractiveness of mine clearance versus the other risk reduction activities of the Thai 
government. In future extensions of this research, we plan to repeat the CV survey in mine 
affected communities along the Thai-Cambodia border and in Cambodia to see how the VSL 
estimates differ. 
The general methodology chosen for the survey was based on that used by Viscusi et al (1991) in 
studying chronic bronchitis and auto fatality risk in the U.S. Perreira and Sloan (2002) have also 
used this approach in considering disability and death risks in the U.S. The survey design and its 
application were adapted to enable this approach to be applied in low income rural communities, 
and to address the issues of concern in this study. 
The core of the survey used two series of questions to determine tradeoffs between alternatives. 
The first of these related to the tradeoff between decreases (increases) in the risk of death 
resulting from landmine accidents and income, i.e. a "risk-money" tradeoff. A further set of 
questions was used to determine the tradeoff between the risk of injury from a landmine accident 
and the risk of death, a "risk-risk" tradeoff. Viscusi et al (1991) also considered chronic 
bronchitis risk-dollar tradeoffs. We did not consider injury risk-money tradeoffs, although these 
tradeoffs can be determined indirectly from the results of the survey. 
The risk-money and risk-risk tradeoffs were determined by asking respondents to state their 
preferences for two different areas in which their village might be located. For the risk-money 
tradeoffs the areas differed by the risk of death and cash income. For the risk-risk tradeoffs the 
areas differed by the risk of injury and the risk of death. Thus, in determining risk-money 
tradeoffs the respondents were not directly asked about their willingness to pay for a reduction in 
risk, or the amount required to accept an increase in risk. This approach makes it possible to 
avoid issues associated with who will or should pay, how payments will be made, and exactly 
what the payments are for. These types of issues would be important for the communities 
involved in this survey. The statement of alternatives also makes clear the precise nature of the 
change in risk to be considered.4 
Although the survey did not directly ask respondents for their willingness to pay to reduce risk or 
Willingness to accept risk, the way in which the alternatives were presented could be interpreted 
3 For a now dated, but useful review see Viscusi (1993). For a recent critical review of market based estimates see 
Viscusi and Aldy (2003). 
4 In communities without significant experience with landmine problems risk comparisons are less likely to be 
influenced by actual perceptions of landmine accident risk. 
in these terms. Viscusi et al (1991) note the possibility that the way in which the alternatives are 
presented may affect results, since risk increases may be valued differently from risk decreases. 
In low income rural communities these differences could be particularly pronounced. To provide 
a test of the sensitivity of results to the way in which the alternatives are presented two 
questionnaires were used in this study, one that could be interpreted in "willingness to pay" 
terms and one with a "willingness to accept" focus. 
The results of the survey enable us to address the following questions for rural Thailand: 
1. What is the distribution oflandmine death risk-money tradeoffs? 
2. What is the distribution of landmine injury risk-death risk tradeoffs? 
3. What is the implicit distribution of landmine injury risk-money tradeoffs? 
4. How does the distribution of landmine death risk-money tradeoffs differ when 
alternatives are presented in a "willingness to pay" form compared with a 
"willingness to accept" form? 
5. What demographic and economic variables influence the value of statistical life? 
3.2 Methodology 
There is now a substantial body of literature that notes the sensitivity of VSL estimates based on 
CV methods to the nature of the risks considered, the way in which risks are presented, the size 
of the risk change and many other factors. 5 In low income rural communities these factors are 
likely to be even more significant. Particular concerns with survey approaches to health risk are 
limitations on the ability of individuals to understand the evaluation tasks that they are presented 
with, and to interpret the risk information that is presented (Viscusi, 1993). In this study risks 
were not presented in terms of annual probabilities of death or injury, but in terms of the 
frequency of occurrence of an event, e.g. a change in the risk of death from 4 per year in a 
popUlation of 10,000 to 2 per year. In an attempt to further simplify the statement of risk, 
respondents were asked to consider 10 villages each with a 1,000 inhabitants and a particular 
number of deaths or injuries across the villages each year.6 Showcards were also used to explain 
and compare risks. 7 
Viscusi et al (1991) and Perreira and Sloan (2002) use cost of living differences to represent the 
money component of risk-money tradeoffs. In low income rural communities subsistence 
agriculture provides a substantial proportion of income, and there is no housing market for 
ownership or rental that is similar to markets in high income economies. Thus, the cost of living 
concept is both difficult to explain and hard for the respondents to interpret. In this survey cash 
income and the change in cash income between areas was used to represent the money 
component of risk-money tradeoffs.8 
l See for example Beattie et al (1998) who show that significant anomalies may remain even when respondents are 
~iven the opportunity to discuss issues relating to the survey and have the ability to revise initial responses. 
This would be a reasonable village size in mine affected communities in Thailand, although the most common 
village size would be smaller than this, see SAC (2003). 
7 An example of a show card used is provided in Figure 2. 
8 Since respondents were asked to state preferences for alternatives that involved cash incomes that were generally 
different from their own, this approach changes the interpretation of any analysis of the relationship between income 
or expenditure and estimates of VSL. 
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To check comprehension the respondents were initially asked for their preference between 
alternatives in which one area was dominant, since it had a higher cash income level and lower 
probability of death, or lower probabilities of both death and injury in risk-risk comparisons. If a 
respondent failed to select the dominant area the nature of the risk and the selection task was 
explained again. The interview was terminated if the respondent failed on a second attempt. 
Landmine accidents cause a variety of injuries of different severity, including loss of legs, feet, 
arms, hands and sight. In Thailand amputations have resulted from over 50% of mine accidents 
(SAC, 2003). The loss of a leg, either above or below the knee, is the most common serious 
injury sustained. In this survey the respondents were asked to treat all injuries as involving a loss 
of a leg below the knee. They were shown a picture of a mine accident victim whose leg had 
been amputated below the knee. Clearly, different injuries would generally be associated with 
different tradeoffs. 
Respondents were initially asked a set of questions designed to determine their experience of 
landmines, including their awareness of landmine affected areas, their travel time distance from 
these areas, and knowledge and association with those injured or killed by landmines. 
Familiarity with landmines and landmine accidents is likely to influence preferences, and thus 
the VSL estimates and risk-risk tradeoffs. To help respondents think about their current income 
levels respondents were asked about their family's cash expenses during the last month and the 
crops they produced for consumption.9 
Studies in the U.S. such as Viscusi et al (1991) and Perreira and Sloan (2002) have been able to 
use multimedia tools to explain the risks and tasks involved, and interactive computer 
programmes in administering questionnaires. This study was based on personal interviews. 
Interviewer teams were recruited from local villages and were trained to explain the nature of 
risks involved and the tasks required of the respondents. 
3.3 Risk-Money TradeojJs 
The first set of questions in the core of the survey was designed to determine for each respondent 
the value of income that would make Area A and Area B indifferent given a specified difference 
in the risk of death from a landmine accident. This then enables the VSL to be calculated. 
Following Viscusi et at (1991), assume that risk preferences can be represented by the utility 
function U(H,Y) if the individual is healthy or U(D,Y) if death occurs from a land mine 
accident, where Y is total income. Let Ia and Ib be the cash income levels in areas A and Band W 
be the common value of income from other sources (in our case this would include income from 
subsistence scources). The probabilities of death in areas A and Bare Xa and Xb respectively. 
Indifference between the two areas implies that 
XP(D,W + Ia) + (l-Xa)U(H,W + Ia) = XbU(D,W + Ib) + (1- Xb)U(H,W + Ib)· (I) 
9 This survey was undertaken in conjunction with a detailed survey of household expenditure. As further results of 
this survey become available it will be possible to analyse the relationship between expenditure variables and the 
VSL estimates obtained in this survey. 
As in Viscusi et al (1991), if the utility function is additively separable in health status and 
income, and the marginal utility of income is constant and equal to one for the range of income 
changes considered, then 
u(D) = u(H) - L, (2) 
where 
L= Ia-Ib 
Xa-Xb' 
(3) 
and u(.)is the utility function for health status. lO For example, if Ia=B20,000, h=BI8,400, 
Xa=0.0004 and Xb=0.0002, then L=B8,000,000 or u(H)=u(D)+B8,000,000.1l 
In order to determine the income difference that would make Area A indifferent to Area B for a 
given change in the risk of death a respondent was presented with an initial alternative that was 
then adjusted given the area that was preferred. 12 For example, in Questionnaire One the initial 
alternatives were: 13 
Area A 
Cash Income of B20 ,000 per year 
Risk of Death per year of 4/1 0,000 
AreaB 
Cash Income of B 18 ,400 per year 
Risk of Death per year of2110,000 
If Area B was selected as the preferred area, the cash income in Area B was revised down by 
B400 and the respondent was asked to reconsider the alternatives. This process was continued 
through a series of up to four iterations until preference switched to Area A or the income in 
Area A reached BI6,800. Any switch in preference provides a range within which the income 
level that would make the areas indifferent should lie. The respondent was then asked what level 
of income in Area B would make the areas equally desirable. If this value was inconsistent with 
the range of incomes implied by the preference switch, then this survey response was 
disregarded. This process provided an additional consistency check. 14 If Area A was selected 
10 In Viscusi et at (1991) Ia-h=Z, the difference in the cost of living between Area A and Area B. 
II This would correspond to a VSL ofUS$197,016 using the average exchange rate over the period during which the 
survey was undertaken ofUS$0.024627 per Baht. 
12 Respondents were asked to assume that all other aspects of the areas considered were similar except for the cash 
income levels they would earn and the risk of death, and that these other aspects of the areas were similar to the 
present location in which they lived. 
13 Ideally the initial alternatives would be selected after pretesting to ensure that each area would be chosen by 
approximately half the respondents. This would reduce the likelihood of starting point bias and minimise the 
number of iterations required to establish indifference. For this survey pretesting in Thailand was not possible. 
Nonetheless, all the areas presented in both sections of the two questionnaires were selected by at least 19% of the 
participants. The probabilities were chosen to present an easy to interpret, small change in risk, while avoiding zero 
risk alternatives. The Landmine Impact Survey for Thailand, SAC(2003), proposes an estimate of34.35 mine 
incident victims for 100,000 people per year. These mine incidents include injuries. In highly impacted 
communities the probability of mine accidents would be much higher. 
14 Less than 10% of responses were disregarded in each of the questionnaires as a result of this consistency check 
and the corresponding consistency check for the risk-risk tradeoff. 
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given the initial alternatives, the cash income in Area B was revised upward by B400 through a 
series of up to four iterations until Area B was selected or the level of income had reached 
B20,000. Again, the respondent was asked for the value of income in Area B that would make 
the areas equally desirable. Questionnaire One is said to have a "willingness to pay" format 
since the income that was revised was that in Area B which had a lower risk of death, although 
clearly the respondent could have chosen increased risk and higher income by selecting Area A 
on any iteration. 
Questionnaire Two followed a similar procedure to establish indifference. For this questionnaire 
the initial alternatives were: 
Area A 
Cash Income of B20,000 per year 
Risk of Death per year of 211 0,000 
AreaB 
Cash Income ofB21,600 per year 
Risk of Death per year of 411 0,000 
Since the income in Area B was adjusted to achieve indifference this questionnaire is said to 
have a "willingness to accept" format given the higher risk of death in alternative B. The two 
questionnaires were allocated randomly to respondents. 
3.3 Risk-Risk Tradeoffs 
The second set of questions was designed to determine the willingness of respondents to tradeoff 
the risk of injury from a landmine accident for increases in the risk of death from a landmine 
accident, or for a given popUlation the tradeoff between injury and death. Given two alternative 
areas A and B, the questions sought to find the risk combination that would make Area A 
indifferent to Area B, assuming that all other aspects of the areas are identical. Following 
Viscusi et al (1991), consider a state-dependent utility model where u(D) is the utility associated 
with death from a landrnine accident, u(J) the utility of living with an injury, and u(H) the utility 
associated with full health. 15 Let Xa and Ya be the annual probabilities of death and injury in 
Area A and Xb and Yb be the corresponding probabilities in Area B. Given indifference between 
Area A and Area B 
Yau(J)+Xau(D)+(I-Ya -Xa)u(H) = y;'u(J)+Xbu(D)+(I-y;' -Xb)u(H). (4) 
It follows that 
u(D) = tu(J) + (1- t)u(H) = u(H) - t(u(H) - u(J)), (5) 
where 
t= Ya-Yb 
Xb -Xa . (6) 
15 These utilities can be treated as those derived from the two variable utility function used above under the 
assumption of additive separability. For risk-risk comparison the values of total income in the two areas are 
identical. 
The tradeoff between injury and death is defmed as t. For example, if for Area A Ya = 0.002 and 
Xa = 0.0002 while for Area B Yb=0.0012 and Xb=0.0004, then indifference between the areas 
would imply an injury-death tradeoff of 4.0. 16 
The procedure used to determine the risk-risk alternatives that made Area A and Area B 
indifferent for the respondent was based on the same procedure as used for risk-money choices. 
For this set of questions Questionnaires One and Two were identical. The initial alternatives 
used were: 
Area A 
Risk of Injury per year of 2011 0,000 
Risk of Death per year of2/10,000 
Area B 
Risk of Injury per year of 12/10,000 
Risk of Death per year of 4/10,000 
If Area A was chosen the number of injuries ~er 10,000 in Area B was revised down until 
preference switched or there were zero injuries. 1 The respondent was then asked what number 
of injuries per 10,000 would make the areas indifferent. As above, this provided a consistency 
check. If Area B was chosen the number of injuries per 10,000 in Area B was revised up in a 
similar way until preference switched or the number of injuries reached 20. 
3.4 Implicit Value of Statistical Injury 
The estimates obtained for the value of statistical life, L, and the injury risk-death risk tradeoff 
enable the implicit value of a statistical injury to be calculated. From (2) and (5) it follows that 
u(H)-L = tu(J) + (l-t)u(H), or 
L 
u(H)-u(J)=-. 
t 
3.5 Application of the Survey and Sample Characteristics 
(6) 
Three teams of interviewers were recruited locally and trained in data collection methods and 
interview technique. 18 Recruitment of local interviewers ensured that interpretations and 
language used for the survey were consistent with those in use in the survey area. This survey 
was conducted concurrently with a larger household survey conducted in two districts (Ban Phai 
and Phon) in southern Khon Kaen province from June to October 2003. 
The households selected for the survey were identified by stratified sampling. Three villages 
were selected by weighted random sampling19 from each of the ten sub-districts in Ban Phai 
district and each of the twelve sub-districts in Phon district. All households in each village were 
16 The tradeoff ratio in Viscusi et al is the death-injury tradeoff lit. 
17 To reduce the number or iterations the last step involved a decrease of 4 injuries per 10,000. 
IS Only limited pretesting using Thai students in New Zealand was possible prior to this survey. 
19 Weightings were adapted from household numbers data from the Basic Minimum Needs survey conducted by the 
National Economic and Social Development Board of Thailand in 2002. 
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enumerated and then a sample often households was selected by random sampling. Participation 
in the survey was voluntary, but the refusal rate was extremely low. This provided an overall 
sample of 660 households from 66 villages in the two districts. 
The CVM survey was conducted on a sub-sample of 180 households from 18 villages, and was 
undertaken over a two week period in September 2003. The order that villages in the larger 
survey were visited was random, so the villages and households used for this survey, when 
weighted appropriately, provide a representative sample for the surveyed districts. The use of 
the same interview teams for both the household survey and the CVM survey ensured 
interviewers had extensive local experience and were able to develop a rapport with respondents 
which should improve the accuracy of survey responses. 
All respondents to the survey were 18 years of age or older, with one randomly selected male 
respondent and one randomly selected female respondent in each household being interviewed 
for the CVM survey. Each respondent answered the questionnaire independently, and should not 
have been able to overhear responses being given by others. Questionnaires One and Two were 
allocated randomly between respondents. The survey resulted in 311 usable responses. 
Table 2: Sample Characteristics and Consistency Checks 
Questionnaire One Questionnaire Two 
"Willingness to Pay" "Willingness to Accept" 
Number of Respondents 171 168 
Had Lived in Landmine Area 2 2 
Knew Somebody Killed or 6 7 
Injured by Landmines 
Knew of a Village Affected by 38 29 
Landmines 
Mean Cash Expenditure for the B7,302 B7,310 
Month 
Number Failing Consistency 
Checks 
Risk-Money Tradeoff 
Risk-Risk Tradeoff 
Coding Error Rejections 
15 
2 
I 
8 
3 
I 
Table 2 provides a summary of the sample characteristics and consistency checks for responses 
from the two questionnaires. As the table makes clear, most households had little knowledge of 
landmines. Few had lived in a landmine affected area or knew somebody who had been killed or 
injured in a mine accident, and the majority did not know where the nearest landmine affected 
area was. For those who did know of a landmine affected area, these areas were an average of 
six hours travelling time away. None of the respondents had experience caring for someone 
injured by a mine. The respondents were asked to estimate their cash expenditure in the month 
the questionnaire was taken. The estimates given are not representative of average expenditure 
or income in a typical month for at least two reasons. First, the survey was undertaken during a 
planting period in which there was higher than average expenditure on fertilizer. Secondly, 
expenditure is also possible from village or government funds that provide effective subsidies for 
many households.2o Less than 10% of the survey respondents failed the consistency checks in 
either of the two surveys, with most failures occurring in dealing with risk-money tradeoffs. 
Consistency failures may have resulted from misunderstanding or mistakes by the respondents, 
or coding errors by the interviewers. Two further responses were not considered as a result of 
coding errors. 
4. Results 
4.1 Risk-Money Tradeoffs and the VSL Estimates 
To simplify comparisons with other studies all VSL estimates are converted to $US using the 
average exchange rate over the period during which the survey was undertaken. The first part of 
Table 3 below gives the means, weighted means, medians and standard deviations of the VSL 
estimates based on the indifference points estimated by the respondents. The means for the VSL 
of $201,853 using the willingness to pay format and $304,425 using the Willingness to accept 
format seem plausible for the relatively low income communities surveyed. The weighted means 
are very similar at $227,223 and $224,225. For 2001/02 the value of income per capita in Khon 
Kaen was B25,646 or $631.6.21 For a 40 year working life and a discount rate of 10% the 
present value of forgone lifetime earnings would equal $6,176, thus the ratio of the VSL using 
the weighted means to lifetime earnings is around 37 to one. 
The results suggest that the VSL varies significantly between respondents. The second part of 
the table provides the distribution of the income tradeoffs for a change in the risk of death from a 
landmine accident of 2/10,000, and the associated range for the VSL. This distribution is based 
on the values of income at which there was a switch in preferences between areas. Again it will 
be noticed that there is significant variation in VSL estimates across the respondents in the 
survey.22 
When the means are corrected for the stratified nature of the sample, there is no significant 
difference in the results of the two surveys. Thus, this survey provides no evidence to suggest 
that framing the questionnaire in a "willingness to pay" form rather than using a "willingness to 
accept" format has a significant impact on the value of statistical life. estimates that result. 
Regression analysis suggests that the difference in the means is almost completely explained by 
the districts in which the individuals were located. 
20 When the results of the associated household expenditure survey are available more detailed and reliable 
information will be available on the characteristics of the household that took part in the survey. 
21 Ministry of Agriculture and Cooperatives (2003) 
22 Having stated a preference for one area over another, respondents seemed unwilling to switch their preference for 
small changes in income. Thus there are few respondents with VSL estimates close to those implied by the initial 
alternatives. 
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Table 3: Risk - Money Tradeoffs and Value of Statistical Life Estimates 
Questionnaire One Questionnaire Two 
"Willingness to Pay" "Willingness to Accept" 
Mean VSL ($US) 201,853 304,425 
Weighted Mean VSL ($US) 227,223 224,225 
Median VSL ($US) 246,270 344,778 
Standard Deviation 131,698 104,475 
Weighted Standard Deviation 129,190 131,592 
Sample Size 154 157 
%Selecting the Low Risk Area Initially 61.7 80.3 
Distribution-Preference Change 
Income Diff. for a Risk Range ofVSL 
Change of 211 0,000 Estimates 
{Baht) {$US) No. % No. % 
:c::0 :c::0 1 0.6 0 0.0 
0-B400 0-$49,254 21 13.6 4 2.5 
B400-B800 $49254-$98,508 30 19.5 13 8.2 
B800-B 1,200 $98,508-$147,762 7 4.5 9 5.7 
Bl,200-Bl,600 $147,762-$197,016 0 0.0 5 3.2 
B 1 ,600-B2,000 $197,016-$246,270 13 8.4 0 0.0 
B2,000-B2,400 $246,270-$295,524 19 12.3 16 10.2 
B2,400-B2,800 $295,524-$344,778 42 27.3 46 29.3 
B2,800-B3,200 $344,778-$394,032 17 11.0 61 38.9 
~B3,200 ~$394,032 4 2.6 3 1.9 
Regression analysis revealed that the characteristics of the respondents had some influence on 
their estimate of the VSL, and the direction of influence was consistent regardless of whether the 
questionnaire had a willingness to payor willingness to accept format. 23 Initial regressions were 
run on data from each questionnaire against a dummy variable for the district; sex, age, and 
education (in years) of the respondent; a dummy variable indicating whether the respondent had 
any prior knowledge of landmines or landmine-affected areas; household size (in terms of 
number of people) and whether the household included children under the age of 15; self-
reported house value (as an indicator of wealth), and self-reported individual monthly cash 
income for the respondent. In the reported regressions, the district dummy variable, the children 
dummy variable, and cash income were excluded. A final regression was run on the combined 
data set, against the same variables, with the inclusion of cash expenditure?4 Regression results 
are reported in Table 4 below. 
23 Regressions were conducted on unweighted data. 
24 A dunnny variable for questionnaire was not statistically significant and was omitted from the fmal formulation in 
the combined regression. 
Table 4: Regression results 
Questionnaire 1 Questionnaire 2 Combined 
Coefficient p-value Coefficient p-value Coefficient p-value 
Intercept 327728.668 0.000 315768.885 0.035 361846.537 0.000 
Sex (F=I) -37201.163 0.075 -16832.615 0.670 -19097.253 0.397 
Age -1177.911 0.170 -1713.304 0.387 -1722.230 0.099 
Education -7050.619 0.039 -7486.933 0.276 -5522.132 0.146 
Knowledge -36223.105 0.136 160825.590 0.002 64714.903 0.019 
HHD Size 13793.163 0.050 2117.084 0.883 14471.831 0.094 
House Value -0.223 0.000 -0.063 0.529 -0.114 0.047 
Cash 
Expenditure -11.001 0.017 
While there are no statistically significant relationships in common between the regressions for 
Questionnaire 1 and 2, it is interesting to note that, with the exception of the landmine 
knowledge dummy variable, the signs of all coefficients are identical. The negative relationship 
between household wealth as indicated by house value is not consistent with expectations, since 
higher wealth and income levels are normally associated with higher VSL estimates. Larger 
household sizes usually imply the presence of children and a larger number of dependents, which 
may suggest higher estimates of VSL. 25 Older respondents and women were found to have 
lower estimates of VSL. 
4.2 Injury Risk-Death Risk Tradeoffs 
Table 5 provides summary statistics and the distribution for the tradeoffs between the risk of 
injury from a landmine accident and the risk of death. As noted above, injury here refers to an 
accident that results in the amputation of a leg below the knee. The summary statistics are based 
on the indifference estimate provided by the respondents, while the distribution statistics show 
tradeoff ranges based on the shift in preference between the areas. While 61% of the 
respondents indicated a tradeoff of less than four injuries per death, there were a number of 
respondents with a significantly higher tradeoff. 
Approximately 17% of the respondents choose a tradeoff ratio of less than one, implying a 
preference for death over injury. These responses could represent genuine preferences for death 
rather than injury in low-income rural communities for respondents who view an amputee as 
having a particularly poor quality of life or as a burden to their family?6 
25 A separate dummy variable for the presence of children in the household was statistically insignificant in all 
regressions. 
26 Viscusi et al (1991, pAS) report a similar result involving the risk of chronic bronchitis compared with the risk an 
auto fatality. They suggest that this could result from the treatment of auto risk as depending on driving habits, 
while the chronic bronchitis risk is largely involuntary. In this survey both injury and death result from mine 
accidents. These accidents could be viewed as either voluntary or involuntary accidents. 
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Table 5: Injury Risk-Death Risk Tradeoff 
Mean 
Weighted Mean 
Median 
Standard Deviation 
Weighted Standard Deviation. 
Sample Size 
%Selecting the High Death Risk Area Initially 
Distribution-Preference Change 
Injuries per Death 
0-2 
2-3 
3-4 
4-5 
5-6 
6-7 
7-8 
8-9 
9-10 
>10 
No. 
78 
78 
36 
6 
1 
28 
40 
32 
9 
3 
3.89 
5.00 
2.5 
2.98 
2.98 
311 
63.9 
% 
25.1 
25.1 
11.6 
1.9 
0.3 
9.0 
12.9 
10.3 
2.9 
1.0 
Table 6: Implicit Value of Statistical Injury 
Questionnaire One Questionnaire Two 
Mean 
Weighted Mean 
Median 
Standard Deviation 
Weighted Standard Deviation 
Sample Size 
0-$50,000 
$50,000-$100,000 
$100,000-$150,000 
$150,000-$200,000 
$200,000-$250,000 
$250,000-$300,000 
$300,000-$350,000 
$350,000-$400,000 
$400,000-$450,000 
$450,000-$500,000 
~$500,000 
Undefined 
"Willingness to Pay" "Willingness to Accept" 
$115,834 $211,114 
$78,621 $123,049 
$43,097 $123,135 
168,168 245,652 
121,269 224,424 
No. 
90 
17 
17 
6 
2 
o 
2 
2 
1 
3 
11 
3 
154 157 
% 
58.4 
11.0 
11.0 
3.9 
1.3 
0.0 
1.3 
1.3 
0.6 
1.9 
7.1 
1.9 
No. 
51 
17 
29 
21 
o 
1 
4 
8 
o 
o 
25 
1 
% 
32.5 
10.8 
18.5 
13.4 
0.0 
0.6 
2.5 
5.1 
0.0 
0.0 
15.9 
0.6 
4.3 Implicit Value ojStatisticalInjury 
As noted above, the VSL estimates and the risk-risk tradeoffs can be used to determine the 
implicit value of statistical injury. Table 6 above shows the values for the two questionnaires. 
Across both questionnaires the weighted mean value of a statistical injury resulting in 
amputation below the knee is $107,957, while the median is $64,477. These distributions are 
significantly right-skewed. 
5. Discussion 
5.1 Comparison with the literature 
How plausible is the estimate of the VSL of US$0.2-0.3 million coming from the survey used 
here? The paucity of VSL estimates from developing countries makes comparisons difficult. 
We are aware of two studies of compensating wage differentials for risk of fatal and nonfatal 
injuries in India's manufacturing sector. Simon et al. (1999) estimate a VSL of US$O.l5-$0.36 
million, which is between 20 and 48 times foregone earnings. Shanmugam (2000) estimates a 
VSL of US$I.4 million, but once account is taken of self-selection bias the estimated VSL jumps 
to US$4.1 million Shanmugam (2001). This very high VSL for a developing country is 550 
times the level of foregone earnings. Our results for Thailand are clearly comparable to those of 
Simon et al for India, but are not comparable with Shanmugam's results. Average income levels 
in India are significantly lower than in Thailand, at about US$800 per capita in year 2000. 
Another comparison comes from Taiwan, where compensating wage differential estimates are 
available from the early 1980s (Liu, Hammitt and Liu, 1997). At that stage Taiwan might still 
have been considered a developing country, although even then the average income level was 
about US$5500 (in year 2000 dollars). The implied value of statistical life from that study 
averaged US$0.41 million (in 1990 dollars).27 Given that incomes in Taiwan in the 1980s were 
about twice those prevailing in Thailand now, this estimate also seems comparable to our results. 
Contingent valuation estimates of the VSL for developing countries are rather harder to find. The 
only estimate that we are aware of is from Zhang and Zheng (2001) who value mortality risk 
reductions in Beijing. The VSL estimates from their 1999 survey range from US$0.06-$0.2 
million, which is comparable to the estimates established for Thailand. 
Miller (2000) applies regression analysis to previous VSL studies in order to obtain estimates of 
the VSL for a number of countries. He suggests a best estimate for Thailand of $380,000 in 
1995 US dollars, or around $450,000 in 2003 US dollars. The estimates in this survey for 
villages in relatively low-income rural areas in Thailand would also seem to be consistent with 
these results. Miller (2000) also provides elasticity estimates for VSL on GDP per capita which 
range from 0.85 to 1.00.28 
27 Unlike the results of Shanmugam, the correction for selectivity bias in this study reduced the VSL by about 
10 percent, so the uncorrected VSL was US$0.46 million. 
28 Viscusi and Aldy (2003) report estimates of 0.5-0.6. 
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5.2 Possible Sources of Bias in the Estimates 
As noted above, VSL estimates based on CV methods have been shown to be sensitive to a 
variety of factors that may decrease the reliability of the results. In response Beattie et al (1998) 
add the subtitle "Caveat Investigator" to their investigation of scale, scope and framing effects. 
Here we briefly discuss three issues. 
In the approach used in this survey to consider risk-money tradeoffs all respondents were 
presented with initial alternatives that involved a change in risk of 2 in 10,000 and an income 
change of B 1 ,600, i.e. all respondents faced the same starting point. The importance of starting 
point bias has been noted in the literature, although empirical evidence is mixed (O'Brien and 
Viramontes, 1994 and Stalhammer, 1996). Perreira and Sloan (2002) use randomly selected 
initial values to avoid this bias. In this survey random starting points would have significantly 
increased the complexity of the survey for interviewers, and added to the iterations necessary to 
find indifference. As shown in Table 2, 61 % ofrespondents in Questionnaire One and 80% of 
respondents in Questionnaire Two chose the low risk alternative initially. This suggests that the 
initial change in income may have been set too low. It is possible that a higher initial value may 
have resulted in higher VSL estimates. Certainly, in future surveys it would be desirable to 
explicitly test for starting point bias. 
The theoretical framework on which the VSL estimates are based implies that the subutility 
function defined over final income is the same in the healthy state as when the individual 
anticipates death. In a study using data from the chemical industry Viscusi and Evans (1990) 
find the marginal utility of income given serious injury is less than when healthy, while Perreira 
and Sloan (2002) find no significant difference in a study of disability risk. If it is assumed that 
the individual anticipates no additional utility from income if death occurs, then back-of-the-
envelope calculations using linear, logarithmic and square root utility functions for the utility of 
income when healthy suggest that the VSL would be no more than 6% less.29 
If the VSL measured as L represents the value of statistical life for small risk changes, then 
provided the change in risk remains "small" the required change in income to compensate for a 
change in risk should be proportional to the magnitude of the risk change. However, a number 
of studies have shown that this is often not the case, making the estimated VSL measure 
sensitive to the size of the risk change considered.3o For example, Beattie et al. (1998) in their 
survey found that a risk reduction of three times the size led to only a 41 % increase in CV, with a 
number of respondents giving identical CV estimates. Tests of the sensitivity of estimates to the 
size of the risk change considered would also be important in testing the robustness of the results 
obtained. 
29 Calculated for Ia equal to B20,000, an income difference ofBl,600 and with Wequal to less than Ia. 
30 For a survey and study of this issue see Hammitt and Graham (1999) 
6. VSL Estimates and Cost-Benefit Studies of Mine Clearing 
To illustrate the importance of VSL estimates in evaluating mine clearance policy we use as an 
example the cost-benefit study of mine clearance in Cambodia by Harris (2000). Our purpose is 
not to re-estimate the costs and benefits of mine clearance in Cambodia, but simply to indicate 
the impact of various VSL measures based on our estimates leaving all other aspects of the work 
of Harris unchanged. 
Cambodia has the highest rate of civilian landmine and unexploded ordnance casualties in the 
world. With over 46 percent of Cambodian villages still contaminated by landmines (CMAC 
2002), landmine removal is vital to economic progress in Cambodia's rural areas. But with an 
estimated 4,500 square kilometres of Cambodian land thought to still be contaminated by 
landmines (CMAC 2002), Cambodia's limited clearance abilities are a serious hurdle to rural 
development. The Cambodian Mine Action Centre (CMAC), employin¥ close to 3,000 deminers, 
has a current clearance capacity of only about 10-12km per year.3 The number of civilian 
landmine victims per year has not fallen significantly over the last 10 years of demining activity 
(CMAC 2002), suggesting that direct removal efforts are slow relative to the total size of the 
problem. 
In his study Harris estimates the cost and benefits of removing mines from 500,000 ha of 
contaminated arable land, with demining taking place over a period of25 years. 32 Cost estimates 
are based on a demining cost of $7,000 per ha, giving a total cost of $3,500m. Although actual 
expenditure is assumed to be undertaken over the 25 years, the $3,500m is treated as the present 
value of demining costs. Three major benefits of demining are considered: 
• Saved lives and disabilities: 
These are valued in terms of the average income earned for the years of productive life 
remaining. Those injured are assumed to produce half the income of a healthy individual. 
• Medical Costs: 
These include the initial medical costs of survivors and the on-going costs of artificial limbs 
for amputees. 
• Gains in Agricultural Output: 
These are measured as the value-added from previously unused or under-utilized land. 
The benefits of the first year of demining and the way in which these are calculated are shown in 
Table 7 below. Over time these benefits compound as more demining takes place. 
Jl To give an idea of the number of mines and UXO yet to be removed, from the total of 90+ square kilometres of 
land that it cleared oflandmineslUXO from 1992-2001, CMAC found 148,820 anti-personnel mines, 2,930 anti-tank 
mines and 667,160 items ofUXO (CMAC 2002). 
J2 Harris (2000) considers a number of scenarios. We will consider only the base case or Assumption Set One. 
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Table 7: The Benefits of One Year of Demining ($US)* 
Production from Saved Deaths! 
Production from Saved Disabilities2 
Saved Medical Costs3 
Value of Additional Agricultural Output4 
Total Benefits 
"From Harris (2000), Table I, p. 222. 
11/25 of 1,200 deaths x $134 
21/25 of 1,200 injuries x $67 
'1/25 of 1,200 injuries x $550 
41/25 of500,000 ha x 0040 x $86 
6,432 
3,216 
26,400 
688,000 
724,048 
Using a discount rate of 10% Harris finds a net present value of -$3,434m on an investment of 
$3,SOOm. 
The method for determining the benefits of mine clearing used by Harris does not explicitly 
include a VSL, since estimates are based on the income generated by workers whose lives are 
saved during the 25 year timeframe. To include VSL estimates we assume that the fuJI value of 
a life saved is included as a benefit in the year the life is saved. As noted above, in 2001102 
income per capita income in Khon Kaen province was B25,646, or US$631.6 at the exchange 
rate used in this study. Harris assumed a per capita income ofUS$134 in Cambodia. Estimates 
of the elasticity of the VSL with respect to income give some indication of VSL measures that 
might be relevant given the income base used by Harris. Miller (2002) suggests elasticities in 
the range 0.85-1.0, while Viscusi and Aldy (2003) report elasticities of 0.S-0.6. The average 
value of the weighted mean VSL estimates obtained in Questionnaire One and Questionnaire 
Two is $229,780. Ap~lying elasticities of 1.0 and O.S gives VSL estimates of $48,750 and 
$10S,838 respectively.3 The distribution of the injury risk-death risk tradeoffs shown above is 
right skewed resulting in a median of2.S compared with a weighted of S.O. We have used the 
weighted mean of S. 0 in reconsidering estimates of the value of inj uries saved.34 
Table 8 below compares the study by Harris with equivalent calculations based on the VSL 
estimates obtained. None of these VSL measures are large enough to make the present value 
positive under the assumptions used by Harris, although the present value of benefits becomes a 
much larger proportion of costs, 9-34% compared with 1.9% in Harris. However, even modest 
estimates make the value of saved lives and injuries the dominant benefit. In Harris the present 
value of the value-added of the arable land brought into production represents 88% of the 
benefits of mine clearance, and the benefits of saved lives and injuries only 8.7%. When VSL 
estimates are used the value of lives and injuries saved dominates benefit assessment, 
representing 80% of the benefits for a VSL of $48,750 to 95% for a VSL of $229,780. These 
calculations suggest that estimates of the VSL are likely to drive estimates of the benefits of 
33 Alternatively, for Khon Kaen province in Thailand our estimated VSLfincome ratio is 364. With an elasticity of 
one, this ratio would stay the same, thus the estimated VSL=$134*364=$48,776. 
34 Harris (200 I) assumes that the value of a saved injury is half the value of a saved life before taking into account 
the medical costs associated with injuries. 
mine clearing, and would be an important part of the determination of the areas that should be 
cleared and the degree of demining that should be undertaken in a particular area. 
Table 8: The Impact of VSL Estimates on the Cost and Benefits of Mine Clearance -
The Cambodian Case 
Harris (2001) Elas.=1.0 Elas.=0.5 Ave. Thailand 
VSL=$1,338 1 VSL=$48,750 VSL=$105,838 VSL=$229,780 
PV of Benefits 
Saved Lives $3.9m $197.6m $429.0m 
Saved Injuries $1.9m $39.5m $85.8m 
Saved Lives and Injuries as 
a Percentage of Benefits 8.7% 79.7% 89.S% 
PV of Mine Clearance -$3,433.8m -$3,202.Sm -$2,924.8m 
Benefits as a % of Costs 1.9% 8.S% 16.4% 
T The counterpart of a VSL measure in Harris (200 I), the PV of $134 for 25 years at 10% 
6. Conclusion 
$931.4m 
$186.3m 
94.9 
-$2,321.9m 
33.7% 
Reliable estimates of the value of the tradeoff between risk reduction and income generation are 
necessary to evaluate the desirability of demining in particular locations and the extent of mine 
clearance that is optimal, and to compare the relative merit of alternative policies that impact on 
risk, income and economic growth in mine affected communities. Using a survey based 
approach in Khon Kaen province in Thailand we found estimates of the VSL that are in the 
US$200,000-$300,000 range. These estimates are broadly consistent with what little is known 
about the VSL in developing economies, and suggest that the value of lives saved are likely to be 
30 to SO times estimates based on the present value of income foregone. Our work also provides 
estimates of the injury risk-death risk tradeoff and the value of statistical injury. 
Future research will assess the reliability of the estimates given possible sources of bias that have 
been identified in the literature. Surveys in mine affected areas would also enable the 
relationships between VSL estimates and knowledge of landmines and risk perceptions to be 
considered. Estimates of the VSL based on revealed preference or market methods would be 
useful for comparison purposes. 
Applied to a reconsideration of a cost-benefit study of mine clearance in Cambodia, our results 
suggest that the present value of the benefits are likely to be between 9-34% of costs compared 
with 1.9% in Harris (2000). This implies that the degree of mine clearing that can be justified on 
social efficiency grounds is likely to be significantly higher when VSL methods are used to value 
lives and injuries saved. Our work also suggests that when VSL measures are used it is likely 
that the value of lives and injuries saved, and not the value of arable land bought into production, 
will dominate benefit assessments. 
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The 2002 New Zealand Transport Strategy states that in the long run, economic 
development and transport activity need not be directly related. This implies that a 
degree of , decou piing' is required - that economic development needs to occur without 
similar growth in transport. Before evaluating the possible impacts of policies that may 
be introduced to achieve decoupling, it is vital to consider what might happen to the 
relationship between economic development and transport over the next 50 or 100 years. 
Two key factors that are likely to impact upon this relationship in the future are 
demographic change and structural change. This paper suggests that in the absence of 
any policy change, some decoupling of economic development and transport may take 
place as a result of these two factors. However, income growth and transport demand 
from the rapidly growing tourism sector may push total transport growth use up. 
Key words 
Transport, economic development, decoupling, demographics, energy 
1. INTRODUCTION 
In recent years, there has been growing interest both in New Zealand and overseas in the 
links between transport and the economy. In most developed countries, there has 
traditionally been a strong positive relationship between economic growth and transport 
growth. However, transport activity leads to negative side-effects or externalities such as 
air pollution and congestion. 
Given that economic growth increases the welfare of a country, and these negative 
externalities reduce welfare, policymakers are considering how a country can experience 
economic growth without facing the negative side effects of transport growth. Breaking 
or weakening the link between economic growth and transport growth is known as 
'decoupling' . 
The issue of decoupling has recently been raised by the New Zealand government. The 
2002 New Zealand Transport Strategy states that in the long run, economic development 
and transport activity need not be directly related. This implies that a degree of 
decoupling is required - that economic development needs to occur without similar 
growth in transport. The New Zealand Institute of Economic Research has been 
investigating decoupling in New Zealand, with funding from the Ministry of Transport.! 
Most numerical measures indicate that decoupling has not occurred to any great degree 
in New Zealand to date. 
Before evaluating the possible impacts of policies that may be introduced to achieve 
decoupling, it is vital to consider what might happen to the relationship between 
economic development and transport over the next 50 or 100 years. Three key factors 
that are likely to impact upon this relationship in the future are: 
1. Demographic change - how will the aging population affect the demand for 
transport by households? 
2. Structural change - New Zealand's services sector is expected to increase in 
importance relative to agriculture and manufacturing. Given that service 
providers use (on average) less transport than agricultural or manufacturing 
firms, what will this mean for transport demand from the productive sector of the 
economy? 
3. Tourism growth - Tourism is a rapidly growing sector that is forecast to grow at 
around 8% per year for the foreseeable future. To what degree will this result in 
increased pressure being placed on the transport netWork? 
I Although NZIER has prepared a number of reports for the Ministry on issues surrounding decoupling in 
New Zealand, this topic is still relatively new in the New Zealand context. It is hoped that by raising 
awareness of some key issues, our work may prompt other researchers to consider decoupling as a 
research topic. The views presented in this paper are those of the authors only, and should in no way be 
interpreted as the Ministry's opinions. 
... 
... 
N 
Our hypothesis was that the net effect of these three factors may be that even in the 
absence of any policy change, a decoupling of economic development and transport may 
take place. 
This paper looks at each of these factors in turn and projects transport use out to 2051 
(for transport used in the freight/production side of the economy) and 2101 (for transport 
used by households). By comparing this projected transport use with projections of long 
run economic growth, it is possible to examine our hypothesis. The initial results suggest 
that demographic change and structural change alone could have a dampening impact on 
transport use. However the effects of income growth and continued tourism growth will 
push transport use up. The overall result is that decoupling is unlikely to occur on an 
economywide basis. 
While these results are illustrative only, and are based on a number of assumptions that 
could be strongly debated, the methodology and thought processes generated by this 
research should prove to be useful to those with an interest in sustainable transport. It is 
hoped that our paper will spark debate on decoupling amongst the transport research 
community in New Zealand and Australia, as to date there has been little research 
conducted on the topic in the Australasian region. It is important to note that we do not 
purport to have all of the answers to the questions that arise from examining decoupling 
more closely. However, we believe that this paper will serve a useful purpose in 
introducing the topic area and raising some of the problems that are associated with 
defining and measuring decoupling. 
This paper is organised as follows. Section 2 provides the policy background for this 
research. Section 3 provides an overview of some of the key issues surrounding 
decoupling. Section 4 specifies the questions that this research aims to consider. Section 
5 describes the broad methodologies used in the research, and presents the key results. 
Section 6 draws some broad conclusions, highlights some limitations to the analysis and 
suggests some areas of future research. Three appendices explain the various 
components of our methodology in greater detail. 
2. POLICY BACKGROUND 
The New Zealand government released its New Zealand Transport Strategy (NZTS) in 
December 2002. The NZTS outlines the government's vision for the development of the 
New Zealand transport system to 2010. While the NZTS contains a broad range of 
transport-related objectives related to economic, environmental and social issues, from 
an economic research point of view one comment in particular warrants attention: 
In the long run economic development and transport growth need not be directly 
related ... {and the government's} approach will minimise the extent o/transport growth 
necessary to achieve economic development goals, and in particular minimise transport-
related energy consumption (NZT8, 2002, p. 10). 
This implies that some degree of 'decoupling' needs to take place in the New Zealand 
economy - that the link between transport and economic development needs to be 
weakened or broken. Because the NZTS is a high level strategic document, it does not 
discuss how this 'decoupling' might be measured, how it might occur and what impact 
policies to achieve decoupling might have on the economy. 
In 2002, the New Zealand Ministry of Transport (MOT) engaged NZIER to consider 
some broad issues surrounding the concept of decoupling. Since then, NZIER has 
completed a number of pieces of research (NZIER, 2002; NZIER, 2003a, b) to help 
MOT to further understand the topic. This research is ongoing. Before discussing the 
results of our most recent research (NZIER, 2003b), it is useful to summarise some of 
the findings of our earlier work. 
3. A PRIMER ON DECOUPLING2 
3.1 ECONOMIC DEVELOPMENT, TRANSPORT GROWTH AND 
EXTERNALITIES 
In most developed countries, there has traditionally been a strong relationship between 
economic growth and transport activity growth. The provision of physical infrastructure 
(roads, railways, ports, airports, etc) is generally agreed to be of vital importance to 
economic development (SACTRA, 1999). However, it is also generally accepted that as 
transport increases, so too do its undesirable side effects - air pollution, noise pollution, 
C02 emissions, contaminated water run-off, congestion and stress. It should be noted 
that there are also positive externalities arising from some forms of transport growth, 
such as improved social interaction for isolated areas. 
In recent years, there has been considerable interest in the links between transport and 
the economy, prompted mainly by policymakers in the EU. If transport growth and 
economic growth are strongly related, but transport growth leads to significant negative 
side-effects, the question that many researchers and policymakers are trying to address is 
how can a country experience economic growth without facing the negative side-effects 
of transport growth? 
The seemingly simple answer to this question is to have economic activity growing 
faster than transport activity, thus breaking/weakening the link between economic 
growth and transport growth and its side effects. Breaking or weakening this link has 
come to be known as 'decoupling' economic growth and transport growth. 
2 Much of this section is taken from Ballingall, Steel and Briggs, 2003. A comprehensive literature review 
is contained in NZIER (2002). The references section of this report contains details of many of the key 
reports on decoupling that have been published overseas. 
.... 
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3.2 ENVIRONMENTAL AND ECONOMIC ARGUMENTS FOR 
DECOUPLING 
At a general level there are two reasons why a government may want to decouple 
transport and economic growth: 
1. It may want to reduce the level or growth in negative externalities (pollution, 
congestion, etc) associated with transport growth without dampening economic 
growth. This is the environmental argument for decoupling. 
2. It is striving for productivity gains across the economy. Economic growth (or 
development) can be achieved by reducing the amount of transport required per 
unit of output generated by the economy. If fewer inputs are used to produce a 
given level of output, a productivity gain is generated. This increases GDP. 
Therefore even in the hypothetical case where there were no externalities from 
transport activity, a government may still wish to decouple. This is the efficiency 
argument for decoupling. 
The relative importance of the productivity or environmental reasons for stating 
decoupling as a goal is a political issue, and is likely to depend on the set of preferences 
displayed by society. However, the two motivations overlap - by achieving decoupling, 
productivity gains and hence economic development will take place, and the growth in 
negative externalities from transport will ease. The NZTS's statements noted in section 2 
above indicate that decoupling has been adopted as a policy goal for both environmental 
and efficiency reasons. 
3.3 SOME DEFINITIONAL ISSUES 
As a broad concept, decoupling is not too difficult to grasp. However, look a little 
deeper and it becomes clear that definitional issues are vital when it comes to working 
out exactly what a government is trying to achieve. One key point relates to stating 
clearly what 'transport' and 'economic development' are when we refer to decoupling 
economic development and transport growth. 
What is 'transport'? 
There is a large distinction between the use of transport in the production of goods and 
services, and the use of transport by households as a consumption good. The distinction 
between transport as an input to production and transport as a consumption good is 
important for decoupling policies, as is the interaction between the two forms of 
transport. 
Production transport involves transport activity related to the production of goods and 
services and essential household sector activities. Broadly, production transport includes 
the transport activity used to get raw materials to the production location, the transport 
required to transform raw materials into final goods, plus the transport activity used to 
get these goods to their final destination. If a monetary value can be placed on the output 
of an economic activity, then any transport required in the activity could be defined as 
production transport. In addition, certain elements of households' daily operations could 
be classified as productive transport. This covers activities such as the trip to work and 
shopping for essentials such as food and clothing. Without these activities the productive 
capacity of the economy would be lower. 
Consumption transport can be defined as covering the use of transport by individuals, 
households and tourists for non-essential purposes (including leisure). Consumption 
transport provides households and tourists with utility (or satisfaction). Much of this 
transport - trips in self-driven cars - is not a product or service purchased at market 
prices or captured in the national accounts. 
As an input (and hence a cost) to production, firms have an incentive to minimise their 
use of transport. As a consumption good, households like to consume more of it as their 
incomes increase. This creates an immediate dichotomy. If firms reduce their use of 
transport via improved productivity, GDP (or national income) will increase. On its own, 
this represents decoupling in the production sector. However, households treat transport 
as a 'normal good' - their consumption of transport for leisure purposes increases as 
incomes rise. Therefore reducing transport use in the production sector will generally 
lead to an increase in consumption transport. The net effect on overall transport activity 
is ambiguous. 
This has implications for the development of decoupling policies. A policy that resulted 
in firms reducing their use of transport could in fact increase households' consumption 
of transport as a leisure good. Obviously, this may not be an effective policy. 
Policies that affect consumption transport will also have an impact on production 
transport. For example, if policies are introduced that restrict leisure transport, then the 
producers of goods and services that are consumed by households and tourists on trips 
associated with leisure travel may suffer as demand falls. On the other hand, such 
policies may cause consumers to substitute other goods and services for transport 
activity - for example, they might spend more time in the garden instead of going on a 
day trip to the beach and might therefore spend more on gardening products. 
Economic development vs. economic growth 
The NZTS statement aims for a decoupling of transport and economic development. The 
distinction between economic development and economic growth is vitally important 
when it comes to considering policies that might achieve decoupling. Economic 
development is generally thought of as encompassing more than just rising per capita 
incomes. It also usually covers environmental, social and cultural objectives. This 
complicates the evaluation of policy frameworks, as it is often difficult to develop 
policies that will improve economic, social, environmental and cultural outcomes in one 
foul swoop. 
Stead (2001) noted that until a universally accepted set of definitions and indicators are 
developed, monitoring progress on changing decoupling will be difficult. We agree with 
Stead's sentiment. While there is generally a broad agreement on the concept of 
decoupling (i.e. the goal is to weaken the link between transport activity and economic 
activity), a consistent method of measuring decoupling has yet to be developed. 
.... 
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3.4 INDICATORS OF DECOUPLING IN NEW ZEALAND 
As part of our initial examination of possible trends in the relationship between 
economic development and transport activity in New Zealand, we analysed various 
ratios of 'transport' and 'economic development'.3 This proved to be a frustrating task. 
Firstly, there is no measure of economic development available in New Zealand. Thus 
we had to use economic growth as a proxy. Various measures of transport activity were 
available, but all of them had weaknesses primarily related to a lack of comprehensive 
coverage. Perhaps the best measure of overall transport activity in New Zealand is 
vehicle kilometres travelled (VKT). This measure sums the distances travelled by 
private cars, freight vehicles, trains etc in any year. The main problem with this measure 
is that it doesn't include any indication of the amount of goods being transported. 
Figure I below shows an index of the ratio ofVKT to real GDP since 1980. If the ratio 
decreases, this indicates that transport has grown at a slower rate than economic activity, 
indicating some degree of decoupling. There are many reasons why the ratios may have 
changed including relative price changes, demographics, income changes, economic 
structural changes, modal switches, productivity and efficiency gains, changes in 
capacity utilisation, and deregulation. 
The chart suggests that since 1993, the relationship between transport growth and 
economic growth has remained relatively steady, and perhaps that from the late 1990s 
onwards, economic growth has actually outpaced transport growth. As such, this 
indicator suggests that there may be some early signs of decoupling occurring in New 
Zealand. However, given the data issues encountered, it is difficult to make any firm 
conclusions . 
Figure 1: Index of Ratio oftotal VKT to Real GDP, 1980 = 100 
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Source: Ministry for the Environment (2004), Transfund (2004), Statistics New Zealand 
(2004), Briggs (2003). 
These definitional and measurement issues notwithstanding, in this paper we now go on 
to determine a 'business as usual' scenario for analysing the relationship between 
economic activity and transport growth. 
4. PROBLEM SPECIFICATION 
NZIER's work on decoupling to date has highlighted a number of 'holes'· in the existing 
body ofintemational research. To summarise, these gaps are as follows: 
• A commonly-accepted and precise definition of decoupling needs to be 
developed. 
• Once this definition is specified, quantitative indicators of decoupling trends 
need to be developed. These need to encompass industry and modal differences 
in the relationship between economic activity and transport use. 
• These indicators need to be calculated over as long a time period as possible so 
that long run trends can be identified. 
• Using qualitative and quantitative research techniques, these trends need to be 
examined under a scenario where no policy intervention occurs. This analysis 
will demonstrate what will happen to the relationship between transport growth 
and economic growth in New Zealand over coming decades due to demographic 
change and structural shifts, iflong run trends continue. 
• If this 'business as usual' analysis suggests a need for policy intervention to 
achieve decoupling, policy options need to be developed. These options should 
then be assessed to gauge their impact on economic performance (GDP, sectoral 
output, employment), social factors (access and mobility) and environmental 
indicators (emissions, congestion, pollution). 
In this report we focus on the latter two bullet points in the above list. The overall aim of 
the research is to consider how the relationship between transport and economic activity 
might change in the future. 
Three key factors that are likely to impact upon this relationship in the future are: 
1. Demographic change - how will the aging population affect the demand for 
transport by households? 
2. Structural change - New Zealand's services sector is expected to increase in 
importance relative to agriculture and manufacturing. Given that service 
providers use (on average) less transport than agricultural or manufacturing 
firms, what will this mean for transport demand from the productive sector of the 
economy? 
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3. Tourism growth - Tourism is a rapidly growing sector that is forecast to grow at 
around 8% per year for the foreseeable future. To what degree will this result in 
increased pressure being placed on the transport network? 
It is possible that structural, technological and demographic changes may lead to a 
decoupling of transport activity and economic growth without the need for any policy 
intervention. In this section we develop an indicative business as usual (BAU) scenario 
for transport use over the next 50 or 100 years. 
This BAU scenario comprises projections for the transport activity associated with 
industry (including business travellers), households and overseas travellers in New 
Zealand. Developing this BAU scenario is a vital part of our research agenda, as it may 
suggest that decoupling may not be a problem in 50 or 100 years time in New Zealand-
that economic development and transport growth may have already decoupled without 
any decoupling policy intervention. 
To analyse this BAU scenario, we project transport demand and GDP out to 2051 (on 
the production side of the economy) and 2101 (on the household side) and then examine 
the ratio of the two variables to determine if decoupling is likely to occur. We also 
consider how significant the transport demand from the tourism sector might be. 
5. METHODOLOGY AND RESULTS 
5.1 PROJECTIONS OF GDP 
Using nominal GDP by industry data (Briggs, 2003), we determined 21 industries' GDP 
shares between 1960 and 1999. We projected these shares forward to 2051 using a linear 
trend. In some instances the linear trend estimate made an industry's share of GDP in the 
future fall below zero. As this is obviously not possible, we limit any sector "shrinkage" 
to a minimum of half the 1999 industry share. This results in the sum of the shares being 
greater than 100%. The difference is pro-rated across the sectors.4 The GDP shares are 
shown in Figure 2. The services sector moves from currently accounting for around 70% 
of New Zealand's GDP up to around 80% by 2051. Manufacturing, in contrast, shrinks 
as a proportion of GDP, from around 16% to 9%. There are slight reductions in the 
shares of primary and utilities/construction sectors. 
4 We cannot use real GDP shares for our projections as there is a problem with chain-weighting. The sum 
of real GDP industry shares does not sum to 100%. Thus we have to use nominal GDP shares. This 
underestimates the volume growth of the communications sector as its deflator is negative due to 
computer prices. 
Figure 2: Projected shares of real GDP by broad sector 
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Using these GDP shares and the economywide real GDP forecasts from NZIER's 
Quarterly Predictions industry projections, we calculate the level of real GDP by 
industry to 2051. 
5.2 PROJECTIONS OF TRANSPORT 
In order to examine the effects of demographic change, structural change and tourism 
growth on transport demand, we analysed three separate parts of the New Zealand 
economy in relation to their transport activity: 
1. The production sector (movement of goods and business travel). 
2. The household sector (movement of people). 
3. The tourism sector (movement of overseas travellers). 
The process of projecting transport out to 2051 for each of these sectors was rather 
cumbersome. Due to data difficulties, a host of assumptions and proxies were employed. 
In particular, we had to use fuel use as a proxy for transport activity at a sectoral level. 
This is far from ideal (see Appendix A). In the sections that follow, we outline broadly 
the methodology used in our research. 
Our projections of transport activity by sector are necessarily subject to a high degree of 
error. Refining our transport projections remains a key part of future research. 
5.3 IMPACT OF STRUCTURAL CHANGE ON TRANSPORT 
Recent government policy is aimed at reducing our reliance on the commodity sectors, 
and transforming the New Zealand economy into a services and light manufacturing 
based 'knowledge economy'. This kind of economic transformation has been the holy 
grail of many New Zealand governments. Such a transformation may over time reduce 
the energy/transport intensity of the New Zealand economy through the relative 
expansion ofless energy/transport intensive sectors. 
... 
... 
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This raises a very important question for this study of the drivers of transport activity 
and likely future trends in decoupling: if the services sector uses less fuel (and hence less 
transport) than the primary and manufacturing sectors, and it is poised to increase in 
importance over the next, say, 50 years, then will this structural change lead to a 
weakening of the link between production-related transport and economic activity? 
The aim of the analysis is to assess what the impact of structural change might be on 
production-related transport. In this base case scenario, we do not consider at this stage 
the effects of any other technological or policy changes. We assume that the only change 
in the New Zealand economy over the next 50 years is from changes in the composition 
of New Zealand's GDP. Once this scenario is developed, adjustments can be made to 
incorporate changes in transport efficiency, different elasticity assumptions, etc. 
The key steps in our analysis were as follows: 5 
1. Using our historical GDP by industry data and data on transport activity (proxied 
by fuel use) by industry, we calculated the ratio oftransport to GDP in each of21 
industries for 1999 (the last year for which we have data), 
2. We assume that each industry's use of transport per dollar of industry GDP stays 
constant at 1999 levels out to 2051.6 
3. For each year out to 2051, we used the following formula to calculate transport 
use by industry i: 
Transport use; = GDP; * [Transport use;] 
GDP; 
4. By summing across industries, we estimated for each year out to 2051 the 
transport associated with the production sector in New Zealand. 
Before looking at the results of the projections incorporating structural change, let us 
first examine the historical fuel use by sector. Figure 3 highlights the dominance of 
agriculture and manufacturing in transport-related fuel use in New Zealand. These 
sectors are heavily transport-intensive, and in the case of manufacturing, appear to be 
becoming more reliant on transport over time. 
On the other hand, the services sector uses around 2/3 less transport-related fuel per 
dollar of GDP than the primary and manufacturing sectors. Fuel use in the 
5 A detailed methodology is presented in Appendix B. 
6 At this stage, no improvements in transport efficiency were built into this BAU scenario, This will form 
part of our future work. 
communications and business services sectors in particular is low and decreasing over 
time, relative to GDP, 
Figure 3: Ratios offuel use to GDP by broad sector 
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The figure indicates why structural change that causes the services sectors to account for 
a greater proportion of New Zealand's GDP at the expense of primary production and 
manufacturing is likely to have a significant impact of transport use in the future. 
The results of our projections of transport-related fuel use by industry are shown below, 
Under the assumptions employed in the analysis - and there are many - structural 
change on its own will have a negative impact on fuel use over the next 50 years . 
Figure 4: Projected transport activity in the production sector: structural change 
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However, it must be re-iterated that the structural change analysis does not take into 
account any increases in activity (GDP) or improvements in transport/fuel efficiency. 
This analysis solely looks at what changes in the composition of GDP might mean for 
transport use. 
One way of incorporating increases in activity into the analysis is to allow each 
industry's use of fuel to increase at the same rate as that sector's growth. This implies an 
elasticity of demand for fuel use with respect to industry GDP of + 1. When the effects of 
increased activity are added to the structural change results (see Figure 5), overall fuel 
use in the production side of the economy increases by an average of 1.3% per year 
between 2000 and 2051. In the outer years, as services starts to playa more significant 
role in the New Zealand economy, fuel use growth drops to just 0.8% per year. 
Figure 5: Projected transport activity in the production sector: structural change 
and GDP increase effects combined 
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5.4 IMPACT OF DEMOGRAPHIC CHANGE ON TRANSPORT 
Demographic change is another factor that needs to be taken into account when 
considering decoupling transport and economic activity in New Zealand. The focus of 
this section is on transport associated with households, and specifically, self-supplied 
(private car) travel. 
New Zealand's population is aging. As the population gets older, the proportion of the 
population in the labour force will decline. These changes will have an influence on the 
relationship between transport and economic activity in New Zealand. Statistics New 
Zealand's Household Economic Survey (HES) provides data on average weekly 
expenditure on transport by age cohort. The latest data is for the year ended June 2001, 
and shows that transportation expenditure drops away over the age of 55 years old. 
The type, as well as the level, of transportation expenditure varies by age cohort as well. 
The elderly age brackets tend to spend more on overseas travel, and less on road 
vehicles. Given that over the next century, there will a significant shift of people into the 
post-55 years old age cohorts, this would suggest that overall transport expenditure is 
likely to drop as the popUlation ages. It also suggests that there may be shifts in the types 
of transport demanded. 
The analysis in this section on demographic change aims to answer the following 
question: what will be the impact on household transport expenditure of demographic 
shifts in the absence of any policy intervention? 
Figure 6: Average weekly expenditure on transport by age cohort 
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The aim of this analysis is to assess what the impact of demographic change might be on 
households' use of self-supplied (private car) transport. In this base case scenario, we do 
not consider at this stage the effects of any changes in tastes and preferences or policy 
changes. We assume that the only change in households' self-supplied transport 
behaviour is due to an aging population. Once this scenario is developed, adjustments 
can be made to incorporate changes in tastes, modal shifts, different elasticity 
assumptions, etc. 
The key steps in our analysis were as follows:? 
1. Projecting New Zealand's popUlation by age cohort out to 2101. 
2. Estimating average current use of self-supplied transport for the individuals in 
each age cohort. 
7 A detailed methodology can be found in Appendix C 
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3. Holding this usage in each cohort constant, for each year multiply the number of 
projected individuals in each cohort by the transport usage of that individual. 
4. By summing across cohorts, we obtain households' self-supplied transport 
demand out to 2101. 
Once again we encountered data problems when trying to determine transport use by age 
cohort. We had to again resort to using purchases of fuel related to road vehicles as a 
proxy for private car transport by households. Using HES data for 2001, we estimated 
expenditure by age cohort. This expenditure data clearly shows that those between 35 
and 54 years old spend most heavily on fuel for road vehicles. However, the most salient 
point for this analysis is that the over 65 age group spends less than half as much (on 
average) as the 35-54 years old cohort. As the high-spending cohorts age and move into 
the over 65 years old group, patterns of transport expenditure are likely to change 
dramatically. 
Our popUlation projections were taken from Statistics New Zealand. Statistics New 
Zealand produces a number of projections of the national population under various 
assumptions regarding fertility rates, mortality rates and migrant flows. These 
projections are available by age cohort, so we were able to project how many people will 
be in each age cohort in each year of our projection period. We used Statistics New 
Zealand's projections that were based on medium death rate and medium birth rate 
assumptions, incorporating annual net migration inflows of 5,000 per year. We adjusted 
the projections to account for recent net migration flows that have reached well over 
40,000 in the past year. The shares of total population of each age cohort are shown in 
Figure 16 and the chart demonstrates the aging popUlation phenomenon clearly. The 
proportion of the population aged 65 and over increases from its current level of 12% up 
27% by 2101. 
Figure 7: Age cohort shares of total popUlation 
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By multiplying the number of people in each cohort by that cohort's 2001 road fuel use 
expenditure, and summing across cohorts, we get total road fuel use expenditure 
projections to 2101, due solely to demographic shifts. 
The impacts of demographic change on the use of household transport use alone are 
startling. As shown in Figure 8, total household expenditure on fuel for road vehicles 
increases up to around 2050, albeit at a slowing rate of growth. This increase in 
expenditure reflects the movement of today's population in the 15-34 years old age 
bracket into the higher-spending 35-54 years old cohorts. However, as the demographic 
shift into the over 65 years old cohort gathers pace, expenditure on fuel for road vehicles 
starts to drop. It continues to fall at around 0.2% per year between 2050 and 2101. 
Figure 8: Impacts of demographic change only on households' demand for 
transport 
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It is important to note that consumers' tastes and preferences related to transport will 
undoubtedly change over the projection period. Technological change and 
improvements in fuel efficiency will also impact on transport use, These changes are not 
included in this analysis as yet. 
One variable that does need to be taken into account, however, is income growth. As 
households' incomes rise, their expenditure on road transport is likely to increase. We 
can incorporate this income growth into this analysis - crudely - by assuming that 
households' expenditure on fuel for road vehicles increases at the same rate as real GDP 
growth over the projection period. Clearly this is unlikely to occur - the elasticity of 
petrol consumption to income in the long run is likely to be below unity. Our elasticity 
assumptions can be altered in future work. 
-
-
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Under our assumption of an elasticity of + 1, the household income effect on fuel use for 
road vehicles swamps the demographic change impacts. The impacts of both effects are 
shown in Figure 9. 
Figure 9: Impacts of demographic change and income growth on households' 
demand for transport 
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5.5 THE IMPACT OF TOURISM GROWTH ON TRANSPORT 
The tourism sector is a major contributor to New Zealand's economy, ranking alongside 
dairy as our highest value export. Transport associated with the tourism sector needs to 
be looked at separately from production or household transport, as the factors that affect 
the transport demand by visitors to New Zealand are likely to be different to those that 
affect domestic households. For example, there is a relatively strong relationship 
between the number of tourists visiting New Zealand from an overseas country and that 
country's economic growth and cross-rate with the New Zealand dollar. In contrast, the 
demand for transport from New Zealand households is to a large extent dependent on the 
level of domestic activity, 
The focus of this section is on tourists' self-supplied transport. That is, the transport 
associated with tourists in rental cars, camper vans, etc, 
The aim of this section is to assess what the impact of continued strong growth in 
international visitors coming to New Zealand might be on tourists' use of self-supplied 
(private car) transport. In this base case scenario, no adjustments are made for 
technological change or changes in visitors' preferences for travelling around New 
Zealand, 
Presently, we are not aware of any data that indicates what proportion of transport is 
directly attributable to the tourism sector. However, we were able to estimate this 
(crudely) using the following steps: 
1. We had data on total fuel deliveries from Statistics New Zealand. We looked 
only at the petrol and diesel components. 
2. Subtracting the production sector's use of petrol and diesel, the remainder is fuel 
for road vehicles used by households and tourists. 
3. We needed to split this remainder between households and international tourism. 
For this we use Statistics New Zealand's HES and Tourism Satellite Accounts 
and looked at households and tourists' expenditure on fuel. This gives us the 
relative proportions of the non-industry fuel use (Le. self-supplied transport) for 
the household and tourism sectors. 
4. Comparing the annual fuel expenditure of households ($2.03 billion) and 
international tourists ($252 million), this suggests that 89% of non-industry fuel 
use is apportioned to households, and 11 % to tourists. 
5, We assume the household/tourism split stays constant over time, 
We then used forecasts of growth in tourism expenditure in New Zealand to project 
forward fuel use for self-supplied transport in the tourism sector. The source for these 
forecasts for 2003-2008 is our September 2003 Quarterly Predictions publication, After 
2008, we assume that tourism growth will continue at its historical average growth rate 
of8.6%. 
Note that this assumes that the elasticity of transport to tourists' expenditure is + 1. This 
is unlikely to be true, with the Tourism Satellite Account suggesting that the proportion 
of tourists' total expenditure spent on fuel is tending to trend downwards. However, the 
data upon which the chart is based (our derivation of fuel expenditure by tourists) is only 
our best guess - we have no official data for self-supplied transport associated with the 
tourism sector, With this in mind, adjusting our analysis could add another degree of 
error. 
The effects of compounding growth in tourism expenditure and a constant elasticity of 
demand of + 1 result in exponential growth of tourists' fuel use, as shown in Figure 21. 
While this base case most likely represents an upper bound for tourists' self-supplied 
transport growth, and is based on two key (debatable) assumptions, it does at least 
indicate the increased role that transport associated with the tourism 'sector is likely to 
play in the future. 
.... 
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Figure 10: Impacts of tourism growth on transport fuel use 
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5.6 RATIOS OF FUEL USE TO GDP BY SECTOR 
Now that we have derived estimates of transport demand (proxied by fuel use) for the 
production, household and tourism sectors of the economy, we can compare these 
transport estimates to our projections of real GDP by sector in order to examine whether 
any decoupling is likely to occur. 
Decoupling measure for the productive sector 
Figure 11: Ratio of the productive sector's transport-related fuel use and real GDP 
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Transport-related fuel use in the production side of the economy is projected to increase 
by an average of 1.3% per year between 2003 and 2051. Real GDP growth is projected 
to average 1.7% over the same period. This indicates that for the production side of the 
economy, structural change will result in some degree of decoupling of transport and 
GDP. This decoupling is shown by the falling ratio in Figure 11. 
If improvements in fuel use/transport efficiency also occur, then the rate of decoupling 
will increase over time. Incorporating potential gains in efficiency for each industry into 
this analysis was outside the scope of this project, but can be considered for future work. 
Decoupling measure for the household sector 
Figure 12: Ratio of the household's sector's transport-related fuel use and real 
GDP 
Index, 1988 = 100 
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The ratio of households' transport-related fuel use to real GDP increases over time. 
While demographic change alone leads to a projected fall in fuel use after 2050 (see 
Figure 8), over the next few decades fuel use is expected to grow more rapidly as the 
demographic bulge resulting from the baby boomers moves into cohorts that spend more 
on fuel for road vehicles. When the effects of income growth are added, fuel use rises 
further. 
Between 2003 and 2051, annual average growth in household expenditure on fuel use is 
projected to grow at 4.0%, compared to real GDP growth of 1.7%. This suggests - under 
the various assumptions employed in our BAU analysis - that decoupling of household 
transport use and economic growth is unlikely to occur in the next 50 years. 
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Decoupling measure for the tourism sector 
Figure 13: Ratio ofthe tourism sector's transport-related fuel use and real GDP 
Index, 1988 = 100 
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The self-supplied tourism sector is projected to see rapid fuel use growth over the next 
50 years. Compound annual average growth between 2003 and 2051 is projected to be 
8.3% (by construction), compared to just 1.7% for real GDP. Under the admittedly crude 
scenario presented in this analysis, this suggests that decoupling is unlikely to occur in 
the tourism sector. 
Figure 14: Projected composition oftransport fuel use 
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The composition of transport use in New Zealand under the assumptions employed in 
this analysis is projected to change significantly. The further. out we go, the more 
important the tourism sector becomes to total transport activity. The productive (labelled 
'industry' in Figure 14) sector makes less of a contribution. 
6. CONCLUSIONS AND FURTHER WORK 
The aim of this research was to investigate the relationship between transport and 
economic development, and to consider what might cause a change in the relationship in 
the future in the absence of any policy interventions. 
It must be emphasised that the results of our analysis should be regarded as illustrative 
only. They are intended to be a basis for discussion and to illustrate some of the key 
drivers of transport activity in the future. The aim was to develop a business as usual 
scenario and to examine the industry, household and tourism sectors separately. In order 
to do so, we had to make various assumptions. While these assumptions may not be 
correct, they allowed us to develop a model in which the parameters can be altered in 
future work. 
The main conclusions from our research are as follows: 
1. A clear and precise definition of decoupling needs to be developed by 
policymakers. In particular, better definitions are required of 'transport' and 
'economic development' as stated in the NZTS. These should be defined with an 
eye to developing numerical measures of each. This will aid in quantitatively 
assessing historical trends in decoupling and assessing the impact of potential 
policy options. 
2. The services sectors use 2/3 less transport-related fuel per dollar of real GDP 
than the manufacturing or primary sectors. As structural change in the economy 
occurs over the next 50 years, services will playa more important role in the 
New Zealand economy. By isolating the impact of structural change alone, our 
analysis suggests a reduction in overall transport-related fuel use in the 
productive side of the economy. 
3. Improvements in transport efficiency are likely to reinforce this impact -
meaning greater GDP will be produced per unit of transport. 
4. However, the impacts of industries' income growth (or economic activity) will 
lift transport-related fuel use, to partly offset this drop in transport. We assume 
that as each sector's production activity increases, its transport use rises at the 
same rate. This represents an upper bound for the impact of income growth on 
production-related transport. 
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5. The impact of demographic change alone in the household sector of the economy 
will lead to a decrease in expenditure on fuel for road vehicles (our proxy for 
households' self-supplied transport) in the long run (past 2050). However, 
between now and 2050, the shift of the population into age cohorts that spend 
relatively heavily on road transport will cause expenditure to increase. 
6. When income growth is included in this analysis of the household sector, the 
impacts of demographic change are swamped. This assumes that households' 
expenditure on fuel for road vehicles increases at the same rate as income. In 
effect, this is an upper bound for the effects of income growth. 
7. Continued strong tourism growth will see the transport associated with the 
tourism sector (specifically self-supplied transport) grow very rapidly. By 2051, 
the tourism sector's share of total transport activity in New Zealand will increase 
from an estimated 2.1% in 2003 to around 30%. This assumes that tourists' self-
supplied transport increases at the same rate as their overall expenditure - again 
this is an upper bound estimate. 
However, these general results must be interpreted with caution. This is because: 
• The modelling undertaken in this project is based on different data sets which 
may not be directly comparable. The need to proxy transport activity by using 
road fuel use needs to be considered further. 
• The elasticities used in the model to represent what will happen to transport as 
income increases need to be adjusted. At present, we assume that transport 
activity increases at the same rate as industries' GDP growth, households' 
income growth and tourists' expenditure. These elasticities are likely to be lower 
in reality: transport use will increase by less than GDP/expenditure. This means 
that the estimates presented are upper bound scenarios. 
Further work in this area is likely to involve refining the model's assumption and data 
sets. Once a more accurate BAU scenario has been developed, the model can be used for 
sensitivity analysis. That is, we can vary the key assumptions to incorporate: 
• Different patterns of demographic change. 
• A more rapid economic transformation 
• Improvements in fuel efficiency (economywide or by industry if necessary) 
• Shifts in household and tourists' transport preferences - such as modal shifts 
away from road freight to rail freight. 
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APPENDIX A: FUEL USE AS A PROXY FOR TRANSPORT 
ACTIVITY 
We needed to determine transport activity by economic sector. To our knowledge, time-
series data does not exist on freight-related transport measures (such as tonne-
kilometres) by disaggregated industry. The only suitable data set that we could find was 
transport-related fuel use by industry. Data compiled by Pieter Rousseau on behalf of 
EECA provided us with an indication of the volume of diesel, petrol, aviation oil, fuel 
oil and CNGILPG used by 23 sectors in the New Zealand economy between 1980 and 
1999. 
We needed to adjust this data to ensure that we only considered fuel use that was related 
to transport activity in each sector. Three key adjustments were made: 
1. Our first step was to only consider each industry's use of petrol and diesel. This 
is likely to account for the vast majority of transport activity in each sector. 
2. We then needed to consider what proportion of the total petrol and diesel used by 
each industry was for transport purposes, as diesel in particular is also for power 
generation, heating, etc. EECA (2000, Table C8, pp. 113-115) provided some 
broad industry aggregate indications of fuel use by activity. We used this 
information to obtain transport-related petrol and diesel (henceforth 'fuel') use 
by sector. 
3. Finally, we needed to address the fact that the transport and storage (T&S) sector 
accounts for around 85% of total production-related fuel use in the economy. The 
T &S sector provides transport services for most other industries. For example, a 
forestry firm will pay a freight company to move its logs from the forest to the 
port. This transport (or fuel use) is allocated to the T &S sector, rather than to the 
forestry sector. Therefore the fuel use attributed to each sector understates the 
true amount of fuel that is used by the sector to produce and distribute its output 
- a certain proportion of the T&S sector's fuel use needs to be apportioned to 
each sector. To do this, we used Statistics New Zealand's input-output supply 
and use tables to split the T &S fuel use according to which sectors purchased 
transport services. 
Naturally, there are problems with using fuel use as a proxy for transport use. This 
measure does not provide us· with any information about how far goods are being 
moved, or whether firms are now using transport more efficiently. However, it did 
provide us with a proxy with which to examine the impact of structural change on total 
transport-related fuel use in the production side of the economy. 
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APPENDIX B: DETAILED STRUCTURAL CHANGE 
METHODOLOGY 
• The fuel use by industry data is from Pieter Rousseau, based on work completed 
for EECA. It is fuel use in petajoules by fuel type by sector, over time (1980-
1999) 
• A problem occurs because Rousseau's sectors are not the same as those for 
which we have GDP data. Some aggregation of data was needed. 
• We needed to eliminate non-transport fuel use from the Rousseau data. Therefore 
we looked at only diesel and petrol use by sector (we omit aviation fuel, LPG, 
fuel oil). 
• The next issue is that not all diesel and petrol use can be attributed to transport 
alone. Some is used in the production process, to fuel machinery, etc. 
• EECA (2002) Table C8, p. 113, gives us an overview (for 1995) of the end-use 
of petrol and diesel by broad sector (agriculture, industrial, commercial, transport 
and storage, households). 
• In the commercial (defined as services) and transport and storage sectors, all 
petrol and diesel use goes towards transport, according to the EECA table. No 
changes were made to these sectors. 
• We needed to adjust petrol and diesel use for the agriculture and industrial 
(manufacturing) sectors. As the EECA end-use data is not available by 
disaggregated ANZSIC/NZSIC sector, we had to apply the broad EECA sectors' 
proportions across each of our disaggregated sectors. For example, 57% of diesel 
used in the EECA table's industrial sector is for transport, and 64% of petrol. We 
had to apply these ratios to all the manufacturing sectors to get fuel use related to 
transport only. By doing this, we assumed that the proportion of petrol/diesel use 
that is transport related is constant across all manufacturing sectors. This is 
unlikely to be true. This process could be improved if more comprehensive end-
use data by disaggregated sector were available. 
• We used the transport-related petrol/diesel use proportions in EECA's 
'Agriculture' broad sector to adjust fuel use in the agriculture, commercial 
fishing and forestry and logging in Rousseau's data set. 
• We used the transport-related petrol/diesel use proportions in EECA's 
'Industrial' broad sector to adjust mining and quarrying, all manufacturing 
sectors, utilities and construction sectors. 
• We used the transport-related petrol/diesel use proportions in EECA's 
'Commercial' broad sector to adjust all service sectors, excluding transport and 
storage (no change for petrol) 
• We used the transport-related petrol/diesel use proportions in EECA's 'Transport 
and storage' sector to adjust the transport and storage sector (no change for petrol 
use). 
• This gave us transport-related petrol and diesel use by industry, over time. 
• The next data manipulation process was necessary because in Rousseau's data 
set, the transport and storage (T &S) sector accounts for around 85% of total fuel 
use. Much of this will be carried out on behalf of other industries that don't have 
their own transport fleets, etc. So, for example, 10% of the total amount of 
services provided by the T &S sector might be transporting forestry products. 
This means that the data underestimates the true amount of transport associated 
with each sector, as most of it is purchased from the T &S sector. 
• To adjust the sectoral fuel use data to account for this, we use Statistics New 
Zealand's input output tables. Table 4 (inter-industry transactions) shows us who 
purchases transport services from the T&S sector. Using this information, we 
split the T &S fuel use figure across the other industries, to get a more realistic 
picture of the fuel use associated with each sector. 
• We can then deduce fuel use by sector as: 
F I - Fuel use; * GDP ue use. - . 
, GDp; , 
• To isolate the impact of structural change, we held GDP constant at 1999 levels 
out to 2051. The change in fuel use out to 2051 is thus only due to structural 
change. . 
• By summing fuel use across sectors, we obtained total transport related fuel use 
to 2051 due to income growth (growth in real GDP) and structural change 
(change in nominal industry shares). 
• This assumes that the elasticity of demand of real GDP to transport related fuel 
use is + 1. The impact of income growth is that fuel use grows at the same rate as 
real GDP. This assumption could be varied in future analyses. 
.... 
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APPENDIX C: DETAILED DEMOGRAPHIC CHANGE 
METHODOLOGY 
• The aim of this work was to identify what an ageing population might mean for 
household transport use. 
• We know from Statistics New Zealand's Household Economic Survey (HES) 
data that expenditure on road transport varies between age cohorts. This is shown 
by the 'Vehicle ownership expenses' category of the 2001 HES. 
• Note that we are not looking at public transport in this analysis. This is because 
the supply of public transport falls under the industry analysis. We are only 
interested in self-supplied household transport. Self-propelled household 
transport (walking, cycling) is not considered in the analysis at this stage. 
• We needed to isolate fuel expenditure on road vehicles by age cohort. This is not 
available from Statistics New Zealand due to large sample errors. However, we 
know from HES data from 1987-1999 that across all age groups, the ratio of 
expenditure on the 'Fuel for road vehicles' sub-group to the 'Vehicle ownership 
expenses' group is around 56%. 
• We applied this ratio across all age cohorts to the Vehicle ownership expenses 
data by cohort in the 2001 HES. This gave us each age cohort's expenditure on 
fuel for road vehicles in 2001. 
• We then assumed that this expenditure stays constant over the projection period. 
This means that any change in expenditure over the projection period is due to 
the compositional shift of the population between cohorts. 
• Our population projections are from Statistics New Zealand - from 2001, based 
on medium births, deaths and 5,000 net migration annually . 
• However, actual migration for 2001-2003 was well above 5,000. Net PLT 
migration was 25,635 in the year to March 2002, and 41,592 in the year to March 
2003. 
• So we used our September 2003 Quarterly Predictions population projections for 
the 2001-2008 period to account for the migration inflows that differ from 
Statistics New Zealand' assumptions. 
• We then rated forward the 2008 population number by the population growth 
from Statistics New Zealand's projections 
• Finally we applied the projected cohort shares from Statistics New Zealand's 
initial projections to this updated population. This gives us the number of people 
in each age cohort out to 2101. 
• By mUltiplying the number of people in each cohort by that cohort's HES road 
fuel use expenditure, and summing across cohorts, we get total road fuel use 
expenditure projections, due solely to demographic shifts. 
• This analysis did not incorporate any income growth. To combine the effects of 
income growth and demographic change, the 2001 HES road fuel use 
expenditure numbers by cohort were inflated using real GDP growth. This 
assumes an elasticity of income with respect to fuel use of + 1. This could be 
altered in future analysis. 
• These figures were multiplied by the projections of the number of people in each 
cohort, giving us road fuel use expenditure by cohort out to 2101 taking into 
account demographic change and income growth. 
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Abstract 
Eco-efficiency has emerged as a management response to waste issues associated with 
current production processes. Despite the popUlarity of the term in both business and 
government circles, limited attention has been paid to measuring and reporting eco-
efficiency to government policy makers. Aggregate measures of eco-efficiency are 
needed, to complement existing measures and to help highlight important patterns in 
eco-efficiency data. 
This paper aims to develop aggregate measures of eco-efficiency for use by policy 
makers. Specifically, this paper provides a unique analysis by applying principal 
components analysis (PCA) to eco-efficiency indicators in New Zealand. 
This study reveals that New Zealand's overall eco-efficiency improved for two out of 
the five aggregate measures over the period 1994/95 to 1997/98. The worsening of the 
other aggregate measures reflects, among other things, the relatively poor performance 
of the primary production and related processing sectors. These results show PCA is an 
effective approach for aggregating eco-efficiency indicators and assisting decision 
makers by reducing redundancy in an eco-efficiency indicators matrix. 
Keywords: Policy development; policy evaluation; Aggregate indices 
Introduction 
Eco-efficiency is a management response aimed at "curing" the "disease of 
wastefulness" associated with current production processes (Weizsiicker et al. 1997). 
The concept of eco-efficiency first entered academic literature in an article by 
Schaltegger and Sturm in 1990 (Schaltegger & Burritt 2000). However, Schmidheiny 
(1992) popularised the term, and subsequently the concept of eco-efficiency has gained 
in popularity and spread throughout the business world. Not surprisingly, eco-efficiency 
has received significant attention in the sustainable-development literature, including 
this journal (Brady et al. 1999; Business Council for Sustainable Development 1993; 
Choucri 1995; Cramer 1997; DeSimone et al. 2000; Metti 1999; Reith & Guirdy 2003; 
Schaltegger & Synnestvedt 2002; Weizsiicker et al. 1997) 
Many authors have attempted to define eco-efficiency. For example, Williams (1999, 
p.37) defines eco-efficiency as 'endeavouring to get more from less for longer". Metti 
(1999, p83) states "eco-efficiency is simply creating more value with fewer materials 
and less water. One definition of eco-efficiency that is gaining increasing currency 
comes from the World Business Council for Sustainable Development (WBCSD): 
"Eco-efficiency is reached by the delivery of competitively-priced goods and services 
that satisfo human needs and bring quality life, which progressively reducing 
environmental impacts and resource intensity throughout the life cycle, to a level at 
least in line with the earth's estimated carrying capacity" (DeSimone et al., 2000, p47). 
Despite the range of interpretations, Hinterberger and Stiller (1998, p.275) note that all 
definitions have an obvious theme in common; "All concepts call for a more efficient 
use of natural resources." Beyond that clearly, the detail of eco-efficiency can be 
understood in a number of ways. 
Schaltegger and Burritt (2000) suggest a distinction can be made between eco-
efficiency as a concept and as a ratio figure, although the two are linked. The eco-
efficiency concept is a relatively new derivation of 'efficiency'. Efficiency itself 
embodies the notion of "fitness or power to accomplish, or success in accomplishing, 
the purpose intended" (Simpson & Weiner 19891 p. 84). Adding the 'eco-' prefix to 
efficiency makes the eco-efficiency concept distinct from the other efficiency concepts. 
The 'eco-' prefix focuses on the 'environment and relation to it.' (Barnhart 1998) . 
Specifically, the prefix adds a lens to the 'success in accomplishing' components of the 
efficiency concept. Through this lens, 'success' is seen to extend beyond simply 
whether the goal is achieved or not, to encompass a concern for the impact on ' the 
environment and relation to it' associated with the activity of achieving the goal. The 
WBCSD, for example promote the concept of eco-efficiency. 
Often, in modem use of the term, eco-efficiency is measured using a ratio of useful 
outputs to inputs. This ratio derives from 19th Century thermodynamics and its empirical 
work on thermal efficiency measures (Jollands 2003). 
When applied to eco-efficiency, the ratio measures useful outputs (products, services 
etc) to environmental inputs (Schaltegger & Burritt 2000). This ratio (or derivatives 
thereof) has been employed in many eco-efficiency studies including Glauser & Muller 
(1997), Metti (1999) and Schaltegger and Burritt (2000). In this study, we also 
operationalise the eco-efficiency concept by way of a ratio. 
A review of the eco-efficiency literature reveals several notable methodological gaps. 
One gap that is the focus of this paper is the limited attention paid to measuring and 
reporting eco-efficiency for government policy makers. A notable exception is the work 
being done in Germany by the Wuppertal Institute (Bringezu 2004) and the German 
Federal Statistics office (Hoh et al. 2001). This gap is all the more surprising, given the 
recent interest in eco-efficiency by many government policy agencies and 
intergovernmental organisations (Organisation for Economic Co-operation and 
Development 1998). 
..... 
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It is often argued that policy makers have specific requirements of indicators. Boisevert 
et al. (1998, p.l 06-1 07) summarise policy makers' requirements into two broad needs: 
• Only a limited number of indicators should be used to convey the general state 
of the environment. Too many indicators can compromise the legibility of the 
information. 
• Information should be presented in a format tailored to decision making. This 
requires the construction of indicators that reduce the number of parameters 
needed to give a precise account of a situation. 
As a result of these specific requirements, many authors (for example Alfsen & Saebo 
1993; Heycox 1999; Luxem & Bryld 1997; Opschoor 2000) argue that aggregate 
indices that meet the needs of decision makers are needed. Unfortunately, few 
researchers have heeded this call, particularly in relation to eco-efficiency. 
This paper attempts to provide aggregate indicators for policy makers. Specifically, it 
aims to develop aggregate measures of eco-efficiency for use in national environmental 
policy. In doing so, the paper briefly canvases the issues surrounding aggregate indices 
in general. It then applies one aggregating method that has shown promise in other 
applications, principal components analysis (PCA), to New Zealand data to reveal 
trends in eco-efficiency between 1994/95 and 1997/98. 
Aggregate indices - brickbats and bouquets 
The relative strengths and weaknesses of aggregate indices are well documented (see for 
example Jollands, 2003). The main arguments can be summarised as follows. 
Proponents of aggregate indices argue that indices assist decision makers by: 
• reducing the clutter of too much information (Alfsen & Saebo 1993; Callens & 
Tyteca 1999; Heycox 1999). 
• helping to communicate information succinctly and making patterns in the data 
easier to see (Cleveland el al. 2000). 
formalising the aggregation process that is often done implicitly. 
Critics of aggregate indices offer equally persuasive arguments. They point out that 
• aggregate indices rely on potentially distorting assumptions (Lindsey el al. 
1997). 
it is difficult for aggregate indices to capture the necessary interrelationships 
within complex environment-economy systems (Gustavson et al. 1999). 
aggregation is often faced with the problem of adding together quantities 
measured in different units. This is particularly the case with the economy-
environment interface. In this context Martinez-Alier et. al. (1998) argue that it 
is inappropriate to shoehorn such disparate values into one cardinal set. 
The two contesting views regarding aggregate indices are not as starkly opposed as may 
first appear and are necessarily complementary. A high level of indicator aggregation is 
needed to intensify the awareness of economy-environment interaction problems. But, 
even given the advantages of aggregate indices, no single index can possibly answer all 
questions. 
On balance, the most appropriate approach appears to be to use a judicious mix of 
detailed and aggregated indices, and to treat aggregate indices with particular care. 
Approaches to developing aggregate indices 
Given that aggregate indices do have a role to play, how can aggregate eco-efficiency 
indices be developed for New Zealand? Previous work by Jollands (2003) proposed a 
framework for developing aggregate indices. One of the most challenging and 
contentious steps in developing aggregate eco-efficiency indices is the setting of 
weightings needed for commensurating the various aspects of eco-efficiency (such as 
water use and energy use) that are measured in different units. Possible weighting 
schemes range from direct monetization, public opinion polls and cost of distance to 
target, to ecological pricing and statistical methods (Jesinghaus 1997). 
Considerable debate exists about which weighting scheme to use. This paper 
investigates the use of a multi-variate statistical weighting approach, principal 
components analysis (PCA). PCA has received little attention in aggregate indicator 
literature in general and eco-efficiency literature specifically (with the notable exception 
of the work by Yu et al. (1998)). 
The use of PCA offers several advantages. First, PCA is a useful alternative to the more 
"subjective" weighting systems like public opinion polls. PCA weights data by 
combining original variables into linear combinations that explain as much variation as 
possible. In this way, PCA provides a relatively "objective" approach to setting weights 
that is dictated by the data rather than the analyst. In effect, it "lets the data speak". 
Second, PCA is a useful tool for improving the "efficiency" of indicators (Callens & 
Tyteca 1999). A unique advantage of PCA is that it reports the amount of variance in 
the data that is explained by the resulting aggregate indices . 
Finally, PCA is designed to reduce the dimensionality of data sets. However, PCA is not 
a panacea (Vega et al. 1998). In particular, PCA is limited to ex post analysis. It is not 
an appropriate tool for prospective investigations. Nevertheless, given the strengths of 
PCA, it would appear that the use of PCA could provide fertile ground for an inquiry 
into developing aggregate measures of eco-efficiency. 
Method -a brief description of peA 
Principal components analysis reduces a number of variables to a few indices (called the 
principal components) that are linear combinations of the original variables (Heycox 
1999 p.211; Manly 1994 p.l2; Sharma 1996; Yu et al. 1998). PCA provides an objective 
way of' aggregating' indicators so that variation in the data can be accounted for as concisely as 
possible. 
PCA takes p variables I':f, 62, ... , I': p and finds linear combinations of these to produce 
principal components Z/, Z2, ... Zp (Manly 1994 p.78). Principal components are 
established by linear transformations of the observed variables (6 J under two conditions 
(Marcoulides & Hershberger 1997). The first condition is that the first principal 
component accounts for the maximum amount of variance possible, the second 
component that greatest amount of remaining variance, and so on. The second 
condition is that all final components are uncorrelated with each another. This lack of 
correlation is useful because it means that the indices are measuring different 
'dimensions' in the data. 
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The process for conducting PCA is well documented in multivariate statistics literature, 
(see for example (Manly 1994; Sharma 1996). In general, there are seven standard steps 
in a principal components analysis: construct a data matrix, standardise variables, 
calculate the covariance (C) matrix', find eigenvalues and eigenvectors, select principal 
components, interpret the results and calculate scores. 
Data used for peA analysis 
This study uses PCA to aggregate 14 eco-efficiency indicators for New Zealand (Table 
I). These indicators were drawn from a matrix of 131 eco-efficiency indicators 
(measured as ecosystem service/dollar value added2) for 2 years by the 46 sectors ofthe 
New Zealand economy (see Table 1), calculated in earlier work by 10llands (2003). The 
base data used in this analysis were derived from the EcoLink database (McDonald & 
Patterson 1999). This database is in tum derived from Local Authority resources 
consent information (for point source discharge and extraction) and Statistics New 
Zealand. The eco-efficiency indicators were calculated by 10llands (2003) using an 
augmented inverse Leontief matrix (Hite & Laurent 1971). Consequently, these 
indicators measure total economy wide eco-efficiency. Regarding the pooling of the 2 
years data, although the two years are not totally independent, it admissible to pool the 
data because this analysis does not involve significant testing. Further, pooling the data 
allows us to trace score changes from one year to the next using the same component 
structure. 
Table 1: List of sectors of the New Zealand economy used in this analysis 
Sector Sector name NZSIC codes 
number 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
Mixed livestock 
Dairy farming 
Horticulture 
Services to Agriculture 
All other farming 
Fishing and Hunting 
Forestry & Logging 
Oil and Gas Exploration 
Other mining 
Meat Products 
Dairy Products 
Manufacture of other food 
Beverage Manufacture 
Textile Manufacture 
Wood & Wood Products 
Paper products 
Printing & Publishing 
Other Chemicals 
Basic Chemicals 
Non-metallic Minerals 
11120, 11130, 11140 
11110 
11150,11170,11190 
112000 
11160 
13000 
12000 
22000 
29000,23000,21000 
31110 
311120 
31100,31200,31100 
31300, 31400 
32000 
33000 
34100 
34200,83402 
35200,35500,35600 
35100,35300,35400 
36000 
, This is a correlation matrix if variables have been standardised (Yu et.al. 1998) 
, Strictly speaking the eeo efficiency used here is the reciprocal of efficiency and sometimes referred to as 
'intensity' (Patterson 1996). Consequently, some people refer to these measures as 'eeo-intensities'. 
21 Basic Metal Industries 37000 
22 Fabricated Metals 38100 
23 Equipment Manufacture 38200-38500 
24 Transport Equipment 38400 
25 Other Manufacturing 39000 
28 Waterworks 41030,42000 
29 Construction 53000 
30 Trade 61000-62000 
31 Accommodation 63000 
32 Road transport 71120-71150 
33 Services to Transport 71160-71190 
34 Water Transport 71200 
35 Air Transport 71300 
36 Communications 72000 
37 Finance 81100-81200 
38 Finance services 81491-82300 excl81200 
39 Insurance 81200 
40 Real Estate 83100 
41 Business Services 83200 
42 Dwelling ownership 83122 
43 Education 93100-93200 
44 Community Services 93300-93400 
45 Recreation Services 93900-94900 
46 Personal Services 95000, 93500, 92030, 92011, 92012, 
92020 
47 Central Government 91010 
48 Local Government 91020 
The 14 indicators chosen for inclusion in the analysis are shown in table 2. 
Table 2: Variables used in principal components analysis3 
Variable Code Unit 
Total water inputs " m'/$ (sum of ground and surface water takes) 
Land " ha/$ 
Energy " Emjoules/$' 
Minerals e4 Tonne/$ 
Water discharge " m'/$ (sum of discharge to land and water) 
Water pollutant - Total ammonia '6 m'/$ (sum of discharge to land and water) 
Water pollutant - Total Biological Oxygen Demand., m'/$ (sum of discharge to land and water) 
(BOD,) 
Water pollutant - Total Dissolved Reative £g 
Phosphorous (DRP) 
Water pollutant - Total Nitrate 
Water pollutant - Total Kjeldahl nitrogen (TKN) 
Water pollutant - Total Phosporous (TP) 
Carbon dioxide (CO,) emissions (energy related) 
Methane (CR.) emissions (energy related) 
Nitrous Oxide (!'lO,) el11issions (elIergy related) 
<, 
<" 
<II 
<" 
<" 
<" 
m'/$ (sum of discharge to land and water) 
m'/$ (sum of discharge to land and water) 
m'/$ (sum of discharge to land and water) 
m'/$ (sum of discharge to land and water) 
Tonne/$ 
Tonne/$ 
Tonnei$ 
, Note that total water inputs, water discharges and water pollutants refer to point source quantities only. 
, Energy total adjusted for energy quality (see Patterson 1993). 
.... 
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In selecting the 14 variables for inclusion in the analysis, we considered two issues. 
First, we considered the need for comprehensiveness and cross- representative ness 
against data availability, data quality and policy interest. Second, we considered the 
information value of the PCA. Clearly, including unequal numbers of variables (for e.g. 
including 6 water pollutant variables) for different media is likely to weight the 
principal component order in favour of those media with more variables. However, 
there are two compelling reasons for our approach. First the PCA gave very similar 
results regardless of whether equal numbers of variables were used or not. That is, the 
different analyses revealed similar principal component structures - the only difference 
being the component order. This change in order is not a significant issue, since it is the 
list of principal components (princs) that is useful rather than the ranking. The second 
reason for including an unequal number of variables for each environmental media is 
because of the information value of the results. Including all water pollutant variables in 
the analysis revealed an interesting relationship that would have been overlooked had 
arbitrarily a single 'representative' water quality variable been arbitrarily selected (see 
the discussion of 'prin 4' below). 
For each of the 14 variables, there were 92 observations (46 sectors by 2 years), which 
greatly exceeds the 3 to 1 ratio regarded as the minimum requirement in PCA to provide 
a stable solution (Grossman et al. 1991; Yu et al. 1998). Table 3 gives the mean value, 
standard deviation maximum and minimum for each of the 14 variables. The 
covariance matrix of the 14 variables was calculated from standardised data and, 
therefore, coincides with the correlation matrix (also shown in Table 3). Some clear 
eco-efficiency relationships can readily be inferred: for example there were high 
positive correlations (underlined values) between water discharges and minerals 
(r=0.89); the various water pollutants (r= 0.68 to 1.0); and energy and air emissions (r = 
0.71 to 0.97) . 
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Five principal components retained 
Several tests are available for determining how many principal components (PCs) to 
retain. Cartel's Scree plot of eigenvalues, the lollife-amended Kaiser eigenvalue 
criterion and an examination of the proportion of variance accounted for by the 
principal components suggests retaining five PCs (which account for around 87% of the 
variation) (Table 3). Note that the order in which the principal components are listed in 
Table 3 reflects the order in which they are derived from the PCA. It does not 
necessarily reflect their relative importance in characterising eco-efficiency. 
The five principal components 
The first principal component (Prin I) accounts for 33.4% of the total variation in the 
data (Table 3). Algebraically, Prinl is shown as: 
Prin1 =0. 048e,+0. 0518r O. 11583+0.01684+0. 19585+0.40086+ Equation 1 
0.45087+0. 442s8+O. 088e9+0. 4438,o+0.389s,r 
O.l14s,r O. o 73su-0. J07814 
Where €! to €14 are the original eco-efficiency indicators used in the analysis. 
Table 5 and the equation above show that Prinl has high positive coefficients (weights) 
on ammonia water pollution (0.400), biological oxygen demand (BODs) (0.405), 
dissolved reactive phosphorous (DRP) (0.442), total kjeldahl nitrogen (TKN) (0.443) 
and total phosphorous (TP) (0.389); i.e., on all water pollutant indicators except 
nitrates5• Prin I can be called water-pollutant intensity, with higher Prin 1 scores 
indicating higher water pollutant intensity (m3/$). The prominence of water pollutants 
in this analysis is interesting, since the issue of greatest concern to New Zealanders is 
the pollution of New Zealand's freshwater resources (Ministry for the Environment 
2001). 
The second principal component, Prin2, accounts for a further 24% of the total variation 
in the data, and has high positive weights on energy (0.519) and air emission indicators 
(0.508, 0.412, 0.499 for C02, CH4 and N02 respectively). Prin2 can be interpreted as 
energy and energy-related air emission intensity, with higher scores indicating higher 
energy and energy-related air emission intensities. 
Prin3 accounts for a further 13% of the total variation. Compared to the first two 
principal components, the interpretation of Prin3 is less intuitive. It has large positive 
coefficients on mineral-input (0.694) and water-discharge (0.629) intensities. Other 
mining is a significant source of point-source water discharge in New Zealand. The 
dominance of the other mining (which includes iron sand mining) sector's water 
discharge intensity helps to explain the prominence of water discharge in Prin3. Given 
that mineral inputs 'drive' this principal component, this component could be 
5 This appears to be because point source nitrate levels are closely linked to the meal products sector, 
which has a significant level of 'embodied' land. Therefore, the PCA analysis traces land and nitrate 
pollutants in a separate principal component. 
interpreted as 'material intensity,' with higher scores indicating greater mineral-input 
and water discharge intensities. Interestingly the negative coefficients on II of the 14 
variables are likely to have a dampening effect on this component's scores. 
The fourth principal component, Prin4, accounts for a further 9.5% of the total 
variation. Prin4 is highly participated by land intensity (0.639) and water pollutant 
(nitrate) (0.648). This is an interesting result, and one that could have been overlooked, 
had not all water pollutant variables been included in the analysis. The link between 
land and nitrate intensities is expected, and an analysis of the meat products sector helps 
to explain this link. The meat products sector is a significant source of point-source 
discharge of nitrates and accounts for approximately 96% of measured point-source 
nitrate discharges. Furthermore, this sector's total land intensity (ha/$) is second only to 
that of mixed livestock. That is, meat product outputs contain significant 'embodied' 
land. Given that the nitrates measured in this analysis derive from land, Prin4 can be 
interpreted to represent land intensities, with higher scores meaning higher land 
intensities. 
The fifth principal component, Prin5, accounts for 7% of the total variation. Prin5 is 
dominated by water inputs6, making interpretation of this component straightforward. 
Prin5 can be interpreted as water-input intensity, with higher scores meaning higher 
water-input intensities. 
These five principal components are useful for decision makers. Not only do they 
summarise 92 x 14 points of data, but also they represent the most important dimensions 
of eco-efficiency from an explained variance point of view, given the available data (the 
components explain almost 90% of the variation in all 14 variables). The five principal 
components also meet a priori expectations, in that they summarise the important 
energy and material flows through the economy that are covered in the analysis. Note, 
however, that data constraints mean that many environmental media are not covered in 
this analysis (for example, non-point source emissions). A fruitful area of future 
research would be to expand the PCA to cover a broader data set. 
Aggregate scores for New Zealand 
Individual sector scores for each principal component can be calculated by solving the 
principal component equations (such as Equation 1). The sector scores can be used to 
calculate overall scores for New Zealand for each principal component for each year7. 
The overall scores are measured in units of Prini per $ of value added and are shown in 
Table 6 and Figure 1. 
6 To both water 'suppliers' and water 'consumers' (see below). 
7 The process of calculating the overall scores is as follows. First, sectoral scores are multiplied by final 
demand ($). These are summed and then divided by total New Zealand GDP to get a total score of Prini 
per unit of value added. 
.... 
~ 
Table 6: Overall principal component scores for New Zealand, (Prini /$), 1994/95 vs. 
1997/98 
Prin 1- Water Prin2 - Energy Prin3 - Material Prin4 - Land PrinS - Water 
pollutant and air intensity intensity input intensity 
intensity 
1994/95 0.432 
1997/98 0.467 
Change from 8% 
1994/95 to 
1997/98 
emissions 
1.443 
1.629 
13% 
-0.200 
-0.230 
-15% 
0.462 
0.518 
12% 
-0.027 
-0.034 
-24% 
2.0r'--------------------------------, 
13% 
I.S +-1--------
J.oj--------j 
i 
0.' 
0.0 
.0.,L-__ 
PrinJ_Waterpollutant Prin2.Energy and air 
intensity emissions 
-15% 
Prin3-Materiaiinfensity Prin4-Landintcnsity 
·24% 
PrinS-Waterinput 
inlensily 
Figure 1: Total principal component scores for New Zealand (and percentage changes), 
(Prini /$),1994/95 vs. 1997/98 
The overall scores indicate that over the period investigated (1994/95 to 1997/98), New 
Zealand's overall eco-efficiency improved (i.e. the relative score decreased) for two out 
of the five principal components (material intensity (prin3) and water input (PrinS». 
Over that period, New Zealand became less material intensive (the score decreased by 
about 15%) and less water input intensive (by about 24%). 
The ability of PCA to provide decision makers with top-level indices over time is an 
important strength. Not only do these indices aid decision makers by providing a 
reduced number of indices, these PCA-estimated indices combine more information 
than any single original variable. 
The results from the PCA can also be used to provide insights into the eco-efficiency 
and relative impacts of individual sectors in the economy. The following sections look 
at the principal component scores for each sector and also examine each component in 
more detail. 
Sector eco-efficiency scores 
Sectors showing poor eco-efficiency in multiple dimensions 
PCA can help identifY those sectors demonstrating poor eco-efficiency across most or 
all of the five important dimensions. For example, one sector has relatively high scoress 
across all five principal components (water works). This result appearsc(}unter intuitive 
since one would not expect the water works sector to have high material intensity. 
However, prin 3 (material intensity) also has a high coefficient on water discharge 
(volume)_ Since this sector processes and filters water for most other sectors, it is 
reasonable to expect a high score for this sector on water discharge (and therefore a high 
Prin 3 score). One sector has high scores on four principal components (other mining, 
which has high scores on all components except water input (PrinS». In addition, four 
sectors show high scores on three principal components (prinl, 2 and 4) simultaneously 
(other farming, dairy farming, meat products and dairy products). The component 
scores for these sectors are shown in Figure 2. 
10 r--;;:;====:::::;:;:::::::::;----=~----! !.Dairyfarming(1997/98) rnm 
\£' 
l4 I 111111 t':1 ['*1 
I J2 
.21 -----------'='-----------
-4 1 --.I 
Prinl- water pollutant Prin2 - energy and air Prin3 - material intensity Prin4 • land intensity 
intensity emissions intensity 
PrinS . water use 
intensity 
Figure 2: Diagram showing sectors with high scores' on three or more principal 
components 
The high scores on these sectors indicate relatively 'poor' performance on an ecosystem 
service/dollar perspective. This analysis is useful, because it helps to identifY those 
sectors that are relatively eco-intensive on several fronts. Consequently, these sectors 
may require broader policy attention than just a focus on one of the dimensions, as is the 
trend in New Zealand. (For example, the Energy Efficiency and Conservation Authority 
in New Zealand just focus on energy effiCiency, whereas for the sectors mentioned in 
this section, the focus needs to be broadened to overall eco-efficiency.) 
8 Defined in this instance as being 'greater than one.' 
9 Adjusted to remove the zero-mean standardisation. 
.... 
(H 
... 
Further insights into New Zealand's eco-efficiency are possible from an analysis of each 
principal component in turn. 
Prinl - water-pollutant intensity 
Prinl by definition explains the greatest amount of variation in the eco-efficiency 
indicator data of all the principal components. It is interesting to note that the pollution 
of New Zealand's freshwater resources is an issue of concern to New Zealanders 
(Ministry for the Environment 2001), giving this principal component added interest. 
The overall score for Prin 1 increased slightly (by 8%) over the analysis period, 
suggesting that New Zealand as a whole is increasing the amount of water pollution 
discharged per dollar of output (see Table 6 and Figure 1). This result is consistent with 
findings in New Zealand's State of the Environment report (Ministry for the 
Environment, 1997) that documents the increasing pressure on New Zealand's water 
ways over this period. 
The personal services sector has the highest score on PrinllO. This sector is plotted 
against other relatively high Prin 1 sector scores for 1997/98 in Figure 3. 
The Prinl scores for the personal services sector declined by 8% between 1994/95 to 
1997/98, probably as a result of standard management practice to continually improve 
plant efficiency through capital replacement. 
16T'-----------------------------------------------------------, 
.~ --. . 1~ :;;- :;;- H H !!'~ ~ ~ ~ ~~ :~ ~ ~~ I ,,~ ~; .8: ::. '03~ 6::' ,,!!! 
" " 
8-
Figure 3: Sector scores on Prinl (water pollutant intensity) for the most water-pollutant 
intensive sectors in New Zealand (1997/98) 
Other sectors warranting attention from a Prin1 (water pollutant) perspective are all 
other farming, dairy farming, meat products, water works, and other mining (Figure 3). 
10 The reason for this is the inclusion in the personal services sector of the 'sewerage and urban drainage' 
(NZSIC 92012) sector. 
Prin 1 scores for these sectors tended to increase, in line with trends in the underlying 
variables. Of particular note is the more than doubling of the all other farming sector's 
score. This shows a similar trend to this sector's original water-pollutant indicators, and 
because of the way the eco-efficiency indicators are calculated, this increase reflects the 
increased water pollutant intensities in those sectors with strong links to the all other 
farming sector: basic chemicals and trade. 
This analysis is useful for policy and monitoring purposes in New Zealand. It suggests 
that monitoring of Prinl (water pollutants) should focus on several sectors: personal 
services, all other farming (and associated sectors), dairy farming, meat products, water 
works and other mining. 
Prin2 - energy and energy-related air emission intensity 
Energy use and energy-related air emissions (C02, NH4 and N02) are the focus of 
considerable policy attention at present. The presence of Prin2 in this analysis means 
that PCA can be used to add further weight to claims that this policy attention is well 
directed. 
Those sectors scoring the highest on Prin2 are the usual energy-intensive suspects: road 
transport, basic metal industries and paper manufacturing. A plot of the scores for 
these sectors and other relatively high 'Prin2' scoring sectors is shown in Figure 4. 
~6 
" ,5 S i 4 
! 3 
ig ~.~ ~ h ~.g§ ~~ Jl.s:::. ~-
~'" 'j~ e~ ~~ ~c 
K" ~ ~ ~ ~ '§ 
x 
g :;;- ., ~c;;-]" ~ H ]~ " ~~ ~~ ~ ~~ ~; j" .~; 
Sector (year) 
Figure 4: Highest sector scores on Prin2 - energy and energy-related air emission intensity 
(1997/98) 
The total Prin2 score from 1994195 to 1997/98 increased by 13%. Changes in the scores 
of the energy-intensive sectors (see Figure 4) over the analysis period followed a similar 
trend to that identified by an analysis carried out by New Zealand's Energy Efficiency 
and Conservation Authority (EECA) (2000). 
It is encouraging to see that EECA, the agency responsible for monitoring energy 
efficiency in New Zealand, is focusing on these energy-intensive sectors (see for 
example Energy Efficiency and Conservation Authority 1995). 
.... 
~ 
Prin3 - material intensity 
This PCA has helped to highlight the important role of mineral inputs in the New 
Zealand economy. Specifically, there are important links between the other mining 
sector and non-metallic minerals and basic metal industries. 
The other mining, waterworksll and non-metallic minerals sectors had the highest Prin3 
scores. A plot of the score for these sectors and other relatively high Prin3 scoring 
sectors is shown in Figure 5. 
10,,----------------------------------------------------------------, 
§'B 
i 7 
J6 
~ S 
;f 
~ 4 
~J 
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Se<:tor(year) 
Figure 5: Highest sector scores on Prin3 - material intensity (1997/98) 
~ ; .'"' U 
Changes in these sectors' scores between 1994195 and 1997/98 confirm findings in 
other analyses (Jollands 2003). Prin3 is highly participated by water discharged 
indicators, so it is not surprising to find that waterworks scores relatively highly on 
Prin3. The waterworks sector showed a decline in its Prin3 score (of around 20%). 
This follows a trend in the underlying indicators: water-discharge indicators declined by 
around 42 percent over the period. 
Prin4 -land intensity 
Land input is essential for all economic sectors. Furthermore, Prin4 is highly 
participated by nitrate pollutant. Nitrate pollution in waterways is of concern because 
nitrate is a significant source of eutrophication (McDonald & Patterson 1999). 
The sectors with the three highest Prin4 scores are the meat products, mixed livestock 
and other mining sectors. 
These sectors had increased Prin4 scores over the period, except meat products. The 
Prin4 score for the meat products sector decreased by 6%. This decrease follows a 
decrease in nitrate indicator of 4% and an increase in land intensity of 4%. The Prin4 
score for the mixed livestock sector increased over the period, suggesting that this sector 
II Because of the high water discharge component of this sector. 
is becoming more land and nitrate-pollutant intensive. Data produced by Statistics New 
Zealand confirms that land intensity has increased for the mixed livestock sector 
(Statistics New Zealand 2004). 
A useful feature of this PCA is its ability to highlight sectors warranting policy 
intervention. An analysis of sector scores suggests the two sectors warranting policy and 
monitoring attention are the mixed livestock and meat products sectors. These sectors 
are the most land and nitrate intensive, and the meat products sector in particular 
contributes a significant proportion of point-source nitrate pollutants. 
Prin5 - water input intensity 
This component is dominated by water inputs. Water is an essential ecosystem good 
and is required as an input (directly and indirectly) in all economics sectors. The highest 
scores on Prin5 were for the other mining and meat products sectors. 
The high water input intensity of the other mining sector is primarily due to the 
titanomagnetite mining operation at Waikato Heads. Water is used to assist the transport 
of about 82kt of ore per week via an 18km pipeline to a steel mill. The meat products 
sector also has one of the highest water input intensities. Water is used in this sector 
primarily in cleaning and rendering. Scores on these sectors show that the other mining 
sector's PrinS score increased (by 16%) while its water-input intensity increased by 
18%. In contrast, the meat products sector's PrinS score decreased. 
Conclusion 
Eco-efficiency has emerged as a management response to waste issues associated with 
current production processes. Eco-efficiency can be understood in terms of concept, or a 
ratio of useful output to environmental inputs. Despite the popularity of the term in both 
business and government circles, limited attention has been paid to measuring and 
reporting eco-efficiency to government policy makers. In particular, there is a need for 
aggregate measures of eco-efficiency to complement existing measures and help to 
highlight important patterns in eco-efficiency data. 
This study investigated eco-efficiency through principal components analysis (PCA), a 
statistical technique that has shown promise but has had little attention for analysing 
eco-efficiency indicators. Conducting PCA on an eco-efficiency indicator matrix of 
two-years data over the 46 sectors in New Zealand revealed several strengths of the 
technique. First, PCA identified five important dimensions of the eco-efficiency data 
from an explained variance point of view: water pollutant, energy and energy-related air 
emissions, materials, land, and water input intensities. In doing so, PCA is able to 
reduce redundancy in the eco-efficiency indicator profile while providing results that 
are consistent with the findings of the more detailed matrix. 
Second, PCA can provide the much sought-after 'aggregate' scores for each dimension 
(principal component). These scores supply condensed information for decision makers 
and provide an overall assessment of New Zealand's eco-efficiency trends. 
Third, PCA helps to identifY those sectors that are relatively 'eco-intensive! in several 
dimensions - thus providing a focus for policy and monitoring attention. These results 
are consistent with findings by other analyses conducted by the Ministry for the 
Environment, the Energy Efficiency and Conservation authority and Statistics New 
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Zealand. In particular, the PCA conducted here identified several sectors as meriting 
special attention. These are listed in Table 7. One of the advantages of the PCA 
approach is that it can identify these sectors in a more 'parsimonious' manner. 
Table 7: Sectors that merit special eco-efficiency policy focus in New Zealand by virtue of 
their relatively high principal component scores 
All Principal components (prinl-5) 
Across 4 Principal components 
(prinl,2,3,4) 
Across 3 Principal components 
(prinl.2,4) 
Prini - water pollutants intensity 
Prin2 - energy and energy.related 
air emissions intensity 
Prin3 - material intensity 
Prin4 -land intensity 
PrinS - water use intensity 
Focus sector Change in sector score from 
1994/95 to 1997/98 
Waterworks 
Other mining 
Other farming 
Dairy farming 
Meat products 
Dairy products 
Personal services Decrease 
Other farming Increase 
Meat products Decrease 
Other mining Increase 
Waterworks Increase 
Road transport Increase 
Basic metals Decrease 
Paper products Decrease 
Other mining Increase 
Waterworks Decrease 
Non~metallic minerals Increase 
Meat products Decrease 
Mixed livestock Increase 
Other mining Increase 
Other mining Increase 
Meat products Decrease 
The PCA approach used in this study can provide aggregate indices for eco-efficiency. 
However, it is important to remember that PCA is essentially a tool for ex post analysis . 
It is not an appropriate tool for ex ante analysis. Nevertheless, this type of analysis 
warrants further investigation as a legitimate aggregation approach. 
In conclusion, it is useful to draw on the pertinent message from Costanza (2000, 
p.342). "Even given [the 1 advantage of aggregate indicators, no single one can possibly 
answer all questions and multiple indicators will always be needed ... as will intelligent 
and informed use of the ones we have". This conclusion goes without saying. Thus, 
aggregate indices provide a necessary but not completely sufficient, contribution to the 
debate of eco-efficiency issues, as well as the policy responses to those issues. 
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Projecting Livestock Numbers l 
Rod Forbes and Peter Gardiner2 
Ministry of Agricnltnre and Forestry 
PO Box 2526 
Wellington 
ABSTRACT 
The Ministry of Agriculture and Forestry (MAF) undertakes forecasts and 
projections of livestock numbers as part of the twice yearly contribution to The 
Treasury's economic and fiscal updates. MAF's Pastoral Supply Response Model 
(PSRM) was recently re-developed and used for the first time in the Budget 
Economic and Fiscal Update round of2004. The PSRM projects annual inventory 
numbers as at 30 June, births and livestock numbers for slaughter. The paper 
discusses the PSRM, the post-model adjustments process, and the feed through to a 
simplistic assessment ofland use changes within pasture areas. 
Key words - Livestock numbers, forecasting, supply response 
1. INTRODUCTION 
The Ministry of Agriculture and Forestry (MAF) undertakes forecasts and 
projections of livestock numbers as part of the twice yearly contribution to The 
Treasury's economic and fiscal updates. The Treasury require from MAF projections 
of agricultural and forestry exports (quantities, prices and values) and the agriculture 
sector's contribution to GOP (for income tax derivation) over a three year outlook 
period. 
During the forecasting round a considerable amount of data is derived with 
projections currently out to 2012113. The data has a much wider use: to meet MAF's 
own needs, and to meet its obligations to international agencies such as the OECD 
and the FAO. We also provide longer term livestock number projections to derive 
Greenhouse Gas emissions as part of New Zealand's obligation to report annually on 
emissions and sinks to the United Nations Convention on Climate Change. 
Following each forecasting round MAF publishes Situation and Outlook for New 
Zealand Agriculture and Forestry in December and an update in May. 
Underpinning forecasting activities are: 
• the monitoring of prices, production and trade of key products and associated 
issues in the agricultural, horticultural and forestry industries, and 
• the maintenance and development of models used in forecasting. 
In projecting prices to New Zealand producers we endeavour to base these on 
forecasting frameworks using representative international markets. In some cases, 
I The views expressed in this paper are those ofthe authors and not necessarily those of the New 
Zealand Ministry of Agriculture and Forestry. 
2 Peter Gardiner is Manager Applied Primary Sector Statistics (previously with the NZIER) and Rod 
Forbes is a Senior Policy Analyst with the main responsibility for coordinating forecasting activities. 
FOB is the only international price proxy available. International price trends are 
adjusted by exchange rate assumptions provided by The Treasury. The forecasts of 
producer prices are then used to derive supply responses. 
Key supply responses are for the various livestock industries - dairy cattle, beef 
cattle sheep and deer - and these are projected in a pastoral supply response model 
(PSRM), which was re-developed in 2003 and used for the first time in the recent 
Budget Economic and Fiscal Update round. 
2. BACKGROUND TO THE PSRM 
2.1 Model History 
Laing and Zwart (1981) at Lincoln University originally developed the PSRM. The 
PSRM describes the structure of sheep, beef cattle and dairy cattle production in 
New Zealand. This econometric model was based on a theory of investment where a 
farmer is assumed to manage a portfolio of on-farm investments. Farm income, 
expenditure and capital investment were key components oftheir model. It was 
substantially reviewed by Laing (1982) and by Laing and Zwart (1983). A further 
revision was undertaken by Grundy et al (1988). 
The PSRM was substantially redeveloped in MAF (SriRamaratnam and Reynolds, 
1990) where the farm income, expenditure and capital investment aspects of the 
original model were de-emphasised. Instead a more pragmatic econometric approach 
was developed to provide forecasts of sheep, beef cattle and dairy cattle inventory 
and product supply. 
A deer forecasting model was developed later using a combination of a spreadsheet 
based deer popUlation model and econometric model which had an international 
trade emphasis (Pearse, SriRamaratnam and Dake, 1994). 
A number of studies have subsequently been undertaken to investigate other 
modelling paradigms for improving the PSRM. Some examples are: 
• Narayan, Dake and SriRamaratnam (1993) focused capital investment in the 
dairy farming, 
• SriRamaratnam, Forbes, Narayan and Wallace (1995) explored the income, 
expenditure and investment aspects, 
• Forbes and SriRamaratnam (1995) explored the impact of forestry on pastoral 
land. 
In recent years, the PSRM has been reviewed extensively by econometric modellers 
in AgResearch (Dake and Vetharanian, 2000, and Dake, 2001). They reviewed the 
performance of equations in the PSRM (including the Deer model) and made 
suggestions for model reformulation. One recommendation was that an investment 
approach should be pursued, and a variable coefficient model using a Kalman Filter 
could be developed. Preliminary Kalman Filter models of the main livestock 
categories of sheep, beef cattle and dairy cattle were subsequently experimented 
with. 
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The PSRM was originally developed in the TSP econometric package with Microsoft 
Excel used as the data input and output interface. Some iterations of the PSRM over 
the forecast period are required to adjust dairy cows and dairy calf reared for beef 
production. A separate forecast of dairy cows in calf or in milk is undertaken to take 
into account factors not included in the specific PSRM equation. Some attempt has 
been made to include the impact of deer and forestry expansion on sheep numbers 
within the PSRM. The beef cattle aspects of the model have never performed very 
well. The results of the PSRM are adjusted in a spreadsheet, and in particular to 
ensure that the total livestock numbers, expressed in stock units do not exceed 
realistic pastoral capacity for New Zealand. 
The task of forecasting has been made more difficult since 1997 because there has 
only been one national agriculture survey in 1999 since 1996. Livestock numbers in 
1997, 1998,2000, and 2001 are all estimates. A census as at June 2002 is the first of 
ongoing funding commitment for five yearly censuses with surveys in intervening 
years. Livestock numbers and land use data will be collected each year in future. 
In early 2003, funding was made available for several model developments, the first 
priority being the re-development of the PSRM. The latter was put out to tender and 
the New Zealand Institute of Economic Research (NZIER) was the successful bidder. 
2.2 Model Re-Developmentl 
The broad objectives of the PSRM redevelopment project included: 
• Improving forecast accuracy 
• Reducing model complexity 
• Including the impact offorestry (which has been a substitute land use on 
sheep and beef farming farms over the past two decades) 
• Including deer industry. 
The fundamental obligation of the redevelopment was to maintain the structures and 
assumption of the original model. Price and weather variables were to remain 
exogenous, and behavioural equations were to be based on similar fundamental 
explanatory factors and data (see Appendix A). 
Despite these obligations, several advances have been made in the redevelopment 
process. The PSRM has been re-estimated in software, which has enhanced the 
models usability and general understanding of model dynamics. This software is 
EViews and replaces TSP which was used in the earlier PSRM. The PSRM has been 
reduced to a national livestock reconciliation model, which has improved 
transparency of model linkages. The removal of production weight equations has 
reduced model complexity and the removal of livestock identities has enhanced 
overall model performance. Many of the structural equations have been re-estimated 
using new data, although fundamental biological structures have been maintained. In 
many equations ARMA modelling techniques have been included. 
, This section has been extracted from the NZIER's report. The report was prepared by Peter Gardiner 
(then) of the NZIER and Dr J.J. Su from Massey University, with consultations from Prof. Ralph 
Lattimore (then) of the NZIER and Prof. Allan Rae of Massey University. 
Specific achievements of the PSRM re-development include: 
• Separating bulls and steer forecasts in beef cattle industry. In the original 
model bulls and steers combined, and estimated in three age cohorts. Changes 
in the industry, and underlying data unreliability necessitated a change in 
modelling. This was a major advance. 
Reduce the structure of the sheep industry (previously over specified). 
Test forecast properties of additional weather variables of days of soil 
moisture deficit and air temperature (soil moisture deficit and air temperature 
at different times of the year influence livestock industries differently). 
Attempt to include forestry prices in key sheep and beef cattle equations (a 
competing land use). 
• Include the deer industry. 
Seasonal soil moisture deficit patterns showed no improvement over annual deficit 
data and seasonal and annual temperature data was found to be insignificant. Forestry 
prices were also found to be insignificant for sheep and beef inventory equations. 
Female breeding livestock equations are presented in Appendices B. 
2.3 Sheep Industry Module 
In the original PSRM the structure of the sheep industry was over specified with 
surplus equations and identities. The key features of the re-development included: 
simplifying the structure and linking lambs born, slaughtered and total wool 
production equations to the breading stock forecasts. The latter anchors forecast 
variables to breeding livestock forecasts, and have enhanced forecasting 
performance. Figure I illustrates the PSRM representation of the sheep industry. 
Figure I: Sheep industry 
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2.4 Dairy Cattle Industry Module 
Despite significant changes in the dairy industry over recent years, the structure of 
dairy production has remained relatively unaltered. Figure 2 illustrates the PSRM 
representation of the dairy cattle industry with linkages to the beef cattle industry. 
Almost all bull beef now originates from the dairy herd. The dairy herd is also a 
major source of heifer and cows slaughtered. 
Figure 2: Dairy cattle industry (including linkages to the beef cattle industry) 
Dairy sector Beef sector 
2.5 Beef Cattle Industry Module 
The beef cattle industry module underwent the largest change during the PSRM 
redevelopment. All individual livestock and slaughtering equation were improved 
and updated with new data. Fundamental changes were made to male livestock and 
slaughtering estimation. New data on non-breeding bull livestock numbers have been 
incorporated into the beef cattle industry module and changes to the structure of the 
industry have been made. 
In the original PSRM steer and bull livestock and slaughtering numbers were 
estimated in combination by age cohorts. But changes in farming practise since the 
1980 has altered both steer and bull livestock linkages such that bull and steer 
livestock numbers are derived from different sources. Almost all bull beef is derived 
from the dairy herd, thus the number of dairy cows and heifers in calf each year are 
significant factors in determining bull beef live stock numbers. Similarly, steer 
livestock numbers are almost exclusively derived from the beef herd, where beef 
cows and heifer numbers are key drivers. 
Figure 3: Beef cattle industry (including linkages from the dairy cattle industry) 
From dairy 
sector 
2.6 Deer Industry Module 
Beef sector 
The deer industry is a new addition to the PSRM. The modelling structure of the deer 
industry is similar to the sheep and cattle industries in that the female livestock 
estimates and forecasts are the key driver of all livestock and production equations, 
either directly or indirectly. The number of total hinds is determined by real velvet, 
venison, and milksolids prices and the weather (days in soil moisture deficit). Figure 
4 illustrates the PSRM representation of the deer industry. 
Figure 4: Deer industry 
3. MODELLING CONSIDERATIONS 
Throughout the PSRM, the least squares method - either linear or non-linear - is 
used. Given the price-taker assumption, the PSRM does not contain feedback 
mechanism across equations. Therefore, the least squares estimation is consistent and 
asymptotically efficient. 
While the various modules have been explained separately, they are solved 
simultaneously in EViews because bf links between some equations in different 
modules. 
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There are two important features in the redeveloped PSRM. The first factor looks at 
the formulation of key breeding livestock equations within each sector. Typically 
these equations include lagged dependent terms, and are generally referred to as 
distributed-lag models. The presence of lagged dependent variables in these breeding 
livestock equations imposes some constraints that need to be considered in more 
detail. The second issue that we address is the inclusion of auto-regressive and 
moving average terms. 
3.1 Modelling Breeding Livestock 
Nerlove (1958) developed an agricultural supply response system using an 
autoregressive model formulation. The underlying theoretical model that Nerlove 
considered was based on an accelerator model, which assumes that there is an 
optimal amount of capital stock needed to produce a given output under a given level 
of technology. In an agricultural sense, capital stock is breeding livestock. It was 
assumed that the optimal level of breeding livestock y* t is a linear function of X: 
Y', =/3! +/32X, +U, 
However, the optimal level of capital stock is not directly observable, so Nerlove 
conceptualised what is known as the partial adjustment, or stock adjustment 
hypothesis: 
Y, -Y,.! =S(Y', -Y,.!) 
Where is is known as the coefficient of adjustment, and importantly 0< is <I. The left 
hand side of the above model (Y, - Yt.! ) is none other than investment (at t), which 
is some fraction is of the optimal change in investment (y*, - Yt.!) in that period. If is 
= I, then the actual stock of capital is equal to the desired stock of capital. On the 
other hand, if is = 0, then actual stock (in t) is the same as the previous quarter. 
Typically, is lies between I and 0 since the adjustment to the desired level of 
breeding stock is likely to be incomplete because of rigidities or constraints in the 
system. The following table presents the coefficient of adjustment for each of the 
breeding stock models in each industry. 
Table I: Coefficient of adjustment 
Variable KE KCHPB KCHMD KTDH 
Coeff. Of 0.9697 0.9276 0.8041 0.9126 
adjmt 
t-statistic 19.3 13.7 10.8 20.6 
Model R2 0.9954 0.9281 0.9899 0.9896 
Est. period 1982-2002 1973-2002 1973-2002 1985-2002 
Table I shows the importance of the lagged dependent variable in the key breeding 
female equations - mated ewes and ewe hoggets (KE), mated beef cows and heifers 
(KCHPB), dairy cows and heifers in calfi'in milk, and total hinds (KTDH). It also 
suggests that mated ewes and ewe hoggets are very near optimal levels. In fact, if 
estimated over the entire data series available (1961 - 2002), the coefficient of 
adjustment is is greater than 1, and in violation of the underlying equation 
specification. 
The reason for this is in part due to non-price farming subsidies that were granted to 
sheep farmers during the late 1970s and early 1980s. These non-price subsidies 
created financial incentives for farmers to increase sheep numbers to levels that were 
greater than real price increases would indicate. In order to correct for this various 
non-price subsidy measures were added to the equation. But this in itself was not 
enough to reduce the coefficient below one. To remedy the problem a truncated time 
period was used. 
3.2 Auto-Regressive and Moving Average Terms 
In this redevelopment, the fundamental biological and investment structure of the 
original PSRM is mostly maintained as it accounts for the essential dynamic of 
pastoral supply. The modelling strategy goes as follows. Once the fundamental 
structure is set, the model is modified with a suitable autoregressive and moving-
average (ARMA) feature to capture the extra dynamic. Basically, each behaviour 
equation in the PSRM is a special case of the following specification. 
cDp(L)y, =c+ I(X"f3) + 0,(L)8, 
• c is an intercept. 
• cD /L) = 1- tP,L - ... - tPpL' specifies the AR component in y while 
0,(L) = I-B,L- ... -B,L' specifies its MA component. 
• 8, is white noise with zero mean and constant variance (WN(O,a')). 
I(X"f3) is a function of a vector of exogenous variables (X,) with 13 the 
corresponding parameter vector. 
Remarks: 
• The model is the so-called ARMAX model which sees the usual ARMA 
model as a special case if I(X"13) is excluded. 
• I(X"f3) is assumed to be linear, that is, I(X, , 13) = L.~,f3;x" ifK exogenous 
variables are included. 
• X, may include time-trend (as a proxy for technological progress), weather 
condition and other current and lagged biological and market variables. The 
choice of exogenous variable is essentially based on the biological and 
market structure of pastoral supply. 
• The selection of p and q is basically depended on the Box-Jenkins modelling 
methodology. The white noise property of the error term is checked by the 
Ljung-Box test. 
The model is easily estimated by non linear least squares in EViews. 
3.3 Subsequent Modelling Work 
Since the completion of the contract a few equations have been re-specified. After 
the experience with the PSRM in the last forecasting round further refinements to 
both data and equations have become apparent, especially in the deer module. Deer 
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prices and supply responses have up to now, been projected in a separate model. A 
new deer price forecasting model is required and once completed the PSRM will 
handle deer supply responses. 
4. POST-MODEL ADJUSTMENTS 
The PSRM currently uses inventory data up to June 2002. After the PSRM was run 
for the last forecasting round, the projected livestock numbers were discussed with 
various MAF analysts. A number of post-model adjustments were carried out as 
follows: 
Increased dairy cattle and deer numbers with implications to sheep and beef 
cattle numbers 
Inclusion of Statistics New Zealand's provisional numbers as at June 2003 for 
sheep, beef cattle and deer 
• Exclusion of Statistics New Zealand's provisional numbers as at June 2003 
for dairy cows in milk/in calf which are considered to be too high 
• Allowance for stock unit losses to sheep and beef as new planted forestry area 
is projected increase at between 15,000 and 19,000 ha per year (well down on 
the new plantings of the 1990's) 
• Allowance for an estimated loss of 50,000 stock units4 per year as South 
Island farm leaseholds are taken into the DOC conservation estate. 
Finally, total stock units (including allowance for losses from forestry expansion) are 
assumed to remain constant at around 98.5 million over the outlook period. A 
downward adjustment to sheep numbers was required from 2008 onwards. In 
essence, this adjustment attempts to balance the aggregate feed demand and supply. 
Figure 5 reveals the pattern of adjustments by comparing the adjusted output with the 
EViews output. 
It is considered that the new policy of annual surveys and five-year censuses of 
agricultural production, together with increasing experience by Statistics New 
Zealand in conducting these, should help reduce the need for post-model 
adjustments. 
4 A stock unit is a measure used to compare the nutritional requirements of different pastoral 
livestock. The standard stock unit is based on one breeding ewe of 55 kg Iiveweight producing one 
lamb. 
Figure 5: livestock class comparisons post-model adjusted minus EViews output 
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The stock unit trends over the past and outlook periods are shown in Figure 6 below. 
Figure 6: Trends in stock units over time 
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5. LAND USE IMPLICATIONS 
Several years ago a simple framework to explore land use change was devised. Data 
from Statistics New Zealand's annual censuses and surveys up to 1996 was analysed 
to provide a more complete picture of grazing area (predominantly pasture) by dairy 
cattle, beef cattle, sheep and deer. There were no surveys in 1997, 1998,2000 and 
2001 and data from the 1999 survey and 2002 census have not as yet been 
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incorporated. Using the forecast trends in terms of stock units, grazing areas over 
time are approximated. Figure 7 shows the results along with the forestry areas. 
Figure 7: Trends in grazing and forestry areas 
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The total grazing area fell from 8.96 million ha at June 1990 to an estimated 8.30 
million ha June 2004 and forestry area went from 1.26 million ha to an estimatedl.84 
million ha over the same period. Increases in forestry area and dairy and deer grazing 
areas have been at the expense of declining sheep grazing areas. While dairy cattle 
numbers are expected to rise significantly over the outlook period, the carrying 
capacity is also increasing, leading to a more moderate increase in dairy grazing area. 
6. SUMMARY 
The concept of a PSRM has had a long history, with its use for forecasting in MAF 
starting in the early 1990s. Various attempts at improving the PSRM were made 
since then. The model was re-developed under contract with the NZIER in 2003 and 
used in the recent Budget forecasting round for the first time. While further work is 
still required, MAF is pleased with the outcome. Post-model adjustments are still 
likely to be necessary for factors not able to be adequately internalised into the 
model. The new policy of annual surveys and five-yearly censuses by Statistics New 
Zealand, together with further equation refinements, should help reduce the extent of 
post-model adjustments. 
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Appendix A: Data Series for the Majority of Variables 
Not all of the data series are listed below. Absent are some total values and variables 
that were tried but not used in the current model. In addition real price values are not 
listed. These are derived by dividing nominal prices by the relevant deflators. For 
example, the real price of lamb, RPLPP = PLIPPIS. 
Sheep Industry 
Mated ewes & ewe hoggets KE 
Total sheep KS 
Other sheep KOS 
Sheep stock units SSU 
Lambs marked LM 
Slaughtering of adult sheep 
Slaughtering of lambs 
Wool production 
Beef Cattle Industry 
Beef cows and heifers 
Beef heifers < I year 
Beef calves born 
Steers 2+ year 
Steers R2 year 
Steers RI year 
Non-brdg bulls 2+ years 
Non-brdg bulls R2 years 
Non-brdg bulls RI years 
Total beef cattle 
Beef cattle stock units 
Slaughtering of bulls 
Slaughtering of cows 
Slaughtering of heifers 
Slaughtering of steers 
Slaughtering of veal 
Dairy Cattle Industry 
Dairy cows and heifers 
Dairy bulls < 1 yr 
Dairy heifers <\ yr 
Total dairy cattle 
Dairy cattle stock units 
Dairy calves born 
Slaughtering of bobby calves 
SLAS 
SLL 
WOOL 
KCHPB 
KYHB 
CVWB 
KTS2UP 
KTSR2 
KTSRI 
KNB2UP 
KNBR2 
KNBRI 
TOT_BEEF 
BSU 
SLBULLS 
SLCT 
SLHT 
SLSTEERS 
SLY 
KCHMD 
KYBD 
KYHD 
TOT_DAIRY 
DSU 
CVBD 
SLCV 
Deer Industry 
Adult stags 
Breeding hinds 
Total hinds 
Total stags 
young hinds 
Young stags 
Total deer 
Deer stock units 
Velvet production 
Hind venison production 
Adult stag venison production 
Young stag venison production 
Exogenous variables 
KADS 
KBDH 
KTDH 
KTDS 
KYDH 
KYDS 
TOT_DEER 
DRSU 
QAVEL 
QHVEN 
QSVEN 
QYVEL 
Milksolids per kg PD 
Price of hind venison PHVEN 
Price of mutton PM 
Price of lamb PL 
Price of manufacturing beef PMB 
Price of prime beef PPB 
Beef industry price deflator PPIB 
Dairy industry price deflator PPIO 
Sheep industry price deflator PPIS 
Price of stag venison PSVEN 
Price of velvet PVEL 
Wool price PW 
Sheep - days in soil moisture deficit WS 
Beef - days in soil moisture deficit WB 
Dairy - days in soil moisture deficit WD 
Deer - days in soil moisture deficit WDR 
Fonterra share price dummy SHARE_DUMB 
.... 
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Appendix B: Female Breeding Livestock Equations 
Mated ewe and ewe hoggets 
Dependent Variable: KE 
Method: Least Squares 
Date: 11128/03 Time: 18: 11 
Sample: 19852002 
Included observations: 18 
Convergence achieved after 106 iterations 
Backcast: 1983 1984 
Variable 
C 
KE(-I) 
RPLPP 
RPDPP 
RPPBPP 
WS 
MA(2) 
Coefficient 
1022.573 
0.969671 
1970.363 
-1405.658 
-1234.816 
5.404476 
0.901822 
Std. Error 
2569.497 
0.050358 
915.1821 
514.3253 
969.9911 
8.810838 
0.110596 
t-Statistic 
0.397966 
19.25557 
2.152973 
-2.733013 
-1.273018 
0.613390 
8.154174 
R-squared 0.995402 Mean dependent var 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat 
0.992893 S.D. dependent var 
580.0897 Akaike info criterion 
3701544. Schwarz criterion 
-135.6459 F-statistic 
2.709525 Prob(F-statistic) 
Mated beef cows and hei fers 
Dependent Variable: KCHPB 
Method: Least Squares 
Date: 12/01/03 Time: 22:24 
Sample(adjusted): 19742002 
Included observations: 29 after adjusting endpoints 
Convergence achieved after 14 iterations 
Backcast: 1972 1973 
Variable 
C 
KCHPB(-I) 
RPPBPP(-I) 
RPDPP 
RPLPP 
WB 
MA(2) 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat 
Coefficient 
46.92849 
0.927626 
149.8310 
-14.57780 
-57.44346 
-0.999492 
0.009749 
0.928063 
0.908443 
87.49686 
168425.4 
-166.8200 
1.619314 
Std. Error 
177.1502 
0.067706 
58.30111 
96.59071 
66.52398 
1.325480 
0.301506 
t-Statistic 
0.264908 
13.70089 
2.569952 
-0.150923 
-0.863500 
-0.754060 
0.032335 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic) 
Prob. 
0.6983 
0.0000 
0.0544 
0.0195 
0.2293 
0.5521 
0.0000 
38197.95 
6881.127 
15.84954 
16.19580 
396.8486 
0.000000 
Prob. 
0.7935 
0.0000 
0.0175 
0.8814 
0.3972 
0.4588 
0.9745 
1629.804 
289.1659 
11.98759 
12.31763 
47.30351 
0.000000 
Dairy cows and heifers in calf/in milk 
Dependent Variable: KCHMD 
Method: Least Squares 
Date: 12/01/03 Time: 22:28 
Samp1e(adjusted): 19742002 
Included observations: 29 after adjusting endpoints 
Convergence achieved after 16 iterations 
Backcast: 1972 1973 
Variable 
C 
@TREND 
KCHMD(-I) 
RPDPP 
RPPBPP(-I) 
SHARE_DUMB 
MA(2) 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat 
Inverted MA Roots 
Total deer hinds 
Coefficient 
-178.4912 
14.09793 
0.804088 
200.5731 
23.07260 
18.79242 
-0.421303 
0.989895 
0.987139 
53.95010 
64033.48 
-152.7973 
2.177243 
.65 
Dependent Variable: LOG(KTDH) 
Method: Least Squares 
Date: 12/01103 Time: 22:52 
Sample: 1986 2002 
Included observations: 17 
Convergence achieved after 17 iterations 
Backcast: 1985 
Variable 
C 
LOG(KTDH(-I» 
LOG(RPHVEN(-I» 
LOG(RPVEL) 
LOG(RPPBPP(-I» 
MA(I) 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat 
Inverted MA Roots 
Coefficient 
0.572358 
0.912882 
0.230580 
0.084436 
-0.127974 
0.570173 
0.989581 
0.984845 
0.058013 
0.037021 
27.97876 
1.966978 
-.57 
Std. Error 
122.3223 
3.044940 
0.074173 
67.81798 
40.45451 
43.28931 
0.201140 
t-Statistic 
-1.459188 
4.629954 
10.84074 
2.957521 
0.570334 
0.434112 
-2.094574 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
. Schwarz criterion 
F-statistic 
Prob(F -statistic) 
-.65 
Std. Error 
0.308779 
0.044338 
0.086024 
0.047476 
0.087953 
0.250241 
t-Statistic 
1.853616 
20.58926 
2.680407 
1.778515 
-1.455035 
2.278498 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
F-statistic 
Prob(F -statistic) 
Prob. 
0.1586 
0.0001 
0.0000 
0.0073 
0.5742 
0.6684 
0.0479 
2760.472 
475.7290 
11.02050 
11.35054 
359.1954 
0.000000 
Prob. 
0.0908 
0.0000 
0.0214 
0.1029 
0.1736 
0.0437 
6.664147 
0.471245 
-2.585736 
-2.291661 
208.9513 
0.000000 
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Modelling the effects of climate change policy on the NZ livestock sector. 
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The link between trade and the environment has aroused considerable interest 
both in terms of the impact of trade liberalisation on the environment, and also 
the impact of environmental policy on production and trade. Of key 
environmental concern at present is global warming and greenhouse gas (GHG) 
emIssIons. Global attempts to limit GHG emissions will also impact on 
agricultural trade and producer returns, particularly in countries such as NZ, 
where relatively large proportions of GHG emissions originate from the 
agricultural sector. This study uses a partial equilibrium agricultural trade 
model, extended to include production systems and GHG emissions, to analyse 
the effects of GHG mitigation policies on agricultural production and trade. 
1. Introduction 
Agriculture is an important source of greenhouse gas (GHG) emissions, particularly methane 
(CR!), and nitrous oxide (N20). Therefore countries who have ratified the Kyoto Protocol 
and are consequently committed to reducing their GHG emissions, may be assessing methods 
of reducing emissions from the agricultural sector. For most developed countries however, 
agricultural emissions are a small proportion of their total emissions and this sector is 
therefore not a primary concern. New Zealand (NZ) is unusual amongst developed countries 
though, with more than half of its GHG emissions originating from agricultural processes, and 
the sector's emissions are as a consequence likely to be targeted in some form. For 
comparison, European Union (EU) agriculture contributes around 10 percent of EU total 
emissions (IPCC 2000). 
Complying with Kyoto Protocol requirements is likely to come at a cost for many sectors and 
agriculture is no exception. There is concern among participating countries regarding the 
effects of mitigation strategies on the economies concerned. The NZ agricultural sector 
contributes significantly to the economy, with land-based industries comprising around 70 
percent of the country's export earnings (MFAT 2002). The impact of mitigating agricultural 
GHG emissions on producer returns and trade in the agricultural sector is very important. 
The purpose of this paper is to illustrate the linking of natural and social science in this 
context through the extension of a partial equilibrium (PE) trade model, to include emissions 
of methane and nitrous oxide. This model is important in that it provides a means to analyse 
the economic impact of GHG mitigation strategies, in the form of producer returns to 
agriculture, as well as other mechanisms for meeting Kyoto requirements, such as carbon 
taxes andlor tradeable emission permits. 
The structure of the paper is as follows: the next section briefly describes methane and nitrous 
oxide emissions from agriculture and their major sources. This is followed by a description of 
the economic mode! used in the research, the LTEM, and the methodology used in the 
extension to include GHGs. An example of a GHG mitigating strategy will be presented, 
along with some preliminary results. These will be followed by a discussion and the direction 
of further research. 
2. Methane and Nitrous Oxide 
Direct emissions of carbon dioxide (C02) from the agricultural sector are low and New 
Zealand is no exception in this regard. Emissions of methane and nitrous oxide from 
agriculture are much more significant (MAF 2001). Moreover, both methane and nitrous 
oxide have much higher global warming potentials than CO2. Consequently, the two 
greenhouse gases which will be considered in this study are methane and nitrous oxide. 
With the relatively large ruminant animal population in New Zealand, methane production is 
particularly significant. Methane from livestock is produced from two possible sources: that 
produced during the digestion process ("enteric fermentation") and that from the 
decomposition of ruminant faecal waste ("manure management"). The amount of methane 
produced depends on the amount offeed intake as well as the type and quality of the feed. 
Nitrous oxide, although emitted in much smaller quantities than either CR! or CO2' is 
important because of its relative impact in terms of global warming potential. There are a 
number of sources of this gas arising from agricultural production, broadly relating to animal 
waste management, agricultural soil processes and fertiliser application. 
There are a number of mitigation strategies for agriculture, as identified in O'Hara et al 
(2003), Clark et al. (2001), AEA Technology Environment (1998), many of which may affect 
production. Furthermore, as stated by the IPCC (2001), there is a need to identifY the extent 
to which the impacts of climate change mitigation policies create or exacerbate inequities 
across nations and regions. This paper will illustrate the capability of the model through 
simulating the impact of two such strategies: a reduction in stocking rate and a limit on 
nitrogen (N) fertiliser, to analyse the impact not only on GHG emissions, but also on trade 
and producer returns from livestock. This paper focuses primarily on NZ, a country with 
agriculture as its main sector, and the European Union (EU), whose mitigation policies have 
the potential to affect the world market. 
3. TheLTEM 
The LTEM is a partial equilibrium (PE) model based upon VORSIM (Roningen, 1986; 
Roningen et a!., 1991). which has been extended to allow the link through supply to 
production systems and physical and environmental impacts to be simulated. Through this it 
is possible to model climate change policies, such as mitigation strategies or carbon taxes, 
applied either as physical or financial criteria, or trade policy changes to analyse their impact 
-
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on GHG emissions. A detailed review of the literature linking GHG with agriculture and 
trade is presented in Saunders et al. (2002b). 
3.1 Generalfeatures of the LTEM 
A detailed description of the L TEM and its characteristics are presented in Cagatay and 
Saunders (2002). The L TEM includes 19 agricultural (7 crop and 12 livestock products) 
commodities and 17 countries. The commodities included in the model are treated as 
homogeneous with respect to the country of origin and destination and to the physical 
characteristics of the product. Therefore commodities are perfect substitutes in consumption 
in international markets. Based on these assumptions, the model is built as a non-spatial 
model, which emphasizes the net trade of commodities in each region. 
The L TEM is a synthetic model, with parameters adopted from the literature. The 
interdependencies between primary and processed products and/or between substitutes are 
reflected by cross-price elasticities which reflect the symmetry condition. Therefore, the own-
and cross-price elasticities are consistent with theory. The model is used to quantify the price, 
supply, demand and net trade effects of various policy changes. The model is used to derive 
the medium- to long-term (until 2010) policy impact in a comparative static fashion based on 
the base year of 1997. 
In general there are six behavioural equations and one economic identity for each commodity 
under each country in the LTEM framework. The behavioural equations are domestic supply, 
demand, stocks, domestic producer and consumer price functions and the trade price equation. 
The economic identity is the net trade equation, which is equal to excess supply or demand in 
the domestic economy. For some products the number of behavioural equations may change 
as the total demand is disaggregated into food, feed, and processing industry demand, and are 
determined endogenously. 
The model works by simulating the commodity based world market clearing price on the 
domestic quantities and prices, which mayor may not be under the effect of policy changes, 
in each country. Excess domestic supply or demand in each country spills over onto the world 
market to determine world prices. The world market-clearing price is determined at the level 
that equilibrates the total excess demand and supply of each commodity in the world market 
by using a non-linear optimisation algorithm (Newton's global or search algorithm). 
The sectoral focus of this study is dairy. The relationship calculating GHG emissions and the 
linkage between the dairy sector and GHG emissions are presented in the next section. In 
future, beef and sheep will also be included in the estimations. 
3.2 Environmental sub-module: Linking agricultural output through production systems 
with GHG emissions 
To incorporate GHG into the model the LTEM structure is extended in two directions. First, 
the dairy sectors in Australia, the EU, NZ and the United States are separated into three 
production types, and supply in each type modelled explicitly (Saunders et al. 2002a). Data 
on production systems were taken from a number of sources, including farm advisory 
recommendations, census and survey reports, and field trials. Secondly, in order to reflect the 
effect of livestock production on GHG emissions, an environmental damage function is 
introduced, measuring the CH4 and N20 emissions. The model is extended to incorporate the 
link to physical production systems and then secondly through to the impact on GHG 
emissions. 
In order to endogenise the amount of N fertilizer used (N/ha) for production, a conditional 
input demand function for N is estimated for each region, equation 1. In this equation, the 
demand for N use per hectare, for example for raw milk in region A (Nam), is specified as a 
function of relative prices of the feed concentrates (pcmk) to the N (pcmN) and quantity 
supplied per hectare in region A (qsami). The variable pcmk is calculated as a weighted 
average of consumer prices of wheat, coarse grains, oil seeds and oil meals. The weights are 
found by calculating the percentage share of each feed product in total feed use. The variable 
qsami is included as a shift factor which proxies the technological changes in the production 
process and/or irregular effects that effect supplied amount ofraw milk (Burrell, 1989). The 
coefficients f3i1 and f3i2 show the elasticity of fertilizer demand in region A with respect to 
the change in raw milk supply in region A and relative prices. The f3i2 is expected to be 
positive and an increase in pcmk is expected to result in an increase in N demand, as N 
fertilizer and feed concentrates are expected to be gross substitutes. 
Nam = f3mo (qsami )P" pCmk ( J
P" 
pCmN f3i\ > 0, f3i2 > 0 
Animal numbers are of critical importance in determining the CELt and N20 emissions for 
each country. The number of animals used for production in each region (NAami) are 
endogenised by specifying them as a function of various product and input prices such as feed 
concentrates and N fertilizer, shown in equation 2. The specification is based on Jarvis's 
(1974) livestock supply response model in which farmers' decisions to increase their livestock 
are dependent on the expected value of future meat and/or milk production. The estimation 
was carried out using OLS on the log-linear form of the equations. In equation 2, the 
parameters yi1 and yij (own- and cross- price elasticities) reflect the response of farmers to 
various prices on deciding to build up (invest in) their stock of livestock. The yi1 is expected 
to be positive since an increase in own-price may change farmers' incentives to increase their 
stock whilst the yij is expected to be negative since an increase in producer prices of other 
livestock products may change farmers' incentives to increase other types of livestock. A 
negative elasticity between animal numbers and input prices (yik,n) is also expected since 
rising prices of either fertilizer or feed concentrates may change the incentives towards 
slaughtering them instead of feeding. Two major sources were used for the livestock data: the 
FAO agricultural statistics database, and the USDA database. 
r" IT r, IT c rlk,n 0 NAa"i = YmOPP,,' PPmj P mk.n y" > 0 Yij < 0 Y,k.n < 
j k,n • , , 2 
3.3 Calculation of coefficients for GHG production. 
The calculation of coefficients for CELt and N20 production from livestock systems is based 
on the IPCC methodology for GHG inventories. Default emission factors provided by the 
IPeC are used for the calculation of coefficients in most countries (IPCe 1996). In the case 
ofN20 production in NZ, the emission factors are based on more accurate findings, and differ 
from the default IPCC values (Clough and Sherlock 2001). 
Emissions of N20 and CH4 are generated through a number of complex processes in 
agriculture, as identified in IPCC (1996). The sources associated with livestock agriculture 
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are summarised into one equation, able to be included in the L TEM (Clough and Sherlock 
2001) (equation 3). A single coefficient for the N20 emitted from N fertilizer was also 
calculated, constant across animals and countries. In equation 3, GHG is specified as a 
function of applied N and number of animals, and C~ and N20 emissions from these sources 
are multiplied by their respective C02 weightings. 
GHGj = 21(aNA)+31O(,BN,yNA) 3 
The aNA term symbolises methane, and calculates this by applying a coefficient to the 
number of animals, the coefficient developed from the IPCC methodology. Similarly, the 
fJ(N, NA) term represents nitrous oxide, with N being nitrogen fertiliser application, and NA 
again being animal numbers. The coefficient fJ is a standard coefficient on the nitrogen 
fertiliser, and the r coefficient is derived from the source ofN20 relating to animal numbers. 
Both methane and N20 are multiplied by their respective weightings to give CO2 equivalents. 
The domestic supply functions include the price ofN fertiliser and number of animals, as well 
as the producer and consumer commodity prices, in order to analyse the supply effect of 
changes in N usage in raw milk production and number of animals, as in equations 4 and 5. 
_ hI' I aJl (X/In a" gsaml - aiOs ~ q' PPml PPmj PCmk 
k 4 
I (1... aiN NA a lNA4 n a" n pC alk gsami = aiosh/'q, PPml .. PCmN ami PPmj mk a < 0 a > 0 
. k .iN JNAa 
, , 5 
4. Simulation example 
For the purposes of this paper, potential mitigation strategies will be simulated, with their 
effect on GHG emissions as well as producer returns and trade. 
4.1 Mitigation Strategies 
Two scenarios representing GHG mitigation strategies in the dairy sector are simulated along 
with a base scenario, scenario 1, which assumes current policies and production systems are 
in place and represents a baseline from which the two other scenarios may be compared 
against. Scenario 2 represents a reduction in the EU of stocking rate, to reflect current agri-
environment policies, as well as a reduction in application of N fertiliser and concentrate use 
in the EU. This scenario is a low-input production system, and represents a significant 
difference in system for many regions in the EU. This scenario is of interest to NZ, because 
the change to a less intensive system is likely to affect EU production and trade and therefore 
also NZ's opportunities for trade internationally, as the EU is both a major market and 
competitor, especially in the dairy sector. NZ systems remain as in the base scenario. 
Scenario 3 simulates a GHG mitigation policy in NZ, where stocking rates are reduced to the 
EU agri-environment scheme levels, and fertiliser application is considerably lower than the 
base level. Concentrate use remains at the original low level. The EU system remains the 
same as in scenario 2. 
5. Results 
5.1 Trade results 
Changes in producer returns from the base scenario are shown in table 1 for raw milk in NZ 
and the EU. These are predicted to fall by ten percent in the EU, following the change to a 
less intensive production system in both scenarios. This fall in producer returns is mainly 
brought about by the reduction in production following a lower stocking rate and less fertiliser 
application. NZ producer returns increase by two percent in scenario two, where NZ 
producers benefit somewhat from the reduction in EU production and the associated price 
effect on the world market. In scenario 3, raw milk returns to NZ producers decrease by a 
significant 31 percent, following the changes in NZ. This loss of producer returns is 
considerably larger than the reduction in the EU, despite similar changes in production 
system. 
Table 1. Percentage changes in raw milk producer returns for the EU and NZ, in 2010 
Raw Milk producer returns (percentage change from base 
in 2010) 
scenario EU NZ 
2 -10.0 2.2 
3 -9.7 -30.7 
5.2 GHG emissions 
Changes in GHG emissions from the base scenario can be seen in table 2. Following the 
change in production system in the EU in scenario 2, the reduction in stocking rate and N 
fertiliser application, GHG emissions from dairy livestock in the EU decrease, as expected . 
The reductions are reasonably large, with total emissions from dairy in the EU falling by 35 
percent. It can be seen from table 2 that not all regions in the EU experience the same 
changes in emissions - region B is hardly affected, while region C emissions decrease by over 
60 percent. This is because of the difference in production system to begin with; region C 
was very intensive and therefore the change had a greater effect than in region B which had a 
lower stocking rate and rate of fertiliser application to begin with. 
Under scenario 2, emissions from NZ dairy livestock generally increase, but these increases 
are relatively insignificant (one percent). It is interesting to note the minor effect the change 
in EU policy has on NZ emissions. 
In scenario 3, where NZ also reduces stocking rate and N application, emissions from the EU 
are predicted to decrease by similar amounts as in scenario 2. Emissions from NZ are quite 
different however, decreasing for all regions and by a total of 22 percent. Again, the 
reductions vary across the regions, reflecting the different original production systems. 
Region A shows the largest decrease in emissions, while region B is affected least by the 
change to a less intensive system, as this region already has a lower stocking rate. 
Table 2: Percentage changes in GHG emissions from dairy in 2010 for the EU and NZ 
Percentage changes in GHG emissions from the base 
scenario 
.... 
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EU NZ 
2 3 2 3 
MKA -34.15 -34.15 0.85 -31.22 
MKB -0.89 -0.89 0.91 -11.77 
MKC -61.65 -61.65 0.87 -19.14 
Total -34.68 -34.68 0.87 -21.89 
5.3 The economic effect of the mitigation strategies 
For countries who have reduced their GHG emissions, trading the credits may be an option. 
For those countries who have not managed to reduce their emissions, they may be required to 
pay either a tax, or purchase credits in order to meet their Kyoto Commitments. This section 
uses varying values of carbon to place a value on the GHG emissions that have been avoided 
as a result of policies. Table 3 shows these values in million US dollars, with the different 
values of CO2 equivalents in the left hand column. 
Table 3: Value ofthe reduction in emissions at different levels of carbon prices (US$m) 
EU NZ 
2 3 2 3 
257.1 257.1 0.7 17.1 
15 385.1 385.7 1.0 25.6 
50 1285.7 1285.7 3.4 85.5 
100 2571.3 2571.4 6.8 170.9 
This value of the change in emissions is then either added or subtracted to the original 
producer returns, depending on whether the GHGs were more or less than the base scenario, 
and the new change from the base scenario is calculated. Table 4 shows these results, with 
the original change in the two mitigation simulations shown in the first two rows for 
comparison. It is clear from this table that even relatively large carbon prices (such as 50 and 
100 US$) do not offset the fall in producer returns resulting from the mitigated GHG 
emissions. The EU fares better than NZ, in that some of the larger values of CO2 go some 
way towards offsetting their reduced producer returns. NZ however, whose producers do not 
receive any minimum prices or price support, still faces reductions in producer returns of 25 
percent at the highest value of CO2 equivalent (US$IOO). For comparison, the NZ 
government has proposed a value of approximately US$15 per tonne of CO2 equivalent (NZ 
Climate Change Project 2002). On the other hand, in scenario 2, where NZ must pay the 
value of its increased emissions, an increase in producer returns from the base scenario is still 
shown, even at the highest value of carbon. 
Table 4: Percentage change in producer returns including the value of CO2 at different levels 
of carbon pricing 
Original change 2 
3 
$ Value of 
CO,-eq 
EU NZ 
-9.9 
-9.7 
2.19 
-30.72 
Scenario 2 $10 -9.08 2.16 
$15 -8.66 2.15 
$50 -5.70 2.07 
$100 -1.47 1.96 
$10 -8.82 -30.15 
Scenario 3 $15 -8.40 -29.87 
$50 -5.44 -27.89 
$100 -1.21 -25.05 
6. Discussion and conclusion 
There are a number of uncertainties and assumptions in this research. The variability of 
biological systems make their emissions intrinsically more difficult to measure than other 
sectors, for example. The major point relating to this for NZ is animal numbers, as Cli! is 
such a significant proportion the country's emissions, primarily originating from ruminant 
animals. Uncertainty in the numbers of animals will lead to under- or over-estimation of 
NZ's GHG emissions, which would have important implications for meeting Kyoto targets. 
Similarly, but even more complex to measure, are the emission factors for each source of gas. 
Default IPCC values are clearly too broad to be accurate for each country and will therefore 
again be over- or under-estimating total emissions. These vary in importance, however 
indirect N20 emissions is the major uncertainty in NZ (Clough 2004). 
The second major limitation is that in this analysis, producers bear the whole price of the 
carbon pricing, and do not transfer it to consumer prices, as would occur in reality. As a 
result, there is no modification in consumption patterns. Thirdly, agricultural sinks are not 
considered in this analysis, and the dairy sector is the only sector considered. The intention is 
to expand the analysis to include the beef and sheep sectors, however this has been hampered 
until now by data availability. Further analysis will be to simulate and investigate the impact 
of carbon taxes andlor carbon trading schemes. Ongoing work will include collecting more 
accurate data and re-estimating coefficients. 
Notwithstanding these limitations, the results indicate clearly for NZ that the best economic 
path for the livestock sector is to continue with business as usual and if required, purchase 
carbon credits to cover the increase in GHG emissions. The loss in producer returns 
following these mitigation paths would be devastating for producers and the economy as a 
whole. Clearly there are other mitigation options which are not so production focused and 
would not have the resulting effect on producer returns, and this should be the area where 
research is focused. In terms of GHG abatement and the Kyoto Protocol, the results are not 
quite so clear. The EU is a significant emitter of GHGs and therefore every attempt to reduce 
their emissions may have an important impact on global emissions. While NZ is a small scale 
emitter, it must be seen to be making attempts to reduce its emissions. However, the forms of 
mitigation used in this analysis would not be advised for NZ, particularly given the value of 
agricultural production to the economy. It is also worth noting that the shift to a less intensive 
system has associated environmental benefits. Similar changes in production systems are 
occurring in the EU under agri-environment schemes at present, independent of any GHG 
mitigation programme. New Zealand producers may benefit from an international perception 
..... 
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that dairy products from this country are produced in a more "environmentally-friendly" 
system and may gain consumers who are willing to pay extra for this type of product. The 
model does not take such effects into account at this stage. 
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Abstract. In this paper we conduct an analysis of the implementation of HACCPIRMP in the NZ Meat 
Industry based on the data collected from our recent survey. Nonparametric methods are used to 
measure the association between plant characteristics such as size, age, activities, and food safety 
management practices and HACCPIRMP adoption motivations, implementation problems, benefits, 
and costs. Results give insights into the ongoing process of mandatory RMP in New Zealand. 
Key words: HACCPIRMP implementation, New Zealand Meat Industry, nonparametric methods. 
Introduction 
The Animal Products Act 1999, which reformed New Zealand's food safety 
legislation, required all animal product primary processing businesses to have a risk 
management programme (RMP) based on the principles of Hazards Analysis and 
Critical Control Point (HACCP). This is phased in four stages from July 2003 till 
July 2006. Most licensed red meat processors, export seafood processors and packing 
houses are required to have a RMP by the end of the first period (July 2003). 
The mandate of HACCP andlor RMP (hereinafter HACCPIRMP) has raised 
concerns over the impacts of these programs on the performance of the industries 
involved. International experience has shown significant impacts in terms of 
compliance costs which in turn may bring indirect impacts to the structure of the 
industry (see for example Unnevehr, 2000). There may also be management benefits 
beside food safety benefits as a result of the adoption of these programs (Nganje and 
Mazzocco, 2000). Moreover, firm motivation could be a significant input into the 
implementation process ofHACCPIRMP (Henson, 2000). 
In August 2003 the Economics Department of Waikato University conducted a 
survey on the adoption of HACCPIRMP in the Meat Industry. The main issues 
studied are the status of HACCPIRMP implementation by meat plants nation-wide, 
their motivations, implementation problems as well as their observations ofthe costs 
and benefits involved. Preliminary results were reported in Cao and Scrimgeour 
(2004). 
The purpose of this paper is to analyse the relationship between plant characteristics 
and the motivations, implementation problems and the perceived costs and benefits 
of HACCPIRMP based on the data gathered from the survey. Particular firm 
characteristics considered are size, age, current food safety practices, activities 
(export/non-export), and the complexity of the production process. The following 
parts are organised as follows: part 2 summarises the characteristics of firms 
participating in the survey, part 3 discusses the methodology, and part 4 presents the 
results with discussion of the significant issues. 
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The survey 
In the survey, respondents were asked to rank their motivation, problems, and 
benefits on a 7-point scale from unimportant to very important level. Costs are 
treated differently as the purpose is to see the weight of each cost item in the total 
cost. Therefore for cost items, respondents were asked to rank according to cost 
weight. There was also a rank 0 (in all ranked issues) for those items considered not 
appropriate or have not occurred. In this study we chose to include this zero rank 
together with other rankings. The reason is that excluding rank 0 sometimes leads to 
a very small sample size. Moreover, this rank 0 can be simply understood as the least 
important level in the ranking system. 
The plants participating in the survey varied significantly in terms of size, age, and 
other production characteristics. The following figures show the distribution of plants 
in terms of these characteristics. 
Figure I. Plant size 
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The international experience has shown that small plants may have disadvantages in 
their implementation of HACCPIRMP due to insufficient resources or diseconomies 
of scale (see for example Unnevehr, 2000; Siebert et ai, 2000). Apart from plant size, 
other plant characteristics may have influences on the implementation process. Not 
many studies to date have focused on these influences, partly due to the lack of data 
available for analysis. This paper utilises the data gathered from the survey to 
analyse these relationships so as to provide more insight into the on-going 
implementation of HACCPIRMP in New Zealand. The analysis method is discussed 
in the next section. 
Nonparametric approach 
We chose to use a nonparametric method for measuring the aSSOCIatlOn of the 
observed variables. Our primary goal is to see the connection between plant 
characteristics and observations of the HACCPIRMP implementation process. In 
other words, it is the signs of the association that we are interested in, not their sizes. 
Moreover, in conducting parametric methods, several assumptions on the population 
distribution or the error term need to be met. Also, nonparametric methods have 
proved to be useful in the case of categorical data (Argyrous, 1996). 
We used Gamma to measure the association between two variables. It is commonly 
used for variables measured at the ordinal level. The value of Gamma is specified as: 
G = (No - Nd)/(No + Nd) 
where 
No is the num ber of concordant pairs. Concordant pairs are defined as the two cases 
that are ranked the same on both variables. In other words, if Large firm A ranks an 
item higher than Small firm B, then A and B make a concordant pair. 
Nd is the number of discordant pairs. Discordant pairs are defined as the two cases 
that are ranked differently on both variables. In the above example, if Large firm A 
ranks an item less than Small firm B, then A and B make a discordant pair. 
Positive association between variables is found if the sample contains a lot of 
concordant pairs and few discordant pairs. In other words, in positive association, the 
value of Gamma is positive and vice versa. There will be no association between 
variables if the number of concordant pairs equals discordant pairs (Gamma is zero). 
Gamma takes value between -I and + I. A value of -1 indicates perfect negative 
association while + 1 shows perfect positive association. 
To calculate Gamma, the two variables are arranged in a bivariate table so that 
concordant and discordant pairs can be counted. We made use of the SPSS procedure 
to calculate Gamma for all pair of variables between ranked items (motivations, 
problems, costs, and benefits) and plant characteristics (Size, Age, PROD, QMS, SP, 
and EXPT). Here, Size indicates plant size which takes value 1 for large plants and 0 
for small plants l . Age is a variable measured by plant's operating years. PROD 
represents the number of products. QMS represents the number of quality/safety 
assurance systems. SP indicates plant activities, it takes value I if activities include 
both slaughtering and processing and 0 otherwise. EXPT takes value 1 for exporting 
I 100 FTEs+ Large plant; 0-99 FTEs small and medium plants. called Small plant in this study 
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plants and 0 for non-exporting plants. We also conducted chi-square significance 
tests to see if the sample correlation is representative for the whole population. 
Results are presented in the next section. 
Results 
Table 1-4 show values of Gamma and significance test results for all pairs of 
variables between HACCPIRMP adoption Motivation, Implementation Problems, 
Benefits, Cost and plant characteristics. Note that for Age, the correlation coefficient 
computed is Spearman's rho instead of Gamma as Age has a wide range of values, 
which makes it more appropriate to use Spearman's rho (Argyrous, 1996), although 
the two measures are similar. 
Motivations 
Gamma values for Size show that for those plants participating in the survey 
(sampled plants), there are positive associations between plant size and those of 
meeting legal requirement or customer's requirements (Gamma positive). In other 
words, for participating plants, large plants tend to give higher ranks for those 
requirements. On the contrary, small plants tend to give higher ranks for those of 
attracting new customers or accessing new markets (Gamma negative). Also, small 
plants seem to rank the recommendations from MAF and Industry Board more 
importantly. The rankings of internal factors (reducing waste, increasing 
efficiency ... ) are mixing and show weak associations. Most results for Size can not 
be generalised to the whole popUlation as they are insignificant. Only one positive 
relationship between 'Meeting the needs of customers' and Size is significant, for 
which we can conclude that large meat plants in general regard customer's 
requirements as an important reason for adopting HACCPIRMP. 
Results for Age are significant in several cases. There is a significant and negative 
association between plant age and 'Meeting the needs of customers', which implies 
that in general young plants think it important to satisfy customer's requirements by 
adopting HACCPIRMP. Similarly, young plants tend to give higher ranks for 
attracting new customers and accessing new markets. In most cases, results show that 
the older the plant the less motivated the plant to adopt HACCPIRMP. 
Results for PROD show that plants with more products in general give lower rank for 
meeting the needs of customers but higher rank for attracting new markets. They also 
give smaller ranks for the internal factors such as improving product quality. 
QMS is the variable with the most significant results. It shows that plant's current (or 
pre-HACCP/RMP) food quality/safety practices have a significant influence on the 
motivation to adopt HACCPIRMP. Moreover, Gamma values are negative in most 
cases showing that plants with various QMS other than HACCPIRMP are less 
motivated to adopt HACCPIRMP. 
Results for SP show that in most cases, participating plants with both SP activities 
are more motivated in adopting HACCPIRMP. Results are significant for one case of 
internal factors (reducing waste) and one case of external factors (accessing overseas 
markets). 
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Table 2. Association between Problems and Plant characteristics 
Problems Size Age(r) PROD QMS SP EXPT 
We are too small for HACCPIRMP -0.452 0.051 0.169 0.171 -0.203 -0.583 
(0.021)** (0.767) (0.542) (0.461) (0.215) (0.131) 
Lack of expertise in HACCPIRMP implementation -0.073 -0.022 -0.044 0.112 -0.268 -0.319 
(0.870) (0.897) (0.991) (0.119) (0.499) (0.326) 
Need to retrain supervisory/managerial staff 0.030 0.019 0.043 0.076 -0.286 -0.024 
(0.589) (0.910) (0.293) (0.295) (0.594) (0.842) 
Need to retrain production staff -0.055 0.060 -0.019 0.075 0.037 -0.098 
(0.448) (0.727) (0.860) (0.241) (0.159) (0.811) 
Attitude/motivation of supervisory/managerial staff 0.197 0.172 0.011 0.017 -0.045 -0.455 
(0.862) (0.315) (0.415) (0.4\0) (0.362) (0.513) 
Attitude/motivation of production staff 0.092 0.189 -0.028 0.064 0.165 -0.488 
(0.549) (0.270) (0.919) (0.437) (0.\33) (0.419) 
Reduced staff time available for other tasks 0.099 0.276 0.265 0.055 0.149 -0.140 
(0.751) (0.104) (0.809) (0.049)** (0.533) (0.366) 
Reduced flexibility of production process 0.134 0.130 0.221 0.228 0.336 0.099 
(0.838) (0.450) (0.613) (0.365) (0.334) (0.087)* 
Reduced flexibility of production staff 0.211 0.115 0.296 0.362 0.299 -0.075 
(0.692) (0.504) (0.111) (0.068)* (0.276) (0.556) 
Reduced flexibility to introduce new products 0.113 -0.049 -0.040 0.132 -0.054 0.416 
(0.877) (0.776) (0.281) (0.236) (0.811) (0.478) 
Need to modifY production process -0.175 -0.176 0.243 0.039 -0.032 0.013 
(0.727) (0.305) (0.038)** (Q.400) (0.974) (0.576) 
Have to cut down number of products -0.078 -0.016 0.127 -0.078 -0.237 -0.070 
(0.356) (0.926) (0.382) (0.729) (0.154) (0.888) 
Recouping costs of implementing HACCPIRMP -0.279 -0.069 0.125 0.000 -0.237 -0.086 
(0.787) (0.689) (0.807) (0.863) (0.485) (0.412) 
Note: P-value of significance test in brackets; * ** *** denote significance at 0.1, 0.05, and 0.01 level. Age(r) means the coefficient is Spearman's rho. 
Table 3. Association between Benefits and Plant characteristics 
Benefits Size Age(r) PROD QMS SP EXPT 
Increased product shelf life 0.062 -0.004 0.136 0.068 0.389 -0.143 
(0.843) (0.983) (0.000)*** (0.282) (0.775) (0.240) 
Reduced product microbial counts -0.212 -0.068 0.191 -0.062 0.096 -0.237 
(0.196) (0.695) (0.4 13) (0.486) (0.231) (0.582) 
Reduced product rework 0.082 0.125 0.056 -0.037 .0.277 -0.081 
(0.142) (0.467) (0.400) (0.387) (0.783) (0.649) 
Increased efficiency in the use of inputs -0.099 -0.025 0.135 -0.063 0.214 -0.132 
(0.284) (0.883) (0.500) (0.322) (0.588) (0.519) 
Increased control over operating process -0.122 -0.058 0.143 -0.080 0.034 -0.256 
(0.230) (0.738) (0.176) (0.134) (0.180) (0.381) 
Reduced production costs -0.302 0.019 0.116 -0.134 -0.020 -0.316 
(0.560) (0.910) (0.261) (0.927) (0.180) (0.474) 
Increased product prices -0.007 -0.148 0.096 -0.217 -0.032 0.000 
(0.207) (0.389) (0.502) (0.449) (0.192) (0.054)* 
Increase sales -0.057 0.049 0.175 -0.072 0.2\0 -0.037 
(0.303) (0.776) (0.222) (0.630) (0.489) (0.037)** 
Increased ability to retain existing customers 0.095 0.048 0.004 -0.074 0.292 0.073 
(0.633) (0.779) (0.221) (0.320 (0.167) (0.859) 
Increased ability to attract new customers 0.101 0.064 0.075 -0.054 0.259 0.125 
(0.828) (0.7\0) (0.374) (0.102) (0.453) (0.890) 
Increased ability to access new overseas markets -0.093 -0.110 0.256 -0.289 0.073 -0.212 
(0.874) (0.524) (0.765) (0.260) (0.763) (0.869) 
Note: P-value of significance test in brackets; * ** **. denote significance at 0.1, 0.05, and 0.01 level. Age(') means the coefficient is Spearman's rho. 
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Exporting plants in adopting HACCP/RMP generally view it more important to meet 
legal requirement and customer requirements. In other cases, it seems that they rank 
the internal factors lower. The results are similar for MAF IIndustry recommendations 
and auditing activities. However those results cannot be generalised to the whole 
population. 
Problems 
The only significant result for Size is that small plants tend to claim they are too 
small for HACCP/RMP. Small participating plants also indicate that they lack 
expertise for the implementation task and are more concerned about implementation 
costs. Large sampled plants seem to have problems with attitude and motivation of 
staff (both managerial and production) and to view HACCP/RMP as a constraint on 
the flexibility of staff and production processes. 
Similarly, older plants seem to have problems with the flexibility of the production 
process once they have adopted HACCPIRMP. They also seem to have problems 
with staff motivation. However, none of these results can be generalised to the whole 
popUlation. 
There is one significant result for PROD. It shows that in general plants with more 
products may have to modifY their production process when adopting HACCP/RMP. 
We observe no significant results for SP and EXPT (except for one case but quite 
weak association). For participating plants, it seems non-exporting plants are more 
concerned with the listed problems, perhaps due to the lack of exporting incentives. 
Benefits 
We found a few significant results with benefits. In one case, a significant result 
between PROD and 'Increased product shelf life', results suggest that plants with 
more products seem to observe more the benefit of improving product shelf life as a 
result of HACCPIRMP. Some other cases have significant results but the 
associations are weak. For those participating, Gamma values indicate that small 
plants tend to give higher ranks for the internal benefits but lower for external 
benefits. Similarly, older plants seem to observe more of the internal benefits than 
external benefits. Plants with more products ranked higher for all benefits, however 
plants with more QMS give lower rank in all cases. It suggests that those who are 
doing well at food safety management tend to rank HACCPIRMP benefits less 
importantly. However, there is not enough evidence to generalise this result to the 
whole popUlation. 
Costs 
Results for costs should be interpreted differently. The reason is that rankings for 
costs are done according to the weights of the cost items. For example, if a 
respondent ranks 1 for an item, it means the item has the biggest weight in the total 
HACCP/RMP cost. The higher the rank the less important the cost item. This is 
opposite to the other three cases. Therefore, in the computation of Gamma we 
excluded rank O. A positive Gamma for Size, say, indicates that large plants rank 
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til 
Q\ 
higher for the cost items, which shows their lesser importance from their point of 
view. 
For Implementation costs, among participating plants, large plants tend to give 
higher ranks to Design, Register, and Training costs but smaller ranks to Equipment 
and Building. It shows that large plants seem to spend more on new investment due 
to HACCPIRMP. However, this result cannot be generalised. 
Older plants in general spent less in HACCPIRMP design and development and staff 
training. Both results are significant. 
Plants with more products tend to spend more on implementation costs. However, 
this applies to the participating plants and cannot be generalised. We found one 
significant result between QMS and training costs, which indicates that in general 
plants with more QMS may have to spend more on staff training. 
For Operating costs, among participating plants, large plants tend to spend more on 
sampling and testing. Older plants also tend to spend more on sampling and testing 
and repeated training. Plants with more products seem to spend more on operating 
costs as well. 
There is one significant result between QMS and record-keeping costs. It shows that 
in general plants with more QMS may have to spend more on this type of costs. 
There are some other strong associations. For example, plants with more activities 
and exporting tend to spend more on sampling and testing. However, this applies to 
the sample studied only and cannot be generalised to the population. 
Conclusion 
In this paper we have presented a non parametric approach to the analysis of 
HACCPIRMP implementation process. Issues addressed include plant motivations in 
adopting these systems, implementation problems, and observations on benefits and 
costs. Based on the data gathered from our recent survey, the relationships between 
the rankings of these issues and plant characteristics are analysed. Results showed 
some strong correlations which can be generalised to the whole population. For 
example, there is a significant relationship between the number of QMS and the 
motivations to adopt HACCPIRMP. It showed that pre-HACCPIRMP food safety 
practices do have influence on plant motivations in adopting these systems. It was 
also found that plants with more complicated production processes (more product 
types) may have problems with modifYing their production process and thus may 
bear higher costs. Nevertheless, they may gain benefits in terms of improving the 
quality of their products. Plant size is not a significant influence with respect to the 
above-mentioned issues. This is interesting given small plants tend to claim that they 
are too small for HACCPIRMP. 
This analysis could be enhanced by incorporating more information concerning the 
HACCP/RMP implementation process. For example, a bigger sample size maybe 
able to improve the association measurement estimates. As indicated in Cao and 
Scrimgeour (2004), the survey questionnaires were sent to the whole population of 
NZ meat plants (about 90 plants at that time). However, the response rate is about 
48%. A longitudinal approach to HACCP/RMP implementation research maybe 
useful as more information could be obtained once plants are more aware of the 
issues associated with the implementation process. 
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Econometric Analysis of SomeTrade Issues for Meat 
by 
Kay Cao & Robin Johnson! 
This paper is based on an econometric model of the New Zealand meat export 
trade for the period 1990-2003. The model is known as a gravity model 
because it describes tradejlows as being balanced between the respective pull 
of domestic and importing country size and incomes. The meat trade is 
characterised by strict hygiene regulations, quota markets and tariff charges 
in different markets. In addition, meat is not a homogeneous commodity but is 
characterised by breed, cut and presentation, and differentiated market 
destinations. An econometric model not only identifies general trends in 
demand and supply which might already be fairly obvious to the trade 
preactitioner but it also puts conjldence intervals on the economic 
relationships being observed. We estimate income elasticities of demand, price 
elasticities, distance factors, tariffrate quota restrictions, and the impact of 
Hazard Analysis Critical Control Point (HACCP) regulations. Results are 
available for 'all meat', 'beef and veal' and 'lamb' exports to 9 countries. 
1. Introduction 
Meat is a major export earner for New Zealand and a source of considerable national 
income. The markets for meat are all at a long distance and involve heavy storage, 
preservation and transport costs. Since the British entry into the EU, the preferred 
position of the British market has declined, though tariff rate quota (TRQ) 
entitlements maintain a lucrative market in the EU for lamb. Since the late 1950s 
access to the US market for beef has opened up new opportunities. More recently the 
US has imposed tariff rate quotas on Australia and New Zealand and restricted 
imports in some years. As a result of these restrictions market diversification has been 
encouraged in the trade and a wide array of products are sent to widely different 
markets. 
The second characteristic of the export meat market is the wide prevalence of non-
tariff barriers in importing countries (NTBs). These trade barriers are based on food 
safety and animal health grounds in importing countries which create a high cost 
hurdle to trade. NTBs are regulated by the WTO Agreement on Sanitary and 
Phytosanitary Measures signed in 1994. There are common systems in place for 
maintaining hygiene standards which may have deletarious or positive impacts on 
trade in meat. 
The paper is based on the period since the Meat Board regulatorary powers were 
lifted, though the Board's successor, Meat New Zealand, continues to manage the 
tariff rate quota markets on the behalf of the industry. 
I Graduate Student, Waikato University, and Consulting Economist, Wellington, respectively. 
Assistance from Richard Wallace (MAF), Matthew Newman (MWI), and Scott Gallacher (MeatNZ) is 
acknowledged. We also would like to acknowledge the financial support from the Department of 
Economics, University of Waikato for the purchase of some parts of the data in the analysis. Comments 
from two reviewers have been taken into account. 
overcome these problems by using a statistical package, POOL command in SHAZAM, 
to redistribute the error terms (Cao and Scrimgeour 2003). 
2. General Interest 
From a policy point of view we are interested in changes in the direction of trade, 
changes in product mix and new markets, changes in quota conditions, commercial 
relationships, regulatory relationships and food safety and animal health restrictions. The 
kind of analysis we employ gives very good estimates ofthe overall price and income 
elasticities though we haven't separated them out for different markets. 
The basic market situation is one of regulated trade characterised by the tariff rate quotas 
and hygiene restrictions. Private shippers in New Zealand work through agents in the 
main country markets and are generally fully aware of current price expectations in each 
market. An annual model of market relationships can therefore be regarded as fully 
reflecting current supply and demand conditions, even though shipping times to the west 
coast of the US is two weeks and four weeks to Rotterdam. 
Where possible we will model food safety and animal health requirements as represented 
by the Hazard Analysis Critical Control Point (HACCP) system devised in the US. There 
are a number of problems in assessing technical barriers to trade such as hygiene 
restrictions and we tum to these next. 
3. Technical Standards as NTBs 
Our main research objective is to quantify changes in trade patterns that result from the 
use of different policy instruments for technical standards. Gravity regression models 
offer some hope in isolating the particular effects on trade in goods by changes in 
technical standards and health measures. Gravity models use cross-section and time series 
data to examine trade flows between countries in the context of changing population and 
income trends. They can be based on single commodities or a SITC industry group. Our 
hypothesis would be to ask if health and technical standards make a difference to such 
trade flows between countries? 
Some approaches set the trade instrument as the dependent variable in the context of data 
from a number of countries and look for different responses between countries to the 
particular instrument concerned. Other approaches use the flow of trade in an SITC 
category between pairs of countries, and look for a trade response to different policy 
instruments for food safety over time. As an example of the first approach, Rose (2002a, 
2002b) takes a wide sample of countries in 1987 and examines whether frequency and 
coverage measures ofNTBs differ between Members and Non-members ofWTO after 
allowing for remoteness, population size and income per capita. In samples covering 
intermediate goods and capital goods, manufacturing goods, agricultural goods and 
resources Rose found no significant differences between Members and Non-members. 
That is, the mix of non-tariff protection measures in each country is not particularly 
related to membership of WTO in the period concerned. 
A technical policy instrument approach is examined by Otsuki and Wilson (2000) using 
SITC categories for 'dried grains' (wheat, rice, maize, dried and preserved fruit and nuts) 
for 31 exporting countries and IS importing countries between 1995 and 1998. The 
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standard tested was the permitted level of aflatoxin B allowed by importing countries as 
measured in parts/m. After allowing for GNP, population, distance, and membership of 
MERCOSUR, ASEAN and NAFTA, there was a negative [and significant] trade 
response to lower permitted levels of contaminant as would be expected. If the Codex 
standard for afloxin B were imposed across all countries [some are above and some are 
below] there would be considerable increases in the grain trade, and if countries were 
confined to the [more stringent] EU standard there would be a 6% fall in trade. 
In another study by Wilson et al (2003), the presence or absence of hormone residues is 
tested. The test is for minimum levels of tetracycline in parts per million in bovine meat, 
and the model encompasses 16 exporting countries and 5 importing countries for the 
period 1995-2000. In this case the aflatoxin result is repeated [at a significant level] with 
an elasticity of less than one. At the CODEX MRL, trade would increase by 57% and at 
the EU MRL, trade would decrease by 34%. In the earlier result, Australia would 
increase its exports to Canada, EU, New Zealand and Japan, but decrease them to the 
United States. New Zealand would increase exports to Australia and Canada, EU and 
Japan, but lose exports to the United States [The US has the highest permitted MRL]. 
4 Our Approach 
Our research concerns the impact of the hazard analysis critical control point (HACCP) 
regulations on the meat trade between New Zealand and its main customers (as shown in 
Table I). HACCP is a systematic approach to the identification, evaluation, and control 
offood safety hazards. Previous to its becoming mandatory in 1999, inspection of meat 
products was by visual and organoleptic [ sensory] systems. The hypothesis is that the 
regression coefficient for the dummy variable representing mandatory inspection will be 
positive and probably less than unity (small percentage effect). 
The international market for chilled and frozen meat products is characterised by 
regulated trade between countries, by tariff rate import quotas in some countries (EU the 
USA and Canada), and strict import hygiene regulations in all countries. Before the WTO 
Agreement in 1995, there was a bilateral agreement with the EU for a certain quota at 
zero tariff (see Table 3). Since 1995, there has been a tariff rate quota of226.7 th tonnes 
with the tariff set at 12.8% plus a variable rate between 90-308 euros/kg depending on 
cut. For the beef quota in the US the out-of-quota tariff is 4.4centslkg. For Canada, 
exporters have to apply to Agriculture Canada for permits totaIling up to 20,000 tonnes 
per year. We do not see a straightforward way to model these tariff and quota 
arrangements apart from identifying the quota markets. 
Hygiene standards tend to be set by the US Department of Agriculture and the EU 
animal health authorities (Petrey and Johnson 1993). Private shippers in New Zealand 
work through agents in the main country markets and are generally fully aware of current 
price expectations in each market. An annual model of market relationships can therefore 
be regarded as fully reflecting current supply and demand conditions, even though 
shipping times to the west coast of the US is two weeks and four weeks to Rotterdam. 
The New Zealand meat trade is dominated by lamb exports to the EU and beef exports to 
the USA. Significant amounts of lamb are also exported to China and the USA; 
significant amounts of beef are exported to Canada, Japan and Korea (Table I). In terms 
of all nine countries covered by our models (Australia, Canada, China, France, Germany, 
Japan, Korea, Britain and the USA), 74% of total exports of lamb, 77% of exports of 
beef, and 76 % of all meat exports were going to these 9 destinations in the 2002-03 
September year. 
Table 1: Shifts in New Zealand Meat Trade 1991-2003 
(% of total trade) 
Destination LAMB BEEF ALL MEAT 
1991-92 2002-03 1991-92 2002-03 1991-92 2002-03 
Australia 0.1 0.1 0.8 0.4 0.4 0.3 
Canada 2.3 3.4 6.3 10.8 3.5 6.4 
China 10.0 0.3 0.2 4.4 
France 5.7 9.2 0.1 0.1 3.0 3.8 
Germany 6.6 7.7 0.1 0.1 3.5 3.5 
Japan 5.5 2.7 2.8 4.3 4.4 3.8 
Korea 5.2 0.2 3.8 6.1 4.4 3.5 
UK 30.5 32.9 0.1 0.1 14.8 11.0 
USA 2.3 7.9 74.5 54.9 30.3 39.8 
Other 41.8 35.9 1l.5 22.9 35.5 23.5 
Total 100 100 100 100 100 100 
Coverage % 58.2 74.1 88.5 77.1 64.5 76.5 
Source. MWI 
While there were considerable shifts in the meat trade in the 1990s, the total size of the 
trade was not expanding. Total meat exports were 736,000 tonnes in 1987-88, reached 
785,000 tonns in 1992-93, and were only 629,000 tonnes in 2002-03. Similarly unit 
returns were static through the early 1990s but slowly rose after 1997-98. One could say 
that this situation was production led, as other land uses became profitable, pointing to 
static terms of trade for livestock production in the country. 
Table 2: US Beef and Veal Quota Utilization 
(tonnes product weight) 
Cal year USTRG Imports from NZ Per cent 
1994 184400 176174 95.5 
1995 213402 185762 87.0 
1996 213402 162939 76.4 
1997 213402 190079 89.1 
1998 213402 191242 89.6 
1999 213402 179142 83.9 
2000 213402 213402 100.0 
2001 213402 209681 98.3 
2002 213402 199163 93.3 
2003 213402 211549 99.1 
2004 213402 211655 99.2 
Source: Meat New Zealand 
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Cal year 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
Table 3: EU Sheepmeat and Goatmeat Quota Utilization 
. (tonnes c.w.e.) 
EU TRQ Imports from NZ Per cent 
216150 
226700 
226700 
226700 
226700 
226700 
226700 
226700 
226700 
210529 
221675 
222622 
222722 
220868 
226672 
226585 
226638 
226216 
97.4 
97.8 
98.2 
98.3 
97.4 
99.9 
99.9 
99.9 
99.8 
Source Meat New Zealand 
Table 2 shows the quota limitation and utilization for beef into the US for the last 10 
years; Table 3 shows the EU sheepmeat and goatmeat quota utilization into the EU for 
recent years; and Table 4 shows details of the quality beef quota into the EU. It is 
characteristic that NZ fills the EU lamb quota every year but does not always fill the US 
beef quota. 
Table 4: EU High Qnality Beef Quota Utilization 
June year 
1999-00 
2000-01 
2001-02 
2002-03 
EUTRG 
300 
300 
300 
300 
Source: Meat New Zealand 
5. The Model 
(tonnes product weight) 
Imports from NZ 
299.6 
299.7 
224.2 
286.0 
Per cent 
99.9 
99.9 
74.7 
95.3 
The commodity-specific gravity model, as derived by Bergstrand (1985 and 1989), 
explains bilateral trade flows as a function of the two countries' income, per capita 
income (or population), transportation costs, and other factors that may be aiding or 
restricting trade such as tariffs, exchange rate, prices and health regulations. 
Xij = bo y/J Yjb2 L/3 L/4 ct A/6 eUij (1) 
Where Xij is the value (or volume) of real trade flows ofa specific commodity from 
country i to country j, YI and 1j are GDP of the two countries, LI and Lj are their 
populations, Ci] is the transportation cost between i and j, Ai] comprises the other factors, 
and e is an error term normally distributed. 
In its estimation form, and using more descriptive independent variable nomenclature, we 
can write: 
In Xijt = bo + bIlnYit + b2lnYjt +b3lnLit + b4lnLjt + b5lnDISTij 
+ b6QUOTAij + b7lnERiji + bslnPijl + b9lnPRODjt 
+bJoHACCPij+ Uijl (2) 
where 
Xijt is tonnes of meat exported to each country market. 
DISTij is the distance between the two countries, which is used as a proxy for 
transportation costs. 
QUOTAij is a dummy variable which takes into account tariff policy between any two 
countries. As the market for NZ meats is dominated by the presence of quotas, we 
include a dummy variable which takes value 1 when there is a quota in place. 
ERiJt is the exchange rate which is the value ofNZ dollars expressed in terms of the 
foreign currency. 
Pijt is unit meat export price at the f.o.b. level to destinationj. 
PRODjt is the volume of meat production in country j which is used as a proxy for 
changes in price of meats in each country. 
HACCPij is a dummy variable which takes value 1 when it is mandated, zero otherwise. 
It is normally expected that the coefficients of income variables are positive as countries 
with higher incomes tend to trade more. Similarly, coefficients of population2 and 
distance are normally expected to be negative. However, for a single exporting country 
and a single commodity, these expectations may be subject to change. As stated in 
Bergstrand (1989), income coefficients are positive if the commodity is the luxury end of 
consumption, capital-intensive in production, and having an elasticity of substitution 
exceeding unity. This may not be the case always for NZ meat products. The QUOTA 
coefficient is expected to have a positive sign as the quotas generally allow for importing 
a certain quantity ofNZ meats (beef or sheepmeat) at zero or concessional tariff rates. 
The coefficient for exchange rate is expected to have a negative sign as an appreciation of 
the NZ dollar tends to have a negative impact on its exports. The export price coefficient, 
however, is expected to have a negative sign as exports have not responded to higher 
prices in recent years and NZ is a price-taker for meat. The production coefficient is 
expected to be negative as an increase in meat production of importing countries may 
have a negative impact on NZ meat exports. Finally, HACCP is expected to have a 
positive sign as better food safety practises could enhance market access. That is, 
HACCP is a restriction on trade in one period, but an opportunity in the next period. 
Data 
Data of bilateral trade in meat products between NZ and major trading partners (8 
countries3) over the period 1990-2003 are used to estimate the model (as specified in 
equation 2). These data are provided by Statistics NZ as well as Meat and Wool 
Economic Service (now MWI Economic Service). GDP and population data are taken 
from International Financial Statistics Yearbook (IMF, 2003). All financial data have 
been converted to their real values. Production data is taken from F AO Statistical 
Database (http://apps.fao.org). Distances between countries are calculated as distances 
between capital cities, data is taken from http://www.geobytes.com/CityDistance 
Tool.htm?loadpage. 
2 As per capita income (YIL) is expected to have positive sign, L is expected to have negative sign 
J China is excluded due to some data missing during the 1900-2003 period 
.... 
0\ 
:> 
As only the US and UK market have tariff rate quotas for NZ meat products administered 
by MeatNZ, QUOTA takes value I for these 2 countries over the whole period. In New 
Zealand, RACCP was mandated in 1999 so RACCP takes value 1 from the year 20004 
when the changes take effect. Although voluntary RACCP maybe present at some plants 
before year 2000, we do not include this fact as our focus is on the effect of a uniform 
adoption ofRACCP on the total industry's export performance. 
6. The Results 
Our diagnostic tests showed that there is evidence of autocorrelation and 
heteroscedasticity in the data set. Therefore to estimate the gravity model we used POOL 
command in SHAZAM. The POOL command applies a generalised least square 
procedure (GLS) to first estimate the model by Ordinary Least Square (OLS) then 
transform the observations using the estimated residuals and apply OLS to the 
transformed model. The estimation results for 8 countries (excluding China) are reported 
in Table 5. 
Table 5. Estimation results for gravity model (2) 
Variable Coefficient Standard Error 
bo 9.25 2.41 *** 
GDP.nz -2.31 0.55*** 
GDP.imp -0.071 0.14 
POP.nz 5.66 1.44*** 
POP.imp 1.022 0.28*** 
mSTnz.imp 0.55 0.18*** 
ERnz.imp -0.088 0.041 ** 
PRODUCTION.imp ·0.28 0.12** 
PRICEnz.imp -0.81 0.08*** 
QUOTA EFFECT 0.89 0.19*** 
HACCP EFFECT 0.088 0.044** 
BUSE R-SQUARE 0.891 
", ••• denote Significance at a-O.OS and 0.01 respectively 
4 This is year ending June 2000. Also please note that we do not include the effects of disease outbreak (eg. 
BSE in Canada and USA) as this just happened recently, outside the studied period. 
Most of the estimated coefficients are significant, except for the coefficient of importing 
country's GDP. Income coefficients have negative signs which reflect the fact that NZ 
meats are not capital-intensive nor lUXUry products. NZ GDP is negative with respect to 
trade indicating that on average marketed quantities have reduced over the period to most 
destinations while incomes rose by 2.5% per year. On the other hand, popUlation rise in 
NZ is positively associated with the meat trade as NZ's population growth has been very 
small over the period (1.1 % per year) .. Distance sign is also positive indicating that 
growth markets for NZ meats are at the longer distances. Exchange rates have expected 
sign (negative) which suggests that an appreciation of the NZ dollars will have a negative 
and significant impact on its meat exports. Importing countries' meat production has a 
negative impact on NZ meat exports as expected. The price coefficient is negative which 
reflects the fact that export prices were relatively static over the 1990s (see further 
discussion below). Quota has a positive and significant effect on export direction 
indicating that both the EU and US take more exports after introduction than would 
otherwise be the case. Finally, the RACCP coefficient is positive and significant which 
shows that adopting a food safety management program like RACCP has had a positive 
impact on export direction since it was introduced. 
This estimation excludes China where demand for lamb has been rapidly increasing. If 
China is included, GDP.imp becomes significant and positive, POPnz is non-significant, 
POP imp becomes negative, the PROD effect is reduced, QUOTA and RACCP change in 
size a bit. Significantly, the rapid growth of incomes in China tips the result towards a 
more income elastic model for the whole meat trade and suggests income elasticities> 
unity but price elasticities -0.8 to -1.75 (including China). Our interpretation of the high 
negative price coefficient is that China was buying at the high price end ofthe market in 
the early 1990s (possibly for the hotel trade) as well as continuing low returns in other 
markets as reported above. Since this result is replicated in other specifications, we 
deduce that NZ producers have been fighting a declining terms of trade phenomenon 
through most of the 1990s although traded prices have risen since 1997. 
Ifbeefand lamb are run separately, the broad pattern of results in Table 2 is repeated. 
Beef and lamb quantities exported are reported separately and we have calculated f.o. b. 
prices for each from the values and quantities reported. Both have an importer's income 
elasticity around 0.7, the price elasticity is -0.7 to -0.3, both have a positive response to 
quota; but mST is negative for beef and positive for lamb, beef is affected by importers 
PROD while lamb is not, and beef has a negative response to RACCP whereas lamb is 
positive.(all including China). Omitting China does not change any sign for lamb though 
the elasticities vary. For beef, the high income elasticity disappears, mST turns positive, 
PRICE and PROD stay the same, but RACCP turns positive, and QUOTA margin is 
positive but non-significant. 
So we end with a dilemma. Include more data or be selective in our choice. of countries? 
The problem with China in the early 90s is the lack of a record of trade. Some missing 
plot technique is probably required as the inclusion of China reflects the recent quick 
growth of lamb exports as shown in Table 1. This is part of the total policy mix and we 
need to reflect it. There are also markets which once were important (e.g. Iran and 
Russia) but have since dropped away. 
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7. Summary and Conclusions 
This paper picks up a theme from last year's conference. It establishes more thoroughly 
the broad market conditions faced by NZ for meat products. We like the broad 
presentation of market trends because it is presented in traditional framework of 
elasticities and destinations. Desk policy officers tend to think of the crisis of the day and 
not the broad picture. This information adds to the quality of the informaton on the 
market as a whole. The model comes with statistical tests that spell out that the main 
coefficients (and hence trends shown) have a high degree ofrepeatibility and therefore 
reliance for policy positions. 
We like the high response for income elasticity when new markets are included, and the 
terms of trade implication arising from the unit price variable. HACCP is a small effect 
but significant in most cases though not for the beef estimation. The latter result tends to 
show that in the US market there was no significant shift in supply after HACCP 
becoming mandatory. Perhaps compliance with the US standards was already very 
high? 
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Tariff Rate Quotas and New Zealand's Meat and Dairy Trade 
Andrew Mead and Anna Strutt l 
University ofWaikato 
The tariff rate quota (TRQ) system was formalised in the Uruguay Round with the aim of 
maintaining and improving market access for agricultural products. Under this system, a lower 
tariff rate is applied to imports up to the quota limit, with a higher (and often prohibitive) tariff 
rate levied on products imported beyond this quota. However, the success of the TRQ system has 
been limited, with dairy and meat products in particular still facing relatively high barriers to 
international trade. 
In this paper, we examine the impact of the TRQ system on New Zealand's meat and dairy trade. 
We draw together theoretical and empirical insights and present preliminary findings arising 
from interviews with key stakeholders. In particular, we examine whether the TRQ system has 
achieved its objectives from the perspective of the dairy and meat sectors in New Zealand and we 
analyse problems that appear to exist with the system. We also examine implications of reform of 
the TRQ system, including lower in- and over-quota rates, increased quota limits and more 
transparent and efficient administration methods. 
1. Introduction and Background 
Global trade barriers are relatively high for agricultural products, particularly dairy and 
meats. As well as facing relatively high tariff rates, agricultural trade is affected by 
numerous tariff-rate quotas (TRQs). Given New Zealand's comparative advantage in 
agricultural products, factors that impact on these exports are of particular importance. In 
this paper we examine the effects of TRQs on New Zealand's meat and dairy trade and 
discuss future reform of the system. 
During the Uruguay Round, TRQs were agreed upon to help ensure that market access 
for agricultural products did not decrease during the transition from an agricultural 
trading system of complex and relatively high tariffs and non-tariff barriers (NTBs) to a 
tariff only regime. TRQs were originally designed as a temporary measure (Carbaugh, 
1997). It was feared that without TRQs, a fall in agricultural trade could be the short-term 
result of the Uruguay Round. This could result from 'dirty' tariffication, whereby NTBs 
are converted into prohibitively high tariffs. Indeed, very few exports of agricultural 
products have been made at over-quota tariff rates. These over-quota exports face the 
approximate tariff rates that could have existed for all agricultural exports, had the TRQ 
system not been implemented (Monnich, 2003). With this in mind, and not wanting the 
I Graduate student and senior lecturer in the Department of Economics, Waikato Management School. 
Thanks are due to the businesses and organisations that generously gave of their time and expertise to be 
interviewed for this topic. The information and insights they shared have been invaluable. Thanks also to 
Allan Rae for very useful advice and comments. Support from the New Zealand Foundation for Science, 
Research and Technology and WMS Contestable Research Funds is gratefully acknowledged. 
Uruguay Round to lead to a decrease in agricultural trade, it was decided that TRQs were 
necessary to maintain the levels of market access prevailing at the time. 
It is estimated that 28-30% of agricultural trade occurs within the TRQ system 
(Herrmann et aI, 2001). The TRQ system was developed with two explicit aims. The first 
was to ensure that market access opportunities would not decline after the commitments 
agreed to in the Uruguay Round were implemented. The second was to develop market 
access opportunities for agricultural products in markets where previously trade barriers 
had essentially prohibited trade. In this sense, the aim of the TRQ system was to open all 
domestic markets to a minimum level of trade. These minimum access requirements were 
set at 5% of the domestic market for developed countries and 3% of the domestic market 
for developing countries, with provisions for these minimum access requirements to rise 
over time (Abbott, 2001). However, to these ends the TRQ system has only been 
moderately successful. Quota fill rates average around 65% and problems of quota 
administration are numerous and disruptive to the workings of the TRQ system (WTO, 
2002). 
The aim of this paper is to examine the influence of the TRQ system on New Zealand's 
agricultural trade, with particular emphasis on identifying areas where the TRQ system 
could be improved. There has been very little research specifically analysing the impact 
that the TRQ system has had on the export of NZ agricultural products. With further 
multilateral liberalisation of agricultural trade likely in the coming years, including 
potential reform of the TRQ system, it is important to more fully understand how the 
TRQ system affects exporters and what negotiated changes are likely to bring the largest 
benefits to the agricultural sector. In this paper, we focus on the dairy and the meat (sheep 
and beef) exporting sectors; these are the most important agricultural exporting sectors 
for NZ and they are the most affected by TRQs. 
While time series trade data for NZ dairy and meat products are available, many variables 
influence this data and thus it is difficult to isolate the effects of the TRQ system on 
agricultural trade. For this reason, interviews with key stakeholders were used in an effort 
to improve understanding of the influence of TRQs on agricultural trade and the most 
important areas for future reform. Experts in trade policy were interviewed from many of 
New Zealand's significant dairy and meat exporting businesses. In addition, interviews 
were conducted with representatives from industry wide organisations and government 
ministries. Insights gained from these experts are a major strength of this current study, 
however, by its nature this study tends to be qualitative rather than quantitative and there 
will necessarily be elements of subjective judgment in the analysis. 
2. The Tariff Rate Quota System 
Most of the literature on TRQs focuses on the economic theory and welfare implications 
of this system. For clarity and simplicity in theoretical analysis, we assume the importer 
is a small country and that all world supply curves are perfectly elastic. While this 
assumption may be a reasonable approximation for some countries, other importing 
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countries may face upward sloping world supply curves. However, this will generally not 
change our broad conclusions. Figure 1 illustrates the theoretical workings of a TRQ. 
Figure 1: Tariff Rate Quotas 
Price 
~ 
In-quota limit 
Sdom 
Sw + over-quota tariff 
Sw + in-quota tariff 
Sw 
Ddom 
• 
Quantity 
Figure 1 shows how a TRQ is supposed to operate. Imports are allowed at the In-quota 
tariff rate up to the quota limit. Further imports are charged the higher over-quota tariff 
rate. The domestic market price and quantity traded are determined by the intersection of 
the Ddom and Sw + over-quota tariff curves. One can see that any all goods traded at the 
in-quota tariff rate earn a premium, or quota rent. This quota rent is the difference 
between the market price and the lower price producers would be willing to accept, 
which is determined by the Sw + in-quota tariff curve. The existence of quota rents is one 
important aspect of the TRQ system and they are the result of the need to ration in-quota 
access. 
The economic rents associated with TRQs are often large. Quota rents increase as quota 
limits increase, in-quota tariff rates decrease or over-quota tariff rates increase. In a report 
prepared by ACIL for the NZ Business Roundtable in 1992 quota rents were estimated 
for NZ's UK butter quota (now the EU butter quota). The size of the quota market was 
then approximately 60,000 tonnes. The estimated quota rents for the years 1989/90 and 
1990/91 were $NZ131 and $NZ118 million (ACIL, 1992). Therefore quota rents can be 
very significant, for this reason, they can have a large impact of how a TRQ operates. 
While these quota rents make importing within the quota level attractive, the distribution 
of rents between exporters and importers depends upon the competitiveness of the market 
2 For example welfare effects such as deadweight losses, quota rents and tax revenue will still exist 
although they are likely to be different in magnitude than when supply curves are perfectly elastic. 
on both the supply and demand sides (Choi and Sumner, 2000). Simply put the 
distribution of quota rents depends upon the market power of exporters and importers to 
set prices. The more market power a firm has the more likely they will be able to capture 
quota rents. 
The TRQ system decreases world welfare in comparison to a situation of free trade. This 
is not a surprising result given that it disrupts the workings of markets and can be shown 
to create deadweight loss. However free trade in agriculture is not a realistic possibility in 
the short to medium term. Thus TRQ must be viewed favorably relative to the likely tariff 
only regime that was to be implemented. There are few examples of trade occurring at 
these over-quota tariff rates and even with the efficiency short-comings of the TRQ 
system, it is economically more palatable than its likely replacement (Das, 1998). 
Economic theory suggests that a TRQ will operate as a two-tiered tariff, however in 
reality this is often not the case. Abbott (2001) and Skully (1999), among others, describe 
alternate ways in which a TRQ may operate. Their focus is on the level of domestic 
demand. If domestic demand is low, the in-quota tariff rate may prohibit any in-quota 
trade. A TRQ can operate as if it were a tariff only regime, a quota or as a two-tiered 
tariff. A TRQ will operate as a tariff where in-quota trade occurs but not up to the quota 
level. Effectively the quota limit is not restricting trade in this case. A TRQ will operate 
as a quota if the quota limit is achieved but no over-quota trade occurs. In this case the 
over-quota tariff rate is prohibitive. If over-quota trade was to occur a TRQ is said to be 
operating as a two-tiered tariff. This is how the system was intended to operate, although 
high over-quota tariff rates and other factors like quota administration often conspire to 
stop this outcome from being achieved. The high over-quota tariff rates that have been set 
by many countries effectively create quotas instead of two-tiered tariffs. Quotas are a 
barrier to the ability of markets to respond to price signals, allocate resources efficiently 
and respond to changing market conditions (Appleyard and Field, 2001). Skully (1999) 
states that the efficient operation ofTRQs has too often broken-down because of the large 
nature of over-quota tariff rates. In very few cases where over-quota tariff rates are 
applied3 have over-quota exports actually been made. 
In addition to this, tariff rates can have a tangible impact upon the level of trade. The 
higher the in-quota tariff rate the lower the amount of trade that occurs. The in-quota 
tariff rate can prevent trade from taking place if it causes the domestic price in the 
importing country to be lower than the world price plus the in-quota tariff. This is not a 
problem associated with most TRQs as in-quota tariff rates are generally less than 10%. 
However, some in-quota tariff rates are significantly higher than 10%, and particularly in 
times of low domestic demand for imports, they may be significant barriers to trade 
(Abbott, 2001). In general, experience with the TRQ system has shown that the over-
quota tariff rate rather than the in-quota tariff rate is more often a barrier to trade. 
3 Approximately 50% of over-quota tariffs rates are not applied, i.e. an additional amount of imports is 
allowed at the in-quota tariff rate (WTO, 2002). 
.... 
Q\ 
.... 
2.1 Tariff Rate Quota Fill Rates 
One of the primary reasons TRQs were implemented was to make sure trade would occur 
in the most heavily protected domestic markets. Theoretically one could argue that TRQs 
should work best in the most heavily of protected markets as they offer relatively free 
access to markets where domestic producers are relatively inefficient. In the situations 
where TRQs were implemented to ensure that trade didn't decrease, one would assume 
that these TRQs would easily be filled as they were established markets where access has 
not been diminished. It might be expected that most TRQs would be filled to their 
respective in-quota limits. However quota underfill has been perhaps the most 
disappointing aspect of the TRQ system (Abbott, 2001). 
The most commonly used method of calculating quota fill is the simple fill rate. This 
shows the proportion of the in-quota limit that has been filled by imports for any given 
year. The majority of work done on TRQs uses simple average fill rates, this involves the 
process of averaging quota fill rates across the number of TRQs sampled (WTO, 2002).4 
In addition to the problem of using simple average fill rates is that fill rates are only 
calculated to 100%. For this reason they are biased downwards in the event of quota 
over-fill, i.e. when over-quota trade occurs. While simple averages do have their 
shortcomings, they provide some representation of patterns of quota fill. 
In a paper by the secretariat of the WTO simple average fill rate are calculated for the 
years 1995 to 2000. As shown in Table 1, from 1995 to 2000, between 1/3 and 2/5 of 
potential in-quota trade is not being filled (WTO, 2002). Of particular importance to the 
current research are the fill rates of dairy and meat TRQs, also indicated in Table 1. It can 
be seen that TRQs for dairy products are generally filled in the range of 63-65%. In 
comparison with total average fill rates for all TRQs, dairy fill rates seem to be slightly 
higher than the average while the meat sector does significantly worse than the average. 
TRQs for meat products are generally filled to a lesser extent than for dairy products and 
there may also be evidence of a downward trend in the fill rates of meat TRQs. 
Table 1: Tariff Rate Quota Fill Rates for Selected Commodity Groups C%) 
4 The inherent weakness of this approach is that all TRQs are given an equal weighting whether they be 
large or small, highly valued or of low value. 
Many reasons have been put forward to explain quota underfill. Deficient demand for 
imports in TRQ markets is commonly blamed. Although this may sometimes be the case, 
it is unlikely to explain most or even a good proportion of quota underfill as TRQs 
account for only a small proportion of the domestic market. This reason is really only 
applicable during economic downturns, when especially good domestic growing seasons 
occur, or in special cases5 (Abbott, 2001). 
Another popular excuse for quota underfill is that in some markets the amount allowed to 
be traded under the quota limit is too small to be economic (Abbott, 2001).6 
Additionally, exporters like to sell into high value markets where significant returns can 
be made. Quota limits may not be 'too small' to induce trade just 'too small' for the 
market they are located in. For example, access to a butter quota into the EU may be of 
much greater value than similar access to a quota in a developing country. Of the 181 
dairy TRQs and 247 meat TRQs the majority give access to developing or lesser 
developed countries, or access into small markets (WTO, 2002).7 
While the reasons outlined above no doubt playa role in the issue of quota underfill, the 
issue of quota administration is given the most attention in the literature as the primary 
cause of quota underfill. Quota administration refers to the system of operating a TRQ, 
including the important aspect of rationing quota access (Monnich, 2000). It is thought 
that quota administration is often used in political ways to essentially raise market access 
barriers. 
2.2 Administration of TRQs 
The theory of comparative advantage implies that free trade would bring benefits to all 
countries, causing resources to be drawn from less efficient industries into the most 
efficient industries, and thus leading to increased allocative efficiency. However this 
outcome is not politically feasible in the near term. Political considerations implicitly 
force the govemments of many countries with strong and large, although relatively 
inefficient agricultural sectors, to oppose further liberalisation of world trade in 
agricultural products and to make current liberalisation measures as ineffective as 
possible (Corden, 1997). 
TRQ administration is fundamentally a rationing problem. There are many ways in which 
to administer TRQs, all have their own costs and benefits but some are better than others. 
TRQ administration is the means of rationing the limited amount of in-quota market 
access between competing importers. How these rights are distributed helps to determine 
not only the volume and distribution of trade but also the distribution of quota rents. TRQ 
administration is open to considerable political involvement meaning efficient TRQ 
administration is often unlikely to occur (Monnich, 2003). 
5 Such as mad cow disease, this may cause a significant change in preferences away from beef to other 
meats, thus causing deficient demand for imports and quota underfill. 
6 For example Norway agreed that beef could be imported but each producer could only import a tiny 
quantity thus making it uneconomic (MAF Personal communication). 
7 For example of the total of 1371 TRQs in existence, Iceland accounts for well over 200 of them. 
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Article XIII of GATT set two criteria for TRQ administration to ensure non-
discrimination in the administration process. However these criteria are not strictly 
enforced. The first of the two criteria was that no additional measures should be imposed 
that impede quota fill. The second was that the distribution of trade under the TRQ 
should accurately represent the distribution of trade if the only restriction to trade was a 
tariff. Of the many different administration methods used since the inception of TRQs 
few, if any, accurately adhere to these two principles (www.wto.org). 
There are many different methods that quotas can be administered and the WTO 
identifies 10 distinct methods. Some 50% of all TRQs are administered by applied tariff. 
In actual fact this is not a rationing method as the in-quota limit is not binding. 
Effectively an unlimited amount of imports can be imported at the applied tariff rate. The 
other administration methods are of more interest. Of these methods license on demand is 
by far the most frequently used method, accounting for almost 25% ofTRQs. First-come 
First served and auction methods are the next most popUlar. The other methods are used 
less often but are of significant importance as they can often be the most trade distorting 
administration methods and thus likely to be applied in cases where countries are adverse 
to international competition (Monnich, 2003). 
There is much theoretical work published on the economics of specific TRQ 
administration methods but little empirical research. Generally it is thought that market 
based systems should be the most efficient (applied tariff and auctions). Quasi-market 
systems are thought to be the next most efficient, including license on demand, first-come 
first -served and to a lesser extent historical. These methods are thought to be less 
efficient than market based methods as they add a random element to the market 
allocation process and do not necessarily discriminate between efficient and inefficient 
suppliers. This means that less efficient producers have a chance of gaining quota access 
at the expense of the more efficient producers (Skully, 1999). Discretionary methods 
including state trading and producer groups are thought to be the least economically 
efficient of all TRQ administration methods. This is because there are no strong 
incentives to fill quotas or to import from the most efficient producers (Skully, 1999). 
However TRQ fill rates do not seem to mirror these rankings. State trading and producer 
groups have generally been the administration methods with the highest fill rates. This is 
especially interesting when we note that licenses on demand and auctioning tend to have 
relatively low fill rates. It would seem that the so called market based methods actually 
do poorly in comparison with the more discretionary methods. The reason for this could 
be that the more valuable a TRQ is, the more likely it is to be filled. If it is more likely to 
be filled, governments can impose discretionary methods of quota administration on it in 
order to restrict quota fill andlor direct some of the quota rents to domestic interest 
groups. Studies of TRQ fill rates in Japan and Korea seem to find this result (Choi and 
Sumner, 2000). Similarly regression results from Monnich (2003) suggest that while 
quota administration was important, it did not confirm the common presumption that 
market based methods are better. 
In an overall sense, TRQ administration can be a barrier to quota fill as it often increases 
the costs of importing into a TRQ market (Skully, 1999). Moreover TRQ administration 
may also lead to the actual benefits of importing into a TRQ being much less than the 
potential benefit of doing so. This occurs when TRQ administration results in a change in 
the distribution of quota rents away from the exporting companies and towards the 
importing country (Abbott, 2001). Auctions, state trading and producer group methods of 
administration result in this outcome. Thus TRQ administration can be used as a NTB. 
In addition to the administration methods outlined above, country specific tariff rate 
quotas (CSTRQs) are of significant importance in the trade of agricultural products. A 
CSTRQ represents specific market access for an individual country. This market access is 
given on an individual basis. Generally the responsibility for the administration of these 
CSTRQs is given to the exporting country, where they may choose an appropriate 
method of administration (Skully, 1999). 
In New Zealand, the integration of the NZ Dairy Board into Fonterra saw the rights to 
NZ's CSTRQs transferred to Fonterra. This left Fonterra as exclusive holders of many 
CSTRQs, allowing relatively free access for specified quantities of dairy products into 
designated markets. In the next 5-10 years Fonterra's exclusive quota access will be 
removed and a new administration system will be put in place which all NZ dairy 
producers will have access to. The specifics of the new system are yet to be finalised. 
Meat NZ administers all four of NZ's meat CSTRQs which give NZ exporters access to 
the US and EU markets. 
3. Findings for New Zealand 
Evidence gathered during interviews with NZ firms and organisations involved with the 
TRQ system suggest it has met its objectives of maintaining and developing market 
access opportunities for agricultural products. Specifically the TRQ system has allowed 
NZ exporters to further develop valuable market access in the US beef market, the EU 
sheep meat market and the EU butter market. For example the EU butter quota was 
significantly increased upon conclusion of the Uruguay Round. Supporting this finding is 
retrospective research which suggested that agricultural trade in these products is 
significantly greater because of the Uruguay Round agreement (MAF, 2001). Most of 
these gains have been attributed to expanded quota limits, especially with regard to NZ's 
CSTRQs. The conclusion that the TRQ system has generally met its objectives from 
NZ's point of view is further confirmed when NZ's dairy and meat trade statistics are 
examined. As shown in Figure 2, there is a general upward trend in the value ofNZ dairy 
and meat exports. The 'dip' in exports in the late 1990's can be attributed to the Asian 
Economic Crisis and its flow-on effects. There is no noticeable adverse impact of the 
Uruguay Round on either dairy or meat exports. Overall NZ exporters believe that market 
access opportunities were generated by the Uruguay Round. However, these gains in 
some cases have not been as large as expected. For example NZ is still effectively shut-
out of Japan's beef market. 
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Figure 2: New Zealand's Dairy and Meat Exports by Value 
NZ Exports by Commodity Type 1988-2001 (FOB) 
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3.1 Main Elements of the TRQ System 
There are four main elements to a TRQ. These are the quota limit, both the in-quota and 
over-quota tariff rate, and the quota administration method. Each of these elements 
impacts on NZ dairy and meat exporters. 
NZ exporters tend to view quota limits as too low in high value markets. With regard to 
CSTRQs the only reason for underfill seems to things outside the control of exporters (for 
example, not being able gain an export certificate in a timely manner). Quota limits for 
CSTRQs appear unlikely to rise and there is a view that NZ should all it can to secure the 
future of these quotas because of the valuable quota rents that come with them. 
In general NZ exporters do not appear particularly concerned about in-quota tariff rates. 
Some exporters would even be willing to incur a higher in-quota tariff in exchange for 
greater in-quota market access. 
Over-quota tariff rates faced by both dairy and meat exporters are almost invariably 
prohibitive.s However, industry representatives stress the importance of getting over-
quota rates bound at their applied level (usually the in-quota rate) to secure market 
8 Though apparently there are some exports of cheese to the US at an over-quota rate of 40% (Fonterra, 
Personal communication). 
access. The danger is the risk and uncertainty associated with the possibility of some 
countries will begin to apply their respective over-quota rates when exports rise 
markedly. There is also a danger of TRQs being implemented on products not currently 
covered.9 
NZ dairy and meat exporters tended to view quota administration asa serious problem of 
the TRQ system, with exporters finding the TRQ system very complex. Quota 
administration appears to be used by some countries as a NTB and the complexity of the 
system can be a significant barrier to filling TRQs. 
TRQ reform could alter each of these four elements. Reform would see larger quota 
limits, lower in-quota or over-quota· tariffs, more transparent and efficient quota 
administration, or a combination of these things. The general opinion of stakeholders 
appears to be that additional market access for NZ products is of most importance, thus 
larger quota limits would be most beneficial. However larger quotas limits may just 
create bigger incentives for importing countries to use more inefficient quota 
administration methods, create additional conditions or apply over-quota tariff rates 
which are presently not always applied. For these reasons it appears that all elements of 
the TRQ system should be reformed together. The key element of these 'rules' is to 
provide increased certainty to exporters. 
3.2 Country Specific Tariff Rate Quotas 
The current research has highlighted the significance of CSTRQs for New Zealand. The 
majority ofNZ dairy and meat exports that go into TRQ markets go through CSTRQs not 
MFN quotas. This is disturbing, because unlike MFN quotas, CSTRQs are able to be 
changed or even taken away by importing countries. CSTRQs also go against the 
fundamental principle of the WTO which is non-discrimination. Overall, dairy and meat 
producers appeared to favour expansion of CSTRQs, however, they note that this is not 
likely to be possible. Aside from CSTRQs, license on demand tended to be the most 
popular system. An auction system appears to be unacceptable to producers as it 
effectively nullifies most of the gains from quota access. 
In the export of NZ sheep and beef more than 50% of total exports go into CSTRQs in 
the US and the EU (Meat NZ, Personal Communication). Thus, like the dairy industry the 
meat industry is vulnerable to any change in the trade policy of the US or the EU with 
regard to CSTRQs. While the transfer of CSTRQs into MFN quotas in a theoretical sense 
will not decrease market access, the impact on NZ could be adverse, as it would have to 
compete with other countries for market access under the quota. 
9 For example, trade in casein to the US was relatively free since the US does not produce casein. 
However, with casein trade to the US increasing, US dairy farmers are claiming that it is impacting on the 
demand for their products and a TRQ may be implemented, causing a significant loss in market access for 
NZ (Fonterra Personal communication). 
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3.3 Risk and Uncertainty within Quota Administration 
Firms need 'good' information with which to make strategic decisions, and firms are 
unlikely to invest when the risk and uncertainty is substantial. With regard to the TRQ 
system the feeling seems to be that most methods of quota administration do not give 
enough certainty, in terms of market access, to make long-run strategic decisions. 
Economic theory, as noted above, suggests that market based administration methods will 
be the most efficient, thus having the highest fill rates. However, market based 
administration methods, like license on demand or auctions have generally had relatively 
low fill rates. To put it simply, these methods do give certainty of market access but not 
to individual firms. Because of this, firms, most likely being risk adverse, seem to invest 
a suboptimal amount into developing TRQ market access, resulting in TRQ underfill. 
Of course not all quota administration methods fail to give firms adequate 'certainty'. 
The way that CSTRQs are administered in both the dairy and meat industries within NZ 
gives firms a large degree of certainty as to how much they will be able to export. This 
reduces the risk associated with 'losing' market access to almost nothing, thus inducing 
the required amount of investment and production to fill these CSTRQs. Essentially for 
the TRQ system to be effective it must give sufficient incentives to exporters to fill 
quotas and make appropriate investment decisions. 
One interesting aspect to come out of the current research is the importance of specific 
assets in successfully dealing with the TRQ system. Specific assets appear important 
because of the extremely complex nature of the TRQ system. The specific assets that are 
of value include knowledge of the TRQ system, experience with the TRQ system, 
international reputation, international infrastructure (customer relationships, marketing) 
and the quality and quantity resources available (including money, human resources and 
time). Large exporters can do disproportionately well from the present TRQ system 
because they have these specific assets in abundance. While there may be benefits from 
simplifying the TRQ system, it may not be in their best interests for this to occur. The 
importance of 'specific assets' means that the TRQ system may be biased towards larger 
exporters. This may impose significant barriers to the continued expansion of smaller 
dairy and meat producers especially if other market access beyond the TRQ system is 
unavailable. 
If the TRQ system were to be significantly simplified it may be that smaller exporting 
firms would stand to gain the most. From a NZ perspective the complicated nature of 
TRQ administration may be favourable to the extent that most dairy exports are made by 
one organisation very experienced in the intricacies of TRQs. A further interesting 
finding of this research is that NZ firms may not be fully exploiting the market access 
opportunities of the TRQ system because there exists a lack of information. While large 
firms, government ministries and industry associations tend to be well informed on the 
TRQ system, the same cannot be said for smaller producers. 
3.4 High Value-added Exports 
In general it is thought that one of the important ways in which NZ could increase 
economic growth is by exporting products with a higher value-added content. In 
agriculture this would mean a shift away from the export of commodity products. 
However, one of the main barriers to doing this is finding markets for these value-added 
products and the TRQ system appears biased in favour of the export of commodity 
products. It can be difficult to develop markets for these higher 'value-added' products 
because of the restrictive nature of product definitions in TRQ agreements. The 
introduction of spreadable butter into the UK is a good example of this. While it occurred 
before the time of the TRQ system it clearly demonstrates the problems exporters face 
with the TRQ system today. The main problem was that the UK's definition of what 
constituted butter was so tight and inflexible that spreadable butter was deemed not to be 
butter by the UK. Consequently NZ exporters faced, and eventually won, a costly legal 
dispute with the UK that eventually allowed them to export this product. Although they 
won this right, by the time they could export to the UK, EU producers had already copied 
their product. Interestingly, this UK butter quota eventually became NZ's EU butter 
quota but the condition still remained that any butter imported into the EU had to contain 
salt. Although NZ now could supply any market within the EU, UK consumers were the 
only ones who ate salted butter ( Fonterra, personal communication). 
3.5 Benefits of Further Agricultural Trade Liberalisation 
As it stands TRQs while offering some market access, significantly constrain the ability 
of New Zealand exporters to supply some markets. But they do allow significant quota 
rents to be eamed as prices are kept artificially high. Further liberalisation of agricultural 
trade should lead to greater market access opportunities for NZ exports. However this 
will come at a price which may be the loss of quota rents as domestic market prices in 
importing countries fall. 10 While we may assume that free trade (or freer trade) in 
agriculture will be of benefit to NZ this may not necessarily always be the case. 
The consensus from participants in this survey seems to be that in the export of dairy 
products liberalisation will almost certainly lead to net benefits for NZ. Currently many 
of NZ dairy exports go into low value markets like Latin America and further 
liberalisation will allow NZ to substitute higher value markets like the EU, US and Japan. 
While it is accepted that some quota rents will disappear, increased market access into 
high value markets will likely more than compensate for these losses. Furthermore only 
7% of New Zealand dairy exports presently go into quota markets, meaning only 7% of 
dairy exports currently earns quota rents (Fonterra, Personal communication). 
It is less certain how liberalisation will affect meat exports. Well over 50% of both beef 
and lamb exports currently enter into quota markets thus the meat sector stands to lose 
significant quota rents from trade liberalisation. These quota markets also include the 
10 Prices will fall as the further liberalisation of the TRQ system will allow a larger supply of imported 
products, making them less scarce. Lower prices mean that the difference between in-quota prices and 
market prices is less, thus potential quota rents per unit of exports are lower. 
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high value markets of the EU and the US. Much will depend on the meat sectors ability to 
significantly increase production so that it can export more. But a question remains over 
how much more meat (and dairy products) NZ can produce. 
Issues such as irrigation constraints and RMA were tabled as potential barriers to growth 
in farm production. The irrigation issue has recently come to a head in South Canterbury 
where all new dairy developments have been put on hold because of a lack of water 
(NZPA 2004a and 2004b). A further constraint to producing more agricultural products 
may be a lack of suitable land. While it is true that there is some land that can be 
converted to agricultural production, in the most part suitable land is already being used 
in the production of dairy and meat products. Even if there were a lot of 'spare' land with 
which NZ could increase meat production there is likely to be competition for this land 
from the dairy sector. For this reason NZ must increase production through productivity 
gains and more intensive farming practices. 
4. Conclusions and Areas for Future Research 
Generally the TRQ system is viewed as 'a step in the right direction' for multilateral 
agricultural trade policy. In saying this, many problems or frustrations that still exist in 
the TRQ system. Although the NZ dairy and meat sectors tend to support the 
continuation of the TRQ system, the timely reform of it is seen as essential. There are 
measures we can put in place to better make use of the current TRQ system and secondly 
there are reforms that can be argued for at the present Doha round of multilateral trade 
negotiations and in future multilateral trade negotiations. 
To better exploiting the current TRQ system, it is possible that improved information 
could assist exporters. For example, a database could be prepared with relevant data on 
each quota including the quota size, in-quota and over-quota tariff rates, the 
administration method, historical fill rates and additional conditions that exporters must 
meet. This database could be available to all NZ dairy and meat producers, with 
additional help available to firms wanting to develop a TRQ market. This may assist 
smaller producers to deal with their lack of specific assets by lowering the costs of 
searching for TRQ information and potential market access opportunities. In an economic 
sense this database would decrease the transaction costs associated with developing new 
markets by making information more readily available, thus allowing exporters to make 
better informed decisions. 
All four key aspects of TRQs could usefully be liberalised, i.e. lower in-quota and over-
quota tariffs, larger quota limits and more transparent and efficient administration 
methods. It seems important that a system of rules on quota administration are formed so 
to diminish the possibility of inefficient administration methods being implemented for 
political reasons. Furthermore more emphasis should be placed on giving certainty of 
market access to producers. Also, from NZ's point of view the TRQ system should not 
discriminate against value-added products, and implicitly against some of the smaller 
dairy producers. For this to become a reality, the definition of products within TRQs may 
need to become more liberal, for example, general cheese quotas rather than quotas for 
specific cheese types. 
NZ heavily relies on CSTRQs. Already NZ faces the prospect of losing its EU butter 
quota (Fonterra, Personal communication). Emphasis should be placed on securing the 
continuance of our remaining CSTRQs, or significant market access opportunities that 
presently exist may be lost. While there appear to be many ways in which the TRQ 
system could be reformed to improve its efficiency, an interesting argument can be 
developed from the success of CSTRQs in New Zealand. The aim of the TRQ system is 
to foster agricultural trade and to do this higher quota fill rates are obliviously better than 
lower quota fill rates. NZ's experience suggests that well administered CSTRQs can be 
very effective with quota fill rates consistently at near 100%. The reason for the success 
of CSTRQs in NZ seems to be the certainty of market access they give individual firms. 
In Coase's discourse this would suggest that property rights have been explicitly 
allocated and because of this an efficient outcome has resulted. If the maximisation of fill 
rates was the primary goal of the TRQ system, a Coasian argument would suggest that fill 
rates will be maximised when property rights to TRQ access are clearly allocated and any 
TRQ access can be exchanged in the marketplace (transaction costs are low). This would 
suggest that market access within the TRQ system should be allocated in a way that gives 
individual firms certainty. CSTRQs allow this to occur, for example Meat NZ administers 
NZ's CSTRQs in a way which gives meat producers guaranteed market access. In 
addition to this CSTRQs should be tradable at either the country or firm level. This would 
allow the market access opportunities to move to the countries and firms which value 
them the greatest, i.e. those with the greatest comparative advantage in the production of 
a given product. However there are some practical problems with this suggestion, not 
least of which are the transaction costs involved . 
The analysis in the current paper has tended to be qualitative. To better understand the 
implications of TRQ reform, quantification will be needed. II However, most current 
international trade modelling does not adequately capture TRQs and cannot quantify the 
implications of changes to the TRQ system. Modelling TRQs within a global trade model 
such as the well-known Global Trade Analysis Project (GTAP) model is now possible 
(Elbehri and Pearson 2000), though far from straightforward. There are considerable data 
problems, including the aggregation of very detailed level TRQs across both products and 
regions. Further work in modelling and quantification of the effects of TRQs may 
contribute to a much improved understanding of the impact of agricultural trade reform, 
particularly for countries such as New Zealand. 
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Abstract 
This study examines the bilateral trade relations between New Zealand, China and selected 
ASEAN countries, focusing on China. The present study adapts a variety of approaches to 
investigate these developments. First it examines the strength of trade relations between New 
Zealand and China, using a "intensity of trade index" and a "trade reciprocity index". Second to 
identify sectors in which China and New Zealand have comparative advantage and present an 
analysis of "revealed comparative advantage" (RCA), using BaIassa (1965) methodology. 
Third, to examine intra-industry trade between NZ-China, using Grubel-Lloyd and Aquino 
indices. Finally, these analyses are examined to consider how trade relation has changed in this 
period of economic reforms and future prospects for fostering trade and socio-economic and 
cultural cooperation in the context of recent trade negotiation for a Free trade agreement 
between New Zealand and China. 
Key Words: International trade, New Zealand-China bilateral trade relations, intra-
industry, regional economic integration 
Introduction 
This paper provides an analysis of New Zealand's trading relations with China and 
selected OECD and ASEAN trading partners. The plan of the paper is as follows: First, 
the statistical analysis of trade intensity index which has been applied to understand the 
strength and nature of bilateral trading relationships between countries is examined. 
Second, intra-industry trade is explained and lIT results and analysis are presented. 
Third, the results of the trade reciprocity index and 'revealed comparative advantage' 
are reported and discussed. Finally, some concluding remarks are presented and some 
questions are put forward for future research. 
Over the last two decades China has evolved from an internationally isolated, centrally 
planned State into one of the world's fastest growing economies, which is increasingly 
outward-oriented and market driven. China has achieved a remarkable record of 
growth since the country launched economic reforms policy in late 1970s. China's 
economy has been growing at an annual rate of 8% for the past decade (China Statistic 
Year Book 2002). It is well-known that China is the world's third largest economy, 
following the United States and Japan. China's GOP is about US$1.2 trillion. In 
addition China is the fifth largest trading nation in the world. Why is China important 
to New Zealand? The answer is that currently China is New Zealand's fourth-largest 
trade partner. Furthermore trade between China and New Zealand has been growing at 
an extraordinary rate; Customs statistics show that trade between the two nations 
increased to 30.5 per cent in 2003 with a deficit 0[US$200 million on the Chinese side 
(Dai Yan, Feb 23, 2004). 
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Prime Minister Helen Clark confirmed on the 14th April 2004 that New Zealand had 
decided to recognise China as a "market economy". After the Government told Beijing 
it recognised its "market economy" status, New Zealand is on track to become the first 
developed nation to start a free-trade deal with China. According to NZ Trade 
Minister Jim Sutton (Australian, APR 15, 2004), "New Zealand will get hundreds of 
millions of dollars of benefits from the deal". Apparently such a deal is expected to 
generate considerable benefit to New Zealand's economy. However Kiwi clothing 
unions have different opinions, they claimed that the deal would bring in a flood of 
cheap Chinese imports, and analysts warned New Zealand would be reckless to 
overlook evidence that China deliberately dumps cheap goods on foreign markets 
(Australian, APR 15,2004). 
Will FTA with China increase the degree of trade intensity and trade reciprocity in NZ-
China trade so that any additional trade created after FT A is balanced? If this happens, 
trade creation may not add to the balance of payments difficulties. It seems important 
that the FTA strategy requires careful plans to identifY the products or industrial 
sectors which are complementary and consistent with economic structure of these two 
very distinct trading partners. 
The trading relation and patterns of New Zealand trade is examined through the 
application of trade intensity indices, intra-industry trade indices, trade reciprocity and 
the revealed comparative advantage. 
Section One: Trade Intensity Between New Zealand, China and Selected Trade 
Partners: Analysis 
This section presents the statistical analyses, which have been applied to understand 
the strength and nature of bilateral trading relationship between countries or between 
regions. The trade intensity index is used to measure variations and relative resistance 
in bilateral trade flows. The value of the trade intensity index greater than one indicates 
that a country is exporting more to its partner compared to its share in world trade. A 
value of trade intensity less than one indicates the opposite. In this respect two 
approaches have been used such as export intensity and import intensity indices. 
Several studies have employed intensity indices as indicators of relative strength or 
resistances to bilateral trade flows, and have analysed the nature and importance of 
various factors by explaining variations in the index over time. (Kojima 1964; 
Wadhva; 1985, Garnaut & Drysdale 1994). 
In order to examine whether or not bilateral trading relationship between New Zealand 
is strengthening (or weakening), with China and selected trading partners, both export 
intensity index and import intensity index have been estimated for trade between 
New Zealand and these selected countries for the years 1980 to 2001. In a rather 
simple way, this shows whether New Zealand's trade with these countries is greater or 
less than what might be expected given the importance of the trading partner's share in 
total world trade. 
First, New Zealand is reported as home country 'i' and each trading partner as country 
'j', then calculate the intensity of trade index ( TIl ) llsing the formula: 
TIIij = Xij / Mj 
Xi (Mw-Mi) 
Where; 
TIIij = Intensity of trade index for trade flows from country 'i' to country OJ' 
Xij = the exports of country i (eg , New Zealand) to country j, (China) 
Xi = the total exports of country i, (NZ) 
Mi = the total imports of country i, (NZ) 
Mj = the total imports of country j, (trading partner, China) 
Mw = total world imports. 
The first component of the above formula, XijlXi, is the proportion of exports that are 
sent to the foreign country as a percentage of total domestic exports. This indicates 
how significant the trading partner is to the home country for its exports. 
The second component, Mj /(MW-Mi), is the foreign country's total imports as 
proportion of total world imports less the import of the domestic economy. Countries 
that import at proportionally high levels from the same country to which they send 
most of their exports will have a high IlTij. Conversely, a country with diverse 
markets that is not reliant on anyone country for their imports will have low trade 
intensity (TIIij). In this study both export and import trade intensity indices are 
calculated and results and analysis are presented (See: Appendix for methodological 
detail of these indices). 
Tables 1 shows the summary values of estimated trade intensities between 
New Zealand-China and selected trading partners for the period 1980-2001. The results 
show varying degrees of the trade intensity index across countries during the sample 
period. These results reveal that the trading relations between New Zealand and 
selected trading partners have strengthened over time and weakened in some cases. 
Export and import intensities show different results. 
New Zealand-China: The degree of export intensity between NZ -China was greater 
than one, 2.95 in 1980 indicating strong NZ representation. It is observed that since 
1982, export intensity had decreasing movement, but rose again to 1.01 in 2001. On 
import side, the value of NZ import intensity to China has been increasing since the 
end of 1980s. The highest import intensity index was 1.58 in 2000. The trade intensity 
is affected by some economic-social and geographical factors such as, economic 
complementarily, geographical distance, political, historical and institutional ties 
(Kojima 1964) . 
NZ-ASEAN 
The export intensity index for Indonesia, Malaysia, and the Philippines are high and 
show a positive movement. While import intensity index shows high values for most of 
these countries. It is noticeable that some countries show consistent upward trend 
indicating that these countries have potential for fostering NZ bilateral trade. Thus, 
China, Indonesia, Malaysia, Philippines, South Korea appear to be the next major 
consumers of New Zealand's products. While other trading partners show moderate 
value of export intensity (above .5 Vietnam, Thailand, Singapore), avoiding the 
extreme values of zero which would indicate complete lack of reciprocity and a value 
of unity which would show perfectly balanced bilateral trade. It is noticed that trade 
intensities with these countries are increasing, one would, therefore, expect that with 
...... 
...:t 
...... 
increasing integration, trade reciprocity, may tend to increase overtime with these 
countries as well. 
It is worth noting that the growth in bilateral trade with Asian economies through the 
1990s was affected by the economic crisis of 1997-98. New Zealand took part to 
respond to international New Zealand took part to respond to international efforts to 
the crisis, including a loan offer to Korea and technical assistance to Thailand. A fall in 
New Zealand exports, particularly to Japan, Korea, Indonesia, Malaysia and Thailand, 
was offset by an increase in sales to North America and Europe. In the year to June 
2001, Asian markets accounted for 36 percent of merchandise exports and 31 percent 
of merchandise imports. Asian economies rank in the top twenty New Zealand export 
destinations, with Japan in the third place, Korea fifth and China sixth. Asia remains an 
important source of tourists, migrants and investments (New Zealand Official 
Yearbook 2002). New Zealand's international trade is currently geographically 
diversified with new trading partners. Therefore, one would expect, if East Asia is 
going towards preferential agreements, the bigger the membership the bigger would be 
the benefit. 
The trade intensity indices have limited application for measuring bilateral potential 
trade between nations. For example, they do not tell us about the amount of bilateral 
trade flows taking place due to 'natural factors' such as GDP, population or 
geographical distances or locations and other such barriers. 
Section Three: International trade has been regarded as the 'engine of growth' and 
wealth creation since the Mercantilist period. Trade is a key issue in the context of 
the current policy debate on bilateral or multilateral trade negotiations. It is well 
known that since World War II, international trade has grown faster than world output 
growth. According to the World Trade Organisation (WTO), the developing countries 
, merchandise exports expanded by about 8.2 percent in 1999, far more than the 
growth rate of world commodity output (WTO 2000). 
The rapid growth in world trade has been marked in intra-industry trade, with the more 
affluent nations taking the larger share. There seems to have been a major shift in the 
trading habits of developed nations in the past few decades. For example, the old -
style trade where, New Zealand exported primary products to UK in exchange for UK 
manufactured goods (inter-industry trade) has increasingly given way to the exchange 
of goods which are similar but differentiated products and very close substitutes. The 
overwhelming evidence on the importance of intra-industry trade in the world has 
resulted in the development of new trade models or new theoretical approaches to 
explain the existence and growth of intra-industry trade. 
Intra-industry Trade and Inter-industry trade: 
Trade intensity indices primarily deal with inter-industry trade, to complete the trade 
analysis the changing nature of bilateral trade is examined by using intra-industry 
indices. On the optimistic indication of strengthening trade relations between 
New Zealand - China trade. It seems necessary to identify the potential areas through 
which trade could be further intensified. For this purpose intra-industry trade is 
examined. 
Inter-industry trade is the exchange of goods that belong to different industries (e.g. 
the exchange of agricultural products for finished manufactured goods). This kind of 
trade takes place between countries with different factor endowments, different levels 
of development, different per capita income, such as between the developed 
industrialized nations and the developing countries. In this case the division of labour 
and specialization takes place between industries. The gains from inter-industry trade 
specialization are explained by the well known Ricardian and Heckscher-Ohlin-
Samuelson (HOS) trade theories. 
Intra-industry trade is defined as the simultaneous export and import of goods within 
the same industry, such as the exchange of automobiles between the U.S.A and Japan. 
In this case the division of labour and specialization takes place within industries. Two-
way international trade also takes place within mUltiple product industries. These 
products are differentiated (by styles, designs and other characteristics) and are close 
substitutes. Intra-industry trade analysis suggests that the greater the similarity between 
countries in terms of income levels, factor endowments, levels of development, higher 
will be the trade intensities between countries (Linder 1961). This has led to the 
development of "new" theories of international trade such as the consumer's love for 
variety, increasing returns to scale product differentiation and technological 
advancement. The new theoretical approach explains that 'inter-industry trade results 
from comparative advantage while intra-industry trade is results from economies of 
scale' (Helpman and Krugman (1985), Bernhofen 2002), (Krugman, 1980, 1995, 
Rose (1991), Hummels et al (2001), Lloyd and Lee 2002). 
From policy perspectives, Intra-industry international trade seems to provide a point of 
departure from the traditional wisdom that the greater the disparities between nations, 
the greater will be the intensity of bilateral trade between them. Intra-industry trade 
provides a case for economic integration between similar nations such as developing 
countries, which are similar in terms of their levels of development, factor endowments, 
human capital and technologies and culture. The proposed FTA and Asian economic 
union can then be examined in this context. However, policy discussions of such unions 
have expressed concerns for the establishment of such union on the ground that larger 
trading partners may dominate smaller nations. The analysis of intra-industry trade 
provides a way out of this concern. It suggests that small countries can overcome the 
problem of limited domestic market size by adopting a narrower type of specialization 
as an industrial strategy. 
Two kinds of intra-industry trade have been distinguished, 'Horizontal and Vertical' 
Horizontal intra-industry trade takes place where goods are identified by different 
attributes such as, style, design etc. In this case different varieties of a finished product 
are of similar quality. Vertical intra-industry trade takes place where goods are 
differentiated by different qualities. In this case countries specialize in inputs, 
components, parts and varieties of a finished product with different qualities. ( This 
distinction between vertical and horizontal intra-industry trade is important for the 
analysis of bilateral trade development between developed and developing countries. 
The OECD-China Study by Hellvin (1996) found that the share of intra-industry trade 
in China-OECD trade increased from 12 percent of manufacturing trade in 1980 to over 
20 percent in 1992. He also noted that due to many country-specific differences 
'vertical intra-industry trade' exists between China and OECD countries. China tends to 
specialize in and export low cost labour-intensive, lower quality varieties in exchange 
for capital intensive, and high quality varieties from OECD countries. Ishii and Yi 
(1997) study reported that vertical specialisation explains, at least 21 per cent of total 
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exports in 1990 for ten OECD countries, which represent 60 per cent of world trade 
(Schmitt and Yu 2002). 
New Zealand-China Intra-Industry Trade 
This section examines the extent of New Zealand's intra-industry trade with China and 
selected trading partners for the years 1990 & 2000. A number of indices have been 
developed for measuring intra-industry trade and these have been debated at length in 
the literature. Among various measures, Grubel and Lloyd (1975) intra-industry trade 
indices have been the most popular and widely used measures. A comprehensive 
survey of the various IIT measures used can be found in Tharakan (1983), Aquino 
(1978), Bano (1991), Vona (1991) and Lloyd and Lee (2002). This study uses: The 
Grubel-Lloyd index (IITBi); the Grubel-Lloyd weighted mean index (IITB), the Grubel-
Lloyd trade imbalance adjusted index (IITC) and the Aquino adjusted index (IITQ.) 
These intra-industry trade indices are explained in Appendix D. 
In this study intra-industry trade (IIT) has been computed using the UN Standard 
International Trade Classification (SITC Rev. 3) at the 3-digit level for all industries 
from SITC 0 to SITC 9 for the years 1990-2000. New Zealand's intra-industry trade 
has been calculated with a focus on China trade. The 3-digit summary values have also 
been computed for the years 1990- 2000 with China. The trade data used in the analysis 
come from United Nations Statistical Department, Head Office; Commodity Trade 
Divisions based in New York. All exports and imports values are in US dollars for each 
calendar year. The results have been presented in Tables 2 and 3. (This study is an 
extension of a series of study of previous work on intra-industry trade (Bano & Lane 
1986,87 and 1995 and Bano 1991,2002,2003 and Bano Sandrey 2003). 
(a) Industries with High and low Levels of Intra-Industry Trade by SITC Sectors 
Table 2 reports high and low levels of intra-industry trade between New Zealand and 
China (IIT). For comparison purpose, 1990 and 2000 have been selected from the sample 
period (1990 2000). The results show that a high IIT exists in SITC 0, 'Food and Live 
Animals' Out of 13 industries in this section, six products 'Vegetables' (SITC 054), 
Meat, (SITC 017), Fish, Dried, Salted, Smoked' (SITC 035), Crustaceans, Molluscs etc. 
(SITC 036), 'Fruits, Nuts, Excl. Oil Nuts' (SITC 057) and Edible 
PROD.PREPRTNS,NES (SITC 098) show high levels of intra-industry trade (lIT) 
ranging from 50 percent to about 99 percent in 2000. In 1990, it is noticeable that 
'Sugars, Molasses, Honey (SITC 061) Fish, Dried, Salted, Smoked' and Crustaceans, 
Molluscs etc had high intensity of intra-industry trade ranging from 58.67 % to 76 
percent. The remaining product 'Fruit etc' (SITC 058) in this group shows expected low 
levels of IIT and high inter-industry trade. There was a trade deficit with China in this 
category. Trade in this sector seems to be inconsistent with the predictions of the 
traditional trade theory given the differences in factor endowments of these two nations. 
Industries in the group, SITC 1, Beverages and Tobacco, show inter-industry trade and 
virtually no intra- industry trade. This is an interesting result. A number of OECD 
countries have experienced high IIT in this category. For example, average IIT in this 
section between NZ and Australia is about 65 percent (Bano 2002). In this sector NZ 
has trade deficits with China. 
SITC 2 covers, 'Crude Materials, Inedible. In the year 1990, 3 of 23 products in this 
group show a high degree ofIIT. For example, SITC 278, Other crude minerals, (81 % 
IIT), and SITC 298 Crude Veg. Materials, nes. (76.76%). 
Within SITC 5, Chemicals and related products, a wide variation in the distribution of 
inter and intra-industry trade is observed. For example, Plastic Waste, Scrap etc' 
Pigments, Paints etc. and Other Plastic', 'Primary form' show high intensity ofIIT, and 
remaining products have high values of inter-industry trade in 2000. In 1990, Starches 
(SITC 592) and Inorganic Chem. elems (SITC 522) show high intensity of liT. 
Average IIT across these industries was 8 % in 2000, compared with an average of 
31 percent in 1990. A possible explanation is that a large proportion of China's trade 
is in this category is with the United States, Japan and other OECD countries. In 
addition, new products have also emerged in this category. In addition, it is observed 
that new It id observed that there has been trade widening effects in this category, for 
example new products have also emerged in this category which are traded both ways. 
In this sector NZ had a trade deficits with China. 
SITC 6 covers 'Manufactured Goods Classified by Materials'. In this group there is a 
high intensity of IIT, particularly in, SITC 659 'Floor Coverings' 99 % IIT and SITC 
533 'Pigments, Paints, etc' 63 in 2000. The results show that specialization is 
concentrated in a wide range of selected products, where intra-industry has potential 
for growth. Other industries show relatively low levels of intra-industry trade. (See 
table 2 for detailed industry results). 
SITC 7 covers 'Machinery and Transport Equipment'. A number of industries have 
high levels of IIT in this category, ranging from 41 to 95 % IIT. For example, 
'Electrical Power Machinery Parts (SITC 771), Agric. Machines, Ex. Tracts (SITC 
721), Textiles, Leather Machines (SITC 724), Machine Tools, Metal-working (SITC 
733) These products seem to have a potential for future growth in intra-industry trade. 
SITC 8 covers 'miscellaneous manufactured articles'. In this category very little or no 
intra-industry trade, only inter-industry trade took place in this particular commodity. 
China has comparative advantage in this industrial sector 
Perhaps the most striking aspect is the high level of IIT in non-manufactured goods 
such as SITC 0-2. In a sense, this indicates a harmonization of the 'old' and 'new' 
trade. China and New Zealand continue to concentrate on the area of comparative 
advantage in labour-intensive, land-intensive agricultural products, such as food and 
food preparations, but have developed specific differentiation in a few products, 
processing them further to satisfy consumer's demand for variety. China seems to have 
its comparative advantage in (SITC 0-4) processed food, crude materials (SITC 2) and 
finished manufactured products (SITC 8). These sectors show low intra-industry trade 
with China, and by definition high inter-industry trade. For time series results see 
Table 2c 
Section Four: Trade Reciprocity Index (8) (TRI): 
This section presents an analysis of trade reciprocity index and the results reported in 
table 4. The principle of reciprocity refers to the ideal of mutual changes in trade 
policy which bring about changes in the volume of each country's imports that are of 
equal value to changes in the volume of its exports. 
.... 
;;l 
The methodology was developed by Wadhva (1985:17) to measure reciprocity in the 
overall balance of trade of any two trade partner countries (or two regions). The 
definition or index of the trade reciprocity (e) as devised by Wadhva is as follows: 
where, 
au 
aji 
n 
e 
= exports of country i (NZ) to partner j (China) 
exports of country j (China) to partner i (NZ) 
total number of countries involved in the context of the bilateral or 
regional grouping being considered. 
the trade reciprocity index (TRPI) 
This index will always lie between 0-1. When every pair of countries in a group tends to have a 
balanced bilateral trade (case of perfectly balanced two-way trade), the value of e reaches its 
maximum (that is, unity). On the other hand, when there exists only one-way flow of trade 
between the pair of trading partners (say, complete dependence of country A on country B for 
its imports or exports), the value of e is at its minimum (that is, zero). This index thus 
measures the degree of trade reciprocity (Wadhva and Asher, 1985:17). It seems difficult to 
apply Wadhva's (1985: 17) equation measuring trade reciprocity. This study, therefore, 
attempts to modify this index. If we re-write the equation, it will be as follows. (The 
first part of the numerator should come inside the summation mark) 
If we simplifY it for two countries (n=2), it can be written as; 
(2-I{tt ay ] Whenn=2 e = I 
± lali - alii la2l - al2 1 
l=l (ali - ail )all + (a2l - ai2 )a2l 
By further simplifYing it, 
e =1 
[
!a" -a,,! la'2 -a21 ! la21 -a,2 ! la22 -a22 ! ] 
( )all+( )al2+( )a21 +( )a22 all - all a l2 - a 21 aZI - a l2 a 22 - a 22 
(2 -IXa" + al2 + a21 +a 22) 
Since, a country can not exports to itself within the same country; 
[0 + !a12 - a21 ! a 12 + !a21 - a l2 ! a21 + 0] (a 12 -a21 ) (a21 -aI2 ) e=I-~~~~~~~~~--~ 
(2-IXO+a,2 +a21 +0) 
This modified version of Trade intensity index has been used in this study for 
estimation purposes. (See Appendix C, for more detailed explanation with example). 
Table 4 reports the estimated results. It is not surprising that Australia and New 
Zealand tend to have a balanced bilateral trade, because these two countries are closely 
linked with each other. As we can see from the results, the average trade reciprocity 
index is 0.91 in the last two decades, which tell us that there is a high degree of trade 
reciprocity between Australia and New Zealand. 
The degree of trade reciprocity between New Zealand and China was low but has been 
increasing, the index of trade reciprocity increased from 0.43 in 1980 to 0.74 in 2001. 
The highest index was 0.99 in 1991, the index started to decrease until 1999. 
Thereafter, we observed an upward move in the index again. 
Revealed Comparative Advantage (RCA) Results 
Table 4 reports the estimated results of revealed comparative advantage index. The 
results indicate that New Zealand has its comparative advantage in 'Food, beverages 
and tobacco' (SITC 0 - I) and 'Crude materials, oils, fats' (SITC 2 and 4). These are 
the key comparative advantage products as their RCA indices exceed unity. Among all 
commodities in the sample, food, beverages, tobacco and crude materials have the 
highest comparative advantages, their values range from 3.5 to about 6 as compared 
with other commodities over the two decades; (all the revealed comparative advantages 
indexes of crude materials are higher than three, and the indexes of food, beverages, 
tobacco have been even higher than five.) However, the revealed comparative 
advantages indexes of other commodities have lower values. For example, Mineral 
fuels and related materials (SITC 3), Chemicals (SITC 5), Machinery and transport 
equipment (SITC 7) and other manufactured goods (6 and 8) do not reveal comparative 
advantage. The RAC indices of Chemicals in NZ has been stable, they are between 
0.59 to 0.61, but for the machinery and transport equipment (SITC 7) and Mineral fuels 
and related materials (SITC 3) the RAC indices of the machinery and transport 
equipment (SITC 7) have been increasing from 0.15 in 1985 to 0.21 in 2000 and the 
Mineral fuels and related materials (SITC 3) have been increasing from 0.09 in 1985 to 
0.53 in 2000. Opposite of that, the RAC indices of Other manufactures goods (SITC 6 
and 8) appears to be decreasing, as the RAC indices of SITC 6 and 8 decreased from 
0.74 in 1985 to only 0.54 in 2000. These are a bit surprising results which need further 
investigation. 
Summary and Conclusion: 
This study has examined statistically New Zealand trade relations with China and 
selected trading partners, focussing on China. First trade intensity indices were 
calculated to examine the strength or weaknesses of bilateral trade relations of New 
.... 
~ 
Zealand-China and selected countries. The results show that trading relations have 
strengthened over time for a few trading partners. The results also demonstrate 
declining tendency in some cases. Second, intra-industry trade with China at the 3-digit 
SITC level have been estimated. The results show some potential for growth in IIT in 
selected products. The results also lend support that both New Zealand and China trade 
are well explained by the traditional trade theories given their factor endowment, 
natural resource and specific factors differences. Third, trade reciprocity between NZ -
trading partners estimated and discussed. The results show varying degrees of 
reciprocity across countries. Finally, it was also examined whether New Zealand's 
export patterns coincide with the law of comparative advantage, the revealed 
comparative advantage indices reveal that the general pattern of NZ international trade 
coincide with the law of comparative advantage. Agricultural sector still is a key 
export revenue generator for NZ economy. 
These results are suggestive. They may help to outline the effects of likely economic 
developments both in and between New Zealand-China and its ASEAN trading 
partners. The trade liberalization initiatives under FT A and APEC may be beneficial to 
all participants. 
I 
Appendices are avilabe on request form the author sbano@waikato.ac.nz. 
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1.56 
1.62 
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1.43 
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1.37 
1.43 
1.36 
Table 2 NZ intra-industry trade (lIT) with China at 3-digit, SITC 2000 
SITC 
054 
017 
035 
036 
057 
098 
061 
058 
056 
075 
034 
048 
081 
112 
111 
278 
292 
291 
248 
268 
272 
579 
533 
575 
574 
582 
598 
542 
592 
581 
551 
541 
523 
553 
512 
554 
513 
..... "'~ ..... " .................... "'~ .... ....... "" .................................... ""'...., 
Import Export 
Description IITB! (value) (value) 
Vegetables 99.23 1236 1217 
Meat,offl.prpd,prsvd,nes 92.80 58 67 
Fish,dried,sa1ted,smoked 87.10 135 175 
Crustaceans,molluscs etc 79.73 779 1175 
Fruit,nuts exc1.oil nuts 54.46 1279 3418 
Edible prod.preprtns,nes 50.62 1452 492 
Sugars,molasses,honey 36.12 41 186 
Fruit,preserved,prepared 30.04 1024 181 
Vegtables,prpd,prsvd,nes 27.77 2592 418 
Spices 23.24 213 28 
Fish,fresh,chilled,frozn 5.67 464 15893 
Cereal preparations 1.90 940 9 
Animal feed stuff 1.61 150 18497 
Av IITBi and Totals 20.15 10363 41756 
Alcoholic beverages 89.36 52 42 
Non-alcohol.beverage,nes 74.29 22 13 
Av IITBi and Totals 85.27 74 55 
Other crude minerals 81.14 1949 2855 
Crude veg.materials, nes 76.76 1148 715 
Crude animal materls.nes 9.40 806 16348 
Wood, simply worked 1.82 124 13490 
Wool, other animal hair 0.93 321 68394 
Fertilizers, crude 0.24 11450 14 
Av IITBi and Totals 6.68 15798 101816 
Plastic waste, scrap etc 86.59 148 113 
Pigments, paints, etc. 63.07 660 304 
Oth.plastic,primary form 45.45 215 731 
Polyacetal,polycarbonate 38.71 50 12 
Plastic plate,sheets,etc 29.49 1411 244 
Misc.chemical prodts.nes 16.47 1170 105 
Medicaments 11.20 354 21 
Starches,inulin,etc 5.75 373 12605 
Plastic tube,pipe,hose 5.54 351 10 
Essntl.oil,perfume,f1avr 4.76 41 1 
Medicines,etc.exc.grp542 4.32 2760 61 
Metal.salts,inorgan.acid 2.22 9984 112 
Perfumery,cosmetics,etc. 1.84 1186 11 
Alcohol,phenol,etc.deriv 1.09 35 6368 
Soap,cleaners,polish,etc 0.94 848 4 
Carboxylic acids,derivts 0.31 1927 3 
A v IITBi and Totals 7.69 21513 20705 
Data on further categories available from author 
Total Overall 
Av-IITBi= 
Av-IITCi 
Av-IITQi 
5.48 
9,62 
27.18 
Xi+Mi (Xi-Mi\1 
2453 -19 
125 9 
310 40 
1954 396 
4697 2139 
1944 -960 
227 145 
1205 -843 
3010 -2174 
241 -185 
16357 15429 
949 -931 
18647 18347 
52119 31393 
94 -10 
35 -9 
129 -19 
4804 906 
1863 -433 
17154 15542 
13614 13366 
68715 68073 
11464 -11436 
117614 86018 
261 -35 
964 -356 
946 516 
62 -38 
1655 -1167 
1275 -1065 
375 -333 
12978 12232 
361 -341 
42 -40 
2821 -2699 
10096 -9872 
1197 -1175 
6403 6333 
852 -844 
1930 -1924 
42218 
-808 
... 
~ 
Table 3 
Intra Industry Trade: New Zealand with China over time: 
(SITC 3-Digit Summary Values: 1990-2000) 
0.81 
0.81 
0.80 
0.94 
0.97 
0.87 
0.98 
0.96 
0.94 
0.99 
0.94 
0.99 
0.99 
0.97 
0.90 
0.86 
0.93 
0.87 
0.91 
0.93 
0.58 
0.48 
0.51 
0.56 
0.30 
0.54 
0.35 
0.71 
0.89 
0.99 
0.89 
0.84 
0.93 
0.84 
0.80 
0.73 
0.69 
0.60 
0.61 
0.74 
Year 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
0.60 
0.59 
0.58 
0.61 
0.59 
0.69 
0.68 
0.69 
0.79 
0.76 
0.74 
0.73 
0.67 
0.67 
0.73 
0.70 
0.71 
0.66 
0.70 
IITBi 
8.34 
3.89 
5.11 
5.19 
5.73 
5.16 
8.37 
5.72 
4.97 
6.46 
5.48 
IITCi 
18.22 
7.12 
8.84 
6.20 
5.75 
5.47 
8.91 
8.39 
7.69 
14.39 
9.62 
Table 4 
0.97 
0.95 
0.95 
0.91 
0.95 
0.97 
0.92 
0.99 
0.95 
0.90 
0.82 
0.71 
0.67 
0.59 
0.53 
0.40 
0.39 
0.43 
0.46 
0.37 
0.34 
IITQi 
27.46 
23.44 
28.89 
17.14 
19.19 
14.90 
18.21 
20.57 
29.54 
40.85 
27.18 
0.85 
0.81 
0.90 
0.78 
0.81 
0.81 
0.92 
0.89 
0.97 
0.99 
0.93 
0.96 
0.99 
0.99 
0.93 
0.98 
0.92 
0.97 
0.92 
0.95 
0.93 
0.68 
0.91 
0.72 
0.53 
0.67 
0.92 
0.87 
0.92 
0.74 
0.56 
0.51 
0.52 
0.47 
0.49 
0.50 
0.58 
0.62 
0.81 
0.80 
0.71 
0.68 
Source: Direction of Trade Statistics (IMF) Various Issues and United Nations 
Commodity Trade Data plus Author's calculations 
0.94 
0.88 
0.92 
0.95 
0.98 
0.99 
0.90 
0.84 
0.93 
0.79 
0.83 
0.73 
0.69 
0.70 
0.73 
0.77 
0.82 
0.87 
0.97 
Source: Direction of Trade Statistics (IMF) Various Issues and United Nations 
Statistical Yearbook (Various Issues & 2002), UN Commodity Trade Data. 
Author's Calculations 
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An examination of issues in the fisheries sector in a small island 
economy: 
The case of Tonga. 
Halahingano Rohorua 
University ofWaikato 
Hamilton 
Email:hala@waikato.ac.nz 
Abstract 
Tonga as a small island economy faces continuos trade deficits. The Government has 
identified the fisheries sector as having great potential. This paper explores current issues in 
the fisheries sector in Tonga. The emphasis in this paper will be on issues in fish exports 
from Tonga. It is perceived that barriers to trade have been a major contributing factor to the 
sector's poor performance. The focus here is on the financial returns that fishermen receive 
and the influences that the sizes of operators and types of fish exported have on the return to 
the exporters/fishermen in Tonga. 
Key words: Tonga; small island economy; fisheries sector; export markets and finanCial 
returns. 
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Introduction: 
Tonga consists of some 150 islands and islets of which 36 are inhabited. The total land area is 
699.71 sq krn spread over a sea area of approximately 700,000 sq krn. It lies between 15° South 
and 23° 30' South and 173 0 West and 1770 West. Tonga is divided into three main island groups 
being Tongatapu, Ha'apai and Vava'u. The capital is Nuku'alofa on Tongatapu. The 
approximate population is 105,600 (1995). 
Tonga, as a small island economy has faced a chronic trade deficit over the past decades. The 
external current account deficit increased from an average of 6.3% of GDP in 1999 to 8.1 % in 
2000(ADB, 2002). Figure 1 shows the external current account position for Tonga for the period 
1990-2000. 
Figure 1: Trade Statistlcs:1990·2000 
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The Tonga Government, therefore, in its response to this problem of increasing deficit has put its 
overall development theme during its Five Year Development Plan aimed at achieving 
sustainable economic growth conducive to a higher per income with special emphasis placed on 
enhancing the export sector. The fisheries sector has been identified as one of the sectors 
demonstrating the highest growth potential. 
Tonga's Fisheries Sector 
Fishing has always been an important subsistence activity in Tonga, having played an important 
role for Tonga in traditional food production. However, commercial fishing for local and export 
markets remained under developed until the early 1980's, when budgetary assistance to the 
Fisheries Division was strengthened and specific sectoral initiatives were undertaken by the 
govemment to exploit pelagic harvests and accelerate private small-scale investment. 
Significance of the Fisheries sector to Tonga 
Fisheries are of special importance to a small island state like Tonga. The industry grew steadily 
throughout the last decade to become an important source of foreign exchange earnings. In 1993 
fisheries exports became the second largest foreign exchange earner after squash, exceeding 
vanilla for the first time as shown in Figure 2. 
Figure 2:Tonga's Major Exports: 1990·2000 
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Contribution to Economy 
Since the late 1980's the fisheries sector has increasingly become a very important sector in 
generating foreign exchange earnings for Tonga, but also in its contribution to Tonga's GDP. 
Fisheries sector share offoreign exchange earnings increased from 9% in 1990 to more than 33% 
in 1999. Similarly, Fisheries share of GDP increased from 5% to 13% respectively as shown in 
Figure 3. 
Figure 3: Fish Contribution 
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Employment 
There are 2,300 registered fishermen in the country with about 16% of the households in Tonga 
engaged in some form of commercial fishing (Budget Statement, 1995). This number increased 
to more than 5,000 households (32.6%) at the end of 2000. (Tonga Agricultural Census, 2001). 
Fisheries Legislation 
The basic fisheries law is the Fisheries Act 1989. The Act declares that all territorial seas and 
internal waters are the property of the Crown. Every Tongan has the right to fish in these waters 
and there are no traditional fishing rights giving villages, clans or individual's exclusive rights to 
fish in certain areas. 
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Fisheries resources: 
Three percent of the total area of the Pacific EEZ belongs to Tonga. However, Tongan fishermen Figure 5: Tonga's Yellow-fin import price: Japan 
only take about 0.3% of the total fish catch in the region. 
Tuna Resources: 
Based on productivity and relative extent of the Tonga's EEZ, SPC estimates that an annual 
landing of up to 4,000Mt is sustainable. 
As noted from figure 4, there has been a steady increase in the total tuna landing over the past 
decades. The highest catch was in 2001 with a total of 1,919Mt. The steady increase was due to 
increase in number of fishing fleets (from 16 in 1999 to 26 at the end of 2002). The decline in 
2002 is due to aI-Nino effect on global weather that resulted in low catch. 
Figure 4: Annual Tuna Landing, in Mt 
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Tuna Prices: 
Price of yellow-fin Tuna export from Tonga to Japan has been increasing since 1997 and levelled 
off at an average ofUS$9.30lkg as shown in figure 5. 
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Tonga's fish exports were mainly to Hawaii, Japan, East Asia, American Samoa, Australia and 
New Zealand. These markets are segmented according to demand requirements. The East Asian 
market was specifically for the export of crustaceans & molluscs. American Samoa was mainly 
for tuna cannery. Japan was mainly for sashimi and Hawaii, Australia and New Zealand are 
mainly for both bottom fish and long-line. Figure 6 shows the share of these markets on fish 
exports from Tonga . 
Figure 6: Fish Export-Major Markets 
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Export by sub-sector: 
The export of fresh and frozen fish dominates fish exports. Crustaceans & molluscs were in the 
mid-1990s increasingly becoming an important sector especially to new East Asian markets of 
Hong Kong, Taiwan and South Korea. However, in 1997 due to rapid decline in sea cucumber 
stocks, such as sandfish (nga'ito), white teat fish (huhuvalu) and black teat fish (mokohunu), the 
Government through the advice of the Ministry of Fisheries imposed a ten year moratorium 
starting in 1998. Refer to Figure 7. 
Figure 7: Fish Export by Sub-sector:1990 - 1997 
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Export by institutional sector 
The export offish is dominated by the private sector. About 76% of the fish exports were from 
the private sector and the remaining 24% from quasi-government; the Sea Star fishing company. 
There are only four major fish and marine exporters in Tonga. 
Sea Star fishing company established in 1990 in which the Tonga Government is the main 
shareholder with three long-line fishing boats for tuna. 
'Alatini Fisheries established in 1990 exports mainly snappers and high quality fish to 
Hawaii markets. 
Maritime Project Tonga Limited established in 1980 sells bottom fish such a snappers and 
grouper as raw fish to Japan. They also assist the newly established long-line fishing 
company Capricorn in packing and marketing their fish to the Japanese sashimi market. 
Capricorn Fishing company since its inception is the first long-liner, fishing exclusively for 
the sashimi-grade tuna for the Japanese market. 
Financial returns to the fishermen from main export markets-Hawaii, Japan, Australia & 
New Zealand 
The analysis here looks at the expected financial returns that fisher-people received from the 
export of their fish to these markets. The results indicate that size of operators and types of fish 
exported have an impact on the returns. 
In this analysis the medium-large operators are those using 40 ft boats and 30 ft are for small 
operators. The type of fish exported looks at Bottom-fish and Yellow-fin tuna long-line. 
Financial returns to fisher-people, both for medium-large size operators and small operators 
show that Hawaii is a viable market for bottom-fish, but not tuna long-line. 
The Japanese and Australian markets, on the other hand, fetches good returns for export of tuna, 
but not bottom fish. 
New Zealand market is proven viable for both except medium-large bottom fish exporters. 
rlnanClal Keturns trom rlsn export: ror sn Ipment ot I,VVVKg:J:!i/Kg 
Size/type of fish Hawaii Japan Australia New Zealand 
Medium Operators 
Bottom-fish 1.76 (0.56) (1.35) (0.90) 
Long-line (0.14) 1.99 1.98 1.40 
Small Operators 
Bottom-fish 2.13 (1.24) (0.05) 0.40 
Long-line 0.10 1.96 3,08 2.37 
Tonga Fisheries Export Issues: Barriers to development: 
In Tonga, due to remoteness from major markets and trading partners, the cost of freight and 
transport will always work against the competitiveness of the industry. 
o Lack of air cargo space also has been a constraint. Changing airline schedules/routes and 
aircraft types represent significant threats to further development. 
o Fiscal disincentive - impact that government customs and ports and services charges have 
on basic economics of tuna long-lining in Tonga. The structure of duties and ports and 
services charge - fuel taxation in Tonga attracts a 62.75% fiscal charge - compared to 
25% for all other Pacific Island countries. 
o Subsidies and concessions - new commercial investors qualify under the Industrial 
Development Incentive (IDI) Act for initial concessions - only for 2 years and do not 
cover diesel fuel- important element in commercial fishing. 
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o Fisheries export tax - Ministry of Fisheries impose a 0.5% export tax on fish export. 
o Lack of understanding of the industry -Unlike the economics of agriculture and tourism 
industries - the fisheries industry is not necessarily tied to a fixed location. Fish stocks 
are highly mobile and so too are the vessels that hunt them. The ability of fishermen to 
unload their catch, refuel, and reprovision their vessels at ports far from home base 
represents a fundamental difference between fishing and other primary production 
activities. 
Without addressing these issues the fisheries export sector in Tonga is unlikely to realise its full 
economic potential or to become an engine for Tonga's economic growth. 
Conclusions and Suggested Solutions: 
Tonga as a small island economy experiences trade deficits due to issues and problems 
associated with being small. Although the fisheries sector shows great potential, this paper 
highlights the fact that some issues will be beyond the capacity of small islands to be able to deal 
with in international trade. 
The potential that fisheries offer is a reflection of these small islands surrounded by ocean; a 
proportion of I sq km of land to more than a thousand sq km of ocean as in the case of Tonga. 
The problem of transport infrastructure is of concern for trade from the Islands. This is also 
worse when the only National Airline- the Royal Tongan Airline was grounded last month. 
New Zealand offers great opportunity for the fisheries in Tonga. New Zealand for many reasons 
can be looked at as transit for fish export from Tonga in the hope to alleviate transport problems. 
The Tonga government, in response to the need of fisher-people offers a fuel subsidy beginning 
last year. The initial indication is that this subsidy only favours exporters and not necessarily 
small operators in the Industry. The small operators can now resort to using the facilities and 
expertise of the main exporters to export their fish instead of individuals trying to capture a share 
in the market. This will alleviate major problems faced by small operators of having to pay high 
freight costs. 
The issue of Government allowing a fuel subsidy should be closely monitored for small island 
states such as Tonga whose major source of revenue has been derived from the benefit of indirect 
taxes on these commodities. There is a need to look at alternative means of ensuring that other 
means of collecting revenue exists. 
The potential that the fish export sector offers Tonga is huge. Hence, the need to closely analyse 
the impact of barriers to trade to ensure that fisher-peoples' net returns improved. This 
discussion paper highlights the fact that unless these issues are dealt with the full potential 
fisheries have to offer will not be fully realised. 
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Potential economic impacts of providing for Aquaculture 
Management Areas in Canterbury 
Gerit Meyer-Hubbert, Ross Cullen; Lincoln University 
Summary 
This research estimates the commercial costs and benefits associated with selected 
aquaculture projects in the Canterbury region. 
Mussel farming employment will most likely be generated in coastal communities 
that at present have few employment opportunities. These communities are likely to 
profit as well from increased infrastructure needs for the marine farming enterprise. 
Any development in the marine farming industry will take many years to reach full 
potential. This means that the costs and benefits from increased marine farming 
activities will be staggered over a number of years. 
It is acknowledged that the gains might be achieved at different locations than the 
losses occur. The effects on other stakeholders are often uncertain. 
Keywords 
Mussel farming, economic impact, scenarios 
An indicative scenario evaluation 
The scope of this report 
This analysis estimates the employment generated around Canterbury or where 
possible at more specific sites. Capital investment requirements, value-added output 
and gross output are estimated where possible . 
Limitations 
At the moment Canterbury's mussel industry is serviced exclusively from the 
Marlborough Sounds. The research aims to point out thresholds for the development 
of the marine farming industry in Canterbury. On the cost side the report presents 
different scenarios on how other industries could be affected by an extension of the 
amount of coastal marine area occupied by marine farms. 
This report looks particularly at commercial tourism operators and commercial 
finfisheries when considering other industries. Hence, privately organised 
recreational activities are excluded from detailed evaluation. 
While the benefits deriving from marine farming and their impacts can be estimated 
from past experience, the costs imposed on other stakeholders of coastal space are 
less certain. This uncertainty is due to a lack of detailed information about some 
stakeholder's current activities as well as about the effects marine farming might 
have on these stakeholders. 
The research does not focus on the environmental value of the resource nor does it 
examine whether there might be effects on the market values of adjacent properties. 
Aquaculture in New Zealand 
Current situation 
In New Zealand's open waters there is marine farming of mussels, salmon, pacific 
oysters and paua. Seaweed is mainly grown for feeding purposes. Experiments are 
being conducted with other species such as rock lobster, crayfish, snapper, and 
sponges to test their suitability for commercial aquaculture. Some of these species 
have promising outlooks, and are considered to be areas for value-added growth in 
the future if cultivation proves successful and development is not blocked by 
political or regulatory barriers. In 2002 the total space used for all New Zealand 
aquaculture was around 5,500 hectares, generating in excess of$340 million in sales. 
Marine farming generates employment in coastal communities that typically have 
otherwise limited employment opportunities. Mussel farming is not a labour 
intensive activity. Mussel processing on the other hand is a very labour intensive 
activity at present. 
Around 84% of all Greenshell™ mussel product is exported. Export receipts were 
$91.8 million for the year ending March 1998 with processing generating 90% of the 
export value (Donnelly 1999). The mussel industry contributed $49.8 million to 
New Zealand's national GDP in 1998. Of this total, mussel farmers contributed 
$12.4 million (24.9%) while processing's share was $37.4 million (75.1 %). 
A regional impact study from the McDermott Fairgray Group Ltd (2000) 
commissioned by the Seafood Industry Council (SeaFIC) estimated the direct, 
indirect and induced impacts of the seafood industry in New Zealand as well as for 
certain regions (Table 2). The information is based on the year 1998. Canterbury 
had salmon and paua farms but no mussel farming in that year. 
The type II multiplier effects give the direct, indirect and induced impacts of an 
activity and are summarised below for the Canterbury region. No specific multiplier 
was found with respect to household income. 
Table 1 Seafood Type II Multipliers 
Impact Fishing in inland waters Fish and shellfish 
and fish farming processing 
Output 
Value Added 
Employment 
2.77 
5.14 
1.36 
Existing marine farming in Canterbury 
3.54 
4.45 
2.88 
Current marine farming and applications for marine farming centre on Banks 
Peninsula and the coast of northern Canterbury. On Banks Peninsula marine farming 
activities and applications are clustered around Akaroa Harbour and the northern 
bays. 
Processing of marine farming products in Canterbury occurs almost exclusively in 
Christchurch and Banks Peninsula. Products from Marlborough also contribute to 
current volumes of mussels processed in Canterbury. 
At present Canterbury has four working marine farms totalling 51 hectares of which 
32 hectares are currently used. There are three approved additional spaces (51 
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hectares), two applications currently processed (79 hectares), two applications with 
19 sites voluntarily put on hold (103 hectares), two stopped by the Aquaculture 
Moratorium (10,835 hectares), and one declined but appealed (27 hectares). 
At the moment 160 tonnes of finfish and 800 tonnes of shellfish are produced by 
Canterbury's marine farms. All of the finfish and paua are processed in Christchurch 
but only a small part (approximately 25%) ofthe local mussel production is 
processed locally. Currently 4 FTE are employed on Canterbury's green-lipped 
mussel farms. The value of annual output from Canterbury mussel farms is 
estimated at around $0.5 million. 
The sole marine salmon farm in Akaroa Harbour produces approximately 160 tonnes 
of salmon per year for the domestic market. The farm employs six staff. Processing 
of the salmon occurs in Christchurch where around eight FTE staff are employed. 
There is one paua farm in Akaroa Harbour producing meat and blue pearls. The firm 
employs a total of eight staff directly and produces more than 5000 pearls per year. 
Effects on other stakeholders 
For the purpose of this research the other stakeholders are commercial finfishers, 
commercial tourism operators and existing marine farming businesses as outlined 
above. 
Marine farming competes with other stakeholders for use of the coastal space, and 
could also have wider effects. For example, commercial fishers, recreational users or 
tourism operators might use the same part of the ocean. Some applicants have tried 
to select areas that other stakeholders do not use intensively for other purposes. 
The effects of marine farming do not usually stop at the farm boundary, as is the case 
with many other enterprises. Marine farming in particular may have visual impacts 
for recreational users, the tourism industry, adjacent property owners and locals. In 
addition, the marine farming activity could affect the local ecosystem for example, 
bryophytes, shellfish and dolphins. In tum this could have wider economic effects, 
for example on the tourism operators. 
This report focuses on the financial and employment effects deriving from marine 
farming, mussel farming in particular. Marine farming activities can have positive as 
well as negative direct and indirect effects. Economic effects for example might also 
include the valuation of nearby sea space, changes in property and commodity prices 
or the effects on the resource and affected species. However, given the scope ofthis 
report a restricted range of issues is discussed. 
Some ofthe positive effects of marine faming are increased employment, investment, 
establishment of service industries, and supply security for industry. Positive 
externalities can include better infrastructure in the bays and road improvements. 
Some of these activities may provide useful assistance to the economy of small 
coastal communities .. 
Possible positive externalities include improvements in recreational fishing, mooring 
opportunities and pride in the activity among the local community. Negative impacts 
on other industries might include reduced activity or higher production costs for a 
limited number of other industries. This could potentially decrease employment in 
those industries and diminish profits. Further negative externalities are navigational 
hazards and visual impacts 
Study of effects should not just focus on the direct impacts but also take into account 
the impact of the respective industries on their suppliers, service industry and 
household spending. These impacts are typically estimated with the use of multiplier 
effects. 
Scenarios 
Scope 
The status quo is the current marine farming situation in Canterbury at its full 
potential. This includes salmon, paua and green-lipped mussel farming. Full 
potential implies full production from consented but idle farms or farms which are 
not fully developed in December 2003. The idle status predominantly results from 
lacking a permit from the Ministry of Fisheries. 
All mussel farms will be developed with a staged approach. Business practice and 
environmental impact assessments make such an approach necessary. Hence the 
effects described will not be achieved in the short term. Some developments will 
take up to 20 years from the day of receiving the last necessary permit. The current 
political and legislative situation does not favour a swift uptake of mussel farming 
activities. This also means that potential negative effects will be staggered. 
There is little detailed information available with regards to other commercial 
stakeholders of coastal space. Particularly, the possible effects on other stakeholders 
are hard to quantify. Hence the effects on other commercial stakeholders of coastal 
space are dealt with in a generic manner. Given current business practice of other 
stakeholders and current application details, assumptions are made about the 
potential negative impact of increased mussel farming activities. 
Only the effects to Canterbury are reported here. The discussion below is 
exclusively with respect to the status quo and the increases in mussel farming. To 
make the comparison of the different scenarios easier salmon and paua farming are 
not discussed in the scenarios. Some of the information presented distinguishes 
between offshore, headlands (near-shore) and sheltered bays (inshore). 
This report does not comment on the feasibility of individual business ventures. 
There are likely to be engineering issues associated with offshore marine farms that 
are more exposed to storms than are inshore farms but engineering issues are beyond 
the cope of this report. 
Assumptions 
The underlying data was generated from information gained from resource consent 
applications, interviews, internal reports and published information. The information 
provided was averaged over the ranges given. 
Mussel Farming 
The productivity assumptions are either built on information gained from the 
resource consent applications or on averages based on output per backbone metre. 
The output per backbone metre is a crude assumption since mussel farms will have 
different depths within and across farms. Nevertheless, given the lack of detail in the 
underlying data it appears to be a good approximation. 
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To date some exposed near shore marine farms might not be able to raise spat to 
reseeding size themselves but need to be stocked from inshore farms. It is not clear 
whether this will continue to be the case. Possible development of land based 
hatcheries to large scale juvenile mussel production would reduce the pressure on 
inshore farms. Local spat nursery is preferred due to its simpler logistics and 
reduced transport stress on juvenile mussels. 
Two scenarios were created. One assumes a higher productivity than the other. 
However, to the authors' best knowledge even the high productivity figure is below 
the industry average. If no other information is available, a backbone length of 115 
metres is used in the scenarios. This is equivalent to the average in the Marlborough 
Sounds and Nelson, but below the national average backbone length. Offshore and 
near shore mussel farms generally have longer backbones. 
The higher productivity scenario, A, is based on information directly provided by the 
existing or applicant company. Where there is no such information available 
industry averages are used. The output results are hence based on total estimated 
output for certain farms, estimated output per hectares or per backbone, average 
output per unit calculated on a company basis, and information gathered for different 
reports. 
The lower productivity scenario, B, is based on averages from the above information 
sources as well as the low to medium range productivity figures from scenario A. In 
the case that the productivity estimate for scenario B is higher than the productivity 
figure provided by the company, the company value is used. 
The lower productivities assumed are 0.1 tonnes per backbone metre for inshore 
farms. This is equivalent to 11.5 tonnes for a I 15-metre backbone. The industry 
estimates productivity is between 0.07 and 0.15 tonnes per backbone metre. The 
information provided in the different resource consent applications uses conservative 
estimates. 
For near shore farms there was no information available which differed from inshore 
farm productivities. Hence the same conservative value is used. It could be that near 
shore farms are less productive due to their exposed nature. But, the weather 
exposure might also be counterbalanced by higher nutrient availability. 
There is no quantitative data available for the productivity of offshore farms. The 
Applied Ocean Physics and Engineering Department, WHo!, in Boston successfully 
trialed a mussel line in the Atlantic Ocean 10 miles off the coast. Due to a lack of 
information from other sources only the applicant's information could be used. This 
equates to 0.05 tonnes per backbone metre or 5.75 tonnes for a lIS-metre backbone. 
An important figure with regard to employment is the threshold for having the first 
fulltime mUlti-purpose farming boat in Canterbury, which is able to seed and harvest 
as well as do service maintenance. Once this threshold is crossed the employment 
for the mussel farming is assumed to be relatively linear. However, actual 
employment is more likely to increase in discrete jumps. 
Employment, aside from the status quo, is estimated in a linear fashion. A labour 
productivity of 1 FTE for every 680 tonnes is assumed which is lower than Donelly's 
estimate. Only full time employment in the farming sector is incorporated in the 
effects for Canterbury. The wages are assumed to be at the national average for the 
sector of $16,000 per FTE. 
Farming activities mainly need set-up capital investments. To develop a mussel farm 
inshore or near shore will cost around $20,000 to $40,000 per hectare. The farming 
sector will only be able to establish a service industry for its infrastructure once a 
significant size is reached. Otherwise the development of new farms is likely to be 
contracted out to companies from the top of the South Island. Hence the benefit 
during the development stage to Canterbury would include mainly logistic support 
and accommodation for development crews. 
Processing plants could take up some additional volumes, but would have to invest in 
capacity expansions for certain scenarios. These investments would occur in discrete 
jumps. 
Industry insiders estimate that around 1,500 to 2,000 tonnes green-weight harvest are 
needed to justify the deployment of one small to medium size mUlti-purpose boat. It 
is noted that these figures do not take into account coordination problems should the 
harvest come from different companies or dispersed farm locations. 
To provide an indication of possible output values two wharf prices for mussels were 
used. Currently $650 per tonne is paid for green-lipped mussels. The industry 
expects a price recovery in the medium to short term. Historically Greenshel)TM 
mussels achieved around $700 per tonne averaged over the last 5 years, and around 
$850 per tonne averaged over the last 3 years. For the scenarios two conservative 
price situations are used with $600 per tonne and $700 per tonne of green-weight 
mussels, respectively. 
Mussel Processing 
Employment in the processing sector is close to linear at 50 tonnes per FTE. Wages 
are assumed at the national processing average of $20,400 per FTE. 
The need for a new shift is accompanied by discrete jumps in employment. The 
addition of another shift also brings along capital investments, either due to 
upgrading the current equipment or new equipment. At the moment the Canterbury 
processing plants have some over-capacity. Hence, different amounts of output 
could be processed without adding a new shift. The amount depends on the farming 
company. 
It is current practice in the mussel industry to transport harvested product for 
processing between regions and islands. It is important to note that some applicant 
companies are unlikely to process the locally farmed product in Canterbury. These 
companies either have their own processing plant outside of Canterbury or a 
(planned) joint venture with companies which process outside of Canterbury. 
Based on industry information the recovery rate from turning green-weight mussel 
into half-shell product is 48% of the green-weight, meaning that 1 tonne of harvested 
product will make 480 kilograms of half-shell product. The majority of the industry 
product is sold in the half shell and exported. To give an indication of possible 
export income to Canterbury two FOB prices are assumed for the half-shell product, 
$1,700 per green-weight tonne and $2,000 per green-weight tonne. The average for 
2003 in the US market is around $2,200 and averaged over the last three years it is 
around $3,200. The strong New Zealand dollar has an impact on the price. As with 
the raw product the industry expects this price to recover in the future. 
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Results 
The results are summarised in Appendix tables A and B. 
The results below are an indication of what could happen given different scenarios 
provided by Environment Canterbury. It has to be remembered that development of 
farming sites will not happen in the near future due to constraints outside ofthe 
industry's influence nor will farms reach their potential for some years after the first 
backbone is in place. 
In addition, as Tvertas and Battese (2002) point out, a marine farming industry might 
refrain from establishing itself in a region and even withdraw if economies of scale 
are not expected to be achieved. 
Status Quo 
Some near shore farms might not be able to produce their own juvenile stock. At the 
status quo this is not expected to effect the total output much beyond usual business 
practice. 
The output potential ranges from 1,800 tonnes to 2,000 tonnes per year. The lower 
value might not be enough for a full time farming boat with crew to be stationed in 
Canterbury. Even the higher output will not necessarily justify one. Nevertheless, 
for the higher output the employment of three crew members as well as one medium 
size multi-purpose boat is assumed. In addition the farm management will run 
maintenance checks and sourcing trips. With regards to processing it is expected that 
around one tenth of all output will be processed in Canterbury. 
Due to staged development approaches these investments will not occur 
immediately. Therefore, it is expected that most structures and inputs will be 
imported from outside of Canterbury. 
No significant investments into the processing capacities in Canterbury are expected. 
The permanent stationing of a farming vessel in the region is doubtful due to the 
number of firms producing the total tonnage. 
The locations of the mussel farms are not expected to effect other stakeholders in a 
direct manner. As discussed above, possible effects on fish stocks and dolphin 
behaviour are excluded from the analysis. There will be minimal visual impact for 
the tourism industry. 
First extension 
The first extension includes the status quo as well as mussel farm applications around 
northern Banks Peninsula not caught by the Aquaculture Moratorium. 
The green weight tonnes will range from 6,800 tonnes to 10,800 tonnes. Even the 
lower estimate of green-weight tonnes should make it feasible to station one multi-
purpose boat in Canterbury. The processing share is expected to increase from one 
tenth to two thirds of Canter bury's crop. 
Total farming set up costs will be between $5 million and $10 million, most of this 
will probably still flow out of Canterbury. Capital investments in further processing 
capacity will not be great if they occur at all in this scenario, as there is considerable 
excess capacity at present in Canterbury processing. 
The visual effects for the commercial tourism operators are likely to be minimal 
given their current cruise routes. However, some buoys might be seen in the 
distance. Commercial fisheries are unlikely to be adversely effected, since most 
mussel farms are in locations close to shore and these locations are not known for 
their abundant fish stocks at present. 
Second extension 
This includes the first extension as well as additional farm applications around Banks 
Peninsula not caught by the Aquaculture Moratorium. 
Given the location of the farms included it is likely that Canterbury will have at least 
two multi-purpose boats. One of these is expected to be located on a permanent 
basis outside of Lytteiton Harbour together with three to four permanent crew 
members each. This would strengthen economically weaker communities in Akaroa 
Harbour and the northern Banks Peninsula more than the previous scenarios. 
Some of the capital investments into mussel farming structures, ranging from $10.9 
million to $21. 7 million, might stay within Canterbury. 
Capital investment is likely to increase processing capacity, even without creating a 
new shift. At least one new shift is expected to be set up compared to the status quo. 
Commercial fisheries are no more or less effected than in the first extension, since 
the mussel farms are not located where commercial fishing, including commercial 
fishing tours occurs. 
Existing marine farms might experience food depletion due to the increase of marine 
farms around Banks Peninsula. To date there is no conclusive evidence about such 
effects and staged development approaches are usually taken. Some applications 
have been modified in the resource consent process to reduce their potential impacts 
on other farms. 
Tourism might be negatively affected in this scenario; this may be especially true if 
visual impacts are not reduced by submerging the majority of floats. Tourism output 
with respect to all activities is around 26% of Akaroa's tourism output. The PTE 
jobs dependent on activities are around 9% of all direct tourism jobs. Activities have 
type II multiplier values between 1.08 and 1.17. (Butcher et ai., 2003) 
Table 2 Tourism impact and possible losses in Akaroa 
Possible impacts 
with 10% nnd 20% loss 
Tourism Type IT 
Activities Multiol' 
Current situation 
absolute % 
i40%visitor growth 
:absolute % 
Current situation ~O%visitor growth 
1 0% 20o/~ 10% 20% 
i I 4.51 26.07: 6.31 26.0 0.45 0.90: 0.63 
5.23 ! 7.32 0.52 1.05! 0.73 
1 1 
1.94 32.331 2.72 32.33 0.19 0.391 0.27 
2.27 
1 
3.18 0.23 0.45i 0.32 
i i \5.0 9.38: 21.0 9.38 1.5 3.0: 2.1 
•. 08 16.2 ! 22.7 1.6 3.Z 2.3 
A loss of 10% of tourism business in Akaroa would mean a loss of total output 
($0.52 million) plus total value-added ($0.23 million) summing up to around $0.75 
million using a Type II multiplier of 1.16 (output) and of 1.17 (value-added). If 10% 
1.26 
1.46 
0.54 
0.64 
4.2 
4.5 
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of activities' employment were lost and using a Type II multiplier of 1.08 this would 
mean approximate total losses of 1.6 FTE jobs in the community. 
A loss of20% of business and employment might mean a loss of total output ($1.05 
million) and total value-added ($0.45 million) summing up to around $1.5 million as 
well as 3.2 FTEjobs lost. Taking into account 40% growth of the tourism industry 
in Akaroa during the next five years and a 20% loss of the activities, Akaroa might 
lose $1.46 million of total output and $0.64 million of total value-added ($2.1 million 
in total) as well as 4.5 FTEs. 
Table 3 Possible impacts from 1,500t mussel production in Akaroa Harbour 
Farming Processing 
multipliers 2,77 1.36 2.54 2,88 
Output FTE Output FTE 
direct total direct total direct total direct total 
$0,98 $2.70 4,1 $1.33 $3.38 30 86.4 
On the other hand, the additional 1,500 tonnes of mussel output from scenario 2B as 
well as the location of the production, would add one working boat with three crew 
members on the western side of Akaroa Harbour. This does not include the servicing 
boat or other support staff and logistics. The resulting employment for the 
community would be a minimum of 4 FTEs. The additional tonnes would create 
around 30 PTE direct processing jobs, most likely in Canterbury and via the 
processing mUltiplier, a total of around 86 jobs in Canterbury. 
The wharf value of Akaroa Harbour's output could be around $1 million, assuming 
$650 per tonne. The total value of processed output could be around $3.8million, 
assuming $1,850 per green-weight tonne. 
The employment gained is likely to be in different communities around Banks 
Peninsula such as smaller bays on the northern Banks Peninsula and the west side of 
Akaroa Harbour, and Canterbury and not specifically in the centres where 
employment may be lost, such as Akaroa. Due to the labour intensity of processing 
Canterbury/Christchurch will gain most employment. 
Third extension 
This scenario includes suggested AMAs that survived a preliminary constraints 
mapping analysis undertaken by Environment Canterbury staff. It is not a 
straightforward extension of any of the previously discussed scenarios, as some 
AMAs will be below their size assumed in the second extension. 
The decreased inshore as well as increased near shore and offshore farming activity 
will considerably increase the pressure on inshore spat nurseries. The demand will 
by far exceed the supply should near shore farms not be able to stock their own spat. 
Should near shore farms be able to contribute to nursing stocks the pressure will ease 
to a theoretically manageable level. Total output of Canterbury mussel farms might 
be reduced by between 16% and 20%. This reduction is not taken into account in the 
scenarios since the underlying data is too uncertain. 
The total output is projected to range from 31,000 to 32,700 green-weight tonnes, 
which would be around half of the current output of the Marlborough Sounds. The 
processing share in Canterbury will reach 91 - 93 % with the balance being processed 
in Nelson or other centres. 
Most of the product will be destined for export, generating export receipts for 
Canterbury. The total value of output will be between $81 million and $103 million. 
The staged development has to be kept in mind, for example the offshore marine 
farms will take 20 years to reach full development. Nonetheless, expectations are 
that a higher proportion of the investments will stay in Canterbury compared to the 
second extension. 
Capital investments of at least $2 million will be necessary for increasing processing 
capacity in Canterbury. There will be multiple farming and surveying boats in the 
region. The boats will be designed primarily for offshore usage but they will service 
both offshore and near shore activities because of the location of inshore and near 
shore farms. 
Given the scale of activity in this scenario it is possible that a service industry could 
be established in Canterbury. Service industry includes engineering, repair, logistics, 
business support, monitoring and the like, whereas the maintenance checks and 
servicing by farming boats are included in the direct effects. However, the staged 
development will not warrant such an event for at least the first few years. 
Given the location of the mussel farms no additional negative impacts are expected 
on tourism operators or existing marine farmers compared to the second extension. 
The magnitude of offshore farming activities might effect commercial fishing. 
However, the information available to the researchers suggests that any negative 
effects are likely to be minimal with present fishing practices and the farming 
activity could also have some positive effects. 
Fourth extension 
This scenario includes all suggested AMAs with respect to mussel farming activity in 
Canterbury. 
Compared to the third extension the pressure is reduced on inshore farms to produce 
stock for the increased area of near shore and offshore farms. Total production might 
be 15% to 18% lower than calculated for this scenario should near shore farms be 
able to contribute to nursery stock. 
The estimated output ranges from 59,900 to 74,300 tonnes of green-weight mussels, 
which is around the current production in the Marlborough Sounds. Of this output 
95% is likely to be processed locally. 
Investments into marine farming structures will range from $342 million to $684 
million which is expected to attract the establishment of businesses carrying out the 
necessary work. Since the output tonnes roughly double from the previous extension 
the building of new processing plants is likely. The number and respective size 
would depend on the prevailing industry structure at a future point in time. 
This scenario is expected to provide enough work for multiple inshore and offshore 
boats as well as a significant servicing industry. However, especially offshore 
farming activities will require many years to reach full production levels. It could be 
the case that the development of new farms will be based in Canterbury. 
The potential effects on other stakeholders will be the same as the potential effects 
discussed in the second, for tourism and existing marine farmers, and third extension, 
for commercial fisheries. 
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Fifth extension 
This scenario adds a further 10,700 hectares off the South Canterbury coast. To date 
no company has shown interest in such a site. Possible reasons are wide ranging 
including sea currents, lack of suitable ports, lack of labour supply and weather 
patterns. 
The inshore and near shore mussel farming space was not increased from the fourth 
extension and would not be able to supply sufficient mussels for reseeding on all 
offshore farms. However, due to high offshore production the total production might 
only be 18% to 20% lower than estimated for this scenario should the excess 
reseeding stock come from elsewhere. 
The establishment of such large-scale mussel farming around Canterbury will require 
major capital investments. Processing capacity would have to be significantly 
increased by the time of full development and probably require further production 
plants. 
The impact on existing marine farmers as well as on tourism would be the same as 
for the third extension. It is not known whether the effect on commercial fisheries 
would be similar to the effects outlined in the fourth extension. 
This research estimates the commercial costs and benefits associated with selected 
aquaculture projects in the Canterbury region. This analysis estimates the output, 
employment and wages of the mussel industry generated around Canterbury. 
Summary 
While the benefits deriving from marine farming and associated activities can be 
estimated from experience in other regions, the potential impacts imposed on other 
stakeholders of coastal space are less certain. 
Farming is capital intensive and processing is labour intensive. It is unlikely, 
however, that the processing sector will develop without a considerable local harvest 
to process. The main reasons for this are existing processing plants in other regions 
either have excess capacity at the moment or could easily increase their capacity. 
Mussel farming employment will most likely be generated in coastal communities 
that at present have few employment opportunities. These communities are likely to 
profit as well from increased infrastructure needs for the marine farming enterprise 
once the marine farms reach sufficient scale to warrant local provision of those 
services. 
Farming activities mainly need set-up capital investments. The marine farming 
sector will only be able to establish a service industry for its infrastructure once a 
significant size is reached. An exact figure cannot be derived, but is most likely to 
occur between extensions three and four. 
The mussel farming activities have the potential to directly add significantly to 
Canterbury's output, employment and wages. The mussel industry also has a large 
multiplier effect for the region. 
Any development in the marine farming industry will take many years to reach full 
potential. This means that the costs and benefits from increased marine farming 
activities will be staggered over a number of years. 
There might be some negative impacts on tourism activities, particularly around 
Akaroa. The negative effects on tourism are expected to be offset by the gains from 
the marine farming activity. It is acknowledged that the gains might be achieved at 
different locations than the losses occur at. 
The effects on commercial fisheries are uncertain. The negative effects on 
production processes of existing marine farming enterprises are likely to be 
negligible and they are likely to benefit from economies of scale and increased 
availability of service industries. 
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Appendix A 
Table 4 Scenario input for Canterbury - Summary 
Status Quo Extension I Extension 2 Extension 3 Extension 4 Extension 5 
Hectares total 71.28 250.61 307.32 9113.41 17398.43 28062.43 
per type inshore 35.78 153.11 209.82 62.80 245.60 245.60 
nearshore 35.50 97.50 97.50 241.11 304.11 304.11 
offshore 8845.00 16920.00 27584.00 
otitputA··t~nne;;'····t;t;'T····· -····2iiiio.·oo····7ii824:iif··j380"T66···32742.1'j····743;-'/38···Tii433'1:38 
per type inshore 1000.00 8624.20 11605.66 2706.46 12605.66 12605.66 
nearshore 1000.00 2200.00 2200.00 6664.00 6376.83 6376.83 
.............................. gffs!,()~~.................................... ............ _ .. _ ... }±3.J.!::n...}'?~~j-c~~ ... ~J.~~~:~2 
tlha 
per type inshore 30.22 35.17 37.10 47.41 37.10 37.10 
nearshore 28.17 23.76 23.76 26.20 25.07 25.07 
offshore 2.76 2.70 3.64 
otitput·p,····t;)nnes·······i;i;'T······· ······j8;-'1.9]"··-··683210·-··881"9:7"4··31028.71-·59966.93··8996693 
per type inshore 967.91 5063.10 7050.74 2182.49 8018.66 8018.66 
nearshore 870.00 1769.00 1769.00 4474.51 6054.81 6054.81 
_ ............................. ().f!.s!,()~~_ .. '." ... '.'.' .. '.'.".'.".'.' .. " ... ".".".'.'."." ..... }~~J.!}I ..... ~??~1}~ .... m~!}.8 
tlha 
per type inshore 
nearshore 
offshore 
28.68 
24.51 
31.94 
19.50 
Appendix B 
Table 5 Scenario results for Canterbury - Summary 
32.28 
19.50 
34.51 
18.14 
2.76 
32.28 
19.78 
2.83 
32.28 
19.78 
2.82 
GSM status quo Extension I Extension 2 Extension 3 Extension 4 Extension 5 
A B A B A B A B A B A B 
Wharf price $600/t 1.20 1.10 6.49 4.10 8.28 5.29 19.65 18.62 44.60 35.98 62.60 53.98 
in $ million $700/t 1.50 1.38 8.12 5.12 10.35 6.61 24.56 23.27 55.75 44.98 78.25 67.48 
·p;;;c~~;ing····~h~~-;;······~::~:=::~o.IC:~::~:~i)I~:~=Q:~i:~~:~§~~:~~:~:=o.)~~~:~::~9~~~~::~~::~:Q:2i:~:~::~::o.:~:C::~~~:ji·2~~:~~~:~6~~~:~~:~:~~:~?~~::~~Q;?:~ 
Halfshell value$I,700/gwt 0.20 0.18 5.88 3.09 8.31 4.71 24.74 23.03 57.71 46.27 82.19 70.75 
.~Il.tl1!.i!I.L()Il: ...... ~?)!'QQ'-g~ .......... Q:?j ........ Q.·l? ..... §:~.2 .... }:§~ .. _ .... 2.}§ ..... ~"?L ..... ?~:!I.. ... J?:Q~ ... ~]c8~ ...... ~~:~} ...... ~§...~9. ...... §~:~.~ 
FTE farming 2.94 2.70 15.92 10.05 20.30 12.97 48.15 45.63 109.32 88.19 153.44 132.30 
processing 5.00 4.49 144.15 75.75 203.78 115.50 606.36 564.45 1414.41 1133.96 2014.41 1733.96 
total 7.94 7.19 160.07 85.80 224.08 128.47 654.51 610.08 1523.73 1222.15 2167.85 1866.26 
Wag~···········Tn·$mTilion···· .··.··.·.6:i5·.· .. ·.oJ4.·.··.·.3:·2i .. · .. ·i:7J .... 4~SO····i:s·7···13ji·····ii:2s···30.6s····i4:6T·······4:i".6i5····373& 
Type II Multiplier 
Output $600/t 3.32 3.05 17.99 11.35 22.95 14.66 54.42 51.57 123.55 99.67 173.41 149.53 
2.77 $700/t 4.16 3.82 22.49 14.19 28.68 18.32 68.02 64.46 154.44 124.58 216.76 186.91 
Pj."Oc~;i·ng·······$T560/g;t··· ········6:72·······0:65···io:si·····j"O:94···i9:43····j6:68"······87:"S8"·····8132··i04.29···163:78···290:95·····250:44 
3.54 $2,000/gwt 0.85 0.76 24.49 12.87 34.63 19.63 103.03 95.91 240.34 192.68 342.29 294.63 
"i"'f:E················F';;;:;nTng······ ······4:00·······:3·:6S········ii6·S······ii66·····i·7:61···ji64···65:48"···62:06···j48~67·····IT9:93······20·g·:i5T·····i79:9i 
1.36 Processing 14.40 12.92 415.15 218.16 586.89 332.65 1746.32 1625.61 4073.51 3265.81 5801.51 4993.81 
2.88 Total 18.40 16.60 436.80 231.83 614.50 350.29 1811.80 1687.67 4222.19 3385.74 6010.19 5173.74 
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Abstract 
This paper examines how a Regional Fisheries Management Organization 
(RFMO) might successfully achieve effective control of a high seas fishery in 
the context of parlial cooperation. We analyse the feasible allocations of prop~ 
erty rights among members of a given RFMO and coalitions of potential en~ 
tronts. We demonstrate that the modified Shapley value is an appropriate 
device for the division of the gains from both partial and fu.ll coopemtions. 
Keywords: international fisheries, overexploitation, partial cooperation, 
games in partition function form, competitive equilibrium, modified Shapley 
value 
1 Introduction 
The oceans' fish stocks have been exploited as never before. Most of the world's 
marine fishing areas have already reached their maximum potential for fish captures 
(UN, 2002). FAO (2000) shows that about 47 to 50 percent of marine fish stocks are 
fully exploited and are, therefore, producing catches that have either reached or are 
very close to their maximum limits, with no room for further expansion. Another 
15 to 18 percent are overexploited and there is an increasing likelihood that catches 
from these stocks will decrease, if remedial action is not taken to reduce or revert 
overfishing conditions, 
The world catch of marine fish has continued to rise in spite of extensions of 
fisheries jurisdictions (Exclusive Economic Zone or EEZ) in the mid-1970s to 200 
miles, though at a slower rate. To regulate the exploitation of the ocean's fish 
stocks further I several international agreements have been concluded. The relevant 
international law was codified, developed and enhanced through, inter-alia, the 
entry into force of the UN Convention on the Law of the Sea in 1994, the adoption 
of the Convention on Straddling Fish Stocks and Highly Migratory Fish Stocks in 
1995 (abbreviated as 1995 UN Fish Stocks Agreement), and the adoption of the 
FAO Code of Conduct for Responsible Fisheries in the same year. Moreover, an 
international jurisprudence on fisheries related issues is slowly emerging through 
the work of the International Tribunal on the Law of the Sea (for details see Green 
Paper, 2001). 
The 1995 UN Fish Stocks Agreement calls for those nations who wish to partic-
ipate in the harvesting of the fish resources in the high seas, but are not currently 
members of the relevant Regional Fisheries Management Organization (RFMO), to 
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declare a willingness to join and to enter into negotiations over mutually acceptable 
terms of entry. Under the terms of the UN Convention on the Law of the Sea which 
is of direct relevance to the 1995 UN Fish Stocks Agreement, coastal states (CSs) 
and distant water fishing nations (DWFNs) shall apply the precautionary approach 
to conservation, management and exploitation of straddling and highly migratory 
fish stocks in order to protect the living resources and preserve the marine envi~ 
ranment. In addition, all states are obliged to take conservation and management 
measures necessary for the conservation of the living resources of the high seas (Ar-
ticle 117). Moreover J international cooperation and negotiations are required for all 
states involved in the exploitation of such resources (Article llS). 
Although the 1995 UN Fish Stocks Agreement entered into force on II December 
2001 (UN, 2002), the precise meaning of the provisions describing these obligations 
is not clear nor the manner in which they will be applied. For example, Article 63 
expresses that the states concerned should seek to agree on conservation measures 
applicable beyond the EEZs, either directly or through appropriate RFMOs. Article 
64 requires that coastal and other states whose nationals fish in the region" shall 
cooperate)) directly or through appropriate international organizations with a view 
to ensuring conservation and optimum utilization. Furthermore, Article 118 on high 
seas stocks, referring to the need to establish RFMOs, provides that states exploiting 
such stocks or different ones in the same area 11 shall enter into negotiations" with 
a view to taking the measures necessary for the conservation of the living resources 
concerned. 
Due to inter alia its ambiguities, the 1995 UN Fish Stocks Agreement provides 
little or no guidance as to how cooperation, through a RFMO, is to be effected 
(Munro, 2000). The lack of cooperation has resulted in conflicts' .between coastal 
states and distant water fishing states (Bj¢rndal and Munro, 2003). Moreover, 
overexploitation has continued and the need for a cooperative management regime 
is evident.2 
The literature on the economic analysis of the 1995 UN Fish Stocks Agreement 
notes that the new member or participant problem is one of the most important 
problems in the high seas fishery management (Kaitala and Munro, 1995; Bj¢rndal 
and Munro, 2003), since the interests of current members of the RFMO and of 
the applicants are often strongly opposed: the current members face the likelihood 
of having to give up a portion of their present quotas to the newcomer, and the 
applicant believes that it may be better off by staying outside of the coalition and 
continuing harvesting while facing fewer constraints. According to Kaitala and 
Munro (1997), the likelihood of achieving stable cooperation will be very low if the 
new member problem is mishandled. In addition, Datta and Miraman (1999) show 
that with an increasing number of countries, the inefficiency of the noncoopera-
tive equilibrium generated by the common access feature of high seas dominates 
and overharvesting increases. Although the nations involved in a regional fishery 
resource often recognize an advantage in cooperative management of the resource, 
on-going negotiations over harvest allotments often have proven to be arduous and 
frustrating, and interrupted by brief but astonishingly violent 'fish wars'. 
This paper examines how a RFMO might successfully achieve effective control 
of a high seas fishery. We consider the high seas fishery stock as common property 
and assume that all nations are allowed to exploit it. We view concluding a feasible 
Regional Fishery Agreement (RFA) as a game where countries freely decide whether 
. Accordmg to these aut.hors, the inadequacies of Part VII, ilection 2 {Articleil 116~120}, of the 
UN Convention pertaining to t.he managernerlt of high sea..'l fisheries are the source of the lack of 
cooperation and conflicts. 
2 For a. review of the history of the 1995 UN Fish Stocks Agreement. as well as its implementation, 
the reader is referred to Bj¢rndal and Munro (2003). 
or not to join a coalition (Le.a RFMO)3. The question that we deal with in this 
paper is the feasibility of partial cooperation and its impacts on fishing efforts. 
Moreover, we analyze how to allocate property rights among fishing nations that 
have expressed an interest in sustainable exploitation of a fish stock in a partial 
cooperative setting4 . Particulary, we examine the feasible allocations of property 
rights among members of a given RFMO and coalitions of potential entrants. 
In this paper, the feasibility and impacts of partial cooperation are analyzed by 
means of games in partition function form. This class of games was introduced in 
Thral and Lucas (1963) and is a generalization of the charactersitic function form 
games. The partition function game allows the complements to split into coalitions 
in an arbitrary manner, while the classical characteristic function game is defined 
only in terms of coalitions and their complements. We apply the modified Shapley 
value as a device for the division of the gains from partial cooperation. We observe 
that the emphasis in this paper is on the cost function rather than on the productio.n 
function. 
The paper is organized as follows. The next section presents the basic model 
and introduces notations and definitions. Section 3 analyses the effects of partial 
cooperation in terms of fishing efforts. Section 4 demonstrates that the modified 
Shapley value is a feasible solution concept for RFMOs. Concluding remarks follow 
in the last section. 
2 The model and definitions 
We begin by specifying a static modelS of a common fishery resource as an-person 
game (c.f. Funaki and Yamato, 1999; and Cornes and Hartley, 2000). Let N = 
{I, 2, ... , n} be the set of n fishing nations, with generic element j E N. Let e = 
(eI, e21 ... , en) be a vector of fishing efforts, where ej ~ 0 is country j's fishing effort, 
and let eN = L';;:=, ej be the aggregate fishing effort of all countries. 
We introduce the production function f(eN) that specifies the amount of fish 
caught for each value of the total effort eN. We assume that effort as input is 
homogenous and that all countries are equally likely to catch a fish per unit of 
effort. This implies that the share of the total harvest obtained by country j is 
directly proportional to the share of country j's effort in total effort eN. In other 
words, the harvest of country j is given by ;; f(eN) for a given fish stock'. 
Different levels of technology efficiency among countries are represented by the 
cost functions c;(ej), 'V j E N. Normalizing the price of the resource to unity, the 
net rent or benefit of country j is given by 
71'j(e" e2, ... , en) = ::t.. f(eN) - Cj(ej), 
eN 
where 71'j(O, 0, ... , 0) = O. 
We make the following assumptions: 
(1) 
3 For related application of cooperative game theoretic approaches on high seas fishery manage~ 
ment, see Kaitala and Lindroos (199B), Li (199B). Bj¢rndal et al. 2000) and Pintassilgo (2003). 
4Since the free rider behaviour of nonmember countries) which tend to oceul" in the presence of 
externalit.ies ii, one of the main factors behintl the difficulties faced by RFMOs for achieving the 
cooperative management on the high seas (Kaitala and Munro, 1995, 1997). Therefore, if a RFMO 
intends to adopt conservation strategies, it may either adopt a free rider strategy of nonmembers 
or allow the extension of its RFMO. 
5This is equIvalent to coun~.ries choosing across different possible steady states, ignoring the 
transitional dynamics. 
6 Note that the distribution of fish is not a result of negotiat.ions among fishing countries; it is 
simply a reflection of the dependence of harvesting on its effort level ei and eN. 
.... 
\C 
= 
Assumption AI: f(eN) is twice continuously differentiable, strictly concave7 for 
eN > 0, and f(O) = O. 
Assumption A2: Cj(.) is continuously differentiable, increasing and convex for 
all j. 
To simplify the analysis, we assume that cj(ej) = cjej, where Cj > 0 for all 
j E N. 
Assumption A3: 0 < Cj < 1'(0), for all j E N 
This assumption guarantees the existence of an interior solution. 
For every e = (el, e2, "'j en), and i E N we define e_i = (ell "'1 ei_ll €i+l, '''1 en). In 
a similar vein, a vector e = (el! e2, "'j en) is written as e = (eil e-i). 
The above assumptions imply that the benefit function (1) is continuously differ-
entiabl~ and strictly concave on €j. Moreover 1 from biological constraints it follows 
that the benefit function is decreasing for eN large enough. 
• A vector of effort e* = (ei 1 €21 .. " e~) is said to be a competitive equilibrium or 
Nash equilibrium (NE) if 'Vi E N, and 'V ei ~ 0 
7ri(ei, e:i) ~ 7ri(ei, e:i)' (2) 
where ei ~ 0, 'Vi E N. 
The assumptions A1-A3 guarantee that the existence of the competitive equi-
librium. Moreover, this equilibrium is unique (Theorem 1 and Corollary 1 in Watt, 
1996). 
Assumption A4: a country behaves cooperatively only inside its coalition in order 
to maximize the aggregate payoff, whereas coalitions interact with one another in 
a non cooperative way, and 
Assumption A5: a country is free to enter or leave a coalition. When a country 
defects from a coalition defectors either playas singletons or form a new coalition, 
We introduce the following notions and definitions that will be used to analyse 
partial cooperation. 
• A coalition structure, 1<, is a partition of the set N of countries. Let IP'(N) be 
the set of all partitions of N. So, a coalition structure I< E IP'(N) means that 
I< = {SI, ... , Sm}, N :;2 Sj '" 0, Sj n Sk = 0, for all j, k = 1, ... , m, j '" k and 
U';;=lSj = N. 
For a given I< E IP'(N), let 1(,,) and 11(1<)1 denote the index number and the 
cardinality, respectively, The partition which consists of singleton coalitions only, 
I< = {{l}, {2}, ... , {n}}, is denoted by IN] whereas the partition which consists of 
the grand coalition only is denoted by {N}. 
• A pair (S,I<) which consists of a coalition S and a partition I< of N to which 
S belongs is called an embedded coalition . 
. 1This assumption implies that the additional catch from an extra unit of effort will clearly 
decrease as the t.otal effort, expended increseases , i.e, there are decreasing returns t.o fishing effort. 
Let IB(N) denote the set of embedded coalitions, i.e. 
IB(N) = {(S, 1<) E 2N x IP'(N) I S E I<}. 
Definition 2.1 A mapping 
w: IB(N) --> R 
that assigns a real value, w(S,I<), to each embedded coalition (S,I<) is called a 
partition function. The ordered pair (N, w) is called a partition function form game. 
The value w(S, 1<) represents the payoff of coalition S, given that coalition struc-
ture K forms, For a given partition K. = {Sl,S21 ... ,Sm} and a partition function W, 
let W(SI,S2, ... ,Sm) denote the m-vector (W(Si,I<));';I· 
It will be convenient to economize on brackets and suppress the commas be-
tween elements of the same coalition. Thus, we will write, for example; w({ i, j, k}, 
{{i, j, k}, {I, h}}) as w(ijk, {ijk, lh}), and w( {ikj}, {lh}) as w(ijk,lh). The set of 
partition function form games with player set N is denoted by P F FCN . 
Definition 2.2 Let (N,w) be a partition function form game and I< E IP'(N). 
(i) coalition S E J< is feasible under coalition structure J< if 
w(S, ,,) ~ L w(i, IN]) 
·i.eS 
(ii) a coalition structure I< E IP'(N) is a feasible structure if all coalitions are 
feasible under coalition structure x., i.e, 
w(S, ,,) ~ L w(i, IN]), for all S E I< 
iES 
A feasible coalition implies that the worth of its members is at least as much as 
their worth under the stand-alone structure, In a similar vein, a coalition structure 
is feasible if the worth of each coalition in the coalition structure is at least as much 
as its stand-alone worth. 
Example 2.1 Consider the game (N, w), where N = {I, 2, 3, 4}, the players 
are identical and w is given as follows. 
w(i, IN]) = 3, w(i, {i,j, N\{ij}} = 2, w(i, {i,jkl}) = 3, 
w(ij, {ij, k, I}) = 4, w(ij, {ij, kl}) = 5, w(ijk, {ijk, I}) = 10, w({N}) = II. 
In this example, every coalition formed by 3 players such as {i,j, k}, has 
w(ijk, {ijk, I}) ~ w(i, IN]) + w(j, IN]) + w(k, IN]), while the value for a 
singleton in this coalition structure is 
w(l, {ijk, I}) = 3 = w(l, IN]). 
For every coalition consisting of 2 players) we have two cases: 
(i) if I< = {ij, kl} then w({ij}, 1<) < w( {i}, IN]) + w({j}, IN]), 
(ii) if I< = {ij, k, I}} then w( {ij}, 1<) < w({i}, IN]) + w({j}, IN]) and 
w(i, {i,j,N\{ij}} = 2 < w(i, IN]). 
In addition, w({N}) < L:=1 w(i, IN]). 
Hence, only one coalition structure is feasible: {i,jkl}. 
Definition 2.3 A solution of PFFCN is a function 1Ji which associates with 
each game (N, w) in PFFCN a vector 1Ji(N, w) of individual payoffs in JR.N, i.e. 
1Ji(N,w) = (1Jii(N,w))iEN E JR.N. 
.... 
\C 
.... 
We now turn to the case that some countries agree to form a coalition, say 8, 
S <; N. Since countries have different technologies, we consider the case in which 
cooperation among countries is possible in term of transfemble technologiel' (c,f, 
Norde et al. 2002). This implies that the cost function of coalition S, cs(.), is the 
cheapest cost function which is available among members in their coalition, i.e, 
cs(es) = min{cj(es)}, 
JES 
where es = LjES ej is the total effort of S. 
(3) 
Suppose that a coalition structure I< = {SI,S2, ""Sm} is formed. Total effort 
for an admissible coalition structure Si in K is denoted by esi , The benefit function 
of coalition Si is defined by 
rrs.(es" e_s,) = :~ f(eN) - cs.(es,J, (4) 
where e_s, = (es t, "'J esi _ l ) eS;:+I' "" esm ) 
• A non-negative vector eO. = (eS\' es2 , , •. esT,.) associated with coalition struc-
ture I'\. = {Sll 82, ... , 8m }, is called a competitive equilibrium under coalition 
structure I< (or equilibrium under 1<) if for all i E 1(1<), and es, 2: 0 
'7I"s,(es;> e:'s,) 2: rrs, (es;, e:'s')· (5) 
Note that if m = n, then (5) is the definition of Nash equilibrium, and if m = 1 
then it presents Pareto efficiency. 
The existence of a unique competitive equilibrium under a given coalition struc-
ture is straightforward since the strategy sets are I-dimensional and the m-person 
game with payoff functions (3) is obtained' from the n-person game with payoff 
functions (1) . 
We are now in a position to define the fishery game in partition function form. 
Definition 2.4 A fishery game in partition function form (FGPFF) is an or-
dered pair (N, rr), where N is the set of players and rr is the partial (benefit) function 
derived from competitive equilibrium e'" under K. such that 
rr(S"I<) = rrs,(es"e:'s') for all (S,I<) E JE:(N), 
with rr s, (e) defined by (3). 
(6) 
Let I«Si) denote a coalition structure 1<, where Si belongs to. Note that rr(Si, 1<) 
may differ from 7r(8iJ "") since there exist many coalition structures which a coali-
tion Si may belong to while the equilibria under coalition structures I\, and 1\,' are 
different. 
In the remainder of this paper, we use the notations rr(i, [N]) and rr(Si, 1<) to 
denote the payoff of a single coalition {i} in the Nash equilibrium and the payoff of 
a coalition Sj under coalition structure I\,J respectively. 
BFor example! cooperation may lend to an exchange of vessels or labor among coalition partners, 
9The assumptions Al-A3 still hold for this game, 
3 Implications of partial cooperation 
In this section we analyze various impacts of coalitions and coalition structures, 
For each coalition structure I< = {SJ, S2, ".S.}, let e(k, 1<) be total effort associated 
with K., i.e, e(k , K) = 2:7=1 esj , where {es l , es2, "" es,J is the unique competitive 
equilibrium under K. Let rr(e(k, 1<)) = L7=1 rr(Sj, 1<) be total net rents or benefits 
associated with I< at equilibrium e(k, 1<), where rr(Sj, 1<), defined by (6), is the net 
rent of coalition Sj under K, 
Without loss of generality, we assume that Cl :5 C2 :5 ". :5 On. Thus, condition A.2 
implies: 0:5 Cn < /,(0). 
For each coalition structure 1'\.) a straightforward result is that in a competitive 
equilibrium a coalition with lower cs, has a higher fishing effort level es,. 
Proposition 3.1 For every coalition structure I\,} the lower the marginal cost CSi/ 
the higher the effort level in the coalition structure equilibrium, That is} for every 
Si, Sj E 1'\., if CS, 2: cSj then eSj ~ eSi in the equilibrium. 
Proof. Observe that in a coalition structure equilibrium eO. = (es
l
, es2 , ,." e's'rJ 
we have 
es. [' f(e(k,I<ll 
cs, = [e(k,I<)]' f (e(k,I<))e(k,I<) -f(e(k,I<))1 +~, (7) 
for all i E 1(1<), and e(k,I<) = LiEl«) es,. 
Strict concavity and assumption Al implylO that f'(e'N) < j(e'N)/e'N. Hence, 
/'(e(k,I<))e(k,I<) - f(e(k,I<)) < 0, in the equilibrium. Moreover, from (7), we have 
f~(1~~)) 2: cs, > 0 for every coalition structure equilibrium, 
From (7), we obtain 
_ eSi - eSj I ,. , 
cs, - cs; - [e(k, 1<)1' If (e(k, I<))e(k, ,,) - f(e(k, 1<))]. 
Hence, if CSt - cs; 2: 0 we have e~,/ ::; e;'j' • 
Summing up (7), it follows that total effort e(k, ,,) is determined by the following 
equation: 
k 
/,(e(k,,,)) + (k-l/~~~~',,~)) = j;cS j ' (8) 
Furthermore, from (7) and (8), it follows that 
(k')[ ~] e"'. _ e,1\. cSj - e(k,rc) 
S, - f'(e(k, I<))e(k, 1<) f(e(k,I<)) 
and 
k 
j'(e(k,I<))e(k, 1<) - f(e(k,I<)) = L CS .. - kf(e(k, 1<)). 
m=1 e(k,I<) 
10 l (x)x - f(x) is decreasiIlg and non-positive. 
.... 
~ 
Therefore, for every coalition structure I< = {S"S2, ... S.} we have: 
e(k,t>:) ] , 
( 
~-cs· ) 
eS = e(k, 1<) k~ _ 2:;:=1 CS
m ] e(k,K) 
(9) 
where e(k,K) = 2:7=1 eSjl and e'" = (eS 1 ,eS2 }·",esJ, 
If the share of efforts of coalition Sj in the competitive equilibrium under struc-
ture I< is defined by sh(Sj) =~. Then from (9) it follows that 
f{e(k'1» - cSj e k,K 
sh(S;) = k !((h.,» - 2:;:=1 CS", 
e k,K} 
(10) 
The above equations (8) and (9) form an alternative to the proof of Proposition 
3.1 and show how to calculate total effort and each coalition effort in coalition 
structures. Hence, total effort can be predicted by the aggregate marginal cost 
and the number of coalitions k. In the following example we will demonstrate how 
to calculate total effort and the effort of each coalition, under a given coalition 
structure in the competitive equilibrium. 
Example 3.1 Consider four countries, indexed by i = 1,2,3,4, with the pro-
duction function f(eN) = (60 - eN leN and marginal costs c, = 2, C2 = 3, C3 = 6, 
C4 = 9. Aggregate marginal costs, total effort and total benefits as calculated by 
means of (8) and (9) are presented in Table 3.1. Consider, for example, the case 
k = 3 with I< = {12, 3, 4}. Aggregate marginal cost of this coalition structure is 
2 + 6 + 9 = 17.11 Since J'(e(k,I<)) = 60 - 2e(k, 1<) and !~(~~:.y = 60 - e(k, 1<), 
equation (8) implies that 
60 - 2e(k, K) + 2[60 - e(k, 1<)] = 17. 
coalitions I< 2:;k Cs e(k,l<) 1r(e(k,I<)) 1 
k=4 1-2-3-4 20 44 514 
k-3 12 -3 4 17 40.75 548.18 
k-3 13 - 2 - 4 14 41.50 602.75 
k-3 1 - 23 - 4 14 41.50 602.75 
k=3 14 - 2 - 3 11 42.25 603.68 
k=3 1-24-3 11 42.25 603.68 
k-3 1 - 2 - 34 11 42.25 603.68 
k=2 123-4 11 36.33 684.51 
k=2 12 - 34 8 37.33 704.81 
k-2 124- 3 8 37.33 704.81 
k-2 14- 23 5 38.33 735.71 
k=2 13 - 24 5 38.33 735.71 
k-2 134 2 5 38.33 735.71 
k-2 1- 234 5 38.33 735.71 
k=1 1234 2 29 841 
Table 3.1. The possible coalition structures for the four countries. 
L10bservc thnt transferable technology within a coalition is IlsSUInl:!d. 
Solving the above equation, the total effort in the competitive equilibrium is 
obtained by e(k, 1<) = '80 .. '7 = 40.75. 
Substituting e(k, 1<) into (9) we have 
, 4075 ( 60-40.70-2) 17 25 
e{12} = , 3{{lO 40.75) 17 = . , 
e{o} = 40.75 (3(~g ~g:;;)~17) = 13.25, and 
e' - 40 75 ( 60 40.75 9 ) - 1025 {'} - . 3(60-40.75)-17 - . . 
Similarly for all other coalition structures. 
Corollary 3.1 For every coalition structure KI the lower the marginal cost CSiI the 
higher the net benefits in the coalition structure equilibrium. 
Proof. Let eo!< = (es
t
,es
2
,,,.,es,J be a coalition structure equilibrium. By 
Proposition 3.1 above, if CSi 2 cSjl then eS j :S es .. Moreover, at this equilibrium, 
the difference in payoffs between coalitions Si and Sj is: 
7r(S" I<) -1r(S;, 1<) = !~(~~:.y (es, - es,l- cs, . es, + Cs, . es, = 
f(e(k, 1<)) (es. - es) - cs.(es, - es) + es,(cs; - cs,) = 
e(k,l<) , 
( f(e(k,K)) )( , ') '( ) ~(k K) - CSt eSi - eSj + fSj cSj - CS; . 
, '---v--' '---v--' 
~(-) (-) 
Since in the competitive equilibrium f~(1~~») ?: cSi! it follows that 
1r(Si' 1<) - '/f(Sj, 1<) :; O. • 
Proposition 3.2 Let I< and 1<' be two coalition structures of a game (N,w) E 
FGPFF, where I< is formed by values cs;> j E 1(1<) and ,,' is formed by cs;, j E 1(,,'), 
and 11(1<)12: 11(1<')1. Then 
e(k,K) 2: e(k,I<') if L cs,:; L cs~· 
iE/(x.) iE/(K.') J 
Proof. Suppose that 11(1<)1 = k and 11(1<')1 = m, k 2: m > 1, and 
2:;jEI(,) cs, :; 2:;;El(,') cs;· By (8) we have 
j'(e(k 1<)) + (k - 1) f(e(k, 1<)) :; j'(e(k, 1<')) + (m _ 1) f(e(k, 1<')). Hence 
'~~ ~~ 
J'(e(k, 1<)) - f'(e(k, K')) + (m-l)[ !~(~~~'l)) - !~(~;;,;))] + (k-m) J~(%~::))) :; 0 (*) 
Assume to the contrary that e(k, 1<) < e(k, 1<'). Since l1f1 and J'(x) are decreasing 
functions, it follows that 
f'(e(k, 1<)) > j'(e(k, 1<')) and !~(~::))) > J~(~'.~;)). 
Moreover, k - m 2: O. Therefore the left hand side of inequation (*) is positive 
which is a contradiction. • 
..... 
~ 
This Proposition shows that total fishing effort for a coalition structure depends 
on the number of coalitions and aggregate marginal cost in the competitive equilib-
rium. This result is illuminated in Table 3.1: 
(i) coalition structures {14, 2, 3} and {123,4} have the same aggregate marginal 
cost, i.e. 11, but e(3, {14, 2,3}) > e(2, {123,4}). 
(ii) coalition structures {123, 4} and {124, 3} have the same number of coalitions, 
i.e. k = 2, but aggregate marginal cost is 11 for {123, 4} which is larger than aggre-
gate marginal cost 8 for {124, 3}. Then the total effort e(2, {123, 4}) < e(2, {124, 3}). 
Applying (6), the partition function form game (N, w) is obtained as follows 
7f(1, 2, 3,4) = (196,169,100,49); 
7f(12, 3, 4) = (297.56,175.56,105.06); 
7f(13, 2, 4) = 7f(1, 23, 4) = (272.25,240.25,90.25); 
7f(14, 2, 3) = 7f(1, 24, 3) = 7f(1, 2, 34) = (248.06,217.56,138.06); 
7f(123,4) = (469.59,214.92); 
7f(124,3) = 7f(12, 34) = (427.25,277.56); 
7f(1, 234) = 7f(I3, 24) = 7f(I4, 23) = 7f(134, 2) = (386.91,348.20); 
7f(1234) = 841. 
(G3.I) 
From this partition function it follows that for the case of k = 3 coalition structure 
{14, 2, 3} is the only feasiblel2 , while every coalition structure consisting of two 
coalitions is feasible. 
Corollary 3.2 The forming of coalitions will determine the situation of a fish stock. 
Moreover, aggregate effort under a given coalition structure depends strongly upon 
how coalitions are formed. For a given number of coalitions, the coalition structure 
with lower aggregate marginal cost has higher total effort. In addition, for a given 
coalition structure, the forming of coalitions with lower costs need not reduce the 
total effort. 
Observe that if countries are identical) i.e. Ci = Cj for all i =f j, the equations 
(8) and (9) in the unique equilibrium .. = (es"es
2
, ... es
m
) under I< satisfy: 
f'(e(k, 11:)) + (k -1) J~(k~;;)) = k· c, 
es; = ~ > 0, for all j = 1,2, ... , k, where e(k,I<) = ~;=1 es;. 
This implies that the effort of each coalition only depends on the number k of 
coalitions. Furthermore, for any coalition structure I< = {SI, S2, ... S.}, total fish-
ing effort is an increasing function of the number of coalitions k, whereas total net 
rents and the net rent of each coalition are decreasing functions of k (Theorem 2 in 
Funaki and Yamato, 1999). 
Corollary 3,3 For the case of identical countries, it follows that 
12n,;, ;, because ,,(14, (14, 2, 3}) = 248.06 > "-(1, IN)) + ,,(4, IN)) = 245, 
,,-(2, {14, 2, 3}) > ,,(2, IN)) and ,,-(3, {14, 2, 3}) > ,,-(3, IN)). 
(i) the minimum and maximum value of a coalition S <;; N are determined by 
<rp~, ,,(S, 1<) 
~"t ,,(S, 1<) 
,,(S,SU[N\S)), 
"is, S U {N\S}). 
(ii) a coalition structure I< is feasible if the size of the largest coalition is feasible 
under the equal sharing rule. 
Proof. (i) We have <r~'}}~, "is, 1<) S; ,,(S,I<') S; ~s':i',,,(S, 1<) for all coalition 
structures 1'\.' =f:. K. Moreover, from Proposition 3.2) i.e. that fishing effort is an 
increasing function of the number of coalitions, it follows that for any two coalition 
structures I< = {SI,S2, ... S.} and 1<' = {S;,S~, ... S;,,} such that k < m 
and if S E I< and S E ,,' 
e(k, 1<) < elm, 1<'); 
,,(e(k, 1<)) > ,,(elm, K')); 
,,(S, 1<) > ,,(S, 1<') 
where elk, 1<) = ~~=1 es;, elm, 1<') = ~;::'1 es,. Thus, result (i) is obtained. 
(ii) In a Nash equilibrium, e', the net benefits are: 
,,(i, [N)) = IJ('N~~C"NI for all i E N, and LEs,,(i, [N)) = ISIIJ('i;;-c·'NI. 
Then, if countries have prudent perceptions (pessimistic expectations), a vector 
Z = (Zll Z21 "'j zn) can be considered as a feasible payoff if EjES Zj 2: IS!lJ(e~)-c.eivt. 
We observe that for a given coalition structure K, with k coalitions, a vector z is 
a feasible payoff vector if Zj = N(k"tS(J,(k,<)) ::::. III'Ntc " NI for all j E S, where 
e(k,I<) is the total effort in an equilibrium under 1<, and eN is the Nash equilibrium . 
Since "is, 1<) = j(e(k'<»k-c.,(k,K) for all S E ", then, if 
J(,(k"\k-c.,(k,,) > J('N)-NN for the coalition Sm, where ISml = max [S;I, 
k 1711 - n lEf{,..) 
it follows that 
f(e(k,"'),t-~·e(k."') 2: [(e(k'~n,-cie(k,,..) 2:: f(er..);c'er.. for all Sj E K., 
• 
Example 3.~ Consider four identical countries) i = 1,2,3,4) with marginal 
cost c = 9 and production function fie) = (60 - e)e. Since all countries are 
identical, there are only five types of coalition structures: "1 = {Ill, 111, 111, Ill}, 
1<2 = {Ill, 111, 121}, 1<3 = {l21, 121}, 1<4 = {11I, 131}, and "5 = {141}, where Iii denotes 
the number of countries. The game (N,,,) E FGPFF N is given by 
7f(111, 111, 111, 111) = (100.40,100.40,100.40,100.40); 
7f(lII, 111, 121) = (162.56,162.56,162.56); 
7f(121, 121) = 7f(lII, 131) = (289,289); 7f(141) = 650.25. 
The coalition structures 1<3 is feasible since "(121,1<3) = 289 > 2· "(111, I<r) = 
200.80, under the equal sharing rule. However, a coalition with 2 players for a 
coalition structure consisting of 3 coalitions is not feasible since "(121, 11:,) = 162.56 < 
2·,,(111,1<1) =200.80. 
..... 
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4 Distribution of payoffs 
This section considers the distribution of payoffs of partial cooperation that coun-
tries can agree upon, To simplify the analyses, suppose the production function 
takes the quadratic form f(e) = (b - e)e. The parameter b can be considered a 
critical (maximum) effort level where production cannot recover the total cost, i.e. 
f(eN) :5 c· eN if eN <': b, and c E [miniEN C;, maxiEN c.;.J. 
Recall that c, :5 C2 :5 ... :5 "n. To ensure that all countries have the possibility 
to catch, i.e. ej ~ 0 for all j E N, we assume that b+:I~l Cj > Cn,13 The net benefit 
function of coalition Si under coalition structure /'i, is: 
1I"s.(es" O-s,) = (b - eN)es , - cs , . es ,· (11) 
Denote the share of efforts of coalition S in the competitive equilibrium e' un-
der structure" as sh(S) = ~, where e(k,I<) = LSE,eS and es = LIEsei· 
Moreover, let 7r(e(k, 1<)) = LSE' 1I"s(e') be the total net benefit. 
Proposition 4.1 For every coalition structure 1<, the following results hold for 
every competitive equilibrium 
(i) faT' any i < jl eSj - es; = es; - es; 2: 0 
n ~ = { - k~J < 0 if i = j 
11 8eSj k!l > 0 if i -:F j 
COO) arrsJ) _ -HIeS, < "-J 
{
2k' Of·_· 
III 8esi - k!l eSj > 0 if i -:F j 
(iv) arr~I;:'» > 0 => sh(Sj) < 1/(k+ 1) 
Proof. (i) From (7) and f(e) = (b - e)e which implies (i). 
(ii) Since eN = (kb - L7=1 cs,)/(k + 1) and es, = (b - eN) - cs, it follows that 
b - kcs, + L#i Ps, 
es, = k + 1 
leading to (ii). 
(iii) As 7rs, (e') = (b - eN - cs, )es, = (es)2, it follows that 
87rst(e-)=2e'" ~= -k+leSj< Z z=J • { 2k, 0 'f. . 
8es i sJ' 8esi k~l eSj > 0 if i -:F j 
leading to (iii). 
(iv) Since 1f(e(k, 1<)) = L;=1 1I"s;(e') and (iii), it follows that 
81f(e(k, 1<)) 
----ac;:-
t 81fS, (e') = 81fs,(e') + L 81fs, (e') 
i=l 8es, 8es, iii 8est 
k 
2[k-:1 es, + k! 1 Les,] = k! 1 {-kes, + [L eSm - es,]} 
r.ftt m=l 
2 L:-l es.. [ (k + 1)e5, ] (k + 1)e6"; 
k + 1 1 - -k--
e
,- > 0 ** I - -k--
e
,- > 0 Lm~1 Sm Lm=1 Sm 
** sh(Sj) < l/(k + 1), 
13This assumption is equivalent to the requirement of positive shares at the equilibrium for aU 
players (for details, see Zhao, 2001). 
which implies (iv). • 
Proposition 4.1 shows the relationship between marginal costs, fishing efforts and 
net benefits for coalitions in the competitive equilihrium14. To illuminate Proposi-
tion 4.1 consider a coalition structure" consisting of k coalitions (1(,,) = k) and the 
case where one member i leaves its coalition S,..(i) (E ~) and joins another coalition, 
say SKU) E 1<. If the marginal cost C; of this member is larger than the marginal 
cost cS"{i) of its former coalition Sx.(i) but smaller than the cost es,..(j) of its new 
coalition S'(j) , then the joining of this member will lead to a cost reduction of coali-
tion SKU). Moreover, the marginal cost of the coalition to which i used to belong 
does not change. Therefore, although the num~er of a new coalition structure /'\., 
does not change, i.e. 1(,,') = k (since only i changes coalitions), the cost structure 
does change. In similar vein, (ii) and (iii) describe the impacts on coalition efforts 
and coalition net benefits. If own marginal costs of a coalition increase,. own ef-
forts and net benefits decrease, whereas if the marginal costs of another coalition 
increase own efforts and net benefits increase. According to (iv), the forming of a 
new coalition structure may cause a reduction of total net benefit if at least one of 
the effort shares is larger than k~'. 
The above Propositions 3.1, 3.2 and 4.1 imply that although an outcome depends 
on both the marginal cost cSj and cardinality of /'\., countries with high costs have 
an incentive to cooperate since they will take advantage by reducing costs when 
joining a coalition with lower costs. The following example illuminates this. 
Example 4.1 Consider Example 3.1. The benefits of free-riding are presented 
in Table 4.1. The number of coalitions is presented in the first column and the 
benefit of each free-rider follows in the next columns. 
In Table 4.1 the second row represents noncooperative net benefits. The third 
and fourth rows represent free riding benefits for countries i, j, i ::j: j when countries 
k and I form a coalition {kl}, k,l E N\{i,j}. For example, for k = 3, 272.25 and 
248.06 are the payoffs of country 1 in the coalition structures I< = {1, 4, 23} with 
aggregate marginal cost 14 and I< = {l, 3, 24} with aggregate marginal cost 11, 
respectively (see Table 3.1). The last row represents free riding benefits for country 
i when N\{i} forms a coalition. 
11(1<)1 1f( {1}, 1<) 1f({2},,,) 1I"({3},I<) 1f( {4}, 1<) 
k-4 196 169 100 49 
k - 3 (free-riders with high costs) 272.25 240.25 175.56 105.06 
k - 3 (free-riders with low costs) 248.06 217.56 138.06 90.25 
k-2 386.91 348.20 277.56 214.92 
- -- -----------
Table 4.1 The benefits of free-riding. 
If only two countries form a coalition (i.e. k = 3) then, relative to the noncooper-
ative situation a free-rider country, for example, country 4, gains 90.25 -49 = 41.25 
(84%) in the low cost cases, i.e. coalition structures {13,2,4} or {l,23,4}, and 
105.06 - 49 = 56.06 (114%) in the high cost case, i.e. coalition structure {12,3, 4}. 
In a similar vein, country 1 gains 248.06 -196 = 52.06 (27%) in coalition structure 
{I, 24, 3} and 272.25 - 196 = 76.25 (39%) in coalition structure {1, 23, 4}. 
In Example 4.1, although country 4 with the highest marginal cost has the 
smallest net benefit in the noncooperative situation (Corollary 3.1), it will gain 
1'1 Coalitions mean both individuals and groups of individuals in a. given coalition structure. 
.... 
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relatively more from free-riding than the other countries. For example, consider 
the case of only one free-rider, i.e. k = 2. In this situation, if countries 1,2 and 
3 form a coalition {123}, then in the coalition structure {l23,4} country 4 gains 
214.92-49 = 165.92 (337%). The gains are 177.56 (177%) in {124, 3} for country 3, 
179.20 (106%) in {134,2} for country 2 and 190.91 (97%) for country 1 in {234, I}. 
Moreover I in coalition structure {123, 4} country 4 gains more than in coalitions with 
two free-riders (d. {l, 4, 23} or {l3, 2, 4} with gains 56.06 (114%) and {l2, 3, 4} 
with gains 41.25 (84%) for country 4). 
Observe that although all coalition structures with two coalitions in Example 
4.1 are feasible under the equal sharing rule (see section 3), the total benefits of 
coalition structures with two coalitions will increase if country 4 forms a coalition 
such that the lowest cost coalition materializes (because it reduces the total cost 
of the coalition structure). For example, consider K) = {l2,34}, K2 = {l4,23}, 
K, = {13, 24}, "1 = {123, 4}, K5 = {124, 3}, K6 = {134, 2} and "7 = {234, I}. From 
the last column in Table 3.1, it follows that l5 : 
1r(e'(2, "2)) = 735.71 > 704.81 = 1r{e'(2, Kl)), and 
1r{e'(2, "7)) = 735.71 > 704.81 = 1r(e'(2,K5)) > 648.51 = 1r(e'(2,K4))' 
In coalition structures K4, K5, K6 and K7 there is free-riding by countries 4,3,2 
and 1, respectively!". The total effort and total net benefit are affected by the 
marginal cost of the free-rider. For example, Table 3.1 shows that if country 1 or 2 
free-rides, then total effort is 38.33 and the total net benefit is 735.71. If country 3 
free-rides, then the total effort is 37.33 and the total net benefit is 704.81, whereas 
the total effort reduces to 36.33 and total net benefit is 684.51 if country 4 free-rides. 
The smallest effort (29) and highest net benefit (841) materialize for the grand 
coalition only. Therefore, although there exist some feasible partial coalition struc~ 
tures, the grand coalition is optimal. 
The question arises what sharing rule of the net benefits should be adopted to 
stimulate the fishing nations to join the grand coalition. If a coalition structure 
is feasible, the equal sharing rule can be applied for each coalition. However, the 
equal sharing rule does not take into account the contributions of each player to the 
grand coalition. 
The Shapley value (1953) is defined and considered an appropriate device of 
distributing the gains of cooperation among the players in cooperative games with 
transferable utility (characteristic function forms or TU games)l7. Therefore, it can 
not applied for partition function form games. In the remainder of this section we 
use the modified Shapley value for partition function form games, introduced by 
Pham Do and Norde (2002). Particulary, we will show that a country with higher 
costs has higher gains from the cooperation under this modified Shapley value. 
Pham Do and Norde (2002) show that the modified Shapley value (see Appendix) 
is a unique and efficient solution for a P F FGN . Moreover, they point out that for 
a class of oligopoly games in partition function form such as a FGPFF (N,1r), 
where 11" is derived by competitive equilibrium of coalition structures from (11), 
the modified Shapley value keeps the same ordering for every player in the Nash 
situation. Applying this result to a fishery game in partition function form, the 
following proposition is obtained. 
Proposition 4.2 Let,p be the modified Shapley value for a FGPFF (N, 1r), where 
1r is derived in (11) from competitive equilibrium of coalition structures. It follows 
15Note that 1I"(e t (2, ~2)) = 1t(e·(2, ~3)) and 1t{e·(2, ~7)) = 1T{e·(2, ~6)) since the total cost of 
~2 and K3 as well as K7 and K6 are equal. 
Ifill; is a reason why the full cooperation may not stable if a distribution of benefits can not be 
accepted by several countries. 
17The reader is referred to the chapters 53·58 by Aumann and Hart (2002) for the introduction 
to the Shapley value, its extensions and applications. 
that if c) S C2 S ". S 0" then 
(i) ,,-{1, [N]) <: ,,-{2, [N]) <: ". <: ,,-(n, [N]), 
(ii) ,p) (,,-) <: ,pA1r) <: ". <: ,pn(1r), and 
(iii) 1r(N, {N}) = E~=),p;(1r). 
Proof. See section 6 in Phamdo and Norde (2002). • 
The following example will illuminate the modified Shapley value as a division 
rule and show that a country with higher costs has higher gains from the cooperation 
under this rule. 
Example 4.2 Consider the fishery game in partition function form (N,1r) in 
Example 3.1, where w is defined as (G3.1). In this game, we have 
1r(1, [Nj) = 196 > 1r(2, [N]) = 169 > 1r(3, [Nj) = 100 > 1r(4, [N]) = 49. 
Using the Appendix the modified Shapley value is obtained as 
,p(1r) = (271.18,238.86,184.94,146.02). 
This value allocates the payoffs according to the different contributions of each 
player in the grand coalition in the following order: 
,pl(1r) > ,p2(1r) > ,p3(1r) > ,p4(1r), and 
1r(4, {4}) = E:=I,p;(1r) = 841. 
The different payoffs due to the different costs of the players, and the surplus 
gained from the full cooperation is (75.18,69.86,84.94,97.02). Thus, each country 
has a different gain in the grand cooperation due to its distribution of marginal cost. 
Moreover, this distribution differs from the values that are obtained by applying 
other division rules such as the equal sharing rule. For example, the transition from 
the noncooperative to cooperative situation yields the surplus 327 (= 841 - 514) 
and the equal sharing rule gives the outcomes (277.75,250.75,181.75,130.75), where 
each player gains equally 81.75. 
This example indicates that although the equal sharing rule can be applied for 
any feasible coalition structure, the modified Shapley value has more potential in 
avoiding free~riding behaviour. To make it clearly, consider again Table 4.1 for a 
situation where countries 1, 2, 3 are CBs and country 4 is a DWFN. Moreover, 
regarding to the nember problem of a RFMO, we assume ess are members of a 
RFMO who mayor may not accept a new entrant (i.e DWFN) to join its organiza-
tion. According to Article 8 of the 1995 UN Fish Stock Agreement, only member of 
a RFMO and the countries that apply the fishing restrictions adopted by it, shall 
have access to the regulated fishery resource. Therefore, it is argued that a free 
rider behaviour of the DWFN, undermining the efforts of CSs, is not feasible under 
the legal framework (Pintassilgo, 2002). This situation implies that there are pos-
sibility of free rider behaviour by eSslS , and a DWFN is not allowed to free rider 
(although a DWFN gains more benefit in such situation). The net benefits of free 
18Kaitala and Munro (1995) argue that there exists a situation where some members ofa RFMO 
leaving its RFMO and cooperating with a DWFN (Le. a new coalition). Thus, the possibility of 
free rider of CSs seems to persist under the legal framework setting by the UN Conservation on 
the Law of the Sea. 
.... 
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riders in these situations are presented in row 4 of Table 4.1. It is showed that the 
benefits of free rider 248.06, 217.56, 138.06 and 90.25 (for countries 1, 2, 3, and 4, 
respectively) are smaller than the Shapley value 271.18,238.86,184.94, and 146.02. 
Remark Table 3.1 shows that if country 4 free rides (excluding the noncooper-
ative situation [N]) then the total cost will increase more than the other free-riders 
and as a consequence, the total net benefit will reduce. For example, the coali-
tion structure {l23,4} has the total cost 11 and the total benefit 684.51 which is 
largest and smallest for any other coalition structures consist of only a free rider. 
Furthermore, there are two situations where the total effort are smaller than others 
which is either the grand coalition {N} or the coalition structure {123,4} as the 
result of the negative relationship between the total cost and total effort as well 
as the total coalitions (Corollaries 3.1, 3.2). The natural question arises whether 
one may expect reasonable compromise alternatives: no cooperation with less net 
benefit or partial cooperation? One may choose either to reduce efforts and less 
its net benefit by partial cooperations (i.e feasible coalitions) or to accept the new 
member as expanding to the grand cooperation. 
In Example 4.1 the modified Shapley value is applied as a solution avoiding the 
free-ridding. For instance, consider the coalition structure 1<6 = {134,2} in which 
the total cost is 5 and total effort is 36.33. Using the modified Shapley value as 
the division rule for a feasible coalition {I, 2, 4}, then countries 1, 3, and 4 receive 
the net benefits are 210.17,107.17 and 69.57 (sharing the total net benefit 386.91), 
respectively. The gains are 14.17 for country 1, 7.17 for country 3 and 20.57 for 
country 4. 
Finally, we observe that although each country is better off in the grand coalition 
than in the competitive outcome, individual countries can do even better by free-
riding under certain circumstances, as illustrated in the last row of Table 4.1. This 
implies that application of the modified Shapley value is not sufficient to discourage 
free riding. Therefore, adclitional measures are needed to deter free riding; e.g. 
linking a fishery problem to another problem in which the countries are involved 
(see Folmer et al., 1993 and Kroeze-Gil, 2003 and the references therein). 
5 Concluding remarks 
The objective of regional fishery agreements is to develop rules for joint decision 
making to use common fishery resources efficiently, particularly to avoid inefficient 
outcomes and the collapse of fish stocks resulting from noncooperative behaviour. 
FUrthermore, a better balance must be reached between fishing effort and the quan-
tities of fish that can be removed from the sea without endangering the future of 
the fish stocks or ecosystems. 
This paper has addressed the formation of coalitions smaller than the grand 
coalition to intensify an achieved efficient cooperation. Particularly, attention has 
been paid to the feasibility of coalition structures and their impacts on reducing 
harvest levels. We have shown that for every coalition structure in a competitive 
equilibrium a coalition with lower marginal cost has a higher effort level, and total 
fishing effort is an increasing function of the number of coalitions. Moreover, the 
lower the marginal costs, the higher the net benefits in the coalition structures. 
In order to induce countries to cooperate the modified Shapley value adopted to 
games in partition function form has been considered. This is a unique and efficient 
division rule of gains from cooperation that preserves the ordering of players in 
the Nash outcome. This device can be applied to develop profit allocation schemes 
such as a reasonable compromise alternative for both the potential entrants and 
the charter members in the terms of no cooperation with less net benefits. The 
main conclusion of this paper is that the analysis of partial cooperations is as an 
alternative set in motion a process leading more cooperation and ultimately full 
cooperation. 
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Appendix 
In order to introduce the modified Shapley value for games in partition function 
form, we need some additional notations. Let TI(N) be the set of all bijections 
0' : {I, 2, ... , n} -> N of N. For a given 0' E TI(N) and i E I([N]) we define 
Sf = {0'(1),0'(2), ... ,O'(i)), and sg = 0. For a given 0' E TI(N) and i E I(]N]), we 
define the partition K.f associated with 0' and i, by K.f = {Sf} U [N\Sf]. So, in K.f 
the coalition Sf has already formed, whereas all other players still form singleton 
coalitions. Furthermore, we define K.g = [N]. 
Let (N,w) be a partition function form game, and 0' E TI(N). We define the 
marginal contribution of the i"" player O'(i) to coalition Sf such as 
m~(i)(w):= w(S'[,K.?) - W(Sf_l,K.f_l)' 
Based on these marginal vectors {ma(W)}aE.(N), we define the modified Shapley 
value <I> of the partition function form game (N,w) as the average of the n! marginal 
vectors19 I 
1 
<I>(w) = 'I L m a(w).20 
n. 
"Ell(N) 
IODetails can be found in Phamdo and Norde (2002). 
20 Observe the similarity to TU~games (c.r. Shapley, 1953). 
Example Consider the partition function form game (N, w) defined by 
w(l, 2, 3) = (0,0,0), w(12,3) = (2,0), w(23,1) = (3,2), w(13,2) 
w(123) = 10. 
The marginal vectors associated21 with (J are: 
if 
if 
if 
if 
if 
0'1 = (1,2,3) then ma , (w) = (0,2,8) 
0', = (2,1,3) then ma,(w) = (2,0,8) 
0'3 = (1,3,2) then m"'(w) = (0,8,2) 
0'< = (2,3,1) then ma,(w) = (7,0,3) 
0'5 = (3, 1,2) then ma,(w) = (2,8,0) 
if 0'0 = (3,2,1) thenm"'(w) = (7,3,0). 
So, the modified Shapley value <I>(w) = (3,3.5,3.5). 
(2, I), 
21pOl' example, the marginal vector of 0'2 is computed us follows. As 0'2 = (2,1,3) then 
m~l(l)(w) = w(21,{21,3}) - w(2,[N]) = 2, m~l(2)(w) = w(2,[N]) = 0, m~l(3)(w) = 
w(213, {N}) - w(21, {21, 3}) = 10 - 2 = 8. Hence, rna,(w) = (2,0,8). 
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Unit-pricing: Minimising Christchurch Domestic Waste 
Peter R. Tait, Commerce Diversion, Lincoln University 
Summary 
One economic tool that can aid in the achievement of waste minimisation targets is 
unit-pricing. Unit-pricing in the waste management sector refers to a pricing system 
that charges households for their collection and disposal service relative to the amount 
of waste disposed by the household. This research investigates the potential impact of 
implementing a unit-pricing policy for domestic waste collection and disposal 
services in Christchurch. Data is collected using a Contingent Valuation survey. A 
Poisson Quasi-Maximum Likelihood count model is specified for econometric 
analysis of demand for Christchurch City Council domestic collection services. 
Key words: Demand for domestic waste service, unit-pricing, Contingent valuation 
methodology, PQML count model. 
Christchurch Domestic Waste Services 
The Christchurch City Council (C.C.C.) supplies the city's major domestic waste and 
disposal service to households by way of a weekly kerbside collection. There are also 
a number of small private suppliers, and they account for approximately 15% of the 
market. The council service requires waste to be placed in a council approved bag that 
has a fifty litre, 15 kilogram capacity. Until recently each rateable property was 
supplied with 52 bags per year. This has now been halved. Collection and disposal of 
these bags is presently funded by a flat rate of $43 levied on households as part of 
general annual rates. Residents can buy as many additional bags as they require in a 
minimum pack size of 5 for around $6 a pack from retail outlets. Hazardous waste and 
liquids are prohibited but anything else can be put in the bag. The council service 
accounts for 85% of the Christchurch domestic waste collection market, collecting 
and disposing of approximately 37,818 tonnes in Burwood landfill during 2001 
(C.C.C. 2003). This is 17 percent of Christchurch refuse going to Burwood landfill. 
With 123,000 households, the average Christchurch household disposes of 307 
kilograms per year by this service. 
The life-span of Burwood landfill, currently Christchurch's only landfill, has 
exceeded its planned duration and the Council anticipates the opening of a new 
regional landfill at Kate Valley in the near future. The life span ofBurwood has been 
just over twenty years and Kate Valley is expected to have a comparable lifespan. At 
this rate potential sites will become very scarce within decades. The Christchurch City 
Council recognises responsibility for ensuring that Christchurch has a sustainable 
future and have implemented programmes to help reduce waste going to the landfill 
including kerbside recycling, composting of some garden waste brought directly to 
landfill, recycling centres at the Refuse Transfer Stations, and the sorting of refuse at 
the Transfer Stations (mostly metals and inert material like soil and rubble). In 2001 
kerbside collection amounted to 14,374 tonnes, and 31,157 tonnes of green waste was 
collected at Transfer Stations (C.C.C., 2003). 
Figure 1: Composition of refuse in domestic black bags 
Source: C.C.C. (2003) 
Textiles/Rubber 
30% 
Figure 1 reveals that almost three-quarters (74%) of the contents of an average black 
bag has the potential to be diverted from landfill. Almost all paper types are now 
collected from household kerbsides as part of recycling. Kitchen and garden waste 
make up nearly half of an average bag, even though Christchurch City Council 
estimates that approximately 60% of households compost at home or take green waste 
to transfer stations. 
Sustainable development in Christchurch 
The mandate and plan for Christchurch's domestic waste management is contained in 
three important documents: the Christchurch City Plan (C.C.C., 1995) which 
discusses sustainable development and its implications for waste management, the 
Waste Management Plan for Solid and Hazardous Waste (C.C.C., 1998) which directs 
current policy, and The New Zealand Waste Strategy (M.F.E., 2002) which aims to 
coordinate actions and policy nationally. The Natural Environment section of the City 
Plan emphasizes a strategy of waste minimisation for the city that promotes the 
sustainable management of resources. 
The plan recognises that a primary indicator of sustainable development is the 
disposal rate of domestic municipal solid waste. Reduction of waste generation will 
prolong the life of waste management facilities, particularly landfills, and adds to the 
efficient use of resources. Policy directly applicable to the domestic solid waste sector 
should be formulated so as to minimise the disposal of waste into the environment. In 
relation to council provided domestic waste collection and disposal services, the 
Waste Management Plan for Solid and Hazardous Waste recommends that in order to 
promote the objectives of this plan, costs must be allocated such that they establish 
economic incentives to reduce waste and that an element of deterrent pricing for 
producing excessive waste is included in such a system (C.C.C., 1998). 
The New Zealand Waste Strategy comprises of five core policies that form the basis 
for action, one of these is efficient pricing (M.F.E., 2002). This means creating an 
incentive structure that encourages households and individuals to minimise waste. 
This is consistent with Christchurch's waste management plan. Failure to provide 
such an incentive structure is untenable in communities that strive to implement 
modern waste management. 
.... 
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The vision of the Waste Management Plan for Solid and Hazardous Waste is to 
minimise the impact of solid waste on the environment. The reduction target for 
domestic kerbside waste collection is 80% less than 1994/95 levels by 2010. As the 
1994/95 level was approximately 126 kilograms per person per year, this target 
equates to approximately 26 kilograms per person per year. 
Figure 2: Per person domestic waste, recycling and green waste 
Source: C.C.C. (2003) 
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Figure 2 shows current trends for council collected domestic waste and recycling, and 
green waste at transfer stations. The almost horizontal dashed line at the top shows 
that domestic kerbs ide waste per person going to the landfill has remained virtually 
constant since 1995, with only a very slight downward trend. The introduction of 
kerbside recycling in 1997 has done little to decrease the quantity of domestic black 
bag waste going to the landfill. Christchurch City Council (e.c.c. 2003) suggests that 
this low impact is due to residents finding new bits and pieces to throw out, now that 
recycling means there is more capacity for the same amount of bags. If this is the case 
then residents would have had to store waste over some time accumulating a 
significant amount. As recycling increased households found more and more things 
to dispose of, so that the amount of waste sent to the landfill remained relatively 
stable. The zero price for recycling may be a reason. This is because the zero price 
can create a perverse incentive structure in that households can now purchase larger 
items or more of an item, for example, if those items can be recycled. They face no 
increase in disposal costs (directly, that is, recycling must be funded from somewhere 
and so other services prices may increase) for the increase in volume as they can use 
the free recycling service. This is the opposite of source reduction, and may be 
mitigated by charging a positive price for recycling services in the same way as waste 
service (i.e. unit-pricing). However the recycling service price must be set below the 
waste service price to decrease the volume of waste going to landfill. Another 
possible explanation may be that household's have reduced the amount of waste that 
they take directly to refuse stations themselves. 
The introduction of 'green waste' separation at landfill, to be composted, has also 
done little to decrease the amount of domestic waste entering the landfill via kerbs ide 
collection. This may indicate that collection of green waste is not a substitute for 
kerbside collection. Implying that the increase in green waste collected can be 
attributed to separation of waste by households already going to transfer stations. 
Flat-rate inefficiency 
Many communities have traditionally charged households for their waste service by a 
flat-rate, as has Christchurch. A flat-rate charge is the price of a service levied in one 
lump sum, which is the same for all households. The charge does not reflect the 
amount of waste that a household generates. Flat-rate charging creates a perverse 
incentive structure that does not motivate sustainable practice and leads to an 
inefficiently high level of service demanded. The economic argument is relatively 
straightforward and is illustrated below in Figure 3. This section is adapted from 
Miranda et. aZ. (1994 pp 683-5).The figure shows demand (marginal benefit) and 
supply (marginal cost) of council service as measured by the number of black bags. 
Waste collection services are assumed to be a normal good and so the demand curve 
is downward sloping. Q' is the efficient quantity of service since at this quantity the 
marginal benefit from the last unit consumed is equal to the marginal cost of 
supplying it. This quantity of service can be achieved with the 'right' price of P'. In 
contrast, with a fixed charge households face a cost of zero for each additional unit 
(bag) of service demanded, that is, the marginal price to users is $0.00. The result is 
that households demand service until the marginal benefit ofthe last unit consumed is 
also equal to zero, giving quantity of QFlat Rate. At this level of service the marginal 
cost of providing the last unit is greater than the marginal benefit obtained from 
consuming it. If instead of charging a flat-rate a unit-pricing policy is adopted, then 
setting the unit-price at marginal cost will achieve economic efficiency. 
In application it can be difficult to estimate marginal cost and so average cost (AC) 
pricing is often used instead. This would result in a level of demand greater than Q' 
but less than QFlatRate. Two-tier pricing can also be applied. Residents are charged two 
fees, the first fee is flat and covers some minimum level of service. The second fee is 
unit-based and varies with any additional bags collected. The smaller is the level of 
service provided by the flat-rate, and the closer the unit-price is set to marginal cost, 
the closer we come to achieving economic efficiency. 
Figure 3: Illustrative Me and MB for domestic waste services 
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Unit-pricing 
Unit-pricing in the waste management sector refers to a pricing system that charges 
households for their collection and disposal service relative to the amount of waste 
disposed by the household. At present in the United States of America, over 4,000 
communities use unit pricing programs for domestic waste service pricing, which 
serve over 27 million U.S. residents (Gordon, 1999). This makes America the number 
one implementer globally. However communities in many nations around the world 
have adopted the approach. Unit-pricing has been shown to reduce waste generation 
and disposal, and to increase diversion option such as recycling and com po sting. 
Convincing evidence of the impacts of unit-pricing on a households waste 
management decisions comes from case studies of communities who have 
implemented the program. Data on waste flows both before after implementation 
provide opportunities to make sound comparisons between programs using flat-rate 
charging and those with unit-pricing. Such studies typically categorise the effects of 
unit-pricing into five factors: decreased rates of waste generation, decreased rates of 
waste disposal, increased recycling, increased illegal disposal and increased source 
reduction behaviour (see for example: USEPA, 1991; Fullerton and Kinnaman, 1994; 
Miranda et ai, 1994; Miranda et ai, 1996a; Miranda and Bauer, 1996; Reschovsky and 
Stone, 1994; Choe and Fraser, 1999) 
Contingent Valuation Survey 
To gain insight into the possible effect of a unit-price on quantity, demand for 
domestic waste services is modelled. CVM was incorporated into a self-administered 
questionnaire sent to Christchurch households in February and March of 2003. The 
survey instrument was pretested using the cognitive interview method (Dillman, 
1998). The intent of this method is for the interviewer to prompt the interviewee to 
verbalise comments and thoughts that would otherwise go unnoticed. A 
proportionate-stratified random sample of 1500 Christchurch residents on the 
electoral role was conducted, the design variable being household income. This 
sampling procedure was employed because a secondary objective of the study is to 
analyse how different income groups react to changes in price. With 121 respondents 
gone-no-address, and 448 usable responses a 32% response rate results. 
The survey consisted of four components, the first is based on substitutes for the 
council service and asks questions measuring alternative disposal options such as the 
volume of private service that the household subscribes, and the number of recycling 
bins put out for collection. The second component is the hypothetical market scenario 
for rubbish bags. Respondents were asked to indicate the quantity of bags that they 
would put out, for different prices per bag under a unit-pricing system. The elicitation 
method can best be described as iterative bidding and is given in figure 4. The third 
component sought to identify attitudinal motivations for household waste 
minimisation. Respondents were asked to indicate agreement on a likert scale, with 
statements representing motivations for waste minimisation such as: 'concern for the 
natural environment'. The scale ranges from one (strongly agree) to five (strongly 
disagree). This data was recoded into a dummy variable for each statement, by 
including only those that agree or strongly agree with the statement. The forth 
component of the survey focused on the generation of waste in the household. This 
took the form of demographic questions such as the number of adults and children in 
the household, and if households consider the cost of disposing of a product at the end 
of its lifetime or disposing of its packaging, in the purchase decision, behaviour 
known as source reduction. 
Figure 4: Willingness-to-pay elicitation 
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Data Description 
The following table describes the variables used in the modelling procedure. 
Table 1: Data description 
Dependent variable the number of C.C.C. domestic rubbish bags put out for 
collection and disposal each fortnight. 
Explanatory variables 
Price per bag 
Adults 
Children 
Compost 
Private 
Source reduction 
Recycle 
Income 
Attitudinal variables 
CVM WTP estimates 
the number of people in the household aged 16 years or 
over 
the number of people in the household aged 16 years or 
under 
dummy variable: I if household uses composting to 
dispose of food waste, 0 otherwise. 
the volume (litres) of weekly private service 
dummy variable: I if practices source reduction 
behaviour, 0 otherwise 
fitted values of the number of recycling bins put out for 
collection fortnightly 
Household annual income, in categories 1-9 
dummy variable: I if household agrees or strongly with 
statement as motivation to minimise waste, 0 otherwise. 
Concern for the natural environment 
Other peoples views of oneself 
Price of waste service 
Time and effort managing waste 
Negative attributes of waste 
Desire for efficiency 
Member of environmental organisation 
A chi-squared test is used to test the null hypothesis that there is no association 
between the distributions of demographic variables of the sample and 200 I Census 
data, the relevant distributions and p-values are reported in Figures 5. We can see that 
the null is rejected in all but one case, at a I percent significance level. The 
distribution of age for the sample is skewed towards older age and away from younger 
age. This results from drawing the sample from the electoral role as this excludes 
those aged 17 years and under. It is considered that excluding this age group would 
not bias the results as these individuals would seldom be responsible for decisions on 
household waste management. 
Figure 5: Sample characteristics 
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Model specification 
The dependent variable exhibited nonnegative integer properties, to take advantage of 
this a Poisson count data model was deemed an appropriate specification for the 
modelling procedure. 
For a detailed and comprehensive analysis of count data models see Cameron and 
Trivedi (1998). The Poisson regression model is the simplest and perhaps most 
common count data model. The Poisson parameterisation exploits the discrete 
characteristic of the dependent variable. For a discrete random variable, Yi, with 
observed frequencies, Yi, i = I,,,., N, where y, 20, the Poisson regression model 
specifies that y, given x, is Poisson distributed with density 
I. ) e-"' pY, flY, I x, =--' , y, =1,2,3". 
y, 
The distribution is determined by the single parameter p , the mean. 
This parameter is given by the conditional mean function 
E(y,! x,)= p, 
which is determined by the regression equation. 
(I) 
(2) 
This study specifies an exponential condition mean function, as is common practice. 
This mimics the nonnegative nature of the dependent variable, ensuring that none of 
the fitted values of the model will be negative. 
E(y,1 x,)= p, = eX;P (3) 
The method of Maximum Likelihood is used to estimate the model. All empirical 
model estimation is carried out using LIMDEP econometric software. The log-
likelihood function takes the following form 
In L(fJ) = t ~iX" fJ - e(X;P) -In y, } (4) 
i",] 
The maximum likelihood principle is to choose values of the parameter vector jJ that 
maximises the likelihood function given the sample data (Le. the vector of parameter 
values that gives the greatest probability of obtaining the observed data). 
The Poisson MLE jJ p is the solution to the first-order conditions 
fu -e(x;m)"i =0. (5) 
,=I 
The method for computation of jJ, is the Newton-Raphson iterative method. 
Convergence is guaranteed because the log-likelihood function is globally concave 
For empirical estimation one of the most important restrictions of the Poisson 
assumption is the equality of the (conditional) mean and variance 
E(y,! x,)= Var (y,! x,) (6) 
The raw data suggest that there is under-dispersion present, that is, the variance is less 
than the mean for the dependent variable, however we need to test the conditional 
mean and variance equality. This restriction, referred to as equi-despersion, is 
formally tested using a regression based test proposed by Cameron and Trivedi 
(1990). The test is based on an auxiliary regression of e:, - y, on y: where the 
errors and fitted values are obtained from an initial estimation. of the Poisson model. 
The test statistic is highly significant leading to rejection of the equi-dispersion 
assumption. In settings of under-dispersion an alternative is to use Poisson quasi-
maximum likelihood (PQML). The estimator is like the Poisson MLE in that the 
Poisson model is used to motivate the first-order condition defining the estimator, but 
it is unlike the Poisson MLE in that the data generating process used to obtain the 
distribution of the estimator need not be the Poisson. This means that the same log-
likelihood function is used but a different estimator of the covariance matrix is 
adopted. This study uses the estimator proposed by Huber (1967) and White (1982). 
Provided the conditional mean function is correctly specified and the conditional 
distribution of y is Poisson, the PQML jJ is consistent, efficient, and asymptotically 
normally distributed. 
Table 2 presents the preliminary estimation as estimation (I) which includes all 
variables. The explanatory variables collectively are statistically significant in 
explaining the variation of the dependent variable.None of the attitudinal variables are 
individually statistically significant although concern for the natural environment, 
other peoples views of oneself, and price of waste service all have envisaged signs. 
Neither burning nor illegal disposal are statistically significant. All other variables 
have the anticipated sign except recycling. The coefficient for recycling is positive, 
suggesting that the expected number of bags would be increasing in the amount of 
recycling the household does. The opposite result is theorised. 
Table 2: Model estimation 
Variable description Estimation Estimation Estimation 
(I) (2) (3) 
Constant 0.59' 0.57' 2.92' 
Unit-price proxy 
CVM WTP estimates ($ per bag) -0.21 ' -0.21' _0.21' 
Questions concerning waste generation 
Adults 0.22' 0.22' 0.96' 
Children 0.20' 0.20' 0.49' 
Source reduction _0.26' -0.27' -0.24' 
Household income 0.02b 0.02b 0.09' 
e 
Questions concerning waste diversion 
Recycling 0.16" 0.31 " -2.66" 
Private service _0.01" _O.Ola _O.Ola 
Composting -0.19a _0.19' -0.19a 
Burning -0.19 
Illegal -0.28 
Attitudinal questions 
Concern for the natural environment -0.11 
Other peoples views of oneself -0.03 
Price of waste service -0.01 
Time and effort managing waste 0.05 
Negative attributes of waste 0.06 
Desire for efficiency 0.03 
Member of environmental organisation 0.00 
RsqD 0.21 0.20 0.20 
Chi squared 338.00 331.00 323.00 
Prob Lt'> value] 0.00 0.00 0.00 
• significant at 99% confidence level. b significant at 95% confidence level. 
Dropping non-significant variables from the model, yields estimation (2). It was 
determined that the incorrect sign for the recycling coefficient results from the 
quantity of recycling being endogenous to the model, and therefore correlated with 
the error term. A standard approach in cases where right-hand side variables are 
correlated with the residuals is to estimate the equation using instrumental variables 
regression. The general idea behind instrumental variables is to find a set of variables, 
termed instruments, which are both correlated with the explanatory variables in the 
equation, and uncorrelated with the errors. These instruments are used to eliminate the 
correlation between right-hand side variables and the disturbances. One technique is 
to model the variable of concern and use the fitted values of that regression to act as 
the instrument in the original model. This is the procedure adopted presently. A 
Poisson ML model is specified for the number of recycling bins put out per fortnight. 
The regressors are number of adults, number of children and household income. The 
equi-dispersion assumption is rejected and so Poisson QML estimation is employed. 
The estimates from this model are given in Table 3. The variables collectively and 
individually are highly significant. The fitted values for the dependent variable from 
this model are used as the instrument. 
Table 3: Instrumental variable estimation for recycling 
Adults 0.24' 
Children 0.10' 
Income 0.03" 
RsqD 0.10 
Chi-squared 68.00 
Prob [X' > value] 0.00 
a significant at 99% confidence level. b significant at 95% confidence level 
The final model with the inclusion of the recycling instrumental variable is presented 
as estimation (3) in Table 2. We can see that the use of instrumental variable has 
corrected the sign of the recycling coefficient. The chi-squared test indicates that the 
explanatory variables as a whole are significant in explaining the dependent variable. 
Each explanatory variable is significant individually at the 1 % level. All signs of the 
estimated coefficients are consistent with economic theory. The value of RsqD, the 
sum of the squared deviance residuals, considered by Cameron and Trivedi (1998) to 
be the most appropriate measure of fit for this model, could be considered low, 
however cross-sectional data often suffer from this result. 
Interpretation 
The marginal effect of a regressor indicates the change in the expected value of the 
dependent variable, given a unit change in that regressor. 
The marginal effect of the jth regressor is 
~ I 8E(Y,lx,) = ~ IfJ/:P 
n 1=1 OXlj n ;=] 
(7) 
because the first-order conditions imply 2:;, e';P ~ 2:;,y, this simplifies to 
I " 8E(Y,lx,) = fJjY -;;~ oXij (8) 
This procedure involves assessing the conditional mean for each observation and then 
averaging, to yield an average response. The partial derivatives of E(Y Ix) with 
respect to each variable are computed at the means of the explanatory variables. This 
highlights the non-linear nature of the estimation, and as coefficient estimates are 
sensitive to the values at which they are computed, they are not constant. 
Interpretation of each explanatory variable in the model follows. 
The marginal effect of price in Table 2 is -0.21. This is calculated at the average of all 
prices (all other variables are at their averages also), which is $1.64. This is 
interpreted as a one unit increase in price (i.e. $1.00), from the average price, leading 
to a decrease in the expected number of bags by 0.21 bags per fortnight. To 
investigate how the marginal effect of price changes across price levels, we can 
change the value at which the marginal effect of price is computed. First we compute 
the marginal effect of price, with price set at zero, and all other variable set at their 
means. This gives the marginal effect of a one unit increase in price from zero dollars. 
Then we repeat the estimation with higher prices of $1.00, $2.00, $3.00 and $4.00. 
Plotting the resulting conditional means against price results in Figure 6. The slope of 
a tangent to the curve at a given price is the marginal effect of that price, holding all 
else in the regression equation constant. Figure 6, which is essentially a demand 
curve, illustrates how the conditional mean falls as price increases and that the 
marginal effect of price is diminishing as price increases, the curve is steeper at low 
prices and flatter at high prices. This is more easily seen if the magnitude of the 
marginal effect is plotted against price as in Figure 7. 
~ 
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~ 
~ 
" 
2. 
:rlg' 0.5 
$; 
SPriceperbag 
1),25 
0.15 
~ 
':s.005 
"0 
Figure 7: Magnitude of marginal 
price effect 
SPrice per beg 
We can see that the magnitude of the marginal effect of price is decreasing as price 
increases. Households respond more strongly to initial increases in price than they do 
to increases once the price is set. The theorised price per bag facing households under 
flat-rate charging is $0.00 per bag. This is quite different from the average price at 
which the marginal effect presented in Table 2 is computed. Table 3 shows that the 
marginal effect of price at $0.00 is -0.25, increasing price one unit from $0.00 leads to 
a decrease in the expected number of bags by 0.25 bags per fortnight. It is this value 
of the marginal effect that should be used in assessing reductions in demand for 
service. Because the mean function is nonlinear, it is theoretically inaccurate to talk of 
a marginal effect across several units. If we want to look at the effect of increasing 
price from $0.00 to a price greater than a one unit increase (i.e. $1.00) then we need to 
compute an accumulative or total effect. For example, consider an increase from 
$0.00 to $3.00 per bag. Using the conditional means provided in Table 4 the 
accumulative effect is a decrease in the expected number of bags (conditional mean) 
of 0.61 perfortnight (= 1.96 - 1.35). 
Table 3: Marginal price effects 
Price 
$0.00 
$1.00 
$2.00 
$3.00 
$4.00 
Conditional mean 
1.96 
1.73 
1.53 
1.35 
1.19 
Marginal effect of price 
-0.25 
-0.22 
-0.19 
-0.17 
-0.15 
Consider the following numerical example. For this sample, the status quo average 
number of bags put out for collection is 2.04 per fortnight for each household. This 
equates to 53.04 bags a year. If a unit-price of $1.00 per bag was introduced the 
model predicts a reduction of 0.25 bags for the average household per fortnight. In 
Christchurch with approximately 123,000 households this equates to a reduction of 
799,500 bags per year. The average weight of a domestic black bag has been 
estimated at 8.3kg (C.C.C. 2003), indicating a possible weight reduction of around 
6,636 tonnes. Given that approximately 37,818 tonnes of waste goes to landfill from 
council domestic service this equates to a 17.55 percent reduction. Table 4 provides 
some more examples. 
Table 4: Numerical examples of waste reduction 
service 
Change in price Tonnes per year 
$0.00 to $1.00 
$0.00 to $2.00 
$0.00 to $3.00 
$0.00 to $4.00 
6,636 
11,414 
16,191 
20,438 
percent of council domestic 
17.55 
30.02 
42.81 
54.04 
The marginal effects discussed next, adults, children, private service, and recycling 
are computed at the means of all variables. For the average household, the effect of 
the number of adults on the quantity of bags put out is given by 0.964, which indicates 
that for each additional adult in the household above the average (2.11) the expected 
number of bags increases by 0.964 bags. Each child contributes approximately halfas 
much waste as each adult. Each child in the household increases the expected number 
of bags by 0.485 bags. Each litre of private service that the household uses decreases 
the expected number of bags by 0.0085 bags. This means that if a household 
subscribes to 140 litres of private service a week then they will put out 1.2 bags less 
per fortnight on average. Each bin of recycling put out by the household reduces the 
expected number of bags by 2.656 per fortnight. 
For the binary choice variables, compost and source reduction, interpretation is 
slightly different. The negative coefficients imply that the conditional mean is eft' 
smaller when the dummy variable is unity rather than zero. Table 5 shows the results 
of these computations. If the household uses compost to dispose of food waste then 
the expected number of bags put out per fortnight falls by 0.83 bags. If the household 
purchases products with relatively less packaging or otherwise relatively low disposal 
costs, behaviour referred to as source reduction, then this reduces the expected 
number of bags by 0.78 bags per fortnight. 
Table 6: Binary choice variable coefficient interpretation 
p, 
Compost -0.188 
Source reduction -0.245 
ef3' 
0.83 
0.78 
The marginal effect of household income on the number of bags put out as presented 
in Table 2 is estimated as 0.086. Again this is computed at the means of all variables. 
As the income variable is measured in categories, the coefficient estimate is 
interpreted as an increase in income from one category to the next increases the 
number of bags put out by 0.086 bags per fortnight. 
~ 
Do different income groups react differently to changes in price? 
Income distribution concerns should be investigated as part of an effort to recognise 
social sustainability as a requirement for domestic waste management policy. One 
might expect the marginal effect of price to be greater for lower income groups who 
face a relatively tighter budget constraint. Analysing this effect could highlight which 
income groups might reduce their demand more than others. To do this we will 
compute the marginal effects of varying price levels across different household 
income groups. First we compute the marginal effect of price, with price set at zero, 
income set at nine (the highest income category) and all other variables set at their 
means. This gives us the first marginal effect for the high income group. Then we 
repeat the estimation with higher prices of $1.00, $2.00, $3.00 and $4.00. This 
procedure is then repeated for two other income groups, medium (category 5) and low 
(category 1). This will reveal whether income affects a household's reaction to the 
price level. 
Figure 8: Marginal price effect 
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st we can see that the price effect is greatest when moving from a price of zero to 
$1.00, and that the effect of price is diminishing as the price per bag increases. This is 
the same for all income groups. A more interesting observation is the higher income 
groups react more strongly to the price, and the price effect is converging between 
income groups as price increases. This can be more easily seen in Figure 9. The 
marginal effect at price equal to zero is -0.22, -0.27 and -0.33 for the low income, 
medium and high income groups respectively. This gives a range of 0.11. When the 
marginal effect is evaluated at a price of $4.00 then the effects are -0.13, -0.16 and -
0.20, giving a range of 0.07. This suggests that as an autonomous level is reached the 
ability of a household to reduce waste further is limited. Figure 8 also reminds us 
that, holding all else constant, higher income groups have a higher conditional mean 
relative to low income households. That is, holding all else constant, a wealthy 
household will produce more waste than a relatively low income household. At each 
price level the high income groups have a relatively greater opportunity to decrease 
the amount of bags used because the magnitude of their waste is greater. The lower 
income groups are closer to the autonomous level of waste generation and disposal. 
They do not generate or dispose of a lot to start with and therefore they do not have as 
much opportunity to decrease the use of bags. 
Reduction achievement 
How households achieve any reduction is crucial to the success of the waste 
management program. The following table gives the options that respondents 
indicated they would use to achieve the reduction iil bags. The survey asked 
respondents to indicate how they would achieve any reduction in the number of bags 
put out. The question was open-ended but could be categorised as in Table 7. The 
percentages given are of the number of households actually reducing the number of 
bags put out, n = 247. 
Table 5: Waste reduction achievement options (n = 247) 
Variable description 
Private 
Compost 
Compaction 
Recycle 
Bum 
Source reduction 
Illegal 
Can not do any more 
Insinkerator 
Percentage 
24.3 
19.8 
19.4 
18.2 
12.1 
10.1 
4.9 
5.7 
2.0 
The sum of the percentages is more than 100 because some households indicated 
several options. All households that would reduce indicated at least one option. 
Subscription to a private service is the most popular option, with almost 25 percent of 
households choosing this option to help obtain reductions in the number of council 
bags used. This is perhaps the most serious threat to achieving waste targets in a unit-
pricing programme as it results in no reduction in the amount of waste going to the 
landfill. Composting, compaction and recycling are also major reduction options for 
households. Compaction reduces the volume of but not the actual amount of waste 
and so does not contribute to waste reduction goals. Some households considered that 
they would decrease the number of bags that their household put out but did not know 
how they would achieve this. This group is measured by 'can not do any more'. This 
group of households may be doing all they can to minimise waste. 
Has the introduction of unit-pricing increased the number of households using 
diversion options? This question is answered in the Figure 10. 
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Figure 10: Increases in household diversion 
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We can see that there has been a relatively even increase for most diversion options, 
with no single option being favoured significantly more than others. This highlights 
the diverse nature of individual household's waste management strategies. 
Households did not indicate that they compact waste until after the introduction of 
unit-pricing, so all compaction behaviour is attributed to the unit-pricing policy. With 
this in mind, it is burning that has the largest percentage increase compared to the pre-
unit-price level. 
Conclusions 
This research demonstrates that there is a significant opportunity for unit-pricing to 
decrease the amount of waste that Christchurch households send to landfill. 
Substitution towards private service and compaction are the greatest threats to the 
ability of a unit-pricing system to decrease waste going to landfill. Compaction can 
only successfully be eradicated if the weight of rubbish is measured and used from 
pricing. 
Respondents who practice source reduction are an indication of the growing incentive 
for manufacturers and producers to take some accountability for the waste component 
of the goods they sell. In this way the responsibility for minimising waste is not only 
that of consumers, although it is them that must signal to manufacturers that products 
with minimal disposal costs will be favoured. This implies a role for policies that 
explicitly incorporate firms into the management of waste from their products, post 
sale. Minimum recyclable component requirements and buy-back systems are 
examples that need to be investigated as possible tools in a comprehensive waste 
minimisation strategy. 
The major limitations of this research stem from the inability to form a quantitative 
estimate of respondent's use of diversion options such as recycling 
post-implementation of a unit-pricing programme. This research is able to present a 
qualitative measure. To estimate a quantitative response would require data describing 
observed measurable changes in the levels of diversion options such as the number of 
recycling bins increasing. This is not usually possible as a unit-pricing programme 
has not actually been implemented. Some communities have conducted experiments, 
or trials that can provide the necessary data. . 
One possible limitation stems from the data collection process. The number of bags 
put out provides the measure of the level of waste disposed of via council service. 
However the volume and weight of a council rubbish bag varies across households, 
but is treated as constant, that is, one bag. 
This study has focused on the application of a market based instrument at the 
household level. Instruments applied at industry level also play an important role in 
minimising waste generation. Research into the interaction of instruments at this, and 
the household level in New Zealand, is an essential part of waste minimisation debate 
that provides ground for future research. 
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Introductiou 
Aspects of the Deregulation of 
Statutory Marketing Boards in South Africa 
By F.G. Scrimgeour and S.A. Barns 
University of Waikato. 
The deregulation of agricultural marketing structures in South Africa was part of a 
government strategy to restructure the South African economy in the post-apartheid era. 
The South African agricultural and horticultural industry had, since 1937, been regulated 
though the 1937 Marketing Act. This Act was established on the premise that a small 
group of responsible and well-informed individuals could achieve better results than the 
market, which comprised a large number of financially weak, poorly organised 
individuals with conflicting interests. 
The board system of agricultural management comprised a series of schemes designed to 
support production through the setting of prices, controlling of imports and marketing of 
exports. Schemes included single channel fixed price schemes, which covered maize, 
wheat and other grains; single channel pool schemes, which included deciduous fruit, 
citrus, tobacco and wool; price support schemes, which included meat, eggs, dairy and 
potatoes; and supervisory and price regulatory schemes, which included canned fruit and 
cotton (Scrimgeour and Sheppard, 1997). 
The 1937 Act, along with other forms of intervention in the agricultural sector, was 
perceived as creating 'two agricultures' -large commercial agricultural development and 
subsistence farming (Scrimgeour and Sheppard, 1997). The operations of the Land and 
Agricultural Bank of South Africa (established in 1910) and the later Agricultural Credit 
Board reinforced the divisions between the two agricultures (Scrimgeour and Sheppard, 
1997). These perceptions were borne out in the Report of the Committee of Inquiry into 
the Marketing Act (Kassier, 1992), and are described by Scrimgeour and Sheppard 
(1997). 
The 1996 deregulation ofthe South African agricultural marketing sector was designed to 
bring the sector in line with the social and economic democratisation of the country in the 
post-apartheid era, and with international trends towards deregulation (NDA, 2004). The 
Marketing of Agricultural Products Act, No. 47 1996 represented a radical departure from 
the regime that had been in place since the 1930s. 
It was within this regulatory environment that the National Department of Agriculture 
formulated a vision for South African agriculture - that of 'a unified sector served by a 
unimodal policy framework designed to bridge the inherent dualism and to maximise the 
contribution of the sector to economic growth and development' (NDA, 2001). 
The purpose of this review is to examine the impact of the legislative reform on the South 
African agricultural sector during the period since its enactment. This analysis seeks to 
identify the extent to which deregulation has contributed to meeting the vision articulated 
by the National Department of Agriculture. 
The 1998 review by Scrimgeour and Sheppard described the motivation for the reforms, 
the nature of the reforms and expected outcomes. However, given the recent timing of the 
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reforms, the review could not provide comment about their effectiveness. The passage of 
a further six years has provided time for problems and successes to reveal themselves and 
allowed the collection of statistics relevant to the period since the reforms. 
The interpretation of the effects of South African agricultural reforms is complicated by a 
number of factors including the loss of political influence by the agricultural sector, 
pricing distortions up to the time of deregulation, the political situation existing within 
South Africa, and international fluctuations in product prices. 
Background 
In 2001, agricultural production comprised 4.4% of South Africa's GDP, with industry 
making up 28.9% and services 66.7%. Agricultural raw materials as a share of total 
exports fell steadily in the second half of the 1990s, from 3.9% in 1997, to 2.4% in 2001 
(World Bank World Tables). 
The relatively small proportion that agriculture forms of GDP and exports belies its 
hugely important role in employment in South Africa. An estimated 30% of the labour 
force was employed in agriculture in 1999 (CIA, 2004). Further, inputs into agriculture 
include fuel, fertilizers, farm feeds, packing materials, dips and sprays and other 
commodities produced within the manufacturing sector, while outputs of agriculture feed 
back into the manufacturing sector (NDA, 2004). 
South Africa comprises an area of 1.2 million square kilometres, with natural vegetation 
ranging from desert and semi-desert to temperate grassland. Eighty four percent of the 
land area (1 million sq km) is in agriculture, and of that, 15% (156,000 sq km) is suitable 
for crop production. However, just 22% of the crop production land (34,320 sq km) is of 
high potential (NDA, 2004). 
Other challenges that limit the potential of agriculture in South Africa include scarcity of 
water resources, desertification, soil erosion, rising input costs, the crime factor and 
popUlation growth (NDA, 2004). 
The Deregulation Process 
The move towards deregulation began as early as the late 1960s, when it became apparent 
that interventionist policies were not succeeding (Scrimgeour and Sheppard, 1998). The 
1980s brought about substantial shifts in farm policy, initiated by a more liberal political 
economy. The exposure of the agricultural sector to market forces included: 
market related interest and exchange rates resulting from financial market 
liberalisation, .. , the decline of real producer prices of commodities ... , an 
extensive deregulation of controlled marketing; a shift aw0' from settlement 
schemes to farmer support programmes in the homelands; the introduction of 
certain elements of labour legislation to agriculture; and the scrapping of the 
Lands Act in 1991 (Kassier, 1992). 
The deregulation occurring since the 1980s was piecemeal and uncoordinated, and 
accomplished within the framework of the existing Marketing Act, allowing policy to be 
easily reversed (Van Zyl et aI., 2000). 
Throughout the 1990s there existed numerous forerunners to the 1996 Marketing Act. At 
the height of the regulatory phase there were 25 schemes operating. By 1997 these had 
reduced to 14. These early reforms are summarised in Table I. 
Table 1: Reforms of South African producer board activity from 1987 to 1993 
Board Activity 
Single channel fixed price schemes 
Single C,hannel Pool Schemes 
Price support schemes 
Promotion control 
Other controls 
Source: Kassier (1992). 
Reform 
Maize shifts to pool pricing and abolition of single 
channel (1987) 
Winter cereals abolished numerous regulations and 
price controls (1991) 
Oilseed abolished import controls 
Leaf tobacco abolished single channel 
Citrus abolished domestic market control (1990) 
Red meat restrictions abolished (1992) 
Egg board abolished (1994) 
Potato and dry Bean schemes abolished (1993) 
Karakul scheme abolished (1985) 
Cane quota reformed (1990) 
Wine quotas abolished (1992) 
Ostrich single channel abolished (1993) 
Lucerne hay single channel abolished (1993) 
The reforms and restructure were expected to provide impetus for positive changes within 
South African agricultural and marketing practices. Overall objectives of efficiency, 
equity and sustainability were to be achieved through changes within the industry and 
within individual parts of the industry. Some expectations from deregulation are 
summarized in Table 2. 
Table 2: Expectations from agricultural deregulation 
Industry AntiCipated change to industry 
Deciduous fruit, citrus and table grapes New exporters and markets 
New forms of contracts 
Changes in cultivars 
Loss of inefficient producers 
Wheat and maize Contraction in cultivated area 
Increased yields 
Elimination of fiscal costs to government 
Changes in cultivars 
Overall Increased employment 
Expansion of higher value crops 
Increased FDI 
Source: Kassier (1992). 
New financial instruments 
Enhanced management and innovation 
New companies formed 
Information asymmetries in agricultural and food markets necessitated a gradual approach 
to change to avoid excessive adjustment costs. For generations individual farmers and 
cooperatives had not been allowed to export, and as a result faced a steep learning curve. 
Similarly, agricultural marketing education programmes were based on the existence of 
boards. They too, had to adapt. 
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The Marketing of Agricultural Products Act 1996 came into force in January 1997. The 
objectives of the legislation were 
• To enhance the viability of the agricultural sector; 
• To promote efficiency in the marketing of agricultural products; 
• To optimize export earnings from agricultural products; and 
• To increase market access for all participants (S2.2 (2». 
The National Agricultural Marketing Council (NAMC) was established to oversee the 
implementation of the Marketing of Agricultural Products Act 1996. The NAMC 
appointed membership was defined in the legislation, and staff and consultants supported 
the Council. The NAMC answered directly to the Minister of Agriculture, with the 
Council Chair meeting weekly with the Minister. There were difficulties recruiting people 
with the necessary skills to progress the reforms, and the legal appointee was important in 
this regard. The skills needed in the council membership for the implementation stage 
differed from those required in later stages. 
The NAMC was set up to abolish the control boards in line with the purpose of the 
Marketing of Agricultural Products Act 1996, and to facilitate the establishment of new 
institutions compatible with the new legal framework. Facilitating the winding up of 
existing institutions and the establishment of new institutions consistent with the Act 
required substantial interaction with the existing boards, sector participants, potential 
participants and stakeholders. There was considerable variation in both the quality and 
quantity for this interaction. 
Defining the assets accumulated by the departing institutions and identifying appropriate 
future ownership that would offer future benefits to the sector, be consistent with natural 
justice and be acceptable to other stakeholders, including government, was a major 
problem. It was resolved in various ways with money going to the trusts in exchange for 
ministerial appointments to their boards. Examples were: 
• The grape cooperative (KWV International) wanted to become a company and 
claim the assets. However, the existing wealth derived from a large store of 
brandy. The brandy was there due to the cooperatives declaring a surplus and 
requiring parties to deliver grapes to the cooperative, gratis. The issue was settled 
by $400m being placed in a trust to assist small growers. 
• The maize board had a surplus of assets that derived from money provided by 
government to offset exporting losses. This was resolved with $400m allocated to 
the trust and ministerial appointments. In essence the argument was "You can't 
take gifts back!" Some asset claims remain unresolved because of unclear 
ownership. 
Asset ownership has not been completely clarified within the deciduous and citrus 
industries. 
The NAMC had 12 months to implement the Act, a timefrarne inappropriate for some 
crop cycles. The problem was not so much the change, as the time required for people to 
learn new skills, although an extension of time may not have improved the process. 
Most of the new institutions have functioned well without any significant problems. 
However, some trusts have not managed to attract membership and support. Some of the 
Trusts have reverted to compulsory levies because of the free rider problem in funding 
research. 
Professor Kassier, Chair of the NAMC during the reform period, noted two unexpected 
outcomes. They were: 
• How poorly the apple industry had been performing; and 
• That cooperation exceeded expectations. Most sector groups worked energetically 
to take advantage of the reforms, rather than oppose. 
The sugar industry was not deregulated. The principle reason for this was that the sugar 
sector came under the jurisdiction of the Ministry of Trade and Industry, not the Ministry 
of Agriculture, with government subsidization of sugar mills. The Ministry has 
commenced a process of reducing tariffs. The sugar industry is not competitive in terms 
of world prices and will probably continue to face pressures for reform. 
Some indicators of the South African Economy since the M.A.P. Act (1996) 
In examining the performance of South African agricultural marketing post-deregulation, 
it is important to consider the overall economic environment during 1996 to 2001. This 
period was characterized by fiscally conservative economic policy, focussing on reducing 
inflation and trade liberalisation as a means of increasing employment and household 
income (CIA, 2004). 
Fiscal discipline 
Budget deficits persisted throughout the 1990s. However, since 1998, deficits have 
remained at less than 3% of GDP, with 1% in 2001, contrasting with the early 1990s 
when they were as high as 8% ofGDP (World Bank World Tables). 
Economic growth 
Although negative in the early 1990s, economic growth has remained positive since 1993. 
The 10-year average to 2001 was 2.1%, while the three-year average to 2001 was 2.6%. 
This growth rate is encouraging, but in sufficient to absorb the unemployed labour, 
estimated to be at 37% in 2001 (Statistics South Africa). 
Inflation 
South Africa experienced double-digit inflation in the early 1990s, but by 1998 inflation 
was down to 6.7%, and has been close to 5% for the three years to 2001 (World Bank 
World Tables). 
Exchange rates 
The rand has experienced an almost continuous decrease in value against the US dollar 
for twenty years. From 1996 to 200 I, the rand lost 50% of its value against the US dollar. 
In 1996, 4.30 rand were equivalent to US$I; by 2001 it cost 8.61 rand to buy US$1. The 
largest percentage loss in anyone year over the last ten years occurred in 2000/2001, 
when the rand lost 19.4% of its value (World Bank World Tables). As USA emerges as an 
important trading partner, this trend has increasing implications. 
Overall 
The South African economy has performed reasonably well during the four years to 2001, 
experiencing modest economic growth, a declining deficit as a percentage of GDP, and 
falling inflation. However, the economy continues to face pressures in relation to 
unemployment and the exchange rate. 
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The falling exchange rate indicates that exports should be more saleable in overseas 
markets, however, where production is dependent on imported inputs, the marginal costs 
of production will be rising, threatening the competitiveness of South African industries. 
Sector performance - a measure of the impact of deregulation 
In considering the aggregate performance of the South African agricultural sector, this 
report analyses statistics on the production of maize and wheat (the dominant field crops 
by volume), and viticulture, citrus, apples and pears (the dominant horticultural crops by 
volume). The analysis focuses on the four objectives of the deregulation, using an analysis 
of value and volume of production and exports, export destinations and international price 
comparisons. 
Input Prices 
Where inputs are externally sourced, the weak exchange rate increases costs to the 
industry over time, however, although the annual index of factor inputs for the 
agricultural sector has varied, the trend over time has been steady (Figure 1). The greatest 
changes have been in viticulture inputs, where the input price index increased by 24% 
from 1995 to 1998, however, in 2000/2001, this index was much closer to 1996 values. 
The combined index for agriculture has remained close to 1995/96 levels, suggesting 
many inputs are internally sourced. 
Figure 1: Real price index for agricultural inputs: 1990-2001 
140 
120 
J 100 
~ 80 
~ i 60 
~ 40 
20 
1990 1991 19921993 1994 1995 1996 1997 1998 1999 2000 2001 
Source: National Department of Agriculture, South Africa 
-+-Comblnad 
agriculture 
___ Field crops 
_Fruit 
-+-Viticultural 
products 
Apparent benefits from deregulation in terms of costs to producers include the 
cooperation between Outspan (citrus) and Unifruco (pipfruit), and the development of 
new domestic marketing initiatives for citrus fruits. Vertical and horizontal integration 
within the industry has also been a positive result from deregulation. For example 
Capespan buying into Kromco (a large pack house) and British Harbor Service buying 
into International Harbor Service. 
Apparent adverse effects linked with deregulation include the' loss in Unifruco market 
share, and the benefits from economies of scale relating to a single large operator. 
Associated with deregulation too was risk-taking by producers using unreliable exporters 
shortly after deregulation. 
Producer Prices 
Grain prices that reflect location and seasonality are a gain linked to deregulation of this 
industry. The real producer price indices for maize and wheat are shown in Figure 2. 
Maize prices were stable early in the period, but felI by 23% in the 1999/00 season, rising 
by 54% in the 2000101 season. This price volatility corresponds with a larger volume of 
maize production in the 1999/00 season (production up 44% on 1998/99), and a drop in 
production the following year, although in the 2000101 year production was similar to 
1998/99 production, but real prices were nearly 20% higher. Wheat prices fell 
significantly in the years immediately after 1996, but in the 2000101 season, were back to 
1996 levels. Wheat production during this period exhibited a similar decline and rise, 
which suggests that factors outside of supply conditions influence prices. Both these 
crops are largely for domestic consumption (see Figure 6). 
Figure 2: Producer price index (real) -maize aud wheat 
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Source: National Department of Agriculture, South Africa 
Apple production has remained at similar levels from 1996 to 2001, although the 
percentage of the crop exported has fallen, resulting in more apples on the domestic 
market. Real prices for apples have fallen in the latter half of the 1990s. This is not 
surprising, given a worldwide oversupply of apples. Pear production has remained at 
similar levels, although prices rose initially, in the 1999/00 and 2000101 years, prices have 
held at 1996 levels. Pear exports have remained at similar levels throughout the 1990s. 
The decline ofUnifruco price premiums is an adverse effect linked with deregulation. 
The domestic consumer fruit budget has been relatively flat, while consumers face an 
increasing fruit choice. The South African pipfruit crop generally does not compete with 
imported fruit in the domestic market. The only year there were significant imported 
apples and pears was in 1998, and in this year, prices for South African fruit dipped (see 
Figure 3). This may not have been due to competing imports though, as the imported 
apples were equivalent to less than 1% of the domestic apple crop (FAOSTAT). 
Although citrus prices have been volatile over the 1996 to 200 I period, production has 
increased steadily, with an increasing export crop. Grape prices have shown a recent 
increase, however, the variability of real price almost mirror variability in production. 
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Figure 3; Producer price index (real) - grapes, citrus, apples, and pears 
Source: National Department of Agriculture, South Africa 
_ 160 
0 
~ 140 
" 
fruit 
... 120 ill 
'" 
1 00 
C 80 ~ 
" '0 60 
.S; 
Apples 
" ,~ 40 
Q, .. Pears 
;;; 20 
" 
'" 1996/97 1997/98 1998/99 1999/00 2000/01 
The ability of the agricultural sector to influence both domestic and international demand 
for agricultural produce is limited, however, the provision of timely and reliable 
information allows sectors to compete more successfully within local and international 
markets. The undertaking of market research within a sector is a clear requirement for 
viability of the sector. The cooperation between the different grain sectors in information, 
research and policy through the new combined organisation - Grains South Africa - is a 
benefit linked directly with deregulation. 
Financial institutions are important to ensure competitiveness of the sector. Commercial 
banks serve commercial farmers, but services to poorer communities are limited. The 
higher risk of financing poorer farmers highlights a need for locally based institutions, 
financial service co-operatives and village banks (NDA, 2001) 
Production 
Generally, the production volume of the major agricultural crops has remained generally 
steady since 1996. However, annual maize production over the study period has varied, 
falling by 30% in 2000/01. Long-term trends suggest that this is an aberration, not a 
downward trend (Figure 4). Wheat production has remained constant. 
Figure 4: Volume of production of selected field crops 
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Production gains for grain crops linked with deregulation include better location of mills 
and silos, changes in crop cultivars to satisfY consumer demand (e.g. varieties for pasta), 
changes in crop production patterns, the development of a futures market for maize and 
wheat and the development of brokerage businesses and share-farming agreements 
between farms and brokers. 
The volume of citrus fruit production exhibited an upward trend from 1996/97 to 2000/01, 
with a 30% increase over the period attributable to co-ordinated marketing strategies. 
Grape production has varied over this period for reasons unknown to the authors. The 
production volume of both apples and pears has remained constant showing little impact 
from deregulation (Figure 5). 
Figure 5: Volnme of production of selected fruit 
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Production statistics of other field and horticultural crops may also yield interesting 
information on diversification trends. For many horticultural crops, there is a time lag 
between decisions to invest and production. These come about through lags between 
ordering and purchasing root stock, and time from planting to cropping. 
Exports 
With the exception of citrus, South Africa has few crops emerging as export growth areas. 
In most years the percentage of the apple, pear, grape, wheat and maize crops exported 
have been well below 50% (Figure 6). These figures must be interpreted with caution. In 
1994, 97% of the maize crop was exported. This corresponded with a low production 
year: total production of maize in 1994 was less than half of the normal years. A similar 
peak in exported maize was 1991 - another year of low production. This may reflect a 
prior commitment to overseas markets. 
In 1990,43% of the citrus crop was exported. Citrus production has risen over the period 
analysed and with it the export percentage, to nearly 60% in 2002 (Figure 6). 
The percentage of the grape crop exported is has grown 8% to 16% from 1996 to 2001 
(Figure 6), although production increases during the same period have not been 
maintained (Figure 5). Interestingly, the volume of wine exports over the same period 
have increased by 75%, from 119,974 metric tonnes, to 2 I 0,432 metric tonnes, although 
within this period, the volume of wine production has been variable (FAOSTAT). The 
1990s has also marked a move to higher value wines (between 1990 and 1998 the average 
price for wine increased from 95.40 cents per litre to 221.8 cents per litre). Gains linked 
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with deregulation include the expansion of wine exports and the maintenance of market 
share in Scandinavian countries and Canada. An initial expansion into the UK market 
was not maintained due to failure to maintain quality. There are a growing number of 
participants in the industry (in contrast with the Australian wine industry), which also 
benefits competition locally. 
Figure 6: Percentage of selected crops exported: 1990 to 2002 
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Destination countries for agricultural exports from South Africa have remained consistent 
from 1992 to 2002. The major export destinations over this period were United Kingdom, 
Netherlands, United States, Mozambique, Germany, Japan and Belgium, receiving more 
than 45% of agricultural exports each year. Volume of exports to different countries has 
varied. Exports to the United Kingdom (as a percentage of total agricultural exports by 
value) have fallen over the period, from 21% in 1992, to 13% in 2002 (Figure 7). Exports 
to Belgium have also fallen over this period. The Netherlands and United States have 
become increasingly important markets over the period. 
Figure 7: Major agricultural export destinations by value: 1992-2002 
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The decreased reliance on a single market - the United Kingdom with strong growth of 
the Netherlands market and the steady growth of the United States market are positive 
trends. Growth of new markets and decreased reliance on a few markets is a benefit 
linked with deregulation. 
Market Access/or Small Farmers 
The objectives of equitable access and participation within agriculture are expressed 
within the Strategic Plan for South African Agriculture (NDA, 2001) as: 
Enhancing equitable access and participation to agricultural opportunities; 
Deracialising land and enterprise ownership; and 
Unlocking the full entrepreneurial potential of the sector. 
In spite of the positive intentions expressed within legislation and agricultural sector 
planning, market access to resource-poor farmers remains a challenge. At this stage of 
the deregulation process, it is not clear that small farmers are any better off than under the 
previous regime (Van Zyl et.a!. 2000). Most black farmers are situated in marginal 
farming areas and do not have access to financial services or to commence commercial 
operations. They lack marketing information and lack access to marketing infrastructure 
such as transport, grading, packing and processing facilities (B. Morokolo, Senior 
Manager, Marketing, NDA. pers.comm.).l A declining rand has had an increasing impact 
on fuel and transport costs. It is difficult to see how a single policy framework might 
operate to unify the agricultural sector with such disparate needs in terms of education 
and services. 
Resources - Land 
In spite of the overall reasonable performance of the economy to 2001, and the continued 
productivity of agriculture, from 1995 to 1999 real agricultural land values fell to 
approximately 80% of their 1995 values. The changes in value differed considerably 
between provinces. Agricultural land in Western Cape increased in value by 8% over the 
four-year period, while North West, Northern Province and Mpumalanga fell to 
approximately 90% of their former value. Land values in Free State and Kwazulu-Natal 
were the most negatively affected falling to close to half of their former values (Table 3). 
Table 3: Nominal and real indices for land prices in South African provinces 
indexed to 1995 
Province 
Eastern Cape 
Free State 
Gauteng 
KwaZulu-Natal 
Mpumalanga 
North-West 
Northern Cape 
Northern Province 
Western Cape 
'National Department of Agriculture. 
1999 (Nominal) 
90.9 
76.9 
102.6 
62.4 
113.8 
114 
87.8 
116.4 
141.3 
"Nominal index converted to real index with CPI (NDA). 
1999 (Real) 
~3 
M6 
~2 
a6 
M7 
M9 
M9 
M7 
1~7 
The patterns of land price changes are related to population densities, racial distribution of 
population and climatic factors. Mpumalanga, Northern Province, Kwazulu-Natal and 
Gauteng have the highest population densities. At 945 people per km2, Kwazulu-Natal is 
three times the national average. High and increasing populations put pressure of 
available land. Kwazulu-Natal is home to 21% of the total popUlation, and 23% of the 
black popUlation. With the exception of Western Cape, Blacks numerically dominate all 
provinces. In Western Cape, Whites make up 24% of the population, and blacks 18% 
1 Statistical information on the level of access to markets for small farmers is not available at this time (B. 
Morokolo, Senior Manager, Marketing, NDA., pers.comm). 
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(Thwala, 2003). The insecurity of property rights in the current environment of restitution 
and redistribution ofland is likely to lower land values.2 
Climate also dictates land values. Northern Cape is the least populated province, and 
accounts for 30% of the total land area. However, this province experiences the lowest 
rainfall in South Africa, with less than 200mm per annum over much of the area, and less 
than 400mm over the balance. 
Conclusions 
South Africa has abolished its statutory marketing boards, many of which had been in 
existence for approximately 50 years. The South African experience was the culmination 
of a decade of statutory reform moving towards deregulation. The liberalisation of 
marketing activity did not devastate the marketing of South African exports as some 
feared, but neither is it clear that it has substantially enhanced it. 
Significant adjustment costs have occurred with deregulation. But by learning by 
experience growers have become more perceptive in evaluating their exporting options. 
Deregulation has resulted in the exporters adapting and developing new relationships 
onshore with activities they formerly left to cooperatives. It has also resulted in new 
relationships offshore as the exporters exploit their greater freedoms. Deregulation has led 
to increased foreign investment, with international marketers becoming active in South 
Africa. 
South African agriculture is increasingly being characterised by both competition and 
cooperation. Commercial benefit drives new patterns of cooperation, such as seen 
between the citrus and the pipfruit industries. Improved co-operation between different 
parts ofthe grain industry is also apparent. Deregulation has produced numerous producer 
trusts with focused responsibilities relating to research, information and other public 
goods. Success has been variable and the challenge is keeping them focused while 
allowing them to evolve to meet emerging needs . 
Deregulation has focussed the need for research at the levels ofthe agricultural production 
chain. The government and producer trusts currently fund research. Research funding in 
South Africa is constrained by the fact that the country is not rich. Fragmented 
programmes of research impair research delivery. Significant potential exists for 
government to facilitate relationships between research providers and producer 
organizations to enhance research outcomes. Evidence of benefits exists from co-
operation between research organizations, universities and provincial Departments of 
Agriculture. 
The South African citrus and wine industries appear to have benefited from the greater 
freedom, in terms of increased production, real prices and exports. The freedoms do not 
appear to have had any impact on systemic problems such as those in the South African 
apple industry. 
2 There are two policies for land redistribution. The first involves restitution for people who can prove they 
were dispossessed of their land after 1913, when the colonial government formally restricted African land 
ownership with the Native Lands Act. This is programmed for completion in 2005. The second policy was 
launched in 2000, and involved government purchase and redistribution of 30% of agricultural land to 
promote black commercial farming by 2015 www.pbs.orglnewshourlhome.html 
Deregulation does not appear to have offered significant benefits to small farmers. A 
starting point may be the development of an analytical framework to show how market 
institutions might usefully impact small-scale farming. Given a clear framework, it would 
be possible to collect relevant data to enable monitoring and evaluation of policies 
developed to improve the lot of the small-scale farmer. 
Deregulation may require the South African government to take a more active interest in 
agricultural statistics. Prior to deregulation many of the agricultural production and export 
statistics were produced by the boards, and made publicly available. In the deregulated 
environment, exporters are unwilling to provide this information. The annual Abstract of 
Agricultural Statistics produced by the National Department of Agriculture is extensive 
but current information is not available. For example, information currently available 
extends only to the 2000/0 I season. The lag may delay actions to modifY detrimental 
effects of deregulation. 
The authors could find little evidence about the quality of offshore marketing activity. 
Monitoring price data in the foreign markets would be valuable for exporters, and would 
allow performance comparisons of marketing strategies to be made. 
The interpretation of effects of deregulation are complicated by political, social and 
economic factors. For example, changes in land prices in South Africa underline the 
importance of efficient property rights structures. While production and real input and 
output prices have not changed greatly, the characteristics of well-defined rights -
universality, exclusivity, transferability and enforceability, may be perceive.d to be lacking 
due to land reforms and social unrest. 
A vision cannot be achieved by legislation alone. Deregulation has improved the lot of 
some South Africans, however, the majority have far to go to achieve the parities 
envisaged by the instigators of the Marketing Agricultural Products Act 1996. 
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Summary 
Previous research indicates a high level of multiple job holding amongst New 
Zealand farm men and women. Interviews of sixty farm men and women holding 
multiple jobs in the Ashburton District in 2003 were part of a larger research 
programme. Respondents identified a wide range of work undertaken in addition to 
farm work. They are tending to hold these jobs longer term, showing multiple job 
holding amongst is established as a feature of farm households. Reasons for holding 
multiple jobs are complex, with a range of social and economic benefits identified. 
Although there are effects on work-life balance. 
Keywords: farming, employment, pluriactivity, social change 
Introduction 
Multiple job holding by farm men and women is now a feature of the New Zealand 
farming scene. Research reported in this paper confirms previous studies that show 
multiple job holding is well entrenched as part of the economic activity of farm 
households. These findings are supported by 2001 census data. 
Research during the early and mid 1990s examined the importance of pluriactivity as 
an economic strategy commonly pursued by farm households. Sequential studies 
funded by MAF Policy investigated off farm income (Rhodes & Journeaux, 1995), 
off farm employment by farm men and women (Taylor & McCrostie Little, 1995) 
and the involvement of farm households in work on farm but in alternative 
enterprises to farming (Taylor, et aI., 1997). Findings were previously reported to 
this conference (McCrostie Little & Taylor, 1997). 
These studies revealed that off-farm employment had become an important source of 
income for families facing cyclical commodity prices, periodic rises in farm input 
prices and climatic events such as prolonged drought. Farm families had evidently 
diversified their sources of income from the core farm business operation to include 
work in off-farm employment and alternative enterprises. This pluriactivity helped 
to maintain farm household incomes, while it defended farm equity and provided 
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greater opportunity for retirement and family succession (Taylor & McCrostie Little, 
1995; McCrostie Little and Taylor, 1997). 
Analysis of data from the 2001 Census! builds on this earlier research to indicate a 
high level of multiple job holding amongst New Zealand farm men and women 
(Taylor, et ai, 2003). The average incidence of mUltiple job holding across the entire 
working population of New Zealand was 9.7% in 2001. This figure establishes 
mUltiple job holding as a significant element of New Zealand working life and labour 
markets and sets a reference level for comparing mUltiple job holding rates in 
different parts ofthe working popUlation. For instance, the rate for all rural areas 
was 20.2%, and for some areas higher still, peaking for Chatton (Gore District) at 
31.5%. Furthermore, the incidence of mUltiple job holding by farming occupational 
groups also indicates high rates, such as cattle farmer/farm worker 24.5%, sheep 
farmer/farm worker 22.7%, and crop and livestock farmer/farm worker 21.2%. 
Broken down by sex, the rates are usually higher for farm women than for farm men. 
The current research programme2 aims to provide knowledge about the way 
individuals, families and communities in New Zealand are adapting to social and 
economic change through mUltiple job holding. The research began in 200 I and is 
contracted through to 2007. 
It is anticipated that the research findings will be useful to a range of agencies and 
groups including those involved in social and economic policy for the agriculture 
sector, and to rural communities as they respond to a range of social and economic 
changes. 
Method 
The research programme is organised into two main objectives: 
developing a profile of multiple job holding in New Zealand over recent 
years based initially on 2001 census data for factors such as age, sex, 
ethnicity, work-force status and occupation, plus a detailed analysis of 
changes 1981 to 2001 and comparisons to other official statistics such as the 
quarterly Labour Force Survey, and 
identifying the factors which encourage or inhibit mUltiple job holding, and 
determining the impacts of multiple job holding on individuals, families and 
communities through a series of 180 in-depth interviews, with three sectors 
covered in a first round in 2003-4: farming, cafe and restaurant workers, and 
health professionals. 
! The full national analysis is available on request. The research team is also working on an 
analysis of changes in multiple job holding by occupation 1981-200 I that will be available 
later this year. 
2 The research is funded by the Foundation for Research, Science and Technology, contract 
TBAX0204 
As part of the second objective, a purposive sample of 60 farm men and women were 
interviewed in the Ashburton District in 2003. They were identified through fann 
directories, local contacts and snow balling. The sex breakdown of respondents was 
26 males (43%) and 34 females (57%). 
The respondents came from a range of farm sizes, with 65% between 100 and 400ha. 
Ninety-two per cent ofthe people interviewed said that they were owners or part 
owners of the farming operations. A third indicated that they were the person most 
involved in running the farm business. Allowing multiple responses, the farms of the 
respondents produced crops (42), sheep (34), beef (30), dairy (11), pigs (6), deer (5) 
and horticulture (2). 
The principal definition of multiple job holding used in these interviews was paid or 
unpaid work for more than one employer or family business or farm in the course of 
the most recent week. Those who did not quality by this criteria were screened out 
ofthe research. The interviews were based on a comprehensive schedule combining 
closed and open questions and took around one to one and a half hours to complete3• 
Findings 
Types of jobs held by farmers 
Respondents identified a wide range of work undertaken in addition to farm work, 
although the type of work varied for men and women (Table 1). There was a 
considerable spread in non-farmer occupations. Most (46 or 77%) indicated their 
main job was the same as their occupation. For the other 14 their occupation was the 
same as their second job and for nine of these this was farming. Twenty five of the 
respondents who reported that their second job was a farmer or farm worker were 
women, and 19 were men. 
3 Interviews were conducted by Nicola Robertson and we acknowledge her considerable 
input to the research. 
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Table 1: Main occupation, main job and other jobs of respondents 
Type of job :1vI~iii9\'P.Waii1:M:; Main job Second job Third job 
Farmer/farm worker LJ 12 44 4 
Teacher, tutor 9 4 
Management/accounts 2 
AdminiP A/secl'etarial 4 2 
Director 2 
!Nurse 4 2 
Other health sector I::.,' 
Driver/transport 
Sales/retail 4 
Contractor 
IT related 
Councillor 
Agriculture related 
Other 2 
Not specified 2 
Total 60 60 12 
Over three-fifths (63%) of respondents worked thirty hours or more in their main job 
during the most recent working week. Half(48%) worked less than 10 hours in their 
second job, and 11 ofthe 12 respondents with three jobs worked less than 10 hours in 
their third job. The average number of hours respondents worked were 36.8 hours 
for the main job, 10.1 hours for the second, and 4.2 hours for the third. The average 
time they worked for all their jobs during that week was 47.7 hours. A fifth of the 
respondents worked less than the full-time equivalent of 30 hours that week, while 
just over a third (35%) of them worked for more than 59 hours. 
Questions obtained the usual number of days respondents worked in their main, 
second and third jobs. At least two-thirds of respondents (65%) usually worked for 
five or more days per week in their main jobs, while 23% did so for less than five 
days. Five people explained that the number of days per week they worked at their 
main job varied according to seasonal fluctuations in activity. Only 30% of 
respondents reported that they usually worked for five days or more in their second 
job, while a third (33%) did so for less than five days. Another 31% indicated that 
the number of days they worked in their second job varied according to the demand 
for their labour. 
To obtain a broader picture of multiple job holding beyond the "last week" 
definition, respondents were asked what additional jobs they had over the past month 
and the past year. Other jobs in past month included bookkeeper (3), trustee (2), 
director, repairs & maintenance of investment property, cosmetic sales 
representative, safari guide and colour sorter. For the past year, respondents were 
asked more broadly whether they undertook any paid or unpaid current work that 
they considered to be "a job" that they had not previously mentioned. Forty-two of 
them described a broad range of activities which they considered to be "ajob". 
These activities are listed in Table 2. 
Voluntary work for schools, sports clubs, community organisations and churches 
comprised almost two-thirds (62%) of activities undertaken by the 42 respondents in 
the previous year that they defined as a "job". These findings illustrate that multiple 
job holders in rural areas make a significant contribution to the social capital of their 
communities in addition to their official work. 
Table 2: Other activities over the last year self-defined as a "job" 
Activity Number of responses 
Officer/volunteer of schools (e.g. BOT, PTA, fund raising etc) 12 
Officer/volunteer of churches 10 
Officer/committee member/volunteer of community organisations 9 
Paid job /contract work 8 
Officer/coach/volunteer of sports clubs 6 
Office/committee member of farming organisations (e.g. FF, A&P) 4 
Directorships - paid & unpaid 4 
Unpaid work for family members, friends & neighbours 3 
Care giver for parents & other extended family members 3 
Other (1) 
Note (I) Professional training & education 2, Craft sales 2, Home stay for Asian students 2, 
Decorating house I 
Respondents were also asked what other activities they spent a lot of time on 
(Table 3). 
Table 3: Other activities on which respondents spent a lot of time 
Activity Number of responses Per cent of respondents 
Studying 20 33 
Household work 37 62 
Childcare 33 55 
Community/voluntary work 30 50 
None of ihese 2 3 
Sport 16 25 
Gardening 6 10 
Transport for children 3 5 
Other (I) 6 10 
Total 153 255 
Note: (I) reading 2, sewing class I, church activities I, family activities I, care ofmoiher-in-Iaw 1. 
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Forty-nine respondents commented on other activities on which they spent a lot of 
time. The ten people, who described what study they pursued, mostly indicated it 
was related to their jobs. The six people who mentioned household work either 
commented on the time it required or how that work was shared between adult 
members of the family. Thirteen respondents, including two grandmothers, said they 
devoted some time to childcare. Some of them gave it priority over other activities, 
while three people said that they only spent a small amount of time on this activity. 
One mother noted that her children were in paid childcare for two days per week so 
she could do "more dangerous" work on the farm. Most of the remaining comments 
made by respondents identified the types of voluntary work, sports and other leisure 
activities they undertake, and described how they manage to balance them with their 
work responsibilities. While one respondent remarked that the lifestyle "all seems to 
fall into place ", another with high stress levels stated "[We} both agree it is not 
living". 
Multiple job holding by farmers is now longer term 
A high proportion of respondents have held two or more jobs for more than a year 
and two fifths for 10 years or more, again with differences for men and women. 
Some expect to hold more than one job for the rest of their working lives. The 
research shows that multiple job holding amongst farmers is more established as a 
long-term feature offarm households than supposed by observers in the aftermath of 
the 1980s "farm crisis". 
Just under half (47%) of respondents had held their main job and 62% their second 
job for at least 10 years. Moreover, two thirds of the 12 respondents with three jobs 
reported that they were employed in their third job for 10 years or more. The 
average length of time respondents had worked in these jobs were lOA years for the 
main job, 13.6 years for the second, and 10.8 years for the third (Table 4). 
Table 4: Years worked by respondents in their main and other jobs 
Years Main job Second job Third Job 
number per cent number per cent number per cent 
Less than I 5 8.3 6 10 I 8.3 
1-4 14 23.3 6 10 I 8.3 
5-9 13 21.7 II 18.3 2 16.7 
10-19 21 35 16 26.7 6 50 
20-29 3 5 14 23.3 2 16.7 
30-39 1 1.7 3 5 
40 & over 3 5 2 3.3 
not specified (I) 2 3.3 
Total 60 100 60 99.9 12 100 
----
Note: (1) The two respondents who did not state the length of time they had worked in their second 
job had not been employed in that activity during their most recent working week. 
Further analysis of the responses to this question by sex and age showed the men in 
this study had been employed in their main jobs relatively longer than the women. 
Sixty-two per cent of them having spent ten years and over in that job, compared 
with 35% of the women. However, the difference was reversed for the second job: 
68% of the women being employed in their second job for ten years and more, while 
only 46% ofthe men had held their second job for that period. This contrast between 
the main and second jobs can be explained by many of the women having a main job 
outside the agricultural sector (e.g teacher, nurse) which complemented their work on 
farm (their second job). 
Forty nine respondents (82%) indicated they had held more than one job beyond the 
previous year. They were also asked to list the jobs they held together and the years 
they had been in each job. Two fifths of the 49 respondents had been multiple job 
holders for 10 years or more (Table 5), and the average time they had held more than 
one job was 8.5 years. 
Table 5: Length of time beyond the previous year 49 respondents have held 
A_A_A _ ••• _______ 
--
Length of time Number of respondents Per cent of respondents 
Less than a year 3 6 
1 - 4 years 16 33 
5 - 9 years 10 20 
10 - 14 years 11 22 
15 - 19 years 6 12 
20 years & over 3 6 
49 99 ~ ..... ------_ ...... _-_. 
---
The 49 people, who said that they had held more than one job at once beyond the 
previous year, were then asked to indicate each set of jobs they held together and the 
number of years they held each set. Their experience of multiple job holding showed 
over a third (37%) ofthem had held three or four jobs at a time for a period of their 
working life. 
Another question investigated the amount of time respondents expected to stay 
working in more than one job. Over half of them expected to remain multiple job 
holders for more than three years, confirming the longer term nature of this type of 
work (Table 6). 
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Table 6: Expected length oftime working in more than one job 
Expected length of time Number of respondents Per cent of respondents 
Short term (0-2 months) 1 1.7 
Less than a year (3-12 months) -
1-3 years 22 36.7 
More than 3 years 13 21.7 
Long term (until 1 retire) 20 33.3 
Don't know 4 6.7 
TOTAL 60 100.1 
Further analysis by sex and age (Table 7) showed younger respondents of both sexes 
expected to be multiple job holders for the medium and long terms compared to 
those who were approaching retirement. The data also indicate that women were a 
little more likely than men to expect to hold more than one job for a period of three 
years or less. 
Table 7: Expected length of time working in more than one job by age and sex 
f 
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Expected length of time Male Female 
No. age range average age No. age range average age 
Short term (0-2 months) 1 - 34 
-
1-3 years 8 39-65 50.8 14 42-61 50.4 
More than 3 years 8 32-64 43 5 31-49 41.4 
Long term (until I retire) 8 35-52 43.6 12 36-52 43.3 
Don't know I 
- 43 3 32-49 39.3 
Total respondents (60) 26 32-65 46.3 34 31-64 44.1 
Reasons for multiple job holding by farmers 
While in the 1980s and early 1990s farm men and women appear to have moved into 
multiple jobs largely because they had to, this new research shows that the reasons 
are now more complex. The respondents now hold multiple jobs by choice rather 
than necessity. Nonetheless, economic reasons predominate for holding multiple 
jobs and there are implications for farm household finances and farm finances. The 
general view was that employment was relatively easy to find in the District. 
Respondents answered a question that explored their reasons for having more than 
job earlier in their working career. Forty-nine people responded and many of them 
had multiple reasons. The most frequently cited reasons referred to the need for 
extra or regular income (31). "Money', "financial reasons" and "income" were 
keywords that were frequently used by respondents for this general category. As one 
respondent remarked, the extra money from a second job "got us through the hot 
patches ", while several explained that income from the farm was insufficient to 
sustain their standard of living. Some of these people had began working off farm 
after they experienced the rural downturn of the late 1980's. Other economic factors 
cited by respondents were the development and diversification of the farm business 
(5) and the establishment of another enterprise to supplement income from the farm 
(2). 
Non economic reasons were also significant, although in several instances they were 
combined with the need for extra or regular income. These reasons comprised four 
main categories: they were approached, or persuaded, by others to take up ajob (8); 
they wanted to follow a particular profession or occupation (8); they chose a 
particular lifestyle (8) and they needed social contact off farm with other people (7). 
The people who explained they had another job for lifestyle reasons either wanted to 
broaden their interests by having a non farming occupation, or had purchased a farm 
so they could enjoy a rural lifestyle. All but one of the respondents who said they 
worked off farm to meet other people were women. 
Thirty-four respondents took the opportunity to comment on their work history. Half 
of them spoke more extensively about their motivation, situation, and reasons for 
holding more than one job. A district nurse, for instance, had returned to the 
workforce "to be appreciated and a man won't understand that", while a primary 
school teacher explained that "[1 am] teaching now because I do love it and my 
husband has developed afarming system that I am no longer virtually integral (sic) 
to be part of". Another nurse, who had reentered her profession when her peer group 
were also working off farm, expressed misgivings about continuing to do so after her 
peers gave up their multiple roles by observing that "when on a treadmill it's often 
courageous to get offit". A small number (3) of respondents also spoke about their 
involvement with voluntary associations and two about the study they had 
undertaken. 
When asked a closed question about their reasons for having more than one job, two-
thirds of respondents (67%) said that it was because they wanted to, while just over a 
quarter (27%) acknowledged that there were both elements of choice and necessity 
that influenced them to do so. Only 3% said they held more than one job because 
they had to. Most people (51) explained further their motivations for holding 
multiple jobs when invited to give their comments about this issue. Their comments 
comprised three broad categories: those relating to the pursuit of a career, those 
regarding the enjoyment of having an additional job, and those about economic 
factors. Some (9) said that having more than one job enabled them to continue 
and/or develop a career (e.g. "I just love my teaching", "[My] eventual plan is to be a 
full-time farmer - I'm doing the contracting to be able to buy enough land''). Others 
(22) described why they enjoyed having another job and mentioned factors such as 
the outlet it provided from the house and/or farm (e.g. "I'd go nuts if I was at home 
all day''), the mental or physical stimulation, the challenge and satisfaction (e.g. "It's 
part of who you are "), and their social interaction with work mates and other people. 
The third category (16) focused on economic considerations such as generating funds 
for debt repayment and capital expenditure, financial independence (e.g. "I want to 
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get ahead, [it's] easier while you are young andjit") and an improved standard of 
living (e.g. "We also need the money"). 
Respondents were asked to assess the degree of difficulty they experienced finding 
work in their main occupation by using a scale from very easy to very difficult. 
Fifty-seven per cent of respondents considered it was very easy or easy to obtain 
work in their main occupation, and only 22% thought it was difficult or very 
difficult. Comments made by respondents about the ease or difficulty of obtaining 
work indicate that generally there were plenty of jobs available for nurses and care 
givers (e.g. "In rural areas they are desperate for registered staff"), teachers and 
early childhood workers, rural bankers, spray applicators and farm workers. Among 
the respondents who thought that finding work in their occupation was difficult or 
very difficult were a school secretary ("the job is as scarce as hen's teeth "), an art 
teacher, a primary teacher, a director of nursing services, and a director of a seed 
company. 
The same scale was also used by respondents to assess their degree of difficulty of 
finding work in their other occupation. The only notable difference between the 
answers to this question and the previous one about the main occupation was that 
42% of respondents stated it was very easy, compared with 28%. The respondents 
who said it was difficult or very difficult to find work in their other occupation, 
explained it in terms of their age, lack of experience, or the very specialist nature of 
the occupation (e.g. wool assessor, chairman of irrigation company, district 
councillor, netball administrator). Eight women married to farmers observed that 
this relationship was the crucial factor in their having a job on a farm. As one of 
them remarked "all you have to do is marry afarmer - it comes with the lerritory". 
Two of the women who worked with their husbands stated that they were not 
interested in working for other farmers. 
The general view was that employment was relatively easy to find. One respondent 
described mid Canterbury as "a developing, progressive, multi-use land area". 
Others noted that Methven was a seasonal town with plenty of work and the 
expansion of dairying in the area meant there were plenty of jobs available on farms 
and in the rural transport sector. Moreover, people with occupations not directly 
related to agriculture, such as accountants, a computer consultant, a relief teacher and 
a physiotherapist said that jobs were readily available. 
A series of questions addressed the effects of changes in the farming sector, and 
changes at workplaces in that sector on employment, mUltiple job holding and work 
practices. When respondents were asked whether it was harder or easier to find a job 
in farming given the changes that have occurred in the sector over the last 10 years, 
over three-quarters of them (77%) said it was easier. 
Seventy per cent of respondents stated that getting their current job as a farmer or 
farm worker was not affected by changes in the farming sector. When asked for their 
view about what leads to multiple job holding in the farming sector, respondents 
identified a broad range of personal, social and economic factors. Although 
economic factors predominated, personal and social factors were also significant. 
Many people spoke of a need to broaden their outlook (e.g. "So [I] don 'I go nuts. "), 
the interest and challenge of farming, or an opportunity to use their skills in another 
occupation (e.g. ''plain self satisfaction, self worth "). Others considered that women 
in particular worked offfarm to have social contact with other people (e.g. "Good 
for farm wives to get offfarmfor social factor"). 
Over four-fifths of respondents said that changes at their place of work in the 
farming sector had affected their jobs. The main sources of change at the workplace 
were the introduction of new technology; conversion to another production system 
and the modification of the existing system, and the type and amount of labour used 
on the farm. Respondents also noted the influence of increased government 
regulation and the associated paper work, and external economic factors on changes 
at their workplaces. 
The introduction of new technology in the form of tractors, machinery, animal health 
and breeding practices, irrigation systems, improved seed varieties, and the growing 
use of computers for production systems and administration has reduced the amount 
of physical labour required on farms. There has also been a general trend for 
permanent farm workers to be replaced by casual and contract labour. Many 
respondents also mentioned that the farm they were associated with had either 
modified its production system (e.g. by growing more specialised crops, leasing land 
for dairy grazing) or converted to another system (e.g. from sheep to mixed 
cropping). 
Respondents were asked to identify changes in their personal and family 
circumstances that have affected their decisions to hold current jobs. The influence 
of the family life cycle is clearly evident in their decision making as shown by the 
high frequency of responses such as starting a family, starting a long-term 
relationship/getting married, children's education and planning for retirement 
Further analysis of these responses by sex and age (Table 8) reveals that changing a 
place of residence, starting a family, commencing a long term relationship or 
marriage, children's education and other family finances were more influential 
factors in the decisions of women in holding their current jobs than was the case for 
men. Yet men were more likely than women to be influenced by tertiary study or 
obtaining new qualifications when they made their decisions to take their current 
jobs. However, there seemed to be no significant difference between the two sexes 
with respect to the influence home ownership, or a mortgage, and planning for 
retirement had on their decision making. Respondents of both sexes who indicated 
they were influenced by these personal and family circumstances covered an age 
range of at least 17 years. 
~ 
Table 8: Effect of changes in personal or family circumstances on decisions to 
------ - -- - - -- - -- ---
Personal and family Male Female 
circumstances 
No. age range average age No. age range average age 
Change in place where 1 live 9 39-65 47.4 16 36-58 43.8 
Starting a family 8 38-56 41.8 13 31-64 41.2 
Starting a long-term 2 38-41 39.5 16 31-64 43.8 
relationship/getting married 
Children's education 3 39-44 42 15 36-57 46.1 
Home ownership/mortgage 8 32-56 42.1 9 36-53 44 
Other family finances 3 39-41 40.3 13 31-58 45.6 
Tertiary study/getting new 9 33-65 43 5 36-50 42 
qualifications 
Planning for retirement 6 32-52 41.8 5 42-61 49.6 
Total respondents (60) 26 32-65 46.3 34 31-64 44.1 
Three-fifths of respondents made further comments about the personal and family 
circumstances that influenced them to hold their current jobs. One woman recalled 
the criticism she received from neighbours from her farming circle when she 
returned to nursing some 20 years before, and added that nowadays working off the 
farm is the accepted norm and they seek her advice on health matters. Other women 
spoke of returning to their previous occupation, changing from part-time to full-time 
work, or quitting their jobs, as they juggled their careers with their family 
commitments. 
Benefits of multiple job holding for farmers 
Respondents identified a range of social and economic benefits in having more than 
one job, as well as benefits from continuity of employment. 
When they were asked about the benefits they derived from having more than one 
job, most respondents regarded variation and stimulation, level of income, social 
contact and making friends, building work experience, security of income, keeping 
their "hand in" and hours of work as being positive features ofthis strategy 
(Table 9). 
Table 9: Benefits to respondents of holding more than one job 
Benefit Number of responses Per cent of respondents 
Variation and stimulation 58 97 
Level of income 54 90 
Social contact and making friends 53 88 
Helps build work experience 44 73 
Security of income 41 68 
Keeps my "hand in" 38 63 
Hours of work 30 50 
Suits my family 26 43 
Other (1) 16 na 
Total 360 na 
Note: (I) Most of the responses in this category mentioned aspects of personal stimulatIOn, 
satisfaction, lifestyle and skills. 
I 
! 
! 
Further analysis of the responses by sex and age indicated women were more likely 
than men to report that building work experience, keeping their "hand in", hours of 
work and suiting their family as benefits of holding more than one job. There 
seemed to be little difference between the two sexes with regard to the other benefits 
- i.e. variation and stimulation, level of income, social contact and making friends 
and security of income. 
There was also an opportunity for respondents to make further comments about the 
benefits of having more than one job. Thirty-nine people did so, but only 10 of them 
mentioned the financial benefits they derived from mUltiple job holding as 
individuals or for their family or business. Twenty-three people described a wide 
range of individual benefits including social contact with other people, personal 
growth and stimulation, a sense of satisfaction and self-worth (e.g. "To be a valued 
member of society andfeeling I have something to contribute "), flexibility in hours 
of work, financial independence and a balanced lifestyle. For some people these 
benefits are the result of a deliberate choice to have more than one job, but for others 
they are the outcome of other motivations (e.g. A woman who valued her contacts 
with a wide range of people who observed "[I] don 'f consciously go out and get 
more than one job "). 
Respondents were asked to indicate how their other jobs contributed to their farm 
business or household (Table 10). It is evident that the contribution of these jobs to 
the farm business or household is complex. More than anything else, however, the 
income from these other jobs was used to maintain the household's lifestyle or to pay 
for extras to enhance that lifestyle. By comparison, its contribution to farm finances 
and succession was relatively minor. Only I I respondents indicated that their job 
was essential for the farm finances, and another two noted that their other jobs 
contributed to that purpose in the past. 
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Table 10: Contributions of respondents' other jobs to their farm business or 
household 
Type of contribution Number of responses per cent of respondents 
Essential to farm finances II 18 
Helps maintain lifestyle 52 87 
Pays for extras 50 83 
Helps children take on farm ownership 6 10 
Helps prepare for retirement 18 30 
Own income & nothing to do with farm 19 32 
Other (1) 17 28 
Total 173 na 
Note: (1) A analysis of the other responses revealed the following themes - household expenses [4], 
education for children [3], overseas holiday [1], retire debt/save for future [2], capital/assets for farm 
[4], farm supports household [1], "fun" [1] and power & control as breadwinner [1]. 
Respondents were requested to rate the importance of their income to the household 
on a scale from 1 (very important) to 5 (not important to all). The average rate on the 
scale was 2.5, with 40% of respondents considering that their income was "very 
important" to the household (Table 11). Respondents who indicated that their 
income as "very important" explained it in terms of the contribution the non farm 
job(s) made to ensuring economic survival (e.g. "Keeps usfloating", "Without it 
we'd be on the dole" and "[The] Farm is not making enough to sustain our lifestyle 
as we live at the moment "), achieving financial goals (e.g. repayment of debt and 
saving for retirement and other purposes) and providing cash for essential household 
expenditure. Those respondents who rated their income as "important" considered 
that it also provided money for less essential items of household expenditure 
(e.g. "We eat out, which we never did before. ") and reduced the need to draw funds 
from the farm. The remainder of the people interviewed (45%) who felt their income 
was of lesser importance (3 to 5 on the scale) to the household were more dependent 
on the farm for their livelihood. They were more likely to describe the contribution 
of their income as providing luxury items (e.g. ''play money", "icing on the cake") 
rather than as being necessary for the household's survival. 
Table 11: Importance ofrespondent's income to the household 
Rating scale Number of respondents per cent of respondents 
1 = very important 24 40 
2 9 15 
3 8 13.3 
4 12 20 
5 = not important at all 7 11.7 
Total 60 100 
Effects on work-life balance 
The research identified a number of effects of multiple job holding for personal, 
family and community lives, and difficulties for multiple job holders managing their 
work-life balance. 
Respondents indicated whether holding more than one job helped, hindered or had no 
effect on their relationships and activities (Table 12). Overall it seems multiple job 
holding helped personal relationships; friendship; and involvement in ongoing 
education; and hindered care or support of other family members; the amount of 
housework; health/fitness or training; involvement in organised sport; entertainment 
or leisure; involvement in community activities; and balance between work and 
personal/family life. 
Table 12: Effects of holding more than one job on relationships & activities 
Personal relationships 
Family relationships 
Caring Or supporting children 
Caring or supporting other family 
members 
Amount of housework 
Friendship 
Health/fitness or training 
Involvement in organised sport 
Entertainment or leisure 
Involvement in community 
activities 
Involvement in ongoing education 
Balance between work & personal! 
family life 
No Effect Helps Hinders 
Number I Per cent I Number I Per cent I Number I Per cent 
13.3 1·('i;,:::[4S(S: 22 36.7 
10 16.7 23 38.3 23 38.3 
14 23.3 17 28.3 21 I 35.0 
17 28.3 II 18.3 
17 28.3 6 10.0 IW:'f~}i!;i; li.i'0:i 
15 25.0 19 31.7 
11 18.3 18 30.0 kU:1~!;i;rI!::~~H!:;: 
17 28.3 8:3 
15 25.0 10 16.7 
20 33.3 13.3 
19 31.7 13.3 
13 21.7 9 15.0 
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Forty-nine people made further comments about how holding more than one job 
affected various aspects of their lives. Some (13) who spoke about the individual 
effects listed positive features such as enjoyment, diversity, stimulation, freedom of 
choice and flexibility. The remainder mentioned negative effects including tiredness, 
rural isolation, increased stress levels and little opportunity for time off. ''[It's] the 
hours that kill you really" - a spray contractor & farmer working 70 hours per week. 
"The lifestyle is more of a life sentence than a lifestyle" - an art teacher & farmer 
working 62 hours per week. "I don 'tthink I'm a boring person to live with or be 
with, but perhaps I'm too busy for family and friends sometimes. I miss them" - a 
primary teacher, farmer & company director working 64.5 hours per week. 
Other people acknowledged that achieving the appropriate balance between their 
work and personal/family lives was an ongoing issue (e.g. "[I] can't do everything"). 
Several respondents mentioned that they needed to organise and plan ahead to 
achieve that balance in their lives. 
Seven respondents described their experiences of caring for their children. Most of 
them admitted they were unable to spend as much time with their children as they 
would like, although one father, who was able to spend time with them, stated that 
"[My] boys [are] only with mefor another 10 years so [I] might as well do stuffwith 
them now". . 
Six described the effects of multiple job holding on the relationship with their 
partner. They spoke of the need to support each other, to negotiate about childcare, 
to communicate and (when working from home) to "be tactfol [about] when and 
where Iwork". 
Five respondents mentioned the effects of holding more than one job on their 
friendships. They all agreed that although their old friendships were difficult to 
sustain when they took another job, it was easier to acquire and maintain friendships 
with workmates and professional colleagues. 
Five respondents mentioned the impact that multiple job holding has had on the rural 
community. They noted that nowadays there is a reduced pool of volunteers 
available in rural areas. The voluntary organisations that have survived are 
struggling, and are ruJi by older people. One respondent had to relinquish her 
sporting activities when she took another job, While another belonged to 13 different 
committees before a return to the workforce meant she had to resign from them. 
Conclusions 
Ashburton provides a range of farm sizes and types, with an emphasis on cropping. 
However, as the interview findings are from one district, they should be treated with 
caution in terms of national representation. These interviews provide depth of 
analysis to help understand some of the dynamics of mUltiple job holding for 
individuals, households and communities. In the research programme this in-depth 
analysis is being combined with wider analysis of national statistics to build a picture 
of changes in the patterns of work amongst farm men and women. 
The research shows that multiple job holding amongst farm men and women is more 
established as a long-term feature off arm households than supposed by observers in 
the aftermath of the 1980s "farm crisis". Just under half (47%) of respondents had 
held their main job and 62% their second job for at least 10 years. Over half of them 
expected to remain multiple job holders for more than three years, confirming the 
longer term nature of much of this work by farmers. 
While in the 1980s and early 1990s farm men and women appear to have moved into 
multiple jobs largely because they had to, this new research shows that the reasons 
are now more complex. The respondents hold mUltiple jobs more by choice than 
necessity. They identified a broad range of personal, social and economic factors 
behind their jobs, and although economic factors predominated, personal and social 
factors were also significant. 
There have been a number of changes on farms influencing job choices, including 
the introduction of new technology, the modification or conversion of production 
systems, and the type and amount of labour used on the farm. The influence of the 
family life cycle is also clearly evident in decision making. 
While pressed for time and experiencing issues for their work-life balance, multiple 
job holders from farms make a significant contribution to the social capital of their 
communities through their voluntary work with schools, sports clubs, community 
organisations and churches. 
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