Abstract-Online advertising industry is grow larger along with the increasing numbers of internet users. To make ads industry to be more efficient, prediction model for ads' clickthrough rate is needed. In this research, Field-aware Factorization Machine (FFM) is going to be optimized using Particle Swarm Optimization (PSO) on FFM parameters to increase the accuracy of the FFM. In this research, FFM and PSO-FFM is compared with accuracy and execution time. Our experimental results show PSO can increase FFM performance.
INTRODUCTION
Online advertising is becoming more popular than conventional advertising, such as newspaper or television. Counting return on investment (ROI) of online advertising more possible because all factor and data can be tracked [1] . For the payment, advertiser has varied options to pay. Advertiser can pay per view, per click, etc. [2] . Current business is needed to using online advertising to stay competitive.
One of online advertising factor is click-through rate (CTR). CTR is a percentage calculated by dividing click counts from ad with view counts from ad. This factor is crucial to look how efficient an ad being placed to targeted users [1] [2] .
CTR prediction is currently plays important role in advertising industry [2] [3] . With predicting CTR, advertiser can count the most optimal ROI before placing ads. In CTR prediction problems, prediction model need to predict is an ad being clicked or not from a click log. The click logs are generated from users of a website. The user criteria and behavior are collected by advertising company. The user criteria can be user location, browser used, the type of mobile phone used, the operating system used, and so on. The behavior can be click coordinate, click frequency, scroll behavior, and so on. For an example, click coordinates can be used to generate an information like click heatmap in Figure 1 .
Because of the need of good CTR prediction system, there are many CTR prediction competition being held. The most popular algorithm that win many competitions is Fieldaware Factorization Machine (FFM). FFM success to outperforms existing models, such as logistic regression, SVM, etc. [3] . The FFM is variation from Factorization Machine (FM) [4] . In this paper, FFM model is going to be optimized with an optimization algorithm, Particle Swarm Optimization (PSO). The PSO is one of evolutionary-based optimization algorithm with good performance. Evolutionary-based optimization algorithms are the algorithm that mimicking nature phenomenon. There are some researches that comparing PSO with another evolutionary-based optimization algorithm [5] . From the result of the previous work, PSO relatively has good result compared to other algorithms. In this research, the FFM parameters model (k, λ, η) are going to be optimized using PSO.
II. FACTORIZATION MACHINE (FM)
The FFM is variate FM with adding more dimensions to FM latent vector [3] . The FM formula [4] :
Where y(x) is the predicted class, w are weight, x are value of feature, and v are latent vectors. n is total features and k is number of latent vectors. The w will be updated with gradient descent [4] :
III. FIELD-AWARE FACTORIZATION MACHINE (FFM)
In FFM, y(x) formula from FFM is becoming:
As you can see, the latent vector k is becoming threedimensional.
The FFM optimization problem is [3] :
Where λ is regularization parameter, m are size of data, y are the data label.
To update the weights, first g value need to be counted for every w:
After counting g value, g 2 added to G, accumulative of g.
G and current g is used for updating w, η is learning rate parameter:
At the beginning of FFM, w value is set to uniform random number [0,1/k] and G is set to one [3] .
All input data for FM and FFM are sparse matrix. The standard input for FFM is: In criteo dataset, the first 13 column has numeric value. There are two methods for inputting numeric data to FFM algorithm [3] .
The first method is using the number as the value. For example, data from The second method is using the number as the field name, the value is 1. In this case, the number is treated as categorical data. For example, data from Figure 
IV. PARTICLE SWARM OPTIMIZATION (PSO)
PSO are is one of evolutionary algorithm that inspired by social behavior of a flock of migrating birds trying to reach a good place to live, but still unknown. In PSO, each solution is a 'bird' referred as a 'particle' [5] . The particle has its own position and velocity. Every iteration, velocity will be updated according to current fitness, personal best fitness, and global best fitness, and position will be updated according to current velocity. Every particle kept its personal best fitness. Global best is the best fitness that flock has so far. To update position, PSO using [6] :
Where x are positions and v are velocities. t is current iteration.
To updating velocity, PSO has many variations, one of them is called global best PSO (gbest-PSO), using [6] :
Where y are personal best for each particle in each features and are global best from all particle in each features. c are constant values that being since the start of PSO, and r are random values that changed every iteration.
In this research, the PSO algorithm is used for optimizing FFM parameters. The boundaries of parameters are: The boundaries are being set based on the previous work that using = 0.2, = 2 10 −5 , = 4.
V. DATA PREPROCESSING
The criteo data has imbalanced between true labeled data and false labeled data. For day 1 data, true labeled is about 3% and false labeled data is about 97%.
In day 1 dataset, there are some missing values in a row of data. Only about 21% data has complete data. In this research, the true labeled data and false labeled data is rebalanced at the sampling process. The size of true labeled data is minimal of 40% of the sample dataset. The incomplete row will not be using as sample dataset. Only complete row will be added to sample dataset.
In the dataset, there are some values that rarely appear. We are going to do an experiment to compress the rare value to be one same value. We assume this technique can increase performance because the FFM model is using matrix. With larger variety of value, the size of matrix is become larger. By eliminating some variety of value, it can decrease the execution time. We are using a percentage to be a threshold to determine a value as a rare value, later will be called rarity percentage. If the count of the value is less than or equal to the threshold, the value is changed as other value. For an example, on the Figure 4 , there are 10 data. If the rarity percentage is 20%, the value that has count below than 2 is changed to 'other'. The 'A' value has 40% of dataset, 'B' value has 30% of dataset, while 'C', 'D', and 'E' value has 10% of dataset. In this case, 'C', 'D', and 'E' value changed to 'other' values.
VI. RESULTS AND DISCUSSIONS
In this research, dataset that used is day 1 data from criteo click log dataset. Sample variations are: 100 rows, 1.000 rows, and 10.000 rows. For each sample, the variations of rarity percentage are: 0%, 1%, 2%, and 3%. From the result above (Table 4 and Table 5 ), can be seen the result of every sample dataset with every variation of rarity percentage. By increasing the size of dataset, it can affect the accuracy. On the other hand, using rarity percentage can affect the accuracy and execution time. The result will be average based on rarity percentage and based on size of sample to give more look.
With using rarity percentage, the accuracy and execution time is increased significantly. In FFM, the accuracy of 0% rarity percentage is about 70%, otherwise the accuracy of 1% rarity percentage is about 76%. In PSO-FFM, the accuracy of 0% rarity percentage is about 74%, otherwise the accuracy of 1% rarity percentage is about 78%. Based on the execution time, in FFM the 0% rarity percentage run in 18 seconds, otherwise the 1% rarity percentage is run in 10 seconds. In PSO-FFM the 0% rarity percentage run in 30 seconds, otherwise the 1% rarity percentage run in 19 seconds.
Based on the experiment, increasing the rarity percentage (1%, 2%, and 3%) does not make significant different to the performance. As we can see, the accuracy of in PSO -FFM is increase for about 5% for each data sample compared to FFM results. Increasing dataset size is also increase accuracy. For the execution time, PSO-FFM has longer time needed to be executed. The difference is about 17 times slower.
VII. CONCLUSION AND FUTURE WORK
From this research, it can be concluded that PSO is able to increase the accuracy of FFM, but for the trade of, the execution time is increased. On the other hand, using rarity percentage can decrease execution time and increase the accuracy both in FFM and PSO-FFM.
For the future work, PSO-FFM can be optimized by doing parallel implementation to reduce the execution time, comparing the PSO with other optimizing technique for looking the most suitable optimizing technique for FFM. Optimizing rarity percentage is also interesting topic to cover. 
