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Abstract. We study the EFT likelihood for biased tracers in redshift space, for which the
bias expansion of the galaxy velocity field vg plays a fundamental role. The equivalence
principle forbids stochastic contributions to vg to survive at small k. Therefore, at leading
order in derivatives the form of the likelihood P[δ˜g|δ,v] to observe a redshift-space galaxy
overdensity δ˜g(x˜) given a rest-frame matter and velocity fields δ(x), v(x) is fixed by the
rest-frame noise. If this noise is Gaussian with constant power spectrum, P[δ˜g|δ,v] is also a
Gaussian in the difference between δ˜g(x˜) and its bias expansion: redshift-space distortions
only make the covariance depend on δ(x) and v(x). We then show how to match this result
to perturbation theory, and that one can consistently neglect the field-dependent covariance
if the bias expansion is stopped at second order in perturbations. We discuss qualitatively
how this affects numerical implementations of the EFT-based forward modeling, and how the
picture changes when the survey window function is taken into account.
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1 Introduction and summary of main results
The effective field theory (EFT) of large-scale structure (LSS), EFTofLSS hereafter, allows for
a controlled incorporation of the effects of fully nonlinear structure formation on small scales
in the framework of cosmological perturbation theory [1,2]. This is especially important when
attempting to infer cosmological information from observed biased tracers such as galaxies,
quasars, galaxy clusters, the Lyman-α forest, and others (see [3] for a review; in the following
we will always refer to the tracers as “galaxies” for simplicity).
The prediction for the galaxy density field δg(x, τ) = ng(x, τ)/ng(τ) − 1 can be broken
into two parts: a “deterministic” part δg,det which captures the modulation of the galaxy
density by long-wavelength perturbations, and a stochastic residual which fluctuates due to
the small-scale initial conditions. When integrating out small-scale modes, this effectively
leads to a noise in the galaxy density.
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Recently, Refs. [4, 5] presented a derivation of the likelihood of the entire galaxy density
field δg(x, τ) given the nonlinear matter density field (i.e. the matter field evolved via gravity),
in the context of the EFT. This result offers several advantages over approaches that aim at
constraining a finite number of correlation functions:
• It puts the stochasticity of galaxies and the deterministic bias expansion on the same footing,
showing that the form of the conditional likelihood is determined by the properties of the
noise (such as the fact that, in first approximation, it is Gaussian with constant power
spectrum on scales where the EFTofLSS can be applied).
• The likelihood is given in terms of the fully nonlinear density field, which can be predicted
for example using N-body simulations, and thus isolates the truly uncertain aspects of the
observed galaxy density.
• The likelihood is given by the functional Fourier transform of the generating functional. Since
the latter contains all correlation functions, the derivation of [5] provides a correspondence
between different terms in the likelihood and correlation functions.
• The conditional likelihood of the galaxy density field given the evolved matter density
field is precisely the key ingredient required in full Bayesian (“forward-modeling”) inference
approaches [6, 7, 8, 9, 10, 11], and can be employed there directly [4, 12, 13] (see [14, 15, 16, 17]
for related approaches).
So far the EFT likelihood has been used with rest-frame halo catalogs only [12,13]. However,
we need to account for the mapping from rest-frame quantities to observations (for which we
loosely use the term “projection effects”) if we want to apply the EFT-based Bayesian forward
modeling to real data.
Let us consider what happens on sub-horizon scales (that will be the focus of this work).
There, projection effects reduce to redshift-space distortions (RSDs), so what is necessary is
an expression for the likelihood in redshift space. Luckily, the EFTofLSS in redshift space has
been thoroughly investigated already, see e.g. [18, 19, 20, 21]. The main ingredient we need
to move from the rest-frame coordinates to redshift space is the galaxy velocity field vg, and
the equivalence principle strongly constrains the form of the EFT counterterms. Consider
for example the well-known Kaiser formula for the redshift-space power spectrum [22]: the
fact that we can use its quadrupole to test the growth rate without complications of bias
is because on large scales the deterministic part of the galaxy velocity follows the matter
velocity, vg,det = v. The first EFT corrections enter at the derivative level, via operators like
vg,det ⊃ β∇2v∇2v.
Something similar happens for the stochasticity in the galaxy velocity, εv in the notation
of [3]. The equivalence principle forbids its power spectrum to have a constant part in the
large-scale limit. For our purposes, the most important consequence is that the form of the
conditional likelihood is fixed fully by the properties of the noise for the galaxy density in the
rest frame, at leading order in a derivative expansion: no additional stochasticity is involved
when we move to redshift space.
The main goal of the paper is to use this fact to compute the conditional EFT likelihood
P[δ˜g|δ,v] to observe a redshift-space galaxy overdensity δ˜g(x˜) given a rest-frame matter and
velocity fields δ(x), v(x) at all orders in the deterministic bias expansion for δ˜g. Then, we
study how our result connects to the perturbative treatment of the EFTofLSS, and discuss
the difficulties (and ways around them) of implementing a cutoff on the galaxy and matter
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fields (central to the EFT-based forward modeling) while retaining the full, nonperturbative
form of the conditional likelihood. Finally, we look into what are the corrections coming from
the noise in the galaxy velocity field and briefly touch on the survey window function. The
short section below contains a more detailed summary.
Outline and summary of main results
The outline of the paper, and a summary of the main results, is as follows.
Section 2 contains a quick review of RSDs following Section 9.3 of [3]. Then we summarize our
notation and conventions and review the derivation of the rest-frame likelihood following [4,5].
Section 3 derives the main result of the paper. We obtain the conditional likelihood for the
redshift-space galaxy density at leading order in a derivative expansion but at all orders in
perturbations (Sections 3.1 and 3.2). The result is
P[δ˜g|δ,v] =
(∏
x˜
√√√√ J˜ [δ,v](x˜)
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x˜
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)
)2
P
{0}
εg /J˜ [δ,v](x˜)
)
, (1.1)
where:
• following the notation of [3] we denote the redshift-space coordinates by x˜;
• δ˜g(x˜) are the data in redshift space;
• P {0}εg is the noise power spectrum, usually parameterized as α/ng for a dimensionless α;
• δ˜g,det is the deterministic bias expansion for the redshift-space galaxy overdensity. It is
obtained by transforming to redshift space its rest-frame analog δg,det. For this reason it
depends both on δ and on the matter velocity v;
• finally, we denote by J˜ the Jacobian of the transformation from the rest frame to redshift
space. In the distant-observer approximation nˆ = const. (nˆ being the line of sight) it is
equal to 1 + nˆ · ∂‖vg(x)/H evaluated at x = x(x˜), and with vg = vg,det[δ,v]. It depends
on the matter overdensity and the matter velocity field because the deterministic bias
expansion for the galaxy velocity and the coordinate change x = x(x˜) depend on them.
Writing explicitly the Jacobian in the distant-observer approximation, Eq. (1.1) then
becomes
P[δ˜g|δ,v] =
(∏
x˜
√√√√1 + nˆ · ∂‖vg,det[δ,v](x(x˜))/H
2piP
{0}
εg
)
× exp
(
−1
2
∫
d3x˜
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)
)2
P
{0}
εg
{
1 +
nˆ · ∂‖vg,det[δ,v](x(x˜))
H
})
.
(1.2)
Section 3.3 contains multiple checks of Eq. (1.1), such as the fact that we must obtain a
Dirac delta functional setting δ˜g equal to δ˜g,det when the noise goes to zero (which, given
that the likelihood is Gaussian in the data δ˜g, is equivalent to requiring that its integral over
δ˜g equals 1). This is explicit in Eq. (1.1), thanks to the fact that the overall factor in front of
the exponential is written as a product over redshift-space coordinates x˜. Finally, we show
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that it is possible to augment Eq. (1.1) to include the modulation of the rest-frame noise by
long-wavelength operators (effectively equivalent to a stochasticity of the bias coefficients in
δg,det). This amounts to replacing P
{0}
εg with a nonnegative “field-dependent covariance”.
Section 4. The conditional likelihood of Eq. (1.1) above is written in real space. This is
necessary if we want an expression that is valid at all orders in perturbations, since stopping
at leading order in derivatives means that we always deal with local functionals. This can,
however, obscure the link with perturbative approaches. In Sections 4.1 and 4.2 we show
that once we cutoff the Fourier modes of the fields at a scale Λ, it is straightforward to
recover the expansion parameters of the EFTofLSS. This procedure allows us also to address
the positivity of the Jacobian J˜ in Eq. (1.1). The use of filtered fields (both galaxy and
matter ones) is central to current applications of the EFT likelihood [12,13]: in Section 4.3
we discuss how the presence of the field-dependent Jacobian makes it complicated to retain a
closed form of the likelihood and have it normalized with respect to the data, i.e. the galaxy
field, once this is cut at Λ. Fortunately we also show that, as long as we stop at second
order in the bias expansion, it is consistent to neglect the dependence of J˜ on δ and v, hence
allowing an analytical normalization of the likelihood. We also briefly investigate how it is
possible to bypass this problem while keeping the full dependence of the Jacobian on the
matter density and velocity fields.
Section 5 studies the impact of the stochasticity in the galaxy velocity field, vg = vg,det + εv.
As discussed in the introduction, this is expected to be subleading on large scales. After
reviewing the power spectrum of εv, we confirm this via explicit computation in a way similar
to Section 4.2. Fig. 1 summarizes the relative importance of these contributions with respect
to the ones studied in Sections 4.1 and 4.2.
Section 6 concludes the paper with a brief discussion of astrophysical selection effects and,
especially, of the survey window function.
Appendices A, B and C contain some details on the calculations of Sections 3, 4 and 5,
respectively.
2 RSDs, notation and review of the rest-frame likelihood
2.1 Redshift-space distortions
We start by a quick review of redshift-space distortions (we refer e.g. to [23, 24, 25] and
references therein for additional details). In this section we follow closely the notation of [3]
(see their Section 9.3), while from the next section to the end of the paper we will use a
modified version that better highlights how the transformation to redshift space depends on
the matter density and velocity fields.
All tracers of large-scale structure are effectively observed via photon arrival directions
(nˆ) and redshifts (z), inferred from the shift in frequency of the observed spectral energy
distribution of the galaxy relative to the rest-frame frequency. Hence, an essential ingredient
in the interpretation of large-scale structure is the mapping from rest-frame quantities to
observations (see [26] for a concise recent review of the subject).
We can relate the observed position (z, nˆ) to the position of the galaxy in a global
coordinate system xµ = (η,x) by solving the geodesic equation from the observer’s location
to the source, given the photon momentum at the observer specified by (z, nˆ). We can
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also associate a “fiducial” position x˜µ = (η˜, x˜) to the galaxy by solving the same geodesic
equation in a purely FLRW spacetime.1 The difference ∆x between x and x˜ effectively defines
a coordinate transformation from observed to true galaxy positions, and we can find the
expression for the observed galaxy density by computing how the zeroth component of the
galaxy number current transforms under it.
On subhorizon scales k  H, which will be main focus of this work, the gravitational
redshift terms (which involve the Newtonian potential directly) are negligible, as is the
component of ∆x orthogonal to the line of sight. This implies that the coordinate shift from
the rest frame to redshift space is purely spatial and parallel to the line of sight. It is given by
x˜ = x+ u‖(x) nˆ(x) , (2.1)
where
u(x) =
vg(x)
H , u‖(x) = nˆ(x) · u(x) , nˆ(x) =
x
|x| . (2.2)
Here vg is the galaxy velocity, and for simplicity of notation we will not add a subscript to u‖.
If we make the assumption that the transformation of Eq. (2.1) is one-to-one, which is
true on perturbative scales (we will come back to this in Section 4.2), we can obtain a fully
nonlinear expression for the observed galaxy density perturbation as
δ˜g(x˜) =
1 + δg(x)
1 + ∂‖u‖(x)
− 1 . (2.3)
On the right-hand side we intend everything evaluated at x = x(x˜), and we have used the
relation ∣∣∣∣∂xi∂x˜j
∣∣∣∣ = ∣∣∣∣δji + nˆj ∂u‖(x)∂xi
∣∣∣∣−1 = 11 + ∂‖u‖(x) , (2.4)
where again on the right-hand side everything is evaluated at x = x(x˜), and ∂‖ is defined as
nˆ ·∇ in Eqs. (2.3), (2.4). This relation holds in the distant-observer approximation, where
we approximate nˆ as slowly-varying over the survey volume. The final result of this paper,
Eq. (1.1), is not dependent on this approximation: as we will see in the next sections it will
hold whatever the form of the Jacobian |∂xi/∂x˜j | is.
2.2 Notation and conventions
For the purposes of this paper it is fundamental to keep in mind the fact that the transformation
to redshift space depends on galaxy velocity field. Let us then write Eq. (2.1) as
x = R[vg](x˜) , x˜ = R
−1[vg](x) . (2.5)
The Jacobian of the transformation from redshift space to the rest-frame coordinates is given
by ∣∣∣∣∂R−1[vg](x)∂x
∣∣∣∣ = 1 + ∂‖u‖(x) ≡ J [vg](x) , (2.6)
while the Jacobian of the inverse transformation is given by∣∣∣∣∂R[vg](x˜)∂x˜
∣∣∣∣ = 1J˜ [vg](x˜) , with J˜ [vg](x˜) = J [vg](R[vg](x˜)) . (2.7)
1When also fixing a fiducial cosmology we obtain the additional Alcock-Paczyński distortions [27].
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Consequently, Eq. (2.3) becomes
δ˜g(x˜) =
1 + δg
(
R[vg](x˜)
)
J˜ [vg](x˜)
− 1 . (2.8)
Let us now move to the bias expansion, that will allow us to streamline the notation of
Eq. (2.8) a bit. First, we recap the bias expansion for the galaxy density field in the rest frame.
If we define the nonlinear matter field as δ, we can write the deterministic bias relation as
δg(x) = δg,det[δ](x) , (2.9)
where the functional δg,det[δ] contains all the operators constructed from the nonlinear matter
field. Let us write it as
δg,det[δ] =
∑
O
bO O[δ] . (2.10)
Here we use the basis of [28] (see also Sections 2.2–2.5 of [3], and see [29] for an alternative
basis) to write the bias expansion at a fixed time. Then, in the rest frame and up to second
order in perturbations (and leading order in derivatives) we have
δg,det[δ](x) = b1δ(x) +
b2
2
δ2(x) + bK2K
2[δ] , (2.11)
where K2 = KijKij and the tidal field Kij [δ] is equal to (∂i∂j/∇2 − δij/3)δ.
We can then look at the galaxy velocity vg. The matter velocity field v plays a fundamental
role in its deterministic bias expansion. More precisely, the equivalence principle ensures that
at leading order in derivatives we have
vg,det[δ,v](x) = v(x) , (2.12)
i.e. we have βv = 1 (we use the same notation as [3] for velocity-bias parameters). Terms
schematically the form (δ · · · δ)v, or generically O[δ]v, are likewise forbidden. The leading
correction takes the form [30,31]
vg,det[δ,v](x) ⊃ β∇2v∇2v(x) , (2.13)
which is degenerate with ∇δ at linear order in perturbations. Notice that on the right-hand
side we have allowed for a generic functional dependence on both the nonlinear matter field δ
and the nonlinear velocity field v: a complete enumeration of all the operators contained in
vg,det[δ,v] at leading order in derivatives, together with the proof that also for the velocity
field it is possible to write a bias expansion at a fixed time, can be found in [28] (see also
Appendix B.5 of [3]).
As the reader might have noticed, in this section (and in Section 2.1 as well) we have
focused on the deterministic bias expansion for the galaxy density and velocity fields. A
more detailed discussion of the noise vg − vg,det[δ,v] is left to Section 5: for the moment we
emphasize that, in a derivative expansion, the leading source of noise is only the rest-frame
noise εg for δg, whose power spectrum (∼ k0 on large scales) is usually parameterized as α/ng
for some dimensionless α expected to be of order 1. This is also reviewed in the next section.
The fact that we focus on the deterministic bias expansion for vg allows us to simplify the
notation greatly. Until Section 5 we will always understand vg = vg,det[δ,v] in the coordinate
transformation R: therefore we will drop the functional dependence of the latter on vg, i.e.
R
[
vg,det[δ,v]
] ≡ R . (2.14)
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Similarly, since the Jacobian of the coordinate change also depends on δ and v via vg,det, we
write
J
[
vg,det[δ,v]
]
(x) ≡ J [δ,v](x) , (2.15)
and
J˜
[
vg,det[δ,v]
]
(x˜) = J
[
vg,det[δ,v]
](
R(x˜)
) ≡ J˜ [δ,v](x˜) , (2.16)
which is consistent with the notation in Eq. (1.1). Finally, we also define
δ˜g,det[δ,v](x˜) =
1 + δg,det[δ]
(
R(x˜)
)
J˜ [δ,v](x˜)
− 1 . (2.17)
This functional is what appears in Eq. (1.1).
We conclude this section with a recap of our notation for functional derivatives (importantly,
both x and x˜ are cartesian coordinates, so the following relations work equally well in the
rest-frame coordinates and redshift space). Given a field χ(x), we have
∂χ(x)
∂χ(y)
= δ
(3)
D (x− y) . (2.18)
This is the generalization of ∂xi/∂xj = δij . The right-hand side is dimensionful since we need
to satisfy the relation
∂
∂χ(y)
∫
d3xχ(x) = 1 , (2.19)
i.e. the equivalent of ∂
(∑
i x
i
)
/∂xj = 1. We define the functional Dirac delta by∫
DχF [χ] δ(∞)D (χ− ϕ) = F [ϕ] (2.20)
for any functional F [χ]. Given the functional measure Dχ = ∏x dχ(x), we can see that
for practical purposes δ(∞)D (χ− ϕ) is a product of one-dimensional Dirac delta functions of
χ(x)− ϕ(x) at each x. Analogous definitions (with δ(3)D (x− x′)→ (2pi)3δ(3)D (k + k′), etc.)
hold for functionals of momentum-space fields.
2.3 Review of the rest-frame EFT likelihood
In this section we review the results of [5], where the rest-frame EFT likelihood was derived
under the assumption of Gaussian noise and no stochasticity of the bias coefficients.
The difference between δg and δg,det[δ] that arises from integrating out short-scale modes
that cannot be described within the EFT is captured by a noise εg(x). Let us assume that the
noise is Gaussian with power spectrum Pεg(k). Locality (i.e. the fact that the error we make
in describing galaxy clustering via Eq. (2.10) at x1 and x2 is uncorrelated in the limit of large
|x1 − x2|) and the absence of preferred directions impose that the noise power spectrum is
analytic in k2 = |k|2, i.e.
Pεg(k) = P
{0}
εg + P
{2}
εg k
2 + . . . . (2.21)
The coefficients P {n}εg have dimensions of a length to the power n+ 3: P
{0}
εg fixes the size of
the noise (this is what is typically taken to be α/n¯g), while we expect that for n ≥ 2 we have
P
{n}
εg
P
{0}
εg
∼ Rn∗ , (2.22)
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where R∗ is the typical nonlocality scale of galaxy formation. For dark matter halos, R∗ is
expected to be of order of the halo Lagrangian radius R(Mh) or of order of the nonlocality
scale for matter ∼ 1/kNL (that is the scale at which the dimensionless linear matter power
spectrum becomes of order one), whichever is larger.
Let us then take a wavenumber Λ smaller than 1/R∗. We can split the noise field in a
short-wavelength part and a long-wavelength part. More precisely, the short-wavelength one
is obtained by subtracting
εg,Λ(k) = εg(k) ΘH
(
Λ2 − k2) (2.23)
from εg(k), where ΘH is the Heaviside theta function. Since we are assuming the noise to
be Gaussian the likelihood for the short modes and the long modes factorizes, as does the
functional measure Dεg. Given that we cannot reliably describe short-wavelength modes,
we can just integrate out the short-wavelength component of the noise, and remain with a
likelihood for εg,Λ(k) only.
What is this likelihood? Since we have chosen Λ such that the higher-derivative terms of
Eq. (2.21) are negligible, we can write it as
P[εg] =
( ∏
|k|≤Λ
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
k
|εg,Λ(k)|2
P
{0}
εg
)
. (2.24)
The normalization of Eq. (2.24) is such that, if P {0}εg → 0, we recover a Dirac delta functional
that sets εg,Λ to zero.
Let us then multiply this likelihood by a (“Fourier-space”) Dirac delta functional
δ
(∞)
D
(
δg,Λ(k)− δg,det,Λ[δΛ](k)− εg,Λ(k)
)
. (2.25)
Here we have cut both δg and δg,det at Λ, and we have constructed the deterministic galaxy
field from the matter field cut also at Λ. This is the same procedure that was originally
described in [4]. We will come back to it in Section 4.1.
If we now functionally integrate over εg,Λ, we obtain the conditional likelihood for the
galaxy field given the matter field, i.e.
P[δg,Λ|δΛ] =
( ∏
|k|≤Λ
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
|k|≤Λ
|δg(k)− δg,det[δΛ](k)|2
P
{0}
εg
)
. (2.26)
Here we have used the fact that the data and the deterministic galaxy density field have both
support for |k| ≤ Λ to remove the cutoff from the fields themselves and replace it by a cutoff
in the integral
∫
k, using the fact that these two fields appear quadratically in the likelihood.
Thanks to the fact that both the galaxy field and its deterministic expression in terms
of δΛ appear quadratically in the exponent of Eq. (2.26), we can switch to real space. More
precisely, we can write
P[δg,Λ|δΛ] =
(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
(
δg,Λ(x)− δg,det,Λ[δΛ](x)
)2
P
{0}
εg
)
, (2.27)
where the “Λ” subscripts stand for the fact that: (i) we cut the field δg in Fourier space and
transform it back to real space; (ii) we construct δg,det from δΛ, we cut it in Fourier space, and
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then transform it to real space. We then take the difference between δg,Λ(x) and δg,det,Λ[δΛ](x),
square it, and integrate it over all x. Effectively, this tells us that it makes sense to write
P[δg|δ] =
(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
(
δg(x)− δg,det[δ](x)
)2
P
{0}
εg
)
, (2.28)
if we assume that the fields δ and δg,det[δ] appearing in the integral above are cut at a scale
longer than 1/R∗, defined by Eq. (2.22). In Eqs. (2.27), (2.28) we have written the overall
normalization as a real-space product for simplicity. It must also be intended as filtered: we will
investigate this point in more detail in Section 4.3. The higher-derivative stochasticities, i.e. the
higher orders in an expansion of the noise power spectrum in R2∗k2 are under perturbative
control in real space as long as Λ < 1/R∗ (for more details we refer to Section 4.3 of [32]).
In the next section we will start from Eq. (2.28) to derive an expression for the conditional
likelihood in redshift space. It is important to emphasize that we will work in the infinite-Λ
limit. This is necessary if we want to achieve a nonperturbative expression for the redshift-space
likelihood: indeed, all the manipulations we will make rely strongly on the transformation from
the rest frame to redshift space being a local functional of the galaxy density in real space,
cf. Eq. (2.17). We discuss how to connect to the results above (and by extension to [4, 12, 13],
where Λ is kept finite), in Section 4.1.
Before proceeding, we notice that in [32] we derived the impact of the stochasticities of
bias coefficients on the conditional likelihood in the assumption that they follow a Gaussian
probability distribution (on large scales this is the more relevant correction to a Gaussian
likelihood with constant covariance). This effectively results in the replacement P {0}εg → Pε[δ],
where Pε[δ] is a positive-definite field-dependent covariance. We investigate how to include
this in Section 3.3.
3 Main result
First, let us define what we are after. For the purposes of Bayesian forward modeling, we still
need the conditional likelihood for the data given the matter density and velocity in the rest
frame. Indeed, this is what gravity-only N-body simulations most naturally output. The only
difference with the conditional likelihood of Section 2.3 is that we now want to have the data
in redshift space. Hence we need the likelihood
P[δ˜g|δ,v] , (3.1)
which in terms of the joint likelihood P[δ˜g, δ,v] and the likelihood for the matter density and
velocity fields is given by
P[δ˜g|δ,v] = P[δ˜g, δ,v]P[δ,v] . (3.2)
Given that the relation between vg and δ,v is fully deterministic (its noise is discussed in
Section 5), we can compute the conditional likelihood of Eq. (3.1) via the functional coordinate
change summarized by Eqs. (2.8), (2.14), (2.15), (2.16). We do this in Section 3.1. Another
way to arrive at P[δ˜g|δ,v] is by integrating out the noise εg, similarly to what we do with
the rest-frame likelihood. This provides an additional check of our end result. We do this in
Section 3.2.
Finally, in Section 3.3 we perform additional checks of the soundness of our result, and
discuss how to include the modulation of the noise power spectrum by the matter field.
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3.1 Calculation via functional coordinate change
From Eqs. (2.8), (2.14), (2.15), (2.16), we see that the coordinate change we need to do is
δ˜g(x˜) =
1 + δg
(
R(x˜)
)
J˜ [δ,v](x˜)
− 1 , (3.3)
whose inverse is
δg(x) = J [δ,v](x)
(
1 + δ˜g
(
R−1(x)
))− 1 . (3.4)
Importantly, δ,v do not change.
The fact that δ,v are not touched by the coordinate change has two consequences. First,
thanks to Eq. (3.2), it tells us that the transformation of the conditional likelihood is the same
as that of the joint likelihood. That is, P[δ˜g|δ,v] is given by
1∣∣∣∣∂(δ˜g, δ,v)∂(δg, δ,v)
∣∣∣∣
(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
(
δg(x)− δg,det[δ](x)
)2
P
{0}
εg
)
with δg(x) = J [δ,v](x)
(
1 + δ˜g
(
R−1(x)
))− 1 in the exponent .
(3.5)
Here the expression for the rest-frame likelihood is the one of Eq. (2.28), with δg in the
exponent replaced with its expression in terms of δ˜g as per Eq. (3.4), and the overall factor
is the functional Jacobian of the coordinate change (for which we have used a notation that
emphasizes how δ,v are not changed). Second, the continuum generalization of Leibniz’s rule
for determinants2 ensures that
1∣∣∣∣∂(δ˜g, δ,v)∂(δg, δ,v)
∣∣∣∣ =
∣∣∣∣∂(δg, δ,v)∂(δ˜g, δ,v)
∣∣∣∣ = ∣∣∣∣∂δg∂δ˜g
∣∣∣∣∣∣∣∣∂(δ,v)∂(δ,v)
∣∣∣∣ = ∣∣∣∣∂δg∂δ˜g
∣∣∣∣ . (3.7)
This is because the Jacobian matrix is triangular in field space, thanks to the fact that δ,v
do not depend on the galaxy field. For such matrices the determinant is the product of the
determinants on the diagonal.
Let us then compute the functional Jacobian of Eq. (3.7). We only need the functional
derivative
∂δg(x)
∂δ˜g(x˜′)
. (3.8)
From Eq. (3.4), together with Eq. (2.18), we see that it is equal to
J [δ,v](x) δ
(3)
D
(
R−1(x)− x˜′) . (3.9)
We can then use the property of the Dirac delta function (valid for any invertible function f)
δ
(3)
D
(
f−1(x)− x˜′) = δ(3)D (x− x′)∣∣∣∣∂f−1(x)∂x
∣∣∣∣ (3.10)
2I.e.
det
(
A B
0 D
)
= detA detD = det
(
A 0
C D
)
(3.6)
for any n× n matrix A and m×m matrix D.
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together with Eq. (2.6), i.e. ∣∣∣∣∂R−1(x)∂x
∣∣∣∣ = J [δ,v](x) , (3.11)
to find
∂δg(x)
∂δ˜g(x˜′)
= δ
(3)
D (x− x′) , (3.12)
which implies ∣∣∣∣∂δg∂δ˜g
∣∣∣∣ = 1 . (3.13)
Switching to x˜ in the exponent of Eq. (3.5), we then find
P[δ˜g|δ,v] =
(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x˜
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)
)2
P
{0}
εg /J˜ [δ,v](x˜)
)
, (3.14)
where the deterministic galaxy overdensity in redshift space is given by Eq. (2.17), and the
determinant J˜ [δ,v](x˜) is the one of Eq. (2.16).
3.2 Integrating out the noise
In this section we arrive at the same result of Eq. (3.14) via another route, i.e. by integrating
out the noise εg(x) similarly to what we do to arrive at the rest-frame likelihood.
Once we account for the noise εg(x), Eqs. (2.8), (2.17) tell us that the relation between
δ˜g(x˜) and δg,det[δ](x) is
δ˜g(x˜) = δ˜g,det[δ,v](x˜) +
εg
(
R(x˜)
)
J˜ [δ,v](x˜)
. (3.15)
Let us then multiply the Gaussian likelihood for εg(x), that for a constant noise power
spectrum can be written as
P[εg] =
(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
ε2g(x)
P
{0}
εg
)
, (3.16)
by a Dirac delta functional
δ
(∞)
D
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)−
εg
(
R(x˜)
)
J˜ [δ,v](x˜)
)
(3.17)
and functionally integrate over Dεg =
∏
x dεg(x). To do this, let us define
ε˜g(x˜) =
εg
(
R(x˜)
)
J˜ [δ,v](x˜)
. (3.18)
The functional generalization of the change-of-coordinates rule for the Dirac delta functional
makes Eq. (3.17) equal to
1∣∣∣∣ ∂ε˜g(x˜)∂εg(x′)
∣∣∣∣ δ
(∞)
D
(
εg(x) +
{
1 + δg,det[δ](x)
}− J [δ,v](x){1 + δ˜g(R−1(x))}) . (3.19)
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The overall Jacobian is straightforward to evaluate. From Eq. (3.18) we need to evaluate the
functional determinant of
δ
(3)
D
(
R(x˜)− x′)
J˜ [δ,v](x˜)
, (3.20)
which is equal to δ(3)D (x˜− x˜′) thanks to Eq. (2.7) and the properties of the three-dimensional
Dirac delta function. Hence we have ∣∣∣∣ ∂ε˜g(x˜)∂εg(x′)
∣∣∣∣ = 1 . (3.21)
Integrating εg(x) out via Eqs. (3.19), (3.21) then gives
P[δ˜g|δ,v] =
(∏
x
√
1
2piP
{0}
εg
)
× exp
(
−1
2
∫
d3x
{
1 + δ˜g
(
R−1(x)
)− (1 + δg,det[δ](x))/J [δ,v](x)}2
P
{0}
εg /J
2[δ,v](x)
)
.
(3.22)
Finally, switching to redshift space in the integral in the exponent we obtain the same result
as in Eq. (3.14). In Appendix A we confirm this result a final time via manipulations very
similar to the above.
3.3 Limit of zero noise, normalization and stochasticity of bias coefficients
In this section we look in more detail at the result of Eqs. (1.1), (3.14).
• First, we confirm that in the limit P {0}εg → 0 we obtain a Dirac delta functional that sets
δ˜g(x˜) equal to its deterministic expression of Eq. (2.17).
• Related to this, we check that our likelihood has the correct normalization with respect
to δ˜g(x˜). That is, we check that integrating it over δ˜g(x˜) gives 1. As a consequence, we
prove that indeed Eq. (3.14) is equal to Eq. (1.1). There is also an important advantage in
moving from Eq. (3.14) to Eq. (1.1), since in the latter the likelihood is written exclusively
in redshift-space coordinates x˜, that are the coordinates used in observations.
• Finally, we discuss how to include the impact of the stochasticity of bias coefficients
following [32], that gives the leading correction to the rest-frame likelihood with constant
noise power spectrum.
Limit of zero noise
Consider the probability distribution of εg(x), i.e. Eq. (3.16). In the limit P
{0}
εg → 0 it is equal
to a Dirac delta functional that sets εg(x) identically equal to zero. Hence, if we multiply it
by Eq. (3.17) and integrate over the noise, we must obtain
δ
(∞)
D
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)
)
, (3.23)
where the deterministic galaxy overdensity in redshift space is defined by Eq. (2.17).
To see how this works out we take the limit P {0}εg → 0 in Eq. (3.22). We obtain(∏
x
1
J [δ,v](x)
)
δ
(∞)
D
(
δ˜g
(
R−1(x)
)− δ˜g,det[δ,v](R−1(x))) . (3.24)
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We can then use the properties of the Dirac delta functional to change the argument of the
two fields. The overall factor we get from the change of variables is
1∣∣δ(3)D (R−1(x)− x˜′)∣∣ (3.25)
where, as in all the equations above, we denote the determinant by |·| (here the determinant
of a matrix in x,x′). Eq. (3.25) is equal to(∏
x
1
J [δ,v](x)
)−1
(3.26)
thanks to Eq. (2.6) and the properties of the three-dimensional Dirac delta function, hence
confirming Eq. (3.23).
Normalization of the likelihood
With similar manipulations we can show that the redshift-space conditional likelihood is
normalized if we integrate over the data, i.e. in Dδ˜g =
∏
x˜ dδ˜g(x˜). In order to do this we
switch the argument of the fields in the likelihood back to x, that is we take Eq. (3.22), and
perform the corresponding change of variables in the functional measure. We define
δ˜g
(
R−1(x)
)
= ∆(x) . (3.27)
Thanks to the Jacobian of the inverse being the inverse of the Jacobian, the functional measure
changes into
Dδ˜g = D∆ 1∣∣∣∣ ∂∆(x)∂δ˜g(x˜′)
∣∣∣∣ , (3.28)
where D∆ = ∏x d∆(x) and∣∣∣∣ ∂∆(x)∂δ˜g(x˜′)
∣∣∣∣ = ∣∣δ(3)D (R−1(x)− x˜′)∣∣ = ∏
x
1
J [δ,v](x)
, (3.29)
as in Eqs. (3.25), (3.26).
Hence, combining Eqs. (3.28), (3.29) with Eq. (3.22), more precisely the fact that the
overall factor multiplying the exponential is now
∏
x
√
J2[δ,v](x)
2piP
{0}
εg
, (3.30)
after a simple shift of integration variables we see that the integral in D∆ is equal to 1.
It is then useful to recast our result in a form that makes more clear what is the limit of
zero noise and the normalization of the likelihood. This just amounts to writing the overall
normalization as a product over redshift-space coordinates as in Eq. (1.1), i.e.
P[δ˜g|δ,v] =
(∏
x˜
√√√√ J˜ [δ,v](x˜)
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x˜
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)
)2
P
{0}
εg /J˜ [δ,v](x˜)
)
. (3.31)
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Stochasticity of bias coefficients
All of the manipulations of this section go through in the same way if the constant noise power
spectrum is replaced by a field-dependent one, i.e.
P {0}εg → Pε[δ] . (3.32)
This is (at leading order in derivatives) the effect that the stochasticity of bias coefficients,
which describes the fact that the noise generated by integrating short-scale modes can be
modulated by long-wavelength perturbations, has on the rest-frame likelihood [32]. More
precisely we have
Pε[δ](x) = P
{0}
εg + 2
∑
O
P {0}εgεg,OO[δ](x) +
∑
O,O′
P {0}εg,Oεg,O′O[δ](x)O
′[δ](x) , (3.33)
where the bias coefficients bO and the operators O[δ] are defined in Eq. (2.10), and Pε[δ] ≥ 0
as long as the power spectra of the noises are such that the matrix
P
{0}
εg P
{0}
εgεg,δ · · · P {0}εgεg,O · · ·
P
{0}
εgεg,δ P
{0}
εg,δ · · · P {0}εg,δεg,O · · ·
...
...
. . . · · · · · ·
P
{0}
εgεg,O P
{0}
εg,δεg,O
... P {0}εg,O · · ·
...
...
...
...
. . .

(3.34)
is positive-definite (the fields εg,O describe the stochasticity of the bias coefficients via the
shift bO → bO + εg,O in the deterministic bias expansion. For simplicity of notation, and
following [3], we have used the shorthand P {0}εg,Oεg,O = P
{0}
εg,O).
The replacement of Eq. (3.32) leads, then, to the final expression for the conditional
likelihood in redshift space, i.e.
P[δ˜g|δ,v] =
(∏
x˜
√
J˜ [δ,v](x˜)
2piP˜ε[δ,v](x˜)
)
exp
(
−1
2
∫
d3x˜
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)
)2
P˜ε[δ,v](x˜)/J˜ [δ,v](x˜)
)
, (3.35)
where we have defined
P˜ε[δ,v](x˜) = Pε[δ]
(
R(x˜)
)
, (3.36)
with the additional dependence on v coming from the change of the argument, cf. Eq. (2.14).
4 Cutoffs and perturbativity
So far we have worked in the infinite-Λ limit. As discussed at the end of Section 2.3, this was
necessary to arrive at an expression for the likelihood valid at all orders in perturbation theory.
In turn, this is necessary if one wants to sample the likelihood numerically: perturbative
(Edgeworth-like) expansions of the likelihood are not suitable to numerical manipulations.
Let us now discuss how a finite Λ can be reinstated and, most importantly, what are the
consequences.
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4.1 Reintroducing the cutoff
In Section 2.3 we have seen that, for the Gaussian likelihood with constant noise power
spectrum of [4, 5, 12], the cutoff was implemented in the following way:
• we construct the deterministic bias expansion δg,det from a matter field δ cut at a scale Λ.
After getting δ from, e.g., an N-body simulation, one can transform it to Fourier space, cut
it at Λ, transform it back to real space and construct the (local in real space) deterministic
bias expansion out of it (Refs. [4, 12, 13] follow this procedure);
• once we have the real-space δg,det[δΛ], we can transform it to Fourier space, cut it, and then
transform it back to real space;
• the data δg are also cut at Λ following the same procedure.
The exponent in the likelihood, then, is constructed by taking the difference between the
real-space δg,Λ and δg,det,Λ[δΛ] constructed as above, squaring it, dividing it by −2P {0}εg and
integrating in d3x.
To understand how this generalizes to our redshift-space likelihood we can first recall
how the cutoff Λ arises when we connect the likelihood to correlation functions. Roughly
speaking, when we want to describe correlation functions via effective field theory techniques
we deal with two types of momenta: loop momenta and external momenta. Loop momenta are
integrated over. They run to infinity and the resulting UV-sensitivity of diagrams is absorbed
by counterterms. Even after we have renormalized the theory, however, we still do not want
to take external momenta to be arbitrarily hard. We know that our effective field theory
fails around some physical scale (the nonlinear scale kNL, or the galaxy nonlocality scale
1/R∗), so we cannot trust our predictions on scales shorter than that. Hence, we take external
momenta to be longer than some Λ: the shorter the Λ, the more important the contribution
of higher-order operators will be.
The presence of Λ can be accounted for straightforwardly once we collect all correlation
functions in the so-called generating functional Z. This is a functional of an “external current”
J (not to be confused with Eq. (2.6), i.e. the Jacobian of the transformation from redshift
space to the rest-frame coordinates), such that functional derivatives of lnZ evaluated at
J = 0 yield the connected correlation functions of the theory. If we take J such that its Fourier
modes are zero above Λ, we are then sure that we only compute correlation functions with
external momenta softer than Λ.
This has a direct consequence on the likelihood. Indeed, the likelihood is the Fourier
transform of the generating functional, and the fields δg and δ are the “duals” to the currents
Jg and J for the correlation functions of galaxies and matter, respectively. Since these currents
are cut at Λ, δg and δ are cut as well. Finally, the deterministic bias expansion δg,det is also
cut because it is linearly coupled to the current Jg in the functional integral that defines the
generating functional [5, 32, 33].3
3One can schematically picture this in the following way. The generating functional for galaxies can be
defined as a functional integral over the matter field δ, i.e.
Z[Jg] =
∫
DδP[δ] exp
(∫
d3xJg(x)δg,det[δ](x) + · · ·
)
, (4.1)
where P[δ] is the matter probability distribution and · · · denotes terms of higher order in Jg that describe the
noise (its power spectrum, its higher-order correlation functions, and the stochasticity of bias coefficients),
entering as counterterms to absorb the UV dependencies that arise once we integrate out the short modes of δ.
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The exact same reasoning can then be applied to our redshift-space conditional likelihood.
The Fourier modes, which are defined by the Fourier transform over the cartesian coordinates
x˜, of the data δ˜g and of the deterministic bias expansion in redshift space δ˜g,det are set to zero
above a cutoff Λ. The same happens for the Fourier modes (defined via Fourier transform
over x) of the matter field. Importantly, the covariance P {0}εg /J˜ [δ,v](x˜) in the exponent of
Eqs. (1.1), (3.31) (or their analog in Eq. (3.35) when we want to include the stochasticity of
bias coefficients), is constructed from the filtered matter field. The integral is then carried out
over d3x˜.
• The fact that the integral is constructed from filtered fields is what makes the connection
with a perturbative treatment possible. This is discussed in Section 4.2 below.
• The numerator in Eqs. (1.1), (3.31) or Eq. (3.35) is the square of a difference, hence it is
manifestly positive. As long as the denominator is positive, then, the whole exponent is
positive. Since we are dealing with multi-dimensional integrals this does not guarantee,
however, that the likelihood is well-behaved. We come back to this in Section 4.3.
• As a “corollary” of this discussion, we see how the possibility of working with filters different
from an isotropic hard cut in Fourier space arises. Let us go back to correlation functions, and
work in the distant-observer/flat-sky approximation (as it is usually done when discussing
the EFTofLSS in redshift space, see e.g. [18, 21]). For the sake of this discussion let us also
focus on the power spectrum. We then have at least two possibilities. Either we work by
taking multipoles of the power spectrum (in some orthonormal basis), or we bin it in both
k = |k| and µ = kˆ · nˆ. The second one is the “wedges” approach proposed in [34]. When
translated in terms of cutoffs, it means that we can implement two different cuts: one on k
and one on k‖ = k · nˆ. The advantage of implementing a cut on k‖ softer than the one on k
is that we can have more control on higher-order corrections from u‖ (as we will see in a
moment, any occurrence of u‖ comes with a ∂‖). Since the cutoffs that we implement in the
analysis of correlation functions are exactly those on the fields appearing in the likelihood,
we see that it is possible to cut δ˜g and δ˜g,det via an anisotropic filter. We leave a more
detailed investigation to future work.
So far we have not discussed how to deal with the overall factor in front of the exponential.
In the real-space expression for the rest-frame likelihood with constant noise power spectrum,
Eq. (2.28), it was intended as filtered at a scale Λ as well. However, it was very simple to
implement such filter there even if we worked in real space, thanks to the fact that P {0}εg
is constant. How do we proceed now that the covariance depends on x (or, better, the
redshift-space position x˜)? We come back to this important point in Section 4.3 below.
4.2 Connection with the perturbative treatment
We now have the tools to study the connection with the perturbative treatment of the
EFTofLSS. The presence of the cutoffs is fundamental for this purpose.
• The matter field is cut at Λ. This means that the real-space matter field is a collection of
modes with wavenumbers up to |k| = Λ. Since we take Λ below kNL, we know it is the linear
power spectrum that controls the amplitude of these modes. For a power-law dimensionless
Importantly, the deterministic bias expansion is coupled linearly to the current. Hence, if the current is cut at
Λ, modes of the field δg,det[δ](x) above Λ do not appear in the path integral above. For more details we refer
to [5, 32]. See also [33] for a discussion in the context of the EFTofLSS for matter.
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linear power spectrum we have
√
∆2(k) = (k/kNL)
(3+nδ)/2, where ∆2(k) = k3PL(k)/2pi2.
Then, the typical size of a filtered perturbation δ(x) (in this section we drop the subscript
“Λ” for simplicity of notation) scales as
δ(x) ∼
(
Λ
kNL
) 3+nδ
2
. (4.2)
Taking n derivatives of this field increases the scaling by n powers of Λ. The index nδ
is between −2 and −1.5 on the scales where loop corrections in the EFTofLSS become
important, see e.g. [35,36,37] and Section 4.1 of [3]. Hence, as long as Λ is sufficiently lower
than kNL, Eq. (4.2) ensures that |δ(x)| < 1 and that |∇nδ(x)/knNL| < 1.
• Consequently, in the deterministic bias expansion δ˜g,det for the galaxy overdensity in redshift
space the same perturbative expansion that we are used to when dealing with correlation
functions applies. Let us see how this works. As shown e.g. in [38] (see also Eq. (9.44)
of [3]), after taking into account the change of argument from x to x˜ we obtain
δ˜g,det = δg,det +
+∞∑
n=1
(−1)n
n!
∂n‖
(
un‖ (1 + δg,det)
)
, (4.3)
where all fields are evaluated at the redshift-space coordinate x˜ and δg,det is given by the
bias expansion of Eq. (2.10), constructed from a filtered matter field. The galaxy velocity
u‖ is given by its deterministic bias expansion, e.g. Eqs. (2.12), (2.13), constructed from a
filtered δ and a filtered matter velocity field. Eq. (4.2) ensures that a perturbative expansion
of δg,det[δΛ] is under control. What about the new terms, i.e. those involving u‖? These
are also under perturbative control. In fact, we see that u‖ never appears by itself, but
it always comes with a derivative ∂‖ (be it acting on u‖ itself or on other fields). Given
that on large scales the matter velocity scales like (∇/∇2)δ, the additional derivative ∂‖
ensures that any occurrence of u‖ in Eq. (4.3) scales with Λ in the same way as in Eq. (4.2).
Most importantly, recall that v is actually proportional via a dimensionless coefficient to
(H∇/∇2)δ. The factors of H then simplify in Eq. (2.2), and we get
∂‖u‖ ∼ u‖∂‖ ∼
(
Λ
kNL
) 3+nδ
2
. (4.4)
That is, the scaling with Λ is still controlled by the nonlinear scale kNL only.4
• The difference between the filtered δ˜g and δ˜g,det is controlled by the rest-frame noise cut
at Λ. We are justified in neglecting the transformation of the noise field to redshift space
(given by Eq. (3.18), effectively) because we have shown above that such transformation
is under perturbative control. The same argument applies to the modulation of the noise
power spectrum by the matter field, Eq. (3.33). Hence, the size of a noise fluctuation in
real space scales as √
P
{0}
εg Λ
3 . (4.5)
4Notice that here we are not considering the overall growth rate f = d lnD1/d ln a that u‖ is proportional
to at linear order in perturbations (equal to 1 in an Einstein-de Sitter universe). Importantly, its presence does
not affect the scaling of Eq. (4.4) with Λ.
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That is, it is controlled by the mean separation between tracers for P {0}εg = α/ng. This
scaling is especially important because, at variance with the deterministic bias expansion,
our likelihood does not include the non-Gaussianity of the noise at all orders. However,
since the corrections from the noise non-Gaussianity come in the form of higher powers in
δ˜g − δ˜g,det [5], we know that they are under control as long as Λ is softer than (1/ng)1/3.
• Finally, we can estimate the relative importance of the different ingredients in the likelihood
of Eqs. (1.1), (3.31). More precisely, we can compare the relative importance of higher-order
terms in the deterministic bias expansion with higher-order terms in the field-dependent
covariance P {0}εg /J˜ [δ,v](x˜). Expanding the both the numerator and the denominator of the
exponential around linear theory, we see that going up to nth order in perturbations in
δ˜g,det is always more important than going up to the same order in the covariance. The
former is enhanced with respect to the latter by the ratio (recall that −2 . nδ . −1.5)
(
Λ
kNL
) 3+nδ
2
√
P
{0}
εg Λ
3
=
(
1
kNLP
{0}
εg
) 3
2
(
Λ
kNL
)nδ
2
. (4.6)
The same counting goes through when including the stochasticity of bias coefficients
(Eqs. (3.35), (3.36) being the resulting likelihood), as discussed in [32].
The last of the bullet points above also allows us to address the positive-definiteness of the
Jacobian J˜ of the coordinate change to redshift space. As long as the cutoff Λ is soft enough,
Eq. (2.6) tells us that the Jacobian is equal to 1 plus small corrections. It is important to
emphasize, however, that there is no physical reason why this should hold as we take Λ to
be shorter and shorter. Indeed, it is possible that a simply connected volume in observed
coordinates does not correspond to a simply connected region in rest-frame coordinates,
i.e. that the coordinate change R is multi-valued: this can happen for galaxies that have large
peculiar velocities. Restricting Λ to lie in the perturbative regime is what allows to get around
this issue (see also Section 9.3.2 of [3] for a discussion).
We can compare and contrast this with the positive-definiteness of P {0}εg , or in general
of Pε[δ] in Eqs. (3.32), (3.33). Independently of whether we construct Pε[δ] from a filtered
matter field or not, we know that it cannot be negative if the (Gaussian) noise likelihood has
a positive-definite covariance. Consider the manifestly nonnegative combination(
εg(x) +
∑
O
εg,O(x)O[δ](x)
)2
, (4.7)
and functionally integrate it over the noise fields. As long as the noise covariance of Eq. (3.34)
is a positive-definite matrix, this integral is well defined and gives exactly Eq. (3.33) times
δ
(3)
D (0). Hence we know that also the combination in Eq. (3.33) cannot be negative.
5 If we
take a soft Λ, such that the higher-order terms in Eq. (3.33) are small corrections to P {0}εg , we
conclude that Pε[δ] is manifestly positive.
5Notice that the proof goes through in the same way even if we cut the noise fields at some finite scale
Λ. The only difference would be that δ(3)D (0) is replaced by its finite-Λ counterpart evaluated at zero spatial
separation, which is a positive number ∝ Λ3.
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4.3 Covariance and normalization6
We have seen in the previous section that the presence of a cutoff allows to make the connection
with the perturbative treatment manifest. In this section we ask: how does it affect the overall
normalization of the likelihood? This is an inherently nonperturbative question.
Since the galaxy field δ˜g is now filtered at the scale Λ, it is clear that the integral of the
likelihood over it is not equal to 1 unless the factor in front of the exponential is modified from
its infinite-Λ expression of Section 3. This is a problem because, as we discussed in Section 3.3,
having the correct normalization ensures that we recover the correct limit of a Dirac delta
functional when P {0}εg goes to zero. Moreover, an incorrect normalization would lead to the
wrong maximum-likelihood point for the parameters in the covariance (e.g. P {0}εg itself).
We will now show that, if we include the full dependence of the covariance on the matter
fields, the presence of a cutoff in Fourier space makes it difficult to normalize the likelihood
with respect to the data while retaining a closed analytical form for it. Then, we discuss some
ways in which one can get around this problem.
Let us consider the exponential in Eqs. (1.1), (3.31), or in Eq. (3.35) when we want to
include the modulation of the noise by the matter field. As we discussed in Section 4.1 the
galaxy field and its deterministic bias expansion are cut, and both the covariance and the
deterministic bias expansion are constructed from the filtered matter field. However, as far as
the integral over the galaxy field is concerned, the only important cuts are those on δ˜g and
δ˜g,det. More precisely, in order to check the normalization we only need to check if the integral
of the functional
exp
(
−1
2
∫
d3x˜
(
χΛ(x˜)− ϕΛ(x˜)
)2
P (x˜)
)
(4.8)
over χΛ(x˜) is well defined.
First, we can perform a field redefinition χ′Λ(x˜) = χΛ(x˜)− ϕΛ(x˜). Given that both fields
are cut at Λ, the new field χ′ also has no support for momenta below Λ, and the functional
measure does not change. Dropping the subscript for simplicity of notation, we now have to
integrate
exp
(
−1
2
∫
d3x˜
χ2Λ(x˜)
P (x˜)
)
(4.9)
over χΛ(x˜). Let us define
χΛ(x˜)√
P (x˜)
= ξ(x˜) , (4.10)
where we used the fact that P (x˜) is positive, cf. Section 4.2. While a simple rescaling at the
field level, this is a fully nonlinear redefinition in x˜. Therefore ξ will contain all wavelengths
even if the field χΛ is filtered. The Jacobian of the field redefinition does not depend on ξ, so
the integral we are after is equal to∣∣∣∣∂χΛ(x˜)∂ξ(x˜′)
∣∣∣∣ ∫ Dξ exp(−12
∫
d3x˜ ξ(x˜)
)
︸ ︷︷ ︸
=
∏
x˜
√
2pi
, (4.11)
where Dξ = ∏x˜ dξ(x˜).
6It is a pleasure to thank Fabian Schmidt for very useful discussions regarding the subject of this section.
– 19 –
What about the Jacobian of the field redefinition? In Appendix B we show that
∂χΛ(x˜)
∂ξ(x˜′)
=
√
P (x˜′) ŴΛ
(|x˜− x˜′|) , (4.12)
where ŴΛ is the Fourier transform of the filter WΛ(k) defined by
χΛ(x˜) =
∫
k
WΛ(k)χ(k) e
ik·x˜ . (4.13)
The field redefinition, and consequently the functional integral itself, is well defined only
if this “matrix” is positive-definite (technically, if this is the kernel of a positive-definite
linear operator in the space of square-integrable functions). Let us consider for example a
filter WΛ(k) = W (k2/Λ2). This encompasses the most common filters like a hard cut, as in
Eq. (2.23), or a Gaussian filter. It is then easy to convince oneself that, for a generic P (x˜′),
Eq. (4.12) is not a positive-definite matrix. A quick way to see this is the following. In
Eq. (4.12) we know that, for WΛ(k) = W (k2/Λ2), the Fourier transform of the filter can be
written as a series expansion in ∇2/Λ2, that is (see also Appendix B)
ŴΛ
(|x˜− x˜′|) = δ(3)D (x˜− x˜′) + +∞∑
n=1
cn
(−1)n
Λ2n
∇2nδ(3)D (x˜− x˜′) , (4.14)
where the cn are defined via
W
(
k2
Λ2
)
= 1 +
+∞∑
n=1
cn
k2n
Λ2n
. (4.15)
If we use the properties of the Dirac delta to move the derivatives on
√
P (x˜′), we see that we
end up with a diagonal matrix (which also implies that we can easily compute the Jacobian of
the field redefinition using the property ln det = Tr ln). However, while
√
P (x˜′) is positive
for all x˜′, there is no guarantee that this is true also after the infinite series of derivatives of
Eq. (4.14) acts on it.
While we will investigate this in more detail in future work as well, it is important to
emphasize that it is not a showstopper. Indeed, we can already identify two ways in which
this problem can be addressed.
First, it is what we learned about the perturbative scalings in the previous section (that
mirrors what Refs. [5, 32] also discuss) that comes to our rescue. We have seen that it is
always more important to include nonlinearities in the forward model than nonlinearities in
the field-dependent covariance. More precisely, Eq. (4.6) tells us that second-order terms in
δ˜g,det[δ,v](x˜) are enhanced by (
1
kNLP
{0}
εg
) 3
2
(
Λ
kNL
)nδ
2
(4.16)
with respect to linear terms in J˜ [δ,v](x˜). Comparing with cubic terms in δ˜g,det[δ,v](x˜), instead,
would give an additional ∼ (Λ/kNL)(3+nδ)/2, leading to(
1
kNLP
{0}
εg
) 3
2
(
Λ
kNL
) 3
2
+nδ
. (4.17)
This is close to being Λ-independent for −2 . nδ . −1.5.
Therefore we conclude that, as long as we stop at second order in perturbations in the
deterministic bias expansion, we take J˜ [δ,v](x˜) = 1 in Eqs. (1.1), (3.31),7 and we take Λ such
7Equivalently, in Eq. (3.35) we take P˜ε[δ,v](x˜)/J˜ [δ,v](x˜) equal to P {0}εg .
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that the dimensionless number in Eq. (4.16) is small, we are sure that we are not neglecting
terms in the likelihood that are as (or more) important than the ones we are keeping. Since
we are now effectively in the situation where
√
P (x˜′) is independent of x˜′, there are no
problems with the normalization of the likelihood with respect to the data: it goes through
straightforwardly as discussed in Section 2.3.
A second solution, that does not require stopping at a finite order in perturbations, is the
following. Let us consider a cubic filter WΛ(k), defined as
WΛ(k) =
3∏
i=1
ΘH
(
Λ− |ki|) . (4.18)
The calculations in Appendix B go through in the same way, so that Eq. (4.12) becomes
∂χΛ(x˜)
∂ξ(x˜′)
=
√
P (x˜′) ŴΛ(x˜− x˜′) , (4.19)
with
ŴΛ(x˜− x˜′) = 1
pi3
3∏
i=1
sin
(
Λ(x˜i − x˜′i)
)
x˜i − x˜′i
. (4.20)
Let us then put the fields on a lattice, x˜ = al and x˜′ = al′ (l, l′ ∈ N3), with lattice spacing
a = 2pi/Λ. It is straightforward to see that the matrix of Eq. (4.19) is now diagonal in l, l′: the
filter is a positive number proportional to Λ3 for l = l′, and it is equal to zero if l 6= l′. Since√
P (x˜′) remains positive also when evaluated on a lattice, Eq. (4.19) is a positive-definite
matrix and the functional integral giving the normalization of the likelihood is well defined.
5 Stochasticity in the galaxy velocity field
In this section we discuss what is the effect of the stochasticity in vg. As we discussed in
Section 2.2, this stochasticity is guaranteed to be subleading in derivatives by the equivalence
principle (for more details we refer to [18] and Section 2.8 of [3]). Following the notation of [3],
we write
vg(x) = vg,det[δ,v](x) + εv(x) . (5.1)
Then, the fact that the source of relative acceleration between galaxies and matter can only
be a functional of ∇δ(x) (and of derivatives of the tidal field at higher order in perturbations)
guarantees that the power spectrum of εv is of the form
P
εivε
j
v
(k) = P
{2}
0 k
ikj + P
{2}
±1 (k
2δij − kikj) , (5.2)
where the constants P {2}0 and P
{2}
±1 have dimensions of a length to the 5th power. Similarly,
the cross-correlation with εg satisfies
Pεivεg(k) = ik
iP {1}εvεg , (5.3)
where P {1}εvεg has dimensions of a length to the 4th power.
Before proceeding, let us explain the choice of notation in Eq. (5.2). First, we emphasize
that the absence of preferred directions allows both a term ∝ k2δij and one ∝ kikj .8 Let us
decompose εv(x) in a longitudinal part and a transverse part, i.e.
εv(x) =∇ε0(x) +∇× ε±1(x) . (5.4)
8Notice that neither [18] nor [3] included the term ∝ k2δij .
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Then, Eqs. (5.2), (5.3) are equivalent to having
Pε0(k) = −P {2}0 , (5.5a)
P
εi±1ε
j
±1
(k) = −P {2}±1 δij , (5.5b)
Pεi±1ε0
(k) = 0 , (5.5c)
Pε0εg(k) = P
{1}
εvεg . (5.5d)
That is, the term ∝ k2δij comes from the transverse part of the noise field εv(x), where we
used the fact that its constant power spectrum must be proportional to δij and its correlation
with ε0(x) must vanish because of the absence of preferred directions.
We will see why this term is important in Section 5.1 below. Before doing that, however, let
us build some intuition for what the leading corrections to the EFT likelihood from Eqs. (5.2),
(5.3) are. At the linear level in perturbations, from Eq. (4.3) we have
δ˜g,det(x˜) = δg,det[δ](x˜)−
nˆ · ∂‖vg,det[δ,v](x˜)
H + εg(x˜)−
nˆ · ∂‖εv(x˜)
H . (5.6)
From this, we see that at this order the noise in δ˜g is
εg(x˜)−
nˆ · ∂‖εv(x˜)
H . (5.7)
Its power spectrum is a sum of three terms. The first is the rest-frame noise power spectrum.
Then, we have the power spectrum of εv, and finally its correlation with εg. Using Eqs. (5.2),
(5.3), (5.5) we see that the contribution from the correlation of the rest-frame noise with the
noise in vg is less suppressed in derivatives with respect to the contribution from the power
spectrum of εv. More precisely, its scaling with k2 is the same as the leading higher-derivative
corrections to the rest-frame noise power spectrum, cf. Eqs. (2.21), (2.22) (notice that we
have a power of k · nˆ = kµ from ∂‖, and another power of kµ from
∑
i n
iPεivεg(k): hence the
dependence is on k2µ2). The terms coming from P
εivε
j
v
(k) carry an additional k2 suppression
(and give a µ2 or µ4 angular dependence).
In the next three sections we show how to derive these higher-derivative corrections to the
likelihood. Moreover, we discuss what are the physical scales that suppress them.
5.1 Impact on the EFT likelihood
Let us now study the impact of εv(x) on the EFT likelihood in more detail. The manipulations
in Section 3 relied strongly on the the fact that the noise was local: since we are now dealing
with higher-derivative corrections we cannot resum them at all orders in perturbations even if
we work in the same infinite-Λ limit of Section 3. For this reason we will only sketch how to
derive the more straightforward of these corrections and, most importantly, we will show in
the next section that they are under perturbative control. Moreover, we will mostly work in
Fourier space throughout this section since this makes manipulating higher-derivative terms a
much easier task.
First, let us consider the noise correlators of Eqs. (5.2), (5.3), together with the constant
part of Pεg(k) (we refer to [32] for a discussion on how to perturbatively include its higher-
derivative corrections). If we construct the covariance matrix in Fourier space for εg and εv it
is straightforward to see that its determinant is equal to(
P
{2}
±1
)2
P {0}εg P
{2}
0 k
6 +
(
P
{2}
±1 P
{1}
εvεg
)2
k6 . (5.8)
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That is, if P {2}±1 = 0 we have gauge issues if we work with εv as noise variable, and we must
switch to a likelihood for ε0 only.
A simplification arises if we consider the case where the velocity noise is uncorrelated with
εg and we take (introducing Pv to simplify the otherwise very heavy notation)
P
{2}
±1 = P
{2}
0 ≡ Pv . (5.9)
The likelihood P[εg, εv] then factorizes in
P[εg, εv] = P[εg]P[εv] . (5.10)
This leads to a great simplification. Indeed, we can work separately with εg (whose likelihood
we will still keep as in Eq. (3.16), i.e. in real space) and with εv. The likelihood for the latter
is given by
P[εv] =
(∏
k
1
(2pi)3/2P 3v k
3
)
exp
(
−1
2
∫
k
|εv(k)|2
Pvk2
)
. (5.11)
Let us see how this leads to a derivative expansion for the EFT likelihood. First, we have the
equivalent of Section 3.2. Very schematically, we write this as
P[δ˜g|δ,v] =
∫
DεgDεv P[εg, εv] δ(∞)D
(
δ˜g − δ˜g,det − noise
)
. (5.12)
What is important in this equation is that the we take the argument of the Dirac delta
functional to be exactly as in Section 3.2: the only difference is that now the galaxy velocity
field is not equal to its deterministic bias expansion, but is instead given by Eq. (5.1), i.e.
vg(x) = vg,det[δ,v](x) + εv(x) . (5.13)
The integral over the noise εg goes through in the same way. We then arrive at the equivalent
of Eq. (3.22), that is9(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
{
1 + δ˜g
(
R−1(x)
)− (1 + δg,det[δ](x))/J [vg](x)}2
P
{0}
εg /J
2[vg](x)
)
.
(5.14)
Here we emphasized the dependence of the Jacobian J of the coordinate change on the full
galaxy velocity field of Eq. (5.13) by changing its argument from J [δ,v] to J [vg]. Also, at
variance with Eq. (2.14), in the above equation we have
R[vg] ≡ R . (5.15)
It is then only a matter of carrying out the integral over εv. We can do it perturbatively in
derivatives by using a functional generalization of Eq. (4.14). In Appendix C.1 we show that
P[εv] = exp
(
−1
2
∫
k
Pvk
2 ∂
∂εv(k)
· ∂
∂εv(−k)
)
δ
(∞)
D
(
εv(k)
)
. (5.16)
When we integrate Eq. (5.14) against P[εv] we can expand the exponential and use the
properties of the Dirac delta functional to move the derivatives from δ(∞)D
(
εv(k)
)
to Eq. (5.14),
arriving then at a series expansion for the conditional likelihood. Appendix C.2 shows how
this works in practice. However, the results found so far are enough to discuss what are the
parameters we are expanding the likelihood in: this is the subject of the next section.
9For simplicity we are not going to include the stochasticity of bias coefficients. Our conclusions can be
straightforwardly extended to account for a field-dependent noise covariance in the rest frame.
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5.2 Checking the perturbative expansion
As in Section 4.1 we reintroduce a filter at the scale Λ, applied to all the fields in Eq. (5.14)
(including the noise εv). It is then sufficient to study the scaling dimensions of the objects in
the exponential of Eq. (5.16) under a rescaling k → bk (with b ≤ 1) to find how the size of
the corrections becomes smaller at decreasing Λ.10
• First, we have ∫k. Under k→ bk, d3k scales as b3.
• We then have an additional b2 from k2.
• Finally, we have the two functional derivatives. We can see that they are invariant under
the rescaling k→ bk thanks to the equivalent of Eq. (2.18), i.e.
∂χ(k)
∂χ(k′)
= (2pi)3δ
(3)
D (k + k
′) . (5.17)
Given that both the Fourier modes χ(k) of the dimensionless field χ(x) and δ(3)D (k + k
′)
have dimension of a length to 3rd power, we see that ∂/∂χ(k′) is dimensionless. Then, the
only question is what is the “typical scale of variation” of Eq. (5.14) with respect to the
noise in the galaxy velocity field. From Section 2.1, more precisely Eqs. (2.1), (2.2), we see
that every occurrence of the galaxy velocity field comes with an additional ∂‖/H. Since
we have two functional derivatives, we have an additional b2 scaling, controlled by µ2/H2.
It is important to emphasize that derivatives with respect to εv can lead to additional
insertions of the fields δ, ∇v or δ˜g − δ˜g,det. These contributions are less relevant in the
infrared because they add powers of Λ according to Eqs. (4.2), (4.4), (4.5): we will discuss
them briefly in the next section.
What if we had not considered only the isotropic part (∝ k2δij) of P
εivε
j
v
(k)? We would
have obtained an additional overall µ2. From this we conclude that the corrections to the
likelihood from the power spectrum of the noise in the galaxy velocity field scale at least as
µ2Λ2
H2 PvΛ
5 ,
µ2Λ2
H2 Pvµ
2Λ5 , (5.18)
as we had estimated via Eq. (5.7). We confirm this by explicit calculation in Appendix C.2.
The next question we have to ask, then, is what is the value we expect for Pv. A rough
upper limit comes with the following argument (see Sections 2.7 and 2.8 of [3] for more
details). In the deterministic bias expansion we have vg = v at linear order in perturbations
and derivatives. This, in turn, is proportional to (H∇/∇2)δ. δ is proportional, via b1, to
δg at this order. Let us consider then the stochasticity of δg. At second order in derivatives
it is R2∗∇2εg, so plugging this into (H∇/∇2)δ ∼ (H∇/∇2)δg we get εv ∼ HR2∗∇εg, which
means11
Pv ∼ H2R4∗P {0}εg . (5.19)
In the next section we confirm that the corrections from the correlation of the velocity
noise with εg are more relevant on large scales than the ones of Eq. (5.18). Moreover, we
quickly discuss how to estimate the size of subleading terms coming from higher orders in εv.
10Since we are working perturbatively, there is no need to consider how loop corrections could affect the
scaling dimensions (see also [35] for details).
11A sharper estimate can be found by assuming a concrete physical model, e.g. that the stochastic velocity
contribution of a given galaxy sample is due to the virial velocities within the host halos of mass Mh and
Eulerian radius RE of these galaxies. This gives Pv of order R5E (that scales as M
5/3
h ). See e.g. [39], Section 2.8
of [3] and Section 6 of [21] for details.
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5.3 Leading correction from the noise in vg
Let us discuss the impact of εv in the field-level relation between δ˜g and δg of Eq. (2.8), i.e.
δ˜g(x˜) =
1 + δg
(
R[vg](x˜)
)
J˜ [vg](x˜)
− 1 . (5.20)
Writing the rest-frame galaxy density field as the sum of the deterministic bias expansion
and the stochasticity εg, we see that the impact of εv is essentially twofold. Expanding vg
around its deterministic bias expansion, we see that εv can either go to multiply δg,det[δ] or
εg, or can appear by itself (The Jacobian of the coordinate change in Eq. (5.20) is the most
straightforward example).
• If it multiplies the deterministic bias expansion for δg, its effect is basically the same as
that of the stochasticity of the bias coefficients: it gives a modulation of the covariance
suppressed by derivatives.
• If, on the other hand, εv multiplies εg we have a contribution that is similar to that coming
from the non-Gaussianity of εg (again suppressed by derivatives).
• Then, the leading contribution is when εv appears by itself, e.g. thanks to the fact that in
Eq. (5.20) the Jacobian of the coordinate change to redshift space multiplies 1 + δg, and
not only δg. This is exactly what gives the contribution shown in Eqs. (5.6), (5.7) (see also
Appendix C.2 for more details).
Let us now see how to account for the fact that the rest-frame noise εg and εv can be
correlated, with
P {1}εvεg ∼ HR2∗P {0}εg (5.21)
via the same estimates that lead to Eq. (5.19). The manipulations with functional integrals of
Section 5.2 continue to hold, with the only differences being that in Eq. (5.16) Pvk2 is replaced
by P {1}εvεgk · nˆ = P {1}εvεgkµ, and one derivative with respect to εv is replaced by a derivative with
respect to εg. Consequently, we have one less power of µΛ/H. As far as the scaling with Λ is
concerned, then, the scalings of Eq. (5.18) become
µΛ
H P
{1}
εvεgµΛ
4 . (5.22)
An interesting point is comparing the scalings of Eqs. (5.18), (5.22) to the one from the
higher-derivative corrections to the rest-frame noise power spectrum. The leading corrections
there scale as R2∗Λ2P
{0}
εg Λ
3. Hence, we see from Eq. (5.19) that the ratio with the contribution
from the power spectrum of εv scales as
Pvµ
2Λ7
H2R2∗Λ2P {0}εg Λ3
∼ R2∗µ2Λ2 ,
Pvµ
4Λ7
H2R2∗Λ2P {0}εg Λ3
∼ R2∗µ4Λ2 , (5.23)
which is always small for small Λ thanks to it being softer that the nonlocality scale of galaxy
dynamics. As far as the contribution from the correlation of εv with εg is concerned, instead,
we have
P
{1}
εvεgµ
2Λ5
HR2∗Λ2P {0}εg Λ3
∼ µ2 , (5.24)
where we have used Eq. (5.21).
We conclude this Section with Fig. 1, that compares these scaling dimensions with those
discussed in Section 4.2.
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Figure 1. Scaling dimensions of the various contributions to lnP[δ˜g|δ,v]. We plot them
as a function of the spectral index nδ of the linear power spectrum, ranging from −2, the
approximate value of nδ on very small scales, to 1, the value of nδ on scales much larger than
the equality scale. The contributions considered here are at most of cubic order in the fields δ,
∂‖u‖ and δ˜g(x˜)−
(
b1δ(x˜)− ∂‖u‖(x˜)
)
(recall that δ˜g,det[δ,v](x˜) = b1δ(x˜)− ∂‖u‖(x˜) at leading
order in perturbations and derivatives, cf. Eq. (4.3), and that Eqs. (4.2), (4.4) tell us that
δ(x˜) and ∂‖u‖(x˜) scale in the same way with Λ). At this order we see, for example, that the
stochasticity in the linear bias and the Jacobian of the coordinate change to redshift space
are always less relevant than the deterministic evolution in the rest frame and the coordinate
change itself. On the other hand, these are always more relevant than the non-Gaussianity of
the rest-frame noise if nδ is negative. In turn, we see that the noise in the galaxy velocity field
itself is always subleading with respect to the non-Gaussianity of εg, and also with respect to
the higher-derivative contributions to the rest-frame Gaussian noise (that scale in the same
way as the contributions from a nonzero correlation between εv and εg).
6 Conclusions
In this paper we have studied how to implement redshift-space distortions in the EFT likelihood
for large-scale structure. The equivalence principle forbids large-scale stochasticity in the
galaxy velocity. Therefore, at leading order in a derivative expansion, the form of the likelihood
is determined by the noise in the rest-frame galaxy density. The likelihood is still a Gaussian
in the redshift-space galaxy density field δ˜g(x˜): the effect of redshift-space distortions is
that of modifying its covariance. The galaxy noise power spectrum P {0}εg is replaced by the
field-dependent P {0}εg /J˜ [δ,v](x˜), where J˜ [δ,v](x˜) is the Jacobian of the coordinate change
x = x(x˜) to redshift space (which depends on the matter density and velocity fields through
the bias expansion for the galaxy velocity).
In the framework of the EFT-based forward modeling one wants the galaxy and matter fields
to be cutoff at a scale Λ (this is essentially what allows to make contact with the perturbative
approach of the EFTofLSS), but also to sample the likelihood via, e.g., Hamiltonian Monte
Carlo methods. This requires the likelihood to be normalized with respect to the data, i.e. the
redshift-space galaxy density field δ˜g(x˜). As long as we restrict our bias expansion and the
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coordinate change to redshift space to second order in perturbations, we show that it is
consistent to neglect the dependence of the covariance of the Gaussian likelihood on the matter
fields. The normalization of the likelihood can then be obtained in a closed form even when
dealing with a filtered galaxy field. Putting the theory on a lattice with spacing a = 2pi/Λ is
a second way to achieve this, its advantage being that it does not require to stop at a finite
order in perturbation theory.
Finally, we have explicitly computed the corrections from the noise εv in the galaxy velocity
field, confirming they are indeed subleading on large scales. Interestingly, we have shown
that they are as relevant as the contribution of higher-derivative terms in the rest-frame noise
power spectrum if εv is correlated with the noise in the rest-frame galaxy density.
Two subjects that can be investigated in more detail in future work are selection effects
and how to go beyond the flat-sky approximation (along with the interplay with the survey
window function). However, we can already comment briefly about them.
• The presence of the line-of-sight vector can alter the bias expansion δg,det[δ] by adding a
preferred direction to contract tensor indices with. For example, we can have the operator
nˆinˆjKij [δ] appearing at linear order in perturbations. These terms arise when the selection
function depends on the orientation of the galaxy [40,41,42,43, 44,45,46], or when galaxies
are identified through emission or absorption lines, whose observed strength depends on
the line of sight due to radiative transfer effects [47, 48, 49]. This is not a problem, since
the scaling dimensions for these operators are the same of those in Section 4.2: it is then
sufficient to identify all the operators at a given order in perturbations and include them
into δg,det[δ] (see e.g. [21], and [50] for a recent study of their impact on constraints on
cosmological parameters within the framework of the EFTofLSS).
• Finally, let us comment on the distant-observer approximation and the survey window
function. First, none of our nonperturbative expressions for the likelihood of Section 3
relied on the distant-observer approximation. Moreover, and most importantly, the scaling
dimensions discussed in Sections 4 and 5 are also unaffected by it. Hence, we can understand
the line of sight vector to be position-dependent throughout all of our expressions. A survey
will in general probe a finite part of our past light cone, i.e. a finite region in (z, nˆ) space
(for example, future large-scale galaxy surveys such as SPHEREx [51], DESI [52], and
Euclid [53, 54] will have footprints of order 10000 square degrees). Once we convert this
region to its equivalent in x˜ coordinates, we can then simply integrate our likelihood over
this region only, instead of over all x˜.
We can see, however, how this last point raises a very important issue, linked to the discussion
of Section 4.3. If we integrate our likelihood only over a subset of x˜ values, this is essentially
equivalent to putting the noise power spectrum to infinity away from such region. That is,
we now have effectively ended up with a position-dependent noise power spectrum. This
seems to lead to the same complications that we encountered when discussing the dependence
of the covariance on the matter density and velocity fields. The difference is that there is
no expansion parameter that allows us to expand around an x˜-independent survey window
function. Interestingly, since the window function is local in real space, it would not affect the
conclusions of Section 4.3, where we showed that the covariance matrix is diagonal if we put
the theory on a lattice with spacing is equal to 2pi/Λ. We leave a more careful investigation
to future work.
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A Integrating out the noise in redshift space
In this appendix we derive again Eq. (3.14) by integrating out the noise, the difference with
the calculation of Section 3.2 being that we work directly in redshift space. Let us consider
the relation
δ
(∞)
D
(
δ˜g(x˜)− δ˜g,det[δ,v](x˜)− ε˜g(x˜)
)
, (A.1)
where
ε˜g(x˜) =
εg
(
R(x˜)
)
J˜ [δ,v](x˜)
. (A.2)
We want to integrate Eq. (A.1) against the likelihood for ε˜g(x˜). Given Eq. (A.2) and the
transformation rules for probability density functionals, the likelihood for the noise in redshift
space is given by∣∣∣∣ ∂εg(x)∂ε˜g(x˜′)
∣∣∣∣
(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
ε˜2g
(
R−1(x)
)
P
{0}
εg /J
2[δ,v](x)
)
, (A.3)
where we have used the likelihood for the rest-frame noise of Eq. (3.16) and the inverse of
Eq. (A.2) which, thanks to the definitions of Eqs. (2.6), (2.7), is given by
εg(x) = J [δ,v](x) ε˜g
(
R−1(x)
)
. (A.4)
Eq. (A.4) straightforwardly allows us to compute the Jacobian in Eq. (A.3). Using the
definition of functional derivative, Eq. (2.18), we get
J [δ,v](x) δ
(3)
D (R
−1(x)− x˜′) = δ(3)D (x− x′) , (A.5)
where we used Eqs. (3.9), (3.10), (3.11). The overall Jacobian is then equal to one. Then, in
the integral of Eq. (A.3) we can change the argument to x˜, and integrate in Dε˜g =
∏
x˜ dε˜g(x˜)
against the Dirac delta functional of Eq. (A.1). This gives Eq. (3.14) again.
B Functional Jacobian matrix for a filtered field
In this short appendix we show how to arrive at Eq. (4.12). The field redefinition we have
performed is the one of Eq. (4.10), which we can rewrite as
χΛ(x˜) =
(√
P (x˜) ξ(x˜)
)
Λ
, (B.1)
i.e.
χΛ(x˜) =
∫
k
WΛ(k)
(∫
q
ξ(q)P(k − q)
)
eik·x˜ , (B.2)
where we defined √
P (x˜) =
∫
k
P(k) eik·x˜ (B.3)
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and the filter WΛ(k) is defined as
χΛ(x˜) =
∫
k
WΛ(k)χ(k) e
ik·x˜ . (B.4)
Using the two relations
∂ξ(x˜)
∂ξ(x˜′)
= δ
(3)
D (x˜− x˜′) , (B.5a)
ξ(q) =
∫
d3x˜ ξ(x˜) e−iq·x˜ , (B.5b)
we have
∂ξ(q˜)
∂ξ(x˜′)
= e−iq·x˜
′
. (B.6)
Hence, from Eq. (B.2) we find
∂χΛ(x˜)
∂ξ(x˜′)
=
∫
k
WΛ(k) e
ik·x˜
∫
q
e−iq·x˜
′
P(k − q)
=
∫
k
WΛ(k) e
ik·(x˜−x˜′)
∫
p
P(p) eip·x˜
′
= ŴΛ
(|x˜− x˜′|)√P (x˜′) ,
(B.7)
where in the last step we have used Eq. (B.3), and also that the filter is only a function of
k = |k|.
As a byproduct of this derivation we can also obtain the series in Eq. (4.14). Indeed, if we
expand the filter WΛ(k) = W (k2/Λ2) as
1 +
+∞∑
n=1
cn
k2n
Λ2n
, (B.8)
we can write the first integral in the second-to-last line of Eq. (B.7) as∫
k
WΛ(k) e
ik·(x˜−x˜′) =
∫
k
(
1 +
+∞∑
n=1
cn
(−1)n
Λ2n
∇2n
)
eik·(x˜−x˜
′) , (B.9)
where the derivative can equivalently be taken with respect to x˜ or x˜− x˜′ (or, using the fact
that the filter is only a function of k = |k|, with respect to x′ or x′ −x). Formally pulling the
sum out of the integral sign, we get(
1 +
+∞∑
n=1
cn
(−1)n
Λ2n
∇2n
)
δ
(3)
D (x˜− x˜′) . (B.10)
C Integrating out the velocity noise
In this appendix we derive Eq. (5.16) and use it to compute one of the corrections to the
conditional EFT likelihood P[δ˜g|δ,v] by integrating out the velocity noise (Appendices C.1
and C.2, respectively).
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C.1 Formal power series for the likelihood of the velocity noise
Let us consider Eq. (5.11), i.e.
P[εv] =
(∏
k
1
(2pi)3/2P 3v k
3
)
exp
(
−1
2
∫
k
|εv(k)|2
Pvk2
)
. (C.1)
We can define its functional Fourier transform by
P[εv] =
∫
DE
(∏
k
1
(2pi)3
)
P[E] exp
(
i
∫
k
E(k) · εv(−k)
)
, (C.2)
where DE = ∏k dE(k) and we notice that E(k) is dimensionless. Since the likelihood P[εv]
is a normalized Gaussian, we know that its functional Fourier transform must take the form
P[E] = exp
(
−1
2
∫
k
Pvk
2|E(k)|2
)
, (C.3)
i.e. it is equal to 1 for vanishing E(k).
Once we have Eqs. (C.2), (C.3) we can rewrite the likelihood as
P[εv] =
∫
DE
(∏
k
1
(2pi)3
)
exp
(
−1
2
∫
k
Pvk
2|E(k)|2
)
exp
(
i
∫
k
E(k) · εv(−k)
)
, (C.4)
which is also equal to∫
DE
(∏
k
1
(2pi)3
)
exp
(
−1
2
∫
k
Pvk
2 ∂
∂εv(k)
· ∂
∂εv(−k)
)
exp
(
i
∫
k
E(k) · εv(−k)
)
. (C.5)
Then, bringing the E-independent exponential out of the functional integral gives Eq. (5.16).
C.2 Perturbative corrections to the EFT likelihood
We now use Eq. (5.16) to sketch how to compute the corrections to the vanishing-noise
likelihood perturbatively. First, we are integrating Eq. (5.14), i.e.(∏
x
√
1
2piP
{0}
εg
)
exp
(
−1
2
∫
d3x
{
1 + δ˜g
(
R−1(x)
)− (1 + δg,det[δ](x))/J [vg](x)}2
P
{0}
εg /J
2[vg](x)
)
,
(C.6)
multiplied by Eq. (5.16) over the velocity noise: we can then move the functional derivatives
from the Dirac delta functional to Eq. (5.14).12 Expanding the exponential to first order in
Pv we then need to compute, schematically,(
−1
2
∫
k
Pvk
2 ∂
∂εv(k)
· ∂
∂εv(−k) Eq. (5.14)
)∣∣∣∣
εv(k)=0
. (C.7)
Using the relation expx ∼ 1 + x, this can be then resummed into the logarithm of the
likelihood.
12Since the derivatives always appear squared there is no need to keep track of signs.
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For simplicity, we consider only derivatives acting on the overall Jacobian J (whose square
multiplies the difference between theory and data in Eq. (C.6) above). When we expand
the exponential in Eq. (C.6) in 1/P {0}εg , and expand the Jacobian of the coordinate change
in εv around the deterministic bias expansion for the galaxy velocity, we see that we have
both “disconnected” contributions (that e.g. modify the overall normalization) and “connected”
contributions.
We can see an example of the former already at first order in 1/P {0}εg . We switch to Fourier
space inside the exponential, and rewrite Eq. (C.6) as (we drop the overall factor for simplicity)
exp
(
− 1
2P
{0}
εg
∫
p,p′
J (p)J (p′)A (−p− p′)
)
, (C.8)
where we defined the Fourier transform of the Jacobian as J , and the definition of A can
be seen by matching to Eq. (C.6). The quantity to which we have to apply the differential
operator of Eq. (C.7), then, is
− 1
2P
{0}
εg
∫
p,p′
J (p)J (p′)A (−p− p′) , (C.9)
where ∂/∂εv(k) acts on J (p) and ∂/∂εv(−k) on J (p′). From Eqs. (2.6), (5.13) we have
that
∂J (k)
∂εv(k′)
=
ik · nˆ
H nˆ (2pi)
3δ
(3)
D (k + k
′) , (C.10)
so, using nˆ · nˆ = 1, we find
− 1
4P
{0}
εg
∫
k,p,p′
Pvk
2 (p · nˆ)(p′ · nˆ)
H2 (2pi)
3δ
(3)
D (p+ k) (2pi)
3δ
(3)
D (p
′ − k)A (−p− p′) . (C.11)
It is straightforward to see that this is proportional to A (0).
The connected contribution arises at second order in 1/P {0}εg from expanding the Jacobian
that multiplies 1 + δg,det[δ](x) in Eq. (C.6). We have
1 + δ˜g
(
R−1(x)
)− 1 + δg,det[δ](x)
J [vg](x)
⊃ 1 + δ˜g
(
R−1(x)
)− 1 + δg,det[δ](x)
J [δ,v](x)︸ ︷︷ ︸
≡B(x)
+
nˆ · ∂‖εv(x)
H ,
(C.12)
where it is useful to assign a symbol, B(x), to the square root of A (x). Hence, losing track
from now on of irrelevant overall factors and switching to Fourier space, we have to apply the
differential operator of Eq. (C.7) to∫
p
(p · nˆ) nˆ · εv(p)
H B(−p)
∫
q
(q · nˆ) nˆ · εv(q)
H B(−q) . (C.13)
After taking the derivatives with respect to the velocity noise, we arrive at∫
k
Pvk
2 (k · nˆ)2
H2 B(k)B(−k) ∼
Pv
H2
∫
d3x
∂‖∇(data− theory)
P
{0}
εg
· ∂‖∇(data− theory)
P
{0}
εg
,
(C.14)
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where we have schematically called “data− theory” the Fourier transform back to real space
of B (it is straightforward to match with Eq. (C.6), in the same way as when we defined A
and B themselves). Moreover, the dimensions have been fixed by reinstating the overall factor
of 1/P {0}εg squared that we had dropped throughout: Pv/H2 has dimensions of a length to the
7th power, ∂‖ and ∇ have dimensions of an inverse length, P {0}εg has dimensions of a length to
the 3rd power, and finally both d3x/P {0}εg and “data− theory” are dimensionless.
We can then compare this with the logarithm of the likelihood for vanishing velocity noise.
We immediately see that the presence of the square of “data− theory” gives a scaling Λ3,
c.f. Eq. (4.5). The two derivatives ∇ then give a scaling Λ2, and we recognize the overall
Pv. Importantly, we notice that there are two additional derivatives ∂‖ controlled by the
Hubble scale H. This agrees with the conclusions of Section 5.2. To derive the scaling with Λ,
there we had used the fact that the “typical scale of variation” of functionals of εv was ∂‖/H:
Eqs. (C.12), (C.13) provide a clear example of this.
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