Abstract Scientific and intelligence applications have special data handling needs. In these settings, data does not fit the standard model of short coded records that had dominated the data management area for three decades. Array database systems have a specialized architecture to address this problem. Since the data is typically an approximation of reality, it is important to be able to handle imprecision and uncertainty in an efficient and provably accurate way. We propose a discrete approach for value distributions and adopt a standard metric (i.e., variation distance) in probability theory to measure the quality of a result distribution. We then propose a novel algorithm that has a provable upper bound on the variation distance between its result distribution and the "ideal" one.
I. INTRODUCTION
Multidimensional arrays are the dominant data structure for scientific and intelligence applications [19] . Almost all scientific data is fundamentally uncertain and handling this uncertainty in the application program is potentially complex and highly inefficient. Thus, there is a great need to support imprecise or uncertain data natively in array database systems. There are many examples including sensor readings (e.g., temperature) and GPS location data [23] . In many cases, the uncertainty increases with time as the readings become outdated.
In previous work (e.g., [5, 9] ), in the context of sensor networks, such data is modeled as a continuous PDF (probability density function). Essentially each data value is a PDF describing its distribution. Queries produce results that are also uncertain and the resulting PDF is a function of the input PDF's. For example, in [5] , to perform a simple "addition" on two uncertain values' PDFs, a convolution of the form I {J i axiX 2 0)12 (x -y)dy must be performed (resulting in a function on x), where fl, 1b, and ul are the first value's PDF, lower bound, and upper bound, respectively, and f2, 12 , and u2 are the same for the second value. For adding more values (e.g., for SUM or AVG), the convolution is repeated n times, where n is the number of values being aggregated, to get the final distribution function. Scientific databases are typically huge (frequently terabytes) and the operations that they must support are complex. It [18] .
We propose a simpler, scalable, discrete treatment of this problem. Even after the discretization of input values, the cost of computing purely accurate result distributions can still be prohibitive. Consequently, it is imperative to have a good metric that tells us how far the result distribution is from the "ideal" distribution (which we define in Section IV). We resort to a well-known metric from statistics, namely, variation distance [14] . It measures the "distance" of two discrete distributions. In order to use this metric, we propose a way to map continuous value intervals to discrete points in the state space. We give an algorithm called SERP (Statistical sampling for Equidepth Result distribution with a Provable error-bound) that has a provable upper bound on the variation distance between its result distribution and the "ideal" one. SERP contains a parameter that indicates the granularity of the discretization that balances efficiency and accuracy.
For certain operations, such as those aggregating a large number of values (e.g., summing or averaging a few million uncertain values), it may be an unnecessary burden for the database system to compute a full distribution of the result. As the aggregation is performed on many uncertain values, the user is likely more concerned with a statistical summary of the result, such as the expected value and variance. Individual possible values or a full distribution is less interesting. Moreover, the database system may be able to compute "accurate" statistical information much more efficiently than trying to compute an approximated full distribution. For this reason, we propose the "statistical" mode of a value, which is comprised of the following components: expected value (E), variance (Var), an upper bound (UB), the probability (pi) that the value is above this upper bound, a lower bound (LB), and the probability (P2) that the value is below this lower bound.
The user may request the result to be in this statistical mode only. In this paper, we study predicate evaluation strategies using inequalities.
This work is a part of the ASAP project. ASAP (Array Streaming And Processing) is a DBMS being developed jointly at Brown, MIT, and Brandeis, as a specialized architecture for scientific and intelligence applications [19] . It incorporates multi-dimensional arrays as the basis for its data model. Each cell of an array is a tuple. All storage and processing is expressed in terms of arrays. All scientific data that results from real world observations is fundamentally uncertain. Built-in support for uncertainty is greatly needed in such a DBMS [19] . Besides the obvious relational-style operators (e.g., filter, aggregate), ASAP contains a collection of primitive operations oriented towards scientific computing. These include conventional array and vector operations such as dot product etc.
To sum up, the contributions of this paper are: * A discrete treatment of imprecise data in scientific database systems and a novel way to adopt a statistical metric to evaluate the accuracy of result distributions. * The SERP algorithm that has a nice provable upper bound on the variation distance between its result and the "ideal" distribution. The algorithm has parameters that trade accuracy with performance.
* A proposal of the "statistical" mode of values, and in particular for the results that are returned to the end user. We also propose techniques to perform database operations based on these value representation schemes. * An experimental evaluation of these techniques on real world data sets.
The rest of the paper is organized as follows. In Section II, we introduce a discrete approach for uncertain data, and give a few heuristic algorithms for computing result. Section III introduces the SERP algorithm. In section IV, we adopt the "variation distance" metric into our scheme and prove the accuracy of SERP. Section V introduces Statistical Mode, as an auxiliary representation scheme. We Consider the lifetime of an uncertain value in ASAP. It "flows" through a graph of mathematical or query operators, the output of one operator box is the input of another, and finally the output of the whole query graph is the result to the end user. We model an uncertain value as a general discrete probability density function. We first look at an intuitive and commonly used form of discretization. We choose a set of points in the value range (frequently they are equally spaced), and assign a probability value to each point. The probabilities add up to 1. Thus a distribution is modeled by a set of (vi, Pd) pairs, indicating that the probability of the value being vi ispi.
Under this representation, we look into the problem of computing the output distribution of a primitive mathematical operator. For ease of presentation, we discuss the case of two uncertain input values and one output (i.e., a binary operator). This can be easily extended to the general case. More formally, suppose that one input is (vii, pi'), and the other input is (v2i, P2d), with i (1. k}. We denote the binary operator as 0. We look at the complexity of computing the output distribution under the independence assumption of inputs (from different tuples), as followed by most work in this area (e.g., [5, 7, 11] and the "x-tuples" in [2] ). Note that the algorithm that we will present in Section III does not have to use this assumption. Clearly the probability of the result being v1,i (® v2j (1 < i,j < k) is Pli P2j *In general, each vI, ®v v2 can be distinct, hence the cost of describing and computing the output distribution precisely is 0(k2). In the same manner, if we perform the same binary operation n-i times for n values (e.g., for SUM or AVG), the complexity of computing the output distribution precisely is O('k), a prohibitive exponential cost for a large value n.
A standard way to handle this dilemma is to use some form of approximation and to have a systematic way of measuring how much precision we lose to gain the needed efficiency. Towards this end, we first give three simple, intuitive (and rather naive) heuristic algorithms for approximating the output distribution.
Perhaps [vi, vi+,) is the i'th interval. We assume a uniform distribution within an interval. This is illustrated in Figure 1 , where k is 7, and we partition the value range into 7 intervals such that each has a probability of 1/7. This is reminiscent of "equidepth" histograms widely used in query optimizers, and reflects the idea that the exact distribution of "high density areas" is more important and should be given higher "resolution". However, note the important difference that each bucket of an equidepth histogram contains a number of actual column values, whereas an equidepth distribution specifies the PDF of one scalar entity (random variable). This representation is quite compact, only needing k+± values to describe a distribution. In contrast, the discretization scheme in Section II requires both values and the associated probabilities.
B. A Weighted Sampling Method
We next propose a simple method that samples a random variable according to an arbitrary equidepth discrete PDF, as in Figure 2 . Theorem 1: The weighted sampling algorithm WS indeed accomplishes the task. it returns a random sample weighted according to the input discrete PDF. z
We omit the proof, as it is straightforward. In the literature, there are mainly two ways to accomplish weighted sampling according to a distribution: the Acceptance/Rejection method [15] and the Inverse Transform Sampling (inverse Cumulative Distribution Function) [10] . We comment that an inverse function does not always exist or may be too computationally expensive in practice. The Acceptance/Rejection method is less efficient than WS as it may incur failed attempts and the sampling process repeats until it succeeds. Note that it is the equidepth nature of our discretization that facilitates the WS algorithm. Apart from efficiency, the equidepth property ensures that samples in higher probability density areas (from a smaller interval which we assume is uniform) are more precise.
C. The SERP Algorithm
We now introduce the SERP algorithm which uses the WS algorithm for statistical sampling to compute the output distribution of a mathematical operator. We model the operator as "n input values and one output value" without loss of generality. For example, for SUM or AVG, the inputs may be n values in n tuples and the output is the result. The algorithm is shown in Figure 3 .
In the algorithm, ,u is a parameter that balances accuracy with performance, as we shall investigate in the theoretical analysis of Section IV and the empirical study of Section VI. Note that we model all inputs as uncertain. In reality, some input values can be certain. It is straightforward to extend the algorithm to the mixed case. Also note that from one execution on the n samples to the next, to be more efficient, we can share the query plan (i.e., the query is compiled only once, and executed many times for each loop). Further, among different executions, sub-results of parts of the query plan that only refer to data without uncertainty can be shared. Another key optimization is on I/0 cost. The database engine can try to read the data from the disk only once, and incrementally carry out the multiple rounds of computation in parallel. It is easy to see that SERP is scalable. The cost is no more than a constant factor of that of the same operation on data without uncertainty, regardless of the number of tuples.
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Input: A discrete PDF: (vo, vl, ..., v,), in equidepth form.
Output: A random point vo < s < Vk that is a weighted sample according to the input discrete PDF.
(1) Pick a number i uniformly at random from the set [0, 1, ... k-il.
(2) Choose the output value s uniformly at random from the interval fvi, vi ). Note that SERP is similar in spirit to the classical Monte Carlo method [12] . However, technically, SERP extends it in a nontrivial way. Through repeated sampling, the classical Monte Carlo method approximates some value (e.g., computes an integral) that is equal to the expectation of a random variable. By the law of large numbers, one can show the result converges to the true value. To the best of our knowledge, SERP is the first one that computes an equidepth result distribution (PDF) which, as we further prove, has a bounded distance from an "ideal" PDF using the variation distance metric (Section IV).
We stress that unlike the algorithms in Section II, SERP works even if there is correlation between different inputs. We just need to carry out the sampling from the joint distribution. For example, if an array stores a 3-D image or temperatures in a space, it may be partitioned into "distribution chunks" such that cell values in each chunk exhibit high positive correlation. One can assign one cell in each chunk as the "leader", whose distribution represents that of the whole chunk. We know the differences between each cell and its leader. Thus, we only sample on the leader of each chunk, and derive other cell values.
IV. A METRIC ON JUDGING RESULTS AND PROVABLE BOUNDS OF SERP A. A Distance Metric and Its Adoption
We measure the distance between the discrete result PDF computed by some algorithm and an "ideal" one based on the same input distributions, but given as much computing resource as needed. We use a well-known distance metric: variation distance.
Definition 1 [14] : The variation distance between two distributions D1 and D2 (each being a PDF) on a countable state space S is given by VD(D1, D2) 1
We first give some insights on the variation distance metric, as we will be using it for analysis and experiments. Lemma 1 comes from [14] and is quite intuitive; hence we will not show the formal proof. As the total probability values of either distribution must sum to 1, the total amount that one distribution exceeds the other (overflow) must be equal to the total amount that it is less than the other distribution (underflow). Since variation distance is defined as half of the total difference between the two distributions (overflow plus underflow), Lemma 1 follows. The factor 1/2 in the definition of variation distance guarantees that the variation distance is between 0 and 1. Without worrying about the details of how we are going to obtain the "ideal" result distribution, we must resolve the issue of fairness. The metric assumes a fixed state space S. We must define the state space appropriately for the metric to be fair. To illustrate, we give a simple example. Consider the two distributions in Figure 5 .
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(1) Repeat the following steps k ,u times, where k is the intended number of intervals of the result distribution and u is a parameter to be determined later.
(2) For each of the n inputs, apply the WS algorithm to get a sample value. Let's say we get s1, S2, .., Sn. contains i (a non-negative integer) full intervals of DI and a fraction 0 < f, < 1 and 0 < f2 < 1 of two other intervals of DI (covering the border points a and b respectively), then D (x) = i + fi +f2 and D (x) = I (ideal distribution). Hence k k we can compute the variation distance as well.
We then observe a simple upper bound on the variation distance between the result of the RAND or the K-TOP algorithm and the ideal result. To get a numerical sense about the bound, we take k=5, 6 = 0.2,,u = 60. Then from Theorem 3, using 300 sample points (rounds), with probability at least 0.91, the variation distance between the result of the SERP algorithm and the ideal distribution is no more than 0.2. This is a (rather conservative) theoretical guarantee, and as we shall show in Section VI, in practice, one can obtain a small variation distance with significantly fewer rounds. On the other hand, theoretical guarantees are important as they hold for any dataset while the result of a particular experiment depends on its data.
V. STATISTICAL MODE
As individual data items are already uncertain and imprecise (even their distributions are estimated), statistical information about the result of an operation is frequently more desirable than its full distribution. It is well known that scientific databases typically require operations on huge volumes of data. For example, the full result distribution for SUM or AVG on a few million tuples is unnecessary. Reporting an expected value and the variance is often sufficient and more useful.
Moreover, it is much more efficient for the database system to merely compute the statistical information about the result, rather than the full distribution. Often, statistical information can be computed not only much faster, but also more accurately (i.e., without the approximation needed in computing the full distribution). For example, if the database system first computes the full distribution of SUM or AVG which requires approximation and then calculates the expected value and the variance from the full distribution, it would be less accurate than if the database system ran in statistical mode and returned the expected value and variance directly. compute the angle 0l (-or < 0l < z ) that the ship has turned in this minute using the formula above (assuming it does not turn more than ;w radians in one minute). By adding the angles a particular ship has turned from one minute to the next, we can find out the total angle it has turned over a long period of time (say 7 days). In contrast, suppose if we only use the very first heading vector and the very last vector of the seven days, we would only get a "net" angle -;r < 0 < ;r that the ship has turned, not the "total" angle, which also indicates exactly how many "circles" it has turned. As each position is uncertain, consequently the heading vectors, each 01, and the total 0 are all probabilistic distributions.
2) A Rationale for the Ideal Result Distribution. In order to measure the result accuracy of the algorithms, we need to compare with an "ideal" result distribution and compute the variation distance. The ideal result distribution is defined as the result one would get given "unlimited" computing resources. If we sample each input according to its distribution, perform the database operations and get an output "result point", and repeat this procedure independently an "infinite" number of times, then we get the ideal output distribution from the infinite number of result values. Effectively, this is SERP with an infinite number of rounds. In other words, as the number of rounds gets large, the result distribution of SERP converges to the ideal distribution. That is to say, the variation distance between the result of an nround SERP and that of an (n+n')-round SERP as n grows large (and for a big constant n', say 1000), tends to 0. Therefore, we can have a simple program that incrementally finds a huge number n such that the VD of the result of running SERP n rounds from that of n+n' rounds is less than a tiny value (say 0.001). Then the result of n+n' round SERP is the ideal distribution.
We comment that efficiently computing a continuous ideal result distribution in practice is a hard open problem (e.g., the convolution approach is impractical for a large number of values in array databases), which is why we use the discrete approach in the first place (accordingly we can only obtain a discrete ideal distribution). Our assumption, of course, is that the accuracy loss from the continuous result PDF to a discrete result PDF with an appropriate k value is acceptable for the application (bigger k values bring us closer to the continuous case). Furthermore, experience tells us that it is unlikely that one can obtain a closed form continuous distribution for problems of such a large scale [18] and numerical methods will have to be applied, resulting in an approximation anyway. 3) Result of the Algorithms. We run SERP and the heuristic algorithms in Section II to compute the total angle a particular ship has turned in a period of 7 days. In this section, for SERP, the number of intervals (k) of the result distribution is 5, unless specified otherwise. The variation distance (with the ideal one) of SERP with different rounds and that of the heuristic algorithms is shown in Figure 6 (a) (in which "20-r" is shorthand for 20-round SERP and so on). We can see that in this case a 20-round SERP already gives us very good accuracy with variation distance from the ideal less than 0.1. A 100-round one would further improve it while we can see that the rate of improvement drops as we do not see much improvement for 200 rounds. This verifies our theoretical proof of Theorem 3, and is in fact showing that even as few as 20 rounds gives a good accuracy in practice as the theoretical proof is a safe guarantee. In addition, the equidepth discretized ideal distribution and the result of the 20, 100, and 200 round SERP are shown in Figure 6 (b). This shows pictorially how close the distributions are. Figure 6 (a) also shows that heuristic algorithms of Section II have big variation distances, with RAND being the worst. For distributions that are relatively far from the ideal distribution, it would also be helpful to compare the "coarsergrained" statistics such as simply the expected value and variance. We show these in Figure 6 (c, d We now look at the CPU cost of our algorithms. We also compare it with the I/0 cost of just reading the position data for a particular ship from disk. Note that for SERP, as discussed earlier, we have the optimization that we only need to do I/0 in one pass, carrying out sampling and computation for multiple rounds in parallel. The result is shown in Figure  7 (a). We also measure the CPU cost of simply doing the operation on the data without any uncertainty (i.e., just the mean values), shown as the last bar (labeled "none") in the figure.
The result indicates that the CPU cost of SERP is roughly proportional to the number-of-rounds parameter. In the case of 20 rounds, which gives a variation distance less than 0.1 as shown earlier, its CPU time is well below the I/0 cost. Some heuristic algorithms run faster, but they are inaccurate as we have shown. All these algorithms have a much greater CPU cost than computing on the non-probabilistic data directly. There seems to be an inherent cost of computing a probabilistic distribution of the result.
We next vary the number-of-result-intervals parameter. We look into the cases of k = 3, 5, 7, 9. For each k value, we compute the discrete ideal distribution with k intervals. Then we record the (minimum) running time of SERP such that its variation distance is no more than 0.1 from the ideal for each k value. The result is shown in Figure 7 Figure 8 . Observe that the bounds from Azuma-Hoeffding's inequality are more conservative (i.e., looser) than those computed using Chebyshev's inequality. This is because Azuma-Hoeffding's inequality is more general in that it does not assume independence of the data, which is useful when in fact the values are correlated. We next notice that the expected value and bounds computed using a full distribution out of a 20-round SERP are really close to the results of the statistical mode. This mutually verifies the accuracy of both the statistical mode and the 20-round SERP. As expected, older data has larger variance and thus wider bounds. We also measured the CPU time, shown in Figure 9 . Here, ">0.8" is a predicate in a generalized form, meaning "with probability at least 0.8, the left side is greater than the right side". Only tuples for which ">" is true with a probability higher than the threshold (0.8) are returned. This semantics has been used in other work (e.g., [6] Figure 10 shows the result. For the ">0.8 0.3" predicate all three methods return the same set of years. For the other predicate, the 2nd method has one fewer (1890) in the output than the 1st, while the 3rd method has three fewer than the 2nd.
These years are at the border line of the predicate. This illustrates the fact that the inequalities are theoretical guarantees and thus in general result in conservative decisions. The Azuma-Hoeffding inequality does not assume data independence and can be used in more general cases, resulting in more conservative decisions than Chebyshev's.
Moreover, the fact that the discrepancy appears for the "<0.8 -0.3" predicate but not the other one is because the data in older years has larger variance. In sum, the result of using Chebyshev's inequality is close to the full distribution, and should be used when possible, since it is much more efficient. Azuma-Hoeffding's inequality should be used when one cannot assume data independence.
VII.
RELATED WORK There is a broad range of related work on probabilistic databases, but as far as we know, none is built on top of a DBMS specialized for scientific/intelligence applications, or on a multi-dimensional array system. Perhaps the closest are those addressing imprecise and uncertain data in sensor networks [5, 9] . In their work, the authors model a value distribution as a continuous PDF. This approach incurs a high cost and complexity when one has to deal with a huge amount of data (typical in scientific applications). Frequently one must resort to approximation and this has not been discussed before. Other work that studies value uncertainty and uses discrete PDF (like us) includes [1] and [4] . They both use discrete PDF in the same form as our heuristic algorithms of Section II. [1] only studies the result of conventional database operators, but not arbitrary mathematical operators in scientific applications. And it does not discuss the cost with a large amount of data. [4] specifically studies representing and querying ambiguous data in the OLAP setting where the focus is aggregation.
Dalvi and Suciu [7] studied a different problem of querying probabilistic databases: uncertain matches and ranking results. [16, 20] are additional work on result ranking. Other work on the tuple uncertainty model includes [17] and [2] . In the latter, the authors also integrate uncertainty with data lineage. In multidimensional arrays of scientific databases, as in sensor networks, due to the different problem we are solving, we focus on value uncertainty, rather than set and tuple uncertainty.
There is also some existing work on statistical estimation of aggregation queries using random samples, such as in statistical databases [8] and online aggregation [13] . However, there are fundamental differences. They only handle "certain" data while this paper deals with operations on "values" each of which is a probabilistic distribution. SERP does sampling but queries are not limited to aggregations and our statistical mode does not do sampling.
VIII. CONCLUSIONS
In this paper, we propose a discrete treatment of probabilistic data in a database system for scientific and intelligence applications. In order to measure the result quality of an algorithm, we present a novel way to adopt a standard distribution distance metric into our context. We present SERP for computing the result distribution and prove an upper bound on the variation distance between its result distribution and the ideal one. We also propose a fast "statistical" mode of reporting results, which is sufficient and much more efficient for many applications and queries. Using statistical mode in the query evaluator also enables efficient evaluation of predicates. We performed comprehensive empirical studies on our proposals and algorithms on two sets of real world data.
