In this paper we propose a method for eliminating SIFT keypoints in document images. The proposed method is applied as a first step towards word spotting. One key issue when using SIFT keypoints in document images is that a large number of keypoints can be found in non-textual regions. It would be ideal if we could eliminate as much as irrelevant keypoints as possible in order to speed-up processing. This is accomplished by altering the original matching process of SIFT descriptors using an iterative process that enables the detection of keypoints that belong to multiple correct instances throughout the document image, which is an issue that the original SIFT algorithm cannot tackle in a satisfactory way. The proposed method manages a reduction over 99% of the extracted keypoints with satisfactory performance.
INTRODUCTION
Document image analysis has gained a lot of attention due to the increased need of exploitation of the several manuscript collections found worldwide. Furthermore, the technological advances in terms of image acquisition and digitization have given access to a vast amount of digital material. However, processing this information manually requires a significant amount of time as well as effort in order to complete the underlying tasks. Furthermore, it is not uncommon, due to this load, some of the tasks to be thought of as non-realistic to be processed in a manual way due to the time they require to complete. This resulted to the development of computer vision methods that can assist in a number of tasks and also, importantly, allow the batch processing of large amount of information in much less time than the manual noncomputer based way. Tasks like, writer/scribe identification, manuscript indexing through word spotting and layout analysis are among the tasks that can be solved through the use of computer vision methods and have become active research areas on the field of computer vision and more specifically, on the area of document image analysis. As mentioned above, one of the tasks that needs to be tackled is that of document indexing. Although, in contemporary documents Optical Character Recog-nition (OCR) methods have been dominant, this is not the case when we refer to historical document images. Various factors can severely affect the performance of OCR systems rendering the whole process as extremely challenging. Although there are attempts to use OCR in historical documents (Jenckel et al., 2016) , there is still a lot of ground to cover until we claim that we have approached the problem in a satisfactory way. An alternative to OCR for historical document indexing is word spotting. Word spotting refers the the detection of the desired information directly on the document images without any OCR.
One of the most common ways to perform word spotting is using feature-based methods where from the query keywords and the target document images a, usually large, number of features is extracted. Some of these features belong to the information that we desire to detect while the rest, which are the majority, do not belong to the correct instances that we want to spot. A very popular keypoint detection and descriptor algorithm is Scale Invariant Feature Transform (SIFT) (Lowe, 2004) . Usually, the number of SIFT keypoints that are extracted from document images is large and therefore, in this paper we present a method for eliminating SIFT keypoints from document images that do not belong to the areas that we want to detect. The application of the proposed method is presented as a first step of a word spotting process. The rest of the paper is organized as follows: In Section 2 we present related work and in Section 3 we give a detailed description of the proposed method. In Section 4 experimental results are shown and in Section 5 conclusions are drawn.
RELATED WORK
In this section we present the different works on the field of word spotting and in particular Queryby-Example(QBE) word spottting.
The literature is divided into two main categories, namely, segmentation-based and segmentation-free. The former employs the segmentation of the document images into lines (Kolcz et al., 2000) (Marcolino et al., 2000) (Mondal et al., 2016) , words (Rath and Manmatha, 2003) or characters (Kim et al., 2005) , while the latter does not apply any kind of segmentation on the document images (Leydier et al., 2009 )(Rusinol et al., 2011 )(Konidaris et al., 2016 (Mhiri et al., 2018) . Deep learning is nowadays widely used and word spotting has its share of attention. Various methods have been proposed that use CNNs and other deep representations (Barakat et al., 2018) (Sudholt and Fink, 2016) (Zhong et al., 2016) (Krishnan et al., 2018) . The proposed method is a feature-based method for word spotting and uses SIFT (Lowe, 2004) keypoints and descriptors. There are various methods that are also feature-based and try to tackle the task of word spotting. In (Zagoris et al., 2017) word spotting is performed using document oriented local features. HOG features are used in the methods proposed in (Bolelli et al., 2017) (Thontadari and Prabhakar, 2016) . Bagof-visual-words (BoVW) for word spotting is employed in (Aldavert and Rusiñol, 2018) (Shekhar and Jawahar, 2012) (Rothacker and Fink, 2015) . Here we will present the various works on word spotting that use SIFT features. Concerning SIFT keypoint reduction, the work presented in (Fujiwara et al., 2013) tries to tackle this specific task. However, the authors try to reduce the number of keypoints on an image assuming that if a number of keypoints have close similarity with a keypoint on the same image, than those are removed since they constitute a repeated pattern. Concering document images, in (Aldavert et al., 2015) word spotting in handwritten documents is presented. The authors use SIFT features with a Bag-of-Visual-Words (BoVW) representation. The method applies segmentation of the documents on word level. Another method that used SIFT and BoVW is proposed in (Rusinol et al., 2011) . This work follows a segmentation-free approach although they apply a grid-based segmentation of the documents in order to extract the desired features. Yalniz and Manmatha(Yalniz and Manmatha, 2012) present a word spotting method based on SIFT descriptors applied to FAST (Rosten and Drummond, 2006) keypoints. The extracted features are further quantized using K-Means and the matching is performed using the Longest Common Subsequence (LCS) method. A Bag-of-Features (BoF) representation is presented in (Rothacker et al., 2013) . The method uses SIFT descriptors to feed an HMM in order to apply word spotting in handwritten document following a segmentation-free approach. Ghosh and Valveny (Ghosh and Valveny, 2015) present a segmentation-free word spotting method based on word attributes. Query words are encoded using Fischer Vector representation and are used together with pyramidal histogram of characters labels (PHOC) to learn SVM-based attribute models. For the matching process a sliding window is applied. The word attributes used as the representation involve the calculation of SIFT descriptors. Another approach that uses PHOC, Fischer Vectors and densely extracted SIFT descriptors is proposed in (Almazán et al., 2014) . The SIFT features are extracted by a variable size patch and their dimension is reduced using PCA. In the work of Sfikas et. al. (Sfikas et al., 2015) a Gaussian mixture model (GMM) is trained using SIFT descriptors. Fisher vectors are then calculated for each image as a function of their SIFT description and the gradients of the GMM with respect to its parameters. This results to a fixed-length, highly discriminative representation, that can be seen as an augmented bag of visual words description that encodes higher order statistics.
PROPOSED METHOD
In this paper we propose an alternative matching scheme for matching SIFT descriptors as applied as a first step towards word spotting. The task is to find relevant keypoints on a target document image when keypoints of a query keyword image are matched against it. Ideally, the detected keypoints on the target document image will be part of the correct instance of the query keyword. The propose method aims to reduce the amount of keypoints detected in the images but on the same time keeping the keypoints that are most relevant to the keypoints of the query keyword image. The method uses an iterative process to reduce the keypoints following a different approach than the one applied by the SIFT algorithm as proposed by Lowe (Lowe, 2004) . Instead of getting only a single keypoint matched in the target image for every keypoint in the query keyword image as it occurs when using the original SIFT, we try to get all the strong keypoints in the target image for every keypoint in the query keyword image using the same matching criterion as proposed in the original SIFT algorithm. In the original paper, every descriptor in the query image is compared with all the descriptors in the target image. If the ratio of the two closest descriptors for every query descriptor is less than a certain threshold t than the keypoint that correspond to the closest descriptor is kept as a valid keypoint. The distance ratio threshold is shown in Equation 1.
where d 1 and d 2 are the distances of the two closest keypoint descriptors of the document image to a query keyword keypoint descriptor and threshold t = 0.8. The original paper claims that this matching scheme with t = 0.8 eliminates 90% of the false keypoint matches while discarding 5% of the correct keypoint matches. Although this may be the case where there is a single object located in the images, when it comes to document images there is a very important issue that needs to be taken under consideration.
In document images the desired information that we need to detect may have multiple correct instances in the same page. This is a very common scenario in word spotting methods. Consider the following example as illustrated in Figure 1 . We want to detect the keyword "Begriffe" on a document image. The case follows a segmentation-free word spotting approach. In this particular example, the query keyword image is one of the instances found on the page. The original SIFT matching algorithm manages to successfully detect the word on the document image, since it is the query keyword used for matching, but fails to do so with the rest of the correct instances. The bounding boxes on the image indicate the correct instances of the query keyword as found in the ground truth.
In the proposed method, concerning historical document images, we follow a different approach. The idea lies on the fact that it is very common to have multiple instances of the information we want to locate. For that reason we want to be able to use the matching of the descriptors as proposed in the original SIFT algorithm but also enable the process to find all the relevant keypoints that belong to other correct instances of the query keyword image. Based on that thought, we introduce an iterative process that enables us to succeed in the aforementioned task. For every query keypoint we perform the original SIFT as de- fined in Equation 1. If there are keypoints that meet the threshold criterion, these are kept as valid for further processing and the process is repeated. At the next iteration, we use the same query keypoint but this time, without taking into consideration the already detected valid keypoints. This will enable the algorithm to detect other strong keypoints for the same query keypoint. The assumption is that there might be other keypoints on the document image that satisfy the threshold criterion for the same query keypoint that belong to other correct instances of the the query keyword image. This iterative process overcomes the limitation of the original SIFT algorithm to detect multiple instances of the correct information on a document image, especially when a document image contains the query keyword image and other correct instances as shown in Figure 2 . Algorithm 1 shows the various steps of the proposed method. 
EXPERIMENTAL RESULTS
The experiments involve checking whether the reduction of the keypoints is efficient in the sense that the remaining keypoints are located inside the ground truth bounding boxes. For the purpose of the experiments, the setup proposed in (Konidaris et al., 2016) is used. There are 100 document images(von Eckartshausen, 1778) and 100 keyword images. We have used five different values for threshold t, 0.80, 0.85, 0.90, 0.95 and 0.99, respectively. The idea behind the various threshold values is that if for a query keypoint the two closest keypoints are valid, this means that their threshold ratio will be high. According to our experiments this seems to hold. The experiments concern the mean average recall (mAR), the average number of remaining keypoints on the document images and the ratio of the remaining keypoints found inside the ground truth bounding boxes over the number of the remaining keypoints. The experiments do not evaluate the proposed method as a complete word spotting method. Rather, the idea is to use the proposed method as a first step towards word spotting where the keypoints that remain after the elimination can be further processed yielding the final results. The average number of keypoints per page in the document images used for the experiments is 16154. Figure 3 shows the results concerning the mAR which corresponds to the number of keypoints being found in the ground truth bounding boxes. For this calculation a true positive requires at least one keypoint to be found inside the ground truth. Furthermore, the ground truth follows an extended format in the sense that not only exact match words are included but also words that include the query keyword in whole as their part. This is primarily because the documents have not undergone any segmentation and the correct instance of a word can be found anywhere on the document images including when it is part of larger words too. It is clear that for the various values of threshold t, the proposed method outperforms the original SIFT matching process. This justifies the assumption that a query keypoint may have other strong keypoint matches on the document images that are detected using the iterative process proposed in this paper. Figure 4 shows the mean average number of remaining keypoints for all queries in the document images for the different values of t. SIFT manages to have Figure 5 : The ratio of the remaining keypoints inside the ground truth bounding boxes over the total number of remaining keypoints. less remaining keypoints but this is reasonable since it does not perform any kind of iterations, contrary to the proposed method where for each query keypoint a number of iterations is performed in order to detect all the keypoints that satisfy the matching criterion. Figure 5 illustrates the ratio of remaining keypoints found in the ground truth bounding boxes to all the remaining keypoints. The matching scheme of the SIFT algorithm seems to have a better ratio but this can be justified by the less number of remaining keypoints than the proposed method as shown in the previous diagram. As we have already mentioned, in the original SIFT algorithm for every query keyword keypoint we get only a single matching keypoint on the target document image. Table 1 summarizes the experiments performed between the matching scheme proposed in this paper and the original matching scheme of the original algorithm. where, mP r is the mean average remaining points, GT Ratio is the average ground truth to remaining points ratio, and mAR is the mean average recall for all the query keywords. Through the above experiments we provided an insight on how SIFT matching can be altered in order all the relevant keypoints to be extracted for every query keyword keypoint. The selection of the threshold lies solely upon the needs of the underline task. Lower values of t will result in faster processing but lower accuracy, while larger values of t will yield better results but more keypoints which some may not belong to areas of interest. The proposed method shows better performance than the original SIFT matching scheme.
CONCLUSIONS
In this paper we propose an alternative method for matching SIFT keypoints using their descriptors. The method manages to reduce the amount of keypoints used for further processing on the document images. The proposed method applies an iterative process that manages to eliminate more than 99% of the keypoints while, on the same time, the remaining keypoints are located in the areas of interest. The method in this paper is suggested as a first step for word spotting applications that follow a segmentation-free approach. It allows the reduction of the keypoints significantly, which can lead to less document areas to be searched, thus speeding up the entire process. The proposed method as mentioned throughout this paper is not a complete word spotting method. This is not the idea behind it. Therefore, it could be possible to apply it on other research areas where SIFT is used and there is the need to discard non-relevant keypoints so as to speed-up the entire process. The value of the threshold t, can be chosen based on the needs of the underlying task. The various values of t allows finding keypoints with stronger relations between them, thus leading to keypoints that belong to correct word instances, as far as word spotting is concerned, or any other type of information we need to locate on an image.
