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1. INTRODUCTION
On sait au moins depuis Euclide qu’il existe une infinite´ de nombres premiers. Depuis
lors, un des proble`mes les plus motivants de la the´orie des nombres est de de´terminer si
certaines proprie´te´s arithme´tiques sont satisfaites par une infinite´ de nombres premiers. Le
raisonnement par l’absurde original d’Euclide peut eˆtre adapte´ dans certains cas, le plus
bel exemple a` ce jour e´tant la preuve par Elkies de l’infinitude de l’ensemble des nombres
premiers supersinguliers associe´s a` une courbe elliptique sur Q [E]. Dans d’autres cas,
des techniques plus indirectes sont ne´cessaires : l’invention par Dirichlet de la the´orie
analytique des fonctions L et des caracte`res permirent a` celui-ci de re´soudre le proble`me
de l’infinite´ de nombres premiers dans les progressions arithme´tiques. Mais il existe toute
une classe de proble`mes qui re´sistent aux me´thodes pre´ce´dentes (sans doute a` cause de leur
nature “non-multiplicative”) ; ainsi les questions suivantes ne sont toujours pas re´solues :
– existe-t-il une infinite´ de nombres premiers de la forme p + 2 (resp. n2 + 1) avec p
premier (resp. n entier) ?
C’est pour tenter de re´soudre ces questions (en l’occurence la premie`re) que la the´orie
moderne du crible fut invente´e par Brun au de´but du sie`cle. Son point d’orgue se situe
dans les anne´es 70-80, quand on a pu montrer l’existence d’une infinite´ d’entiers ayant
au plus deux facteurs premiers de l’une des deux formes prescrites ci-dessus [C], [I2] (on
pourra aussi consulter l’expose´ de Deshouillers a` ce se´minaire [D]). Cependant, pour des
raisons propres au crible, on ne pouvait espe´rer atteindre les nombres premiers eux-meˆmes.
Dans leurs travaux fondamentaux, Duke, Friedlander et Iwaniec [DFI] puis Friedlander
et Iwaniec [FrI3] jettent les bases d’une approche nouvelle du crible, qui autorise enfin la
de´tection des nombres premiers. La fin de cette introduction est consacre´e a` la description
des proble`mes qui ont e´te´ re´solus graˆce a` cette approche.
E´quidistribution des racines d’une congruence quadratique. E´tant donne´ f ∈ Z[X] un
polynoˆme irre´ductible de degre´ ≥ 2, notons ρf (n) le nombre de solutions dans Z/nZ de
842-02
la congruence
f(ν) ≡ 0(mod n).(1)
On associe a` chaque solution 0 ≤ ν < n de la congruence (1), la fraction { ν
n
} ∈ [0, 1[, et
on veut e´tudier la re´partition de cet ensemble dans l’intervalle [0, 1[. Quand la variable
n de´crit l’ensemble des entiers, Hooley a montre´ l’e´quidistribution de ces fractions [Ho1].
Il est alors naturel de conjecturer que l’e´quidistribution persiste quand n est restreint a`
l’ensemble des nombres premiers. La premie`re application spectaculaire de ces nouvelles
me´thodes est la de´monstration de cette conjecture pour les polynoˆmes de degre´ 2, d’abord
pour ceux de discriminant ne´gatif par Duke, Friedlander et Iwaniec [DFI] puis pour ceux
de discriminant positif par Toth [To] :
The´ore`me 1.1. — Soit f(X) = aX2 + bX + c un polynoˆme a` coefficients entiers,
irre´ductible, de degre´ 2. Alors l’ensemble
{{ν
p
} ∈ [0, 1[, f(ν) ≡ 0(mod p), p premier}
est uniforme´ment distribue´ sur [0, 1] ; plus pre´cise´ment, on a pour tout 0 ≤ a < b ≤ 1
1
pi(x)
∑
p≤x
∑
f(ν)≡0(mod p),
a< ν
p
<b
1 = b− a+ o(1), x→ +∞.
Remarque 1.2. — Le the´ore`me 1.1 applique´ au polynoˆme f(X) = X2 +1 a pour corol-
laire l’e´quidistribution des “angles” θp associe´s aux sommes de Salie´ : ces angles sont
de´finis par
S(1, 1; p) :=
∑
x∈F×p
(
x
p
)
e(
x+ x−1
p
) := 2 cos θp, θp ∈ [0, pi].
Si p ≡ 3(mod 4), on a θp = pi/2 ; le the´ore`me 1.1 implique que les angles {θp, p ≡ 1(4)}
sont e´quidistribue´s sur [0, pi] pour la mesure de Lebesgue. C’est l’un des rares exemples
—avec les sommes de Gauss cubiques [HB-P]— de sommes d’exponentielles de module
premier pour lesquelles on sache e´tablir des re´sultats d’e´quidistribution (voir [K] pour une
tre`s belle exposition de ces sujets).
Repre´sentations des nombres premiers par des polynoˆmes. Un autre proble`me qui n’est
pas sans lien avec le pre´ce´dent, est la conjecture suivante (qui remonte a` Bouniakovski et
qui a e´te´ ge´ne´ralise´e par Schinzel) :
Conjecture 1.3. — E´tant donne´ un polynoˆme f a` coefficients entiers, irre´ductible dans
Z[X] dont le coefficient du terme dominant est positif et tel que le p.g.c.d des {f(n), n ∈
Z} vaut 1, alors f repre´sente une infinite´ de nombres premiers.
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Jusqu’a` pre´sent, seul le cas des polynoˆmes de degre´ 1 a e´te´ re´solu (c’est le the´ore`me de
Dirichlet pour les nombres premiers dans les progressions arithme´tiques) ; de plus, d’apre`s
Iwaniec [I2], une infinite´ d’entiers ayant au plus deux facteurs premiers sont repre´sentables
par un polynoˆme de degre´ 2 satisfaisant les hypothe`ses de la conjecture pre´ce´dente. On
peut aussi e´tudier le proble`me moins difficile de la repre´sentabilite´ des nombres premiers
par un polynoˆme en 2 variables ; le cas des polynoˆmes irre´ductibles de degre´ 2 est alors
comple`tement connu (et duˆ a` Iwaniec [I1]). Le travail fondamental de Friedlander-Iwaniec
[FrI2] traite le cas d’un polynoˆme de degre´ 4, a` savoir f(X, Y ) = X2 + Y 4 :
The´ore`me 1.4. — Il existe une infinite´ de nombres premiers de la forme p = a2 + b4 ou`
a et b sont des entiers ; plus pre´cisement on a pour x→ +∞∑
p≤x
log p
∑
a2+b4=p
1 =
4
pi
κx + o(x),
a et b de´crivant les entiers positifs et κ de´signant la constante
κ =
∫ 1
0
(1− t4)1/2dt = Γ(1/4)2/6
√
2pi.
Cet e´nonce´ fort e´le´mentaire est en fait l’aboutissement d’un travail de longue haleine
qui a de´bute´ avec le the´ore`me suivant de Fouvry et Iwaniec [FoI] :
The´ore`me 1.5. — Il existe une infinite´ de nombres premiers de la forme p = a2 + b2
ou` a est un entier et b est un nombre premier ; plus pre´cise´ment, on a l’e´galite´ suivante
quand x→ +∞,
∑
p≤x
log p
∑
a2+b2=p
Λ(b) = 2
∏
p
(1− χ4(p)
(p− 1)(p− χ4(p)))x+ o(x),
ou` χ4 est le caracte`re non-trivial modulo 4.
Il faut aussi remarquer que ces e´nonce´s fournissent des e´quivalents alors que le crible
classique nous avait plutoˆt habitue´s a` des minorations comme dans [C, I2] !
Le plan de cet expose´ est le suivant : dans la premie`re partie, on de´crit la me´thode
ge´ne´rale du crible ainsi que ses limites (le phe´nome`ne de parite´) puis les innovations qui
ont permis de les de´passer. Les sections suivantes donnent les preuves des the´ore`mes 1.1
et 1.4 en se concentrant particulie`rement sur ce dernier.
Remerciements : je tiens a` remercier R. de la Brete`che et L. Lafforgue de leur assistance
dans la re´daction de cet expose´, ainsi que H. Iwaniec pour des discussions e´clairantes et
les notes qu’il m’a communique´es au sujet du crible et de ses de´veloppements.
Dans la suite, µ(n),Λ(n), ω(n), τ(n),
(
m
n
)
de´signeront la fonction de Moebius, la fonction
de von Mangolt, la fonction nombre de diviseurs premiers, la fonction nombre de diviseurs
de l’entier n et le symbole de Jacobi. On note e(z) := exp(2ipiz), et n ∼ N signifie
N ≤ n < 2N . Les variables p et q repre´senteront exclusivement des nombres premiers.
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2. LE CRIBLE
La me´thode du crible est tre`s ancienne et remonte a` Erathosthe`ne. Elle permet de
dresser tre`s facilement la liste des nombres premiers plus petits qu’un certain x: on e´crit
la liste de tous les entiers ≤ x, on raye 1 et tous les multiples de 2, puis tous les multiples
de 3, et ainsi de suite. On conside`re le plus petit nombre non raye´ (il est alors premier) et
on raye tous ses multiples... L’algorithme s’arreˆte quand le nombre non raye´ est > x1/2,
on obtient alors la liste de tous les nombres premiers compris entre x1/2 et x :
6 1, 6 2, 6 3, 6 4, 5, 6 6, 7, 6 8, 6 9, 6 10, 11.
Cette proce´dure se ge´ne´ralise dans le cadre suivant : on se donne une suite de complexes
A = {ρn}n≥1 et on de´sire des informations sur la somme restreinte aux nombres premiers
AP(x) :=
∑
p≤x
ρp,
ou sur sa variante ponde´re´e
AΛ(x) :=
∑
n≤x
Λ(n)ρn, x→ +∞.
Le crible d’Erathosthe`ne se formalise comme suit : notons pour z ≥ 1, P (z) le produit
des nombres premiers p ≤ z et
A(x, z) :=
∑
n≤x
(n,P (z))=1
ρn.
On de´sire donc estimer la somme A(x, z) avec z = x1/2 (dans la pratique, on peut meˆme
prendre z le´ge`rement plus petit que x1/2, puisque les termes de la somme A(x, z) qui
correspondent a` des entiers non premiers ont exactement deux facteurs premiers ≥ z et
sont de ce fait peu nombreux). Dans cette somme, la condition (n, P (z)) = 1 est de´tecte´e
par l’identite´ de convolution suivante qui synthe´tise le principe d’inclusion-exclusion
∑
d|(n,P (z))
µ(d) =


1 si (n, P (z)) = 1,
0 sinon,
l’analogue pour AΛ(x) e´tant l’identite´ de convolution
Λ(n) = −
∑
d|n
µ(d) log(n/d).(2)
On obtient d’une part l’identite´ dite de Lagrange
A(x, z) =
∑
d|P (z)
µ(d)Ad(x), avec Ad(x) :=
∑
n≡0(mod d)
ρn,(3)
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et d’autre part
AΛ(x) = −
∑
d≤x
µ(d) log d Ad(x),(4)
ce qui lie le proble`me de de´tecter les nombres premiers a` l’e´tude de la suite A dans les
progressions arithme´tiques. Il est alors naturel d’e´crire la somme Ad(x) sous la forme
Ad(x) := g(d)A(x) + rd(x),(5)
ou` g(d) est une certaine fonction multiplicative (qui doit eˆtre vue comme la “probabilite´
d’eˆtre divisible par d”) ve´rifiant (noter que seuls les modules d sans facteurs carre´s nous
inte´ressent)
g(1) = 1, 0 ≤ g(p) < 1, |g(p)|  1/p(6)
et ou` la quantite´ rd(x) est conside´re´e comme un terme d’erreur.
Remarque 2.1. — Il n’est pas exclu que g(d) soit nul pour tout d 6= 1.
A` partir de (5), on obtient
A(x, z) = A(x)
∏
p≤z
(1− g(p)) +
∑
d|P (z)
µ(d)rd(x),(7)
AΛ(x) =
(
−
∑
d≤x
µ(d)g(d) log d
)
A(x) +
∑
d≤x
µ(d) log d rd(x).(8)
On remarque l’e´galite´ formelle
−
∑
d≥1
µ(d)g(d) logd =
∏
p
(
1− g(p))(1− 1
p
)−1
,
qui est une e´galite´ rigoureuse sous la condition
∀y > 2,
∑
d≤y
µ(d)g(d) (log y)−8.(9)
Cette hypothe`se permet alors d’extraire un terme principal heuristique pour AΛ(x):
AΛ(x) =
∏
p
(
1− g(p))(1− 1
p
)−1 × A(x) +O(A(x)
log x
) +
∑
d≤x
µ(d) log d rd(x).
Remarque 2.2. — Dans la pratique, la majoration (9) est conse´quence de la de´termination
d’une re´gion sans ze´ros convenable pour la se´rie de Dirichlet
Lg(s) =
∑
d≥1
µ2(d)g(d)d−s =
∏
p
(1 + g(p)p−s),
ce qui correspond a` un analogue pour la fonction Lg de la me´thode de Hadamard-de la
Valle´e-Poussin dans le The´ore`me des Nombres Premiers.
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Il est donc raisonnable de chercher des hypothe`ses qui suffisent a` assurer l’e´galite´∑
n≤x
Λ(n)ρn =
∏
p
(1− g(p))(1− 1
p
)−1 × A(x) + o(A(x)), quand x→ +∞.(10)
Aparte´. En pratique, les expressions (7) et (8) ne sont pas satisfaisantes. En effet la
deuxie`me somme du membre de droite comporte beaucoup trop de termes pour eˆtre
traite´e efficacement, meˆme dans les cas les plus favorables (par exemple quand A est la
suite constante e´gale a` 1 : on a g(d) = 1/d et |rd(x)| = |[xd ]− [x]d | ≤ 2). Pour reme´dier a` ce
proble`me, et dans le cas original ou` les ρn sont positifs, Brun [Br] eut l’ide´e de remplacer
la fonction µ par deux fonctions auxiliaires µ±D, a` supports dans l’ensemble des entiers
sans facteurs carre´s plus petits qu’un certain parame`tre D < x et qui ve´rifient
µ±D(1) = 1, |µ±D(n)| ≤ 1, et
∑
d|n
µ−D(d) ≤
∑
d|n
µ(d) ≤
∑
d|n
µ+D(d),
l’e´galite´ (7) devenant alors l’encadrement
A(x)
∑
d|P (z),
d≤D
µ−D(d)g(d) +R
−
D(x) ≤ A(x, z) ≤ A(x)
∑
d|P (z),
d≤D
µ+D(d)g(d) +R
+
D(x),(11)
avec
R±D(x) :=
∑
d|P (z),
d≤D
µ±D(d)rd(x).
La the´orie classique du crible s’est alors developpe´e dans cette direction, les efforts e´tant
principalement concentre´s sur l’optimisation du choix des fonctions d’encadrement µ±D(n),
sur l’encadrement du terme principal [HR] et e´ventuellement sur l’e´tude pre´cise des termes
d’erreurs R±(D) [I3]. Pour ce faire, on a besoin de l’hypothe`se fondamentale :
Hypothe`se Cr. 1. — Il existe 0 < δ ≤ 1 tel que pour tout A > 0, et tout x ≥ x(δ, A)
on a en posant D = xδ, ∑
d≤D
µ2(d)|rd(x)| A
(∑
n≤x
|ρn|
)
(log x)−A.(12)
Le parame`tre δ est appele´ un exposant de re´partition de la suite {ρn}, il mesure la
qualite´ de la distribution de {ρn} dans les progressions arithme´tiques de grand module
d. Cependant, il est apparu assez vite que l’hypothe`se Cr.1 seule est insuffisante pour
de´tecter des nombres premiers (c’est-a`-dire montrer que la minoration de (11) est non
triviale) meˆme si l’exposant de re´partition est arbitrairement proche de 1. On a en effet
l’exemple instructif de Selberg suivant : la suite A de´finie par ρn = (1 + λ(n))/2 ou`
λ(n) = (−1)ω(n) est la fonction de Liouville, (ρn est donc la fonction caracte´ristique des
entiers ayant un nombre pair de facteurs premiers); elle a des exposants de re´partition
arbitrairement proches de 1, pourtant le support de (ρn) ne contient aucun nombre premier
(c’est le phe´nome`ne de parite´) ! Dans certains cas, la de´tection des nombres premiers est
pourtant possible, mais elle requiert des arguments ad hoc, propres a` chaque situation
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qui permettent de modifier le traitement trop ge´ne´ral du crible classique et d’e´viter le
phe´nome`ne de parite´ (le premier exemple remonte a` Iwaniec et Jutila [IJ] et concernait
les nombres premiers dans les petits intervalles; voir aussi les articles de Harman et Fouvry
pour deux autres exemples importants [F1, Ha]).
Le phe´nome`ne de parite´ a e´te´ analyse´ en grand de´tail par Bombieri [B] puis Friedlander-
Iwaniec [FrI1] et on imagine qu’il doit constituer la seule obstruction a` la de´tection des
nombres premiers par les me´thodes du crible. Les travaux de Duke-Friedlander-Iwaniec
et de Friedlander-Iwaniec ont profonde´ment modifie´ les re`gles du jeu en montrant qu’il
suffit d’introduire dans la me´canique du crible une seconde hypothe`se “raisonnable” et
tre`s ge´ne´rale (note´e Cr.2) qui interdit tout phe´nome`ne de parite´ et qui permet — poten-
tiellement — de produire des nombres premiers.
2.1. Le crible dans les suites oscillantes
Nous de´crivons ici la premie`re approche suivie par Duke-Friedlander-Iwaniec [DFI] et
qui concerne le cas ou` la suite {ρn} est oscillante. Ils obtiennent le re´sultat tre`s ge´ne´ral
suivant :
The´ore`me 2.3. — Soit {ρn} une suite de complexes ve´rifiant les proprie´te´s suivantes
• pour tout n ≥ 1, on a |ρn| ≤ τ(n)1998 et pour tout d ≥ 1 sans facteur carre´ on a
∑
n≤x
n≡0(mod d)
|ρn|  τ(d)
1998
d
x.
• Pour tout 0 < δ < 1/2 et tout A > 0 on a la majoration
∑
d≤xδ
|
∑
dn≤x
ρdn| δ,A x log−A x quand x→ +∞.(13)
• Pour tout 0 < δ′ < 1/3, tout A > 0 et pour toutes suites de complexes {αm}, {βn},
telles que αm est nul hors des nombres premiers et que |αp| ≤ 1 , |βn| ≤ ω(n), on a
la majoration
∑
w≤m≤xδ′
αm
∑
mn≤x,
(m,n)=1
βnρmn δ′,A x log−A x, quand x→ +∞,(14)
ou` on a pose´ w := xlog log
−3 x.
Alors, quand x→ +∞, on a ∑
p≤x
ρp = o(pi(x)).
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Remarque 2.4. — Des trois proprie´te´s ci-dessus, les deux dernie`res sont essentielles :
dans (13), on reconnaˆıt l’hypothe`se Cr.1, ou` la fonction g(d) introduite dans la de´composi-
tion (5) est la fonction nulle et ou` on demande que l’exposant de re´partition soit arbitraire-
ment proche de 1/2. La majoration (14) est ne´cessaire pour e´viter le phe´nome`ne de parite´,
elle introduit un deuxie`me parame`tre
δ′ < 1/3 qu’on peut appeler “second exposant de re´partition” ; celui-ci doit eˆtre arbi-
trairement proche de 1/3.
Preuve. — On cherche a` estimer A(x, z) pour z “proche” de x1/2. On commence par
re´duire la difficulte´ du proble`me en diminuant artificiellement z : e´tant donne´ w ≤ z, (w
est de´fini dans l’e´nonce´ du the´ore`me pre´ce´dent, il est beaucoup plus petit que z), on a
l’identite´ de Buchstab
A(x, z) = A(x, w)−
∑
w≤p<z
Ap(x, p).
Apre`s avoir applique´ a` nouveau cette e´galite´ aux termes Ap(x, p), on obtient l’e´galite´
A(x, z) = A(x, w)−
∑
w≤p<z
Ap(x, w) +
∑
w≤p<q<z
Apq(x, p).
Enfin, on applique l’identite´ de Lagrange (3) aux deux premiers termes du membre de
gauche pour obtenir, apre`s l’introduction du parame`tre de troncature z < D < x1/2
A(x, z) =
∑w
d|P (z)
d<D
µ(d)Ad(x) +
∑w
d|P (z)
d≥D
µ(d)Ad(x) +
∑
w≤p<q<z
Apq(x, p),(15)
la notation
∑w signifiant que l’on somme sur les entiers d ayant au plus un facteur
premier ≥ w. La deuxie`me somme de (15) comporte tre`s peu de termes et peut eˆtre
majore´e trivialement. La premie`re est une somme dans des progressions arithme´tiques de
module ≤ D et on peut appliquer (13) si D = x1/2−,  > 0 arbitrairement petit. Toute
la difficulte´ est transfe´re´e dans la troisie`me somme∑
w≤p<q<z
Apq(x, p) =
∑
w≤p<z
∑
p<q<z
∑
nq≤x/p
p′|n=⇒p′≥p
ρpqn
qui porte sur des entiers ayant au moins deux facteurs premiers. Par des majorations
triviales, on montre que la contribution des p > y = x1/3− est ne´gligeable (en effet
elle porte sur des entiers ayant au plus trois facteurs premiers tous compris entre y et
z = x1/2−, le nombre de ceux qui ont deux facteurs premiers est majore´ par x1−2 et,
pour ceux qui en ont trois, le plus petit facteur premier est compris entre y = x1/3− et
x1/3 ce qui fournit a` nouveau une contribution ne´gligeable pour  → 0+). Puis par un
proce´de´ technique, on transforme la somme restante de fac¸on a` supprimer les contraintes
p < q et p′|n =⇒ p′ > p et a` rendre les variables p et nq inde´pendantes. On se rame`ne
alors a` estimer des formes biline´aires du type (14) avec des coefficients αp, βm ve´rifiant
|αp| ≤ 1, et |βm| ≤ ω(m).
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Remarque 2.5. — Notons que si ρn est multiplicative (ρmn = ρmρn pour (m,n) = 1),
le the´ore`me pre´ce´dent ne donne rien. En effet, essentiellement, la forme biline´aire de (14)
se factorise en un produit de deux formes line´aires (
∑
m αmρm)(
∑
n βnρn) dont on ne sait
rien dire. Mais dans ce cas le proble`me peut souvent eˆtre traite´ par d’autres techniques
(en particulier par la the´orie analytique des fonctions L, par exemple quand ρn = χ(n)
est un caracte`re de Dirichlet non trivial).
2.2. Le crible dans les ensembles d’entiers peu denses
On peut noter que le the´ore`me 2.3 ne donne un re´sultat non trivial que si la suite {|ρp|}
est assez “dense” :
∑
p≤x
|ρp|  pi(x). Pour pouvoir cribler des ensembles peu denses (par
exemple les entiers de la forme a2 + b4) Friedlander et Iwaniec [FrI3] ont de´veloppe´ une
autre approche beaucoup plus subtile dont le point de de´part est une variante de l’identite´
de Vaughan : pour z < n ≤ x, et tout y > 0 on a
Λ(n) =
∑
d|n
d≤y
µ(d) log(n/d)−
∑
cd|n
d≤y,c≤z
µ(d)Λ(c) +
∑
cd|n
d>y,c>z
µ(d)Λ(c).(16)
On veut estimer la somme∑
z<n≤x
Λ(n)ρn = −
∑
d≤y
µ(d) log d Ad(x) +
∑
d≤y
µ(d)
∑
n≤x
n≡0(mod d)
logn ρn
−
∑
d≤y
c≤z
µ(d)Λ(c)Acd(x) +
∑
d>y
c>z
µ(d)Λ(c)Adc(x)
ou`, dans la pratique, y et z sont tre`s proches. La premie`re des quatre sommes est traite´e
via la de´composition (5). Elle fournit, par (9), le terme principal
∏
p
(
1− g(p))(1− 1
p
)−1
A(x) ;
le terme d’erreur est majore´ graˆce a` Cr.1, le module d allant jusqu’a` D′ = y ≤ D.
La deuxie`me et la troisie`me sont elles aussi traite´es par la de´composition (5) (apre`s une
inte´gration par partie dans la deuxie`me somme afin de tenir compte du facteur log n). On
obtient d’une part un “terme principal” qui est (pour la deuxie`me somme) de la forme
A(x)
∑
d≤y
µ(d)g(d) A(x)/ log y,
la majoration provenant de l’hypothe`se (9) : on a donc tenu compte des oscillations de
la fonction de Moebius. Les termes d’erreurs sont majore´s a` nouveau par (12) mais cette
fois-ci (dans le troisie`me terme) le module d′ = cd varie jusqu’a` yz, ce qui impose les
contraintes y, z ≤ D1/2.
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Dans la dernie`re somme (notons-la
∑
d>y,c>z
), la de´composition (5) et l’hypothe`se Cr.1
ne sont d’aucun secours et c’est a` ce point qu’il est ne´cessaire d’introduire une nouvelle
hypothe`se. On commence par une re´duction : on conside`re deux nouveaux parame`tres
y < y′ < x1/2, z < z′ < x1/2 tels que y′ et z′ soient tre`s proche de x1/2 (en un sens que
nous ne pre´cisons pas). Alors
∑
d>y,c>z
se de´compose en trois paquets
∑
d>y,c>z
=
∑
d>y′,c>z′
+
∑
c>z
y<d≤y′
+
∑
z<c≤z′
y′<d
( rappelons qu’on a aussi cd ≤ x).
Dans le premier paquet, les variables c et d sont localise´es pre`s de x1/2 et la somme
correspondante comporte tre`s peu de termes, on les majore “trivialement” en oubliant les
compensations que peuvent apporter les variations de signe de la fonction de Moebius.
Cependant il est essentiel pour mettre cette ide´e en oeuvre de perturber1 au debut la
fonction ρn en la multipliant par une fonction de crible majorante. On utilise, par exemple,
la fonction du crible de Brun λ+D′(n) :=
∑
d|n µ
+
D′(d) ou` µ
+
D′ est supporte´e dans l’intervalle
[1, D′], avec D′ tre`s petit (en particulier on prend D′ < z, de sorte que pour n > z
premier λ+D′(n)ρn = ρn). Cette perturbation complique conside´rablement le traitement
de´crit pre´cedemment, en revanche elle permet de donner une majoration non triviale pour∑
d>y′,c>z′
.
Dans le deuxie`me paquet, la somme vaut essentiellement (modulo la perturbation)∑
c>z
Λ(c)
∑
n
∑
y<d≤y′
cdn≤x
µ(d)ρcdn,
C’est alors qu’on fait l’hypothe`se suivante, analogue de (14). Notant
γ(n, C) :=
∑
d|n
d≤C
µ(d).
On suppose:
Hypothe`se Cr. 2. — Pour tout A > 0 , il existe η > 0 et α > 0 tels qu’on ait la
majoration ∑
m
|
∑
n∼N
mn≤x
γ(n, C)µ(mn)ρmn| A A(x) log−A x,(17)
uniforme´ment pour x, C et N ve´rifiant
1 ≤ C ≤ x/D, D1/2−η < N < x1/2 log−α x.
1suivant une ide´e de Bombieri [B].
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Remarque 2.6. — Cette hypothe`se est l’analogue de l’hypothe`se (14); c’est une manie`re
subtile de traduire les oscillations de la fonction µ(n) relativement a` la suite ρn. Notons
que Cr.2 n’est vraisemblable que si l’on a C < N , c’est a` dire x/D ≤ D1/2−η, et donc D ≥
x2/3+η , ceci pour assurer que les changements de signe de µ(n) ne seront pas compense´s
par ceux de γ(n, C). On remarque enfin (en prenant C = 1) que l’exemple de Selberg
ρn =
1+λ(n)
2
ne ve´rifie pas l’hypothe`se Cr.2 : la fonction de Moebius restreinte aux entiers
ayant un nombre pair de facteurs premiers est e´gale a` 1 ; on a ainsi e´vacue´ le phe´nome`ne
de parite´.
Utilisant l’hypothe`se Cr.2 (avec C = 1), on montre que
∑
c>z
y<d≤y′
= o(A(x)).
Le dernier paquet est traite´ de manie`re similaire, en e´changeant les roˆles des variables c
et d : pour faire apparaˆıtre la fonction de Moebius a` partir de Λ(c) on utilise la relation (2).
La de´composition (5) et les l’hypothe`ses Cr.1 et Cr.2 permettent en de´finitive de majorer
convenablement cette dernie`re somme. On obtient ainsi le the´ore`me suivant [FrI3] :
The´ore`me 2.7. — Soit {ρn} une suite de re´els positifs supporte´e par les entiers sans
facteur carre´. On suppose qu’on a une de´composition de la forme (5), la fonction g
ve´rifiant (6), et les majorations
A(x1/2)  A(x) log−2 x, et Ad(x)  g(d)A(x) uniforme´ment pour d ≤ x1/3.
On suppose aussi que g(d) ve´rifie (9) et que pour y → +∞
∑
d≤y
µ2(d)g(d) = c1 log y + c0 +O(log
−8 y),
pour certaines constantes c0, c1 avec c1 > 0. On suppose enfin que pour tout x assez grand
les hypothe`ses Cr.1 et Cr.2 sont ve´rifie´es pour un exposant de re´partition δ > 2/3 et
D = xδ.
Alors pour x→ +∞ on a l’e´galite´
∑
n≤x
Λ(n)ρn =
∏
p
(
1− g(p))(1− 1
p
)−1 × A(x) + o(A(x)).(18)
Si ρn n’est pas supporte´e par les entiers sans facteurs carre´s le the´ore`me pre´ce´dent
admet une variante ne´cessitant des hypothe`ses supple´mentaires techniques mais dont les
principales restent Cr.1 et Cr.2.
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3. E´QUIDISTRIBUTION DES RACINES D’UNE CONGRUENCE
QUADRATIQUE
Soit f(x) = aX2 + bX + c un polynoˆme a` coefficients entiers, irre´ductible et de degre´
2, soit ∆ := b2 − 4ac son discriminant. Notons, pour h et n des entiers ≥ 1
ρf(h;n) :=
∑
ν(mod n),
f(ν)≡0(mod n)
e(
hν
n
).
D’apre`s le crite`re d’e´quidistribution de Weyl, montrer le the´ore`me 1.1 revient a` montrer
que pour tout h ∈ Z− {0} on a∑
p≤x
ρf(h; p) = of,h(
x
log x
), pour x→ +∞.(19)
On applique le the´ore`me 2.3 a` la fonction ρn := ρf (h, n) et un petit miracle se produit :
la ve´rification des hypothe`ses (13), (14) se rame`ne a` un seul type de majoration sur la
suite (ρn) qui s’e´nonce comme suit [To, DFI] :
Proposition 3.1. — Soit 0 < |h| ≤ d ≤M . Alors pour tout η > 0, on a la majoration
Lh,d(M) :=
∑
m∼dM
m≡0(d)
ρf (h;m) = Of,η
(
(
d
M
)
1
4(η+1)M1+1/η
2
)
.
Preuve. — Cette majoration est difficile et nous n’en donnons qu’un vague aperc¸u dans
le cas ou` ∆ < 0. On rappelle d’une part que le groupe SL2(Z) agit par changement
line´aire des variables sur l’ensemble des formes quadratiques binaires αX2 + βXY + γY 2
de discriminant ∆, et que pour ∆ < 0, il existe une bijection SL2(Z)-e´quivariante qui va
des formes positives vers le demi-plan de Poincare´ H et qui est donne´e par
(αX2 + βXY + γY 2) → −β + i
√−∆
2γ
.
D’autre part, on a une correspondance (qui remonte a` Gauss [GA]) entre les solutions
de la congruence f(ν) ≡ 0(modn) et les repre´sentations de n par les diffe´rentes classes
d’e´quivalence de formes quadratiques positives a` coefficients entiers de discriminant ∆
sous l’action de SL2 (voir le lemme 4.4 dans la section suivante). Ces faits permettent
d’exprimer la somme Lh,d(M) en termes d’une se´rie de Poincare´ Ph(z) non-holomorphe,
relative au sous-groupe de congruence Γ0(ad) et a` la pointe ∞. Elle est e´value´e en des
points du demi-plan correspondant a` certaines classes de formes quadratiques entie`res de
discriminant ∆ modulo l’action de Γ0(a). Il faut recourir aux me´thodes profondes de la
“Kloostermanie” [DI], (de´veloppement spectral, de´veloppement de Fourier de la se´rie de
Poincare´ aux pointes et ultimement, majorations de sommes de sommes de Kloosterman)
pour borner uniforme´ment suivant l’entier d, cette se´rie. Pour plus de de´tails et pour le
cas des discriminants positifs, nous renvoyons a` [DFI, To].
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Il est clair que cette proposition suffit pour ve´rifier (13). Pour ve´rifier la condition (14),
on se rame`ne essentiellement a` estimer des formes biline´aires B(M,N) de la forme
∑
m∼M
αm
∑
n∼N
(m,n)=1
βnρf(h;mn) =
∑∑
n, α(mod n)
f(α)≡0(mod n)
βn
∑
m,
(m,n)=1
αm
∑
ν(mod mn),
ν≡α(n),f(ν)≡0(mn)
e(
hν
mn
),
avec 4MN ≤ x, w ≤M ≤ x1/3−. Par Cauchy-Schwarz on a
B(M,N)2  N log4N ×
∑
m1,m2
αm1αm2Bm1,m2(N)
avec
Bm1 ,m2(N) =
∑
(n,m1m2)=1
n∼N
∑∑
f(νj)≡0(nmj)
ν1≡ν2(n)
e(h(
ν1
m1n
− ν2
m2n
)).
Les termes diagonaux Bm1 ,m1(N) sont estime´s trivialement et contribuent a` B(M,N)2 par
O(MN2 log8MN). Pour m1 6= m2, m1, m2 et n sont premiers entre eux deux a` deux (m1
et m2 sont premiers) et on obtient
Bm1 ,m2(N) =
∑
(n,m1m2)=1
n∼N
∑
f(ν)≡0(nm1m2)
e(
h(m2 −m1)ν
m1m2n
)
qui est (a` un terme d’erreur admissible pre`s) la somme Lh(m2−m1),m1m2(N). On utilise
alors la proposition 3.1 car h(m2 −m1) ≤ m1m2 ≤ x2/3−2 ≤ N et ceci permet de ve´rifier
(14).
4. REPRE´SENTATION D’UN NOMBRE PREMIER PAR LE
POLYNOˆME X2 + Y 4.
Selon le the´ore`me de Fermat, un nombre premier impair p est repre´sente´ par le polynoˆme
X2 + Y 2 si et seulement si p ≡ 1(mod 4), p est alors la norme d’un entier de Gauss
z = a+ ib ∈ Z[i] qui engendre un ide´al premier de Z[i] et qu’on appellera nombre premier
de Gauss. On peut chercher les premiers de Gauss d’une forme particulie`re. Dans [FoI]
Fouvry et Iwaniec ont e´tudie´ les premiers de Gauss dont la partie imaginaire b fait partie
d’un ensemble d’entiers N fixe´ et ils de´montrent le the´ore`me ge´ne´ral suivant
The´ore`me 4.1. — Soit N ⊂ N un ensemble d’entiers assez dense (au sens qu’il existe
une constante A > 0 telle que pour x → +∞, on ait |N ∩ [1, x]|  x/ logA x). Alors, on
a, pour x→ +∞ l’e´quivalence asymptotique
∑
p≤x
log p
∑
a2+b2=p,
b∈N
1 '
∏
p
(
1− χ4(p)
p− 1
)× ∑
a2+b2≤x
b∈N
∏
p|b
(
1− χ4(p)
p− 1
)−1
,
ou` χ4 est le caracte`re non-trivial modulo 4.
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Cela signifie que les parties imaginaires des nombres premiers de Gauss sont har-
monieusement re´parties dans tout ensemble assez dense, en particulier prenant N l’ensem-
ble des nombres premiers, on obtient le the´ore`me 1.5. Friedlander et Iwaniec ont ensuite
e´tendu ce re´sultat a` l’ensemble des carre´s : cet ensemble est certes tre`s particulier mais
aussi beaucoup moins dense ce qui rend la preuve du the´ore`me 1.4 tre`s difficile.
Conside´rant un ensemble d’entiers N a priori quelconque, on cherche a` cribler la suite
A := {ρn :=
∑
a2+b2=n
z(b)},
ou` z est la fonction caracte´ristique de N . Pour de´tecter des nombres premiers on cherche
a` appliquer le the´ore`me 2.7 dont les hypothe`ses essentielles sont Cr.1 et Cr.2.
4.1. Re´partition des entiers de Gauss dans les progressions arithme´tiques
Dans cette section, nous expliquons comment on peut ve´rifier la majoration (12). Une
de´couverte tre`s surprenante, faite par Fouvry et Iwaniec, est que la suite (ρn) conside´re´e
a un exposant de re´partition extreˆmement e´leve´. On a
Ad(x) =
∑
a2+b2≤x
a2+b2≡0(mod d)
z(b),
et il est raisonnable d’espe´rer que Ad(x) est bien approche´e par
Md(x) =
1
d
∑
a2+b2≤x
ρ(b; d)z(b),
ou` ρ(b; d) est le nombre de solutions de la congruence α2 + b2 ≡ 0(mod d).
The´ore`me 4.2. — Soit N un ensemble d’entiers et posons N(x1/2) = |N ∩ [1, x1/2]|.
Alors pour tout  > 0 et tout D < x on a la majoration∑
d≤D
|Ad(x)−Md(x)|  N(x1/2)1/2x1/2+D1/4.
Si N est l’ensemble des carre´s, on a la majoration plus pre´cise suivante : soit g(n) la
fonction multiplicative, supporte´e par les entiers sans facteur carre´, de´finie par
g(p) =
1
p
(
1 + χ4(p)(1− 1
p
)
)
.
Posant alors rd(x) := Ad(x)− g(d)A(x), on a pour tout  > 0 et pour tout D < x,∑
d≤D
µ2(d)|rd(x)|  x9/16+D1/4.
Remarque 4.3. — Ce re´sultat signifie que si l’ensemble N est assez dense, pour tout
 > 0, 1−  est un exposant de re´partition pour la suite (ρn), et si N est l’ensemble des
carre´s, l’exposant devient 3/4−  ; ces deux valeurs sont optimales (dans le dernier cas on
a A(x) ' κx3/4). Remarquons aussi que, pour N l’ensemble des carre´s, la ve´rification de
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(9) pour la fonction g(d) re´sulte facilement de l’existence de la re´gion sans ze´ro “standard”
de la fonction L(χ4, s) associe´e au caracte`re de Dirichlet non-trivial d’ordre 4.
Preuve. — La preuve de cette proposition repose principalement sur une proprie´te´
d’espacement exceptionnel des fractions ν
d
(mod 1) ou` ν est racine de l’e´quation
ν2 + 1 ≡ 0(mod d).(20)
On utilise a` nouveau la correspondance entre les racines de l’e´quation pre´ce´dente et les
repre´sentations de d par la forme quadratique r2 + s2:
Lemme 4.4. — (Gauss) Il existe une bijection entre les racines ν(mod d) de la congruence
(20) et les repre´sentations de d de la forme
d = r2 + s2, (r, s) = 1, −s < r ≤ s.
Elle est donne´e par la congruence νs ≡ r(mod d). On a
ν
d
≡ r
sd
− r
s
(mod 1)
ou` r est l’inverse de r modulo s.
Notons que |r|/sd ≤ 1/2s2, si bien que ν
d
est proche d’un rationnel dont le de´nominateur
est petit (≤ d1/2). On en de´duit que les fractions { ν
d
(mod 1), ν2 + 1 ≡ 0(mod d),
8D ≤ d ≤ 9D}, dont les r correspondants ont meˆme signe, sont bien espace´es de 1/36D
modulo 1 : plus pre´cisement, notant || || la distance a` l’entier le plus proche, on a la
minoration 2
||ν1
d1
− ν2
d2
|| ≥ 1/36D pour ν1
d1
6≡ ν2
d2
(mod 1).
On en de´duit, par l’ine´galite´ du grand crible :
Proposition 4.5. — Pour toute suite (αn) de complexes, on a la majoration∑
d≤D
∑
ν2+1≡0(mod d)
∣∣∑
n≤N
αn e(
νn
d
)
∣∣2  (D +N) ∑
n≤N
|αn|2,(21)
ou` la constante implique´e dans le symbole de Vinogradov est absolue.
Nous passons a` la preuve du the´ore`me 4.2. On commence par remplacer (a` un terme
d’erreur admissible pre`s) la fonction caracte´ristique de l’intervalle [1, x] par une fonction
f ∈ C∞c (R) et on conside`re
Ad(f) :=
∑
b≤x
z(b)
∑
a
a2+b2≡0(mod d)
f(a2 + b2) =
∑
b
z(b)
∑
α(mod d)
α2+b2≡0(mod d)
∑
a
a≡α(mod d)
f(a2 + b2).
2En ge´ne´ral, deux rationnel distincts (mod 1) de de´nominateur ≤ D sont au mieux espace´s de 1/D2
modulo 1
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On applique la formule de Poisson a` cette expression
Ad(f) =
1
d
∑
b
z(b)ρ(b; d)
∫
R
f(t2 + b2)dt+
∑
k∈Z−{0}
1
d
∑
b
z(b)ρ(k, b; d)I(k, b; d),
avec
ρ(k, b; d) :=
∑
α(mod d)
α2+b2≡0(mod d)
e(
kα
d
), ρ(b; d) := ρ(0, b; d)
et
I(k, b; d) =
∫
R
f(t2 + b2) e(
tk
d
)dt.
Le premier terme correspondant a` la fre´quence k = 0 fournit le terme principal et n’est
autre que Md(f) alors que les fre´quences k 6= 0 donnent des termes d’erreur. Par ho-
moge´ne´ite´ ρ(k, b; d) vaut essentiellement
ρ(kb, 1; d) =
∑
ν2+1≡0(mod d)
e(
kbν
d
),
et ces termes peuvent eˆtre traite´s via l’ine´galite´ de grand crible (21).
4.2. Ve´rification de la condition Cr.2
On suppose a` pre´sent que z est la fonction caracte´ristique des carre´s. Dans cette section,
nous ve´rifions l’hypothe`se Cr.2 pour la suite (ρn) correspondante, via la proposition ci-
dessous et dont la preuve occupe 80 des 100 pages que compte [FrI2] !
Proposition 4.6. — Pour tout  > 0, et pour tout A > 0 la majoration (17) est satis-
faite uniforme´ment pour
1 ≤ C ≤ N1− et pour x1/4+ < N < x1/2 log−B(A) x,
ou` B(A) > 0 ne de´pend que de A.
Pour simplifier, nous ne conside´rons que le cas C = 1. Il s’agit d’estimer des sommes
de la forme
B(M,N) :=
∑
m
f(m1/2)|
∑
n∼N,(m,n)=1
µ(n)ρmn|, ou` MN ≤ 4x
et f(z) est une certaine fonction sur C, C∞, radiale, a` support compact contenu dans
la couronne {z ∈ C, |z| ∈]√M/2, 3√M [} et qui majore la fonction caracte´ristique de
l’intervalle [
√
M,
√
2M ] ; en outre on peut supposer que l’on a (n, 2) = 1 dans la somme
pre´ce´dente.
Ici, il est ne´cessaire de faire une incursion dans le domaine des entiers de Gauss Z[i].
Notons que d’apre`s la condition (m,n) = 1, une e´criture de mn comme somme de deux
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carre´s de´termine de manie`re presque unique (aux unite´s de Z[i] pre`s) des e´critures de m
et n comme sommes de deux carre´s et inversement. En d’autres termes, on a
ρmn =
1
16
∑
|w|2=m
∑
|z|2=n
(zz,2ww)=1
z(<ewz),
ou` les z, w sont dans Z[i] et le facteur 16 = 42 provient des 4 unite´s de Z[i]. Comme z
est premier a` 2, on peut supposer, quitte a` le multiplier par une unite´, qu’il de´signe un
entier de Gauss primaire, c’est-a`-dire qu’il ve´rifie
z := r + is ≡ 1(mod 2(1 + i)), et donc r ≡ 1(mod 2), s ≡ r − 1(mod 4).
Avec cette normalisation, z est de´termine´ comple`tement par son ide´al. On a alors
B(M,N) = 1
4
∑
w
f(w)|
∑∧
|z|2∼N,
(|z|2,|w|2)=1
µ(|z|2)z(<ewz)|,
avec βz := µ(|z|2) et
∑∧ signifiant que l’on somme sur des entiers de Gauss primaires.
Par de´coupage, on peut encore supposer que z est confine´ dans un petit secteur angulaire.
Quand βz := µ(|z|2) n’est pas nul, z est primitif au sens que (r, s) = 1. Par Cauchy-
Schwarz, on a
|B(M,N)|2 M
∑∧
z1,z2
βz1βz2
∑
w
(|w|2,|z1z2|2)=1
f(w)z(wz1)z(wz2) := M
∑∧
z1,z2
βz1βz2C(z1, z2).
Par un argument technique, on peut oublier la condition (|w|2, |z1z2|2) = 1 et imposer
la condition (z1, z2) = 1.
On utilise maintenant le fait que z(b) est la fonction caracte´ristique des carre´s. Notant
c21 = wz1 et c
2
2 = wz2, on peut parame´trer l’entier de Gauss w par le couple de carre´s
d’entiers (c21, c
2
2). On a
i∆w = c21z2 − c22z1, avec ∆ := ∆(z1, z2) = =mz1z2 = r1s2 − r2s1,
et comme w de´crit tous les entiers de Gauss, l’e´galite´ pre´ce´dente s’interpre`te sous la forme
de la congruence
c21z2 − c22z1 ≡ 0(mod ∆).
On a donc
C(z1, z2) =
∑∑∧
(c1,c2)∈Z2
c21z2≡c
2
2z1(mod ∆)
f(
c21z2 − c22z1
|∆| ).
On peut alors appliquer la formule de Poisson qui transforme l’expression pre´ce´dente en
1
|z1z2|1/2
∑
h1,h2
G(h1, h2)F (h1, h2)
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ou` G(h1, h2) est une sorte de somme de Gauss bidimensionnelle
G(h1, h2) =
1
|∆|
∑
α1,α2∈Z/|∆|Z
α21z2≡α
2
2z1(mod |∆|)
e(
h1α1 + h2α2
|∆| )
et F (h1, h2) est la transforme´e de Fourier
F (h1, h2) :=
∫∫
f(
z2
|z2|t
2
1 −
z1
|z1|t
2
2) e(h1t1 + h2t2)dt1dt2.
Au prix d’arguments de´licats, on montre3 que le terme principal provient des fre´quences
nulles h1 = h2 = 0. Alors G(0, 0) compte le nombre de solutions de la congruence α
2
1z2 ≡
α22z1(mod |∆|) donc par homoge´ne´ite´, se rame`ne a` la congruence α2 ≡ z1/z2(mod |∆|)
dans Z/∆Z (cette congruence a un sens, car z1/z2 est congru modulo ∆ a` un rationnel
dont le de´nominateur est premier a` ∆). On montre alors que C(z1, z2) peut eˆtre remplace´
par
C0,0(z1, z2) = 2fˆ(0)N
−1/2
∑
d|∆
d impair
φ(d)
d
(
z1/z2
d
)
log 2|z1z2
∆
|,
ou`
(z1/z2
d
)
est le symbole de Jacobi qui a donc un sens. Pour simplifier la suite de l’expose´,
on oubliera le facteur log 2| z1z2
∆
| et on est alors essentiellement ramene´ a` savoir majorer
des sommes de la forme
B(D,N) :=
∑
d impair
d∼D
∑∑∧
(z1,z2)=1
∆(z1,z2)≡0(mod d)
βz1βz2
(
z1/z2
d
)
,(22)
ou` les entiers zi = ri + isi sont primitifs, primaires, confine´s dans un secteur angulaire
et ve´rifient |zi|2 ∼ N . Notons que D peut prendre de tre`s grandes valeurs (D  N) si
bien qu’on doit analyser une somme dans des progressions arithme´tiques de tre`s grand
module (D n’a rien a` voir avec la variable D de la condition Cr.1). On de´coupe la somme
pre´ce´dente en trois parties suivant que
D ≤ X,(23)
X < D ≤ |∆|/X,(24)
D > |∆|/X,(25)
avec X = log1998 N : ce de´coupage est re´miniscent de la preuve “moderne” du the´ore`me de
Bombieri-Vinogradov [BFI] et aussi de la me´thode invente´e par Dirichlet pour le proble`me
des diviseurs. Chacune de ces trois parties ne´cessite une me´thode tre`s spe´cifique.
3au moins en moyenne sur z1, z2.
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4.3. Le cas des plus petits modules
On conside`re la zone (23). Par une astuce technique, on peut a` nouveau oublier la
condition (z1, z2) = 1 dans la de´finition de B(D,N). On a alors
B(D,N) '
∑
d
∑
ω(mod 4d)
(
ω
d
) ∑∑∧
z1≡ωz2(4d)
βz1βz2
=
1
Φ(d)
∑
χ
I(χ)|
∑
z
µ(|z|2)χ(z)|2
ou` χ parcourt les caracte`res de (Z[i]/4dZ[i])×, Φ(d) := |(Z[i]/4dZ[i])×| et
I(χ) =
∑
ω∈Z/4dZ
(
ω
d
)
χ(ω)
est une somme incomple`te. Dans la somme
∑∧
z
µ(|z|2)χ(z) on de´tecte la condition que
z est confine´ dans un secteur angulaire par un de´veloppement en se´rie de Fourier, ce qui
produit des sommes de la forme
Sχ,k :=
∑∧
|z|2∼N
µ(|z|2)χ(z)( z|z|)
k,
avc k ∈ Z, |k| ≤ exp(√logN). Rappelons que la somme porte sur des entiers de Gauss
primaires et que χ(z)( z
|z|
)k de´finit donc un caracte`re de Hecke ψ sur les ide´aux de Z[i]
par ψ(zZ[i]) = χ(z)( z|z|)
k. La somme Sχ,k est une somme partielle sur les coefficients de
l’inverse de la se´rie L du caracte`re de Hecke
L(ψ, s) =
∑
a
ψ(a)N(a)−s =
∏
p
(1− ψ(p)N(p)−s)−1.
La majoration cherche´e pour Sχ,k re´sulte de l’existence de re´gions sans ze´ros pour les fonc-
tions L(ψ, s). Elle est obtenue en adaptant la the´orie analytique classique des fonctions L
des caracte`res de Dirichlet ; en particulier, quand ψ est re´el, on a recours a` un analogue
du the´ore`me de Siegel. On obtient la majoration4: pour tout A,B > 0,
Sχ,k A,B N log−AN,
uniforme´ment pour d ≤ logB N et k ≤ exp(√logN). Ainsi on a exploite´ une premie`re
fois les oscillations de la fonction de Moebius.
4non effective si ψ est re´el
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4.4. Le cas des modules interme´diaires
Dans la zone (24), la the´orie des fonctions L des caracte`res de Hecke est incapable de
controˆler les oscillations de µ(|z|2)χ(z) et meˆme l’hypothe`se de Riemann ge´ne´ralise´e ne
permettrait de les controˆler correctement que pour d ≤ N 1/2/ log−B N . Pour e´viter toute
hypothe`se et suivant une technique re´miniscente du grand crible, on exploite la moyenne
sur les modules d ; on repasse en “coordonne´s carte´siennes” en e´crivant zi = ri + isi et la
somme B(D,N) se rame`ne essentiellement a` des sommes de la forme
B(D,R, S) =
∑
d∼D
∑
ri∼R
∑
si∼S
r1s2≡r2s1(d)
βr1+is1βr2+is2
(
r1r2
d
)
(26)
=
∑
d∼D
∑
a(mod d)
∣∣∑∑
r∼R,s∼S
r≡as(d)
βr,s
(
r
d
)∣∣2,
avec R, S ≤ N 1/2.
A` ce niveau, la de´finition des coefficients βr+is := βr,s n’a pas d’importance car les
compensations proviendront des oscillations du symbole de Jacobi
(
r
d
)
. On va obtenir5
des majorations, valables pour toute famille de complexes {βr,s}, de la forme
∑
d∼D
∑
a(mod d)
∣∣∑∑
r∼R,s∼S
r≡as(d)
βr,s
(
r
d
)∣∣2≤ ∆(R, S,D) ∑
r,s
|βr,s|2,
ou` ∆(D,R, S) ne de´pend que de D,R, S. Remarquons d’abord que la somme B(D,R, S)
est essentiellement syme´trique en R et S (quitte a` modifier les coefficients βr,s). En
effet par la congruence r ≡ as(d) on a βr,s
(
r
d
)
= βr,s
(
a
d
)(
s
d
)
:= β ′s,r
(
s
d
)
. On obtient
la majoration recherche´e en interpre´tant ∆(D,R, S) comme un majorant du carre´ de la
norme de l’ope´rateur hilbertien qui aux familles de complexes (βr,s)r∼R
s∼S
associe la famille
(αd,a) d∼D
a(mod d)
de´finie par
αd,a :=
∑∑
r∼R,s∼S
r≡as(d)
βr,s
(
r
d
)
.
Par dualite´, il suffit de montrer pour toute famille (αd,a) d∼D
a(mod d)
la majoration
∑ ∑
r∼R,s∼S
∣∣∑ ∑
d,a(d)
r≡as(d)
αd,a
(
r
d
)∣∣2≤ ∆(R, S,D) ∑
d,a
|αd,a|2.
Elle s’obtient en ouvrant le carre´, en intervertissant les sommations et en majorant (par
Polya-Vinogradov) la somme incomple`te de caracte`res
∑
r
(
r
d1d2
)
, et enfin en exploitant
5suivant la philosophie du grand crible.
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la syme´trie entre les variables r et s. On obtient une borne ∆(D,R, S) qui est admissible
pour notre proble`me de`s que X < D ≤ (RS)1/2−.
L’interversion du module. Pour traiter le cas des grands modules D ≥ (RS)1/2+, on
interpre`te la condition de congruence de (22), r1s2 ≡ r2s1(d), en termes du diviseur
comple´mentaire (cette astuce a e´te´ utilise´e dans d’autres contextes par Hooley et Fouvry
[Ho2, F2] par exemple). On a
|∆| = |r1s2 − r2s1| = dd′ =⇒ r1s2 ≡ r2s1(d′),(27)
si bien que pour d′ on a X ≤ d′ ≤ (RS)1/2−, et le symbole de Jacobi devient essentielle-
ment (
r1r2
d
)
=
(
r1r2
|∆|d′
)
=
(
r1r2
d′
)(
r1r2
|∆|
)
,
On utilise alors le lemme suivant dont la de´monstration repose principalement sur la loi
de re´ciprocite´ quadratique :
Lemme 4.7. — Soient z1, z2 primaires, primitifs, premiers entre eux et ve´rifiants r1r2 >
0. Alors on a l’e´galite´ (
z1/z2
∆
)
= [z1][z2], avec [z1] := i
r−1
2
(
s1
|r1|
)
.
Ce lemme transforme les sommes B(D,R, S) en sommes de la forme B ′(D′, R, S) avec
X < D′ ≤ N1/2/X et
B′(D′, R, S) :=
∑
d∼D
∑
a(mod d)
∣∣∑∑
r∼R,s∼S
r≡as(d)
βr,s[r + is]
(
r
d
)∣∣2,
Posant β ′r,s = [r + is]βr,s, on est ramene´ au cas pre´ce´dent. On dispose donc d’une majo-
ration convenable des sommes B(D,R, S) pour D ∈ [X, (RS)1/2−] ∪ [(RS)1/2+, RS/X].
Reste a` traiter la zone interme´diaire D ∈ [(RS)1/2−, (RS)1/2+].
Agrandissement du module. Dans cette zone, on agrandit artificiellement le module d graˆce
a` la remarque triviale que si p est premier p 6 |r, on a (r
d
)
=
(
r
dp2
)
. Cela permet de majorer
la somme B(D,R, S) en termes de sommes B(DP 2, R, S), si bien qu’en choisissant P
assez grand pour que DP 2 ≥ (RS)1/2+, on peut appliquer la me´thode pre´ce´demment
de´crite.
4.5. Les tre`s grands modules
La zone restante correspond aux grands modules (25) : on change le diviseur d en son
comple´mentaire ∆/d := d′ ≤ X de la manie`re explique´e en 4.4 (27) et par les arguments
de´crits dans la partie 4.3, on se rame`ne a` majorer des sommes de la forme (cf. 4.3 pour
les notations)
S˜χ,k :=
∑∧
|z|2∼N
µ(|z|2)χ(z)( z|z|)
k[z] :=
∑
n∼N
µ(n)λ˜χ,k(n)
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ou` χ est un caracte`re de (Z[i]/4d′Z[i])× et ou`
λ˜χ,k(n) =
∑∧
z,|z|2=n
χ(z)(
z
|z|)
k[z].
Cette fois, la torsion supple´mentaire par le symbole (dit de Jacobi-Kubota) [z] interdit
l’emploi des me´thodes de fonctions L de 4.3 : en effet la fonction λ˜χ,k(n) n’est plus
multiplicative et sa fonction L associe´e n’a pas de produit eule´rien. En fait le symbole [z]
est “presque” multiplicatif. On a le lemme suivant dont la preuve repose a` nouveau sur
la loi de re´ciprocite´ quadratique:
Lemme 4.8. — Soient z, w primaires et primitifs. Alors
[zw] = (z, w)[w][z]
(
z
w
)
, avec (z, w) = ±1 et
(
z
w
)
=
(<ezw
|w|2
)
.
En outre, le signe de (z, w) de´pend des positions relatives de z, w, zw dans l’un des quatre
quadrants du plan complexe. Le symbole
(
z
w
)
=
(
<ezw
|w|2
)
est appele´ symbole de Dirichlet et
est bien de´fini pour w primaire et primitif.
Remarque 4.9. — Le symbole de Dirichlet
(
z
w
)
peut eˆtre vu en termes du symbole de
Jacobi (sur les entiers “naturels”) de module q = |w|2. Si z = r+ is et ω ∈ Z est solution
de ω2 + 1 ≡ 0(mod q), alors on a (
z
w
)
=
(
r + ωs
q
)
.
Dans le traitement de S˜χ,k, c’est pre´cise´ment la non-multiplicativite´ de [z] que l’on
va exploiter. En effet, il existe pour la fonction µ(n) une identite´ combinatoire qui est
l’analogue de l’identite´ (16) pour la fonction Λ(n), elle rame`ne6 l’estimation de S˜χ,k a` celle
de formes line´aires
Lw(V ) =
∑∧
z,|z|2∼V
χ(z)(
z
|z|)
k[zw]
(avec w primaire et primitif), ou de formes biline´aires
B(U, V ) =
∑∧
w,|w|2∼U
∑∧
z,|z|2∼V
αwβzχ(wz)
(
wz
|wz|
)k
[zw], avec |αw|, |βz| ≤ 1.
Par le lemme pre´ce´dent et la remarque qui le suit, la premie`re somme vaut essentiellement
∑∧
z=r+is,|z|2∼V
χ(z)(
z
|z|)
k
(
s
|r|
)(
r + ωs
q
)
,
et la seconde prend la forme
∑∧
w,|w|2∼U
∑∧
z,|z|2∼V
α′wβ
′
z
(
z
w
)
.
6comme dans la preuve du the´ore`me 2.3.
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L’estimation de ces deux sommes est assez de´licate et se rame`ne via la remarque 4.9 a` des
majorations de sommes incomple`tes en des symboles de Jacobi (dans Z). On obtient en
de´finitive la majoration
S˜χ,k A,B N1−η,
pour un certain η > 0 absolu, et ce uniforme´ment pour d, |k| ≤ N η. Cette majoration est
suffisante pour conclure la preuve de la proposition 4.6.
Remarque 4.10. — Comme on le constate en comparant les hypothe`ses du the´ore`me
2.7 avec les majorations obtenues dans les propositions 4.2 et 4.6, les conditions Cr.1 et
Cr.2 sont satisfaites et de loin ! Par exemple, on obtient un exposant de re´partition proche
de 3/4 alors que 2/3 est suffisant. Il reste donc de la place pour d’autres applications.
En allant dans le sens d’une difficulte´ croissante, l’e´tape suivante consisterait a` e´tudier
la repre´sentabilite´ des nombres premiers par le polynoˆme X2 + Y 6 = X2 + (Y 3)2, en
prenant pour z la fonction caracte´ristique des cubes. L’exposant de re´partition de la
suite (ρn) est alors arbitrairement proche mais infe´rieur a` 2/3 (et c’est optimal !) ce qui
est juste en-dessous du seuil requis par le the´ore`me 2.7 (l’hypothe`se Cr.1) pour de´tecter
des nombres premiers. Des arguments combinatoires encore plus e´labore´s permettront
peut-eˆtre de diminuer ce seuil, quitte e´ventuellement a` abandonner l’e´quivalent (18) pour
une minoration. Pour ce qui est de l’hypothe`se Cr.2, les arguments devraient pouvoir
s’adapter, la de´tection des cubes se faisant cette fois-ci via le symbole cubique et en uti-
lisant la loi de re´ciprocite´ correspondante. Ceci laisse un bon espoir de traiter le cas
du polynoˆme X2 + Y 6 qui n’est pas tre`s e´loigne´7 du polynoˆme 4(Y 2)3 + 27X2 lequel
est le discriminant d’une courbe elliptique. La repre´sentabilite´ d’une infinite´ de nombres
premiers par ce dernier montrerait alors l’existence d’une infinite´ de courbes elliptiques
sur Q avec une seule place de mauvaise re´duction (de type multiplicative).
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