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Abstract 
Support vector regression (SVR) is one of the most popular 
machine learning algorithms aiming to generate the optimal 
regression curve through maximizing the minimal margin of 
selected training samples, i.e., support vectors. Recent re-
searchers reveal that maximizing the margin distribution of 
whole training dataset rather than the minimal margin of a 
few support vectors, is prone to achieve better generalization 
performance. However, the margin distribution support vec-
tor regression machines suffer difficulties resulted from solv-
ing a non-convex quadratic optimization, compared to the 
margin distribution strategy for support vector classification, 
This paper firstly proposes a maximal margin distribution 
model for SVR(MMD-SVR), then implementing coupled 
constrain factor to convert the non-convex quadratic optimi-
zation to a convex problem with linear constrains, which en-
hance the training feasibility and efficiency for SVR to de-
rived from maximizing the margin distribution. The theoreti-
cal and empirical analysis illustrates the superiority of MMD-
SVR. In addition, numerical experiments show that MMD-
SVR could significantly improve the accuracy of prediction 
and generate more smooth regression curve with better gen-
eralization compared with the classic SVR. 
 Introduction  
Support vector machine (SVM) is one of the most popular 
learning algorithms for regression/classification, which 
maximize the minimal margin of training samples to gener-
ate an optimal regression/classification boundary, giving 
rise to the excellent generalization performance (Drucker 
and Burges 1997; Vapnik 1995). Furthermore, optimizing 
the margin of SVM/SVR will lead to quadratic program-
ming (QP) following many efficient optimization algo-
rithms (Drucker and Burges 1997). Inspired by the training 
criterion of SVM i.e. maximal margin, many margin-based 
algorithms are proposed to improve the generalization capa-
bility in recent years (Smola and Schölkopf 2004; Zhang and 
Zhou 2014; Shen et al. 2015; Xu et al. 2015; Liu et al. 2015; 
Lajugie et al. 2014; Kontorovich and Weiss 2014).  
However, whether maximizing the minimal margin of 
training samples is the best way of exploring the margin the-
ory. Studies on overfitting resistance of Adaboost (Freund 
and Schapire 1995) indicate well the answer to this problem. 
Specifically, Schapire et al. reported that AdaBoost has a 
surprising superiority to resist overfitting (Schapire et al. 
1998); Breiman revealed that the essence for the anti-over-
fitting merit of Adaboost lies in maximizing the minimal 
margin (Breiman 1999). However, they fail to verify their 
assumption with the proper algorithm and experiment. Sev-
eral years later, Reyzin et al. improved successfully Ada-
boost with margin distribution replacing the original mini-
mal margin, getting the algorithm with better generalization 
capability (Reyzin and Schapire 2006). Recently, Gao and 
Zhou proved that maximizing the margin distribution, indi-
cating margin mean and variance, is a more natural repre-
sentation than only maximizing the minimal margin of train-
ing samples (Gao and Zhou 2013). Furthermore, Zhang and 
Zhou firstly applied margin distribution theory to SVM for 
classification, named large margin distribution machine 
(LMD) (Zhang and Zhou 2014), which endows classifier 
more generalization classification boundary than the canon-
ical SVM. 
As a main margin-based algorithm for regression, SVR 
absorbs extensive attention of researchers to enhance the 
generalization and noise resistance capabilities (Shao et al. 
2013; Peng 2010; Yang et al. 2014; Balasundaram and Tan-
veer 2013; Balasundaram and Gupta 2014). However, the 
optimal predictor of SVR often are depended on a few train-
ing samples (i.e., support vectors), and it is hard that the 
smoothness of regression curve can be guaranteed by prac-
tical samples for data set with high noise and outlier. Intui-
tively, margin distribution could characterize the nature of 
feature space intensively and comprehensively. Motivated 
by the margin distribution theory (Gao and Zhou 2013; 
Zhang and Zhou 2014), this paper proposes the maximal 
margin distribution SVM for regression, (MMD-SVR), 
which introduces the mean and variance of margin for train-
ing set as margin distribution. 
Actually, it should be pointed out that training MMD-
SVR will give rise to a non-convex quadratic optimization 
problem with quadratic constraints. It would only adopt the 
linear kernel for linear regression and not be able to handle 
non-linear data set if semi-definite programming (SDP) is 
used to relax the training model. Here, we convert the orig-
inal MMD-SVR model to a quadratic optimization problem 
by considering the geometric property of margin distribu-
tion in SVR, and then, linearizes all quadratic constraints by 
introducing relaxation with the coupled constrain factors; fi-
nally solves this QP model with linear constraints by an im-
proved dual coordinate descent method (Hsieh et al. 2008). 
Numerical experiments in synthetic and practical bench-
mark data sets demonstrate that margin distribution is a 
much better form to characterize the sample margin in re-
gression. 
Framework of Maximal Margin Distribution 
SVR 
Support Vector Regression Machine 
We denote the training set 
𝑺 = {(𝒙1, 𝑦1), (𝒙1, 𝑦1) … (𝒙𝑛, 𝑦𝑛)} 
where 𝒙𝑖 ∈ 𝑅
𝑑 are training instances and 𝑦𝑖 ∈ 𝑅 are the cor-
responding observation values. The target of regression is to 
learn a regression function, 𝑓(𝒙), to fit the real distribution 
of sample space, dependent on the training set 𝑺, and predict 
the observation value for any new instance 𝒙. SVR is a clas-
sic generalized linear regression method, which converts the 
non-linear regression in the function space to linear regres-
sion in the feature space by kernel mapping, i.e. 
𝑓(𝒙) = 𝝎 ⋅ ϕ(𝒙) + 𝑏 = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝑘(𝒙𝑖 , 𝒙)
𝑙
𝑖=1 + 𝑏, 
where 𝑘(𝒙𝑖 , 𝒙𝑗) = 𝜙(𝒙𝑖) ⋅ 𝜙(𝒙𝑗) represents the kernel 
mapping and 𝛼 are dual factors. SVR gives rise to the opti-
mal parameters by maximizing the minimal sample mar-
gin. 
According to the literature (Drucker and Burges 1997; 
Vapnik 1995), the margin, 𝜏𝑖, of SVR for sample (𝒙𝑖 , 𝑦𝑖) is 
defined as  
𝜏𝑖 =
|𝑓(𝒙𝑖)−𝑦𝑖|
‖𝝎‖
≤
𝜀
‖𝝎‖
                                  (1) 
where 𝝎 is the vector of regression coefficients in the fea-
ture space, and 𝜀 bound the margin tolerance. 
Maximizing the minimal margin defined by support vec-
tors which located on 𝜀 boundary line for SVR and applying 
a soft margin to improve the generalization performance 
will result in the following optimization problem: 
{
 
 
 
 min
1
2
‖𝝎2‖ + 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖
∗)𝑛𝑖=1
𝑠. 𝑡.
𝑦𝑖 − 𝑓(𝒙𝑖) ≤ 𝜀 + 𝜉𝑖
𝑓(𝒙𝑖) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
,                         (2) 
 
where 𝜉𝑖, 𝜉𝑖
∗ are the relaxation variables for sample (𝒙𝑖 , 𝑦𝑖) 
and represent to the residues of exceeding to the insensitive 
term 𝜀 in the upper and lower boundary of 𝑓(𝒙𝑖). Similar 
with SVM, SVR maximizes the 𝜀 insensitive region (mean 
maximum margin) margin to generate the regression func-
tion 𝑓(𝒙𝑖), which still is ordinary margin derived from sup-
port vectors, instead of the margin distribution of whole 
training set. 
Maximal Margin Distribution SVR 
Here we consider the elementary statistics, the mean and the 
variance of margin, for representing margin distribution 
(Zhang and Zhou 2014), then: 
{
𝜏𝑚 =
1
𝑛
∑ 𝜏𝑖
𝑛
𝑖=1 =
1
𝑛
∑
|𝑓(𝒙𝑖)−𝑦𝑖|
‖𝝎‖
𝑛
𝑖=1
𝜏𝑣 =
1
𝑛
∑ (𝜏𝑖 − 𝜏𝑗)
2𝑛
𝑖,𝑗=1 =
1
𝑛
∑
(|𝑓(𝒙𝑖)−𝑦𝑖|−|𝑓(𝒙𝑖)−𝑦𝑗|)
2
‖𝝎‖2
𝑛
𝑖,𝑗=1  
  (3) 
Taking the soft margin and 𝜀 insensitive loss into consider-
ation, according to (Gao and Zhou 2013; Zhang and Zhou 
2014), maximizing the margin distribution is equal to max-
imizing margin mean 𝜏𝑚 and minimizing margin variance 
𝜏𝑣 at the same time, which leads to the optimization problem 
(4): 
{
min 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖
∗)𝑛𝑖=1 − 𝜆1 ∗ 𝜏𝑚 + 𝜆2 ∗ 𝜏𝑣
𝑠. 𝑡.
𝑦𝑖 − 𝑓(𝒙𝑖) ≤ 𝜀 + 𝜉𝑖
𝑓(𝒙𝑖) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
.                  (4) 
The optimization problem (4) is a non-convex quadratic 
programming problem (QPP) due to the regular term of 𝜏𝑣, 
and is hard to be solved directly. Generally, the approach to 
solve these problems is to get the corresponding convex re-
laxation formula making the solving feasible by some meth-
ods, such as SDP and quadratic cone programming, etc. 
Nevertheless, these methods exist obvious shortcomings, for 
example, the computational cost is too large, and kernel 
mapping is no longer available for non-linear problems. 
Generally speaking, the illustration and the comparison 
canonical SVR with the proposed MMD-SVR could be 
given by Figure 1. Figure 1-a is the illustration of canonical 
SVR. The goal of canonical SVR is to cover all the data 
points concentrating in the belt region bounded by 𝜀-non-
sensitive functions, i.e., the region bounded by the two 
dashed lines. Figure 1-b is used to explain the MMD-SVR 
in an ideal situation, where the goal is to assemble all the 
data points lying exactly on the margin edges, i.e., the 
dashed lines, given by 𝜀-non-sensitive functions. Figure 1-c 
is the interpretation the MMD-SVR in most practical situa-
tions, where the goal is to compel data points concentrating 
in two narrow belt regions bounded respectively by two 
dashed lines, marked with shadow, located at both sides of 
𝑓(𝑥) and far away from 𝑓(𝑥) as much as possible within the 
𝜀 insensitive region. On each side, the narrow belt region is 
bounded by 𝜀 (lines 𝐿1 and 𝐿4) and margin variance (lines 
𝐿2 and 𝐿3). For the sake of mathematical convenience, the 
solid lines are denoted as 𝜇𝜀 (0 ≤ 𝜇 ≤ 1), which are cen-
tered in both margin regions respective, corresponding to 
the margin mean.  
Figure 1: Illustration of MMD-SVR 
Maximal Margin Distribution SVR with Cou-
pled Constraints 
Transformation of Maximal Margin Distribution 
SVR 
THEOREM 1: Maximizing margin mean and minimizing 
margin variance within the 𝜀 regions for MMD-SVR can 
be transformed to the following optimization problem (5). 
{
  
 
  
 min
1
2
‖𝝎‖2 + 𝐶1∑ (𝜉𝑖 + 𝜉𝑖
∗)𝑛𝑖=1 + 𝐶2∑ 𝜍𝑖
𝑛
𝑖=1
𝑠. 𝑡.
𝑦𝑖 − 𝑓(𝒙𝑖) ≤ 𝜀 + 𝜉𝑖
𝑓(𝒙𝑖) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
(𝑓(𝒙𝑖) − 𝑦𝑖)
2 ≥ (2𝜇 − 1)2 ∗ 𝜀2 − 𝜍𝑖
𝜉𝑖 ≥ 0, 𝜉𝑖
∗ ≥ 0, 0 ≤ 𝜍𝑖 ≤ (2𝜇 − 1) ∗ 𝜀 
       (5) 
where 𝜇 (0 ≤ 𝜇 ≤ 1) is a constant, (2𝜇 − 1)𝜀 is the inner 
boundary of margin regions (i.e., 𝐿2 and 𝐿3 in figure 1-c), 
and 𝜍𝑖 are the penalty term for sample (𝒙𝑖 , 𝑦𝑖) which goes 
beyond the inner boundary of any margin region (S2 re-
gion in figure 1-c). 
Proof: For any sample (𝒙𝑖 , 𝑦𝑖), its margin, 𝜏𝑖, is defined 
as: 
𝜏𝑖 =
|𝑓(𝒙𝑖)−𝑦𝑖|
‖𝝎‖
. 
Due to Eq. (4), the mean and variance of margin for train-
ing set 𝑆 are:  
𝜏𝑚 =
1
𝑛
∑
|𝑓(𝒙𝑖)−𝑦𝑖|
‖𝝎‖
≤
1
𝑛
𝑛∗𝜀
‖𝝎‖
𝑛
𝑖=1 =
𝜀
‖𝝎‖
, 
𝜏𝑣 =
1
𝑛
∑ (𝜏𝑖 − 𝜏𝑗)
2𝑛
𝑖,𝑗=1 =
1
𝑛
∑
(|𝑓(𝒙𝑖)−𝑦𝑖|−|𝑓(𝒙𝑗)−𝑦𝑗|)
2
‖𝝎‖2
𝑛
𝑖,𝑗=1 ≥ 0. 
In ideal situation, maximizing the margin mean and mini-
mizing the margin variance will ideally lead to: 𝜏𝑚 =
𝜀
‖𝝎‖
 
and 𝜏𝑣 = 0, which indicate that in ideal situation, 𝜏𝑖 =
𝜀
‖𝝎‖
, 
as shown in figure 1-b, where all samples are distributed on 
the boundary lines determined by the 𝜀 insensitive loss func-
tion instead of just support vectors in canonical SVR. Fol-
lowing the 𝐿2 regularization of maximizing minimal margin 
for the canonical SVR, maximizing 𝜏𝑚 is equivalent to min-
imizing 
1
2
‖𝝎‖2, under the condition of all training samples 
located on the ε-boundaries.  
However, as shown in figure 1-c, for most practical situ-
ations, due to the non-uniform sampling in sample space and 
noise existence, 𝜏𝑚 and 𝜏𝑣 only will approach, but not equal, 
to 
𝜀
‖𝝎‖
 and 0, respectively.typically, for the specific 𝜇ε in 
figure 1-c ,it can be derived: τm =
𝜇ε
‖ω‖
 and τv = (
(1−𝜇)ε
‖ω‖
)
2
. 
Furthermore, we consider the Soft-margin of MMD-SVR to 
tolerate the outliers.  
The margin mean gives rise to the following constraints:  
min
1
2
‖𝝎‖2 
and the soft constraints for margin variance give rise to the 
following constraints: 
{
 
 
 
 
𝑦𝑖 − 𝑓(𝒙𝑖) ≤ 𝜀 + 𝜉𝑖
𝑓(𝒙𝑖) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
𝜉𝑖 ≥ 0, 𝜉𝑖
∗ ≥ 0
(𝑓(𝒙𝑖) − 𝑦𝑖)
2 ≥ (2𝜇 − 1)2 ∗ 𝜀2 − 𝜍𝑖
0 ≤ 𝜍𝑖 ≤ (2𝜇 − 1) ∗ 𝜀
. 
Hence, considering the objective function and constraints 
together, we have the optimization problem (5). THEOREM 
1 is proved. ■ 
Obviously, the optimization of practical maximal margin 
distribution will form two “suitable” margin regions located 
inside of the two 𝜀 boundary lines and on both sides of re-
gression function 𝑓(𝑥). The canonical SVR optimizes the 
margin by adjusting the position of ε boundaries to make 
sure most of the samples located within the region bounded 
the ε insensitive boundaries, which leads to a convex quad-
ratic optimization within the closed set as shown in figure 1-
a. However, the proposed MMD-SVR tunes the margin 
mean and variance of training samples to guarantee most of 
the samples located in two margin regions as shown shadow 
belts (S1 and S3) in Figure 1-c. Explicitly, MMD-SVR will 
derive a non-convex optimization due to the coupled margin 
regions, which is extremely hard to solve in the area of not 
infeasible. The rest part of this paper will be devoted to ad-
dressing how to conquer the non-convex optimization of 
MMD-SVR. 
 
Relaxation MMD-SVR with Coupled Constraint 
Variables 
For the non-convex optimization problem (5), it is feasible 
to consider the MMD-SVR as two coupled constraint SVRs 
corresponding to the two margin regions. Hence, some cou-
pled constraint variables are introduced to convert the non-
convex optimization problem (5) to a convex quadratic op-
timization problem with linear constraints. The converted 
optimization problem is as follows: 
{
 
 
 
 
 
 
 
 min
1
2
‖𝝎‖2 + 𝐶1∑ (𝜉𝑖 + 𝛿𝑖
∗)𝑛𝑖=1 + 𝐶2∑ (𝛿𝑖 ∗ 𝜉𝑖
∗)𝑛𝑖=1
𝑠. 𝑡.
𝐿1:    𝑦𝑖 − (𝑓(𝒙𝑖) + 𝜇ε) ≤ (1 − 𝜇)𝜀 + 𝜉𝑖
𝐿2:    (𝑓(𝒙𝑖) + 𝜇ε) − 𝑦𝑖 ≤ (1 − 𝜇)𝜀 + 𝜉𝑖
∗
𝐿3:    𝑦𝑖 − (𝑓(𝑥𝑖) − 𝜇ε) ≤ (1 − 𝜇)𝜀 + δ𝑖
𝐿4:    (𝑓(𝒙𝑖) − 𝜇ε) − 𝑦𝑖 ≤ (1 − 𝜇)𝜀 + 𝛿𝑖
∗
 𝜉𝑖
∗ + δ𝑖 ≥ 2(2𝜇 − 1)𝜀
𝜉𝑖 , 𝜉𝑖
∗ ≥ 0, δ𝑖, 𝛿𝑖
∗ ≥ 0
      (6) 
where 𝐿1 and 𝐿4 restrict the samples of training set to the in-
terior of closed region bounded by ε  boundaries arising 
from ε-insensitive loss function, and the 𝜉𝑖, 𝛿𝑖
∗ are the pen-
alty terms for 𝐿1 and 𝐿4 with the soft margin, which are sim-
ilar with those relaxation factors in the canonical SVR; 𝐿2 
and 𝐿3, named coupled constraints, which restrict samples 
to the exterior of the middle irrelevant region generated by 
margin variance boundaries with (2𝜇 − 1)𝜀 width (S2 re-
gion in Figure 1-c), those two constraints are coupled with 
each other for punishing samples in opposite margin regions, 
that is, one margin region considers the “good” samples in 
its opposite margin region as outliers. Constraint pairs, (𝐿1,
𝐿2)  and (𝐿3, 𝐿4)  generate respectively two symmetrical 
margin regions on both sides of 𝑓(𝑥), centered on the mar-
gin mean 𝜏𝑚  and bounded by ε  boundaries and 𝜏𝑣  (as 
shown the shadow regions in figure 1-c). However, the pen-
alty terms of 𝜉𝑖
∗and δ𝑖  may produce partial overlap in the 
feasible regions bounded by (𝐿1, 𝐿2), and (𝐿3, 𝐿4), respec-
tively, i.e., the large 𝜉𝑖
∗ perhaps allow samples to locate in 
the margin region S3 bounded by 𝐿3 and 𝐿4, due to the ex-
istence of coupled constraints 𝐿2 and 𝐿3. Samples fall into 
this kind of overlap region, i.e., S1 for δ𝑖, S3 for 𝜉𝑖
∗ in Figure 
1-c should not be punished. Hence, we introduce the coupled 
constraint factors, i.e., 𝛿𝑖 ∗ 𝜉𝑖
∗, to eliminate the influence of 
these undesirable penalties and, meanwhile, to make sure 
that outliers located in the region bounded by 𝐿2 and 𝐿3are 
punished. Notice that ξi
∗ + δi is equal to 2(2μ − 1)ε when 
the sample (𝒙𝑖 , 𝑦𝑖) locates in the (𝐿2,  𝐿3)region; otherwise, 
𝜉𝑖
∗ + δ𝑖  should be larger than 2(2𝜇 − 1)𝜀. Hence, we im-
pose the fifth constraint, 𝜉𝑖
∗ + δ𝑖 ≥ 2(2𝜇 − 1)𝜀. 
 
THEOREM 2: The term of coupled constraint factors 
∑ (𝛿𝑖 ∗ 𝜉𝑖
∗)𝑛𝑖=1  gives rise to the minimal value when the opti-
mization problem (5) is optimal. 
Proof: The training samples can be classified into two 
classes depend on their relative positions in the feature space: 
the first class contains those samples locating in the margin 
region or beyond the 𝜀 insensitive line. For those samples of 
the first class, generally, assuming the sample (𝒙𝑖 , 𝑦𝑖) is lo-
cated in the (𝐿1, 𝐿2) region, according to the KKT condition, 
𝜉𝑖
∗ = 0 and 𝛿𝑖 ≥ 0 hold, when the optimization problem (6) 
is optimal; otherwise, if it is located in the (𝐿3, 𝐿4) region, 
optimal solutions of the optimization problem (6) make both 
𝜉𝑖
∗ ≥ 0 and 𝛿𝑖 = 0 hold. Hence, the coupled constraint fac-
tors 𝛿𝑖 ∗ 𝜉𝑖
∗ = 0 hold naturally for samples of the first class. 
The second class contains those samples locating in the 
(𝐿2, 𝐿3) region, for example, the green stars in Figure 1-c. 
Notice that the width of the penalty region (𝐿2,  𝐿3) is equal 
to 2(2𝜇 − 1)𝜀, i.e., S2 shown in Figure 1-c. For those sam-
ples of the second class, according to the KKT condition, 
when the optimization problem (6) is optimal, we have 
𝜉𝑖
∗ ≥ 0, 𝛿𝑖 ≥ 0, and 𝜉𝑖
∗ + 𝛿𝑖 = 2(2𝜇 − 1)𝜀. 
Then, it turns out 
0 ≤ 𝛿𝑖 ∗ 𝜉𝑖
∗ ≤
(𝛿𝑖+𝜉𝑖
∗)
2
2
= 2(2𝜇 − 1)2𝜀2. 
The coupled constraint factor 𝛿𝑖 ∗ 𝜉𝑖
∗ acquires maximum if 
and only if 𝛿𝑖 = 𝜉𝑖
∗ = (2𝜇 − 1)𝜀. And notice that 𝜉𝑖
∗ can be 
represented as 𝜉𝑖
∗ = 2(2𝜇 − 1)𝜀 − 𝛿𝑖, then 
𝛿𝑖 ∗ 𝜉𝑖
∗ = 𝛿𝑖 ∗ (2(2𝜇 − 1)𝜀 − 𝛿𝑖) 
𝛿𝑖 ∗ 𝜉𝑖
∗ = 𝛿𝑖 ∗ (2(2𝜇 − 1)𝜀 − 𝛿𝑖) = −(𝛿𝑖 − (2𝜇 − 1)𝜀)
2 +
(2𝜇 − 1)2𝜀2. 
It is easy to know that when 𝛿𝑖 increases from 0 to (2𝜇 −
1)𝜀, 𝛿𝑖 ∗ 𝜉𝑖
∗  increases monotonously from 0 to (2𝜇 − 1)2𝜀2. 
Then we have 
𝛿𝑖 ∗ 𝜉𝑖
∗ = 𝑘𝑖𝜍𝑖 
Following the KKT condition, we can get the equivalent 
representation for quadratic constraint term of formula 5: 
𝜍𝑖 = (2𝜇 − 1)
2 ∗ 𝜀2− (𝑓(𝒙𝑖) − 𝑦𝑖)
2  
 = (2𝜇 − 1)2 ∗ 𝜀2− ((2𝜇 − 1)𝜀 − 𝑟𝑖)
2
   
Where 𝑟𝑖 is the penalty term for sample (𝒙𝑖 , 𝑦𝑖) in (𝐿2, 𝐿3) 
region, so 𝑟𝑖 = 𝑚𝑖𝑛 (𝛿𝑖, 𝜉𝑖
∗), and assume 𝑚𝑖𝑛(𝛿𝑖 , 𝜉𝑖
∗) = 𝛿𝑖, 
then 
𝛿𝑖 ∗ 𝜉𝑖
∗ = 𝜍𝑖 
Jointing with the situations of both the first and the second 
classes, THEOREM 2 is proved. 
Model Solving 
The Lagrangian of the minimal optimization problem (6) 
takes the following form: 
𝐿(𝜔, 𝜉, 𝜉∗, δ, δ∗, 𝜃) =  
1
2
𝜔𝑇𝜔 + 𝐶1∑ (𝜉𝑖 + 𝛿𝑖
∗)𝑛𝑖=1
+𝐶2∑ (𝛿𝑖 ∗ 𝜉𝑖
∗)𝑛𝑖=1
−∑ 𝛼𝑖((1 − 𝜇)𝜀 + 𝜉𝑖 −  𝑦𝑖 + (𝑓(𝒙𝑖) + 𝜇ε))
𝑛
𝑖=1
−∑ 𝛼𝑖
∗((1 − 𝜇)𝜀 + 𝜉𝑖
∗ − (𝑓(𝒙𝑖) + 𝜇ε) + 𝑦𝑖)
𝑛
𝑖=1
−∑ 𝛽𝑖((1 − 𝜇)𝜀 + δ𝑖 − 𝑦𝑖 + (𝑓(𝒙𝑖) − 𝜇ε))
𝑛
𝑖=1
−∑ 𝛽𝑖
∗((1 − 𝜇)𝜀 + 𝛿𝑖
∗ − (𝑓(𝒙𝑖) − 𝜇ε) + 𝑦𝑖)
𝑛
𝑖=1
+∑ 𝜓𝑖(𝜉𝑖
∗ + δ𝑖 + 2 ∗ (2𝜇 − 1)𝜀)
𝑛
𝑖=1
−∑ (𝜆𝑖𝜉𝑖 + 𝜆𝑖
∗𝜉𝑖
∗ + 𝜂𝑖𝛿𝑖 + 𝜂𝑖
∗𝛿𝑖
∗)𝑛𝑖=1
.      (7) 
By setting the partial derivations of 𝜔, 𝜉, 𝜉∗, δ, δ∗, 𝜃 to zero, 
primal variables 𝜔, 𝜉, 𝜉∗, δ, δ∗, 𝜃 can be represented by dual 
factors, such as 𝛼, 𝛼∗, 𝛽, 𝛽∗, 𝜓. By substituting the dual form 
of 𝛼, 𝛼∗, 𝛽, 𝛽∗, 𝜓 to the Lagrangian 𝐿(𝜔, 𝜉, 𝜉∗, δ, δ∗), we get 
the dual optimization problem of the primal problem (6) as 
followings: 
{
 
 
 
 
 
 
 
 min
𝜶,𝜶∗,𝜷,𝜷∗
1
2
(𝜶 − 𝜶∗ + 𝜷 − 𝜷∗)𝑇𝜙(𝑿)𝑇𝜙(𝑿)(𝜶 − 𝜶∗ + 𝜷 − 𝜷∗)
−(𝜶 − 𝜶∗ + 𝜷 − 𝜷∗)𝑇𝒀 +
1
𝐶2
(𝜶∗ + 𝝍)𝑇(𝜷 + 𝝍)
         +(𝜶∗ + 𝜷 + 2𝝍)𝑇(1 − 2𝜇)𝜀𝑰                                 (8)  
 
𝑠. 𝑡.       0 ≤  𝜶, 𝜷∗ ≤ 𝐶1                                                  
 0 ≤ 𝜶∗ +𝝍,𝜷 + 𝝍 ≤ 𝐶2                             
𝜶∗ ≥ 0, 𝜷 ≥ 0,𝝍 ≥ 0                                  
 
The problem (8) is quadratic optimization with linear and 
box constraints. According to (Hsieh et al. 2008), generally 
speaking, the problem (8) could be solved by dual coordi-
nate descent method. Hence, we only need to develop an im-
proved method to deal with coupled constraint variables. 
Specifically, one of the variables is selected to minimize 
while the other variables are kept as constants at each itera-
tion. Assume the current optimization variable is 𝛼𝑖 , we 
have 
{
𝑓(𝛼𝑖 + 𝑡) =  
1
2
𝜙(𝒙𝑖)
𝑇𝜙(𝒙𝑖)𝑡
2 +
𝜕𝑓(𝛼𝑖)
𝜕𝛼𝑖
𝑡 + 𝑓(𝛼𝑖)
𝑠. 𝑡.   0 ≤  𝛼𝑖 ≤ 𝐶1 
  .      (9) 
As the derivations 
𝜕𝑓(𝛼𝑖)
𝜕𝛼𝑖
 independent on 𝑡, then Eq. (9) can 
be considered as a quadratic function of 𝑡. Based on the the-
ory of optimization, min
𝑡
𝑓(𝛼𝑖 + 𝑡) will give rise to the op-
timal solution in conditions of 
d𝑓(𝛼𝑖+𝑡)
d𝑡
= 0  and 𝜙(𝒙𝑖) ⋅
𝜙(𝒙𝑖) = 𝑘(𝑥𝑖 , 𝑥𝑖). Then we have: 
 𝑡𝑜𝑝𝑡 =
𝜕𝑓(𝛼𝑖)
𝜕𝛼𝑖
𝑘(𝒙𝑖,𝒙𝑖)
. 
Due to the box constraint 0 ≤  𝛼 ≤ 𝐶1 , the minimizer of 
Eq. (9) leads to a closed-form solution: 
𝛼𝑖
𝑛𝑒𝑤 = 𝑚𝑖𝑛 (𝑚𝑎𝑥(𝛼𝑖 − 𝑡𝑜𝑝𝑡 , 0), 𝐶1).              (10) 
The optimization of variable 𝜷∗ is similar to 𝜶. Furthermore, 
the optimization for the variable 𝜶∗and 𝜷 is a little different 
with 𝜶 for upbound of box constraint dependent on the aux-
iliary 𝜓. 
0 ≤ 𝛽𝑖
𝑛𝑒𝑤 ≤ 𝐶2 − 𝜓. 
To make sure that 𝛽𝑖
𝑛𝑒𝑤 is feasible, we have: 
 𝛽𝑖
𝑛𝑒𝑤 = sup
𝑘
(𝛽𝑖 − 𝑡𝑜𝑝𝑡 ∗ 𝜐
𝑘) ≤ 𝐶2 − 𝜓,           (11) 
where 0 < 𝜐 ≤ 1, 𝑘 ∈ 𝑁. 
The auxiliary variable, 𝜓, can be solved in the feasible 
region by Newton’s method, i.e., 
𝑓(𝜓𝑖 + 𝑡) =  
1
𝐶2
𝑡2 +
𝜕𝑓(𝜓𝑖)
𝜕𝜓𝑖
𝑡 + 𝑓(𝜓𝑖), 
𝑡𝑜𝑝𝑡 =
𝐶2
𝜕𝑓(𝛼𝑖)
𝜕𝛼𝑖
2
, 
𝜓𝑖
𝑛𝑒𝑤 = sup
𝑘
(𝜓𝑖 − 𝑡𝑜𝑝𝑡 ∗ 𝜐
𝑘 ≤ 𝐶2 −max(𝛼
∗, 𝛽),          (12) 
where 0 < 𝜐 ≤ 1, 𝑘 ∈ 𝑁. 
Experiments 
Experimental Settings 
In this section, we empirically check the performance of 
MMD-SVR on several data sets, including six synthetic data 
sets and nine practical data sets. Both experiments on syn-
thetic data sets and practical data sets are implemented with 
5-fold cross-validation and repeated 10 times independently. 
Each attribute of data sets is normalized into the interval [-
1, 1]. To compare the performance of our proposed MMD-
SVR, the coefficient of determination denoted as 𝑅2, is used 
as a comparison criterion, i.e., which is defined as follows 
(Kvalseth 1985): 
𝑅2 = 1 − (
𝑚𝑒𝑑(|𝑦𝑖−𝑓(𝑥𝑖)|)
𝑚𝑎𝑑(𝑦𝑖)
)
2
 , 𝑚𝑎𝑑(𝑦𝑖) = 𝑚𝑒𝑑(|𝑦𝑖 −𝑚𝑒𝑑(𝑦𝑖)|). 
We compared MMD-SVR with canonical SVR (Drucker 
et al. 1997) and ε-twin support vector machine for regres-
sion (ETSVR) (Shao et al. 2013), gauss process of machine 
learning (GPML) (Blake and Merz 1998) and robust least 
squares support vector machine for regression (RLS-SVM) 
(Yang et al. 2014). All the parameters of MMD-SVR, ca-
nonical SVR, ETSVR, GPML, and RLS-SVM are selected 
by 5-fold cross validation from their finite parameter sets. 
For RLS-SVM and canonical SVR, the parameter 𝐶 is se-
lected from {20, 21, 22, ⋯ , 29}  (Balasundaram and Gupta 
2014). For ETSVR, the parameters 𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝜀1  and 𝜀2 
are selected from the set of {2−8, 2−7, 2−6, ⋯ , 28} . For 
MMD-SVR, the parameters 𝜇 , 𝐶1  and 𝐶2  are selected 
{0.5, 0.6, 0.7,⋯ , 1} for 𝜇and {5, 10, 15,⋯ , 30} for last two, 
respectively.  For MMD-SVR, canonical SVR, ETSVR, 
GPML and RLS-SVM, the width of the RBF kernel is se-
lected {2−4𝛿, 2−3𝛿, 2−2𝛿,⋯ , 25𝛿}, where δ is the average 
distance between the instances. For GPML, the optimal pa-
rameters of mean and covariance functions are selected by 
the conjugate gradients algorithm with 100 iterations.  
 
Comparison results on Synthetic Dataset 
 
There are six benchmark functions which are selected from 
(Peng 2010; Balasundaram and Tanveer 2013; Bal-
asundaram and Gupta 2014). The comparison results are 
listed in Table 1. 200 samples are generated randomly ac-
cording to their definition domains, and training samples are 
mixed with Gaussian noise with 0 mean and 0.12 variance. 
From Table 1, we can observe that MMD-SVR gets the big-
gest 𝑅2 on three testing problems and obtains the biggest av-
erage 𝑅2 for all testing problems. The numbers of win cases 
of MMD-SVR, with respect to SVR, ETSVR, GPML, RLS-
SVM, are 6, 5, 3 and 2, respectively. The win/tie/loss counts 
show also that MMD-SVR is very competitive to all com-
pared methods.  
 
Comparison results on Real Benchmark Datasets 
Here, data sets Auto MPG, Concrete CS, Yacht hydrody-
namics, Boston housing, and Wine quality red are UCI data 
sets (Blake and Merz 1998), the data sets Chwirut1, Nelson, 
Baby fat and Gauss3 are downloaded from 
http://www.itl.nist.gov/div898/strd/nls/main.shtml. All the 
data sets are commonly used in test machine learning algo-
rithms. Moreover, the comparison results are listed in Table 
2. Obviously, MMD-SVR outperforms all compared meth-
ods. MMD-SVR gets the biggest 𝑅2 on 6 datasets and ob-
tains the biggest average 𝑅2 . Moreover, MMD-SVR per-
forms significantly better than SVR, ETSVR, GPML, RLS-
SVM on data sets with the number of 7, 6, 6 and 7, respec-
tively. In addition, the win/tie/loss counts show that MMD-
SVR is very competitive. 
 
Here, the results corresponding to the biggest 𝑅2  of each 
benchmark function is bolded. /•  indicates that the perfor-
mance is significantly better/worse than SVR (paired t-test 
at a 95% significance level). The win/tie/loss counts for 
MMD-SVR are summarized in the last rows.
Table 1: Comparison on benchmark functions 
Data set SVR ETSVR GPML RLS-SVM MMD-SVR 
Function1 0.7758±0.1148 0.9997±6.4793e-04•  0.9999±7.4492e-05•  1.0000±4.5193e-08•  1.0000±3.9799e-08•  
Function2 0.9240±0.0270 0.9986±7.4793e-04•  0.9994±4.5716e-04•  1.0000±3.0487e-06•  1.0000±2.1939e-06•  
Function3 0.8340±0.0971 0.9961±0.0028•  0.9999±8.0106e-05•  1.0000±1.6571e-07•  1.0000±6.1949e-06•  
Function4 0.9373±0.0329 0.9814±0.0175•  0.9436±0.1259 1.0000±2.0433e-05•  0.9999±4.5502e-05•  
Function5 0.2205±0.2087 0.9890±0.0033•  -0.1467±0.3370  0.9955±0.0010•  0.9988±5.7786e-04•  
Function6 0.9735±0.0107 0.9966±0.0020•  1.0000±1.0563e-09•  0.9993±3.6424e-04•  0.9990±6.9105e-04•  
Ave. 𝑅2 0.7775 0.9936 0.7994 0.9991 0.9996 
win/tie/loss 6/0/0 5/1/0 3/2/1 2/3/1  
 
Table 2: Comparison on benchmark data sets 
Data set SVR ETSVR GPML RLS-SVM MMD-SVR 
Auto MPG 0.9494±6.4415e-04 0.9461±2.4404e-04  0.9276±0.0012  0.8580±0   0.9595±7.9565e-04•  
Concrete CS 0.8793±0.0220 0.9073±0.0229 0.8847±0.0252 0.9145±0.0269 0.9431±0.0086•  
Yacht H.D. 0.4186±0.1133 0.9279±0.0294•  0.9988±6.5226e-04•  0.8154±0.0689•  0.9963±9.2792e-04•  
Bodyfat 0.9671±0.0061 0.9944±0.0017•  0.9996±1.5680e-04•  0.6863±0.0646  0.9882±0.0038•  
Wine QE 0.8764±0.0130 0.9027±0.0123•  0.8487±0.0225  0.6318±0.1433  0.8976±0.0188 
Chwirut1 0.9359±0.0025 0.9582±5.7596e-04•  0.9608±1.2413e-16•  0.9790±1.2413e-16•  0.9810±0.0011•  
Gauss3 0.9917±3.6714e-04 0.9928±1.6800e-04•  0.9938±0.0033 0.9973±1.2413e-16•  0.9984±2.1056e-04•  
Boston H. 0.9418±0.0016 0.9435±7.3863e-04 0.9227±0.0036  0.8298±1.2413e-16  0.9529±9.0945e-04•  
Nelson 0.6546±0.2502 0.6903±0.2778 0.7247±0.2439 0.7433±0.1346 0.8188±0.1972 
Ave. 𝑅2 0.8461 0.9181 0.9179 0.8284 0.9484 
win/tie/loss 7/2/0 6/2/1 6/1/2 7/2/0  
Conclusion 
In this paper, we work on SVM for regression problems by 
maximizing the margin distribution and propose maximal 
margin distribution support vector regression (MMD-SVR), 
which maximizes the margin distribution with the whole 
training set, and then we propose the convex relaxation 
solver for the non-convex QCQP generated by MMD-SVR.  
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