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1. INTRODUCTION 
In a recent paper in this Journal, Knobloch [2] developed methods for 
arriving at comparison theorems for solutions of second-order equations 
of the form 
X” =f(t, x, x’). (14 
In [2] a solution x of (1 .l) on a compact interval I of the reals is said to have 
Property (B) in case there exists a sequence of solutions x,, such that 
(i) X, + x and x,’ -+ x’ uniformly on I; 
(ii) A, = x - x, # 0 and has the same sign for all n > 1 and t EI; 
(iii) ) A,’ 1 < cl A, 1 for all 12 3 1 and t ~1 where c is a constant inde- 
pendent of n and t. 
One of the principal results ([2], p. 17) is that, under suitable conditions, 
(1.1) has a solution with Property (B). In proving this result, extensive use 
is made of previously proven results concerning the existence of periodic 
solutions of (1.1). 
In this paper we shall say that a solution x of (1.1) on a compact interval 
[a, b] has Property (B’) in case there exists a sequence of solutions x, such that 
(9 x, -+ x and x,,’ + x’ uniformly on [a, b]; 
(ii)* A, = x - x, # 0 and has the same sign for all 71 > 1 and a < t < b, 
or for all n > 1 and a < t < b; 
(iii)* for each 0 < 6 < &(b - CZ) there is a constant c depending on 6 
but not on n and t such that 1 d;(t)/ < cl An(t)/ for all n > 1 and 
a+s<t<b--s. 
For simplicity we will assume that f(t, x, x’) is a continuous real-valued 
function defined on 
s = {(t, x, x’) : a < t < b, j x 1 + 1 x’ j < +a}; 
however, our results remain valid if it is assumed that there is a partition 
a = t, < t, < *-. < t, = b of [a, 61 such that, for each i = 0, l,..., n - 1, 
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f(t, x, x’) is continuous on Si = {(t, X, X’) : ti < t < ti+l , 1 X ] + 1 X’ 1 < + C0} 
and has a continuous extension to ST. At various times, one or more of the 
following additional conditions will be assumed: 
(A,,) For any (to , x0 , x,,‘) E S the solution of (1 .l) satisfying the initial 
conditions x(t,) = x0 , x’(to) = x,,’ is unique. 
(A,) f(t, X, x’) satisfies a Lipschitz condition with respect to x and x’ on 
each compact subset of S. 
(AZ) f(t, x, x’) satisfies a Nagumo condition on the set 
E = {(t, x) : a < t < b, a(t) < x < /k?(t)) 
where a, /3 E C[a, b], that is, there is a positive continuous function h such that 
If(h x, 4 G h(l x’ I) 
for all (t, X) E E and ] x’ I < +co where 
with 
h = Max 
I 
I 4) - B(4l 
b-u ’ 
A function 01 E C@)[u, b] will be called a lower solution of (1.1) on [a, b] in 
case OI” >f(t, 01, a’) on [a, b]. Similarly, /3 E C@)[u, b] will be called an upper 
solution of (1.1) on [a, b] in case 8” <f(t, p,p’) on [a, b]. 
Our main result is that, if 01 is a lower solution, p is an upper solution, and 
l(t) < ,8(t) on [a, b] with the strict inequality holding at least at one of the 
end points of [a, b], and if f satisfies (A,) and (A,), then for any c, d with 
a(u) < c < /3(u), a(b) < d < /3(b) the boundary-value problem (BVP) 
X” =f(t, x, x’), x(u) = c, x(b) = d (1.2) 
has a solution x(t) which has property (B’) and is such that a(t) < x(t) < #l(t) 
on [a, b]. It will then follow as in ([2], p. 12) that the first variation equation 
of (1.1) with respect to such a solution is d&conjugate on (a, b). 
Our method of proof will not depend on the existence of periodic solutions 
of (1.1) and will not require extending the definition of f(t, X, x’) outside 
of the slab S. 
2. PRELIMINARY RESULTS 
LEMMA 2.1. Let M > 0, N > 0 be given and let 
Q = Max{lf(t, X, %‘)I : a < t < b, I x 1 < 2M, / x’ 1 < 2N) 
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and 6 = Min{(8M/Q)‘l”, 2N/Q). Then for any xl , x, and any [tl , t,] C [a, b] 
s&z that I 4 - t, I ,( 6, I@, - x,)/(4 - tz)l < N, I x1 I < M, and I x2 I < M, 
there is a solution x(t) of(l.1) with x(t) E Cc2)[t, , t,] and x(tl) = x1 , x(t2) = x2 . 
Proof. The proof consists of a standard application of the Schauder- 
Tychonoff fixed-point theorem (such as in [I], Corollary 4.2, p. 425). 
LEMMA 2.2. Assume that there exist constants h > 0, k > 0 such that 
If(t, x, %‘)I d h + kl x P2 
for all (t, x, x’) E S. Then for any c, d the BVP (1.2) has a solution belonging 
to G2’[u, b]. 
Proof. We apply Lemma 2.1 taking M = N large enough that 
/cl GM, Idl GM, 8M (b - a)2 ’ h + k(2M)1/2 ’ 
and b - a < 2M/[h + k(2M)l12]. Then, since Q < h + k(2M)1/2, it follows 
from Lemma 2.1 that the BVP (1.2) has a solution. 
Let a(t), j?(t) be, respectively, a lower solution and an upper solution of 
(1.1) on [a, b] and assume a(t) </3(t) on [a, b]. Let N > 0 be such that 
1 d(t)1 < N and I /3’(t)l < N on [a, b]. Then define the function F(t, x, x’) 
as follows : 
Fl(4 x, N) for x’ > N, 
F(t, x, x’) = F&, x, x’) for I x’ I < N, 
Fl(4 x, --N) for x’ < -N, 
where 
f(t, B(t), x’) + (x - B(t)Y2 for x > B(t)7 
Fl(4 x, 4 =f(t, x, x’) for a(t) < x < B(t), 
f(t, a(t), x’) - (a(t) - xy for x < a(t). 
Then the function F(t, x, x’) is continuous on S and 
I F(t, x, 4 < h + I x V2 
on S where 
h = Max(lf(t, X, x’)I : a < t < 6, a(t) < x < B(t), I x’ 1 < N) 
+ Maxi a(t) + Maxi /I(t)I’ 
LEMMA 2.3. Let a(t), /3(t), and F(t, x, x’) be us uhooe; then for any c, d 
with a(u) < c < /3(u), a(b) < d < B(b) the BVP 
x” = F(t, x, x’), x(u) = c, x(b) = d 
has a solution x(t) E Cc2)[u, b] with a(t) < x(t) < #l(t) on [a, b]. 
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Proof. It follows from Lemma 2.2 that the BVP has a solution 
x(t) E C(a)[a, b]. Assume x(t) > /3(t) at some points of (a, b). Then x(t) - p(t) 
has a maximum at some point to E (a, b) where x’(t,) = /3’(tJ and 1 x’(ta)I < N. 
Then 
x”@,> - B”(to) 2 wo 9 x(44, x’(4l)) -f(4l 3 B&3>, rwd 
= (x(to) - /qt,))‘~” > 0 
which contradicts the existence of a maximum at td . It follows that x(t) < /I(t) 
on [a, b] and, similarly, a(t) < x(t) on [a, b]. 
LEMMA 2.4. Assume f(t, x, x’) satis$es Condition (AJ. Let a(t) be a lower 
and B(t) an upper solution of (1.1) on [a, b] with a(t) < /3(t) on [a, b] and with 
the strict inequality holding at some points of [a, b]. Then a(t) < p(t) on the 
open interval (a, b). 
Proof. Assume that a(to) = /?(to) for some t, E (a, b). Pick N > 0 such 
that 1 d(t)1 < N and / p(t)] < N on [a, b] and define F(t, x, x’) as in 
Lemma 2.3. To deal with a specific case, assume there is a < a, < t, such 
that 01(q) < p(ar). Choose c, d such that ol(uJ < c < p(q), al(b) < d < p(b). 
Then by Lemma 2.3 the BVP 
X” = qt, x, x’), 4%) = c, x(b) = d 
has a solution x(t) with a(t) < x(t) < p(t) on [a, , b]. 
Since x’(t,) = a’(&), I x’(t,)l < N and there is a maximal interval 
[a, , b.J C [a, , b] containing t, on which j x’(t)/ < N. From the definition 
of F(t, X, x’) it follows that 
qt, x(t), x’(t)) =f(t, x(t), x’(t)) 
on [a, , b,] and x(t) is a solution of (1.1) on [a, , b2]. Furthermore, since 
[a, , b,] is a maximal subinterval of [ur , b] on which I x’(t)1 < N, then 
4a2> < x(a2) < /3@2)* 
Now we can repeat the process with [uZ , bd in place of [a, , b] and with 
the pair x(t), m(t) in place of the pair /3(t), a(t). We obtain a subinterval 
[us , b3] of [u2 , b,] and a solution u(t) of (1.1) on [as , 6,] such that t, E [aa , b,], 
u(t,,) = x(t,,), u’(t,,) = x’(t,,), and u(aa) < x(%). This contradicts condition 
(A,,) and we conclude that a(t) < /J(t) on (a, b). 
LEMMA 2.5. Assume x(t) > 0 on [a, b], x(t) E C@)[u, b], and assume that 
there is a k > 0 such that 
I x”(t)1 d Wt) + I WI) (2.1) 
on [a, b]. Then for any 0 < 6 < i (b-u) there is a constant c depending only 
on 6 and k such that 
I x’ (t> I < c x(t) 
ona+6<t<b--8. 
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Proof. By integrating x” from s to t, using inequality (2.1) and the 
Gronwall Inequality, we obtain 
I x’(t>l G h(l WI + x(s)), 
where h is a constant depending on k. Let m = Min x(t) on a + S < t < b - 6. 
If there is a t, in [a, b] at which x’(t,J = 0 and x(t,,) < m, then letting s = t, 
we have 
I x’(t)1 < h+,) < hm 
on [a + S,6 - S]. If there is no such t, , the value m is assumed at one of 
the end points of [u + 6, b - S], say at a + 6. Then x’(t) is positive on 
[a, a + S] and there is an s E [a, a + S] such that 
0 < x’(s) = [~(a + 6) - x(a)]/S < m/S. 
Hence, using this s, we have 
I x’(t)1 < h@(s) + 4s) < h(l + l/s)m. 
We conclude that 
I x’(t)1 < h(l + l/S> x(t) 
for all t E [a + 6, b + S]. 
(We are indebted to the referee for the above simplified proof of 
Lemma 2.5.) 
3. EXISTENCE THEOREMS 
THEOREM 3.1. Assume that there exists a lower solution m(t) and un upper 
sozution /3(t) of (1 .l) 071 [a, b] such that a(t) < p(t) on [a, b] and assume that 
,f(t, x, x’) sati@es Condition (A,) with respect to the pair a(t), /l(t). Then, for 
any c, d with a(a) < c < B(u), a(b) < d < /3(b), the BVP (1.2) has a solution 
x(t) E C(2)[u, b] with a(t) < x(t) < /3(t) and 1 x’(t)1 < M on [a, b] where 
s r 5 = Max p(t) - Min o(t). 
Proof. Choose N > 0 such that 
N > Max{Maxl a’(t)/, Max] /3’(t)], M}. 
With a(t), /l(t), and this N used in the construction of F(t, X, x’), it follows 
from Lemma 2.3 that the BVP 
X” = qt, x, x’), x(u) = c, x(b) = d 
has a solution x(t) E C(2)[u, b] with a(t) < x(t) < /3(t) on [a, b]. 
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Let a < t, < b be such that x(b) - ~(a) = x’(t,)(b - a), then 
1 x’(t,)l < h < N. 
It follows that there is a maximal interval [a, , b,] C [a, b] containing t, on 
which 1 x’(t)1 < N. ThenF(t, x(t), x’(t)) =f(t, x(t), x’(t)) on [a,, b,] and x(t) 
is a solution of (1.1) on [a1 , b,]. Using the Nagumo condition and standard 
arguments (for example, [Z], p. 428), we conclude that ] x’(t)1 < M < N on 
[a,, b,]. Hence, [a,, 6,] = [a, 61 and x(t) is a solution of (1.1) on [a, b]. 
THEOREM 3.2. Let a(t) be a lower solution of (l.l), p(t) an upper soZution 
of (1.1), and ussume a(t) < /3(t) on [a, b] with the strict inequality holding at 
least at one end of [a, b]. Assume f(t, x, x’) satisfies Condition (A,) and 
Condition (A,) with respect to the pair o(t), /3(t). Then, for any c, d with 
a(u) < c < &a), or(b) < d < /3(b), the BVP (1.2) has a solution x(t) E C(2)[u, b] 
which has Property (B’) and also sutisjies a(t) < x(t) < p(t), I x’(t)/ < M on 
[a, b] where M is us defined in Theorem 3.1. 
Proof. To consider a specific case, assume 
44 -==l c < B(a), 4b) < d < B(b). 
Choose h > 0 such that a(u) < c - h < c and consider the sequence 
of BVP’s 
X” = f(t, x, x’), x(u) = c - h/n, x(b) = d (3.l)n 
fern> 1. 
By Theorem 3.1 the BVP (3.1), h as a solution xl(t) with a(t) < xl(t) < /3(t) 
on [a, b]. Using xl(t) as a lower solution and /l(t) as an upper solution and 
again applying Theorem 3.1, we conclude that BVP (3.1)s has a solution 
x2(t) with -q(t) < x2(t) < B(t) on [a, b]. It follows from Lemma 2.4 that 
xl(t) < x2(t) on [a, b). Proceeding in this way, we obtain for each n > 1 
a solution x,(t) of the BVP (3.1)- such that 
on [a, b] and 
on [a, b). It follows from Theorem 3.1 that I x,‘(t)1 < M on [a, b] for all 
ti > 1. Hence, there is a subsequence which converges uniformly on [a, b] 
and is such that the first- and second-derivative sequences also converge 
uniformly on [a, b]. For simplicity of notation we shall renumber this 
subsequence as the original sequence, xn(t), n > 1. Then x, ---f x0 , x,’ + x,, 
uniformly on [a, b] and x0(t) is a solution of the BVP 
x” = f(t, x, x’), x(u) = c, x(b) = d. 
Furthermore, d,(t) = x,,(t) - xn(t) > 0 on [a, b) for n 2 1. 
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By assumptionf(t, X, x’) satisfies a Lipschitz condition on the compact set, 
K = {(t, x, x’) : a < t < b, a(t) < x < /3(t), 1 x’ 1 < al). 
It follows that there is a constant k > 0 such that 
I 4)I G If(4 x0 9 x07 -f(t, % 9 %?I e WI(t) + I &v)l) 
for all n 2 1 and a < t < b. It then follow from Lemma 2.5 that given 
0 < 6 < &(b - a) there is a constant c > 0 depending only on S such that 
I 4’(9 < 4(t) 
on a + 6 < t < b - 6 for all n > 1. Thus the solution x0(t) of the given 
BVP has Property (B’). 
THEOREM 3.3. Assume that f(t, x, x’) has continuous$rst partial derivatives 
fz and fz, with respect to x and x’ on S. Let x0(t) be a solution of (1.1) having 
Property (B’) on [a, b]. Then the linear equation 
xn =f& xo(t>, %3’(t)> x’ -tf&, x0@), x0’(t)> x 
is disconjugate on the open interval (a, b). 
(3.2) 
Proof. Assume (3.2) is not disconjugate on (a, b). Then (3.2) has a non- 
trivial solution with zeros at t, and t, with a < t, < t, < b. 
To be specific assume there is a sequence x, of solutions of (1.1) on [a, b] 
associated with Property (B’) of x,(t) such that An(t) = x,(t) - xn(t) > 0 
on [a, b) for n > 1. Then 
4 = f&s x0(t), %vN A,’ +fa44 x0(4, %Yt)) 4 + Qn(l4 I + I 4’ I), 
where qn + 0 as n -+ co. Let E > 0 be given and pick 6 > 0 such that 
a + 6 < t, < t, < b - 6. It follows from (iii)* of Property (B’) that, for n 
sufficiently large, 
4 < f& x0@>, %yt)) 4’ + rf&, x,(t), %yt)) + 4n 
on [a + S, b - S] while d, > 0 on [a + 6, b - S]. Applying Theorem 3.1 
and Lemma 2.4 we conclude that there is a solution x(t) of 
x” =f& x0(t), x0’(t)> x’ + [f&44 x0(t), ~O’W) + 4 x (3.3) 
with x(t) > 0 on [a + 6, b - S]. Thus Eq. (3.3) is disconjugate on the fixed 
interval [a + 6, b - S] for each E > 0. However, since (3.2) has a nontrivial 
solution with zeros at t, and t, , it follows that, for sufficiently small E > 0, 
Eq. (3.3) has a solution with two zeros on [a + 6, b - S]. From this 
contradiction we conclude that (3.2) is disconjugate on (a, b). 
It follows ([I], p. 351) that (3.2) has a solution which is positive on (a, b). 
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This implies that, if there is a nontrivial solution of (3.2) having two zeros 
on [a, b], the zeros must be at a and 6. It seems possible that the imposed 
conditions may imply that (3.2) is disconjugate on [a, b]. This is the case 
with the conditions as given in [2]. 
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