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Abstract
Various mixing conditions have been imposed on high dimensional time series, including
the strong mixing (α-mixing), maximal correlation coefficient (ρ-mixing), absolute regularity
(β-mixing), and φ-mixing. α-mixing condition is a routine assumption when studying autore-
gression models. ρ-mixing can lead to α-mixing. In this paper, we prove a way to verify ρ-mixing
under a high-dimensional triangular array time series setting by using the Pearson’s φ2, mean
square contingency. Vector autoregression model VAR(1) and vector autoregression moving
average VARMA(1,1) are proved satisfying ρ-mixing condition based on low rank setting.
Keywords: strong mixing, ρ-mixing; absolute regularity; φ-mixing; triangular array setting;
high dimensional time series.
1 Introduction
Dependent sequence data is normal in time series. Several coefficients are studied broadly to
measure the dependence of two σ-fields. In the paper, we mainly talk about ρ-mixing. The strong
mixing coefficient (α-mixing coefficient) is first introduced by Rosenblatt (1956). The strong mixing
condition is highly used when studying autoregression models, Andrews (1991); Liebscher (2005).
A. N. Kolmogorov (1960) defined maximal correlation coefficient (ρ-mixing coefficient), and also
showed that α(A,B) ≤ ρ(A,B) ≤ 2piρ(A,B), where A and B are two σ-fields. Therefore, ρ-
mixing implies α-mixing. Absolute regularity (β-mixing coefficient) was original introduced by
V.A.Volkonskii (1959), and several equivalent forms of β-mixing is showed in Bradley (2007).
The paper will be organized as two sections. In Section 1, we will introduce related definitions
and the notations we use. In Section 2, we show that under certain weak assumptions, stationary
Markov Chain generated by vector autoregression model (VAR) or vector autoregression moving
average model (VARMA) satisfies ρ-mixing. The whole setting is based on the triangle array
setting.
Definition 1.1. Bradley (2007); Beare (2010). The ρ-mixing coefficients {ρ(n) : n ∈ N} that cor-
respond to the sequence of random variables X := {X(t)}t∈Z on (Ω,F ,P) is defined as
ρ(n) = ρ(X, n) := sup
J∈Z
sup
f,g
|Corr(f, g)| ,
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where the second supremum is taken over f ∈ L2real(FJ−∞), g ∈ L2real(F∞J+n), and F ji := σ(X(t), i ≤
t ≤ j) represents the σ-fields generated by {X(t)}i≤t≤j .
Copula C is used to characterize the dependence between random variables. Beare (2010)
defined the maximal correlation ρC of the copula C, and showed that ρC < 1 can lead to ρ-mixing.
The followings review the definitions of copula and ρC .
Definition 1.2. Nelsen (1999). C : [0, 1]d → [0, 1] is a d-dimensional copula if C is a joint
cumulative distribution function of a d-dimensional random vector on the unit cube [0, 1]d with
uniform marginals.
Definition 1.3. Beare (2010). The maximal correlation ρC of the copula C is given by
sup
f,g
∣∣∣∣∣
ˆ
[0,1]d1
ˆ
[0,1]d2
f(x)g(y)C(dx, dy)
∣∣∣∣∣ ,
where the supremum is taken over all f ∈ Ld1 [0, 1] , g ∈ Ld2 [0, 1] such that
´
f =
´
g = 0 and´
f2 =
´
g2 = 1.
1.1 Triangular Array Setting
Triangular array setting is well-accepted to model high-dimensional data. Han and Wu (2019) apply
this setting to time series models. {XpT (t)}t∈Z is a pT−dimensional multivariate time series, where
T ∈ N+, pT = p(T ) ∈ N+, XpT (t) := (X1(t), X2(t), . . . , XpT (t)). For any T , we only observe a
length T fragment, {XpT (t), t ∈ [T ]} of the time series {XpT (t)}t∈Z. To be more detailed, consider
Triangular Array Setting,
T = 1 observe Xp1(1);
T = 2 observe Xp2(1),Xp2(2);
T = 3 observe Xp3(1),Xp3(2),Xp3(3);
...
...
T = T observe XpT (1),XpT (2),XpT (3), . . . ,XpT (T );
...
...
Random vectors in each row can be generated from a same model, e.g. VAR, and AVRMA models
in our example. Random vectors in different rows are allowed to be from different generating
models.
1.2 Notation
Let N, N+, Z, and R represent the sets of natural numbers, non-zero natural numbers, integers, and
real numbers. For each n ∈ N, we define [n] = {1, 2, . . . , n}. Xp ∈ Rp is a p-dimensional random
vector, Xp := (Xi, i ∈ [p]). Ik is the k × k identical matrix. For a given matrix Q ∈ Rn×n, Qᵀ
is the transpose of Q. σi(Q) represents the ith largest singular value of Q, and it can be defined
as σi(Q) =
√
λi(QQᵀ), where λi(·) is the ith largest eigenvalue of QQᵀ. If Q is a symmetric
2
matrix, there is σi(Q) = |λi(Q)|. λmax(·) and λmin(·) are the maximum and minimum eigenvalues
respectively. Denote ‖ · ‖ as the operator norm, or spectral norm, and it also can be defined as
the largest singular value, ‖Q‖ := σ1(Q). A  0 means A is positive definite, and A  0 means
A is positive semi-definite. For random vector X, denote its covariance-variance matrix as ΓX .
Throughout the paper, let M,M
′
> 0 be two generic absolute constants, whose actual values may
vary at different locations.
2 VAR and VARMA Models
Before providing the main results derived in this section, we first introduce properties of ρ-coefficients
applied in high dimensional Markov Chain.
Lemma 2.1. Suppose XpT = {XpT (t)}t∈Z, a pT -dimensional multivariate time series, is also a (not
necessary stationary) Markov Chain. If for any T ∈ N+, there exits some integer N independent
of T , such that ρ(XpT , N) < κ < 1, where κ > 0 is an absolute constant independent of T , then
for any T ∈ N+, there exists
ρ(XpT , n) ≤ Ae−γn,
where γ > 0 and A <∞ are two absolute constants not depending on n or T .
Proof. For each positive integer T , integer j, and positive integer m, by the definition of ρ-mixing
coefficient and the property of Markov Chain A.2, we have
ρ [σ{XpT (t), t ≤ j}, σ{XpT (t), t ≥ j + (m+ 1)N}] = ρ[σ{XpT (j)}, σ{XpT (j + (m+ 1)N)}].
Using the properties of ρ-mixing coefficient in Markov Chain again A.2, we further have the in-
equality,
ρ[σ{XpT (j)}, σ{XpT (j + (m+ 1)N)}] ≤ ρ[σ{XpT (j)}, σ{XpT (j +mN)}]
· ρ[σ{XpT (j +mN)), σ(XpT (j + (m+ 1)N)}].
By Definition 1.1 , we deduce
ρ[σ{XpT (j)}, σ{XpT (j +mN)}] · ρ[σ{XpT (j +mN)), σ(XpT (j + (m+ 1)N)}] ≤ ρ(XpT ,mN)
· ρ(XpT , N).
Since j is random in above inequality, we take the supremum of the right hand side, with the
condition ρ(XpT , N) < κ, we will have
ρ(XpT ,mN) · ρ(XpT , N) ≤ ρ(XpT ,mN)κ.
Hence by induction, for any T ∈ N+, ρ(XpT ,mN) < κm. Our proof is completed by A.1.
Verifying whether some models satisfy ρ-mixing can be a challenge, since it is hard to find f
and g from two infinite classes. However, Bruno Re´millard (2012) extended the work of Lancaster
(1958) and showed that for random vector, bounded square contingency (φ2C) would yield ρC < 1.
Definition 2.1. Suppose random vector (X,Y ) = (X1, . . . , Xd1 , Y1, . . . , Yd2) ∈ Rd1+d2 has cu-
mulative distribution function H(x,y) and density h(x,y). The marginal distributions of X =
3
(X1, . . . , Xd1) ∈ Rd1 and Y = (Y1, . . . , Yd2) ∈ Rd2 are P (x) and Q(y) with density p(x) and q(y)
respectively. Then the Pearson’s φ2 is
φ2 = −1 +
ˆ ˆ
h2(x,y)
p(x)q(y)
dxdy.
Suppose X = (X1, . . . , Xd1) has continuous marginal distribution F1(X1), . . . , Fd1(Xd1), and
Y = (Y1, . . . , Yd2) has continuous marginal distribution G1(Y1), . . . , Gd2(Yd2). According to Sklar’s
Theorem Sklar (1959), we know there exists a unique (d1 + d2)-dimensional random copula C such
that for all x = (x1, . . . , xd1), y = (y1, . . . , yd2),
H(x,y) = C(F1(x1), . . . , Fd1(xd1), G1(y1), . . . , Gd2(yd2)). (2.1)
Assuming that the copula C is absolutely continuous with density c, and the densities fi of Fi and
gj of Gj exist for all i ∈ {1, . . . , d1} and j ∈ {1, . . . , d2}, then the joint density of H is
h(x,y) = c(F1(x1), . . . , Fd1(xd1), G1(y1), . . . , Gd2(yd2))
d1∏
i=1
fi(xi)
d2∏
j=1
gj(yj).
Define U = (F1(X1), . . . , Fd1(Xd1)), and V = (G1(Y1), . . . , Gd2(Yd2)). Then the marginal dis-
tribution function of X and Y can be derived from (2.1) as P (x) = C(u,1) , Q(y) = C(1,v)
with density p(x) = c(u, 1)
∏d1
i=1 fi(xi), q(y) = c(1,v)
∏d2
j=1 gj(yj) respectively. Then define
φ2C = −1 +
´ ´ c(u,v)
c(u,1)c(1,v)dudv, and obviouly,
φ2C = −1 +
ˆ ˆ
h2(x,y)
p(x)q(y)
dxdy = φ2. (2.2)
With different T , different dimensional multivariate time series will be observed. We then add
pT as the index of the following functions to tell the difference.
Consider stationary Markov Chain {XpT (t)}t∈Z. Let FpT (·) be the cumulative distribution
function ofXpT (t), andH2pT (·) be the joint cumulative distribution function of (XpT (t−1),XpT (t)).
Let C2pT be the copula associated with the 2pT−dimensional random vector (XpT (t− 1),XpT (t)).
The copula QpT of XpT (t − 1) is the same as the copula of XpT (t), QpT (u) = C2pT (u,1) =
C2pT (1,u), any u ∈ [0, 1]pT . Define UpT (t) = F{XpT (t)}. Then {UpT (t)}t∈Z is a pT−dimensional
time series such that the cumulative distribution function of (UpT (t− 1),UpT (t)) is C2pT , denoting
as (UpT (t− 1),UpT (t)) ∼ C2pT , and the marginal distribution UpT (t) ∼ QpT . If we consider the ρ-
coefficient of σ{UpT (t−1)} and σ{UpT (t)}, then we can set ρC as ρC = ρ(UpT , 1) (Bruno Re´millard,
2012), specifically, ρC2pT .
2.1 Main theorem
Theorem 2.2. Suppose {XpT (t)}t∈Z is a pT−dimensional multivariate stationary Markov Chain.
Assume FpT and H2pT are the marginal distribution of XpT (t) and (XpT (t−1),XpT (t)) respectively,
and their densities fpT > 0, h2pT > 0 are almost surely on RpT and R2pT . If there exists an absolute
constant γ > 0 not depending on pT , such that
lim
pT→∞
φ2(pT ) = lim
pT→∞
−1 +
ˆ
RpT
ˆ
RpT
{h2pT (x,y)}2
fpT (x)fpT (y)
dxdy < γ,
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then for any T ∈ N+, any n ∈ N+, there is
ρ(XpT , n) ≤Mδn,
where M, δ do not depend on T or n.
Remark 2.3. For fixed T , Theorem 2.2 will lead to ρC2pT < 1 by (2.2) and Proposition 2 in
Bruno Re´millard (2012). Then ρ(XpT , n) ≤ Mδn will be yielded according to the Theorem 4.1 in
Beare (2010).
Proof of Theorem 2.2. Suppose C2pT is the copula associated with 2pT -dimensional random vector
(XpT (t− 1),XpT (t)), and QpT is the copula of XpT (t). Note that {XpT (t)}t∈Z is a stationary
Markov chain, then C2pT and QpT will remain the same for any t ∈ Z. If we can prove for any
T , ρ (XpT , 1) < κ < 1, then by Lemma 2.1 we will know that ρ (XpT , n) ≤ Mδn, where absolute
constants κ,M, δ do not depend on T or n. From (2.2), we know φ2C (pT ) = φ
2 (pT ), and as showed
in Beare (2010), ρ (XpT , 1) ≤ ρC2pT . Hence, Theorem 2.2 can be proved if we can show that
lim
pT→∞
φ2C (pT ) < γ yields ρC2pT < κ < 1, where γ does not depend on pT .
The following proof is an extension of Proposition 2 in Bruno Re´millard (2012).
Because lim
pT→∞
φ2 (pT ) < γ, we will have lim
pT→∞
φ2C (pT ) < γ, where γ doesn’t depend on pT . It
implies that φ2C (pT ) is bounded by some absolute constant for any T ∈ N+. According to the
Proposition 2 in Bruno Re´millard (2012), there exists some absolute constant κ > 0 not dependent
on T , such that ρC2pT < κ < 1. Then our theorem is proved.
2.2 High Dimensional Time Series Model
In the following high dimensional time series, we consider the triangular array setting. Stationary
Markov Chain {XpT (t)}t∈Z is generated by VAR(1) and VARMA(1,1) respectively. However, For
each T ∈ N+, we only observe a length T fragment, {XpT (t), t ∈ [T ]} of the time series {XpT (t)}t∈Z.
And as T goes to infinity, the dimension of XpT (t) goes infinity too.
By showing that lim
pT→∞
φ2(pT ) < M < ∞, where M does not depend on T , we will prove for
any T , the Markov Chain {XpT (t)}t∈Z generated by VAR(1) or VARMA(1,1) satisfies ρ-mixing.
2.2.1 VAR(1)
Theorem 2.4. Suppose {XpT (t)}t∈Z be a pT−dimensional multivariate stationary Markov Chain
generated by VAR(1) model:
XpT (t) = ApTXpT (t− 1) + ξpT (t), (2.3)
where, ξpT (t) ∼ NpT (0,ΣξpT ),Cov{ξpT (t), ξpT (s)} = 0 if t 6= s. There is
lim
pT→∞
φ2(pT ) < M <∞,
if we assume
• Assumption (A1) pT × pT matrix ApT with fixed rank k;
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• Assumption (A2) λmin(ΣξpT ) > δ > 0, δ is an absolute constant not depend on pT ;
• and Assumption (A3) λmax(ΓXpT ) < ζ <∞, ζ is an absolute constant not depend on pT .
Proof. Recall Definition 2.1, if we can show that based on above assumptions φ2 (pT ) is bounded
by some absolute constants not dependent on T , then the theorem is proved. Denote ΓXpT =
Var {XpT (t)}, ΓXpT (1) = Cov {XpT (t+ 1),XpT (t)} = ApTΓXpT , Z2pT = (XpT (t),XpT (t+ 1)).
Because {XpT (t)}t∈Z is a stationary time series, there exists
ΓXpT = ApTΓXpT A
ᵀ
pT
+ ΣξpT , (2.4)
and the marginal distributions for XpT (t) and (XpT (t),XpT (t+ 1)) will remain the same respec-
tively for any t ∈ Z. Then we will have
XpT (t) ∼ NpT
(
0,ΓXpT
)
,
Z2pT ∼ N2pT (0,Σ2pn) ,
where
Σ2pT =
(
ΓXpT ΓXpT A
ᵀ
pT
ApTΓXpT ΓXpT
)
. (2.5)
The density of Z2pT is
h (z2pT ) =
1
(2pi)
2pT
2 |Σ2pT |
1
2
exp
{
−1
2
zᵀ2pTΣ
−1
2pT
z2pT
}
.
The product of the density of XpT (t) and XpT (t+ 1) is
p {xpT (t)} p {xpT (t+ 1)} =
 1
(2pi)
pT
2
∣∣∣ΓXpT ∣∣∣ 12 exp
{
−1
2
xpT (t)
ᵀ Γ−1XpT xpT (t)
}
2
=
1
(2pi)
2pT
2
∣∣∣Σ˜2pT ∣∣∣ 12 exp
{
−1
2
zᵀ2pT Σ˜
−1
2pT
z2pT
}
,
where
Σ˜2pT =
(
ΓXpT 0
0 ΓXpT
)
. (2.6)
Therefore,
h (xpT (t) ,xpT (t+ 1))
p (xpT (t)) p (xpT (t+ 1))
=
(
1
(2pi)
2pT
2 |Σ2pT |
1
2
exp
{
−12zᵀ2pTΣ−12pT z2pT
})2
1
(2pi)
2pT
2 |Σ˜2pT |
1
2
exp
{
−12zᵀ2pT Σ˜−12pT z2pT
}
=
∣∣∣Σ˜2pT ∣∣∣ 12
(2pi)
2pT
2 |Σ2pT |
exp
{
−1
2
zᵀ2pT
(
2Σ−12pT − Σ˜−12pT
)
zᵀ2pT
}
. (2.7)
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From Lemma A.3, we know 2Σ−12pT−Σ˜−12pT is a positive definite matrix with fixed dimension. Plugging
(2.7) into φ2(pT ) yields
φ2 (pT ) = −1 +
ˆ
h (xpT (t) ,xpT (t+ 1))
p (xpT (t)) p (xpT (t+ 1))
dz2pT
= −1 +
∣∣∣Σ˜2pT ∣∣∣ 12 ∣∣∣∣(2Σ−12pT − Σ˜−12pT )−1∣∣∣∣
1
2
|Σ2pT |
. (2.8)
The following will show that (2.8) is always bounded by some absolute constant M independent of
T . Since
∣∣∣∣(2Σ−12pT − Σ˜−12pT )−1∣∣∣∣ = 1∣∣∣(2Σ−12pT−Σ˜−12pT )∣∣∣ ,
∣∣∣Σ˜2pT ∣∣∣ 12 = 1∣∣∣Σ˜−12pT ∣∣∣ 12 , then∣∣∣Σ˜2pT ∣∣∣ 12 ∣∣∣∣(2Σ−12pT − Σ˜−12pT )−1∣∣∣∣
1
2
|Σ2pT |
=
1∣∣∣(2Σ−12pT − Σ˜−12pT )∣∣∣ 12 |Σ2pT | ∣∣∣Σ˜−12pT ∣∣∣ 12 . (2.9)
Rearrange the denominator of (2.9) by the property of matrix determinant, we further have∣∣∣(2Σ−12pT − Σ˜−12pT )∣∣∣ 12 |Σ2pT | ∣∣∣Σ˜−12pT ∣∣∣ 12 = ∣∣∣(2I2pT − Σ˜−12pTΣ2pT )Σ2pT Σ˜−12pT ∣∣∣ 12 . (2.10)
Recalling (2.5),(2.6), we can compute the matrix determinant involved in (2.10),
Σ2pT Σ˜
−1
2pT
=
(
ΓXpT ΓXpT A
ᵀ
pT
ApTΓXpT ΓXpT
)(
ΓXpT 0
0 ΓXpT
)−1
=
(
IpT ΓXpT A
ᵀ
pTΓ
−1
XpT
ApT IpT
)
, (2.11)
Σ˜−12pTΣ2pT =
(
Σ2pT Σ˜
−1
2pT
)ᵀ
=
(
IpT A
ᵀ
pT
Γ−1XpT ApTΓXpT IpT
)
(2.12)
Noticing
∣∣∣2I2pT − Σ˜−12pTΣ2pT ∣∣∣ =
∣∣∣∣∣
(
IpT −AᵀpT
−Γ−1XpT ApTΓXpT IpT
)∣∣∣∣∣ =
∣∣∣∣∣
(
IpT A
ᵀ
pT
Γ−1XpT ApTΓXpT IpT
)∣∣∣∣∣, and
it is exactly the determinant of Σ˜−12pTΣ2pT . Accordingly, applying the transpose of one matrix will
not change its determinant, we further know∣∣∣2I2pT − Σ˜−12pTΣ2pT ∣∣∣ = ∣∣∣Σ˜−12pTΣ2pT ∣∣∣ = ∣∣∣Σ2pT Σ˜−12pT ∣∣∣ . (2.13)
By (2.12),(2.13), we deduce (2.10)∣∣∣(2I2pT − Σ˜−12pTΣ2pT )Σ2pT Σ˜−12pT ∣∣∣ 12 = ∣∣∣Σ˜−12pTΣ2pT ∣∣∣
=
∣∣∣IpT −AᵀpTΓ−1XpT ApTΓXpT ∣∣∣ . (2.14)
By A.4, we know all the eigenvalues of AᵀpTΓ
−1
XpT
ApTΓXpT are real, and as the same as the eigenvalues
of Γ−1XpT ApTΓXpT A
ᵀ
pT . Rewrite (2.8) according to (2.9)(2.10)(2.14)
φ2 (pT ) = −1 + 1∣∣∣IpT − Γ−1XpT ApTΓXpT AᵀpT ∣∣∣ . (2.15)
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If we want to prove φ2(pT ) is bounded by M , it is equivalent to show that the minimum eigenvalue
of IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT is larger than a non-zero absolute constant. Noticing the stationary
VAR(1) satisfying condition (2.4), it further implies
ΣξpT = ΓXpT −ApTΓXpT AᵀpT = ΓXpT
(
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
)
.
then
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
= Γ−1XpT ΣξpT . (2.16)
It also shows that IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT is a positive definite matrix, and it is easy to tell the
largest eigenvalue of IpT −Γ−1XpT ApTΓXpT A
ᵀ
pT is 1 because of the low rank assumption (A1) of ApT .
Then the question turns to prove λmin
(
Γ−1XpT ΣξpT
)
>  > 0.
λmin
(
Γ−1XpT ΣξpT
)
=
1
‖
(
Γ−1XpT ΣξpT
)−1 ‖ =
1
‖Σ−1ξpT ΓXpT ‖
.
Applying the operator norm inequality, ‖Σ−1ξpT ΓXpT ‖ ≤ ‖Σ
−1
ξpT
‖‖ΓXpT ‖ =
λmax
(
ΓXpT
)
λmin
(
ΣξpT
) . According to
our Assumption (A2,A3), we have
λmin
(
Γ−1XpT ΣξpT
)
>
ζ
δ
> 0, (2.17)
which also means λmin
(
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
)
> ζδ > 0. Noticing the determinant∣∣∣IpT − Γ−1XpT ApTΓXpT AᵀpT ∣∣∣ =
pT∏
i=1
λi
(
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
)
.
Applying rank(ApT ) = k assumption (A1) and λmin
(
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
)
> ζδ , we have
pT∏
i=1
λi
(
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
)
=
pT∏
i=pT−k+1
λi
(
IpT − Γ−1XpT ApTΓXpT A
ᵀ
pT
)
>
(
ζ
δ
)k
Therefore, φ2 (pT ) < −1 +
(
δ
ζ
)k
< M for any T ∈ N+, which completes our proof.
2.2.2 VARMA(1,1)
Borrow the low-rank modeling strategy from Basu (2014). Suppose a pT -dimensional multivari-
ate time series {XpT (t)}t∈Z is driven by {F (t) := (F1(t), . . . , Fk(t))ᵀ}t∈Z, which is k−dimensional
(k  pT ) time series following a VAR(1) process, then the model (M1) can be interpreted as
XpT (t) = ΛpTF (t) + ξpT (t), ξpT (t) ∼ NpT
(
0,ΣξpT
)
, Cov (ξpT (t), ξpT (s)) = 0 if t 6= s (2.18)
F (t) = HF (t− 1) + η(t), η(t) ∼ Nk (0,Ση) , Cov (η(t), η(s)) = 0 if t 6= s. (2.19)
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Assume the pT × k matrix ΛpT having full column rank k, hence there exists its left inverse Λ−1pT
such that Λ−1pT ΛpT = Ik. Hence, we will have the VARMA(1,1) model,
XpT (t) = LpTXpT (t− 1) + pT (t), (2.20)
where LpT = ΛpTHΛ
−1
pT
with rank k, and the new error pT (t) = ΛpT (t)η(t)+ξpT (t)−LpT (t)ξpT (t−1)
with pT (t) ∼ NpT
(
0,ΣpT
)
.
Having the variance-covariance matrix of XpT (t) from (2.18)
ΓXpT = Var(XpT (t)) = ΛpTΓFΛ
ᵀ
pT
+ ΣξpT . (2.21)
Also, we can compute the variance-covariance matrix of XpT (t) from (2.20),
ΓXpT = LpTΓXpT L
ᵀ
pT
+ ΛpTΣηΛ
ᵀ
pT
+ ΣξpT − LpTΣξpT LᵀpT
= LpTΓXpT L
ᵀ
pT
+ ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT )ΣξpT (IpT − LpT )ᵀ.
(2.22)
By (2.18), we can also have the covariance matrix between XpT (t+ 1), and XpT (t),
ΓXpT (1) = ΛpTΓF (1) Λ
ᵀ
pT
= ΛpTHΓFΛ
ᵀ
pT
.
Ik can be decomposed as Λ
−1
pT
ΛpT , hence the above equation can be represented as ΛpTHΓFΛ
ᵀ
pT =
ΛpTHΛ
−1
pT
ΛpTΓFΛ
ᵀ
pT . Noticing (2.21) and LpT = ΛpTHΛ
−1
pT
, it yields
ΓXpT (1) = LpT
(
ΓXpT − ΣξpT
)
. (2.23)
Theorem 2.5. Suppose {XpT (t)}t∈Z be a pT−dimensional multivariate stationary Markov Chain
generated by (2.18) and (2.19). There is
lim
pT→∞
φ2(pT ) < M <∞,
if we assume,
• Assumption (A1) LpT = ΛpTHΛ−1pT with fixed rank k, and ‖LpT ‖ < µ < 1, µ is an absolute
constant not depend on pT ;
• Assumption (A2) λmin(ΣξpT ) > δ > 0, δ is an absolute constant not depend on pT ;
• and Assumption (A3) λmax(ΓXpT ) < ζ <∞, ζ is an absolute constant not depend on pT .
Proof. Similarly as VAR(1), we have
φ2 (pT ) = −1 +
∣∣∣Σ˜2pT ∣∣∣ 12 ∣∣∣∣(2Σ−12pT − Σ˜−12pT )−1∣∣∣∣
1
2
|Σ2pT |
= −1 + 1∣∣∣(2I2pT − Σ˜−12pTΣ2pT )Σ2pT Σ˜−12pT ∣∣∣ 12 , (2.24)
where,
Σ2pT =
 ΓXpT (ΓXpT − ΣξpT )LᵀpT
LpT
(
ΓXpT − ΣξpT
)
ΓXpT
 , (2.25)
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Σ˜2pT =
(
ΓXpT 0
0 ΓXpT
)
. (2.26)
Therefore,
Σ2pT Σ˜
−1
2pT
=
 ΓXpT (ΓXpT − ΣξpT )LᵀpT
LpT
(
ΓXpT − ΣξpT
)
ΓXpT
( ΓXpT 0
0 ΓXpT
)−1
=
 IpT (ΓXpT − ΣξpT )LᵀpTΓ−1XpT
LpT
(
ΓXpT − ΣξpT
)
Γ−1XpT IpT
 , (2.27)
and
Σ˜−12pTΣ2pT =
(
Σ2pT Σ˜
−1
2pT
)ᵀ
=
 IpT Γ−1XpT (ΓXpT − ΣξpT )LᵀpT
Γ−1XpT LpT
(
ΓXpT − ΣξpT
)
IpT
 . (2.28)
Same trick as VAR(1) (2.13),
∣∣∣2I2pT − Σ˜−12pTΣ2pT ∣∣∣ = ∣∣∣Σ˜−12pTΣ2pT ∣∣∣ = ∣∣∣Σ2pT Σ˜−12pT ∣∣∣, then we can further
deduce the denominator of (2.24) as∣∣∣(2I2pT − Σ˜−12pTΣ2pT )Σ2pT Σ˜−12pT ∣∣∣ 12 = ∣∣∣IpT − Γ−1XpT (ΓXpT − ΣξpT )LᵀpTΓ−1XpT LpT (ΓXpT − ΣξpT )∣∣∣ .
And then rewrite (2.24)
φ2 (pT ) = −1 + 1∣∣∣IpT − Γ−1XpT (ΓXpT − ΣξpT )LᵀpTΓ−1XpT LpT (ΓXpT − ΣξpT )∣∣∣ . (2.29)
Γ−1XpT is positive definite, and
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
)
is positive semidefinite,
therefore, all the eigenvalues of their product Γ−1XpT ·
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
)
will be real non-negative numbers according to Lemma A.4. Same as VAR(1), we need to show
λmin
(
IpT − Γ−1XpT
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
))
> M > 0, which is also equivalent
to show
‖Γ−1XpT
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
)
‖ < M ′ < 1. (2.30)
By Γ−1XpT
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
)
= Γ−1XpT
(
ΓXpT − ΣξpT
)
· LᵀpTΓ−1XpT LpTΓXpT ·
Γ−1XpT
(
ΓXpT − ΣξpT
)
, and applying operator norm inequality, we further have
‖Γ−1XpT
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
)
‖ ≤ ‖Γ−1XpT
(
ΓXpT − ΣξpT
)
‖2
· ‖LᵀpTΓ−1XpT LpTΓXpT ‖.
(2.31)
Hence, it enough to show that ‖Γ−1XpT
(
ΓXpT − ΣξpT
)
‖ < 1, ‖LᵀpTΓ−1XpT LpTΓXpT ‖ < M
′ < 1 where
M ′ is a constant not dependent on pT . ΓXpT − ΣξpT = ΛpTΓFΛ
ᵀ
pT  0 By (2.21), hence all
eigenvalues of Γ−1XpT
(
ΓXpT − ΣξpT
)
=
(
IpT − Γ−1XpT ΣξpT
)
should be real and non-negative A.4.
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Therefore, for i ∈ [pT ] we have
λi
(
IpT − Γ−1XpT ΣξpT
)
≥ 0 (2.32)
λi
(
Γ−1XpT ΣξpT
)
> 0. (2.33)
(2.32)(2.33) yield
0 ≤ λi
(
IpT − Γ−1XpT ΣξpT
)
< 1 i ∈ [pT ] ,
hence we have
‖Γ−1XpT
(
ΓXpT − ΣξpT
)
‖ < 1. (2.34)
Accordingly, Γ−1XpT LpTΓXpT L
ᵀ
pT has the same real eigenvalues as L
ᵀ
pTΓ
−1
XpT
LpTΓXpT A.4, then it is
sufficient to show that ‖Γ−1XpT LpTΓXpT L
ᵀ
pT ‖ < M ′ < 1. Recalling (2.22), we have
Γ−1XpT LpTΓXpT L
ᵀ
pT
= IpT − Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
}
. (2.35)
Then it is equivalent to show λmax
(
IpT − Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT + (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
})
<
M ′ < 1,
‖Γ−1XpT LpTΓXpT L
ᵀ
pT
‖ = λmax
(
IpT − Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
})
= 1− λmin
(
Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
})
.
Using the property of eigenvalue, we have
λmin
(
Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
})
≥ λmin(Γ−1XpT )
· λmin{ΛpTΣηΛᵀpT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ}.
Using the Assumption (A1) that the rank of LpT is k, we have λmin (ΛpTΣηΛ
ᵀ
pT ) = 0. Hence,
λmin
{
ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
}
≥ λmin
(
ΛpTΣηΛ
ᵀ
pT
)
+ λmin
{
(IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
}
= λmin
{
(IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
}
.
Noticing λmin(Γ
−1
XpT
) = 1‖ΓXpT ‖
, we further have
λmin
(
Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT
+ (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
})
≥
λmin
{
(IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
}
‖ΓXpT ‖
.
Using
λmin
(
(IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
)
=
1∥∥∥{(IpT − LpT ) ΣξpT (IpT − LpT )ᵀ}−1 ∥∥∥ ,
11
and recalling the operator norm inequality, we have
λmin
{
(IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
}
‖ΓXpT ‖
≥ 1‖ΓXpT ‖‖ (IpT − LpT )
−1 ‖2‖Σ−1ξpT ‖
.
Again, by 1‖Σ−1ξpT ‖
= λmin(ΣξpT ), and the Remark A.5,
1
‖(IpT−LpT )
−1‖ = σmin(IpT −LpT ) ≥ 1−‖LpT ‖,
we have
1
‖ΓXpT ‖‖ (IpT − LpT )
−1 ‖2‖Σ−1ξpT ‖
≥ λmin(ΣξpT ) (1− ‖LpT ‖)
2
‖ΓXpT ‖
.
Applying the Assumption A2 and A3, we further have
λmin(ΣξpT ) (1− ‖LpT ‖)
2
‖ΓXpT ‖
≥ δ (1− µ)
2
ζ
,
hence λmin
(
Γ−1XpT
{
ΛpTΣηΛ
ᵀ
pT + (IpT − LpT ) ΣξpT (IpT − LpT )
ᵀ
})
≥ δ(1−µ)2ζ , hence
‖Γ−1XpT LpTΓXpT L
ᵀ
pT
‖ ≤ 1− δ (1− µ)
2
ζ
. (2.36)
By (2.31)(2.34)(2.36), we further have
‖Γ−1XpT
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
)
‖ ≤ 1− δ (1− µ)
2
ζ
. (2.37)
Back to the determinant of φ2 (pT ) (2.24), with rank (LpT ) = k Assumption A1 and (2.37), we
have
φ2 (pT ) = −1 + 1∏pT
i=1
{
1− λi
(
Γ−1XpT
(
ΓXpT − ΣξpT
)
LᵀpTΓ
−1
XpT
LpT
(
ΓXpT − ΣξpT
))}
≤ −1 +
(
ζ
δ (1− µ)2
)k
<∞.
This completes the proof.
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A Auxiliary lemmas
Proposition A.1. Bradley (2007) Suppose a1, a2, . . . , is a nonincreasing sequence of number in
[0,∞], suppose M is a positive integer. If anM −→ 0 at least exponentially fast as n → ∞, then
an → 0 at least exponentially fast as n→∞.
Proposition A.2. Suppose {XpT (t)}t∈Z is pT -dimensional multivariate Markov Chain, then the
following statements hold:
• any i, j ∈ Z, with i ≤ j, ρ(F i−∞,F∞j ) = ρ(F jj ,F ii );
• and ∀ i, j, k ∈ Z, with i ≤ j ≤ k, ρ(F ii ,Fkk ) ≤ ρ(F ii ,F jj ) · ρ(F jj ,Fkk ).
Proof. Above results can be easily proved by the Theorem 7.2 and Theorem 7.4 from Bradley
(2007)
Lemma A.3. n× n matrix A and B, suppose A and
(
A B
Bᵀ A
)
are positive definite, then
2
(
A B
Bᵀ A
)−1
−
(
A 0
0 A
)−1
is always positive definite.
Proof. Since A is p.d, then there is full rank matrix A
1
2 such that A = A
1
2A
1
2 . We can decompose(
A B
Bᵀ A
)
and
(
A 0
0 A
)
as following,(
A B
Bᵀ A
)
=
(
A
1
2 0
0 A
1
2
)(
I (A
1
2 )−1B(A
1
2 )−1
(A
1
2 )−1Bᵀ(A
1
2 )−1 I
)(
A
1
2 0
0 A
1
2
)
, (A.1)
(
A 0
0 A
)
=
(
A
1
2 0
0 A
1
2
)(
A
1
2 0
0 A
1
2
)
. (A.2)
Take the inverse of above two matrix(
A B
Bᵀ A
)−1
=
(
A
1
2 0
0 A
1
2
)−1(
I (A
1
2 )−1B(A
1
2 )−1
(A
1
2 )−1Bᵀ(A
1
2 )−1 I
)−1(
A
1
2 0
0 A
1
2
)−1
,
(
A 0
0 A
)−1
=
(
A
1
2 0
0 A
1
2
)−1(
A
1
2 0
0 A
1
2
)−1
.
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Then we can rewrite the matrix in (A.3) as
2
(
A B
Bᵀ A
)−1
−
(
A 0
0 A
)−1
=
(
A
1
2 0
0 A
1
2
)−1
·
2
(
I (A
1
2 )−1B(A
1
2 )−1
(A
1
2 )−1Bᵀ(A
1
2 )−1 I
)−1
− I

·
(
A
1
2 0
0 A
1
2
)−1
(A.3)
If
Q :=
2
(
I (A
1
2 )−1B(A
1
2 )−1
(A
1
2 )−1Bᵀ(A
1
2 )−1 I
)−1
− I

is positive definite, then 2
(
A B
Bᵀ A
)−1
−
(
A 0
0 A
)−1
will be positive definite.
Then the following is to show that matrix Q is positive definite. Denote D := (A
1
2 )−1Bᵀ(A
1
2 )−1.
Hence, (
I (A
1
2 )−1B(A
1
2 )−1
(A
1
2 )−1Bᵀ(A
1
2 )−1 I
)−1
=
(
I D
Dᵀ I
)−1
(A.4)
Easy to tell I − DDᵀ and I − DᵀD are positive definite. The inverse matrix of
(
I D
Dᵀ I
)
is(
(I −DDᵀ)−1 −D(I −DᵀD)−1
−Dᵀ(I −DDᵀ)−1 (I −DᵀD)−1
)
. For convenience, P := I −DᵀD  0, Ω := I −DDᵀ  0.
Observing that P−1 = I +DᵀΩ−1D, Ω−1 = I +DP−1Dᵀ, DᵀΩ−1 = P−1Dᵀ. Then we have(
I D
Dᵀ I
)−1
=
(
Ω−1 −DP−1
−P−1Dᵀ P−1
)
(A.5)
Plug (A.4)(A.5) into Q,
Q =
(
2Ω−1 − I −2DP−1
−2P−1Dᵀ 2P−1 − I
)
. (A.6)
If we can prove the Schur complement matrix of Q is positive matrix, then so as Q. The Schur
complement matrix of Q (A.6) is W :=
(
2Ω−1 − I)− 4DP−1 (2P−1 − I)−1 P−1Dᵀ. Directly com-
putations yields
(
2P−1 − I)−1 = P − PDᵀA−1DP , where A = I −DDᵀDDᵀ. Hence,(
2Ω−1 − I)− 4DP−1 (2P−1 − I)−1 P−1Dᵀ = (2Ω−1 − I)− 4DP−1 (P − PDᵀA−1DP )P−1Dᵀ
=
(
2Ω−1 − I)− 4 (DP−1Dᵀ −DDᵀA−1DDᵀ) .
15
Agian, by DᵀΩ−1 = P−1Dᵀ, we have(
2Ω−1 − I)− 4 (DP−1Dᵀ −DDᵀA−1DDᵀ) = (2Ω−1 − I)− 4 (DDᵀΩ−1 −DDᵀA−1DDᵀ) .
(A.7)
Observing that Ω = I −DDᵀ is positive definite, one concludes that all eigenvalue of DDᵀ are in
(0, 1). It follows that if λ is an eigenvalue of DDᵀ, then
2
1− λ − 1− 4
(
λ
1− λ −
λ2
1− λ2
)
=
1− λ
1 + λ
is an eigenvalue of W . As λ ∈ (0, 1), W is positive definite. Therefore Q is positive definite, and
then we will have the Lemma.
Lemma A.4. Both A,B ∈ Rn×n, and if A is positive definite matrix, B is positive (semi) definite
matrix, then all eigenvalues of AB or BA are positive (nonnegative).
Proof. AB has the same eigenvalues as BA. BA = A−
1
2 (A
1
2BA
1
2 )A
1
2 . Then BA has the same eigen-
values as A
1
2BA
1
2 . ∀x ∈ Rn, xᵀA 12BA 12x = (A 12x)ᵀB(A 12x)  0( 0). Then we will know A 12BA 12
is positive (semi) definite and all its eigenvalues are positive (non-negative). Hence eigenvalues of
AB or BA are positive (non-negative) too.
Remark A.5. A,B ∈ Rn×n, if i + j − 1 ≤ n, and the i, j ∈ N, then the singular value satisfies
σi+j−1(A+B) ≤ σi(A)+σj(B), where index i is the ith largest singular value. If we set A = IpT−LpT
, B = LpT , with ‖LpT ‖ < µ < 1, then
σpT+1−1(IpT − LpT + LpT ) ≤ σpT (IpT − LpT ) + σ1(LpT ),
1− ‖LpT ‖ = 1− σ1(LpT ) ≤ σpT (IpT − LpT ) = σmin(IpT − LpT ).
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