Abstract. The well-known canonical coherent states are expressed as an infinite series in powers of a complex number z and a positive sequence of real numbers ρ(m) = m!. In this article, in analogy with the canonical coherent states, we present a class of vector coherent states by replacing the complex variable z by a real Clifford matrix. We also present another class of vector coherent states by simultaneously replacing z by a real Clifford matrix and ρ(m) by a real matrix. As examples, we present vector coherent states on quaternions and octonions with their real matrix representations.
Introduction
Coherent states (CS for short) form an overcomplete family of vectors in a Hilbert space. Typically, CS are quantum states and known to describe quantum phenomenon favorably. In particular, CS provide a mathematical tool to bring a close connection between classical and quantum formalisms. The conventional CS can be defined in a number of ways [1] . One way to define a set of CS is as follows. where N (|z|) is a normalization factor, {ρ(m)} ∞ m=0 is a sequence of nonzero positive real numbers, W (|z|) is a positive weight function, dµ is an appropriately chosen measure on D, and I is the identity operator on H.
In [6] vector coherent states (VCS for short) were presented in the form (1.1) by replacing the complex number z by an n × n matrix Z = A(r)e iζΘ(k) with the conditions A(r)A(r) † † AND A.L. HOHOUÉTO ‡ imposed on the n × n matrices A(r) and Θ(k), where the superscript † stands for the complex conjugate transpose of a matrix, and I n is the n×n identity matrix. As an example, VCS were constructed from the complex representation of the quaternions. Further, these VCS, stemming from the complex matrix representation of quaternions, were analized to a certain extent.
In this article, we present VCS on real Clifford algebras by considering their real matrix representations. Here, we do not consider the matrix in the form Z = A(r)e iζΘ(k) and we do not impose any conditions on the matrices, but, in addition to the Clifford parameters, we introduce a new parameter θ whose role in the construction will be made clear later.
On a general Clifford algebra
Let X be a real linear space and (X, f ) be a real quadratic space. By this, we mean that
is the usual inner product on X. Now, the Clifford algebra of (X, f ) is a pair (C(f ), Θ), where C(f ) is a R-algebra and
is a linear function such that
where we have taken an n × n matrix representation of C(f ) by real matrices satisfying (2.3) and denoted these matrices by the same symbol as the elements of the algebra C(f ). For each z ∈ S 1 , the unit circle, we define a new linear function Θ z (x) = zΘ(x). The new function satisfies the relation (2.4)
Therefore, for each z ∈ S 1 , the pair (C(f ), Θ z ) is again a Clifford algebra. Further, it can be noticed that, for any two different z ∈ S 1 , the corresponding Clifford algebras are isomorphic. Let χ 1 , . . . , χ n be an orthonormal basis of C n , and let {φ m } ∞ m=0 be an orthonormal basis of an arbitrary Hilbert space H. With these considerations, we define on
where the normalization constant N and ρ(m) have to be identified so that the states (2.5) satisfy the normalization condition and a resolution of the identity.
2.1. Normalization and Resolution of the Identity. From (2.4) we have that
Let us make the following identification (2.6)
and set (2.7)
We can then define
Assuming that (2.9) lim m→∞ x m = R, the set of labels becomes
with the measure dµ = tdtdθ, where dθ is a measure on S 1 , whose elements are parametrized as e iθ , θ ∈ [0, 2π]. We can now state the following Theorem 2.1. The states in (2.5) are normalized in the sense that
and they achieve a resolution of the identity
where
and λ(t) is to be chosen from the moment problem
Proof. It is straightforward that, for (t, θ) ∈ D, the normaliszation condition reads
that is,
In the case, x m = m, for all m, N (t) = ne 
This condition is achievable: For example, when
, we have L = ∞, w(t) = n/π, and the choice λ(t) = e −t 2 , together with the substitution t 2 = r, give the expected resolution of the identity through the equation
Theorem (2.1) shows that the set of states in (2.5) are VCS.
In the above construction we have introduced an additional complex number e iθ from S 1 to make our calculations easier. It can easily be noted that the new parameter intervenes in the picture only by bringing the double sum in the resolution of the identity condition to a single sum through the identity
Since the moment problem (5.1) is in the form of a classical moment problems, ρ(m) can be chosen in several ways. For example, several moment problems were solved in [4] .
Annihilation, Creation, and Number operators
Here, we briefly show that the approach adopted in [6] for the complex representation of quaternions can be applied to any Clifford algebra. We define the annihilation, creation and the number operator on the basis {φ m } by
The corresponding operators for the states | Θ z (x), j are
The action of these operators is given by the same relations of [6] . Further, when x m = m we have
The proof is similar to the proof presented in [6] . Let us define the self-adjoint operators
and the corresponding operators for the VCS as
When ρ(m) = m!, the CS in (1.1) can be written as
The operators q, p and I generate an irreducible representation of the Lie algebra g W H of the Weyl-Heisenberg group G W H on the Hilbert space H. A unitary irreducible representation of G W H on H is given by the operators U (θ, q, p) = e i(θI+p p+q q) . Thus | z = U (0, q, p)φ 0 . As it was given in [6] an exact anologue follows for the VCS, | Θ z (x), j . The operators A, A † , N generate an algebra (under the commutator bracket) U osc , the so-called oscillator algebra. The nature of this algebra primarily depends on the choice of ρ(m). † AND A.L. HOHOUÉTO ‡
be the real quaternion division algebra. It is known that H is algebraically isomorphic to the real matrix algebra
For detailed explanation see [7] and the references therein. For z = e iθ ∈ S 1 and q ′ ∈ M, let q = zq ′ . Then,
where |q ′ | is the norm of the quaternion q ′ and I 4 is the 4 × 4 identity matrix. Thus, with the notations of the previous sections we have a set of VCS in the Hilbert space
Here also, the choice ρ(m) = m! can be replaced by other choices as mensioned earlier, because the moment condition takes the form (5.1).
4.1.1. Quaternionic minimum uncertainty states. The eigenvalues of q are z 1 = a 0 + ib and z 2 = a 0 − ib, each with multiplicity 2, where b = a 2 1 + a 2 2 + a 2 3 . Let the orthonormal eigenvectors (they do exist) corresponding to z 1 and z 2 be χ
saturate the Heisenberg uncertainty relation
4.1.2. The exponential form. As introduced in the general case, we can take the annihilation, creation, and number operators for the VCS as (4.6)
With these operators we can write the VCS in the form
Once again, the proof is similar to the one presented in [6] .
Example 2 : Octonionic VCS.
Let O denotes the octonion algebra over the real number field R. In [7] it was shown that any a ∈ O has a left matrix representation ω(a) and a right matrix representation ν(a), given respectively by 
The relationship between the two representations is given by the equation Then,
Thus, we have two sets of VCS
In fact, using(4.10), the "right" VCS can be obtained from the "left" ones by the transform
Again, the moment condition takes the form (5.1). Thus, ρ(m) can be chosen in many ways. We keep stuck with the simplest choice ρ(m) = m!. † AND A.L. HOHOUÉTO ‡ 4.2.1. The oscillator algebra. Now let us denote the corresponding annihilation, creation, and number operators as before and define accordingly, for the left representation, 
. Then, the eigenvalues of ω(a, z) are z 1 = e iθ (a 0 + ib) and z 2 = e iθ (a 0 − ib), each with multiplicity 4. Let the corresponding normalized eigenvectors be χ
j , j = 1, . . . , 4. For i = 1, 2, the states
saturate the Heisenberg uncertainty relation (4.5).
A similar set of VCS can also be obtained for the right representation.
The exponential form.
Here again the states can be written in the form
VCS with matrix moments
So far, we have obtained VCS by replacing the complex number z of (1.1) by a Clifford matrix and keping the moments ρ(m), as usual, a positive sequence of real numbers. In this section, we attempt to replace both, z and ρ(m) by matrices, namely, the first by a Clifford matrix, and the second by a matrix R(m). This procedure foreshadows a more general picture to be analyzed in a forthcoming paper. In order to do this we demand the matrix R(m) to satisfy the condition,
where n has to be chosen to match the size of the Clifford matrix. Now, we define our VCS as follows:
Let us then look at the normalization and resolution of the identity conditions for the matrices of sections 4.1 and 4.2.
5.1. For the quaternions. Let q ∈ H, Z = qe iθ , and, for R(m), let us take, for example, for a fixed x,
We have
The normalization condition takes the form,
and leads to the normalization factor
On the other hand, under the identification (2.6) and using the measure
we have
For the octonions.
Here we can take either Z = ω(a, z) or Z = ν(a, z), where ω(a, z) and ν(a, z) are as in section 4.2. For R(m), one could take, for a fixed x,
The rest of the details are similar to the case of quaternions.
Remark 5.1. Since Z and R(m) are matrices, in general, placing R(m) on the right of Z is different from placing it on the left of Z. In our case, by the properties of the Clifford matrices and by the assumption on R(m) the construction can be carried out in either way without any obstacles. Further, in CS constructions the sequence ρ(m) of (1.1) is taken to be a positive sequence, and, thereby, in getting † AND A.L. HOHOUÉTO ‡ a resolution of the identity, we end up with a positive moment problem. When we replace ρ(m) by a matrix R(m), one could expect it to be a positive definite matrix. But in our construction we have used a non-positive definite matrix R(m). It can be observed that, it doesn't really matter which matrix we start with, but what does matter is that we finally end up with a moment problems with positive moments throughout in the construction.
Remark 5.2. In our knowledge, a physical system which can be described by quaternions or octonions is not known yet. There have been several attempts to describe relativistic physics in terms of quaternions or octonions (see [2] and the references therein), but without the expected success. Nevertheless, the VCS of the type presented here have been introduced recently [6] , and quaternionic VCS are suspected to be useful in the description of the spin orbit interaction between a spinning electron and an external magnetic field.
conclusion
We have presented a class of VCS using the real matrix representation of Clifford algebras. In [6] , quaternionic VCS were presented without introducing the supplementary term e iθ , whis is used in the construction developed in this paper only for technical purposes. Finally, we have introduced VCS with matrix moments, carrying out the construction for real matrix representations of quaternions and octonions. A wide-ranging study of VCS with matrix moments will emerge in a companion paper.
