We considered a method for the determining of the statistical characteristics of the magnitude, location and first-passage time of Markov random process, with piecewise constant drift and diffusion coefficients. We found the closed analytical expressions for distribution functions of the specified random variables. We also analyzed the asymptotic behavior of probability density and ordinary moments of location of the greatest maximum of Markov random process and showed their coincidence with some known results for the particular cases.
Statement problem
In a number of practical appendices of the information theory it is necessary to define the magnitude (for example, for detection of a useful signal in the observable data realization) and location (for example, for estimation of informative parameter on the observable data realization) of the greatest maximum of Markov random process of diffusion type with piecewise constant drift and diffusion coefficients and also to calculate their statistical characteristics [1] [2] [3] [4] [5] [6] . Often such problem takes place in the statistical analysis of the quasi-deterministic or random processes, some characteristics of which are described by step functions, against hindrances. In the literature it is accepted to name such processes as discontinuous [1] [2] [3] . 
It is easy to see that required distribution functions of the random variables (3) can be expressed through distribution function (4) as
For joint probability density of magnitude and location of the greatest maximum of random process   x y the following expression is valid
While integrating probability density
on the first argument within infinite limits, it is possible to find the probability density of the greatest maximum location of Markov random process   x y :
(obviously, similar result can be received by differentiation of expression (6) on a variable X). Therefore, for calculation of required distributions of magnitude and location of the greatest maximum of Markov random process the function (4) should be found. For this purpose, we introduce auxiliary random process ,
Equation-solving procedures (19) are considered in detail in works [7, 8] . Using results [7, 8] , taking into account Eqs. 
where it is designated , x X x  . According to Eq. (9) under X x  the random process   x z undergoes a jump by value u v  . Therefore, in order to satisfy to continuity property of probability density   x z W , , the following equality should be carry out
Then, taking into account Eqs. (24), (25) the expression for 
Further, using Eq. (28) (11), we find expression for function (17), we have for probability density 
In an analogous way we find the solution of equation (13) 
0 x x  , we receive the starting condition for probability density   
Substituting Eq. (24) 
we use Eq. (32) as the starting condition for the solution of equation (13) 
from which substituting Eq. (32) in Eq. (33) and Eq. (33) in Eq. (17) we find for probability density 
Now having substituted the serially found solutions (30) and (34) of FPK equation (13) 
Here it is designated         2  1  3  2  1  3  2  1  3  2  1  3  2  1   2 is probability integral [9] . Assuming in Eq.
, we find distribution function (5) 
In a particular case, when the initial probability density (14) is described by Gaussian distribution law with mathematical expectation 1 X m and dispersion
we receive under substitution Eq. (38) in Eq. (37) and carrying out integration operation on a variable ξ 
Substituting distribution function (35), (36) in the formula (7), we find joint probability density of magnitude and location of the greatest maximum of Markov random process under 
and under 
Asymptotic Characteristics of Location of the Greatest Maximum of Markov Random Process with Piecewise Constant Drift and Diffusion Coefficients
Let us consider characteristics of location of the greatest maximum of Markov random process in the limiting case. As it is known [1, etc] , the most important statistical characteristics of a random variable are its first two moments. In this connection we find a mathematical expectation Some particular cases of the results stated here for definition of operating effectiveness of concrete detectors and measurers of the discontinuous quasi-deterministic and random signals can be found in [1, 2, 4] . In [5, 6] applicability is shown of the formulas (39), (50) for the statistical analysis of detection and measuring algorithms of abrupt changes in Gaussian random processes.
Conclusion
For definition of limiting characteristics of Markov random processes with piecewise constant drift and diffusion coefficients, the approach can be effectively used, based on the introduction of two-dimensional distribution function of the greatest maximum of random process, expressed through probability density, which is defined from the Fokker-Planck-Kolmogorov equation. Solving the specified equation in intervals of a constancy of drift and diffusion coefficients consistently, it is possible to find the closed analytical expressions for the distribution functions of magnitude, location and first-passage time of Markov random process. These formulas presuppose relatively simple approximations in the conditions of great signal-to-noise ratios.
The received results are applicable for the analysis of optimal and quasi-optimal processing algorithms of discontinuous processes where the solving statistics possesses Markovian properties.
