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Chapter 1
Introduction
The Standard Model of elementary particle physics is the theory which describes the in-
teractions between fundamental particles at distances of less than one attometer (10−18m).
Since its inception, almost 40 years ago it has been the subject of an impressive experimental
program to challenge its validity. So far the Standard Model has withstood all tests.
Perhaps the life of the high energy physicists would be a lot more exciting if large devi-
ations from the Standard Model predictions would be found. But this has not happened so
far. Thousands of physicists analysed many millions of events taken in different experiments
and in the end there are no statistically significant deviations observed. Maybe it is because
particles do interact in a pretty standard way after all.
The Large Electron Positron (LEP) collider was in operation for almost 12 years at CERN
near Geneva. At the first stage, from 1989 until 1995, which was known as LEP-1, many pre-
cision measurements were performed around the Z resonance. The Z boson and its charged
counterpart the W boson are the carriers of the weak interaction. At the next stage, called
LEP-2, the accelerator was operated at higher energies, which allowed the production of
events containing a pair of W bosons. The higher energies also enabled the search for the
Higgs boson and processes beyond the Standard Model to widen. At the end of 2000 LEP
was shut down to make room for the next generation collider, the Large Hadron Collider.
Up until this moment all results produced with the data collected at LEP only ratified the
Standard Model. The work described in this thesis contributes one more grain of sand to the
large pile of results that corroborate the validity of the Standard Model.
The subject of this thesis is the direct measurement of the mass of the W boson in semi-
leptonic events. In this kind of events one of the two W bosons decays into a quark and
an anti-quark and the other decays into a lepton and its neutrino. This measurement was
performed using the data collected by the DELPHI experiment at LEP. A precision measure-
ment of the mass of the charged carrier of the weak interaction, the W boson, is in itself a
very relevant measurement. Besides that it provides a test of the Standard Model, which as
mentioned above, has been extensively tested. A precise knowledge of the W mass enables
an improved prediction of the mass of the much searched for Higgs boson, the one particle
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in the Standard Model which has not yet been observed.
The outline of this thesis is as follows. Chapter 2 will give a short overview of the rele-
vant theoretical background for measuring the W mass. It will give a brief introduction on
the Standard model, concentrating on the electroweak sector. Chapter 3 describes the exper-
imental setup with which data was collected. It includes a description of the LEP accelerator
and of the DELPHI experiment. In Chapter 4 the selection of WW semi-leptonic events
is described. Chapter 5 goes into the details of the analysis method used to extract the W
mass and it presents the results found for the various centre-of-mass energies analysed. After
that in chapter 6 comes an extensive discussion of the possible systematic uncertainties that
might affect the measurement as well as an estimate of the magnitude of these uncertainties.
Finally chapter 7 shows the combined results, for all centre-of-mass energies and discusses
the validity of the results.
2
Chapter 2
Theory
2.1 The Standard Model
The Standard Model is the theory that describes the properties of the fundamental con-
stituents of matter and how they interact. These constituents are called fermions, spin-1/2
particles. Fermions can be divided in leptons and quarks. The leptons and quarks are classi-
fied in families. Their quantum numbers can be seen in table 2.1. The first lepton discovered
was the electron, by Thomson in 1897. The last of them was the tau neutrino, which was
directly observed at the DONUT experiment at Fermilab in 2000.
There are four interactions present in nature, weak, strong, electromagnetic and gravi-
tational (the gravitational force is negligible at the scale relevant for this thesis). Each in-
teraction is mediated by a gauge boson. Gluons are the mediators of the strong interaction,
photon exchange characterises an electromagnetic interaction and finally Z and W bosons
are the carriers of the weak force. In this chapter we will concentrate on the description of
the electroweak interaction which is the most relevant for this thesis.
Fermion families Electric charge Weak Isospin
Quarks u c t + 2
3
+1
2
d s b −1
3
−1
2
Leptons νe νμ ντ 0 +12
e μ τ −1 −1
2
Table 2.1: The table shows the Standard Model fermion families and some of their corre-
sponding quantum numbers. The weak isospin numbers quoted are actually the third com-
ponent of the weak isospin for the left hand chirality state.
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electron track
Figure 2.1: A W → eν event recorded in the UA1 detector. The arrow, bottom right, points
to the track of a high pT electron from W decay.
2.2 The electroweak theory
Fermi was the first one to formulate a theory that tried to explain the β decay in 1933. He
described it as a 4-point interaction with strength GF . Soon after that, in 1934, Yukawa
proposed the existence of the weak mediator. This would be the same mediator he had
proposed for the strong interaction. It was Klein, a couple of years later, who stated this
mediator should have spin-1 instead of spin-0 like Yukawa had thought. In 1957 Lee and
Yang proposed that parity violation would be observed in weak interactions, which was in
agreement with the currently accepted V-A structure of the couplings. This was confirmed
experimentally later that year. In 1964 the spontaneous symmetry breaking mechanism that
gives masses to the bosons was proposed by Higgs, Englert and Brout [1]. At the end of the
sixties Glashow, Weinberg and Salam [2] managed to unify the weak and the electromagnetic
interactions into a non-abelian gauge theory. The introduction of neutral currents made it
possible for the theory to become renormalisable. The renormalisability of the theory was
proven by ’t Hooft and Veltman in 1972 [3]. In 1973 at the Gargamelle experiment [4] at
CERN the neutral currents were finally observed. In 1983 the W and Z bosons were observed
for the first time by the UA1 and UA2 experiments [5, 6] also at CERN. Figure 2.1 shows
an event recorded by UA1, the electron track corresponds to a high transverse momentum
4
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electron which is a decay product from the W boson.
2.2.1 The Higgs boson
The Standard Model describes the particles as if they were massless. In order to introduce
mass in the theory one has to break the Electroweak symmetry and this is what the Higgs
mechanism does. Below we will briefly describe how this happens. When introducing a
new complex scalar field to break the symmetry, the bosons will acquire mass, this is known
as the Higgs mechanism. A new complex scalar doublet Φ is introduced in the theory: the
Higgs field. The energy potential associated with this field can be written as:
V (Φ) = μ2|Φ|2 + λ|Φ|4 (2.1)
with two free parameters, μ and λ, where λ > 0. When μ2 < 0 the minimal potential that
defines the vacuum is given by the condition:
|Φ|2 ≡ −μ
2
2λ
=
1
2
v2 (2.2)
where v is the vacuum expectation value. There are an infinite amount of configurations that
satisfy 2.2, when choosing a minimum the symmetry is broken. When this happens two out
of four degrees of freedom of the Higgs field give masses to the W bosons. The other two are
not mass terms. However one can make two linear combinations of them, which will lead to
a mass term and that gives mass to the Z boson and the other will be a massless term which
is associated with the photon:
mW =
1
2
vg (2.3)
mZ =
vg
2 cos θW
(2.4)
mγ = 0 (2.5)
where g is the the weak coupling constant and θW is known as the electroweak mixing angle
which is a free parameter in the theory. The fermions also acquire mass by coupling to the
Higgs field. This is done by imposing a Yukawa coupling between the Higgs scalar field and
the fermions. The mass term is:
mf = gf
v√
2
(2.6)
where gf is a coupling constant specific to each fermion and it is a free parameter.
The Higgs boson is the only particle in the Standard Model which has not yet been
observed and its existence is excluded for masses below 114.4 GeV at 95%CL [7].
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2.2.2 The Higgs mass and the W mass
At tree level the following expressions for the W and Z masses can be derived:
mW = cos θW ·mZ = 1
sin θW
√
πα√
2GF
(2.7)
where α is the electromagnetic coupling. However the high experimental precision calls for
a more accurate description of the theory. By taking into account electromagnetic and weak
radiative corrections equation 2.7 becomes:
m2W (1−
m2W
m2Z
) =
πα√
2GF
· 1
1−Δr (2.8)
where Δr represents all the modifications due to higher order corrections. The correction Δr
can be split into two separate contributions, Δα, the electromagnetic component and Δrw,
the weak component:
1
1−Δr =
1
1−Δα(m2Z)
· 1
1−Δrw (2.9)
Δα(m2Z) is the contribution due to the photon self-energy. The strength of the coupling
depends on the scale s:
α(s) =
α(0)
1−Δα(s) (2.10)
α is therefore referred to as a running coupling. All charged fermions contribute to Δα(s):
Δα = Δαleptons + Δα5quarks + Δαtop (2.11)
All three contributions, namely, the one from the leptons, the one from the light quarks and
the one from the top quark can be calculated and at the mZ scale α(s) becomes [8]:
1
α(m2Z)
= 128.940± 0.048 (2.12)
The terms contributing to Δrw are the vacuum polarisation, vertex and box corrections.
An example of one of the contributions to Δrw is shown in figure 2.2 where one can see the
corrections to the W propagator due to the Higgs boson, bottom and top quarks. A rigorous
description of all terms contributing to Δrw is outside the scope of this thesis. However,
what is of interest is to know how Δrw depends on mH and on mt. In order to illustrate that,
here follows an approximate formula for Δrw where mH  mW is assumed [9]:
Δrw = −GFm
2
W
8
√
2π2
[
3 cot2 θW
m2t
m2W
+ 2(cot2 θW − 1
3
) ln
m2t
m2W
−11
3
ln
m2H
m2W
+
4
3
ln cos2 θW + cot
2 θW +
41
18
+ ...
]
. (2.13)
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t
b
W± W±
H
W±
W± W±
Figure 2.2: Feynman diagrams representing the self energy corrections to the W propagator
involving the Higgs boson and the bottom and top quarks
From relation 2.13 one can observe that a precise knowledge of the W mass and the top
mass helps constraining the Higgs mass. First of all one can verify if the relation 2.13
holds, which is a test of the standard model. One should notice the quadratic dependence of
Δrw on mt, which means that Δrw is quite sensitive to changes in mt. On the other hand
the dependence on mH is logarithmic hence compared to mt the uncertainty on mH from
indirect determination will be much larger. In figure 2.3 one can see a plot which illustrates
how a precise knowledge of mt and mW can constrain the Higgs mass. The figure shows the
top mass on the x axis and the W mass on the y axis. The two ellipses represent the 68%
confidence level limit on mt and mW . The full line one uses only the LEP-1 and the SLD
Z lineshape and asymmetries data (indirect measurement) and the dashed one uses the LEP-
2 and the Tevatron data (direct measurement). The diagonal lines represent the theoretical
dependence of mW versus mt for three different values of the Higgs mass.
2.3 W physics and the Standard Model
2.3.1 WW production
In e+e− collisions W pairs can be produced through 4 Feynman diagrams, via photons,
neutrino, Z and Higgs exchange which are shown in figure 2.4. The latter is suppressed with
respect to the other ones. The remaining three are known as the CC03 diagrams.
The W pair production at e+e− colliders is very advantageous compared to the production
at pp machines, because the background level is low. Besides that, the centre-of-mass energy
is known which allows full reconstruction of the event kinematics. There are two different
possibilities to measure the W mass in e+e− collisions. One of them is measuring the cross-
section near threshold and extracting the mass from this measurement (this is not included
in this thesis). The other is the direct reconstruction of the decay products of the W bosons
which is the one done in this thesis and will be discussed in greater detail in the following
chapters.
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Figure 2.3: A plot of the top mass versus the W mass which shows the current constraints on
the Higgs mass due to the knowledge of these two observables.
2.3.2 WW cross-section
The cross-section around threshold is dominated by the t-channel contribution. At a higher
energy the s-channel contribution becomes more significant as can be seen in figure 2.5. The
calculation at Born level assumes zero width and no radiative corrections. However we know
the W bosons are unstable particles and hence have a finite width. Once the finite width is
taken into account the shape of the cross-section changes. As can be seen in figure 2.6, it
leads to a smoother rise of the cross-section at threshold. The leading order cross-section for
off-shell W boson resonances with finite width can be written as:
σ(s) =
∫ s1
0
ds1
∫ (√s−√s1)2
0
ds2ρ(s1)ρ(s2)σ0(s, s1, s2) (2.14)
where s1 and s2 are the virtualities of the two W bosons and ρ(s) is a relativistic Breit-
Wigner.
ρ(s) =
1
π
s
(s−m2W )2 + m2WΓ2(s)
(2.15)
where Γ(s) is given by:
Γ(s) =
s
m2W
ΓW . (2.16)
This definition of Γ as a function of the scale s is called the running width and it is used to
take into account higher order electroweak corrections. This is the same approach used at
8
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W-
W+
e
-
e
+
γ
W-
W+
e
-
e
+
Z0
W-
W+
e
-
e
+
ν
W-
W+
e
-
e
+
H0
Figure 2.4: e+e−→W+W− Feynman diagrams. The two diagrams on top are referred to as
s-channel, the one on the bottom left as t-channel, while the right bottom one is suppressed.
LEP-1 for the Z lineshape. If one considers the width to be fixed with respect to the scale s
the relativistic Breit-Wigner can be written as:
ρ(s) =
Γ
πm
s
(s−m2W )2 + m2WΓ
2
(s)
. (2.17)
Around the pole the equivalent mass and width are related to those in equation 2.15 by the
following expressions:
m = mW − Γ
2
W
2mW
= mW − 26.9MeV
Γ = ΓW − Γ
3
W
2m2W
= ΓW − 0.7MeV. (2.18)
The inclusion of the ISR in the total cross-section determination will also change the
shape of the cross-section, it basically decreases the cross-section as a whole, as can also be
seen in figure 2.6.
The cross-section results for WW production at LEP can be seen in figure 2.7, the dots
represent the measurements and the curves represent the theoretical predictions.
9
Theory
√s⎯   [GeV]
σ
(e+
e
−
→
W
+
W
−
)   
[p
b]
-50
-25
0
25
50
160 180 200 220 240
Figure 2.5: Contribution of CC03 diagrams and their interferences to e+e−→W+W− cross
section as a function of √s.
2.3.3 W decay
A W boson can decay into a pair of quarks, qq¯ or into a lepton and its neutrino, lνl. The
final state is formed by four fermions, which are the decay products of the two W bosons.
There are three possible configurations, fully hadronic final state, when both W’s decay
hadronically, semi-leptonic, when one W decays into lνl and the other into qq¯′ and finally the
fully-leptonic, when both W’s decay into a lepton and its neutrino. The branching fractions
of the final state are as follows:
• fully hadronic: 45.6%
• semi-leptonic: 43.9%
• fully-leptonic: 10.5%
In this thesis the only channel studied is the semi-leptonic channel. The fully hadronic
channel also plays an important role in the measurement of the W mass. The fully-leptonic
one is not a useful one as the missing energy in this channel is very high making it impossible
to reconstruct the event kinematics.
10
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√s⎯   [GeV]
σ
(e+
e
−
→
W
+
W
−
(γ)
)   
[p
b]
No ISR, ΓW=0
No ISR, ΓW = 2.1 GeV
ISR, ΓW=0
ISR, ΓW = 2.1 GeV
0
10
20
150 160 170 180 190 200 210 220 230 240 250
Figure 2.6: Effects of the finite W width and ISR corrections on the total CC03 cross section
for e+e−→W+W−.
2.4 Theoretical uncertainties
2.4.1 Electroweak radiative corrections
The model accuracy of electroweak radiative corrections in the Monte Carlo generators is of
great importance to the W mass measurement. The possible sources of systematic uncertain-
ties will be briefly discussed here. The magnitude of the uncertainties as well as the methods
used to extract them are discussed in section 6.3.
The Monte Carlo generators used in the past included only the universal electroweak
corrections such as Coulomb corrections, initial state radiation and final state radiation. The
precision achieved by these generators on the estimate of the WW cross-section was typi-
cally 2%. However already at that time the experimental precision was about 1%. Hence
it was clear that there was a need for improvement in the theoretical side. In 2000 calcu-
lations implementing full O(α) electroweak radiative corrections for four fermion events
in the so-called Double Pole Approximation (DPA) [10] were made available by the the-
ory community. The two Monte Carlo generators which implemented these calculations are
11
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√s (GeV)
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Figure 2.7: WW production cross-section results for the four LEP experiments combined.
The points represent the data and the lines represent the predictions from the two Monte
Carlo generators, YFSWW and RacoonWW.
RacoonWW [11] and YFSWW [12].
Initial State Radiation (ISR)
ISR plays a very important role in the W mass measurement since it can influence the effec-
tive centre-of-mass energy. Real photons as well as virtual photon exchange [13] have to be
taken into account. In first approximation the effect of ISR can be factorised as the convo-
lution of a radiator function with a cross-section at the effective centre-of-mass energy
√
s
′
.
There are several programs which implement ISR in this fashion in the Monte Carlo gener-
ators. In the DELPHI collaboration this was done using the YFS exponentiation approach
[14] which uses leading logarithm O(α3) matrix elements.
Non-factorisable corrections
The virtual corrections can be divided in factorisable and non-factorisable ones. The first are
the ones associated to either the W-pair production or the W-boson decay while for the latter
the production and decay do not occur independently. For the non-factorisable corrections
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Figure 2.8: Examples of virtual non-factorisable radiative corrections in W pair production
the photon links two different subprocesses as can be seen in figure 2.8. The virtual photon
exchange between W’s is referred to as Coulomb corrections. The non-factorisable O(α)
corrections are implemented in DELPHI through the so-called Khoze-Chapovsky ansatz
[15].
Final State Radiation (FSR)
The description of Final State Radiation is very much dependent on the final state in question.
Consider for example quarks in the final state. In this case radiation of photons happens
most likely in the direction of the quark itself and therefore it will be included in the jet.
The quarks can radiate both photons and gluons and a rigorous approach would require both
processes to be described in a single process. This makes it impossible to separate FSR from
the fragmentation process and one can consider that this uncertainty is already included in
the fragmentation uncertainty. In DELPHI for leptons in the final state FSR is treated with
PHOTOS [16] which includes leading log O(α2) photon emission.
Radiative corrections on 4-f background diagrams: single W
The double pole approximation is valid only within a few ΓW intervals around the double res-
onant pole. Therefore the DPA correction is applied only to the matrix elements from CC03
diagrams and to some interference terms. This means that the uncertainty for non-CC03 dia-
grams and the interference terms due to radiative corrections still needs to be addressed. The
ISR studies discussed above cover most of the radiative corrections uncertainty for the four
fermion background diagrams, e.g., the non-CC03 part. The one exception however is the
qqeν final state of single W diagrams. The interference between this diagram and the CC03
is sizeable and will therefore affect the W mass measurement.
Ambiguities in Leading Pole Approximation definition
Two effects need to be considered when using the Leading Pole Approximation. One is the
effect of the missing terms in the approximation. The other is the ambiguity present in the
13
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way of expanding the amplitude around the double resonant W pole. The assessment of the
uncertainty introduced by these effects will be done in chapter 6.
2.4.2 Fragmentation and hadronisation
The process of how quarks react from the moment they are produced until the moment
they combine themselves to form new hadrons is known as fragmentation or hadronisation.
Quarks interact via the strong interaction which is described by Quantum Chromo Dynamics
(QCD). The interaction between quarks and gluons can be characterised by the strong cou-
pling αs. The strong coupling is small at the beginning of the fragmentation process where
the virtuality scale Q2 is high. The scale Q2 will decrease through the fragmentation process
and it will vanish asymptotically while αs will increase.
The fragmentation process can be divided into two main parts as it can be seen in figure
2.9. Before the fragmentation begins the electroweak process takes place. This process can
be described by electroweak theory to a great level of precision. After that comes the first part
of the fragmentation, the perturbative jet evolution, which means one can use perturbation
theory to calculate what is needed. The perturbative jet evolution is well described by the
Parton Shower model. In this approach the shower is seen as a sequence of branchings where
the mother particle, a gluon or a quark, branches into two daughters. These daughters will
branch further creating a shower like structure. The partons can split in the following ways:
q → qg, g → qq¯ and g → gg. The shower evolves until the virtuality scale Q2 reaches a
cut-off value which is normally of the order of 1− 2 GeV.
The last part of the process is the non-perturbative hadronisation where the need for phe-
nomenological models comes in. The non-perturbative hadronisation is the least understood
part in the whole process. In this case the soft gluon radiation can not be calculated exactly
using perturbative QCD.
There are a few models available to describe the fragmentation and hadronisation pro-
cesses. The Monte Carlo programs JETSET [17], ARIADNE [18] and HERWIG [19] all use
the parton shower approach for the perturbative phase. Hereby ARIADNE uses the colour
dipole approach while the other two use repetitive emission from individual partons.
For the non-perturbative phase JETSET and ARIADNE use the Lund string model. In
this model the quark anti-quark pair is described as if they were connected by a colour flux
tube that stretches as they move apart. This tube is called a string. The string has a certain
tension that increases as the pair moves apart. When the tension is too high the string breaks
and this means a new quark anti-quark pair has been created.
HERWIG [19] uses a different approach for the non-perturbative phase which is known
as the cluster fragmentation model. In this model the gluons which remain after the parton
shower are made to decay into qq pairs. These pairs and quark pairs from shower form
colourless clusters of various masses. These clusters can decay into lighter clusters or di-
rectly into hadrons, depending on their masses.
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Figure 2.9: Schematic illustration of the process of fragmentation and hadronisation, see
text.
All the models described above have a number of free parameters and these are used to
tune the models so they describe the data. The program used to describe fragmentation in
this thesis was JETSET. The other two models mentioned, HERWIG and ARIADNE were
used for the systematics studies.
2.4.3 Colour Reconnection
In the hadronisation models described in section 2.4.2 the end products q1q¯2 and q3q¯4 of the
reaction e+e− → W+W− → (q1q¯2)(q3q¯4) are treated independently. However cross-talk
effects between the two colour singlets may occur. This can happen because the lifetime of a
W boson is 0.1 fm/c while the hadronisation scale is of the order of 1 fm. This means that
the decay products of the W’s which are originally colour singlets might interact with each
other since they are decaying in the same region of space-time. This interaction can modify
the properties of the final hadronic system and therefore it can influence the measurement of
the W mass in the fully hadronic channel.
The effect of colour reconnection is expected to be small at perturbative level [20],
however at hadronisation level the large number of soft gluons can make the effect much
larger. The models available to describe Colour Reconnection in the non-perturbative phase
of hadronisation rely on phenomenology. All the hadronisation models described in 2.4.2
have a Colour Reconnection option built-in. The most tested model is the Sjo¨strand-Khoze
I (SK-I) model [20] which is based on the Lund string model. The strings are considered
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as colour flux tubes with a certain volume and the reconnection occurs when the strings
overlap. The reconnection probability in an event Preco is parameterised as a function of the
parameter κ which is set by the user. Preco is given by:
Preco = 1− e−κVoverlap (2.19)
where Voverlap is the space-time volume overlap of the two strings. The results obtained by
the DELPHI collaboration for the reconnection probability are:
0.31 < Preco < 0.68 (2.20)
at 68% confidence level with its best value at 0.52 [21]. The corresponding systematic uncer-
tainty in W mass measurement in the fully hadronic channel amounted up to 212 MeV [22].
For a description of other Colour Reconnection models the reader is referred to references
like [18], [23] and [19].
2.4.4 Bose-Einstein Correlations
Bose-Einstein correlation is a purely quantum mechanical phenomenon which occurs when
identical bosons (pions and kaons) are close to each other in phase-space. The net effect of
Bose-Einstein correlations is that multiplets of identical bosons are produced with a smaller
energy-momentum difference than non-identical ones. The effect of BEC in Z hadronic de-
cays has been measured and it is well understood. It is natural to expect the same behaviour
on single W hadronic decays. In the case of two hadronically decaying W’s BEC for par-
ticles produced from the same W boson affect the normal fragmentation and are therefore
treated implicitly by the fragmentation models. However it is not clear what the effect of
these correlations would be if the two identical bosons in the final state came from different
W’s. This creates a cross-talk between the W’s which may have an effect in the W mass
measurement in the fully hadronic channel.
This effect is not correctly modelled in the currently available phenomenological models.
The decay amplitudes are not calculated by these models, in fact what they do is to use ad-
hoc algorithms that try to reproduce these amplitudes. The model which was used by all four
LEP collaborations to implement Bose-Einstein correlations is LUBOEI [24]. A model-
independent measurement of the BEC effect was also performed by the LEP experiments.
The DELPHI collaboration observed a 2.4 standard deviation evidence for BEC between
different W’s [25]. The uncertainty due to this effect in the W mass measurement in the
fully hadronic channel was found to be 31 MeV.
2.5 Event generation
Throughout this chapter some aspects of the event generators used in the DELPHI collab-
oration were described, however a more condensed description is still desirable and will
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follow now. The W+W− events and all other four fermion processes were generated using
WPHACT [26]. WPHACT was interfaced with JETSET which was used for the fragmenta-
tion process. TAUOLA [27] was used to simulate τ lepton decay. The electroweak radiative
corrections in the Double Pole Approximation were included in the generation of signal
events via weights computed by YFSWW. The radiation of photons by leptons in the final
state was done by PHOTOS. The main source of background in W +W− events comes from
e+e− → qq¯(γ) events. This process was simulated by KK2f [28] interfaced again with
JETSET for fragmentation. The two-photon background leading to the final states e+e−qq¯′,
not included in the four fermion generator above, was produced with PYTHIA [17]. For a
complete description of the four fermion event generation in DELPHI the reader is referred
to [29].
17
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Chapter 3
Setup
3.1 The LEP machine
The Large Electron Positron collider (LEP) was operated between 1989 and 2000. The LEP
ring had a circumference of 26.7 km and it was located approximately 100 m under the
ground on the French-Swiss border near Geneva. It consisted of 8 straight sections which
were connected by curved ones. In four of the straight sections the electron and positron
beams were collided and around each interaction point a multi-purpose detector was built,
namely ALEPH [30], DELPHI [31], L3 [32] and OPAL [33]. In figure 3.1 one can see
the location of the experiments around the LEP ring. During the first phase of its physics
program, LEP operated at the Z resonance, around 91 GeV. After 1995 the accelerator was
upgraded in order to reach energies capable of producing two W bosons, this was known as
the LEP-2 phase. The highest centre-of-mass energy ever reached at LEP was 209.2 GeV.
At the end of year 2000, after a last effort was made to try to find the Higgs boson, the LEP
accelerator was shut down for good to make room for the LHC (Large Hadron Collider).
3.1.1 The accelerator chain
The machinery needed to get to the desired energies consisted of a chain of accelerators [34]
that could gradually increase the energy of the electrons and the positrons until the wanted
level. A schematic drawing of the injector chain can be seen in figure 3.2. The process
starts with electrons being produced by an electron gun and then being accelerated up to
200 MeV in a high intensity linear accelerator, the LEP injecteur line´aire (LIL). The beam
which comes out of the LIL hits a tungsten converter target creating the positrons. In the next
step, both the electron and positron beams are accelerated in another linear accelerator up
to 600 MeV. After that the electrons and positrons are accumulated in the Electron-Positron
Accumulation ring (EPA). The following energy levels are achieved through acceleration at
the PS and the SPS and they are respectively 3.5 GeV and 20 GeV. These are the last two
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Figure 3.1: Top view of the LEP collider and
storage ring. The locations of the four LEP
experiments are indicated.
Figure 3.2: Pre-accelerator chain for the
electron and positron beams.
steps before the particles are injected in the LEP ring. In the LEP ring the electrons and
positrons are accelerated by RF cavities until they reach the desired energy for collision.
Once the collision energy is reached the RF cavities continue to work in order to restore
the energy lost by synchrotron radiation. If Ebeam is the beam energy and r is radius of the
ring, the energy lost per revolution is proportional to E 4beam/r. This corresponds to a loss of
approximately 2 GeV per turn at a centre-of-mass energy of 200 GeV.
3.1.2 LEP Beam Energy Model
A precise knowledge of the LEP beam energy is very important to set the absolute energy
scale for the measurement of the W mass. The LEP Energy Working Group has been in
charge of determining the centre-of-mass energy as accurately as possible. For that purpose
the beam energy was measured at the four interaction points as a function of time, taking into
account the precise configuration of the RF cavities and the magnets. At LEP-1 the energy
was determined very precisely using a method called Resonant Depolarisation, or RDP. The
technique relied on the fact that in e+e− storage rings the beams acquire a natural transverse
polarisation due to the emission of synchrotron radiation. This polarisation can be destroyed
by applying a small RF magnetic field transverse to the LEP bending field, with the RF
frequency matching the spin precession frequency per revolution. The latter is proportional
to the beam energy and is given by:
ν =
g2 − 2
2
Eb
mec2
(3.1)
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Where Eb is the beam energy, (g2− 2)/2 is the anomalous magnetic moment of the electron
and me is the mass of the electron. Since this frequency could be measured very precisely
this led to a very accurate estimate of the beam energy with an uncertainty of less than
1 MeV.
Unfortunately this method could not be used for energies above 55 GeV. Because depo-
larisation effects increase rapidly with beam energy, the transverse polarisation of the beam
becomes insufficient to perform a measurement. Hence for the LEP-2 phase the energy scale
was set by a different method, the Nuclear Magnetic Resonance (NMR) model. The mag-
netic bending field was continuously measured by 16 NMR probes which were positioned
in selected LEP dipoles. Since the beam energy is proportional to this field, one can derive
the energy from such measurement. These probes were calibrated against the RDP energy
measurements in the range between 41 GeV and 61 GeV. The relation between the energy
and the field is assumed to be linear and in order to obtain measurements at higher energies
linear extrapolation was used. The linearity of the field is the main assumption of the LEP
Energy Model. On top of it the effects of the earth tide, orbit corrections, oscillations in the
RF frequency and other smaller effects are also taken into account. In order to check if the
linearity assumption is valid three other methods were used:
• Flux Loop: This method measures the field integral. Each dipole was equipped with
a single-turn flux loop which provided a measurement of 96.5% of the field integral.
The change in flux was measured as the machine was ramped in dedicated experiments.
The field measurements were made in all years of LEP-2 running.
• Spectrometer Magnet: In 1999 a high quality steel dipole with a very well known
magnetic field was installed in the LEP ring. The spectrometer measured the beam
position at the entry and exit of the magnet. The beam energy was derived from the
measurement of the bending angle of the beam in passing through the dipole.
• Qs versus VRF : The synchrotron tune Qs can be expressed as a function of the beam
energy, the energy loss per turn and the total RF voltage VRF . Since the energy loss
itself depends on the beam energy the latter can be obtained by fitting Qs as a function
of VRF . These measurements were performed from 1998 to 2000.
The final results for the uncertainty on the beam energy above the W threshold are shown
in table 3.1. A full description of the centre-of-mass energy determination by the LEP Energy
Working Group can be found in [35].
The four LEP experiments also have determined the centre-of-mass energy using radia-
tive return to the Z events [36, 37, 38, 39]. The DELPHI analysis consisted of determining
the centre-of-mass energy from radiative returns using energy and momentum constraints
in the channels e+e− → μ+μ−(γ) and e+e− → qq(γ). The results obtained were com-
pared with the measurements reported by the LEP Energy Working Group. The difference
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Ecm( GeV) 161 172 183 189 192 196 200 202 205 207
error on Ebeam( MeV) 12.7 13.7 10.2 10.8 10.8 11.6 11.8 11.9 18.5 20.8
Table 3.1: The top row shows the nominal centre-of-mass energy and the bottom one the
corresponding error on the beam energy
in centre-of-mass energy between the DELPHI result and the LEP Energy Working group
measurement was found to be:
ΔEcm = +0.073± 0.094(Stat.)± 0.065(Syst.) GeV (3.2)
The DELPHI results are thus in agreement (albeit with large errors) with those from the LEP
Energy Working Group.
3.2 The DELPHI detector
The DELPHI detector was located at the collision point IP8, one of the four collision points
of LEP.
Here follows a description of the detector parts that were relevant for this analysis. DEL-
PHI (DEtector with Lepton, Photon and Hadron Identification) was a 4 π general purpose
detector and consisted of various sub-detectors for tracking, calorimetry and particle identi-
fication. A full description of it can be found in [40] and [41] and a schematic view of the
detector can be seen in figure 3.3. The detector consisted of a barrel part which is a cylinder
around the beam pipe and two end-caps to complete the 4π solid angular coverage. Its co-
ordinate system was right-handed, having the origin in the interaction point. The z positive
axis pointed in the direction of the electron beam, the x direction pointed towards the centre
of LEP and the y axis pointed up.
3.2.1 Tracking system
The aim of the tracking detectors is to reconstruct the 3D trajectory of the charged particles
that were produced in the collision. The tracking in DELPHI was done with the Micro Ver-
tex Detector (VD), the Inner Detector (ID), the Time Projection Chamber (TPC), the Outer
Detector (OD), the Forward Chambers (FCA and FCB) and the Muon Chambers (MUC).
All the above sub-detectors, with the exception of the Muon Chambers, were surrounded by
a superconducting coil with a magnetic field of 1.23T along the z axis. A brief description
of each of these sub-detectors will follow.
• Micro Vertex Detector (VD): The micro-vertex detector was the closest one to the
interaction point and consisted of two parts: the Vertex Detector (VD) for which the
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Figure 3.3: The DELPHI detector
23
Setup
polar angle acceptance was of 21◦ ≤ θ ≤ 159◦ and the Very Forward Tracker (VFT)
which covered the angles between 11◦ and 25◦. The VD consisted of 3 cylindrical
layers of Silicon strip detectors and the average radii of these 3 layers were 6.6 cm, 9.2
cm and 10.6 cm. The single hit precision in Rφ was 8 μm and in z it was a function of
the incidence angle, reaching 9 μm for a polar angle of 90◦. The micro-vertex detector
is essential to determine whether tracks come from primary or secondary vertices .
• Inner Detector (ID): The inner detector directly surrounded the VD and it was com-
posed of two concentric shells, an inner drift chamber and a straw tube detector. The
detector was used for tracking and trigger information. The ID polar angle acceptance
was of 15◦ ≤ θ ≤ 165◦ and its inner and outer radii were respectively 12 cm and 28
cm. The inner drift chamber was a jet chamber and it was separated in 24 azimuthal
parts each containing 24 sense wires. The straw tube detector contained 192 straws
in each of its 5 layers. This detector gave additional Rφ measurements that helped
solving the left-right ambiguity from the drift chamber.
• Time Projection Chamber (TPC): The TPC was DELPHI’s main tracking device.
It consisted of two drift chambers separated by a high voltage plane with an electric
field parallel to the z axis. The chambers were filled with a gas mixture consisting of
Argon and CH4 in the proportion of 4:1. The acceptance covered polar angles between
20◦ and 160◦ and inner and outer radii between 35 cm and 111 cm respectively. When
a charged particle passed through the chamber it caused ionisation in the gas which
liberated electrons, the latter drifted towards the end-plates of the detector. At the end-
plates Multi Wire Proportional Chambers (MWPC) were placed, 6 of them on each
end-plate. The MWPCs allowed 3D reconstruction of up to 16 points with an Rφ
resolution of 250 μ m. The z information was determined from the arrival time of the
particles. Its resolution was 880 μm. Information about dE/dx was also provided by
the TPC through pulse height measurement in the 192 anodes of the MWPC’S. The
resolution for minimum ionising particles was 6.2%. The size of the TPC was small
when compared to similar LEP main tracking detectors. This was due to the presence
of the RICH detector, which was not present in the other LEP experiments.
• Outer Detector (OD): The Outer Detector’s main purpose is to improve the momen-
tum resolution measured by the TPC, as a compensation for the presence of the RICH.
The OD comprises 5 layers of streamer drift tubes, its inner and outer radii are 197 cm
and 206 cm and the polar acceptance is of 40◦ ≤ θ ≤ 140◦. The single hit resolution
in Rφ is 110μm and 3.5 cm in z. Since the detector has a fast response it was also used
for the trigger.
• Forward Chambers (FCA and FCB): The Forward Chambers were both placed in
the end-caps. The FCA consisted of 3 half-discs made of 2 staggered layers of drift
tubes operating in limited streamer mode. Their polar angle acceptance lay between
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Energy Resolution (E in GeV )
HPC σ(E)/E = 0.043⊕ 0.32/√E
FEMC σ(E)/E = 0.03⊕ 0.12/√E ⊕ 0.11/E
STIC σ(E)/E = 0.0152⊕ 0.135/√E
HAC σ(E)/E = 0.21⊕ 1.12/√E
Table 3.2: Energy resolution of the electromagnetic and Hadronic calorimeters
11◦ and 32◦ and between 148◦ and 169◦. The FCB were 2 drift chambers consisting
each of 12 read-out planes of wires. Their function was analogous to the OD in the
barrel, i.e. improvement of the momentum measurement at high momentum.
• Muon Chambers (MUB, MUF and SMC): There were 3 muon chamber systems
in the DELPHI detector, namely, the Barrel, Forward and the Surround Muon Cham-
bers (MUB, MUF, SMC). The Muon chambers were the outermost sub-detectors in
DELPHI, due to the fact that muons are one of the few particles that cross all the
calorimeters without being stopped. The detection principle of these chambers is to
associate the hits in them with extrapolated tracks in the previous sub-detectors. The
angular coverage for the Barrel, Forward and Surround Muon Chambers was respec-
tively 52◦ ≤ θ ≤ 128◦, 9◦ ≤ θ ≤ 43◦ and 42◦ ≤ θ ≤ 53◦.
3.2.2 Calorimetry
A calorimeter measures the energy of a particle by absorbing it inside the detector. In DEL-
PHI the energy of electrons and photons was measured using the electromagnetic calorime-
ters and the neutral and charged hadron energy using the hadronic calorimeters. The energy
resolution for the electromagnetic and hadronic calorimeters is given in table 3.2. A brief
description of the calorimeters follows now.
• High density Projection Chamber (HPC) The HPC was the last detector before the
super-conducting coil, seen from the interaction point. It was a sampling calorimeter
and its inner and outer radii were 208 cm and 260 cm, the polar angle acceptance was
of 43◦ ≤ θ ≤ 137◦. The detector consisted of 144 modules which were arranged in 6
rings. Each module is a small TPC containing lead layers, which served as converting
material, inter-spersed with gas.
• Forward ElectroMagnetic Calorimeter (FEMC) The FEMC was located in the end-
caps and consisted of 4532 lead glass blocks per side. The blocks were tilted about 1◦
with respect to each other in order to prevent particles from going in the dead regions
of the detector. The polar angle acceptance was of 8◦ ≤ θ ≤ 35◦ and 155◦ ≤ θ ≤ 172◦.
25
Setup
• Small angle TIle Calorimeter (STIC) The STIC was a sampling calorimeter made
of lead and scintillator. It was designed to measure the energy of particles that were
produced close to the beam pipe. It was placed on both sides of the interaction region,
2.2 m away from the centre and the polar angle acceptance lied between 29 mrad and
185 mrad. The STIC was used to measure the integrated luminosity from Bhabha
events.
• HAdron Calorimeter (HAC) The Hadron Calorimeter was placed in the return yoke
of the solenoid and covered most of the polar angle (between 11◦ and 169◦). It con-
sisted of iron plates, 20 in the barrel and 19 in the end-caps, 5 cm thick interspersed
by limited streamer mode wire chambers.
3.2.3 Other sub-detectors
The description of the sub-detectors that were not used in this analysis can be found in [40]
and [41]. One of them for instance is the Ring Imaging Cherenkov Detector, used for particle
identification and unique among LEP experiments.
3.3 The trigger and the offline processing
3.3.1 The trigger
The trigger in DELPHI was a four level system. The Beam Cross Over (BCO) rate was
around 45,000 Hz and it was reduced to a few Hertz after the trigger. The level 1 and 2 were
hardware triggers and were synchronous with the BCO, which occurred every 22μs. The
level 1 decision was taken 3.5μs after BCO and it was based on raw detector information.
The trigger rate was about 700 Hz. The level 2 trigger was done 39μs after BCO and it
also used raw detector info, the rate was reduced to about 10 Hz. The level 3 and 4 were
software triggers and were asynchronous with the BCO. The level 3 trigger decision was
similar to the level 2, but included more detailed detector information and the trigger rate
was half of the level 2 one. Finally, the level 4 was an algorithm based on DELANA, the
DELPHI reconstruction program, and rejected events without good tracks or not enough
energy deposits, in this case the trigger rate was halved again.
3.3.2 The offline processing
The DELANA program processes the data coming from the various sub-detectors. The data
calibrations, pattern recognition, track fitting and basic event classification are performed at
this stage. The DELANA output is the Data Summary Tape (DST), which provides data
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Year centre-of-mass energy (GeV) Luminosity (pb−1)
1997 182.65 51.8
1998 188.63 152.5
1999 191.58 24.4
195.51 74.6
199.51 81.6
201.64 40.2
2000 205.86 215.9
Table 3.3: Integrated luminosities collected by the DELPHI detector at various centre-of-
mass energies.
that can be used for physics analyses. The analysis presented here relies upon a few DEL-
PHI packages, namely, PHDST [42], SKELANA [43] and WWANA [44]. The first reads
the information from the DST, the second makes this information available in a convenient
format for doing the analysis and the latter is a package for analysis of W pairs which will
be discussed in more detail further in this thesis. The detector simulation is performed by
DELSIM. The particles generated by a Monte Carlo generator are passed to DELSIM, which
simulates the interactions of these particles with the materials of all the sub-detectors they
cross. The output goes then through the standard DELANA program.
3.4 Luminosity measurement and data-taking in 2000
The integrated luminosity over a data-taking period is defined as:
L = Nproc
σproc
(3.3)
where Nproc is the number of events produced by that specific process and σproc the cross-
section of that process. The most precise way to estimate the integrated luminosity is to
choose a process with a high and well-known cross-section and with a clear experimental
signature and measure Nproc and σproc for this particular process. At LEP this process was
small angle Bhabha scattering. The integrated luminotisies collected by the DELPHI detec-
tor in the different years of data taking are given in table 3.3.
2000 was the last year of run for the LEP experiments. In September one sector out of
12 of the DELPHI TPC stopped working. Until the end of the run the DELPHI detector was
operated without this part of the main tracking device. In the table 3.4 one can see which
fraction of the total luminosity was collected during this period, as well as in the rest of
the time. Due to the redundancy in the DELPHI tracking system, tracks which traversed
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Luminosity(pb−1) at 2000
TPC healthy 158.5
1 sector dead 57.4
total 215.9
Table 3.4: Collected luminosity in year 2000
this sector could still be reconstructed by the other tracking detectors. A different tracking
algorithm was developed for this sector. This algorithm used also the reconstructed space
points by the barrel RICH detector. Monte Carlo samples were produced with the same
sector of the TPC switched off to be used when analysing the data without this sector of the
TPC.
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Event selection
This chapter describes the selection of WW events which decay semi-leptonically. These
events correspond to 43.9% of the WW decays. The largest background contribution comes
from Z → qq(γ). Other sources of background included are 4-fermion neutral current
processes and two-photon collisions. The event selection described in this chapter is part of
the WWANA package.
4.1 Track selection
The standard DELPHI track selection is applied. A track is classified as a charged track if
it satisfies the cuts shown in table 4.1. Tracks that fail the charged track selection are still
considered for the neutral track selection. For a track to be identified as a neutral track the
energy deposition in the calorimeter has to be above a certain threshold and there should be
no charged track pointing to it. The required energy depositions can be seen in table 4.2.
For HCAL energy deposits an algorithm for noise rejection was applied. This algorithm was
based on the energy of the shower, its number of hits and its longitudinal position. Besides
the energy requirements the polar angle of the neutral cluster should be larger than 3◦. This
last cut aims at the rejection of beam related background. More details are available in
reference [43].
Track momentum 100 MeV< |p| < 1.5Ebeam
Relative momentum error < 1
Impact parameter in RΦ < 4 cm
Impact parameter in z < 4 cm/ sin θ
Table 4.1: Cuts required to select charged tracks.
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Calorimeter Energy cut
HPC E > 0.3 GeV
FEMC E > 0.4 GeV
STIC E > 0.4 GeV
Table 4.2: Energy deposition cuts for the different calorimeters required for neutral track se-
lection. The HPC is the electromagnetic calorimeter in the barrel, the FEMC is the equivalent
one in the forward region and the STIC is the small angle calorimeter.
4.2 Hadronic pre-selection and lepton identification
The first step in selecting WW semi-leptonic events is to apply a hadronic pre-selection.
The one used in this thesis is the standard DELPHI hadronic pre-selection. The events were
required to have at least six charged particles and a total visible energy greater than 10%
of the centre-of-mass energy. The following cut was applied to the energy deposited in the
electromagnetic calorimeters in order to reject Bhabha events:
√
E2for + E
2
back < 0.9 ·Ebeam (4.1)
where Efor and Eback are respectively the energies recorded in the forward and backward
sections of the FEMC electromagnetic calorimeter. After the hadronic pre-selection a search
for leptons was made, the lepton identification procedure is described in the following sec-
tions.
4.2.1 Electron identification
The REMCLU package [45] was used for the electron identification. REMCLU is a package
for electromagnetic cluster reconstruction designed specifically for LEP2. It treats electrons
identified in the barrel region differently from the ones in the forward region.
In the barrel region tracks with a momentum less than 30 GeV are treated by the ELE-
PHANT [46] package. ELEPHANT is a package developed during the LEP1 phase which
uses the dE/dx information measured in the TPC, the shower profile and the ratio E/p to
identify the electrons. The criteria were developed to distinguish electrons from pions and
are suitable for low energy electrons. The selected tracks can be tagged as ‘loose’, ‘standard’
or ‘tight’. For tracks with momentum greater than 30 GeV the REMCLU package is used. In
this case the energy of radiated photons around the track is added to the energy of the track.
The acceptance for the assignment is of ±2◦ in the θ direction and in the φ direction it is
asymmetric to account for the bending of the track in the magnetic field. If the energy of this
cluster measured by the HPC is greater than 10 GeV and the ratio E/p is greater than 0.5 this
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track is tagged as an electron. If the energy deposited in the hadron calorimeter in a 5◦ cone
around the track direction exceeds 10% of the electromagnetic energy, the electron is tagged
as ‘loose’, otherwise the electron is tagged as ‘tight’.
In the forward region the reconstruction efficiency is degraded due to the presence of
material and the lower number of tracking layers. Electrons are identified by combining
the information from the energy deposits in the FEMC crystals and matching this to track
information. The procedure starts with the re-clustering of showers measured by the FEMC,
which is done in order to recover information lost due to the early showering that occurs in
the material in front of the FEMC. After that the information obtained is matched to track
information. The direction of the cluster is replaced by the direction of the measured tracks
associated to it.
4.2.2 Muon identification
The identification begins by checking for hits in the muon chambers. The package MU-
FLAG [47] is used to match these hits to tracks. The program also checks for particles that
deposited energy in the hadron calorimeter (HCAL) which are consistent with minimum ion-
isation signature. The muon chambers are shielded by the iron in the hadronic calorimeter
which accounts for a very clean environment. However some residual activity caused by the
so-called punch-through pions from HCAL showers is still observed. A muon identified by
the package can be flagged as ‘tight’, ‘standard’, ‘loose’ or ‘very loose’ depending on the
number of hits reconstructed and the quality of the fit. This analysis used ’very loose’ tagged
muons.
4.3 Tau identification
Of the 3 charged leptons the tau is the most complex to identify, because of its various decay
possibilities. The tau lepton can decay into one or more charged particles. About 85% of the
decays are the so-called one-prong decays. In one prong decays the tau decays into a single
charged particle and one or more neutral ones. The majority of the remaining taus decay
into three prongs. The identification routine looks for a good isolated track. If one is found
the event is identified as a 1-prong tau. If not, all tracks in the event are clustered into jets.
The clustering algorithm LUCLUS [17] was used with a djoin value of 6.5 GeV 1. After
clustering the jets were trimmed. The trimming consisted of removing particles which were
at an angle greater than 20◦ from the highest energetic particle in the jet. To be considered
as a tau jet the total number of particles in the jet should not exceed 10 and the number of
charged particles has to be smaller than 6. The tau candidate was then chosen by picking the
jet with the smallest momentum-weighted angular spread. The momentum-weighted angular
1For the definition of djoin and more information on jet clustering read section 5.2
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e μ narrow-jet τ one-prong τ
Transverse energy(GeV) > 45 > 45 > 40 > 40
Missing momentum(GeV) > 10 > 10 10− 80 10− 80
Evis/ECM(%) 40− 110 40− 110 35− 100 30− 90
Lepton energy(GeV) > 15 > 15
Table 4.3: Pre-selection cuts for each of the three semi-leptonic final states, namely, qq¯eνe,
qq¯μνμ and qq¯τντ . The tau final state is split in narrow-jet tau and one-prong tau. The
transverse energy of the event is defined as the sum of the absolute value of the momentum
of all tracks in the x-y plane. Evis is the total visible energy and ECM the centre-of-mass
energy of the event.
spread of a jet is defined as∑i(pi×θi)/∑i pi, where θi is the angle made by the momentum
pi of the iih particle in the jet with the total jet momentum. Hereafter the one-prong tau
decays will be referred to as one-prong taus and the three-prong decay as narrow-jet taus.
4.4 WW pre-selection
A semi-leptonic event is characterised by an isolated lepton (or a low multiplicity jet, in the
case of narrow-jet taus), high missing energy and two or more hadronic jets. Figure 4.1
shows an event display of a semi-leptonic qq¯μνμ event.
A series of cuts were applied to select these events. They can be seen in table 4.3. The
cut on the transverse energy aims to reject the two-photon events. The cut on the missing
momentum accounts for the presence of neutrino(s) in the W decays. Obviously a cut on the
visible energy itself is also required. The lower cut on Evis rejects high-energy ISR events
and two-photons. The higher one excludes events without missing energy. Finally a cut on
the lepton energy was applied. Both muons and electrons were required to have an energy
greater than 15 GeV which aims to reject leptons that are decay products of heavy quarks.
An event could be pre-selected more than once, but selected only once. Therefore all
four configurations (qq¯eνe, qq¯μνμ, qq¯τντ and qq¯τ1pντ ) were saved and a final decision was
only taken at full selection level.
4.5 Discriminant analysis
The selection used in this thesis was developed for the determination of the WW cross-
section at DELPHI [48]; a detailed description of it can be found in [49]. A few modifica-
tions were made for this analysis, but the majority of it remained the same. This selection
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Figure 4.1: Event display in the R-z projection of a W +W− → qq¯μνμ event at 196 GeV
centre-of-mass energy. The isolated track represents the muon and the two clusters of tracks
represent the two hadronic jets. Only the forward hadron calorimeters and the muon cham-
bers are shown.
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technique is called Iterative Discriminant Analysis (IDA). In a nutshell what it does is to
construct a discriminant variable from a set of observables and this variable is later used to
distinguish between signal and background.
4.5.1 The method
Linear Discriminant Analysis
This section describes the simple case of the Linear Discriminant Analysis (LDA), this will
later be generalised to the Polynomial Discriminant Analysis (PDA) which is the one used
in this thesis. Consider a N-dimensional space where N is the number of observables. An
event can be defined by a vector x of dimension N. A population of events is described by
the Probability Density Function (PDF) P (x). There are two populations ’signal’ and ’back-
ground’. Each can be described as a cluster of points in this N-dimensional space. The aim
is to be able to distinguish them from each other. Their PDFs are respectively PS(x) and
PB(x). The goal is to find the optimal separation between the two populations. According
to the Neyman-Pearson lemma [50] the optimal separation is the one which maximises effi-
ciency times purity. This is achieved by having a N-dimensional boundary with a constant
likelihood ratio:
PS(x)
PB(x)
= const. (4.2)
Assuming the PDFs are Gaussian (which can be generalised) with means x0 , they can be
written as
P (x) ∝ exp[−1
2
(x− x0)TV −1(x− x0)] (4.3)
where V is the error matrix of the distribution. By substituting equation 4.3 into 4.2 and
then taking the natural logarithm of this expression one gets
−(x− x0S)TV −1S (x− x0S) + (x− x0B)TV −1B (x− x0B) = C (4.4)
where C is a constant and the means of the populations S and B, x0S and x0B and their error
matrices, VS and VB , have been stated explicitly. Assuming that the error matrices are the
same for signal and background, it can be shown [51] that the boundary can be written as
xTV −1(x0S − x0B) = C = x · a (4.5)
where a is given by V −1(x0S − x0B). Equation 4.5 defines a N-dimensional plane which
has the power to discriminate between the two populations S and B. This discrimination
is optimal if the assumptions made, namely the two PDFs are Gaussian and identical error
matrices, hold. In case the error matrices are not identical a commonly used approach is to
use the average of the two matrices. This is sometimes referred to in the literature as the
Fischer discriminant.
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Polynomial Discriminant Analysis
This section discusses the more general case where the boundary which separates the two
populations is no longer a plane, but a surface. It can be seen that if one substitutes equation
4.3 into 4.2 and then take the natural logarithm of it, as it was done before, but not assume
equal error matrices, the optimal boundary is given by a quadratic surface.
The goal is to generalise the LDA to higher orders. In order to do that a quadratic surface
in which the linear part has the same structure as the LDA will be defined
xT (a + Bx) = C2 (4.6)
where B is a N × N matrix containing coefficients of the xixj and x2i terms in the surface.
Another possibility is to express equation 4.6 as
b · y = C2 (4.7)
in such a way that b contains both the linear terms xi and the quadratic terms xixj and x2i of
the new vector y. Now equation 4.7 has the same structure as equation 4.5, therefore linear
discriminant analysis can be performed in the observable space defined by y. Equation 4.7
can be extended to higher orders the same way equation 4.5 was extended to 4.7. When
doing this a new error matrix needs to be defined. It can be shown [49] that the optimal
dividing surface between two Gaussian populations is in general a quadratic function of the
observables. The derivation of this quadratic function can be found in reference [49].
Reality check
As stated before, the methods described above are accurate if the assumptions made hold.
One of the assumptions that was made was that the populations of signal and background
were gaussianly distributed. In reality this does not happen. The distributions of events in
the observable space is not Gaussian. In reference [49] one can find the description of a study
performed with simulated events where WW → qq¯eνe events were used as signal and Z →
qq(γ) as background. The electron energy and the visible energy in the event were used to
build a discriminant. The distribution of events in the electron energy - visible energy space
was clearly non-Gaussian, as shown in the left plot of figure 4.2. It turns out one can define
a transformation for each observable which will make the distribution of events in this space
Gaussian. Therefore equation 4.3 still holds. Figure 4.2 shows the distribution of events in
the electron energy - visible energy space before and after the Gaussian transformation. All
the observables used in the event selection described in this thesis were transformed in order
to be gaussianly distributed.
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Figure 4.2: Figures taken from reference [49]. Distribution of events in the electron energy
- visible energy space. The thick solid contours represent the signal and the thick dotted
contours the background. The stars represent the mean of the distributions and ellipses
around them represent their dispersion. The dotted curves show the discriminating surfaces
found by the quadratic discriminant analysis. The left plot shows the observables before the
Gaussian transformation and the right one after it.
4.6 Application to the selection of semi-leptonic events
The quadratic discriminant analysis was applied to select WW events decaying semi-lepton-
ically. The selection was performed in each of the following channels: electron, muon,
narrow-jet tau and one-prong tau. For each of these channels a discriminant variable was
built. The discriminant variable was constructed using a number of observables, like visible
energy, lepton momentum, etc. They are shown in table 4.4 and in figures 4.3, 4.5, 4.7,
4.8 and 4.10.
The discriminant was built using the events which passed the pre-selection described in
section 4.4. For each of the observables used a temporary discriminant variable was built.
The one giving the best performance was chosen as the first observable to be used in order
to construct the final discriminant variable. After that a new discriminant was built using the
first observable chosen and one of the remaining observables. This was done for each of the
remaining observables, again the combination giving the best performance was chosen. This
process only stopped when adding more observables to the discriminant no longer improved
the discriminating power. The discriminant variable found by this procedure was the final
discriminant variable used in this selection.
The distinction between signal and background is done by cuts applied on the discrimi-
nant variable in an iterative procedure. The events selected as signal after the cut is applied
on the discriminant for the first time are used to train a second discriminant. The second
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channel qq¯eνe qq¯μνμ
variables lepton energy lepton momentum
lepton isolation angle lepton isolation angle
missing momentum missing momentum
W mass W mass√
s′
√
s′
cos θPmiss cos θPmiss
Visible energy Visible energy
Total multiplicity Total multiplicity
Transverse energy lepton - Pmiss angle
channel qq¯τντ qq¯τ1pντ
variables charged multiplicity lepton-jet angle
lepton isolation angle lepton isolation angle
missing momentum
W mass W mass√
s′
√
s′
cos θPmiss cos θPmiss
Visible energy Visible energy
Total multiplicity
lepton - Pmiss angle
angular spread
aplanarity
Table 4.4: Observables used in the IDA selection to construct the discriminant variable for
each channel. The qq¯τντ channel is the channel with a narrow-jet tau in the final state
and the qq¯τ1pντ channel is the one with a one-prong tau in the final state. The W mass is
the constrained fit mass (see section 5.1), √s′ is the effective centre-of-mass energy (see
reference [52]), cos θPmiss is the cosine of the polar angle of the missing momentum, the
lepton-jet angle is the angle between the lepton and the nearest jet, the lepton - Pmiss angle
is the angle between the lepton and the missing momentum vector and the angular spread is
the momentum-weighted angular spread of the narrow-jet tau defined in section 4.3.
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Figure 4.3: Data-Monte Carlo agreement plots for the observables used to construct the
discriminant variables for electrons at 200 GeV. The dots represent the data, the hatched
histograms represent the signal events and the white histograms account for signal plus all
background processes combined. These plots were made with events which passed the pre-
selection. This legend is valid for all subsequent plots in this chapter.
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Figure 4.4: First and second discriminant variables for electrons at 200 GeV. The vertical
line represents the cut in the distribution in order to distinguish signal events from back-
ground ones. The arrow indicates that the events on that side of the line are selected events.
The events which pass the cut on the first discriminant variable are used as input for the
second discriminant variable. The events which pass the cut on the second discriminant
variable are selected.
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Figure 4.5: Observables used to construct the discriminant variables for muons at 200 GeV.
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Figure 4.6: First and second discriminant variables for muons at 200 GeV.
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Figure 4.7: Observables used to construct the discriminant variables for narrow-jet taus at
200 GeV.
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Figure 4.8: Observables used to construct the discriminant variables for narrow-jet taus at
200 GeV.
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Figure 4.9: First and second discriminant variables for narrow-jet taus at 200 GeV.
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Figure 4.10: Observables used to construct the discriminant variables for one-prong taus at
200 GeV.
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Figure 4.11: First and second discriminant variables for one-prong taus at 200 GeV.
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discriminant is built in an identical way to the first, the only difference is the events used as
input. A cut on the second discriminant is applied and if the event is in the signal region this
is a selected event. The cut chosen is the one that maximises efficiency times purity. There
are trainings available for three energy points, hence for each of these trainings different dis-
criminant variables are built and an optimal cut for each of these variables is chosen. Figures
4.4, 4.6, 4.9 and 4.11 show the first and second discriminant variables for each of the four
selection channels at 200 GeV centre-of-mass energy. The corresponding plots for 189 GeV
and 206 GeV are shown in appendix A.
The selection was performed sequentially and in the following order: electron, muon,
narrow-jet tau and one-prong tau. An event can be pre-selected several times, however it can
only be selected once.
Due to the nature of this analysis (which is discussed in chapter 5) it could be interest-
ing to use a looser selection instead of the one that maximises efficiency times purity. The
selection performance for a higher cut on the discriminant variable has been studied. The re-
sults showed that the gains in the statistical errors were not significant and the purity became
lower in all channels. Hence we kept the cut values that maximise efficiency times purity.
4.7 Selection performance
The selection efficiency for the different channels and the cross-section value of the different
backgrounds retained by the selection can be seen in table 4.5. These efficiencies are cal-
culated using all tree-level four-fermion charged current Feynman diagrams. If one would
quote the efficiencies calculated using only the CC03 diagrams, the only channel which
would be significantly affected would be the qq¯eνe one. In this channel the background due
to single W production plays an important role.
The efficiency of the one-prong selection is very low. In addition one can see in figure
4.11 that many of the selected events in this channel are background events. However since
the purity of each event is used as a weight in the mass extraction (for more details see
chapter 5) these events can still be used in the analysis.
In figure 4.5 one can see that the data-Monte Carlo agreement in the qq¯μνμ is not optimal
for some of the variables shown. The underestimation of background events is the cause
of the disagreement. The events underestimated in the simulation are the so-called punch-
through-pions. These events sit mainly in the background region, as can be seen in figure
4.6, therefore no further investigation was performed.
The number of selected events, the number of expected background events and their
corresponding purities in each channel can be seen in table 4.6. The purity shown in this
table is calculated using the number of selected WW events, irrespective of the decay modes
of the two W’s involved. This means that a WW event that in fact decayed to a qq¯eνe final
state but was selected as a qq¯τντ event is considered a signal event, as it is still sensitive to
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M.C. truth selection channel
qq¯eνe qq¯μνμ qq¯τντ qq¯τ1pντ
efficiencies (%)
qq¯eνe 55.64± 0.11 0.22± 0.01 9.64± 0.07 4.71± 0.05
qq¯μνμ 0.10± 0.01 85.18± 0.09 4.24± 0.05 1.64± 0.03
qq¯τντ 3.13± 0.04 2.53± 0.04 58.22± 0.13 11.17± 0.08
qq¯qq¯ 0.027± 0.003 0.027± 0.002 1.17± 0.01 0.40± 0.01
lνllνl 0.08± 0.03 0.08± 0.02 0.08± 0.08 0.07± 0.04
backgrounds (fb)
qq¯(γ) 82.6± 4.2 18.7± 2.1 207.0± 6.7 486.4± 10.3
other − 4f 75.5± 2.1 26.5± 0.7 126.0± 3.4 105.8± 2.9
γγ 28.0± 28.0 0 0 27.7± 16.0
Table 4.5: Selection efficiencies at 200 GeV. The table is arranged as columns of tagging
channel and rows of event truth category. The tau channel is split in two for the selection
channel columns, but is shown as one for the truth row. The ‘other-4f’ row accounts for the
background from 4-fermion neutral current processes.
the W mass.
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selection channel
qq¯eνe qq¯μνμ qq¯τντ qq¯τ1pντ
183 GeV
number of selected events 93 118 129 93
number of expected bg events 6.4 3.1 21.1 59.1
purity 92.5% 97.4% 82.8% 32.2%
189 GeV
number of selected events 269 339 352 204
number of expected bg events 25.2 11.2 59.1 124.8
purity 91.0% 97.2% 84.0% 36.6%
192 GeV
number of selected events 42 53 58 54
number of expected bg events 3.7 1.1 10.1 25.4
purity 91.8% 98.2% 84.1% 38.7%
196 GeV
number of selected events 152 166 170 124
number of expected bg events 11.6 3.5 28.1 59.5
purity 91.7% 98.2% 85.5% 43.4%
200 GeV
number of selected events 163 185 213 107
number of expected bg events 13.6 4.3 28.3 49.6
purity 91.8% 97.7% 85.3% 46.1%
202 GeV
number of selected events 93 88 87 39
number of expected bg events 6.4 1.9 13.1 20.2
purity 91.4% 98.2% 87.1% 49.9%
206 GeV
number of selected events 363 434 469 232
number of expected bg events 41.2 11.7 76.5 117.0
purity 89.8% 97.9% 86.2% 48.2%
Table 4.6: Number of selected events, number of expected background events their corre-
sponding purities per channel at all centre-of-mass energies.
49
Event selection
50
Chapter 5
W mass analysis
The aim of this chapter is to describe all the tools needed in this analysis in order to extract
the W mass with the exception of the event selection which was already discussed in the
previous chapter. The first section describes the constrained fit which is a procedure used to
improve the measurement of the invariant mass. The implementation described here is the
standard implementation used in the DELPHI collaboration. In section 5.2 the jet clustering
algorithms used in this analysis are briefly discussed. After that comes a comprehensive
description of the Ideogram method [53] which was the method used to measure the W mass.
In section 5.7 the impact of the event selection in the W mass measurement is discussed. At
last section 5.8 presents the results for the W mass for all centre-of-mass energies analysed.
5.1 The constrained fit
In an e+e− collider the centre-of-mass energy is known to a great precision. One can use the
fact that energy and momentum are conserved to constrain the event. The four constraints
are shown below:
n∑
i=1
Ei =
√
s (5.1)
n∑
i=1
pi = 0 (5.2)
where Ei and pi are the energy and momentum of the reconstructed objects in the event, i is
the number of reconstructed objects and √s is the centre-of-mass energy. The objects are,
for example in the case of a WW semi-leptonic event, the jets, the lepton and the neutrino.
The constrained fit is a powerful tool which can be used in the measurement of the W mass.
The measured energy and momentum of the objects and the errors on these measurements
are supplied as input to the fit. The output of the fit is then the fitted energy and momenta
of the objects. The constrained fit discussed above is referred hereafter as a 4C fit because
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Figure 5.1: Schematic view of the momentum parameterisation used in the constrained fit.
pi
meas is the measured momentum which is given as input to the constrained fit and p ifitted
is the fitted momentum which is an output of the constrained fit. For more details see text.
it has four constraints. The package used to perform the constrained fit is PUFITC+ [53].
Lagrange multipliers are used to satisfy the imposed constraints while minimising a χ2. The
χ2 is defined as:
χ2 =
ny∑
i=1
(yfiti − ymeasi )2
σ2yi
(5.3)
where yi are the fitting parameters and ny is the number of parameters. The estimated error,
σyi , has to be given by the user.
5.1.1 Jet and lepton parameterisation
Each element, jet or lepton, is described by three parameters. Muons are defined by their
measured momentum and track angles. The errors on these parameters come directly from
the track fit. Electrons are described by their measured energy and their detected angular
position in the electromagnetic calorimeters. The energy uncertainties are obtained from
parameterisations of the electromagnetic calorimeter responses. The angular uncertainties
were determined from the track fit.
The uncertainty on the measured momenta of the tau and the jets is known to be large.
Hence a fit parameterisation is needed to ensure that energies can not become negative. A
schematic drawing of the momentum parameterisation can be seen in figure 5.1. The fitted
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momentum is parameterised as follows:
pi
fit = eai pi
meas + binˆ1 + cinˆ2 (5.4)
where pimeas is the measured momentum. nˆ1 and nˆ2 are the unit vectors in the orthogonal
plane to the measured momentum direction. The eai factor in equation (5.4) is present to
make the error distribution look more Gaussian. This is done because the fitting method
assumes that the errors are gaussianly distributed. The measured energies Emeasi are rescaled
with the same factor. The χ2 in this case is given by:
χ2i =
(ai − a0)2
σ2ai
+
b2i
σ2bi
+
c2i
σ2ci
(5.5)
where ai, bi and ci are the parameters to be fitted. The parameter a0 represents the expected
energy loss (around 15% for jets). When the track polar angles are small the resolution
on them deteriorates, and due to the acceptance of the DELPHI detector, particles escape
detection. Due to that resolution on the jet energy and the jet energy loss parameter are polar
angle dependent. In addition the undetected low polar angle tracks introduce a bias on the
jet direction shifting them away from the beam axis. The expected errors σai , σbi and σci as
well as the parameter a0 were determined using 2-jet events at the Z peak from calibration
runs [53]. The resulting parameterisation for jets is:
a0 = 0.15 + 0.40 · cos4 θi
σai = 0.15 + 0.40 · cos4 θi
σbi = σci = (1.0 + 0.6 · cos4 θi) · 1.62 (5.6)
where θi is the polar angle of the jet. In the case of taus a first fit is performed with large
errors:
a0 = 1.0
σai = 10.
σbi = σci = 0.5. (5.7)
This fit determines the missing mass which depends on the number of neutrinos in the final
state. The missing mass is then used to estimate the transverse errors on the tau for a second
fit [53], which are:
σ2bi = σ
2
ci
=
Em(Efit −Em)m2τ −Efit(Efit −Em)m2m − 1/2(m2τ −m2m)2
2(GeV )2p2m
(5.8)
where mτ is the tau mass (1.784 GeV), mm is the measured missing mass and the other
subscripts m and fit stand for measured and fitted respectively. As can be seen from the
formula a large deviation between either the fitted energy and the measured energy, or the
measured mass and the actual tau mass, will lead to a large error estimate, as one would
expect.
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5.1.2 Jet breadth
A more accurate description of the jet transverse errors has to take into account their depen-
dence on the jet breadth. The jet breadth was calculated by projecting the momenta of all
particles in the jet on to the plane perpendicular to the jet axis. From those projections a two
dimensional momentum tensor Tβγ was created:
Tβγ =
∑
i
piβp
i
γ , (5.9)
where piβ and piγ are the two components of the projection of the momentum of particle i
in the transverse plane. The normalised eigenvectors of the tensor, p bi and p ci , represent the
directions where the jet was broadest and slimmest. Their corresponding eigenvalues are Bb
and Bc. A first fit using the parameterisation given by equation (5.6) was performed. The
jet energies obtained from this fit were compared to the measured energies. The difference
between the two gave an estimate of the missing energy in the jet, this variable is referred
to as Ei,miss. This quantity was used for an improved parameterisation of the jet transverse
errors in all subsequent fits. The improved jet transverse errors became:
a0 = 0.15 + 0.40 · cos4θi
σai = 0.15 + 0.40 · cos4θi
σ2bi = 0.2 + 1.0(GeV )
−2 · Bb
√
1(GeV ) ·Emi + E2i,miss
Emi
σ2ci = 0.2 + 1.0(GeV )
−2 · Bc
√
1(GeV ) · Emi + E2i,miss
Emi
. (5.10)
5.2 Jet clustering
The clustering of particles into jets is performed by a jet clustering algorithm. There are
several jet clustering algorithms available and most of them function in a similar way. An
essential element in the clustering is the measurement of the distance between two particles.
This distance is used to decide which particles should be combined. A cut value for this
distance is also important, this value, referred to hereafter as ycut, determines the maximum
distance for which two particles can be combined. The clustering process is an iterative
procedure. It begins by calculating the distance between particle i and particle j for every
pair of particles. Then based on these distances it starts to combine particles. This procedure
is repeated until the distance between any pair of particles is larger than ycut. These clusters
of particles are called jets.
The jet clustering algorithm used in this analysis to cluster the hadronic part of the event
is DURHAM [54]. In the DURHAM algorithm the distance between particle i and particle
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j is defined as
yij =
2(1− cos θij)min(E2i , E2j )
E2vis
, (5.11)
where θij is the angle between the two particles, Ei and Ej are their energies and Evis is
the total visible energy in the event. After an isolated lepton or a low multiplicity jet (in the
case of the tau) was found the remaining particles in the event were forced into 2 and 3-jet
configurations. The 3-jet events are the events with hard gluon radiation. Both configurations
were saved. The event was treated to be a 3-jet event if the distance yij for going from a 3-jet
configuration to a 2-jet configuration was larger than the cut value of 0.001.
LUCLUS [55] was used to identify the narrow taus, as described in section 4.3. The
distance between two particles in this case is defined as:
dij =
|pi × pj|
|pi + pj | (5.12)
The clustering ends when the distance dij between any two clusters is larger than the cutoff
djoin, which in the case of this analysis was 6.5 GeV.
5.3 The Ideogram method
The aim of the Ideogram method is to extract maximal statistical information from every
event which is used to determine the W mass. This is achieved by constructing an event-by-
event likelihood curve. The advantage of using this method is that one can take into account
all information that is considered to be significant in the likelihood curve. The following
sections will describe all the steps needed in order to build the event-by-event likelihood.
The ideogram method is based on Bayesian inference. The Bayes theorem can be written
as:
p(mW |event, I) = p(event|mW , I) · p(mW |I)
p(event|I) (5.13)
where mW is the quantity one wants to measure, I represents all underlying assumptions
and event stands for the observed data. The left side of equation (5.13) shows the proba-
bility of measuring mW in the data set event given the assumptions I . The right side of
equation (5.13) says that this probability can be written as the product of the likelihood
function p(event|mW , I) and the ‘Bayesian prior’ p(mW |I), divided by a normalisation fac-
tor p(event|I). In other words it represents the product of the probability to observe the
event event given a certain mW and I and the assumed probability to obtain a certain mW
given the assumptions I , normalised by the probability to obtain the event given the assump-
tions I . If one considers the prior to be flat and does not take into account the normalisation,
like it is done in this thesis, the theorem is reduced to the maximum likelihood method:
p(mW |event, I) ∝ p(event|mW , I) (5.14)
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5.3.1 First steps for building the event likelihood
This section describes how the event-by-event likelihood curve was built for this analysis.
The first step is to separate the likelihood curve into two independent parts. One is related
to the physics process and the other to the kinematics in the event. As it is known, the total
likelihood curve will be to a good approximation the product of the two independent likeli-
hood curves. The physics part takes into account the W bosons production process which is
described by electroweak theory. This likelihood curve can be approximately written as
p(−→m ′ |mW , I) ≈ BW (m1|mW ,ΓW ) · BW (m2|mW ,ΓW )
·1
s
√
(s−m21 −m22)2 − 4m21m22 (5.15)
which is the product of two running width Breit-Wigner functions (equation (2.15)) and
a phase space function, where −→m ′ represents the invariant masses m1 and m2 of the two
objects in the event forming W boson candidates. The kinematic part of the likelihood is in
fact the experimental resolution function and is independent of mW . This part will contain
all the approximations related to the fact that the measurement has a limited precision. This
likelihood curve can be written as:
p(event|−→m ′ , I) = pfit6C(jets + lepton|−→m
′
,
√
s) (5.16)
and will be referred to hereafter as ideogram. This equation represents the likelihood to
observe the jets and the lepton seen in the event for a given pair of invariant masses when
performing a 6-constrained fit. A 6C fit consists of the four constraints for energy and mo-
mentum conservation and two additional ones for the fact that the masses of the two W
bosons are fixed to the values −→m ′ = (m1, m2). The steps needed to build an ideogram will
be discussed in detail in section 5.3.3. The total likelihood curve will be
p(event|mW , I) ≈
∫ ∫
p(event|−→m ′ , I) · p(−→m ′|mW , I)d−→m ′ (5.17)
which is the convolution of equations (5.15) and (5.16). This integral is evaluated in two
dimensions and accounts for the fact that the two W bosons are not necessarily produced
with the same invariant mass.
5.3.2 Event purity calculation
An event-by-event purity is also included in the ideogram analysis. The purpose here is to
take into account the fact that one does not know for sure if the event in question is a true
WW event or a background one. If one includes the event purity in the likelihood curve the
latter will become:
p(event|mW , I) ≈
∫ ∫
p(event|−→m ′ , I) · (5.18)
[
Pevent · S(−→m ′ |mW , I) + (1− Pevent) ·B(−→m ′ |I)
]
d−→m ′
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Figure 5.2: Event purity as a function of the second discriminant variable for each channel,
qq¯eνe, qq¯μνμ, qq¯τντ and qq¯τ1pντ , at 189 GeV. The vertical lines represent the cut on the
discriminant variable in order to select events. Events to the left of the line are selected. The
purity plots for 200 GeV and 206 GeV are shown in appendix A
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where Pevent is the event purity and S(−→m ′ |mW , I) represents equation (5.15). B(−→m ′|I)
represents the background shape which does not depend on mW and is chosen to be flat in
the 2-dimensional −→m ′- space.
In order to obtain an estimate of the event-by-event purity the second discriminant vari-
able, described in chapter 4, is used. The second discriminant variable is by construction a
good variable to be used in the purity estimation, because it is built in order to discriminate
between signal and background. For simulated events the distribution of the second discrim-
inant variable is stored for both signal and background. The purity of an event as a function
of the second discriminant variable D is given by
Pevent = s(D)
s(D) + b(D)
(5.19)
where s(D) is the number of selected signal events and b(D) the number of selected back-
ground events. When the analysis is run for data events one checks the value of the second
discriminant variable for the event in question and retrieves the corresponding purity for that
particular value of the discriminant variable. This is done for each of the four selection chan-
nels qq¯eνe, qq¯μνμ, qq¯τντ and qq¯τ1pντ . Figure 5.2 shows the purity as function of the second
discriminant variable for each of these channels. The purity was estimated at three differ-
ent centre-of-mass energies, 189 GeV, 200 GeV and 206 GeV. For the other centre-of-mass
energies the purity estimate closest in energy was used.
5.3.3 Building a 2-dimensional ideogram
The ideogram for one event is given by equation (5.16). It can be interpreted as the goodness-
of-fit probability given by the 6-constrained kinematic fit for a given pair of invariant masses
−→m ′ at a centre-of-mass energy √s.
In order to build the ideogram 6C fits were performed on a rectangular grid in the m1+m2
and m1 − m2 direction on the plane m1, m2. The fits were performed only in predefined
points of the grid, the values in between the points were obtained by interpolation. The
algorithm used is as follows [53]. The starting point (m1, m2) is the one found by a 4C fit
(equations 5.1 and 5.2), which means both masses are free. After that 6C fits are performed
on the grid. Every next fitting point was arbitrarily chosen from neighbouring points of the
point with the lowest χ26C which had already been fitted and still had at least one neighbour
which was not yet fitted. The starting value for the new fit was the value found by the fit of
the neighbouring point which had the lowest χ2. The resulting Δχ26C(m1, m2) distribution
is interpreted as a probability density function
P qq¯lνlhypothesis(m1, m2)dm1dm2 ∝ exp
(
− 1
2
Δχ26C(m1, m2)
)
dm1dm2 (5.20)
where the χ26C(m1, m2) was rescaled with a factor NDF/χ24C(m1, m2) in similar procedure
to the one used by the Particle Data Group. The distribution is then normalised on the
58
5.3. The Ideogram method
l + ν mass (GeV)
jet
 + 
jet
 m
ass
 (G
eV
)
l + ν mass (GeV)
jet
 + 
jet
 m
ass
 (G
eV
)
60
70
80
90
100
110
60 80 100
60
70
80
90
100
110
60 80 100
Figure 5.3: Examples of ideograms for two simulated WW events at 189 GeV. The first
three sigma contours of the probability density are shown and the dot represents the point
with the lowest χ2. The difference in shape between the ideograms is related to different
configurations of the lepton and jets in the event. One can see in both cases the fact that the
ideogram is broader in the (lepton + neutrino) direction, this is obviously due to the presence
of the neutrino.
kinematical region so that
∫ mmax
mmin
∫ mmax
mmin
P qq¯lνlhypothesis(m1, m2)dm1dm2 = 1 (5.21)
where mmin = 60 GeV and mmax = 110 GeV. Figure 5.3 shows two ideograms for WW
simulated events at 189 GeV.
5.3.4 Ambiguity in the tau channel
In a qq¯τντ event the amount of missing energy depends on the number of neutrinos in the
final state which can add up to three depending on the tau decay products. One of the many
challenges in this channel is to distinguish between qq¯τντ events and qq¯eνe or qq¯μνμ events.
Since the tau lepton can decay into an electron or muon (and two neutrinos) it becomes hard
to identify whether the electron (or muon) is a direct decay product of the W or not. In the
ideogram method both hypotheses are taken into account. In order to take this cross-talk into
account the event is fitted in two different ways:
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Figure 5.4: The plots show the fraction of qq¯τντ over qq¯lνl as a function of the absolute
lepton momentum for each selection channel. The selection channels are indicated on the
top right of the plots. These plots were made using simulated signal events at 189 GeV.
• The lepton was a tau. The constrained fit treats the lepton as a tau. In this case the
number of unknowns increases due to the two additional neutrinos present.
• The lepton was an electron or a muon. In the qq¯eνe and qq¯μνμ channels the constrained
fit treats the lepton as an electron for the first and as a muon for the latter. In the qq¯τντ
channel the alleged tau candidate is defined as an electron in the fit.
For each event a relative probability for each of the two hypothesis is estimated. This relative
probability is estimated as a function of the lepton momentum and is obtained using Monte
Carlo, see figure 5.4. An ideogram is built for each of the two hypothesis. By using the
relative probability as a weight for the tau and non-tau ideograms, the combined ideogram
probability becomes
p(event|−→m ′ , I)d−→m ′ ∝ P qq¯lνltot (−→m
′
)d−→m ′ (5.22)
where
P qq¯lνltot (
−→m ′)d−→m ′ =
(
wτ/non−ττ P
qq¯lνl
τ (
−→m ′) + wτ/non−τnon−τ P qq¯lνlnon−τ (−→m
′
)
)
d−→m ′ . (5.23)
In the equation above wτ/non−τhypothesis is the relative probability for the current hypothesis which
in this case can be τ or non− τ . Therefore two ideograms are built per event.
5.4 Extracting the W mass
The previous section described every step of how the likelihood curve for one event was
built. The total likelihood for one event can therefore be written as
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Figure 5.5: Event likelihood curves corresponding to the two ideograms shown in figures 5.3
at 189 GeV. The left likelihood curve is broader than the right one which is consequence of
the shape of the ideograms.
p(event|mW , I) = L(mW ) ≈ (5.24)∫ mmax
mmin
∫ mmax
mmin
P qq¯lνltot (
−→m ′) ·
[
Pevent · S(−→m ′ |mW , I) + (1−Pevent) · B(−→m ′|I)
]
d−→m ′
This likelihood takes into account the physics process of the WW production, in the form
of the two Breit-Wigners, and the experimental resolution function which is what we call an
ideogram. The likelihood also includes an event-by-event purity and it takes into account the
probability whether the lepton in the event was a decay product of the τ or not. Figure 5.5
shows two examples of event likelihood curves. By taking the natural logarithm the event
likelihood curves become:
Levent(mW ) = −2 ln(L(mW )). (5.25)
Therefore the overall likelihood curve will be the sum of the negative log likelihood curves
Loverall(mW ) =
nevent∑
1
Levent(mW ). (5.26)
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Figure 5.6: Overall likelihood curve for Monte Carlo signal events at 206 GeV. The sample
used to make this plot contained around 3,300 events.
Figure 5.6 shows an overall likelihood curve. The W mass is determined by fitting a parabola
through the three lowest points of the overall likelihood curve. The error on this mass is
calculated using the second derivative at the minimum
σfittedmW =
√
2
α
(5.27)
where α is
α =
∂2Loverall(mW )
∂m2W
∣∣∣∣
mW=m
fitted
W
(5.28)
The fitted value for mW will be referred hereafter as mmeasuredW .
5.5 Calibration curves
There are several possible sources of bias in the analysis just described here. For example,
the analytical likelihood curves do not take into account Initial State Radiation, the jet errors
parameterisation used is just an approximation, the event selection could also introduce a
bias. Therefore a procedure to correct for biases independently of what the source is was
applied. The procedure consists of checking how the bias in the measured W mass changes
as a function of the generated W mass. In order to do that Monte Carlo is used. A total
of 3 Monte Carlo samples with different values for the generated W mass were used and
they were obtained by Monte Carlo re-weighting 1. The reference sample had a generated
1Monte Carlo events are usually all generated with weight one. Monte Carlo re-weighting is a technique that
by re-weighting every generated event with a certain weight one can change certain properties of the original
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Figure 5.7: Calibration curves for the qq¯eνe, qq¯μνμ and qq¯τντ channels respectively at
196 GeV. The plot shows the measured W mass as a function of the generated W mass.
A linear function was fitted to the plot, the slope found by the fit is indicated on the bottom
right. The error bars on the three points are plotted, but are too small to be seen.
channel Slope
183 189 192 196 200 202 206
qq¯eνe 0.937 0.909 0.902 0.933 0.906 0.953 0.927
qq¯μνμ 0.953 0.976 0.946 0.965 0.963 1.003 0.980
qq¯τντ 0.778 0.796 0.840 0.876 0.879 0.921 0.893
Table 5.1: Slopes of the calibration curves for each of the 3 semi-leptonic decay channels
with the nominal centre-of-mass energies (in GeV) of each data sample indicated. The
statistical error on the slope is typically of the order of 1.0× 10−3.
W mass of 80.4 GeV, the generated masses of the re-weighted samples were 79.0 GeV,
80.0 GeV and 81.0 GeV. The measurement of the W mass is performed for each of these
3 samples. Figure 5.7 shows the dependence of the measured W mass as a function of the
generated W mass. The slope of this curve is a measurement of that dependence. Table 5.1
shows the slope found by fitting a linear function to the mmeasuredW versus m
generated
W plot for
each channel for all centre-of-mass energies analysed. A slope equal to one means the bias
in the analysis does not depend on the W mass. The further away the slope is from one the
bigger the bias. The bias in the measured W mass at a given point is defined as
bias = mmeasuredW −mgeneratedW (5.29)
Monte Carlo sample, like for example the W mass. A study showing the consistency between the results found
by using Monte Carlo re-weighting or independent Monte Carlo samples can be found in [53].
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Figure 5.8: W mass pull distributions obtained at 206 GeV for the qq¯eνe, qq¯μνμ and qq¯τντ
channels respectively. The RMS values of the distributions are indicated in the plot and were
obtained by fitting a Gaussian to the distribution.
where mgeneratedW is the generated W mass. The bias corrected W mass is then given by
mcorrectedW = m
generated
W +
(mmeasuredW − (mgeneratedW + bias))
slope (5.30)
where mmeasuredW is the mass that comes out of finding the minimum of the log likelihood
curve and mgeneratedW is the W mass used to generate the WW events which in this case is
80.4 GeV. The bias is calculated using equation (5.29) for mgeneratedW = 80.4 GeV. The error
on the W mass was also scaled with 1/slope.
5.6 Pull distribution
Certain assumptions and approximations were made when building the event likelihood
curves. One of them, for example was the simplified jet resolution parametrisation, which
assumes the jet errors are gaussianly distributed. If these are not good approximations this
can lead to an underestimated error on the W mass.
The pull distributions are a useful tool to correct for that. The pull distribution of the W
mass is defined as the distribution of the quantity:
pull = m
measured
W − 〈mmeasuredW 〉
σestimated
(5.31)
where mmeasuredW is the measured W mass for a sample of Monte Carlo events, 〈mmeasuredW 〉
is the mean of the mmeasuredW distribution and σestimated is the estimated error on the mea-
surement of the W mass of that sample. In order to obtain the pull distribution many Monte
Carlo samples with the same integrated luminosity as for the data were built. The samples
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were built using signal and background events which were randomly chosen from the com-
plete Monte Carlo sample according to a Poisson distribution. Due to limited Monte Carlo
statistics events had to be used more than once. A total of 100,000 samples were built.
The W mass and the error on it were measured in each of them. Figure 5.8 shows the pull
distributions for all 3 channels at 206 GeV centre-of-mass energy and table 5.2 shows the
RMS values of these distributions for all centre-of-mass energies. The RMS of these distri-
butions is used as a scale factor to correct the mostly underestimated errors in the W mass
measurement.
channel W mass pull
183 189 192 196 200 202 206
qq¯eνe 1.055 1.069 1.100 1.097 1.108 1.137 1.140
qq¯μνμ 1.016 1.015 0.973 1.020 1.032 1.043 1.049
qq¯τντ 0.979 0.965 0.984 1.017 1.041 1.022 1.064
Table 5.2: RMS of the W mass pull distributions for each of the 3 semi-leptonic decay
channels with the nominal centre-of-mass energies (in GeV) of each data sample indicated.
The error on the RMS is typically of the order of 1.0× 10−3.
5.7 Impact of the selection on the W mass measurement
The selection method was discussed in chapter 4. The impact of the chosen method on
the W mass measurement should still be addressed. The Iterative Discriminant Analysis
(IDA) method uses the event-by-event reconstructed W mass from a 5C-fit as one of the
observables to construct the discriminant variable. A 5C-fit consists of four constraints for
energy and momentum conservation and an equal mass constraint, i.e., the fitted masses
of the two W bosons have to be identical. In principle one could argue that this is simply
incorrect, because it introduces a bias in the measurement. However this is exactly one of
the advantages of using the ideogram method, the calibration curves correct for this as they
correct for any other possible biases in the analysis. For completeness the bias caused by the
selection method was extensively studied. In an attempt to mimic a selection which was not
W mass dependent, the W mass used in the IDA selection was fixed to a certain value. This
is not equivalent to not using the W mass to construct the discriminant variable, but it is a
good approximation of what would happen in that case. When doing that it was observed
that indeed the bias in the analysis decreases, on the other hand there was no significant gain
nor loss in the expected error. The bias decreased the most in the tau channel. This was to be
expected since in this channel the W mass was the variable with most discriminating power.
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5.8 Results
The W mass results are presented in table 5.3. The results are given by channel and for
each centre-of-mass energy. The table shows the W mass measured in that channel and
its statistical uncertainty. The difference in the size of the statistical error from sample to
sample is obviously a direct consequence of the luminosity of the samples. The systematic
uncertainties are discussed in chapter 6. The consistency of the results will be discussed in
chapter 7. As an illustration figure 5.9 shows the W mass spectrum for each of the three
channels at two different centre-of-mass energies, 189 GeV, 200 GeV and for all energies
combined.
Year Energy (GeV) Channel W mass (GeV)
1997 183 qq¯eνe 81.171 ± 0.421
qq¯μνμ 80.723 ± 0.314
qq¯τντ 80.372 ± 0.517
1998 189 qq¯eνe 79.864 ± 0.296
qq¯μνμ 80.292 ± 0.181
qq¯τντ 80.265 ± 0.299
1999 192 qq¯eνe 80.825 ± 0.838
qq¯μνμ 80.282 ± 0.464
qq¯τντ 81.441 ± 0.645
196 qq¯eνe 80.076 ± 0.422
qq¯μνμ 80.221 ± 0.264
qq¯τντ 80.713 ± 0.388
200 qq¯eνe 80.355 ± 0.367
qq¯μνμ 80.266 ± 0.270
qq¯τντ 81.366 ± 0.443
202 qq¯eνe 80.703 ± 0.534
qq¯μνμ 80.153 ± 0.352
qq¯τντ 80.531 ± 0.547
2000 206 qq¯eνe 80.815 ± 0.301
qq¯μνμ 80.542 ± 0.193
qq¯τντ 80.658 ± 0.271
Table 5.3: Measured W mass (in GeV) for each of the 3 semi-leptonic decay channels with
the nominal centre-of-mass energies (in GeV) of each data sample indicated.
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Figure 5.9: W mass spectrum at different centre-of-mass energies. The centre-of-mass energy
is indicated on the top left of each plot. The plots in the bottom row are for all centre-of-mass
energies combined. The mass shown is the 5C-fit mass and it is plotted separately for each
of the three channels. The dots represent the data, the white histogram represents signal
plus all background processes combined and the grey histograms the background only. The
generated W mass used in the Monte Carlo was 80.40 GeV
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Chapter 6
Systematic Uncertainties
This chapter discusses the possible sources of systematic uncertainties in the measurement of
the W mass. Furthermore it describes how these uncertainties were estimated. The assump-
tion made throughout this thesis that the Monte Carlo describes the data was thoroughly
checked and is discussed here. The majority of the effects discussed in this chapter were
studied using Z peak data taken during calibration runs and their corresponding Monte Carlo
samples. The main reason for this is the limited amount of data available at LEP-2.
The outline of this chapter is as follows. Section 6.1 describes the uncertainties due to
detector effects. Section 6.2 describes the Mixed Lorentz Boosted Zs method which was
used to assess the systematic uncertainty due to fragmentation. Section 6.3 and 6.4 describe
the theoretical uncertainties and section 6.5 describes briefly the work done by the LEP
energy working group in order to determine the uncertainty on the beam energy.
6.1 Detector effects
The discrepancies between data and Monte Carlo due to detector effects can introduce a bias
in the W mass measurement. Thus these discrepancies have been extensively studied by the
W physics group in DELPHI. These studies were performed using Z peak data taken during
calibration runs. The procedure for many of them was the same, data and Monte Carlo at
the Z peak were compared. If discrepancies were found the Monte Carlo (or in some cases
the data) was corrected in order to describe the data (or the Monte Carlo). These corrections
were determined separately for the different years of data taking. They were then imple-
mented in the WWANA package and were therefore available to the whole W physics group.
These corrections are referred to hereafter as standard WWANA corrections. The systematic
errors due to these corrections were also determined separately for the four years of data
taking analysed here. For data at different centre-of-mass energies collected in the same
year the systematic errors were assumed to be identical, given the fact that the detector did
not change within one year. In addition the corrections used are also determined per year.
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The systematic errors due to detector effects were all determined as follows. The standard
WWANA corrections for the effect in question were applied to data or Monte Carlo at the Z
peak depending on the nature of the corrections. Data and Monte Carlo were then compared.
The remaining discrepancies between data and Monte Carlo were determined. The correc-
tions to account for these remaining discrepancies were then applied to the Monte Carlo used
for the W mass analysis1. In case the remaining discrepancies were not statistically signifi-
cant the error on them was used. The W mass was determined using the data combined with
this modified Monte Carlo. This result was then compared to the result obtained using the
standard Monte Carlo (presented in table 5.3). The difference between the two masses is
quoted as the systematic uncertainty due to the effect in question.
6.1.1 Muon inverse momentum scale
Detector alignment and reconstruction distortions can be a source of systematic uncertainties
for the momentum scale of muons. An opposite bias on the measured track curvature for
positive and negative muons can arise from this. A charge dependent momentum shift is
applied to the muons in the data to correct for this difference. The study to determine the
magnitude of the shift was performed with Z data taken during calibration runs. The shifts
were determined by comparing the mean of the inverse momentum distribution for data and
Monte Carlo in 6 bins of the track polar angle. These corrections were determined for each
year of data taking and are standard corrections for WWANA. For a complete description of
this work see reference [56].
Effect mw systematic errors in the muon channel (MeV)
183 189 200 206
1/p scale 19 20 25 28
μ+ μ− 1/p difference 0 0 0 1
1/p resolution 5 3 1 5
Table 6.1: Systematic uncertainties for the qq¯μνμ channel. The results are all in MeV and
are presented at four centre-of-mass energies.
The work done for this thesis consisted of applying the above corrections to Z data and
checking for remaining discrepancies between data and Monte Carlo. A simple selection
in order to select Z → μ+μ− collected during the calibration run of 1999 was applied.
The events were required to have two charged particles and that both these particles were
identified as a muon. In addition the following cuts were applied:
1As described in chapter 5 the Monte Carlo is used in the W mass analysis to calibrate the data.
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• The two leading tracks should have a momentum above 5 GeV;
• The polar angle of the muon tracks should be above 10◦;
• The maximum acollinearity was 10◦;
•
√
P 21 + P
2
2 > 40 GeV, where P1 and P2 are the momenta of the two muons.
Once the events were selected. The reconstructed momentum of all selected di-muon events
were scaled by the ratio of the centre-of-mass energy for the event to the centre-of-mass
energy of generated events in the Monte Carlo. Having done that inverse momentum distri-
butions for data and for Monte Carlo were then fitted with a double Gaussian. The relative
difference between the fitted mean for Monte Carlo and data was determined. This differ-
ence amounted to −0.29% as can be seen in figure 6.1. A scale factor of that magnitude was
applied to the 4-momenta of muons in the Monte Carlo used for the W mass analysis in order
to determine the impact of these corrections in the W mass. The systematic uncertainties for
183 GeV, 189 GeV, 200 GeVand 206 GeV are presented in table 6.1.
6.1.2 Difference between μ+ and μ− inverse momentum
Besides the fact that discrepancies in the all-muons momentum scale can be a source of bias
in the W mass measurement, the difference between the μ+ and the μ− inverse momenta
distributions could also lead to a bias. In order to study this effect shifts of opposite sign
were applied to the momentum of the μ+ and of the μ− in the Monte Carlo used for the W
mass analysis. This shift was determined using the same muon pairs selected by the selection
described in 6.1.1. The same corrections mentioned above were applied to the data. In the
Z Monte Carlo the means of the inverse momentum distributions for μ+ and μ− were in
agreement with each other, however this was not observed for the data. The goal was to
apply a shift to the Monte Carlo events which would make it describe the behaviour seen in
the data. The shift applied was half of the difference between the means of the μ+ and μ−
inverse momentum distributions in Z data, as seen in equation (6.1)
Δ = ±1
2
(〈 1
pμ+
〉 − 〈 1
pμ−
〉) (6.1)
where the positive sign shift was applied to μ− and negative sign to μ+. The magnitude of the
shift was 0.14%. One could argue that the shift applied should depend on the polar angle of
the muon. In reference [56] where the corrections applied in this analysis were determined,
the muon samples were divided into six polar angle ranges, as mentioned above. However
when the same was done to the remaining differences between the inverse momentum for
μ+ and μ− in the data, the polar angle dependence was not statistically significant.
The systematic uncertainties due to the difference between μ+ and μ− inverse momentum
are shown in table 6.1. These numbers were expected to be very close to zero due to the
nature of the shift applied.
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Figure 6.1: Di-muon events collected during a calibration run in 1999. The upper plot
shows the inverse momentum distribution for Monte Carlo and the bottom plot shows the
same distribution for data with corrections applied to the muon inverse momentum. A double
Gaussian was fitted to both distributions. The fitted mean of the distributions is indicated on
top left of each plot. The relative difference between the means is indicated on the top left of
the bottom plot.
6.1.3 Muon inverse momentum resolution
The inverse momentum resolution in the Monte Carlo was found to be around 4.5% better
than that in the data. Once again standard WWANA corrections were used to correct for the
discrepancy between data and Monte Carlo. The Monte Carlo events were smeared with a
double Gaussian. The smearing was determined separately for four regions of the polar angle
of the muons. In order to study the impact of these corrections on the W mass the original
smearing was increased by 50% and it was then applied to simulated events. The resulting
shifts in the W mass are considered as systematic error and are shown in table 6.1.
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Figure 6.2: Bhabha events collected during a calibration run in 1999. The upper plot shows
the data-Monte Carlo agreement without corrections applied and the bottom plot with cor-
rections to the electron energy in the Monte Carlo. The points correspond to the data and
the histogram to the Monte Carlo.
6.1.4 Electron energy scale
The contribution to the systematic error on the W mass due to the reconstruction of electrons
is discussed in this section and the two following ones. This was studied using Bhabha
events at the Z peak and at high energies. Bhabha events collected at the Z peak are used
to determine the energy scale for electrons. Standard WWANA corrections are applied to
account for the discrepancies found between the reconstructed energy for data and Monte
Carlo. The ratio of the electron energy and the beam energy, Eelectron/Ebeam, is used to
study this. The discrepancies are attributed to the fact that in the region in front of the
electromagnetic calorimeter in the end-caps the amount of material is under-estimated in the
Monte Carlo. The correction, which is applied to Monte Carlo, consisted of introducing
the effect of extra bremsstrahlung emission corresponding to an additional 3% of a radiation
length [22]. These corrections were determined separately for each year and the sample was
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divided in four regions of the polar angle. The impact of the corrections can be seen in figure
6.2.
In order to search for remaining discrepancies between data and Monte Carlo a simple
event selection to select electron pairs was applied. Two electrons had to be identified by the
REMCLU package and the following cuts were imposed on these two electrons:
• A maximum acollinearity of 10◦;
• The number of charged tracks in the event had to be less than 5 for events in the barrel;
• At least one of the two clusters should have an energy of 20 GeV or higher.
Effect mw systematic errors in electron channel (MeV)
183 189 200 206
energy scale 4 8 9 11
energy resolution 0 0 1 0
energy linearity 9 12 20 14
Table 6.2: Systematic uncertainties for the qq¯eνe channel. The results are all in MeV and are
presented at four centre-of-mass energies.
After applying the standard WWANA corrections to the selected e+e− events in the
Monte Carlo the mean of the Eelectron/Ebeam distribution was compared with the one for
the data events. The difference between the mean of the two distributions was not statisti-
cally significant as can be seen in figure 6.3. Therefore the error on this difference was used
to (conservatively) estimate the uncertainty on the W mass due to the corrections applied
to the electron energy. A scale factor of −0.13% was then applied to the electron energy
and momentum of all Monte Carlo events used for the W mass analysis. The systematic
uncertainty obtained by applying this correction is presented in table 6.2.
6.1.5 Electron energy resolution
The resolution of the electron energy in the Monte Carlo was found to be around 2% better
than in the data. The standard WWANA correction was applied to simulated events and
it consisted of smearing the electron energy with a Gaussian. The smearing factors were
determined separately for four polar angle regions and again for each year of data taking.
In order to estimate the systematic error due to this correction an extra smearing of 1% was
applied to the electron energy in the Monte Carlo. The systematic error due this is shown in
table 6.2.
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Figure 6.3: Bhabha events collected during a calibration run in 1999. The upper plot shows
the ratio Eelectron/Ebeam for data and the bottom plot shows the same ratio for Monte Carlo
with corrections applied to the electron energy. The mean of the distributions are indicated
on top left of each plot. The relative difference between the means is indicated on the top left
of the bottom plot.
6.1.6 Electron energy linearity
The purpose is to study how the electron energy scales as a function of the electron energy
itself. The electron energy linearity was studied by comparing the electron energy of Bhabha
events collected at different centre-of-mass energies. The three energy points used for that
were 91 GeV, 189 GeV and 200 GeV . In order to select Bhabha events at the centre-of-mass
energies above the Z resonance a few modifications were made to the selection described
in section 6.1.4. The event selection for Bhabha events collected at 189 GeV and 200 GeV
requires that two electrons identified by REMCLU pass the following cuts:
• A maximum acollinearity of 10◦;
• The number of charged tracks in the event had to be less than 5 for events in the barrel;
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• The energy of the highest energetic electron should be greater than 65% of the beam
energy Ebeam;
• If the selected electrons were in the forward region then no tracks should be found in
the barrel.
Using the selected events the double ratio 〈Eelectron/Ebeam〉data/〈Eelectron/Ebeam〉MC was
evaluated at the three centre-of-mass energies mentioned above. The ratio was determined
separately for barrel events and endcap events. The three points obtained were plotted against
the beam energy. A slope was determined. The deviation of the slope from zero was found
to be 0.013% for the forward region and 0.012% for the barrel. This slope was used to scale
the energy of the simulated electrons in the W mass analysis. The resulting electron energy
linearity systematic uncertainties are shown in table 6.2.
6.1.7 Tau reconstruction
The qq¯τντ channel differs from the other two WW semi-leptonic decay channels since these
events contain two (or even three for leptonic tau decays) neutrinos in the final state. This
means that, in this channel, the W mass in these events is determined from only the decay
products of the W decaying hadronically. Thus the systematic uncertainties due to lepton
reconstruction described in the previous sections are not relevant to this channel.
6.1.8 Jet energy scale
The following study was also performed using events collected during calibration runs at the
Z peak. In order to select Z → qq events the following cuts were applied [57]:
• The event was required to have at least 4 charged tracks;
• The total charged energy in the event had to represent at least 12% of the centre-of-
mass energy;
• If the number of charged tracks in the event was less than 11 the following selection
was required in order to reject Bhabha events:
√
E2for + E
2
back < 0.9 ·Ebeam (6.2)
where Efor and Eback are respectively the energies recorded in the forward and back-
ward sections of the FEMC electromagnetic calorimeter and Ebeam is the beam energy.
It is known that the quark content in jets from Z events is not the same as in WW events. In
WW events b quarks are very rarely present. In order to make the Z samples have a quark
content that is more similar to the one in WW events the b-tagging technique was used to
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Figure 6.4: B-tagging variable per jet in Z decays. The dots represent the data and the
histograms represent the Monte Carlo. The grey histogram accounts for events containing
u, d, s and c quarks and the white histogram for events containing b quarks.
exclude b quarks. The combined b-tagging, which uses information about the life-time of
the particles combined with a search for a secondary vertex, was used [58, 59]. In figure
6.4 one can see the combined b-tagging variable plotted for all jets, where the contributions
from b-jets and non-b-jets are plotted separately. In order to exclude the b-jets only events
with b-tagging probability lower than -1 were accepted. Once the events were selected and
forced into two jets, standard WWANA corrections to the jet energy were applied to the
Monte Carlo [49]. An offset which was a quadratic function of the energy was applied to the
jet energy itself. The corrections were determined for four bins of the polar angle.
These corrections were then also applied to Z Monte Carlo events. After doing that the
remaining differences between the mean of the Ejet/Ebeam for data and Monte Carlo were
determined. In figure 6.5 one can see the Ejet/Ebeam distribution for data events and for
Monte Carlo after corrections were applied. The difference between the mean of the two
distributions is indicated on the top left corner of the bottom plot. This difference was used
to estimate the systematic error due to this correction. Table 6.3 shows the systematic error
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Figure 6.5: Di-jet events collected during a calibration run in 1999. The top plot shows
Ejet/Ebeam for the data and the bottom shows the same quantity for the corrected Monte
Carlo. The mean of the distributions are indicated on the top left corner of both plots. The
relative difference between the means is indicated on the top left of the bottom plot.
on mw due to this correction.
6.1.9 Jet energy resolution
The standard WWANA corrections consisted of smearing of the jets energy, polar and az-
imuthal angles in the Monte Carlo [49]. The jet energies were smeared with a Gaussian. The
smearing factor was parameterised as a quadratic function of the energy itself with function
shown below:
(0.51± 0.12) + (0.16± 0.63) · 10−2 ·E + (0.81± 0.08) · 10−3 · E2 (6.3)
The polar and azimuthal angles of the jet were smeared by 0.36◦ and 0.45◦ degrees respec-
tively. In order to study the systematic uncertainty introduced by these corrections an extra
smearing was applied to the simulation. The magnitude of the smearing was chosen to be
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equal to the errors on the parameters used to smear the energy and angles originally. The
systematic uncertainty is presented in table 6.3.
Jet systematic errors on mw (MeV)
183 GeV 189 GeV
Effect channel
qq¯eνe qq¯μνμ qq¯τντ qq¯eνe qq¯μνμ qq¯τντ
energy scale 10 9 11 13 12 22
energy resolution 4 2 12 5 4 16
energy linearity 0 2 2 2 3 7
forward tracks 2 6 13 2 1 11
200 GeV 206 GeV
Effect channel
qq¯eνe qq¯μνμ qq¯τντ qq¯eνe qq¯μνμ qq¯τντ
energy scale 18 14 22 16 17 29
energy resolution 10 2 2 6 3 4
energy linearity 4 3 2 3 3 1
forward tracks 7 0 2 3 5 16
Table 6.3: Systematic uncertainties on the W mass due to jet reconstruction. The results are
all in MeV and are presented at 183 GeV, 189 GeV, 200 GeV and 206 GeV.
6.1.10 Jet energy linearity
In order to study how the jet energy scales with the jet energy itself the behaviour of di-
jet events above the Z resonance was studied. The event selection used here was slightly
different from the one used for di-jet events at the Z peak. The cuts imposed were:
• At least 7 charged tracks;
• The charged energy represents at least 10% of the centre-of-mass energy;
• If the number of charged tracks was less than 11 the following selection was required:√
E2for + E
2
back < 0.9 ·Ebeam (6.4)
where Efor and Eback are respectively the energies recorded in the forward and back-
ward sections of the FEMC electromagnetic calorimeter;
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Figure 6.6: The double ratio 〈Ejet/Ebeam〉data/〈Ejet/Ebeam〉MC is plotted as a function of
the beam energy for events in the barrel and in the endcaps separately. A linear function was
fitted to both plots.
• The transverse energy represents at least 20% of the centre-of-mass energy;
• The effective centre-of-mass energy √s′ should be larger than 0.95 · √s.
• The difference between the estimated jet energy and the beam energy has to be smaller
than 10 GeV. See text below for how the jet energy is estimated.
The effective centre-of-mass energy
√
s′ was determined using three-body kinematics and
uses only the angular information from the decay products. The bodies in question were
the two jets and a hypothetical photon and their masses were neglected. The photon was
assumed to go undetected along the beam direction. The estimated jet energy referred to
above is the one obtained using the three-body kinematics.
Events were selected at two high energy points, 189 GeV and 200 GeV. Here again the
ratio Ejet/Ebeam was plotted for the data and for the corrected Monte Carlo. The double ratio
of the average values 〈Ejet/Ebeam〉data/〈Ejet/Ebeam〉MC was evaluated. These quantities
were plotted against the beam energy for the three data points available as can be seen in
figure 6.6 and a slope was determined. The deviation of the slope from zero was found to be
0.05% for the forward region and 0.01% for the barrel. The simulated measured jet energies
in the WW analysis were shifted according to the slopes above. The systematic error due
to the jet energy linearity was determined by taking the difference between the standard W
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Figure 6.7: Di-jet events collected during a calibration run in 1999. The top plot shows the
polar angle of tracks before corrections and the bottom plot shows the same quantity with
corrections applied to the data. The dots represent the data and the histogram represents the
Monte Carlo.
mass analysis and the one with the shift applied to measured jet energies in the Monte Carlo.
The jet energy linearity systematic uncertainties are shown in table 6.3.
6.1.11 Forward tracks correction
An excess of tracks in the forward region in the data in comparison to Monte Carlo is ob-
served. The most likely cause of this effect is an underestimation of the track reconstruc-
tion efficiency for low momentum particles at low polar angles in the simulation. Standard
WWANA corrections were applied [36]. The correction was determined using Z peak qq
data from calibration runs and was applied to data events. It consisted of randomly removing
a fraction of the forward tracks. The distribution of the polar angle of the tracks for data
before and after correction and for Monte Carlo can be seen in figure 6.7. The correction
was applied for tracks with a polar angle between 9◦ and 30◦ and between 150◦ and 171◦.
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In order to estimate the systematic uncertainty the residual difference between data and
Monte Carlo was computed by calculating the ratio of the number of tracks in data and
Monte Carlo. If an excess of data tracks was still observed in the forward region, tracks
were randomly discarded. This ratio was determined for forward tracks with polar angles
given above and it was done separately for different momentum ranges. The W mass was
obtained with these extra corrections applied. A comparison between this value and the W
mass obtained with the standard analysis yields an estimate of the systematic uncertainty due
to these residual differences. However this value has a large statistical component.
Instead the correction was applied to Monte Carlo. Removing tracks from Monte Carlo
will obviously only make the data Monte Carlo agreement worse. But the purpose here is
to get an estimate of the magnitude of the systematic uncertainty without large statistical
fluctuations playing a significant role. Therefore the difference between the result obtained
by applying the correction for the residual difference to Monte Carlo and the standard W
mass analysis result was chosen to be quoted as the systematic error. This error is shown in
table 6.3.
6.1.12 Aspect ratio
The aspect ratio is defined as the length to width ratio of the detector. Its precision is de-
termined by the precision of the position and dimensions of the Vertex Detector, since the
DELPHI detector is aligned relative to this detector. A mistake in the determination of the
aspect ratio would lead to a bias on the measurement of the polar angle θ which would there-
fore introduce a bias on the reconstructed W mass. The study described in reference [36]
determined that the uncertainty on the aspect ratio is 3 · 10−4. In order to study the effect of
this uncertainty on the W mass the z component of the momentum of all tracks was scaled
by the same amount. This scaling was applied to simulated events only. The analysis was
repeated with this modified Monte Carlo and the W mass was determined. The difference
between this value and the value obtained with the standard analysis is what is quoted as
systematic uncertainty. The results can be seen in table 6.4.
channel Aspect ratio error on mw (MeV)
183 189 200 206
qq¯eνe 7 5 4 5
qq¯μνμ 1 3 2 6
qq¯τντ 5 2 4 5
Table 6.4: Systematic errors due to the uncertainty in the knowledge of the aspect ratio of
the detector. The results are shown at four centre-of-mass energies in GeV.
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6.2 Mixed Lorentz Boosted Zs (MLBZ)
The aim of the Mixed Lorentz Boosted Zs method as used in this thesis is to have a model-
independent estimate of the systematic uncertainty due to fragmentation effects. This was
done here by using Z events collected during calibration runs to construct fake WW events.
The outline of the method is as follows:
• The first step is to select the relevant Z events. In order to construct a fake semi-
leptonic WW event, the so-called MLBZ, one uses one Z event which decays to a
pair of quarks and another Z decaying to a pair of leptons. Each Z decay is used to
represent in the emulated WW process the decay of the W boson in its rest frame.
• The second step is to generate the so-called MLBZ event. One of the two leptons from
the Z di-lepton decay is randomly picked and it is then combined with the quark pair
from the Z hadronic decay.
• The event is rotated, scaled and boosted in order to emulate a WW event. In this step
a simulated WW event is used as template to the MLBZ.
• After the MLBZ is generated, this WW-like event goes through the complete W mass
analysis, i.e the one described in this thesis. This is done for MLBZ events built using
Z data events and also for Monte Carlo ones. A W mass is extracted for data events
and for Monte Carlo, the difference between these masses is a measurement of the
systematic uncertainty.
The following sections describe in more detail each of the steps mentioned above. They
will also show the results obtained using the MLBZs and finally discuss the systematic un-
certainties which can be estimated by this method. For a more comprehensive description of
the method see reference [53].
6.2.1 The Z samples and the Z tag
The Z data samples used came from calibration runs taken in 1999. The size of the data and
the Monte Carlo samples used are shown below:
• Z → μ+μ−: 94,000 simulated events,
• Z → e+e−: 22,000 simulated events,
• Z → τ+τ−: 30,000 simulated events,
• Z → qq: 120,000 simulated events,
• Z → qq: 115,000 data events.
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Figure 6.8: Polar angle distributions for muons and electrons in the forward region. These
are simulated Z → μ+μ− events for the top plot and simulated e+e− events for the bottom
plot. These plots are used to calculate the ratio of muon over electron events explained in
the text.
Only simulated leptons were used. The reason for this was the limited data statistics in the
di-lepton channel. Besides, the systematic errors due to lepton reconstruction were already
covered in sections 6.1.1 to 6.1.6. A simple tagging routine was used to select Z → qq
events which was the same tagging described in section 6.1.8.
For Z → l+l− no selection was needed since only Monte Carlo events were used. In
the case of e+e− events there are two diagrams, s-channel and t-channel, contributing to
this final state while for Z → μ+μ− only one. One would like the polar angle distribution
for muons and for electrons to be similar for practical purposes. In practice the t-channel
electrons tend to be in the forward direction. In order to decrease the number of electrons in
the forward region the following cut was applied. The polar angle distribution of e+e− events
was compared to the same distribution for Z → μ+μ−. These distributions can be seen in
figure 6.8. The ratio of μ+μ− events over e+e− events is determined and normalised. For
the e+e− channel events were subsequently randomly discarded with a probability obtained
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from this ratio.
6.2.2 Generating the MLBZs
Once the appropriate Z events were selected the generation of the MLBZ events could begin.
The MLBZ event is rotated, scaled and boosted according to the 4-vectors of the chosen WW
template event. The template event comes from a list of WW simulated events generated with
WPHACT. The list contains the generated 4-vectors of the four fermions. The purpose of
this list is to emulate WW events in a more precise way which makes the method as a whole
more reliable. The rotation, scaling and boosting goes as follows. The first step is to make
sure that the polar angle distribution of the Z events used matches that of the WW template
events. To do that one of the decay products of a W from a WW template event is chosen
at random. Subsequently a Z event is selected of which the polar angle of the thrust axis
matches the polar angle of the selected fermion. The W from the template event is then
boosted to its rest frame and the selected Z event is rotated such that the thrust axis is aligned
with the angles of the W decay products. The energies of the Z decay products are rescaled
by a factor mW/2Ebeam where mW is the mass of the W boson in the template event and
Ebeam is the beam energy of the Z calibration run. Finally the Z event is boosted into the
laboratory frame of the template event.
The procedure described above is done once for each W in the WW template event. For
the W decaying semi-leptonically, the neutrino in the MLBZ event is faked by removing
one hemisphere of the Z → l+l− event. The resulting MLBZ events have to lie within the
acceptance of the detector, otherwise they are discarded.
Around 900,000 MLBZ events were produced for each channel (qq¯eνe, qq¯μνμ and qq¯τντ )
at 200 GeV centre-of-mass energy. In order to produce such a large number of events the
original Z events had to be used more than once. Besides that the WW template event can be
used more than once too. This introduces some correlations between the generated MLBZ
events. Note, however, that due to the many possible ways of matching template events to Z
events these correlations are diminished significantly.
The simulated MLBZ events were generated using two simulated Z events, one which de-
cays hadronically and one decaying into two leptons. The data MLBZ events were generated
using a data Z → qq event and a Monte Carlo Z → l+l− event.
These events were then put through the full analysis chain described in chapters 4 and 5
in order to extract the W mass. This was done for the data MLBZs as well as for the Monte
Carlo MLBZs.
6.2.3 Results and “error on the error”
The systematic uncertainty was obtained by taking the difference between the W mass found
using the data MLBZs and the one found using the simulated ones. The MLBZ events were
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produced at 200 GeV, the results for the three channels are shown in table 6.5. The statistical
error on the mass obtained using MLBZs cannot be extracted in the same way as it is done
for the standard W mass analysis. The latter assumes the events are uncorrelated, which is
not the case for MLBZs since Z events are used more than once. In order to get an estimate
of the statistical error on the W mass the Z sample is split into 10 independent samples and
the whole analysis procedure is done for each sample independently. The error on the mass
is given by:
RMS√
Nsamples
(6.5)
where RMS is the root mean squared of the mass distribution obtained from the 10 inde-
pendent samples used and Nsamples is the number of independent samples. As expected the
events turned out not to be highly correlated as the error obtained without splitting samples
was almost the same as the one obtained using the split samples.
channel mdataW −mMCW (MeV)
qq¯eνe 30.0± 13.5
qq¯μνμ 12.3± 5.4
qq¯τντ 22.2± 8.2
qq¯lνl 16.8± 4.3
Table 6.5: MLBZ results at 200 GeV. The table shows the difference in W mass between
MLBZs built using data events and MLBZs built using simulation. The last row shows the
weighted average of the results for the three channels.
6.2.4 Coverage of the MLBZs
Which systematic effects are actually measured by the MLBZ method? In principle one
could argue that all systematic effects are covered. In practice there are limitations. These
limitations mainly come from the fact that the detector is not Lorentz invariant. For instance
the systematic due to the uncertainty in the aspect ratio of the detector is clearly not covered
by this method. The rotation of the Z events will destroy the knowledge of any differences
between the length and the width of the detector. The fact that only simulated leptons were
used also takes away all detector effects which affect the lepton.
However the method is still a very powerful tool to study the jet system and the uncertain-
ties related to it, such as fragmentation and hadronisation and detector effects (concerning
jets only). In fact the semi-leptonic channel is a very interesting channel to study the jet de-
scription. In the fully hadronic channel, due to the constrained fit some effects which could
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disrupt the energy measurement might be wiped out. The same would not happen in the
semi-leptonic channel.
It is very hard to determine precisely which systematic effects might or might not be
affected by the rotation and boosting of events. It is however worth mentioning that for
Z → qq events the jets are measured in the Z rest frame, where they are back-to-back. This
means that any measurement errors on the jet angles will have a relatively small influence on
the measured invariant mass of the two-jet system. It is therefore assumed here that detector
systematics related to measured angles are largely “washed out” due to the inevitable Lorentz
boost used by the method. Therefore the systematics due to the correction applied to forward
tracks cannot be studied using MLBZs. The systematics on jet energy scale and resolution
are less affected by the Lorentz boost. However, conservatively these uncertainties were
still estimated separately. Interestingly the fragmentation effects are intrinsically Lorentz
invariant and can hence very well be studied in this way. Therefore the obtained data-Monte
Carlo difference shown in table 6.5 is interpreted as a model-independent estimate of the
systematic error due to fragmentation.
Since the dependence of fragmentation effects on
√
s is theoretically well understood the
MLBZ study has been performed at only one centre-of-mass energy. The value 200 GeV was
chosen because it is close to the central value among all centre-of-mass energies analysed
here. In addition there is no reason to believe that fragmentation uncertainties would depend
on the lepton in the final state. Indeed no statistically significant difference between the
results for the three channels was observed. Therefore the estimated systematic error due to
fragmentation was chosen to be the weighted average of the individual results, as shown in
table 6.5.
6.3 Electroweak radiative corrections
The accuracy in the description of the event by the event generator is of great importance,
since the measurements described in this thesis rely on the simulation. The systematic un-
certainties quoted in this section are fully based on the studies described in reference [60]
and summarised in [22]. The possible sources of uncertainties due to radiative corrections
were described in chapter 2. Here the work done in reference [60] in order to extract the
systematics errors for each of the effects considered will be briefly described.
The study described in [60] has been performed in the context of the full DELPHI simula-
tion and analysis procedure; furthermore the main uncertainties due to non-CC03 4-fermion
background events have been studied. Radiative corrections uncertainties on non 4-fermion
background events are included in the uncertainty estimated on the background, which will
be addressed in section 6.4.
A summary of the resulting systematic uncertainties due to electroweak radiative correc-
tions is presented in table 6.6.
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6.3.1 Initial State Radiation
The Initial State Radiation was computed using a leading log O(α3) matrix element. The
difference between the best result obtained from implementing the O(α3) matrix element
and the O(α2) one gives an estimate of the effect of the higher order missing terms. The
missing higher orders lead to the use of a wrong description for events with more than three
hard photons or more than one photon with high pt.
The difference between the best result and the O(α) result includes the previous study,
and can be used as an estimate of the upper limit of the effect of missing the non-leading
logarithm (NLL) terms at O(α2); this effect of missing NLL terms is expected to be smaller
than the effect from the LL terms given by this O(α3) to O(α) difference.
Also taking into account the study performed in [61], the ISR related uncertainty in the
W mass can be conservatively estimated at 1 MeV.
6.3.2 Non factorisable corrections
As mentioned in chapter 2, non-factorisable O(α) QED interference between W bosons is
effectively implemented through the so-called Khoze-Chapovsky ansatz.
The effect of using this ansatz with respect to the Born calculation, where this interfer-
ence is not described, can be considered as an upper limit of the missing part of the fullO(α)
calculation and of the higher order terms. A dedicated study shows that the effect on the W
mass is 1 MeV.
6.3.3 Final State Radiation
The Final State Radiation uncertainty due to the hadronic part of the final state is addressed in
the fragmentation error. The one due to leptons will be addressed here. Again, the difference
between the best result based on NLL and LL treatments provides an estimate of the effect of
the missing part of the O(α) FSR correction. While the result depends on the semi-leptonic
channel, the difference is always less than 1 MeV.
In the study described in [61] the effect of the missing higher orders beyond O(α2) has
been found to be negligible at generator level. Simple perturbative QED considerations
suggest that the size of the effect should not exceed the size of the effect from the missing
part of the O(α) FSR correction; therefore conservatively the 1 MeV can be doubled to take
into account both of these components of the uncertainty.
6.3.4 4-fermion background diagrams: single W
The Double Pole Approximation (DPA) is known to be valid in a few ΓW intervals around
the double resonant pole. The DPA correction is applied only to the CC03 part of the matrix
element (and partly to the interference, see [29]); non-CC03 diagram contributions are not
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directly affected by the DPA uncertainty (except for possible effects in the interference term
which is relevant for the electron channel).
It is clear that this procedure still leaves the problem of the approximated radiative correc-
tions treatment for the non-CC03 part of the matrix element (and the interference). The ISR
studies previously discussed can reasonably cover the most relevant part of the electroweak
radiative corrections uncertainties present also for the WW-like 4-fermion background dia-
grams, e.g. the non-CC03 part. There is, however, a notable exception: the so called single
W diagrams for the qq¯eνe final state.
The majority of the single W events are rejected in the W mass analysis, since the electron
in these events is lost in the beam pipe. But the CC03 - single W interference is sizeable, and
it has a strong impact on the W mass result in the electron channel.
The situation is made even more complex by the cross-talk between channels, e.g. events
belonging in reality to one channel but reconstructed as belonging to another one. This cross-
talk is particularly relevant between semi-leptonic electron and tau channels, which explains
why the τ channel analysis is also sensitive to this uncertainty source.
The effect of this uncertainty has been studied in two ways. Firstly, since the uncertainty
on the single W rate associated with radiative corrections is known in literature to be about
4%, the non-CC03 part of the matrix element, assumed to be dominated by the single W
contribution, has been varied by 4% for qq¯eνe final states. Another possible source of uncer-
tainty related to 4-fermion background is estimated by partly applying the DPA correction
to the interference term [29]. The effect of this way of computing the corrections can be
considered as another estimate of the uncertainty related to the 4-fermion background.
The maximal size of these effects is 5.5 MeV for the W mass in the qq¯eνe channel.
6.3.5 Ambiguities in the Leading Pole Approximation definition
One of the two sources of uncertainties mentioned in chapter 2 was the effect of missing
higher orders. This can, at least partly, be evaluated by changing the electroweak scheme
used in theO(α) calculation. This essentially means changing the definition of the QED fine
structure constant used in the O(α) matrix element [62]. The effect on the W mass is very
small, at the limit of the fit sensitivity.
The second, more relevant, source of uncertainty connected to the LPA is in its possible
definitions, i.e. the ambiguity present in the way of expanding the amplitude around the
double resonant W pole. The standard YFSWW uses the so called LPAA definition; a com-
parison with the LPAB one can give an estimate of the effect from the intrinsic ambiguity in
the LPA definition. A dedicated study has been performed evaluating the difference between
the two in order to evaluate only the effect of the different scheme on the radiative corrections
(and not at Born level). The size of the effect is less than 1 MeV for the W mass.
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Electroweak Systematic Errors (MeV)
Uncertainty Source qq¯eνe qq¯μνμ qq¯τντ
ISR 1 1 1
NF O(α) 1 1 1
FSR 0.5 0.5 1
4-f Background 5.5 0.5 1
LPA 1 1 1
Total 9 4 5
Table 6.6: Summary of the systematic uncertainties on the W mass due to electroweak cor-
rections. Where ISR represents the uncertainty due to Initial State Radiation, NF the one due
to non factorisable corrections, 4-f Background the one due to the single W diagrams and
LPA the one due to the ambiguity in the definition of the Leading Pole Approximation. The
total uncertainty is computed adding linearly the absolute values of all the contributions.
6.4 Background description
The two main sources of background events in WW events are 4-fermion and 2-fermion
hadronic processes. The theoretical uncertainty due to the 4-fermion background description
was already assessed in section 6.3. The dominant source of background comes from Z →
qq(γ) events. The theoretical uncertainty on the 2-fermion cross-section is generally small,
not exceeding 2%. In the semi-leptonic channel these events can for instance be selected if
there is a high-energy photon emitted within the detector acceptance. This can happen in
case of a radiative return to the Z. This is especially true if in addition the photon converts
to an electron-positron pair or a random association of forward vertex detector hits to an
electromagnetic cluster in the calorimeter occurs. A data-simulation comparison shows that
a 10% fluctuation of this type of background cannot be ruled out [22]. Therefore in order to
evaluate the systematic uncertainty due to the background level in the semi-leptonic channel
a shift of 10% was applied to the Z → qq(γ) cross-section. The systematic error was
determined by comparing the W mass results with and without the rescaling of the Z →
qq(γ) cross-section. The event-by-event-purity used in this analysis helps reduce the impact
of the background uncertainty on the W mass.
6.5 LEP beam energy measurement
The measured centre-of-mass energy is imposed as a constraint in the kinematic fit. There-
fore the precision on this measurement directly affects the precision on the W mass. The
relative uncertainty in the W mass will be approximately the same as the relative uncertainty
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channel Background description error (MeV)
183 189 200 206
qq¯eνe 0 0 1 0
qq¯μνμ 0 0 1 0
qq¯τντ 8 13 8 6
Table 6.7: Systematic errors on the W mass due to the background description.
Ecm( GeV) 183 189 192 196 200 202 206
error on mw (MeV) 9 9 9 10 10 10 16
Table 6.8: The top row shows the nominal centre-of-mass energy and the bottom one the
corresponding error on the W mass due to the uncertainty on the beam energy
in the centre-of-mass energy itself.
The beam energy estimate was discussed in section 3.1.2. The average LEP collision
energy was evaluated every 15 minutes or after significant changes in the beam conditions.
The beam energy was estimated using the Nuclear Magnetic Resonance method which was
calibrated with the Resonant Depolarisation (RPD) technique. Three different techniques
were used as cross-check methods. The errors on the beam energy were already given in
table 3.1. For the energy points taken in the year 2000, 205 GeV and 207 GeV, the uncertainty
is higher than in previous years. There is an additional uncertainty due to the ‘Bending
Field Spreading’ strategy, in which corrector magnets were powered in a coherent manner to
increase the overall dipole field and therefore the energy boost [35].
The corresponding uncertainties on the W mass are shown in table 6.8. Note that in the
work described in this thesis the data at 205 GeV and 207 GeV centre-of-mass energies were
combined and were referred to as the 206 GeV data set. Therefore the uncertainty quoted for
the results at 206 GeV are the luminosity weighted average of the uncertainties for the 205
GeV and 207 GeV centre-of-mass energies.
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Chapter 7
Final results and conclusions
The combined W mass measurement result for the full data sample of 641 pb−1 is presented
in this chapter. The result is compared to the DELPHI results published in [22] as well as to
the current world average.
7.1 Correlations
Before combining the results presented in chapters 5 and 6 the correlations among channels,
years of data taking and centre-of-mass energies of the systematic uncertainties have to be
addressed. The systematic uncertainties in the three channels analysed, qq¯eνe, qq¯μνμ and
qq¯τντ , are treated as fully correlated in the combination. The uncertainties for different
years within one channel, e.g., the systematic errors for the qq¯eνe channel for the different
years of data taking, are conservatively treated as fully correlated, except for the beam energy
error. A brief explanation of why this was done follows in the next paragraph. Within one
year of data taking with more than one centre-of-mass energy point the systematic errors for
a given effect are considered to be identical and therefore also fully correlated, as already
discussed in chapter 6.
The systematic error due to fragmentation, which was assessed using the MLBZ method,
is treated as identical at different centre-of-mass energies. The error used in the combination
was the weighted average of the results obtained for the individual channels. The systematic
error due to radiative corrections was also treated as identical at different centre-of-mass
energies. All detector systematics were treated as fully correlated since the detector was
essentially the same every year. The systematics due to the uncertainty on the knowledge of
the background description should also be treated as fully correlated, since this knowledge
again does not vary with the centre-of-mass energy. The error due to the uncertainty on
the beam energy is treated as fully correlated between channels, but partially correlated for
different centre-of-mass energies.
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7.2 Results and combination
The combination of the results was made taking the correlations discussed above in sec-
tion 7.1 into account. The results are presented in figure 7.1. This figure shows the W mass
per channel for each centre-of-mass energy with the statistical and systematic uncertainties
indicated. The position of the grey vertical band represents the value of the combined W
mass for all centre-of-mass energies and its width the combined uncertainty on it.
The final result for the W mass, combining the data collected at all seven centre-of-mass
energies, which corresponds to 641 pb−1 of integrated luminosity, is
mw = 80.455± 0.071(stat.)± 0.029(syst.)± 0.009(LEP) GeV, (7.1)
where “LEP” indicates the systematic error on the beam energy uncertainty. All the individ-
ual results are in agreement within two standard deviations with the combined result.
The W mass result for the semi-leptonic channel corresponding to a data sample with an
integrated luminosity of 660 pb−1 published in [22] by the DELPHI collaboration is
mw = 80.339± 0.069(stat.)± 0.029(syst.)± 0.009(LEP) GeV. (7.2)
The result presented in this thesis is in agreement with the published results. The difference
in the magnitude of the statistical error is small and there was no difference in the total
systematic uncertainty. Note that the two analyses differ in many important aspects. Most
importantly, in the work presented here the fragmentation error is obtained using a model
independent approach. This was not done for the semi-leptonic channel in any of the other
LEP experiments nor in the work presented in [22]. In addition the approach taken in this
thesis is considered to be conservative since it is assumed that the detector effects on jet
reconstruction were not covered by the MLBZ method and were thus estimated separately.
The W mass results per channel for all centre-of-mass energies combined are: for the
qq¯eνe channel
mw = 80.450± 0.147(stat.)± 0.032(syst.)± 0.009(LEP) GeV, (7.3)
for the qq¯μνμ channel
mw = 80.371± 0.096(stat.)± 0.033(syst.)± 0.009(LEP) GeV, (7.4)
for the qq¯τντ channel
mw = 80.657± 0.147(stat.)± 0.033(syst.)± 0.009(LEP) GeV. (7.5)
For completeness a comparison between the results presented in this thesis and the ones
in [22] for each of the three selection channels is presented in figure 7.2. As can be seen
the largest difference between results happens for the qq¯τντ channel. This is perhaps not
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surprising given that the selection is performed quite differently in the two analyses and also
the special treatment of the tau in the ideogram analysis described in chapter 5.
Note that the individual systematic errors, such as for instance the fragmentation error,
are considered to be fully correlated only between channels. Within one channel the individ-
ual systematic errors are considered as uncorrelated, which makes sense since for instance
the fragmentation error and the uncertainty on the LEP beam energy are evidently indepen-
dent. When combining the results for the different channels care should be taken. Since for
different channels different individual systematic effects contribute with different weights.
Therefore the total systematic errors per channel will not be fully correlated. To take the cor-
relations properly into account the order in which the results are combined is important. One
should first combine the individual systematic errors over the three channels before adding
the resulting errors in quadrature. For both the analysis presented in this thesis as well as for
the analysis published in [22], this leads to a somewhat smaller systematic error on the final
W mass than would naı¨vely be expected from looking at the total systematic errors of the
individual channels, as can be observed in figure 7.2.
7.3 Conclusions and outlook
The final result for this W mass measurement in the semi-leptonic channel is
mw = 80.455± 0.077 GeV. (7.6)
This result is in good agreement with the current world average [63]:
mw = 80.398± 0.025 GeV. (7.7)
As already mentioned in chapter 1 the measurement of the W mass provides a powerful
check of the Standard Model. The result of the work described in this thesis, no matter how
indirectly, adds one more grain of sand to the pile of results that are in support of the Standard
Model. As for the coming grains of sand, the current Tevatron results are still preliminary
and are going to be improved. The start of the LHC is in sight and the prospects of a linear
collider will keep open the possibilities for ever more precise checks to come. By performing
a scan around the W-pair production threshold at TESLA, for example, one expects to reach
an uncertainty of 6 MeV on the W mass [64]! The expected error on the top mass would be
around 100 MeV. These numbers enable a constraint at the level of 5% on the Higgs mass.
In case the Higgs boson would not have been found by that time one would know very well
where to look for it. Another possibility is that its measured mass would be inconsistent with
the predicted value and therefore the Standard Model would no longer be fail proof.
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183 GeV qqeν 81.171 ± 0.421 ± 0.027
qqμν 80.723 ± 0.314 ± 0.030
qqτν 80.372 ± 0.517 ± 0.030
189 GeV qqeν 79.864 ± 0.296 ± 0.030
qqμν 80.292 ± 0.181 ± 0.031
qqτν 80.265 ± 0.299 ± 0.042
192 GeV qqeν 80.825 ± 0.838 ± 0.038
qqμν 80.282 ± 0.464 ± 0.035
qqτν 81.441 ± 0.645 ± 0.031
196 GeV qqeν 80.076 ± 0.422 ± 0.038
qqμν 80.221 ± 0.264 ± 0.036
qqτν 80.713 ± 0.388 ± 0.032
200 GeV qqeν 80.355 ± 0.367 ± 0.038
qqμν 80.266 ± 0.270 ± 0.036
qqτν 81.366 ± 0.443 ± 0.032
202 GeV qqeν 80.703 ± 0.534 ± 0.038
qqμν 80.153 ± 0.352 ± 0.036
qqτν 80.531 ± 0.547 ± 0.032
206 GeV qqeν 80.815 ± 0.301 ± 0.036
qqμν 80.542 ± 0.193 ± 0.042
qqτν 80.658 ± 0.271 ± 0.041
Figure 7.1: This figure shows the final W mass results for each channel at all centre-of-
mass energies. The dots represent the W mass values and the error bars for the statistical
and systematic uncertainties are plotted. The centre-of-mass energy and the channel are
indicated on the left side and the value of each point is indicated on the right hand side.
The grey band represents the combined W mass and the width of the band indicates the total
uncertainty on it.
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7.3. Conclusions and outlook
qqeν this thesis 80.450 ± 0.147 ± 0.032
qqμν this thesis 80.371 ± 0.096 ± 0.033
this thesisqqτν 80.657 ± 0.147 ± 0.033
this thesisqqlν 80.455 ± 0.071 ± 0.029
Delphi paper 80.388 ± 0.133 ± 0.036
Delphi paper 80.294 ± 0.098 ± 0.028
Delphi paper 80.387 ± 0.144 ± 0.033
Delphi paper 80.339 ± 0.069 ± 0.029
Figure 7.2: This figure shows the final W mass results for each channel for all centre-of-
mass energies combined for this thesis and for reference [22]. The dots represent the W
mass values and the error bars for the statistical and systematic uncertainties are plotted
excluding the error on the LEP beam energy. The grey band represents the combined W
mass result for this thesis and the width of the band indicates the total uncertainty on it.
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Final results and conclusions
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Appendix A
Selection variables
A.1 Variables at 189 GeV and 206 GeV
The observables used to construct the discriminant variables as well as the resulting discrimi-
nant variables themselves at 189 GeV and 206 GeV are shown here. The first plots shown are
for the event selection at 189 GeV centre-of-mass energy. Figure A.1 shows the observables
used to construct the discriminant variable in the qq¯eνe channel and figure A.2 the first and
second discriminant variables for that channel. Figures A.3 and A.4 show the corresponding
plots for the qq¯μνμ channel. The plots for the qq¯τντ channel are shown in figures A.5, A.6
and A.7 and the correponding plots for the qq¯τ1pντ channel follow in figures A.8 and A.9.
Figures A.10 to A.18 show the same distributions used for the 206 GeV event selection.
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Figure A.1: Data-Monte Carlo agreement plots for the observables used to construct the
discriminant variables for electrons at 189 GeV. The dots represent the data, the hatched
histograms represent the signal events and the white histograms account for signal plus all
background processes combined. These plots were made with events which passed the pre-
selection. This legend is valid for all subsequent plots in this appendix.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.2: First and second discriminant variables for electrons at 189 GeV. The vertical
line represents the cut in the distribution in order to distinguish signal events from back-
ground ones. The events which pass the cut on the first discriminant variable are used as
input for the second discriminant variable. The events which pass the cut on the second
discriminant variable are selected.
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Figure A.3: Observables used to construct the discriminant variables for muons at 189 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.4: First and second discriminant variables for muons at 189 GeV.
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Figure A.5: Observables used to construct the discriminant variables for narrow-jet taus at
189 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.6: Observables used to construct the discriminant variables for narrow-jet taus at
189 GeV.
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1st discriminant variable
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Figure A.7: First and second discriminant variables for narrow-jet taus at 189 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.8: Observables used to construct the discriminant variables for one-prong taus at
189 GeV.
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Figure A.9: First and second discriminant variables for one-prong taus at 189 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.10: Observables used to construct the discriminant variables for electrons at 206
GeV.
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Figure A.11: First and second discriminant variables for electrons at 206 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.12: Observables used to construct the discriminant variables for muons at 206
GeV.
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Figure A.13: First and second discriminant variables for muons at 206 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.14: Observables used to construct the discriminant variables for narrow-jet taus
at 206 GeV.
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Selection variables
angular spread (˚)
n
u
m
be
r 
of
 e
ve
nt
s
tau jet-pmiss angle (˚)
n
u
m
be
r 
of
 e
ve
nt
s
missing momentum (GeV)
n
u
m
be
r 
of
 e
ve
nt
s
aplanarity
n
u
m
be
r 
of
 e
ve
nt
s
total multiplicity
n
u
m
be
r 
of
 e
ve
nt
s
isolation angle (˚)
n
u
m
be
r 
of
 e
ve
nt
s
0
200
400
600
800
1000
0 2.5 5 7.5 10
0
200
400
600
0 50 100 150
0
200
400
600
0 20 40 60 80
0
500
1000
1500
2000
2500
0 0.1 0.2 0.3
0
200
400
600
800
20 40 60
0
500
1000
1500
2000
0 50 100 150
Figure A.15: Observables used to construct the discriminant variables for narrow-jet taus
at 206 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.16: First and second discriminant variables for narrow-jet taus at 206 GeV.
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Figure A.17: Observables used to construct the discriminant variables for one-prong taus at
206 GeV.
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A.1. Variables at 189 GeV and 206 GeV
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Figure A.18: First and second discriminant variables for one-prong taus at 206 GeV.
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Appendix B
Event-by-event purity
The event-by-event purities were estimated as a function of the second discriminant variable
for each selection channel. Figure B.1 shows the purities obtained for 200 GeV and B.2 for
206 GeV .
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Figure B.1: Event purity as a function of the second discriminant variable for each channel,
qq¯eνe, qq¯μνμ, qq¯τντ and qq¯τ1pντ , at 200 GeV. The vertical lines represent the cut on the
discriminant variable in order to select events. Events to the left of the line are selected.
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Event-by-event purity
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Figure B.2: Event-by-event purity calculated as a function of the second discriminant vari-
able at 206 GeV.
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Summary
The W boson is the charged mediator of the weak interaction which is one of the four kinds
of interactions present in nature. The W boson is, for particles standards, a heavy particle,
it weighs around 1.43 · 10−25 kg. In addition, it lives for a very short time before it decays
into other particles, its lifetime is only 3.2 · 10−25 seconds. These are the reasons why one
does not observe W bosons in daily life. The W boson was discovered in 1983 together
with its neutral counterpart, the Z boson, at the UA1 and UA2 experiments at CERN. Their
properties were not accurately known experimentally until the start of LEP in 1989.
LEP was an e+e− collider built at CERN near Geneva. In the first phase of the LEP pro-
gram, which lasted from 1989 until the end of 1995, electrons and positrons were accelerated
and collided at a centre-of-mass energy sufficient to produce a Z boson at rest. Using the data
collected during this phase the properties of the Z boson were measured with unprecedented
accuracy (2 · 10−5 relative uncertainty on the Z mass and around 1 · 10−3 on the (partial)
widths). In 1996, after an upgrade of the LEP machine, the second phase of the program
began. During this phase, known as LEP-2, the centre-of-mass energy was increased to the
threshold of W-pair production and above that in the following years. Logically, during the
LEP-2 phase the properties of the W boson were extensively studied by the LEP community.
The subject of this thesis is the direct measurement of the mass of the W boson in semi-
leptonic events. In this kind of events one of the two W bosons decays into a quark and an
anti-quark and the other decays into a lepton and its corresponding neutrino. This measure-
ment was performed using the data collected by the DELPHI experiment at LEP.
The data analysed in this thesis was collected at seven different centre-of-mass energies
ranging from 183 GeV to 206 GeV. The events were selected using an Iterative Discrimi-
nant Analysis, which builds a discriminant variable using a set of observables in order to
distinguish between signal and background. The events which passed this selection were
analysed using the Ideogram method. In this method a likelihood curve was constructed for
every event and per event even for two different hypotheses. The method aims to include
the maximum obtainable amount of information in the event in order to minimise the statis-
tical uncertainty. After extracting a W mass value and its statistical uncertainty a thorough
analysis of the possible sources of systematic uncertainties was performed. A total of 14
systematic uncertainties were evaluated. The error due to the uncertainty in the knowledge
of the fragmentation process was estimated in a model independent way using the Mixed
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Lorentz Boosted Z method. This method was first developed for the WW fully hadronic
channel but was used in semi-leptonic events for the first time in this thesis.
The final result for the W mass measurement in the semi-leptonic channel using a data
sample with an integrated luminosity of 641 pb−1 was found to be
mw = 80.455± 0.071(stat.)± 0.029(syst.)± 0.009(LEP) GeV.
This result is in very good agreement with the current world average
mw = 80.398± 0.025 GeV.
One can expect the uncertainties on the current world average to still decrease consid-
erably in future. With contributions from the Tevatron, the LHC and from the next linear
collider the error in the W mass mass might reach an impressive 6 MeV.
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Samenvatting
Het W is de geladen drager van de zwakke interactie, e´e´n van de vier soorten interacties die
er bestaan. Het W boson is, voor een elementair deeltje, relatief zwaar en weegt ongeveer
1.43 ·10−25 kg. Daarbij komt dat het maar voor een zeer korte tijd bestaat voordat het vervalt
in andere deeltjes, zijn levensduur is slechts zo’n 3.2 · 10−25 seconden. Door deze twee
oorzaken zien we geen W bosonen in ons dagelijks leven. Het twee boson is in 1983 ontdekt
tegelijk met zijn neutrale tegenhanger, het Z boson, door de UA1 en UA2 experimenten aan
het CERN. Hun eigenschappen waren niet nauwkeurig gemeten tot de start van LEP in 1989.
LEP was een e+e− versneller gebouwd op het CERN in de buurt van Gene`ve. In de
eerste fase van het LEP programma, wat van 1989 tot het einde van 1995 duurde, werden
elektronen en positronen versneld en tot botsing gebracht op zwaartepuntsenergie die vol-
doende waren om Z bosonen te produceren. Gebruikmakend van de gegevens die in deze
fase werden verzameld zijn de eigenschappen van het Z boson gemeten met ongekende pre-
cisie (2 · 10−5 relatieve onzekerheid op de Z massa en rond de 1 · 10−3 op de breedte). In
1996 begon de tweede fase van het programma, bekend als LEP-2. In deze fase werd de
zwaartepuntsenergie verhoogt tot de drempel voor de productie van W-paren en in latere
jaren tot ruim daarboven. Logischerwijs werden in deze tijd de eigenschappen van het W
boson uitgebreid bestudeerd door de LEP-gemeenschap.
Het onderwerp van dit proefschrift is de directe meting van de massa van het W boson
in semi-leptonische gebeurtenissen. In dit type gebeurtenissen vervalt e´e´n van de twee W
bosonen in een quark en een anti-quark en de andere vervalt in een lepton en het correspon-
derende neutrino. Deze meting werd uitgevoerd gebruikmakend van de gegevens verzameld
door het DELPHI experiment aan LEP.
Deze gegevens zijn verzameld op zeven verschillende zwaartepuntsenergie¨n varie¨rend
van 183 GeV tot 206 GeV. De gebeurtenissen werden geselecteerd gebruikmakend van
een Iteratieve Onderscheidings Analyse. In deze analyse wordt op basis van een aantal
waarneembare grootheden een variabele geconstrueerd om achtergrond en signaal van elkaar
te kunnen onderscheiden. De gebeurtenissen die op deze wijze werden geselecteerd zijn
vervolgens geanalyseerd met behulp van de Ideogram methode. In deze methode werd
per gebeurtenis voor verschillende hypotheses van waarschijnlijkheidscurve geconstrueerd.
Op deze wijze is getracht de grootst mogelijke hoeveelheid informatie in de gebeurtenis te
gebruiken om de uiteindelijke statistische onnauwkeurigheid te minimaliseren. Naast het
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bepalen van een waarde voor de W massa en de bijbehorende statistische onnauwkeurigheid
is een uitgebreide analyse gemaakt van de mogelijke systematische onnauwkeurigheden.
In totaal zijn 14 systematische onnauwkeurigheden gee¨valueerd. De onnauwkeurigheid
tengevolge van de gebrekkige kennis van het fragmentatieproces is geschat op een mode-
lonafhankelijke wijze met de hulp van de Mixed Lorentz Boosted Z methode. Deze methode
is oorspronkelijk ontwikkeld voor gebeurtenissen waarin beide W bosonen vervallen naar
een quark en een anti-quark en is in dit proefschrift voor het eerst toegepast voor semi-
leptonische gebeurtenissen.
Gebruikmakend van een gegevensset met een geı¨ntegreerde luminositeit van 641 pb−1 is
het uiteindelijke resultaat voor de meting van de W massa in het semi-leptonische verval-
skanaal bepaald op
mw = 80.455± 0.071(stat.)± 0.029(syst.)± 0.009(LEP) GeV.
Dit resultaat is in goede overeenstemming met het huidige wereldwijde gemiddelde
mw = 80.398± 0.025 GeV.
Het ligt in de lijn der verwachtingen dat de onnauwkeurigheden van het wereldwijde
gemiddelde in de toekomst nog aanzienlijk zullen afnemen. Met bijdragen van het Tevatron,
de LHC en de next linear collider zou de precisie van de meting uiteindelijk een indruk-
wekkende 6 MeV kunnen bedragen.
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