Most state-of-the-art profile monitoring methods involve studies of one profile. However, a process may contain several sensors or probes that generate multiple profiles over time. Quality characteristics presented in multiple profiles may be related multiple aspects of product or process quality. Existing charting methods for simultaneous monitoring of each multiple profile may result in higher false alarm rates. Or worse, they cannot correctly detect potential profile relationship changes. In this study, we propose two approaches to detect process shifts in multiple nonlinear profiles. A simulation study was conducted to evaluate the performance of the proposed approaches in terms of average run length under different process shift scenarios. Pros and cons of the proposed methods are discussed. A guideline for choosing the proposed methods is introduced. In addition, a hybrid method combining the salient points of both approaches is explored. Finally, a real-world data set from a vulcanization process is used to demonstrate the implementation of the proposed methods.
Introduction
Quality characteristics represented as profiles have been studied in recent quality monitoring literature in recent years. For examples, Jin and Shi (1999) examined the stamping tonnage data over time within a cycle. Kang and Albin (2000) introduced a calibration issue during the etch step of a semiconductor manufacturing process. Walker and Wright (2002) studied the density of wood board over a section. Chang and Gan (2006) showed the monitoring stability of a calibration process in order to assure its accuracy. Paynabar and Jin (2011) presented pressing force profile signals in a valve seat assembly operation. Chang et al. (2012) investigated the temperature profile from a curing process for high-pressure hose products. These studies only consider one profile type in their respective applications.
Taking the advantage of information technology, engineers no longer measure the quality characteristics by hands but through automatic data sensors. This paradigm shift has resulted in a tremendous amount of data. For example, Jin and Shi (1999) reported that one tonnage sensor within a sampling interval could collect 1500 data points for each part, and the database would store 2.88×10 6 data points for 30 presses in 16 hours of production. Although modern database management systems can handle and store those huge datasets, it is very difficult for conventional multivariate statistical process control techniques, such as, Multivariate Hotelling's T 2 control chart, to deal with big data and multiple types of profiles simultaneously. Profile analysis can be simply characterized into two categories, linear and nonlinear profiles according to the shape complexity of a profile of interest. With respect to linear profile applications, model parameters are the subjects of monitoring because linear profiles are easy to be presented by, for example, a simple linear regression model. Many studies monitored either intercept or slope parameter of the calculated simple linear regression model or monitoring both. For example, Kang and Albin (2000) proposed two approaches, the first one monitored slope and intercept with the Hotelling's T 2 control chart, while the second one monitored average residuals between sample profiles and reference profile followed by exponentially weighted moving average (EWMA) chart and R chart. Kim et al. (2003) showed their method of three univariate EWMA charts monitoring slope, intercept, and the variance of deviation between samples and regression line performs better than EWMA/R chart in terms of average run length (ARL). Studies in nonlinear profile analysis can be categorized into four typesapplying multiple and polynomial regression (Zou et al., 2007; Kazemzadeh et al. 2008; Mahmoud 2008) , applying nonlinear regression models (Ding et al., 2006; Williams et al., 2007; Shiau et al., 2009; Chang and Yadama 2010; Chen and Nembhard 2011; ) , use of mixed models (Jensen et al., 2008; Jensen and Birch, 2009; Qiu et al., 2010; Paynabar and Jin, 2011 ) , and use of wavelets (Reis and Saraiva, 2006; Zhou et al., 2007; Chicken et al., 2009) . For more detail of those methods to monitor the process stability can be found in Woodall (2007) and Noorossana et al. (2011) .
The studies mentioned above only consider one profile type for process monitoring. However, data points that collected in a process or system may be characterized by two or more profiles. Noorossana et al. (2010) investigated a calibration application between desired force and the real force produced by 1600-ton hydraulic press machine. The machine consists of a set of cylinders, pistons and hydraulic pipe controlled by a programmable logic controller (PLC) for input and output factors adjustment. The input variable known as the desired force or nominal force is given by a motor placed on the top of machine so that four real forces or the response variables collected from four cylinders of the press can be measured by a PLC. Since four response variables can be considered as correlated linear profiles, Noorossana et al. (2010) proposed a multivariate simple linear profile method to deal with this problem. Specifically, all linear profiles are of the same type but for each press cylinder. Their method cannot monitor multiple correlated nonlinear profiles of different types that measure different process characteristics.
An example of multiple correlated nonlinear profiles can be found in a curing process of high-pressure hose products. According to Chang et al.'s (2012) study, the high-pressure hose products are covered layers of rubber and metal wires, which are loaded and cured in a heated chamber called an autoclave or vulcanizer, equipped with several sensors in different locations for monitoring air temperature, condensation water temperature, and chamber pressure. Although the key factor of curing process is the air temperature, the other profiles, such as, chamber pressure profiles, monitored simultaneously also play important roles in the curing process. Note that, high chamber pressure will increase the speed of reaching target air temperature. Also, a sealed chamber helps air temperature climb quickly and stably to the setup temperature point. On the other hand, a leaking vulcanizer requires more energy consumption to maintain the same temperature during the curing stage. Therefore, it is easier for quality engineers to monitor the pressure profile using statistical process control (SPC) tool for saving energy. Chang et al. (2012) only investigated the air temperature profile of the curing process. When this process is out of control, it is very difficult for quality engineers to pinpoint the root cause. It is possible that the chamber is not airtight but both temperature and pressure maintain their target values. However, the relationship between the temperature and pressure profiles may have changed. In this study, both air temperature and pressure profiles are considered simultaneously. This example provides an illustration of how the proposed framework addresses multiple profile process monitoring in general. This paradigm motivates us to develop a novel approach for simultaneous monitoring of multiple correlated nonlinear profiles. A two-profile simulation study is conducted to evaluate the performance of the proposed charting methods. Figure 1 shows overall air temperature and pressure profiles that generated from a typical curing process. It may be possible to construct an underlining physics equation between the air temperature and pressure so that the quality characteristics can then be transformed from profiles to parameters as variables used in multivariate control chart. However, this underlining equation is not easy to be formulated, and it cannot be generalized for all applications. In other words, this equation (if it can be formulated) can only be used in this curing process application. In addition, according to Figure 1 , it is obvious that the temperature and pressure profile are correlated, and yet, it is hard to define such a correlation between profiles in general. Although monitoring those profile types using multiple multivariate control charts independently provides a solution, high false alarm rate and low detecting power is the major concern given that profiles are correlated to each other. This study provides a general SPC framework for multiple correlated linear or nonlinear profiles.
The focus of this study is the development of a proper process monitoring strategy for monitoring multiple correlated nonlinear profiles. This study examines two alternative solutions, in which profiles are first fitted by B-splines according to Chang and Yadama's method (2010) . Then the deviations of the observed profile from the fitted profile are recorded to generate a vector of plotting statistics. A multivariate EWMA (MEWMA) control chart is then used for process monitoring. The first proposed method converts absolute deviations at each profile into a summary statistic. The second proposed method contains several numbers for each profile because a profile is segmented into p sections where p>1, where p is a constant to be determined from engineering knowledge or the complexity of a profile. Each section is represented by a summary absolute deviation statistic. A two-profile simulation study is conducted to characterize property of the proposed approaches in terms of ARL. We will also discuss the pros and cons of both approaches, and how we combine the salient features of both methods into a hybrid approach. The proposed hybrid method combines method I and method II, which monitors each section or segment by a MEWMA control chart. Multiple (p) MEWMA charts need to be maintained for the proposed hybrid method. A real-world data set from a curing process is used to demonstrate the implementation of the proposed methods.
The organization of this study is the following. First, the modified Chang and Yadama's (2010) method is briefly summarized, as well as the MEWMA procedure, followed by the proposed methods. Second, the experimental design of the simulation is introduced for testing the robustness of the proposed methods. Third, the ARL property for all proposed methods is introduced. Finally, the discussion and conclusion will be drawn in this section. 
The Proposed Methods
In this study, two methods, method I and method II, are proposed to monitor the stability of the process whose quality characteristics are multiple profiles. Both methods consist of one multivariate control chart for all profiles and share the common modelling treatment, i.e., the modified Chang and Yadama's method (see Chang and Yadama's, 2010) . Therefore, this section summarizes the original Chang and Yadama's method followed by the modified version. Then, the MEWMA procedure is presented. Finally, the proposed method I and II are shown in the last part of this section.
Modified Chang and Yadama's Method
Chang and Yadama (2010) proposed a control charting framework to monitor nonlinear profiles in detecting shape changes. They proposed single segment and multiple segments approach for monitoring one profile. We will only introduce their multiple segments approach in this study because this approach provides more details of fault location for diagnosis purposes. The procedure of their proposed multiple segments approach is shown in Figure 2 . Note that in
Step 5 can be presented as equation (1) where � is the mean profile of segment k that can be calculated by using B-spline fitting. Moreover, the MTY decomposition method shown in Step 7 can be found in Mason, Tracy, and Young's (2001) study for interpreting T 2 control chart signals.
where |·| represents absolute value; n is the number of profiles and i is the index of profile; p is the number of segments of a profile and j is index of the segment; c is the number of control points within each segment so that a B-spline can be fit to each segment, and k is the index of control point. All numbers of n, p and c are known or well defined according to the manufacturing process and the complexity of a profile. The default c is equal to 16 according to Chang and Yadama's study (2010) .
Procedure of Chang and Yadama's Method
Step 1: Apply Discrete Wavelet Transformation (DWT) to the given profile to the desired level, so that the DWT coefficients can be obtained.
Step 2: Reconstruct the DWT coefficients to original domain in two sets, signal of mean and signal of variance.
Step 3: Partition the mean signal into p segments.
Step 4: Apply B-spline with c control points to each segment, so that a control point matrix of order n×c⋅p is constructed, where n is the profile replicates.
Step 5: The mean distance difference vector = [ 1 , 2 , … , ] is calculated, in which is associated with the control point matrix.
Step 6: To monitor the profile stability, the Hotelling's T 2 statistics on Y i are calculated using the mean distance difference vectors.
Step 7: If process is in-control, go to Step 5; otherwise the MTY decomposition method is used for identifying the responsible T 2 components. For the curing example in this study, since the curing process is control by the PLC, the within profile variance is very small. In other words, noises in each profile are very small. Therefore, we do not consider the use of the discrete wavelet transformation (or DWT) method for modelling the variance profiles as originally proposed in steps 1 and 2 in Chang and Yadama (2010) . Moreover, according to Chang and Chou's (2009) study, the B-spline fitting is sufficient without applying the DWT to the Chang and Yadama's method when the monitoring of the profile shape change is the only consideration. Therefore, the B-spline fitting technique is applied to construct the proposed control charts. In addition to these changes, a MEWMA control chart is selected to be the charting tool due to its sensitivity and flexibility. In addition, the MTY decomposition method can be replaced by Chang and Chou's (2010) marginal cumulative sum (or CUSUM) glyphs because of its benefits of visualization and capability of dealing with high dimensional dataset of up to 20. The procedure of modified Chang and Yadama's method is shown in Figure 3 . The MEWMA control chart is introduced in the next section.
Procedure of the Modified Chang and Yadama's Method
Step 1: Partition the mean signal into p segments.
Step 2: Apply B-spline with c control points to each segment, so that a control point matrix of order n×c⋅p is constructed, where n is the number of profiles.
Step 3: The mean distance difference vector = [ 1 , 2 , … , ] is calculated, in which is associated with the control point matrix.
Step 4 To monitor the profile stability, the MEWMA statistics are calculated using the mean distance difference vectors.
Step 5: If process is in-control, go to Step 3; otherwise marginal CUSUM glyphs method is used for identifying the responsible T 2 components.
Figure 3 Procedure of Modified Chang and Yadama's Method

Multivariate EWMA Control Chart
The charting technique based on MEWMA is introduced in this section. The MEWMA was first developed by Lowry et al. (1992) . It is the extension version of the EWMA for solving multivariate quality control problem. The procedure of MEWMA is presented as follows. The MEWMA statistics T 2 of the i th observation is shown in equation (2), where Z i is the extension form of univariate EWMA as shown in equation (3). Note that 0 ≤ ≤ 1 and Z 0 =0. The selection of chart parameters, and H, can be found in Prabhu and Runger's (1997) . The variance-covariance matrix of Z's, Σ , can be calculated using equation (4), where Σ is a variance-covariance matrix, which is either known or can be estimated from a phase I control charting procedure with m individual observations according to equations (5), (6), and (7). Moreover, Σ, shown in the equation (5) performs better than that of using the conventional approach if there was no trend, cycle, etc., in the process. If the process was totally random, the variancecovariance structure determined by equation (5) and the conventional approach would have no difference (Holmes and Mergen, 1993) .
Method I: One Chart for All Profiles and One Segment per Profile
The first method proposed in this study is straightforward. We first apply the Step 1 to Step 5 of the modified Chang and Yadama's method in Figure 3 with one segment to each profile so that multiple profiles become a vector with each element representing one profile. As shown in equation (8), given a set of profiles, X i is the i th observation and m is the number of types of profile and D j can be calculated by using equation (1) with the number of segment of 1. For example, if the number of multiple profiles is two types with 512 data points in a profile, such as, temperature and pressure profiles of curing process of high-pressure hose products in this study, the number of types of profile m is equal to two. Therefore, the X i is transformed from a matrix of size 2×512 into a 2×1 matrix. After Step 1 to Step 5 in Figure 3 is applied, the input variables expressed as equation (8) will be input into the MEWMA. Then a process will be stopped if any out-of-control signal takes place.
where i is the index of observations and j=1,2,…,m
Method II: One Chart for All Profiles and Multiple Segments per Profile
The second approach in this study is similar to the method I except that the number of segments of each type of profile p is greater than 1. The number of segments p is defined by users' pre-knowledge about the process of interest. In our real world case, the curing process of high-pressure hose product, the p is equal to three because the quality engineer in the PH cooperate specified the process consists of three stages. Users can also segment the profile based on the section of interests. The choice of p is a balance of diagnostic need and computational resources. Once the number of the segments is determined by quality engineers, the procedure of the method II and method I are identical. The input variables are specified in equation (9), where X i represents the i th observation, k is the index of segment, and j is the index of profile. The advantage of using segmentation is that the quality engineers can gain more details of fault locations when a diagnosis is needed. In other words, the segmentation method is sensitive to partial profile shape changes. The main drawback of method II is that the type I error of the MEWMA will increase when the number of segments increases. For example, if the process consists of 5 profiles with 4 segments each, the vector X i will contain 20 elements while the one segment approach only has 5 elements in the vector.
where k=1,2,…,p; j=1,2,…,m; i is the index of observations.
A Simulation Study
In order to study the performance of the proposed methods, all charts are established with in-control ARL approximately 200, denoted by ARL 0 =200. Moreover, the out-of-control ARL is denoted by ARL 1 in the simulation study. ARL 1 is used to evaluate the charting performance of the proposed approaches at the same false alarm rate. The simulation study conducts two correlated four-parameter logistic curves. The curve equation is adapted from Jensen and Birch (2009) . They used this curve in their simulation study for generating ARL property and then applied this property to the real world case. Note that, their study only consider one type of profile. In this study, the curve equation will be extended to multiple profiles case. Specifically, in each sample, two correlated profiles are studied simultaneously. Equation (10) shows the operated function in this simulation study. Note that the coefficients in the equation (10), A=5, B=8, C=0.6, and D=0, are as same as the setup in Jensen and Birch's (2009) study. Further, to simulate the correlated multiple non-linear profiles, it is assumed that the parameters between profiles are generated from independently and identically multivariate normal distribution from one observation to another. If the parameters a and b are said to be generated from independently and identically multivariate normal distribution with mean vector µ and variance-covariance matrix Σ, it is denoted as (a,b)'~NM(µ, Σ)'. The equation of simulated multiple correlated non-linear profiles is shown in equation (11) of which coefficients follow the following distribution: (a 0i , b 0i )' ' , and (e 1i , e 1i )'～MN(µ e , Σ e )'. Specific setup for the parameters of multivariate normal distribution is given in equation (12). Note that equation (10) determines the shape of two multiple correlated profiles in the simulation study. Following the profile property of the high-pressure hose products in the curing example, in which the noises within each profile are very small, and the variancecovariance matrix of error terms in equation (11) is denoted as Σ e specified by equation (12) . An example of 25-pair in-control multiple correlated nonlinear profiles generated by equation (11) is shown in Figure 4 . 
Experimental Design
To test the robustness of the proposed methods, profiles shifted in shape is considered in this simulation study with various testing factors. Figure 5 shows the experimental design of the simulation study. In this research, only shape changes are considered due to the shape change could be caused by a number of factor combinations. Given two types of profiles, Profile A and Profile B, possible factor combinations include two categories and five scenarios for the profile shapes changes are given according the scheme in Figure 5 for the simulation study.
In addition to shifted types, correlations between profiles and shift sizes are also considered in this simulation study. For the factor of correlation between profiles, there are three attributes to be tested, i.e., low (ρ=0.3), moderate (ρ=0.5), and high correlated (ρ=0.9). As for shift sizes, three magnitudes: small, medium, and large shift, are considered in this simulation study. The in-control ARL is fixed at approximately 200 for method I and method II. Therefore, there are total 45 cases to be tested for the proposed methods. Detailed parameter settings for the simulation study are discussed as follows:
Methods: 
Only the shape of either profile A or B is shifted
Scenario 1: The shape of profile A shifts entirely and the shape of profile B unchanged
In this scenario, the shape of profile A is vertically shifted away from the reference profile. With respect to the real world case, the curing process for highpressure hose products, it is possible that the temperature profiles are shifted and go above the reference profile if the PLC or a thermocouple malfunctions, but the chamber is still airtight so that the pressure profiles are in control. This scenario may result in defective hose products due to overheating in the chamber. In this simulation study, we consider whether the shape of profile A is shifted entirely and go above the reference profile or not. Note that coefficient a 0 in equation (11) controls the vertical magnitudes change of profile A. Small shift is defined as the magnitude of a 0 from 10 to 12; medium shift is magnitude of a 0 from 10 to 14; and the large shift scenario is magnitude of a 0 from 10 to 16. Figure 6 (a) shows the profiles in scenario 1 where the shape of profile A exhibits a large shift. Twenty-five in-control profiles and another 25 shifted profiles with correlation =0.5 are superimposed on top of each other.
Scenario 2: The shape of profile B shifts partially and the shape of profile A unchanged
In this scenario, we alter b 1 in equation (11) to change the partial shape of profile B. Scenario 2 examines whether the proposed method is capable of detecting a leaking chamber during the operation process. As described in scenario 1, scenario 2 also considers three different correlations between profiles. Figure 6 (b) shows the graphics of scenario 2 profiles with large shift magnitudes along with =0.5. From Figure 6 (b), profile B changes at the middle of the profile. The magnitude of small shift in the simulation model is b 1 changed from 3 to 3.5. For medium shift, b 1 is changed from 3 to 4, while b 1 changed from 3 to 4.5 represents large shift in this simulation study.
Shapes of both profiles are shifted
Scenario 3: Shapes of both profiles A and B are shifted entirely
This scenario simulates the case both shapes of profiles A and B are changed entirely. Since the parameters a 0 and b 0 control vertical shifts in equation (11), a 0 is altered to change the shape of profile A higher than the reference profile, and b 0 is manipulated to make the entire profile B shift below the reference profile. The setting of correlations for scenario 3 is the same as that in the scenario 1 and 2, but the magnitudes of shift sizes are different from the former settings and given as follows: (1) small shift: a 0 shifted from 10 to 12 and b 0 shifted from -5 to -3; (2) medium shift: a 0 shifted from 10 to 14 and b 0 shifted from -5 to -1; and (3) large shift: a 0 shifted from 10 to 16 and b 0 shifted from -5 to 1. The superimposed profiles A and B with large shifted for scenario 3 is shown in Figure 6 (c). Scenario 3 intends to simulate the case where both temperature and pressure profiles are changed, especially when malfunctions take place in both thermocouples and pressure sensors or the door of vulcanizer is not sealed.
Scenario 4: Shapes of both profiles A and B are partially changed
Scenario 4 examines the case when shapes of both profiles are partially changed. In this case, profiles A and B are all in control before the middle point of the process, but both profile A and profile B are shifted after the middle point. Figure 6 (d) shows the overall profiles of A and B including shifted profiles with large shifted magnitude.
The shift size in this scenario is as the follows: (1) small magnitude size of shift is simulated by altering a 1 from 10 to 10.5 and b 1 from 3 to 3.5; (2) medium shift is generated by changing a 1 from 10 to 11 and b 1 from 3 to 4; (3) large shift is created by changing the parameters a 1 and b 1 from 10 to 11.5 and 3 to 4.5, respectively. The correlations setting for each profiles in this scenario is the same as scenario 1 as well.
Scenario 5: Shape of profile A is shifted entirely and the shape of profile B is shifted partially
The parameter settings for the profiles in scenario 5 are given as following: (1) small shift: a 0 shifted from 10 to 12 and b 1 shifted from 3 to 3.5; (2) medium shift: a 0 shifted from 10 to 14 and b 1 shifted from 3 to 4; (3) large shift: a 0 shifted from 10 to 16 and b 1 shifted from 3 to 4.5. Specifically, we examine if the proposed method is capable of detecting changes when the shape of temperature profile A is shifted entirely but the pressure profile B is changed after half of the process. 
Simulation Results and Discussion
Simulations according to the scenarios 1 to 5 described in the previous section are conducted. The property of method I and method II is characterized by both incontrol and out-of-control ARL values. We fixed the in-control ARL 0 =200 for both methods. The out-of-control ARL, denoted by ARL 1 , is the smaller the better. The smallest ARL 1 of both methods for all scenarios are shown in Table 1 , which can also be used for MEWMA design since and H are readily available. In Table 1 , the values of ARL 1 of both methods are close to each other when the correlation coefficient, , is low or moderate. However, once is high, the ARL 1 is dramatically decreased in all scenarios. For example, the ARL 1 for the case of small shift of scenario 2 is 36.349 when ρ=0.3, but it decreases to 19.9006 when ρ=0.9. This crucial result confirms the research hypothesis that highly correlated profiles enhance detection power. This result also justifies the merit of the use of multivariate control charts to monitor all profiles simultaneously rather than monitoring one profile at a time. Moreover, method I performs better (i.e. smaller ARL1 values) in scenario 1 and scenario 3 comparing to method II, while the method II has lower ARL 1 in scenario 2, 4 and 5 than method I. In summary, when the shape of a profile change entirely, such as, scenario 1 and 3, method I is recommended. Otherwise, method II is recommended for the other cases, such as, scenarios 2, 4, and 5, where profiles shift partially. In practice, one may not know whether a profile may shift entirely or partially. It is up to the quality engineers to collect process data and identify the majority of the scenarios during a phase I study. Details of the proposed methods property, ARL 0 and ARL 1 , for all five scenarios in the simulation study are shown in Table A1 and Table A2 in the Appendix.
We suggest the following strategy for users to implement the proposed methods. First, users should determine whether segmentations of profiles are appropriate or not. Second, they should also examine whether a linear model or nonlinear model can be used to fit the entire profile or a segment of a profile. For example, the shape of temperature profiles in the curing process consists of three stages the heat-up stage, the curing stage and the cool-down stage. If users need to know at what stage a profile may be out of control, then profiles need to be divided into three segments. A linear model is adequate for the curing stage since the profile shape in this stage is a straight line. However, nonlinear models are needed to fit the warm-up stage and the cool-down stage. If users are confident in their process is stable and they only intent to know whether the process is in-control or not, method I is capable of fulfilling this need with its simplicity. Nonlinear models should be used to fit the entire temperature and pressure profiles.
If the number of segments times the number of profile types is larger than 10, the conventional multivariate control chart may lose its effectiveness (Montgomery, 2009) such that the proposed methods work worse than the nominal performance. To deal with this issue, users can combine method I and method II together. In other words, users can apply the hybrid method to separate process monitoring into stages if the process stages are well defined. Each stage can be treated as one complete profile period and method I can be applied to each stage. For instance, if the process can be divided into three segments, users can construct three multivariate control charts for the process. Note that each multivariate control chart is associated to each stage. The advantage of this method is that users can monitor the process and diagnose a potential problem at the end of a stage instead of the end of a process. This hybrid method maintains the effectiveness of the multivariate control chart.
In summary, the charting frameworks of method I, method II, and the hybrid method are summarized here for any general multiple profile problem with p profiles and m segments. We assume that all profiles can be segmented at the same locations. For method I, one MEWMA chart is maintained with the plotting statistics of a p × 1 vector. Each element of this vector represents an average sum of deviations of a profile from its nominal profile. Method II also maintains one MEWMA chart but with the plotting statistics of a mp × 1vector. Each element of this vector is the average sum of deviation of a segment instead of a profile. Finally, the hybrid method maintains m EWMA charts with the plotting statistics of a p × 1vector. Each element of this vector is the average sum of deviation of a segment. All segments are from their respective profiles. Each MEWMA is used during a particular segment only.
A Case Study: a Curing Process of High-Pressure Hose Products
In this section, the proposed charting framework for monitoring multiple nonlinear correlated profiles is applied to a curing process that consists of temperature and pressure profiles for high-pressure hose products. PH Corporation seeking opportunities for improvement provides 154 air temperature and pressure profiles of phase I data. All 154 profiles are superimposed in Figure 1 . Also, based on the PLC setting for temperature, each profile was divided into three segments, the heat-up stage, curing stage, and cool-down stage. Therefore, p=3 is given for method II in the process. Since two kinds of profiles are involved, m=2 in equation (9).
Those 154 profiles are prepared for phase I control charting. In Figure 1 , it is easy to visually identify some out-of-control profiles due to their shapes are significantly different from the major group. Figure 7 shows all abnormal profiles, characterized by solid lines, as well as in-control profiles, shown in shadow. Note that the abnormal profiles are excluded from the phase I control charting. Figure 8 shows the MEWMA control charts on the cleaned data set using (a) method I and (b) method II. From these figures, we observe that all data points are in control with its associated control limit H. Therefore, the control limit H, mean vector, and variance-covariance matrix generated from method I and method II are used in phase II process for further process monitoring.
The issue of losing effectiveness using the multivariate control chart caused by the number of input variables larger than 10 may happen when the number of segments and number of profile types are large. To deal with this problem, the hybrid method is used to constructs three MEWMA charts for heat-up, curing, and cool-down stage, respectively. Figure 9 shows the phase I MEWMA control charts for these three stages using the hybrid methods. Note that, since the number of profile types in each control chart is two, users can use the same control limit H as in method I, i.e., H=14.03. By using this hybrid method, users can not only diagnose which stage is responsible for the out-of-control signal, but also examine the stability at the end of the stage instead of at end of the entire process. For example, if the MEWMA control chart in the heat-up stage signal for out-of-control, operators can determine to stop the curing process or not, and start to diagnose potential causes at the end of that heat-up stage rather than at the end of the curing process. Early detection of process faults provides energy savings and assures product quality. 
Conclusion and Future Study
Most profile analysis research up to date deals with the monitoring of single profile, but applications, such as, the hydraulic press machine and the curing process of high-pressure hose products, contain multiple correlated profiles for process monitoring. Although the monitoring of each type of profiles independently may be considered as an approach for detecting abnormal ones, high false alarm and low detecting power may be a consequence when given profiles are highly correlated. This study aims to tackle this problem by providing a framework for the process monitoring when the process consists of multiple linear or nonlinear correlated profiles. The proposed method I applies the modified Chang and Yadama's method that extends one profile process monitoring method (with m segments) to a multiple profile solution (each profile representing a segment). The proposed method II divides each profile into p segments first, and then applies the modified Chang and Yadama's method to each segment. Therefore, the multiple-profile problem can be considered as a multivariate statistical process control problem with the number of input variables m×p. According to the simulation study, the method I has better performance in terms of out-of-control ARL values when the shape of profiles is changed entirely in the process, and method II is more sensitive when the process experiences partial profiles changes.
Additionally, the simulation results show that when profiles are highly correlated, the detecting power of the proposed method is much better than those cases with lower correlations. In a real-world case study, both method I and method II are capable of constructing the phase I process control chart if the product of the number of segments and the number of profile types is smaller than 10. The hybrid method that combines method I and method II are also investigated to provide quality engineers a broader view of diagnosis and maintains the effectiveness of detecting power. Moreover, since the proposed methods are sharing the common treatment of Chang and Yadama's (2010) method, they can handle the different shapes from other applications as long as profiles in the process have their own desired shapes with gold reference profiles existed. For example, the shape of temperature and pressure profiles generated from a curing process of high-pressure hose products follow their respective shapes, and the proposed methods all construct the phase I control chart without generating any false alarm signals.
Although the proposed methods show capability of dealing with multiple nonlinear profiles on monitoring products' quality perspective, they have some limitations. First, although the method I is capable of detecting entire shape shifted scenario, it lack of diagnosis ability when the process goes out-of-control. Second, even though the method II provides quality engineers more information in regards to diagnostic purpose, it will be less efficient if the number of segments times the profile types is over 10. Finally, the hybrid method takes care of those disadvantages that provided by the method I and method II, but it will be distract if there are too many segments have been defined. The future study of profile analysis should be extended to cover all the disadvantages of the proposed methods and to be applied for more complicated data sets, such as, the data sets of images and spatial surface. 
