Abstract: By an eigenvalue comparison-technique polynomial bounds for the expected return probability of the delayed random walk on critical Bernoulli bond percolation clusters are derived. The results refer to invariant percolations on unimodular transitive planar graphs with almost surely finite critical clusters. Estimates for the integrated density of states of the graph Laplacian of the two-dimensional Euclidean lattice follow. The upper bound which also applies to non-planar graphs relies on the fact that Cartesian products of finite graphs with cycles of a certain minimal size are Hamiltonian. The lower bound involves an upper estimate of the isoperimetric number ('Cheeger-constant') of finite graphs.
Introduction

Purpose of the paper
This paper is about the expected return probability of the delayed random walk on the finite clusters of critical percolation graphs.
The asymptotics of the integrated density of states (IDS) of the graph Laplacian on percolation subgraphs of the Euclidean lattice has recently been studied in the subcritical phase by Kirsch and Müller [16] , and the supercritical phase by Müller and Stollmann [20] . The question of the IDS' asymptotics in the critical phase was left open. For the two-dimensional Euclidean lattive, we present upper and lower polynomial bounds. More generally, we find polynomial bounds for the expected return probability on finite critical percolation clusters on any planar transitive unimodular graph. The upper estimates also hold in the non-planar case. For homogeneous trees, this bound is strong enough to prove a difference in the asymptotics of the expected return probability if compared with the incipient infinite cluster [4] .
The method from which these bounds are derived are comparison theorems for random walks on finite graphs. For the upper bound, the speciality here is the comparison of all the eigenvalues of the transition matrices. Taking into account the whole spectrum instead of only the spectral gap leads to an additional polynomially decreasing prefactor in front of the exponentially converging return probability. For the expected return probability another integration over all finite random clusters is involved. As in critical percolation the corresponding cluster size distribution is heavy-tailed, i.e. integral moments do not exist [3] . The result is a polynomial decay in time. For this decay the additional prefactor is an essential improvement.
The comparison theorem is obtained from the property of Cartesian products of finite graphs with maximum vertex degree δ and cycles C of size equal to δ to be Hamiltonian [5] . Since removing an edge always shifts the eigenvalues of the graph Laplacian towards zero, comparison of the eigenvalues of the Cartesian product graph with a spanning cycle is possible. The reason for this is that the spanning cycle can be obtained by successive removals of edges. This cycle exists due to Hamiltonicity [13] . In addition to this fact, we will use that the return probability of a continuous time random walk on a finite Cartesian product graph factorises into the return probabilities on its factors. Since the return probabilities are known on the cycle, this gives a bound for the return probability on the original graph.
For the lower bound, we resort to a result by Boshier [8] about the isoperimetric number of a finite graph (see [19] ): This is an upper bound for the isoperimetric number of graphs with bounded genus. For planar graphs, this gives us a bound of the spectral gap from above by Cheeger's inequality.
Delayed Random walk on finite graphs
We now recall some standard facts from finite random walk theory. We write N 0 for {0, 1, 2, 3, ....}, and R + := [0, ∞). Since we will assume |C o | < ∞, we will reserve subscript 'o' for objects defined in connection with finite graphs.
Let G o = V o , E o be a finite simple graph, i.e. the vertex set V o has finite cardinality and there are no multiple edges in E o , nor are they directed or have coinciding incident vertices ('loops'). Let δ be the maximal occuring degree, i.e.
We define the discrete-time delayed random walk (DRW) on G o to be the nearest neighbour random walk [24] with state space V o , some initial distribution ν ∈ M +,1 (V o ), and transition probabilities P vw := (P (G o )) vw with v, w ∈ V o , and
Recall that the transition probabilities of v to w after n steps is given by the element of the matrix-power (
The continuous-time version of the delayed random walk with coordinate-map X t is defined as the Markov-process on the right-continuous V o -valued functions depending on t ∈ R + , with some initial distribution ν ∈ M +,1 (V o ), and transition probabilities
We note that e
e −t , and that (P n ) vw is also the probability of X t to reach w from v conditioned on the event of there having been exactly n jumps up to time t. The number e −t t n /n! is the probability of that event, which is also characterised by t ∈ [t n , t n+1 ), where t n is the sum of n independent exponentially distributed random variables ('waiting times') with parameter 1. So e
, (see [21] ).
Finally, we note that choosing the initial distribution ν ∈ M +,1 (V o ) to be the uniform distribution, i.e. X 0 ∼UNIF(C o ), and ν({v}) = 1/|V o | gives the return probability as the value of a normalised trace
as
Invariant percolation on unimodular graphs
We now define the setting for which the results of section 2.1 will be applied (see section 2.2).
Let G = V, E be an infinite simple (see above) graph, which has a transitive, unimodular subgoup Γ of the automorphism group Aut(G). 'Transitive' means vertex-transitive, here, i.e. for all v, w ∈ V , there is an automorphism γ ∈ Γ, s.t. w = γ(v). 'Unimodular' means that the left Haar measure of Γ is the same as the right Haar measure. We call such a graph a unimodular graph.
A well-known result for unimodular graphs is the so called mass-transport-principle (see [18] , [7] ). It says that for all Γ-diagonally invariant functions (
Let now (Ω, F , µ) be the probability space with Ω = 2 E the two-valued functions on the edges and F = ⊗ E F o the product σ− algebra with F o = {∅, {0}, {1}, {0, 1}}. On F , we consider a probability distribution µ : F → [0, 1] with the property of Γ-invariance:
In this way, for any fixed ω ∈ Ω, we obtain a random subgraph
, where
A subgraph of G in which only edges are removed is called a partial graph of G. Therefore, with every ω ∈ Ω, we associate the random partial graph
We call the pair G, µ an invariant percolation µ on a unimodular graph G.
We will now fix an arbitrary vertex o ∈ V , the 'root', and look for fixed ω ∈ Ω at the connected component of the graph G ′ (ω) which contains o, and call it C o (ω). Since we will assume |C o | < ∞, we will be interested in invariant percolation measures µ with µ-almost surely finite connected components, i.e.
Examples: a.) Bernoulli Percolation on the Euclidean Lattice: G = Z d , N.N. , and µ is the product measure on Ω: µ = ⊗ e∈E π e , where π e : F o → [0, 1], and p = π(w(e) = 1) ∈ [0, 1], for all e ∈ E. It is well-known that for sufficiently small p, the connected components are a.s. finite ('subcritical regime'). Also, in the 'supercritical regime' or the 'critical regime', for which µ(|C o | = ∞) > 0, we may condition on the event A := {ω ∈ Ω | |C o | < ∞}. The conditional measure µ(·|A) = µ(· ∩ A)/µ(A) is also Γ-invariant. It is a celebrated result that Bernoulli bond-percolation has almost surely finite cluster in the case d = 2.
b.) Bernoulli Percolation on homogeneous trees. The Bernoulli percolation measure µ on a homogeneous tree of degree δ is invariant under the action of any transitive subgroup of its automorphism group. It is well-known [11] , that for critical percolation on the binary tree, we have that the
Now, we define the delayed random walk on a random partial graph: Given ω ∈ Ω, consider the finite subgraph of
(using a standard notation) consider
As discussed in Section 1.2 this induces a random finite random walk with random state space
, and corresponding random return probabilities
The random continuous-time random walk is formed analogously to the procedure of section 1.2, with
as the initial distribution of the process to be the uniform distribution on C o (ω), the random continuous-time return-probabilities turn out to be (compare with (2))
where
is the transition probability matrix (3) of the random discrete-time random walk on C o (ω).
We are interested in the expectation value of the return-probabilities
Note:
So, the large-time limit of P t (µ, o) is κ(p), the spatial density of the number of connected components.
Results
We first present our estimates for finite graphs in section 2.1, and then apply them to estimate the expected return probability in section 2.2. Sections 2.3 and 2.4 contain the applications concerning the integrated density of states and the expected number of open clusters per vertex.
Bounds of the Return Probability on finite graphs
Theorem 2.1. Let G o = V o , E o be a simple, finite, connected graph with N vertices and largest degree δ. Let X t be the delayed random walk on G o , and β 2 the secondlargest eigenvalue of its transition kernel. For X 0 ∼ UNIF(V o ), and k ∈ {1, ..., N −2}
iii.) If additionally G o is planar, and N > 288,
These bounds allow choosing an optimal value of k, if something about the relation of β 2 and N is known. If k in Theorem 2.1, i.) and ii.) is of the order of N, the bound is qualitatively the same as the obvious estimate resulting from using the Poincaré inequality 1−β j ≥ δ/(4N 2 ) for all j ∈ {2, ..., N} (see [22] , chapter 3.2).
Annealed Return Probability on finite Percolation Subgraphs
denote the expected return probability of continuous-time delayed random walk on C o (ω). Theorem 2.2. For µ being any invariant percolation on a unimodular transitive graph
i.) Then there exists C > 0, such that for all α with 0 < α < b
(1+α) , where C = 27 δ(δ + 2).
ii.) If it is additionally assumed that G is planar, K as in Theorem 2.1, for t > √ 288
Corollary 2.3. Consider P t , the expected return probability of the delayed random walk on finite percolation clusters of critical Bernoulli bond percolation:
ii.) For the homogeneous tree of degree δ, there is ǫ, C δ > 0, such that for t > 0
+ǫ .
Remark: It is easy to show that given 0 < b < 1, the condition
Corollary 2.3 ii.) is interesting when compared with the results obtain by Barlow and Kumagai [4] [2] for the asymptotics of the simple random walk on the incipient infinite cluster on trees. They have shown that the expected return probability is -regardless of the degree -of the orde of t −2/3 . Since (5) shows an upper bound for P t −E µ [1/|C o |] that can be chosen arbitrarily close to t −3/4 , it is shown hereby that already the expected return probability displays a different behaviour of a delayed random walk on the finite clusters converging to its invariant distribution. That the difference in the asymptotics doesn't come from the difference in the definition of the simple and the delayed random walk shows Lemma 1.6 of [23] , which proves the equivalence of the asymptotic types of corresponding to expected return probabilities, as long as they are polynomial and there is a maximum degree δ. This follows from the following: Letting Y t be the simple random walk on G o (ω) (see section 1.3), it holds
For the recently debated question of the locality of critical percolation [6] this may be of importance: as a nearest neighbour random walk at time t > 0 has almost surely travelled only finitely far, there is no information about wether the random state space will be infinite (as in the incipient infinite cluster), or finite, as in the regular percolation clusters on non-amenable graphs (such as the tree of degree δ).
Integrated density of states for Z 2
Let again µ be an invariant bond percolation on the 2-dimensional Euclidean lattice G = Z 2 , N.N. with a µ-a.s. finite percolation cluster C o with a size-distribution obeying (4).
Let N(E) be the integrated density of state of the graph Laplacian L(ω) of the percolation subgraphs G ′ (ω), i.e. for Λ N = {−N + 1, ..., N} 2 the limit
exists, where L Λ N (ω) is the graph Laplacian of the finite induced subgraph G ′ (ω)|Λ N (see [16] ). Then the following theorem holds:
This result ought to be compared with Theorem 1.14 of [16] , in which the asymptotics of the integrated density of states for sub-critical Bernoulli bond percolation on the Euclidean lattice is proved to have bounds of the form
for E > 0 sufficiently close to zero, for some α − , α + > 0. It is plausible, that such (also lower) polynomial bounds hold in higher dimensions, too. 
Number of open clusters per vertex
|Λ N | and its almost sure independence of ω ∈ Ω has been shown by Grimmet [12] . Its value equals κ(p) = E µ 1 |Co| . Note that the number 1/C o (ω) is the value of the density of the uniform distribution on C o (ω).
Grimmet [12] has given upper and lower bounds for κ(p) in the case of Bernoulli percolation on the Euclidean lattice. They entail expansions which are not converging quickly in the regime of the retention probability p being close to the critical value. We present the consequences of our bounds in terms of the expected cluster size 
with c = min{
Remarks: The power of the method for the upper bound (mainly due to Lemma 3.3) becomes visible if one compares Theorem 2.5 with the simple bound obtained by using Poincaré's inequality for λ, together with λ ≤ 1 − β j , for j ≥ 2: In this
, and we would get the bounds
For the assymptotics to be of order ∼ t −1 , the second moment appears in the constant, not the first, as in (6).
Proofs
Auxilliary results
Lemma 3.1. If E µ refers to the integration over all partial graphs ω ∈ Ω,
Proof: (see [23] for more detail) Let C v be the connected component of H(ω) containing the vertex v ∈ V . Since the Euclidean lattice is a graph with a unimodular group of automorphisms, by the mass-transport-principle [7, 18] , the left-hand side equals
, which equals the right-hand-side. ) .
, and
ii.)
Proof: From cos πx ≤ 1 − 2x 2 if x ∈ [0, 1] we obtain by following [22] , (Ex. 2.1.1)
which proves (7). Moreover, we have
Applying this inequality to the right-hand-side of (9) with z = √ 2tk N gives (8).
Lemma 3.3. Let G = G X G Y be the Cartesian product of the simple, connected, finite graphs G X , G Y . Let X t be the continuous-time delayed random walk on G with uniform initial distribution on the vertices of G. Let X t and Y t be the continuoustime delayed random walk on G X and G Y , also with uniform initial distribution on the vertex-sets of G X and G Y , respectively . Then
Proof: Let N = |V (G X )|, and M = |V (G Y )|. Let P X and P Y be the transition kernels of X t and Y t , respectively. For the delayed random walk on G, with equal transition weights across edges of type { x, v , y, v }, and { x, v , x, w } (where x, y ∈ V (G), and v, w ∈ V (H)), the transition kernel is given by 1 2 (P X ⊗ I + I ⊗ P Y ) (see [24] , chap. 18). Therefore, Proof:
We setL > 0 to be the real value L, such that the parentheses on the right-hand side are exactly 
Proofs of main results
Proof:(Upper bounds, Theorem 2.1) By the Theorem of [5] (see also the discussion in [9] ) the Cartesian product G := G o C δ is Hamiltonian. Let Y t be the continuoustime delayed random walk on the cycle C δ of order δ, with transition-kernel
and from Lemma 3.3 it follows
where X t is the continuous-time delayed random walk on G. By Theorem 1 in [13] , the eigenvalues of the transition kernel P of X t can be compared with the eigenvalues of the delayed random walk on C δN ; namely,
where 1 = β 1 > β 2 ≥ β 3 ≥ β 4 ≥ ... ≥ β δN are the eigenvalues of P , and
The factor 2/(δ + 2) in front of 1 − β j results from the regularisation with loops, characteristic of the delayed random walk on a graph ( G) with maximal degree δ +2, where the extra 2 comes from taking the Cartesian product with C δ (see [23] ). Note, the eigenvalues of P are β j,l = l ∈ {1, ..., δ}. From (10),
(1−cos 2π
(1−cos 2π j δN
) .
Then, Lemma 3.2 i.) and ii.) for I t (4t/(δ + 2), δN/2) yields the claim.
Remark: (Theorem 2.1) For 1 − β 2 we have the standard lower bound given by the Poincaré inequality. The delayed random walk has the same spectrum as the simple random walk on the path 'decorated' with loops to yield a regular graph of degree δ [23] . In particular, 1
, then the first exponential term exp(−t(1 − β 2 )) has weaker decay than the second. We see this is the case for a number independent of N. Therefore, provided that N is sufficiently large (N − 1 > δ(δ + 2)/8), even if nothing else is known about β 2 , Theorem 2.1 is an improvement over simply using β 2 ≥ β j for j ≥ 2 and the Poincaré inequality for 1 − β 2 , which would be the bound corresponding to k = N − 1 and the second term in (11) vanishing.
(Lower bound of Theorem 2.1): For a given finite simple graph
By a theorem of A.G. Boshier [8] the isoperimetric number I for graphs with genus bounded by g obeyes I ≤ 3 δ(g + 2)/(
2 (see [19] for a discussion). From this result it follows that for plane finite graphs G o (where
By Cheeger's inequality (see [22] , Lemma 3.3.7), the spectral gap λ = 1 2 R min v =const (v, (1−P )v)/(v, v) = 1−β 2 for the delayed random walk with transition probability matrix P can be estimated from above,
By (12) this implies for plane graphs a lower bound on the return probability of the continuous-time delayed random walk with the uniform distribution as the initial distribution. We have
(Lower bound of Theorem 2.2): Compare this with [10] , Lemma 2.2 and [24] . Let G be transitive, with a unimodular, transitive subgroup of Aut(G), the automorphism group of G. Given ω ∈ Ω, for G ′ (ω) being the whole percolation subgraph of G, the graph G o is the connected subgraph of
In what follows, we will drop the dependence on ω, wherever it doesn't cause confusion. For example, we write C o instead of C o (ω).
From Theorem 2.1, iii.), since G o is almost surely finite, there is a lower bound for the expected return probability of the delayed random walk. Namely, for
and due to the assumption t > √ 288, we have the lower bound Let N = |C o |. We differentiate between two cases: one, where λ is larger than some positive constant, the other when it becomes smaller, as the cluster size grows. Starting with the latter, we assume ⌊N √ aλ⌋ + 1 ≤ N − 2, where q = δ 2 (δ + 2)/32. We choose k in Theorem 2.1, i.), such that
This is accomplished if we set
From e −x ≤ y y /x y and e −x ≤ ((y − 1/2)/x) y−1/2 for y > 1 2
, we get
Now using the Poincaré inequality λ ≥ δ/(4N 2 ), we obtain the following estimate:
with c δ = 2 2y−1 y δ
Since 0 < b < 1, and from the exponent 2y − 1 of N in (14), we see that by the remark after Corollary 2.3 we can assume 1/2 < y < 1. This leads to the upper bound c δ ≤ 8 · (8 +
(1 + √ π/2)) ≤ 9δ(δ + 2), if δ ≥ 3 is taken into account. We get the lower bound c δ ≥ 2 δ(δ + 2) by using that the function y → y y is bounded below by 1 2 . Now, turning to ⌊N √ qλ⌋ + 1 > N − 2, which is equivalent to λ > (1 − 3/N) 2 /q > 1/(16q) if N ≥ 4. If N < 4, we have the Poincaré inequality λ ≥ δ/(4N 2 ) ≥ δ/36. So, in both of these two cases, the function t → P[X t = X 0 ] − 1/N is decreasing exponentially fast. Since it is smaller than 1, the overall estimate covering all three possibilities (including the polynomially decreasing one) is given if the constant c δ > 1 in (15) is multiplied by three.
Taking the expectation of both sides of the inequality and applying Lemma 3.1 yields the result.
(Corollary 2.3, i.), Upper bound): Since Bernoulli bond percolation on the Euclidean lattice is invariant under the unimodular transitive group of translations of the Euclidean lattice, this is a special case of Theorem 2.2. The result follows from the well-known fact [11] , that there exists α > 0, s.t. 
Now, choosing k = 1, and using exp x ≤ 1/x for x > 0 gives
Calling κ(p) = E µ [1/|C o |] (note the difference to [12] The other constant 27δ(δ+2) = 108d(d+1) follows from the method used for proving the upper bound of Theorem 2.2, and by setting α in E p [|C o | α ] < ∞ equal to one. The upper bound follows from the observation that P t − κ(p) = E µ [(1/|C o )|Tr exp(−t(1 − P ))] ≥ 0, since 1 − P has only non-negative eigenvalues.
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