Abstract. In this work we deal with the recently introduced concept of weaving frames. We extend the concept to include multi-window frames and present the first sufficient criteria for a family of multi-window Gabor frames to be woven. We give a Hilbert space norm criterion and a pointwise criterion in phase space. The key ingredient are localization operators in phase space and we give examples of woven multi-window Gabor frames consisting of Hermite functions.
Introduction
Recently, the concept of weaving frames has been introduced in [1, 2] . The motivation of this concept is found in distributed signal processing. We are given one sampling pattern and two sets of linear measurements, labelled with respect to the pattern, which both allow for a stable reconstruction of a signal, i.e. we have two frames. If at any sampling point we can choose one or the other method of measuring, i.e. at each point we choose one or the other corresponding frame element, and for any such choice we still get a stable reconstruction, i.e. a frame, we call the two systems woven. This concept can of course be extended to a larger (even countable) number of frames.
We give some basic examples. Of course any frame is woven with itself, however, the labelling of the frame elements is important. Let Φ = {φ 1 , φ 2 } and Ψ = {ψ 1 , ψ 2 } with φ 1 = ψ 2 = e 1 and φ 2 = ψ 1 = e 2 where {e 1 , e 2 } is the standard basis for R 2 . Then, both Φ and Ψ form an orthonormal basis for R 2 , but they are not woven since e.g. {φ 1 , ψ 2 } does not span R 2 . While several characterizations for families of frames to be woven have been given in [1, 2] , more constructive examples are rare. In particular, one of the motivating questions, namely, whether Gabor frames generated by rotated general Gaussian windows are woven, has not been answered to date. A rotated general Gaussian window is a Gaussian function whose phase space concentration is described by a 2-dimensional Gaussian which is essentially supported on a rotated ellipse. We give a more formal definition at the end of this work in equation (6) .
We consider a more general notion, namely multi-window weaving frames and construct particular examples based on the eigenfunctions of so-called localization operators. As an application we get that multi-window Gabor frames with Hermite functions are woven if a sufficiently high number of generating windows is chosen. We proceed by introducing some basic concepts for the Hilbert space L 2 (R). Although the statements can be generalized verbatim to higher dimensions, this work does not gain any deeper insights by using a more general notation.
1.1. Gabor Frames and Weaving Frames. We denote by γ = (x, ω) ∈ R × R a point in the time-frequency plane, also called phase space, and use the following notation for a time-frequency shift by γ:
for x, ω, t ∈ R, where T x φ(t) = φ(t − x) and M ω φ(t) = e 2πiω·t φ(t) are the translation and the modulation operator, respectively.
A Gabor system for L 2 (R) is generated by a window function φ ∈ L 2 (R) and an index set Γ ⊂ R 2 . It is denoted by
with 0 < A ≤ B < ∞ called frame bounds.
Definition 1.1. We call a finite family of frames,
We will sometimes use the notation f ≈ g if there exist constants 0 < A ≤ B < ∞ such that Ag ≤ f ≤ Bg.
Localization Operators
Formally we have H m,φ f = V * φ mV φ f .
We will be interested in families of localization operators, which cover the entire timefrequency domain, such that we can derive local windows from their eigenfunctions. We require the following property.
Definition 2.2. A family of symbols {η
2 is a discrete set without accumulation points and there exists a continuous function g ∈ L 2 (R 2 ) with polynomial decay, such that |η
Note that for localization operators as defined above, well-spread symbol families always lead to well-spread operator families in the sense of [4] , i.e., for all z ∈ R, γ ∈ Γ we have the point-wise bound
We will now have a closer look at the time-frequency localization operator H ηγ :
Assuming that the family of symbols {η γ | γ ∈ Γ} is non-negative and well-spread we can use the results in [4] which state that, under these conditions, the localization operator H ηγ is positive and trace class and, hence, can be diagonalized. Therefore, we have
where {φ
is non-increasing sequence with non-negative real numbers. We define a related operator by putting a threshold on the eigenvalues. For ε > 0 we define
Considering the derived first N γ ε eigenfunctions and observing that they are maximally concentrated within the support of η γ in the sense that among all orthonormal sets of functions, they maximize the quantity
2 dz, motivates an approach that uses these windows as basic windows generating a multi-window Gabor frame, [6] . A multi-window Gabor system is, by obvious generalization, defined as the set of functions {π(γ)φ k | γ ∈ Γ, k ∈ I} and denoted by G({φ k } k∈I , Γ).
Definition 2.3. A family of multi-window Gabor frames G({φ
is a frame for L 2 (R).
Varying the localization window
In a series of papers, cf. [4] for references, it has been shown, that, if a family of localization operators H ηγ ,φ is well-spread and H ηγ ,φ is invertible, one has the norm equivalence f . Thereby, however, the window φ defining the localization operator remains the same for all γ. In the next sections, we show how the window can be varied. The rationale behind this approach is to generate different suitable families of eigenfunctions. We will then see, that, by picking finite sets from the operators' eigenfunctions, we obtain multi-window Gabor frames, and eventually, due to the different analysis windows, the resulting different multi-window frames will be woven. We proceed to give two conditions on varying analysis windows, for which the overall family of localization operators remains invertible.
3.1. Norm-Conditions.
Let Ω ⊂ R 2 and φ 1 , φ 2 be two window functions. Then, for every f ∈ L 2 (R) we get the estimate
Proof : First, we note that we can write H Ω,φ = V * φ
χ Ω V φ . We get
Now we compute
, then the following holds.
Proof : We define m i = γ i η γ i and supp(m i ) = Ω i . We get
with A > 0 as
From this assumption we also conclude that Ω 1 ∪ Ω 2 = R 2 and we have
. Hence, we get that
It is immediate that the upper bound is finite.
3.2.
Phase-Space Conditions. We will now establish sufficient conditions by pointwise estimates in phase space. Let
be the standard Gaussian of L 2 -unit norm. In this section, we consider a collection of windows Φ = {φ i , i ∈ I} such that
for all i ∈ I, s > 1 and a constant C. Also, we let the symbols {η γ :
} be well-spread with γ∈Γ η γ (z) ≈ 1 and a window φ i(γ) from Φ be chosen for every index γ ∈ Γ. We consider the family of localization operators H ηγ ,φ i(γ) , i.e. at each γ we allow the window to be picked from the collection Φ = {φ i , i ∈ I}. We will need the following lemma.
Lemma 3.4. The family of localization operators
Proposition 3.5. Consider a collection of windows Φ = {φ i , i ∈ I} with (1) and such that
Furthermore consider a well-spread family of symbols {η γ } γ∈Γ , Then, the following inequalities hold for some positive constants A, B and all f ∈ L 2 (R):
Proof : We start by recalling from [4] , that for (2) to hold, the family of operators need to fulfill two conditions. First, they must be well-spread and second, the sum of operators must be invertible, i.e., we require, for some A > 0, that
Well-spreadness is stated in Lemma 3.4. We proceed to prove equation (3) . First note that we trivially have
We observe that (4)
By the reverse triangle inequality we have
Since
pointwise, we get
We proceed by inserting the previous expression and (4) into (3), hence
Finally, since
which proves the invertibility of the operator sum as desired, whenever 2 C 0 < V ϕ 0 ϕ 0 1 .
3.3.
Multi-window Gabor frames. In [4] it was shown that the norm equivalence of the sum of localized functions as stated in Prop. 3.3 and Prop.3.5 is maintained if the full spectral representation of the operators is replaced by truncated versions. Here, we use a variant of this idea to construct families of local windows which eventually yield multi-window weaving frames. We need the following proposition.
Therefore, the ellipse
is the appropriate domain to be used for the localization operator. The eigenfunctions of the localization operator H E L,R ,ϕ 0,L are the dilated Hermite functions [3] . The eigenvalues are given by
We note that the eigenvalues depend on the size, but not the shape of the ellipse, whereas the eigenfunctions depend on the shape, but not the size of the ellipse. As a next step we compute how far two dilated Gaussians differ from each other in the
Numerically, this means that for 0.47 <
< 2.14 we get woven multi-window Gabor frames consisting of sufficiently many Hermite functions. The results can be extended to chirped or rotated Gaussians. A chirped, dilated Gaussian is of the form
We compute
L 2 . Therefore, a chirped Gaussian is essentially concentrated in a rotated ellipse described by the quadratic form in the exponent in (7). For more details on Gaussians and their concentration in phase space see [5] .
Conclusion
We have established sufficient criteria for multi-window Gabor frames consisting of eigenfunctions of a localization operator to be woven. In particular we found out that two finite families of Hermite functions can constitute woven multi-window frames. However, there seems to be a gap between the necessary condition we know from the Balian-Low theorem, which is already sufficient for Gaussians, and the number of Hermite functions we need in our phase-space approach. Also, the problem posed in [1] asks whether any families of rotated Gaussians yield woven Gabor frames. We have seen that if the difference of the Gaussians in the L 2 (R)-norm is less than 1/2, we get weaving frames by taking a finite number of generalized Hermite functions derived from the original Gaussians. As a next step, it would be interesting to show that the finite number is 1 and we only need to take the Gaussians if the index set is sufficiently dense in phase-space, in particular in the case of a lattice with density greater than 1.
