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Abstract
Computational models yield inaccurate results if the underlying numerical grid fails to 
provide the necessary resolution to capture a simulation’s important features. For the 
large-scale problems regularly encountered in geodynamics, inadequate grid resolution is a 
major concern. The majority of models involve multi-scale dynamics, being characterized 
by fine-scale upwelling and downwelling activity in a more passive, large-scale background 
flow. Such configurations, when coupled to the complex geometries involved, present a 
serious challenge for computational methods. Current techniques are unable to resolve 
localized features and, hence, such models cannot be solved efficiently. This thesis demon­
strates, through a series of papers and closely-coupled appendices, how multi-resolution 
finite-element methods from the forefront of computational engineering can provide a means 
to address these issues.
The problems examined achieve multi-resolution through one of two methods. In two- 
dimensions (2-D), automatic, unstructured mesh refinement procedures are utilized. Such 
methods improve the solution quality of convection dominated problems by adapting the 
grid automatically around regions of high solution gradient, yielding enhanced resolution of 
the associated flow features. Thermal and thermo-chemical validation tests illustrate that 
the technique is robust and highly successful, improving solution accuracy whilst increasing 
computational efficiency. These points are reinforced when the technique is applied to 
geophysical simulations of mid-ocean ridge and subduction zone magmatism. To date, 
successful goal-orientated/error-guided grid adaptation techniques have not been utilized 
within the field of geodynamics. The work included herein is therefore the first geodynamical 
application of such methods.
In view of the existing three-dimensional (3-D) spherical mantle dynamics codes, which are 
built upon a quasi-uniform discretization of the sphere and closely coupled structured grid 
solution strategies, the unstructured techniques utilized in 2-D would throw away the regular 
grid and, with it, the major benefits of the current solution algorithms. Alternative avenues 
towards multi-resolution must therefore be sought. A non-uniform structured method that 
produces similar advantages to unstructured grids is introduced here, in the context of the 
pre-existing 3-D spherical mantle dynamics code, TERRA. The method, based upon the 
multigrid refinement techniques employed in the field of computational engineering, is used 
to refine and solve on a radially non-uniform grid. It maintains the key benefits of TERRA’s 
current configuration, whilst also overcoming many of its limitations. Highly efficient so­
lutions to non-uniform problems are obtained. The scheme is highly resourceful in terms 
RAM, meaning that one can attem pt calculations that would otherwise be impractical. In 
addition, the solution algorithm reduces the CPU-time needed to solve a given problem. 
Validation tests illustrate that the approach is accurate and robust. Furthermore, by be­
ing conceptually simple and straightforward to implement, the method negates the need to 
reformulate large sections of code.
The technique is applied to highly advanced 3-D spherical mantle convection models. Due to 
its resourcefulness in terms of RAM, the modified code allows one to efficiently resolve ther­
mal boundary layers at the dynamical regime of Earth’s mantle. The simulations presented
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are therefore at superior vigor to the highest attained, to date, in 3-D spherical geometry, 
achieving Rayleigh numbers of order 109. Upwelling structures are examined, focussing 
upon the nature of deep mantle plumes. Previous studies have shown long-lived, anchored, 
coherent upwelling plumes to be a feature of low to moderate vigor convection. Since more 
vigorous convection traditionally shows greater time-dependence, the fixity of upwellings 
would not logically be expected for non-layered convection at higher vigors. However, such 
configurations have recently been observed. With hot-spots widely-regarded as the surface 
expression of deep mantle plumes, it is of great importance to ascertain whether or not 
these conclusions are valid at the dynamical regime of Earth’s mantle. Results demonstrate 
that at these high vigors, steady plumes do arise. However, they do not dominate the plan- 
form as in lower vigor cases: they coexist with mobile and ephemeral plumes and display 
ranging characteristics, which are consistent with hot-spot observations on Earth. Those 
plumes that do remain steady alter in intensity throughout the simulation, strengthening 
and weakening over time. Such behavior is caused by an irregular supply of cold material to 
the core-mantle boundary region, suggesting that subducting slabs are partially responsible 
for episodic plume magmatism on Earth.
With this in mind, the influence of the upper boundary condition upon the planform of 
mantle convection is further examined. With the modified code, the CPU-time needed 
to solve a given problem is reduced and, hence, several simulations can be run efficiently, 
allowing a relatively rapid parameter space mapping of various upper boundary conditions. 
Results, in accordance with the investigations on upwelling structures, demonstrate that 
the surface exerts a profound control upon internal dynamics, manifesting itself not only in 
convective structures, but also in thermal profiles, Nusselt numbers and velocity patterns. 
Since the majority of geodynamical simulations incorporate a surface condition that is not 
at all representative of Earth, this is a worrying, yet important conclusion. By failing to 
address the surface appropriately, geodynamical models, regardless of their sophistication, 
cannot be truly applicable to Earth.
In summary, the techniques developed herein, in both 2- and 3-D, are extremely practical 
and highly efficient, yielding significant advantages for geodynamical simulations. Indeed, 
they allow one to solve problems that would otherwise be unfeasible.
Contents
Title P a g e ..........................................................................................................................  i
A b strac t.............................................................................................................................  iii
Table of C ontents.............................................................................................................  v
Acknowledgments.............................................................................................................  ix
Dedication..........................................................................................................................  x
1 Introduction 1
1.1 Motivation k  B ackground.................................................................................... 1
1.2 A Geophysical P r im e r ..........................................................................................  3
1.2.1 Earth Was B o r n ........................................................................................ 3
1.2.2 Earth’s S tructu re ........................................................................................ 6
1.2.3 Plate Tectonics...........................................................................................  12
1.2.4 S u m m ary ....................................................................................................  15
1.3 Computational B ackground ................................................................................. 15
1.3.1 Geodynamical M odeling...........................................................................  17
1.3.2 S u m m ary ....................................................................................................  19
1.4 Thesis O u t l i n e ....................................................................................................... 20
2 Adaptive Finite Element M ethods for Two-Dimensional Infinite Prandtl
Number Thermal & Thermo-Chemical Convection 22
2.1 A b s tra c t...................................................................................................................  22
2.2 In troduction.............................................................................................................  23
2.3 Problem D escrip tion .............................................................................................  27
2.3.1 Case 1: Thermal Convection in a Square Cavity ................................. 29
2.3.2 Case 2: Entrainment of a Thin Dense Layer through Thermo-chemical 
C o n v ec tio n .................................................................................................  30
2.4 Adaptive M ethodology..........................................................................................  32
2.4.1 Remeshing Procedure for Case 1 - Steady-State A d a p tiv ity ..............  35
2.4.2 Remeshing Procedure for Case 2 - Temporal A d ap tiv ity ..................... 36
2.5 Results k  D iscussion.............................................................................................  37
2.5.1 Thermal Convection in a Square C a v i ty ................................................  37
2.5.2 Thermo-chemical C onvection .................................................................. 47
2.6 Conclusions.............................................................................................................  55
Contents vi
2.6.1 Applicability to Thermal Convection......................................................  56
2.6.2 Applicability to Thermo-chemical C onvection....................................... 56
3 Adaptive Finite Element Methods in Geodynamics; Convection Domi­
nated M id-Ocean Ridge and Subduction Zone Simulations 58
3.1 A b strac t...................................................................................................................  58
3.2 Introduction............................................................................................................. 59
3.3 M ethodo logy .......................................................................................................... 62
3.3.1 Governing Equations and Solution P ro ced u re ....................................... 62
3.3.2 Adaptive Strategies ................................................................................... 63
3.4 Geodynamical A pp lications................................................................................. 65
3.4.1 Mid-Ocean Ridge Magmatism ................................................................ 65
3.4.2 Subduction Zone M agm atism ...................................................................  73
3.5 C onclusions.............................................................................................................  82
4 Towards Automatic Multi-resolution in 3-D Spherical Models of Mantle 
Convection 83
4.1 A b strac t...................................................................................................................  83
4.2 Introduction............................................................................................................. 84
4.2.1 Motivation and Background......................................................................  84
4.2.2 The Need for M ulti-R esolution................................................................  86
4.3 M ethodo logy .......................................................................................................... 88
4.3.1 M u ltig r id ...................................................................................................... 88
4.3.2 The Full Approximation Storage Scheme................................................  91
4.3.3 The Adaptive M u ltig rid ............................................................................. 93
4.3.4 Implementation and Solution Procedures .............................................  97
4.4 Implementation within T E R R A ..........................................................................  100
4.4.1 Model D iscretization...................................................................................  103
4.4.2 Converting TERRA’s Multigrid From CS To FAS .............................. 105
4.4.3 Adaptive Solution Strategy for Force-Balance E q u a t io n ....................  108
4.4.4 The Multi-Level Energy Equation .......................................................... I l l
4.5 Validation of TERRA and Radial Refinement S c h e m e .................................. 114
4.5.1 Thermal Amplitude T e s ts .........................................................................  115
4.5.2 Stokes F lo w ..................................................................................................  116
4.6 Computational E ffic ien cy ....................................................................................  118
4.7 C onclusions.............................................................................................................  124
5 Mobile and Steady Plumes Coexist at Earth-like Vigor 126
5.1 A b strac t...................................................................................................................  126
5.2 Introduction.............................................................................................................  127
5.3 M ethodo logy ..........................................................................................................  129
5.3.1 Numerical M ethodology............................................................................  129
5.3.2 Model C onfiguration................................................................................... 131
5.4 Results &; Discussion.............................................................................................  134
5.4.1 Isoviscous C o n v ec tio n ................................................................................ 134
Contents vii
5.4.2 Layered Viscosity C onvection.................................................................  137
5.5 Discussion................................................................................................................. 145
5.6 C onclusions.............................................................................................................. 150
6 The Importance of Earth’s Surface Boundary Condition to Mantle Con­
vection Simulations 152
6.1 A b strac t....................................................................................................................  152
6.2 Introduction.............................................................................................................. 153
6.3 M ethodology ........................................................................................................... 156
6.3.1 Numerical M ethodology........................................................................... 156
6.3.2 Model Configuration................................................................................. 157
6.4 Results k, D iscussion.............................................................................................. 162
6.5 C onclusions.............................................................................................................  168
7 Conclusions 170
A The Finite Element Method 193
A.l Introduction.............................................................................................................  193
A.2 Overview ................................................................................................................. 194
A.3 Equation D iscre tiza tion ........................................................................................ 196
A.3.1 Mathematical P relim inaries....................................................................  196
A.3.2 Trial Solutions and Weighting Functions............................................... 199
A.3.3 Strong and Weak Forms of a Boundary Value P roblem .......................  200
A.3.4 Galerkin’s Approximation M e th o d ........................................................  203
A.4 Elements and Shape/Interpolation F u n c tio n s ..................................................  207
A.4.1 One-dimensional Linear Elem ents...........................................................  208
A.4.2 One-dimensional Quadratic E lem e n t.....................................................  211
A.4.3 Two-dimensional Linear Triangular E lem en ts .....................................  215
A.4.4 Requirements for Interpolation F u n c tio n s ...........................................  218
A.5 Spatial Discretization ........................................................................................... 219
B CONM AN 223
B.l Introduction.............................................................................................................. 223
B.2 Equations and im p lem en ta tion ...........................................................................  223
B.3 The Momentum E q u a tio n ....................................................................................  225
B.3.1 P relim inaries.............................................................................................  225
B.3.2 Prescribed Data and Formal Statement of the Problem .................... 226
B.3.3 Penalty Function Formulation.................................................................  227
B.3.4 Weak F o rm u la tio n ....................................................................................  228
B.3.5 Galerkin F o rm u la tio n .............................................................................. 230
B.3.6 Matrix Problem .......................................................................................  230
B.4 The Energy Equation ........................................................................................... 233
B.4.1 Predictor-Multicorrector Algorithm........................................................  234
Contents viii
C Two Dimensional Mesh Generation and Adaptive Remeshing Procedure237
C.l Mesh G en era tion ....................................................................................................  237
C.1.1 Generation of the Initial M e s h ..............................................................  238
C .l.2 Mesh Control: The Background M e s h .................................................. 239
C .l.3 Boundary R epresen tation .......................................................................  240
C .l.4 Triangle Element G e n era tio n .................................................................  241
C .l.5 Quadrilateral Element Generation using an Existing Triangular Mesh 242
C .l.6 Mesh Quality Enhancem ent....................................................................  243
C.2 The Error Indicator and Adaptive S tr a te g y .....................................................  244
C.2.1 The Error In d ic a to r .................................................................................  246
C.2.2 Adaptive R em eshing.................................................................................  247
D Calculation of Nodal Gradients and Curvatures 250
E TERRA 252
E.l Overview & H is to r y .............................................................................................. 252
E.2 The Governing E q u a tio n s ....................................................................................  253
E.3 The Computational G rid ........................................................................................ 257
E.3.1 Indexing Conventions Employed by T e r r a ............................................. 259
E.4 The Galerkin Finite Element F orm ulation ........................................................  261
E.4.1 Matrix Equation D erivation....................................................................  263
E.5 Computational O p e ra to rs ..................................................................................... 266
E.5.1 The Finite Element Shape Functions.....................................................  266
E.6 Solution Strategy for Force-Balance E q u a tio n ..................................................  270
E.6.1 A Pressure Correction A p p ro ach ...........................................................  270
E.6.2 Matrix Dependent T ra n s fe r ..................................................................... 274
E.6.3 Coarse Grid O perators..............................................................................  274
E.6.4 Relaxation M ethod ....................................................................................  275
E.7 The Energy Equation and Time In teg ra tio n .....................................................  276
E.7.1 Cell-Wall A d v ec tio n .................................................................................  276
E.7.2 Thermal C onduction.................................................................................  278
E.7.3 Time In teg ra tio n .......................................................................................  279
E.8 Parallelization..........................................................................................................  280
E.8.1 O v e rv iew ....................................................................................................  280
E.8.2 Technicalities.............................................................................................. 280
E.9 V isu a liza tio n ..........................................................................................................  282
F Multigrid 283
F .l Introduction.............................................................................................................. 283
F.2 The Residual E quation ........................................................................................... 283
F.3 Relaxation M e th o d s ..............................................................................................  284
F.4 Coarse Grid Correction ........................................................................................ 286
F.4.1 V-Cycle S c h e m e .......................................................................................  289
F.5 The Full Approximation Storage Scheme............................................................ 289
F.6 C onclusions.............................................................................................................. 291
Acknowledgm ents
Completing this doctoral work has been a wonderful and often overwhelming experience. 
It is hard to tell whether getting to grips with the numerical techniques has been the real 
learning experience, or tackling problems such as how to write a paper, give a coherent talk, 
work in a group, code intelligently, recover a crashed hard drive, stay up until the birds 
start singing etc...
Either way, it has been a great experience. I have been privileged to have undoubtedly the 
most intuitive, smart and supportive advisors anyone could ask for, namely Huw Davies 
at Cardiff and Oubay Hassan, Ken Morgan and Perumal Nithiarasu at Swansea. Over the 
past three years I have been stimulated and excited by their constant flow of good ideas. 
They have truly challenged me to produce a well thought out piece of research that I am 
proud to present. I wish to sincerely thank them all for their support. They are individuals 
and friends that I will always admire.
I recognize the contributions of both Scott King and John Baumgardner to this thesis. Scott 
supplied the two-dimensional geodynamical code CONMAN, while John provided the three- 
dimensional code TERRA. Without these codes, the majority of results presented herein 
would have been unattainable. The simulations presented were executed on several large 
computing clusters, namely the IBM Deep Computing facility at Swansea University, the 
Helix (SRIF funding, HEFCW) and Cubric facilities at Cardiff University and, HECTOR, 
the current British supercomputer at EPCC, through the Mineral Physics Consortium at 
the Natural Environmental Research Council (NERC). Notes of thanks are given to Ian 
Merrick, Diane Cook, Jason Jones, Andrew Austin, Alun Rogers and Spiro Stathakis for 
computational support.
The staff and students at Cardiff and Swansea Universities are acknowledged. Both in­
stitutions have provided excellent research environments. Ben Evans, David Oldham and 
Richard Davies are thanked for helpful and informative discussion. Martin Wolstencroft, 
who offered significant help with proof-reading, visualization etc... during the final weeks 
before submission, is also gratefully acknowledged. In addition, the Computational Infras­
tructure in Geodynamics (CIG) team at CALTECH, particularly Mike Gurnis, are thanked 
for their advice and support over the past three years. Peter Bunge, Tim Phillips and David 
Rickard are acknowledged for a detailed and thorough examination of this thesis.
I gratefully acknowledge the financial support of NERC (N ER/S/E/2004/12725) as part of 
the Environmental Mathematics and Statistics Scheme.
Finally, I wish to take this opportunity to thank my incredible family, my great friends 
and my wonderful girlfriend, for their constant, unwavering support and for continually 
encouraging me to do my best. I reserve special thanks to my parents, who have been with 
me through every peak and trough en route to submission. I will be eternally grateful to 
you both for everything.
I  dedicate this thesis to my family and friends, particularly my parents, Neville 
and Jennifer. Without you, this work wouldn’t have been possible.
x
Chapter 1
Introduction
1.1 Motivation Sz Background
Earth’s present-day mantle is obscured from direct view. However, thanks to disciplines 
such as seismology, geodesy, geochemistry and mineral physics, a wealth of information 
has accumulated regarding its structure, composition and internal dynamics (e.g. Richards 
& Hager 1984, Allegre et al. 1996, van der Hilst et al. 1997, Oganov & Ono 2004). This 
information has been supplemented by numerical simulations of the mantle’s convective 
flow field, yielding valuable insights into the temporal and spatial evolution of mantle flow 
under a range of rheologies and boundary conditions (e.g. Bunge et al. 1996, Zhong et al. 
2000, Lowman et al. 2001). Such simulations have become an essential component in our 
attempts to understand the dynamics of Earth’s mantle, however, for various reasons, which 
are discussed later, mantle convection codes are difficult to formulate and validate. Fur­
thermore, the scale and geometry of the problems under investigation mean that, regardless 
of their numerical efficiency, even the simplest simulations are computationally highly de­
manding. As a consequence, despite the massively parallel computational architectures 
available to us today, it is often impossible to resolve thermal and chemical boundary layers
1
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at the dynamical regime of Earth’s mantle.' This task becomes even more difficult for ‘early 
Earth’ simulations, likely to be characterized by more vigorous convection, which is a major 
concern.
It is broadly accepted that mantle convection involves fine scale upwelling and downwelling 
activity in a more passive, large-scale background flow. Such narrow, high gradient regions 
present a serious challenge for computational methods; their location and extent is often 
undeterminable and, even if they are identified, current methods are unable to resolve 
localized features. The primary motivation behind this thesis therefore is:
To develop computationally efficient, multi-resolution numerical techniques, 
which accurately solve such ‘m ulti-scale’ flows, thereby yielding a new class 
o f geodynamical model.
Such techniques provide an avenue towards the secondary objective of this investigation:
To utilize these advanced models, in both two- and three- dimensional man­
tle convection and circulation simulations, to advance our understanding of a 
variety o f geophysical processes.
The thesis incorporates both sophisticated numerical techniques and cutting-edge geophys­
ical application. Such a multi-disciplinary project necessitates that a broad background 
to both geophysical and computational aspects be provided, allowing the reader to com­
prehend unfamiliar subject matter. Accordingly, section 1.2 provides a general synopsis 
of our current understanding of Earth’s history, along with an overview of the structure 
and composition of Earth’s interior, focussing upon the dynamics of mantle convection. 
This is intended to provide the more computationally inclined reader with a background to 
the geophysical problems under investigation. Likewise, an introduction to computational
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fluid dynamics, numerical modeling and the finite element method is provided in section 
1.3, giving those with more of a geophysical background a handle on the methodological 
sections included herein. Section 1.4 provides an outline of the thesis’ content. Excluding 
this chapter and the general conclusions of Chapter 7, each chapter is a stand-alone paper, 
with successive papers representing a progression towards the objectives outlined above. 
Supplementary information is included in the form of various appendices.
1.2 A Geophysical Primer
Geophysics, the physics of the Earth, is a huge subject encompassing studies of space and 
the atmosphere, of the oceans and of the interior of the planet. The aim of this section is 
to convey, in a straightforward manner, what is known of the structure and dynamics of 
the solid Earth, focussing upon the mantle. It is designed to serve as an introduction to 
the areas of geophysics, relevant to this thesis, for engineers and mathematicians. Small 
sections are also included summarizing recent geophysical particulars that will be of interest 
to a more general reader.
1.2.1 Earth W as Born
Around 5 billion years ago, somewhere in our galaxy, a supernova exploded, pushing large 
amounts of heavy-element wreckage into a nearby cloud of hydrogen gas and interstellar 
dust. The mixture grew hot, compressing under its own gravity and, at its center a new 
star began to form. The stars’ gravity caused the remaining gas cloud to be compressed 
into a white-hot rotating disk. That new star became our Sun, and the glowing disk gave 
rise to Earth and its sister planets.
While the Sun grew in size and energy, beginning to ignite its nuclear fires, the hot disk
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F igu re 1.1: The theory of planetary formation (not drawn to scale, Pluto not shown). (a)/(b) The solar 
nebula contracts and flattens into a spinning disk. The large blob in the center will later become the Sun. 
Smaller blobs in the outer regions may become planets, (c) Dust grains act as condensation nuclei, forming 
clumps of matter that collide, stick together, and grow into planetesimals. (d) Strong winds from the still- 
forming Sun expel the nebular gas. (e) Planetesimals continue to collide and grow, (f) Over the course of 
a hundred million years or so, planetesimals form a few large planets that travel in roughly circular orbits. 
Reproduced from http://physics.fortlewis.edu.
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slowly cooled. This took millions of years/ During that time, the components of the disk 
began to freeze out into small dust-size grains. Heavier atoms, such as iron, magnesium 
and silicon, were able to condense closer to the sun. Lighter elements, like hydrogen, could 
only condense in more distal parts of the disk, giving rise to variations that would later 
lead to the formation of inner ‘rocky’ planets and outer ‘gas giants’. Slowly these grains 
settled together and collected into clumps, then chunks, then boulders and finally bodies 
large enough to exert significant gravity - planetesimals.
As time went by, planetesimals grew by collision with other bodies and, as their mass 
grew larger, so did the energies involved. By the time they had reached 100 km or so in 
size, planetesimal collisions had the potential to cause outright melting and vaporization. 
Consequently, the materials, which we can confidently call rocks and iron metal, began to 
undergo segregation. The dense iron settled in the center and the lighter rock separated 
into a mantle around the iron. Planetologists call this differentiation. At around this time, 
the Sun ignited. The process of ignition was energetic enough to blow away most of the 
gaseous part of the protoplanetary disk. The chunks, boulders, and planetesimals left behind 
continued to collect into a handful of large, stable bodies in well-spaced orbits, surrounded 
by significant quantities of smaller debris. Earth was the third one of these, counting 
outward from the Sun (e.g. Safronov 1969, Wetherill & Stewart 1989, Weidenschilling et al. 
1997, Chambers 2001). See Lissauer (1993) for a detailed review.
Since then, our planet has evolved from a gravitationally accumulated ball of debris into 
the world as we know it. The geological record illustrates that the oldest surviving rocks on 
Earth were formed ~  600 million years after planetary formation (~  3.9 billion years ago), 
although evidence from Zircon crystals point towards rock-forming activity as far back as 
«  4.4 billion years ago (Wilde et al. 2001). These lines of evidence suggest that there were
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Crust
M antle
Liquid outer 
core
Solid inner 
core
Figure 1.2: A simplified representation of Earth's interior, believed to consist of several concentric
spheres: an outer solid crust, averaging 7-8 km thickness beneath oceans and ~  35 km beneath conti­
nents: a mainly solid mantle, extending to a depth of 2900 km: an outer core of liquid iron, extending 
to a depth of 5150 km: and an inner core of solid iron, with a radius of about 1220 km. Modified from 
http://observatory, ou. edu/Earthlnterior.jpg.
volcanoes, continents, oceans and life on Earth in those days. \Miile the eons that followed 
manufactured significant developments and considerable changes. Earth had taken on its 
basic structure long before.
1.2.2 E arth’s Structure
The major divisions of Earth 's interior are shown in Figure 1.2. The rocks exposed at 
Earth 's surface form part of the crust This crustal layer, which is rich in silica, was 
identified by Milne (1906) and Rutherford (1907). On average, it has a thickness of 35 
km beneath the continents and 7-8 km beneath the oceans. Below this thin crust lies 
the mantle. which extends down some 2900 km to E arth’s central core. The mantle is 
both physically and chemically distinct from the crust, being rich in magnesium silicates. 
Indeed, the crust is derived from the mantle over time through a series of melting and
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reworking processes. Earth’s core was discovered by Oldham (1906) and correctly delineated 
by Gutenberg (1913) from studies of Earthquake data. The core is totally different, both 
physically and chemically, from the crust and mantle. It is predominantly composed of iron 
with lesser amounts of lighter elements. Jeffreys (1926) established that the core was fluid 
and, subsequently, using seismic data, Lehmann (1936) demonstrated that Earth has an 
inner core within the liquid outer core. The inner core is solid and grows as Earth cools.
The Crust
In terms of its mass, the crust is a negligible part of Earth, comprising less than 0.5% of the 
total; however, its significance is far greater than is suggested by this figure. It is the end 
product of mantle differentiation, yielding valuable information on the history of mantle 
convection. The crust also contains the most extreme lateral heterogeneities on Earth and 
a substantial fraction of Earth’s incompatible elements (those that prefer to move into the 
liquid phase during melting), including the heat-producing elements uranium, thorium and 
potassium, directly influencing the style of mantle convection and Earth’s thermal evolution.
Continental and oceanic crust is bimodal in nearly every respect: thickness, age, density and 
composition (e.g. Schubert et al. 2001). On average, the continental crust is old (mean age ~  
2,000 Myr, where Myr represents one million years) and has resided on Earth’s surface long 
enough to have experienced a sequence of collision events, sedimentation, episodes of loading 
and unloading, intrusions of melts from below, infiltration of metamorphic fluids, erosion 
and alterations in its thermal regime. As a result, the continental crust varies greatly in the 
variety of its igneous, sedimentary and metamorphic rocks. On the other hand, the oceanic 
crust is relatively young (mean age «  80 Myr), created continuously at spreading centers 
(the present rate of creation being 2.8 km2yr-1) and subducted back into the mantle at 
approximately the same rate (Schubert et al. 2001). It is formed almost entirely by partial
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melting of the upper mantle, resulting in a remarkably homogeneous product, mid-ocean 
ridge basalt (MORB).
The Mantle
The mantle contains 84% of Earth’s volume and 68% of its mass, but because it is separated 
from direct observation by the thin crust, there are many unsolved problems. Nevertheless, 
we know enough to give a broad picture of its structure and composition, which is the 
principal aim of this section. Mantle convection establishes one of the longest time scales of 
our planet. Though solid, the mantle is deforming slowly by a process of viscous creep and, 
while sluggish in human terms, the rate of this subsolidus convection is remarkable by any 
standard. Indeed, it is estimated that the mantle’s Rayleigh number is of order 109 (Davies 
1999, Schubert et al. 2001), generating flow velocities of 2-10 cm yr-1 . Plate tectonics is 
the prime surface expression of this convection (e.g. Davies & Richards 1992), although, 
ultimately, all large-scale endogenic geological activity and dynamics of the planet, such 
as mountain building and continental drift, involve the release of potential energy in the 
mantle.
Convection within Earth’s present-day mantle is becoming increasingly well understood as 
the superposition of two main modes (Davies 1999). The dominant plate-scale flow is driven 
mainly by the gravitational instability of the cold, stiff upper thermal boundary layer or 
lithosphere. Plumes represent the second, subsidiary mode of mantle convection, arising 
from instabilities in a bottom-heated lower thermal boundary layer. The overall dynamics of 
mantle convection, however, remains one of the most controversial issues in Earth sciences.
Seismological images reveal three distinct changes in velocity structure, at depths of 410-, 
660- and 2700-km. These are best explained by mineral phase transformations, with the
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third possibly incorporating a change in chemical composition and thermal structure (Mu­
rakami et al. 2004, Oganov & Ono 2004, Tsuchiya et al. 2004). Recent debate has focused 
on whether Earth’s upper and lower mantles axe mixing. Several compelling geochemical 
arguments, described further below, require at least two distinct mantle reservoirs that have 
preserved chemical heterogeneity for billions of years. The boundary between the two reser­
voirs has usually been placed at the 660-km seismic discontinuity, an endothermic phase 
change which may act to impede flow.
On the basis of strong mass-balance arguments, geochemists have, in general, been strongly 
supportive of separate convective regimes with little or no mass flux between them. Together 
with the less radiogenic character of helium in most ocean-island basalts (OIBs) with respect 
to MORBs (O’Nions & Oxburgh 1983), the apparent imbalance between the terrestrial 
budgets of 40K and 40Ar was long considered the strongest evidence that the lower mantle 
is not degassed (Allegre et al. 1996). The terrestrial imbalance between heat production 
and surface heat flow on the one hand and the isotopic budget of radiogenic elements in 
chondritic Earth on the other, also seems to require the presence of substantial mantle 
volumes that are not sampled by MORB (e.g. Boyet & Carlson 2006). As noted previously, 
the sharp, global seismic discontinuity at a depth of 660-km was initially chosen as a major 
hindrance to whole-mantle convection on the basis that very few earthquakes seemed to 
originate from below this depth and, therefore, that lithospheric plates do not penetrate 
it. An additional justification of layering at this depth was that subtracting the inventory 
of incompatible elements of the crust and the upper mantle from the inventory of the bulk 
silicate Earth (BSE) leaves a nearly chondritic distribution of the lithophilic refractory 
elements in the lower mantle (Albarede &; van der Hilst 2002). Even the terrestrial Nd and 
Sr isotopic budgets could be interpreted as being consistent with a lower mantle consisting 
of primitive Sm/Nd and Rb/Sr ratios (Depaolo & Wasserburg 1976, Allegre et al. 1980).
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Figure 1.3: Seismic tomographers feel that 660 km discontinuity can no longer be defended as a barrier to 
flow. This is illustrated here, in a vertical mantle section from Earth's surface to the core-mantle boundary, 
across Indonesia. Dashed lines are drawn at depths of 410-. 660- and 1700-km respectively, and subducted 
slabs can clearly be seen passing through 660 km. Blue and red indicate fast and slow anomalies respectively. 
Adapted from Albarede & van der Hilst (2002).
Ill contrast, physical arguments raised by dynamicists (e.g. Hager 1984. Davies 1988, Tackley 
et al. 1994) and seismic imaging indicate that this discontinuity is by no means an absolute 
barrier to mantle flow. Two high-resolution seismic tomography models (Grand et al. 1997. 
van der Hilst et al. 1997) show fast slab-like anomalies extending down into the lower mantle, 
through the 660-km discontinuity (see Figure 1.3). These models display analogous features 
in well-resolved regions, with one study imaging the compressional (P-wave) and the other 
the shear wTave (S-wave) structure, from different data sets using different methods. Results 
have been confirmed by more recent investigations (e.g. Bijwaard & Spakman 1999. Grand 
2002. Becker k  Boschi 2002).
It is clearly beyond the scope of this introduction to review the evidence supporting each 
point of view’, however, tomographic images of cold slabs in the lower mantle, the displace­
ments of the 410-km and 660-km discontinuities around subduction zones, and the occur­
Chapter 1: Introduction 11
rence of small-scale heterogeneities in the lower mantle all indicate that subducted material 
penetrates the deep mantle, implying whole-mantle convection. Although the simple model 
of two-layered convection appears, for the moment at least, to be out of favor, many of the 
arguments that support it are still difficult for a whole-mantle-convection model to explain. 
Several concepts have been proposed in recent years to resolve the apparent conflicts be­
tween the various observational constraints and theoretical interpretations. The suggestions 
include the presence of deeper layering (e.g. Kellogg et al. 1999), the preservation of highly 
viscous blobs and poor mixing (van Keken et al. 2002), a zoned, but not strictly layered 
mantle (Albarede & van der Hilst 2002), core mantle interaction (Brandon k. Walker 2005), 
and strong temporal variations in mantle dynamics. Although these models generally ap­
pear to solve parts of the puzzle, as of yet, no single model appears to account for all 
major observations. This is an area of ongoing research (e.g. Parman 2007, Gonnermann & 
Mukhopadhyay 2007, Schmerr & Garnero 2007, Goes et al. 2008).
Earth’s Core
Earth’s core contains 16% of Earth’s volume and 31% of it’s mass, with the inner core 
currently accounting for only «  0.7% and «  1.7% respectively. The core apparently lacks 
the complexity of the mantle and crust, though this apparent simplicity may be because of 
the difficulties involved in observing regions so deep inside Earth. However, it plays a key 
role in many geophysical processes - amongst other things, Earth’s magnetic field is a result 
of motions in the fluid outer core.
Major advances towards a better understanding of the composition, structure and dynamics 
of Earth’s core are to be gained only by a combination of experimental and theoretical 
techniques. There are many unanswered questions about the exact nature of the core and 
its interaction with the mantle. Nevertheless, we know enough to give a broad picture of
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its structure and main compositional characteristics:
1. We understand from seismology that the core is divided into an outer liquid part and 
an inner solid part, with the outer core having a radius of 3485 km (Masters & Shearer 
1990).
2. As Earth cools, the core solidifies, growing the solid inner core whose radius is currently 
about 1225 km.
3. Latent heat release and chemical differentiation at the inner core boundary drive 
convective motions in the liquid outer core, generating Earth’s magnetic field.
Core composition however, remains poorly constrained and is a subject of lively, occasionally 
even acrimonious, debate. The major problem with theories of core composition is that they 
depend on theories of the origin of Earth and its chemical and thermal evolution, which are 
poorly understood. The work of Birch (1964) and others in the 1950s made it clear that 
the core consists mainly of iron with a minor fraction of nickel, but that unidentified light 
impurities must also be present, since the density of the core is significantly lower than that 
of iron: modern estimates (e.g. Stixrude et al. 1997) indicate that the outer core is lower in 
density by 5-10%, and the inner core by 2-3%. Cosmochemical abundances of the elements, 
combined with models of Earth’s history, limit the possible impurities to a few candidates 
(Poirier 1994). The most often discussed are sulphur (Li & Agee 2001), oxygen (Alfe et al. 
2000) and silicon (Gessmann et al. 2001).
1.2.3 P la te  Tectonics
Earth has a cool and mechanically strong outermost shell, which is termed the lithosphere. 
It is of order 100 km thick and comprises the crust and uppermost mantle, being thinnest 
in oceanic regions and thicker in continental regions, where the depth of its base is poorly 
defined.
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The asthenosphere is that part of the mantle immediately beneath the lithosphere. The 
high temperatures and pressures that exist at asthenospheric depth generate a region of 
low viscosity, where viscous flow occurs over geological timescales (millions of years, not 
seconds!). The basic concept of plate tectonics is that the lithosphere is divided into a 
small number of nearly rigid plates, which are moving over the asthenosphere. Most of the 
deformation which results from plate motion, such as stretching, folding or shearing, takes 
place along the edge, or boundary, of a plate. Deformation away from the boundary is not 
significant. Indeed, nearly all earthquakes, as well as most of Earth’s volcanism, occur along 
plate boundaries. Plate boundaries are of three types:
1. Divergent - plates move away from each other. At such boundaries, new plate material, 
derived from the mantle, is added to the lithosphere. The divergent plate boundary is 
represented by the mid-ocean ridge system, along the axis of which new plate material 
is produced.
2. Convergent - plates move towards each other. Most such boundaries are represented 
by the oceanic-trench island-arc systems of subduction zones where one of the col­
liding plates descends into the mantle and is destroyed. Some convergent boundaries 
occur on land. Japan, the Aleutians and the Himalayas are the surface expression of 
convergent plate boundaries.
3. Conservative - lithosphere is neither created or destroyed. The plates move laterally 
relative to each other. These plate boundaries are represented by transform faults, of 
which the San Andreas Fault in California, USA, is a famous example.
There are seven main plates, of which the largest is the Pacific plate, and numerous smaller 
plates, such as Nazca, Cocos and Scotia (Figure 1.4). The theory of plate tectonics simply 
describes the interactions of the lithospheric plates and the consequences of these interac­
tions.
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Figure 1.4: The major tectonic plates, divergent, convergent and conservative boundaries. Note that this image has been reproduced from 
www.johomaps.com /  world /  worldtecton.html.
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1.2.4 Sum m ary
The synopsis presented above provides a solid basis to the areas of geophysics covered 
herein. As is clear from this short section, the study of Earth’s interior is a wide-ranging, 
multidisciplinary area of research. In this thesis, the data and constraints provided by 
this multiplicity of sources is utilized to investigate, via numerical models, many of the 
fundamental processes that shape our planet. Attention is focussed upon the dynamics of 
whole-mantle convection. The complex relationship between the mantle and Earth’s surface 
is also examined, particularly at divergent and convergent plate boundaries.
1.3 Computational Background
The goal of this section is to provide a background to the numerical tools utilized in this the­
sis. The advanced numerical techniques and computational algorithms developed herein are 
described in further detail where relevant. This section merely outlines the basic method­
ological concepts.
As stated in Section 1.2.2, Earth’s mantle is solid. However, it deforms slowly over time 
and, consequently, motion within the mantle is described by the equations governing fluid 
mechanics. Broadly speaking, one has the following options when investigating fluid phe­
nomena:
1. Taking measurements.
2. Use of analytical solutions.
3. Use of computer simulations.
The latter, commonly known as Computational Fluid Dynamics (CFD), generally involves 
finding the solution to the conservation equations of mass, momentum and energy in a fluid,
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with very little simplification to these equations. The technique has rapidly established itself 
as the primary tool in fluid analysis, mainly because analytical solutions are often impossible 
to attain, whilst experimental methods are regularly limited for the following reasons:
1. It is often difficult to generate geometric similarity.
2. It can be impossible to obtain materials capable of replicating a fluids properties.
3. Running and manufacturing costs can be high. With these high costs, one might 
expect high accuracy. Often, this is not the case.
CFD, on the other hand, can provide:
1. A detailed understanding of the problem: CFD allows fluid properties and flow pa­
rameters, such as velocity, to be evaluated at any point in the flow. A more complete 
picture of flow phenomenon can therefore be derived, since data values exist every­
where and are not restricted to those areas instrumented during testing.
2. Rapid evaluation of design alternatives and optimization of performance: Once the 
CFD model has been built and validated, it is easy to change geometrical features and 
fluid parameters. In this way, a range of ‘what if’ scenarios can be quickly evaluated, 
either as a problem solving exercise or to optimize performance.
3. Reduction in testing costs: properly calibrated CFD models can reduce, or even elim­
inate, the need for expensive or large-scale test facilities. The investment in the 
relatively low cost, but powerful, computer hardware and CFD software can therefore 
provide significant savings in capital expenditure and development costs.
4. Reduction in failure risks: CFD can be used to investigate configurations that may 
be too large to test or that pose a significant safety risk.
5. Reduced time consumption: With the ability to re-use information generated at other 
stages of the process, in addition to rapid evaluation of design alternatives, CFD can 
be significantly less time consuming than experimental methods.
Due to the geometrical and rheological complexities inherent to convection within Earth’s 
mantle, CFD is one of the most suitable options available for examining these systems.
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1.3.1 G eodynam ical M odeling
Since the pioneering work of McKenzie et al. (1973, 1974), fluid dynamical simulations have 
stirred significant interest in the geodynamical community. As discussed in the previous 
section, such techniques provide a means to approximate, in an efficient manner, solutions 
to the governing equations of a specific problem. In geodynamics, the numerical methods 
often employed have been based upon the finite difference method, FDM (e.g. Bodri & 
Bodri 1978, Matyska & Yuen 2001) and the finite volume method, FVM (e.g. Tackley 1996, 
1998, Ratcliff et al. 1998, Albers & Christensen 2001). The FDM is the oldest, centered 
upon the application of a local Taylor expansion to approximate the differential equations. 
The method uses a topologically square network of lines to construct the discretization of a 
differential equation. This, however, leads to a lack of flexibility and is the method’s major 
bottleneck when handling complex geometries in multiple dimensions. This issue motivated 
the use of an integral form of the differential equations and subsequently the development 
of the FVM, which is similar to the FDM, in that values are calculated at discrete places on 
a meshed geometry. The FVM however is more flexible, since it can deal with non-uniform 
domain discretizations.
Over recent decades, another method, the Finite Element Method, FEM, which again is 
based upon an integral formulation, has become more established (e.g. Baumgardner 1985, 
Sidorin et al. 1999, Zhong et al. 2000). It is the FEM that is employed throughout this thesis. 
A brief introduction to the method is provided in the following section, however, since the 
approach is central to the investigations presented herein, a detailed account is provided in 
Appendix A. A reader unfamiliar with the technique should refer to this supplement before 
continuing.
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The Finite Element Method (FEM)
The FEM considers that the solution region comprises many small, interconnected, sub- 
regions or elements and gives a piece-wise approximation to the governing equations. As 
a result, complex partial differential equations (PDEs) are reduced to either linear or non­
linear simultaneous equations. Thus the finite element discretization procedure (i.e. di­
viding the domain into a number of smaller sub-domains) reduces the continuum problem, 
which has an infinite number of unknowns, to one with a finite number of unknowns at spec­
ified points, termed nodes. Since the FEM allows us to form the elements, or sub-regions, 
in an arbitrary sense, a close representation of the boundaries of complicated domains is 
possible.
The solution of a continuum problem by the FEM is approximated by the following step- 
by-step process (Lewis et al. 2004). This method is fairly general and is described further 
in Appendix A.
1. Discretize the domain: Divide the solution region into non-overlapping elements (see 
Figure 1.5). The finite element discretization allows a variety of element shapes, 
e.g. triangles and quadrilaterals in two-dimensions (2-D) and tetrahedra in three- 
dimensions (3-D). Each element is formed by the connection of a certain number of 
nodes.
2. Select interpolation or shape functions: Select the interpolation function to represent 
the variation of the field variable, e.g. temperature, over an element.
3. Form element equations (formulation): Next, matrix equations are determined. These 
equations must express the properties of the individual elements.
4. Assemble the element equations to obtain a system of simultaneous equations: To 
find the properties of the overall system, one must assemble all individual element 
equations. The matrix equations of each element are combined in an appropriate way 
such that the resulting matrix represents the behavior of the entire computational
Chapter 1: Introduction 19
Edge
Node Element
Figure 1.5: A typical quadrilateral finite element mesh. Elements, nodes and edges.
domain. Boundary conditions are incorporated after assemblage of the individual 
element contributions.
5. Solve the system of equations: The resulting set of algebraic equations is solved to 
obtain the nodal values of the field variable.
6. Calculate the secondary quantities: From the nodal values of the field variable, sec­
ondary quantities, e.g. the Nusselt number, are calculated.
More details on each of these points can be found in Appendix A.
1.3.2 Sum m ary
Having introduced the aspects of geophysics and computational modeling relevant to the 
work included herein, the reader, regardless of intellectual expertise, should have ample 
background to engage in the remainder of this thesis. An outline of the overall structure 
of the thesis is next provided. This allows the reader to comprehend how computational
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and geophysical aspects coalesce, or indeed, how the advanced computational techniques 
developed herein allow more challenging geophysical problems to be investigated.
1.4 Thesis Outline
The work presented falls naturally into two-sections. The first part covers 2-D models, while 
the second examines 3-D spherical simulations. Nonetheless, the second section provides a 
natural progression from the first.
The thesis begins with a paper that represents the first geodynamical exploitation of an 
advanced computational method, namely, adaptive mesh refinement. The technique pro­
vides a means to improve solution accuracy whilst increasing computational efficiency. The 
methodological concepts are introduced in detail and these are subsequently validated via 
thermal and thermo-chemical benchmark comparisons (Chapter 2). This methodology is 
then applied in 2-D mid-ocean ridge and subduction zone simulations (Chapter 3), illus­
trating the benefits to geophysical modeling.
The work is extended into 3-D spherical geometry in the second part of this thesis, albeit 
using different techniques. Based upon the adaptive multigrid methodologies employed 
in the field of computational engineering and the well-established mantle convection code 
TERRA (Baumgardner 1985), a novel procedure is introduced that allows one to refine 
and solve on a radially non-uniform grid. The major benefit to such a scheme is that 
complex problems can be solved efficiently, both in terms of RAM and CPU-time, while 
the methodology, being conceptually simple and straightforward to implement, negates the 
need to reformulate large sections of code.
A paper summarizing the technique, which we term ‘radial refinement’, and, subsequently,
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its validation, is presented in Chapter 4. Two papers demonstrating the application of the 
method to highly advanced 3-D geophysical models are then presented. In Chapter 5, the 
nature of upwelling structures is investigated in simulations that replicate the dynamical 
regime of Earth’s mantle, which, as noted previously, convects at a Rayleigh number of order 
109 (Schubert et al. 2001). Were it not for the resourcefulness of the modified code such 
calculations would be implausible, as is demonstrated by the lack of current publications 
at these vigors. In Chapter 6, the influence of the upper boundary condition upon the 
planform of mantle convection is examined. The modified and highly efficient solution 
algorithm allows one to perform a rapid parameter space mapping, which is extremely 
beneficial. The thesis ends with a review of the principal results and a summary of the 
major conclusions (Chapter 7).
Chapter 2
Adaptive Finite Element Methods 
for Two-Dimensional Infinite 
Prandtl Number Thermal &: 
Thermo-Chemical Convection
2 .1  Abstract
An adaptive finite element procedure is presented for improving the quality of solutions to 
convection dominated problems in geodynamics. The method adapts the mesh automati­
cally around regions of high solution gradient, yielding enhanced resolution of the associated 
flow features. The approach requires the coupling of an automatic mesh generator, a finite 
element flow solver and an error indicator. In this study, the procedure is implemented in 
conjunction with the well-known geodynamical finite element code, CONMAN. An unstruc­
tured quadrilateral mesh generator is utilized, with mesh adaptation accomplished through
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regeneration. This regeneration employs information provided by an interpolation based 
local error indicator, obtained from the computed solution on an existing mesh. The tech­
nique is validated by solving thermal and thermo-chemical problems with well-established 
benchmark solutions. In a purely thermal context, results illustrate that the method is 
highly successful, improving solution accuracy whilst increasing computational efficiency. 
For thermo-chemical simulations the same conclusions can be drawn. However, results also 
demonstrate that the grid based methods employed for simulating the compositional field 
are not competitive with the other methods (tracer particle and marker chain) currently 
employed in this field, even at the higher spatial resolutions allowed by the adaptive grid 
strategies.
Full Citation: Davies, D. R., J. H. Davies, O. Hassan, K. Morgan, and P. Nithiamsu (2007), Investiga­
tions into the applicability of adaptive finite element methods to two-dimensional infinite Prandtl number ther­
mal and thermochemical convection, Geochem. Geophys. Geosyst., 8, Q05010, doi:10.1029/2006GC001470.
Note: Although this chapter is published in an academic journal, with contributing authors, their contribu­
tion was no greater than it would otherwise have been for a regular thesis chapter.
2.2 Introduction
Over recent decades, numerical modeling has stirred significant interest in the geodynamical 
community, leading the way in studies of numerous geological processes. This interest is 
due to the fact that analytical solutions to the various phenomena are normally unavail­
able, while experimental methods are sometimes time-consuming and often have limitations. 
The numerical methods that have been employed have generally been based upon finite- 
difference (e.g. McKenzie et al. 1974, Bodri &; Bodri 1978, Matyska Sz Yuen 2001) and, 
occasionally, finite-volume techniques (e.g. Tackley 1996, 1998, Ratcliff et al. 1998, Albers
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& Christensen 2001), although recently, the finite element method has become more es­
tablished (e.g. Baumgardner 1985, Farnetani & Richards 1995, Sidorin et al. 1999, Zhong 
et al. 2000, Zhong 2006). Methods based upon the finite-element approach axe attractive 
since they lead to general-purpose computer codes. However, it is not this feature that has 
been largely responsible for the recent interest shown in the method, but the fact that it, 
as indeed is the finite volume method, is based upon an integral formulation, and, hence, is 
readily implemented on arbitrary discretizations, i.e. unstructured grids. This final point 
is central to our study.
It is a well known fact that even the use of sophisticated computational models can give 
inaccurate results if the numerical grid upon which the model is based is unable to capture 
the significant features of the problem. Indeed, for the large-scale problems encountered in 
geodynamics, inadequate grid resolution has become a major concern. The majority of phe­
nomena studied (e.g. subduction zone and mid-ocean ridge magmatism) are characterized 
by the interaction of complex geometries, complex material properties and complex bound­
ary conditions. Such a combination often yields unpredictable and intricate solutions, with 
narrow regions of high solution gradient frequently found embedded in large areas where 
the solution varies slowly. It is these high gradient regions that present a serious chal­
lenge for computational methods: their location and extent is very difficult to determine a 
priori and, even if their location is identified, with current methods it is often impossible 
to resolve localized features. The net result is that achieving accurate solutions is a very 
demanding task for the analyst. Indeed, one of the most challenging problems currently 
facing geodynamicists is the accurate solution of such ‘multi-scale’ flows.
This issue of accuracy must be balanced with computational considerations. An accurate 
solution requires that one properly resolves the active features in the simulation. Resolu­
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tion, in turn, is related to the number of nodes employed. Obviously, one could generate a 
solution of high accuracy by employing an extremely fine mesh throughout the computa­
tional domain. However, the larger the number of nodes, or degrees of freedom, the greater 
the demands on computational memory and processing power. Finding the right balance 
between accuracy and computational efficiency is therefore a difficult task. Ideally, what 
is needed is a method capable of yielding an accurate solution, whilst employing as few 
degrees of freedom as possible.
Standard methods have attempted to achieve this by utilizing non-uniform grids generated 
a priori, with the user exploiting previous experience to define the grid (Davies k  Steven­
son 1992, Scott 1992). Such methods, however, are not applicable to unsteady problems, 
since the active regions within the solution domain are constantly mobile and predicting 
their location at any given time is an impossible task. The majority of previous studies 
have overcome this issue by employing a uniformly fine grid throughout the computational 
domain, as described above (e.g. Bunge et al. 2003, Oldham k  Davies 2004). This ensures 
that, as the simulation evolves, active regions are continually in zones of fine resolution and 
solution accuracy is maintained. Other methods have also been utilized, although more 
rarely, including both Lagrangian and Arbitrary Lagrangian-Eulerian (ALE) formulations 
(Fullsack 1995). However, over time, it has become apparent that these methods have their 
own restrictions and, consequently, a major area of research in the field of geodynamics 
is the generation of numerical models that accurately portray the nature of the problem, 
whilst maintaining computational efficiency.
Here, we introduce grid adaptivity, which is a method commonly employed within the field 
of engineering (Babuska k  Rheinboldt 1978, Lohner et al. 1985, Peraire et al. 1987, Pelletier 
k  Ilinca 1995, Nithiarasu k  Zienkiewicz 2000). Since we demonstrate the method in the
Chapter 2: Adaptive Finite Element Methods for Two-Dimensional Infinite Prandtl
Number Thermal & Thermo-Chemical Convection 26
context of finite elements it is termed the Adaptive Finite Element Method (AFEM). The 
method provides a powerful approach for the accurate and efficient solution of the complex 
problems encountered in geodynamics. Grid points are automatically clustered in regions of 
rapid solution variation to improve accuracy, leading to a ‘multi-resolution’ solution, with 
the highest resolutions being analogous to zones of high solution gradient. In simple terms, 
the method automatically increases or decreases grid resolution where required, leading to 
more accurate solutions, whilst employing fewer degrees of freedom.
In this study, the method is applied to infinite Prandtl number thermal and thermo-chemical 
convection in 2-D Cartesian geometry, to investigate its potential benefits within the field 
of geodynamics. We begin by investigating a benchmark thermal convection problem, with 
results illustrating that the method is highly successful, improving solution accuracy whilst 
increasing computational efficiency.
The method is then applied to a more challenging thermo-chemical benchmark problem, 
employing a grid based method to solve for the compositional field. Our reasons for selecting 
a grid based method are simple. Recent work (van Keken et al. 1997, Tackley &; King 
2003) has highlighted the fact that such methods suffer from numerical diffusion, leading 
to greater entrainment rates in numerical simulations when compared to marker chain and 
tracer particle methods. This numerical diffusion is predominantly caused by insufficient 
resolution, a factor naturally addressed by the AFEM. Consequently, two hypotheses are 
tested:
1. The greater resolution endorsed by the AFEM will reduce artificial diffusion.
2. This reduced diffusion, in turn, will see grid based methods yielding results that are 
consistent with those achieved using tracer particle and marker chain methods.
As expected, results show that adapted grids yield large improvements over regular, uniform
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grids, generating less diffusive results, whilst reducing the number of degrees of freedom. 
However, results also demonstrate that grid based methods, even when coupled with the 
AFEM, are not competitive with the other methods currently employed for the tracking of 
compositional heterogeneities.
The remainder of this chapter will provide an overview of the test problems that are stud­
ied, a summary of the numerical techniques employed (an Appendix is included with a 
more detailed analysis) and a comparison of the results obtained. These demonstrate the 
applicability of grid adaptivity to the modeling of mantle convection.
2.3 Problem Description
We consider two dimensional thermal and thermo-chemical convection in an isoviscous, 
infinite Prandtl number Cartesian box. The equations (in dimensionless, vector form) 
describing such incompressible convection are the equations of:
Momentum:
V2u =  - V p  + R aT k  (2.1)
Continuity (mass):
and Energy:
V • u =  0 (2.2)
<VT1
+u-vr = v2r  (2.3)ot
where u  is the dimensionless velocity, T  is the dimensionless temperature, p is the dimen­
sionless non-lithostatic pressure, k is the unit vector in the direction of gravity and t is the 
dimensionless time. In this form, all material properties are combined into one dimensionless
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parameter, the Rayleigh number:
Ra =  (2.4)
Kfl
Here, g is the acceleration due to gravity, p is density, (3 is the coefficient of thermal 
expansion, A T  is the temperature drop across the domain, d is the domain length, k is the 
thermal diffusivity and p is the dynamic viscosity.
In thermo-chemical simulations, a second advection-diffusion equation is solved for compo­
sition:
^ + u - V C = - ^ V 2 C (2.5)
where C  represents composition and Le is the Lewis number, the ratio of thermal diffusivity 
to chemical diffusivity. The desired limit approaches infinite Le, however, for numerical 
reasons, a finite Le is often assumed. The momentum equation also differs from Equation 
(2.1) and is now taken in the form:
V2u =  —Vp(RaT -  RbC)k (2.6)
Here, Rb is the compositional Rayleigh number:
R b = ^  (2.7)
/C/2
where Ap is the density difference between the dense (C = 1) and light (C = 0) material.
These equations are solved using a modified version of the widely used 2-D geodynamics
finite element program CONMAN. A brief overview of the code is provided here, however, 
a more detailed description can be found in King et al. (1990).
The momentum and energy equations form a coupled set of differential equations, although 
the coupling is not strong since the density, p, is constant, other than in the buoyancy term
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of the momentum equation (Boussinesq approximation). The incompressibility (continu­
ity) equation is treated as a constraint on the momentum equation, with incompressibility 
enforced using a penalty formulation. The energy equation is solved using a streamline 
upwind Petrov Galerkin (SUPG) method (Hughes & Brooks 1979), with time stepping 
accomplished by means of an explicit second order predictor-corrector algorithm.
A grid based method, identical to that used for solving the energy equation, is utilized for 
simulating the compositional field. A small chemical diffusivity is assumed and a filtering 
scheme is employed to remove spurious numerical overshoot and undershoot features, which 
are common with advection diffusion problems of this nature. This filter conserves mass 
by design and has been shown to work remarkably well at limiting the aforementioned 
numerical errors (see Lenardic & Kaula 1993, for further details).
2.3.1 Case 1: Therm al C onvection in a Square Cavity
The first example considered is buoyancy driven flow in an iso-chemical square cavity. 
The cavity is filled with a material of constant viscosity and there are no internal heat 
sources. Boundary conditions are summarized in Figure 2.1. This problem is solved at Ra 
= 104, 105, and 106, initially on uniform, structured meshes, and subsequently, on adapted, 
unstructured meshes.
Data Calculated
The following data or sets of data are calculated during the simulations:
1. The Nusselt Number, i.e. the mean surface temperature gradient:
(2 .8)
where I is the domain length.
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T = 0  (Fixed) 
V (x )=  Free Slip 
M (y)=  0
T = Insulating 
V(x) = 0 
V(y) = Free Slip v
T = Insulating
V (x )= 0
V(y) = Free Slip
T = 1 (Fixed) 
V(x) = Free Slip 
V(y) = 0
Figure 2.1: The boundary conditions utilized when studying thermal convection in a square cavity. T, 
V (x) and V(y) represent temperature and the velocities in the x  and y Cartesian directions respectively.
2. The non-dimensional Root-Mean-Square (RMS) velocity:
Vr m s  = 2 (2.9)
where V  is the area of the computational domain.
3. Non-dimensional temperature gradients at domain corners:
f
with q\ at x = 0. y = 1; and 52 at x =y = 1.
2.3.2 C ase 2: Entrainm ent o f a T hin D ense Layer through Therm o-
chem ical C onvection
The second example considered is a well-established thermo-chemical benchmark problem 
from van Keken et al. (1997). We model the entrainment of a deep-seated, thin (0.025). 
dense layer, in an aspect ratio 2 box. of unit height . This layer is prescribed a compositional 
value C = l .  while the overlying, lighter material has a value of C = 0. The problem is 
analogous to the entrainment of a compositionally dense layer in the D1' region at the Core- 
Mantle boundary. Results are computed for 1/Le = 10-6 . The thermal Rayleigh Number, 
Ra. is set to 3 x 105, the compositional Rayleigh Number, Rb. is set to 4.5 x 105, while the
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T = 0  (Fixed) 
C = Insulating 
V(x) = Free Slip
v(y)= 0
T = Insulating 
C = Insulating 
V(x) = 0 Y
U
T = Insulating 
C = Insulating 
V(x) = 0
VfW = F ree Slip M(y) = Free Slip
0
T = 1 (Fixed)
C = Insulating
\l(x )  = Free Slip
V(y) = 0
2
Figure 2.2: The boundary conditions utilized when studying the entrainment of a thin dense layer, in
an aspect ratio 2 box. through thermo-chemical simulations. T, C, V(x)  and V(y)  represent temperature, 
composition and the velocities in the x  and y directions respectively.
an initial condition, an analytical expression of the temperature based on boundary layer 
theory is taken (see Appendix A in van Keken et al. 1997). Once again, this problem is 
solved initially on uniform, structured meshes, and subsequently, on adapted, unstructured 
meshes.
D ata  C alculated
For this case, the relative entrainment (e) is calculated as a function of time, from:
where A is the aspect ratio of the box (= 2), db is the thickness of the dense layer and de is an
opposed to other parameters, such as RMS velocity, since the rate of entrainment provides 
an excellent means to track the evolution of a thermo-chemical simulation. Additionally, 
entrainment rates have been calculated in previous studies (van Keken et al. 1997. Tackley 
k  King 2003) and. hence, direct comparisons can be made with ease.
viscosity is assumed to be constant. Boundary conditions are summarized in Figure 2.2. As
(2.11)
arbitrarily chosen height (= 0.2 here). We focus our attention on the relative entrainment as
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Before providing a summary of the adaptive strategies employed, we should point out that 
the two cases presented above not only provide a means to test the applicability of the 
AFEM to thermal and thermo-chemical convection problems, but they also allow us to 
test the AFEM in both steady state (Case 1) and unsteady (Case 2) situations. Both are 
common within the field of geodynamics.
2.4 Adaptive Methodology
As is clear from the introduction, the methods employed in modeling thermal and thermo­
chemical convection must provide an adequate definition of the problem, in a computa­
tionally efficient manner. In other words, the methods must be adept at resolving narrow 
regions of high gradients that frequently occur and are normally found embedded in large 
areas where the flow variables vary slowly. Since the exact location of these high gradient 
regions are not always known to the analyst a priori, particularly with unsteady problems, 
it is apparent that adaptive mesh methods, with a posteriori error indicators, could have an 
important role to play in the development of efficient solution techniques for such problems. 
At present, a wide variety of adaptive procedures are being utilized within the engineering 
community. Broadly speaking, these fall into two categories:
1. h-refinement, in which the same class of elements continue to be used but are changed 
in size, in some locations made larger, and in others made smaller, to provide the 
maximum economy in reaching the desired solution.
2. p-refinement, in which the same element size is utilized, but the order of the polyno­
mial is increased or decreased as required (e.g. linear shape functions are ‘adapted’ 
to quadratic or higher order).
A variant of the h- method, known as ‘adaptive remeshing’, is employed in this study. It 
provides the greatest control of mesh size and grading to better resolve the flow features.
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In this method, for steady state simulations, the problem is solved initially on a grid fine 
enough to roughly capture the physics of the flow. Remeshing then involves the following 
steps:
1. The solution is analyzed through some kind of error indication procedure, to determine 
locations where the mesh fails to provide an adequate definition of the problem. This 
can either mean that additional grid points are needed, or perhaps, that there are 
too many grid points at certain locations within the domain. An interpolation based 
local error indicator is employed in this study, based upon nodal solution gradients 
and curvatures.
2. The information yielded by this error estimation process is utilized to generate an 
improved mesh through an automatic mesh generator. A variant of the so-called 
advancing front technique is utilized here, being capable of generating meshes that 
conform to a user prescribed spatial distribution of element size. Elements can locally 
increase or decrease in size as required, leading to what we term an ‘optimal5 mesh.
3. The original solution is interpolated between meshes using higher-order cubic inter­
polation (Nielson 1979, El Hachemi et al. 2003).
4. The solution procedure continues on the new mesh.
The remeshing process is repeated until a desired level of accuracy has been achieved.
Is the problem 
time-dependent? No
Yes
Advancing Front 
Mesh Generation Algorithm
Yes
No
Analyze solution through error 
estimation procedure. Is existing 
mesh suitable for the problem?
Yes
No
^ ^ " 'H a v e  all tim e^^^_ 
steps been completed? 
or (for steady state problems...) 
Has error convergence criteria been 
satisfied?
STOP
Quadrilateral element generation.
Since ‘ConMan’ utilizes quadrilateral 
elements, the triangles generated are subsequently 
 converted into quadrilateral elements.______
Represent domain boundary.
The boundary of the solution domain is represented by closed loops of 
oriented piece-wise cubic spline curves.
Interpolate existing solution between m eshes.
G enerate initial m esh that is fine enough to roughly 
capture the physics of the flow.
Solve governing equations 
on existing m esh and advance in time.
Re-m esh domain, utilizing an  automatic mesh 
generator, employing information provided by the error 
estimation procedure for mesh control.
Set up initial condition on a  simple grid and analyze through error estimation procedure 
(calculate nodal solution gradients and curvatures). Use this information to generate 
an  optimal mesh through an  automatic m esh generator.
Discretize domain boundary.
Nodes are placed on the boundary curve components and contiguous nodes are joined with straight line 
segments. In the later stages of the generation process, these segments will become sides of some 
triangles. Their length must therefore be consistent with the desired local distribution of mesh size.
Triangulation loop.
A side is selected from the front and a  triangular element is generated. This may involve creating a new node 
or connecting to an existing one. After the triangle has been generated, the front is updated and the generation 
proceeds until the front is empty. The size and shape of the generated triangles must be consistent with 
the local desired size and shape of the final mesh. A background grid is utilized to ensure that this is the case.
Generate initial front.
For each two-dimensional region to be discretized, all the edges produced when discretizing its boundary curves are 
assembled into the so-called initial front. The front is a  dynamic data structure which changes continuously during the generation 
process. At any given time, the front contains the set of all the sides which are currently available to form a triangular face.
Figure 2.3: A flow diagram summarizing the major steps involved in the adaptive remeshing procedure.
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For unsteady problems, the process is almost identical, however, it is fundamental that the 
initial mesh is suitably defined. If the mesh is inadequate, the errors generated during the 
calculation’s early stages propagate through the computational domain, generating mislead­
ing results. To ensure such errors do not arise in our simulations, we generate an optimal 
initial mesh. This process is straightforward. The initial condition is set up on a structured 
grid. In the same way as is described in points 1-4 above, the data from this structured 
grid is analyzed to determine where the mesh needs modification. This information is then 
used to regenerate the mesh, and the solution (i.e. the initial condition) is transferred onto 
the new mesh using cubic interpolation. Consequently, the initial grid naturally provides 
an optimal definition of the problem. With unsteady problems, the remeshing procedure can 
be continued indefinitely as the simulation evolves. The remeshing ‘loop’ is activated after 
a user defined time interval, or dynamically, based upon an approximation to the error. It 
is important to point out that although the process seems similar to Lagrangian formu­
lations (the computational mesh appears to follow the solution), it is indeed an Eulerian 
formulation, perhaps with some of the advantages commonly associated with Lagrangian 
schemes.
For a more detailed description of the mesh generation process, the error estimation proce­
dure and the adaptive strategy, please refer to Appendices C and D. A flow chart summa­
rizing the essential stages involved is also included in Figure 2.3.
2.4.1 R em eshing Procedure for Case 1 - S teady-State A daptivity
A steady-state solution is achieved here. Remeshing is therefore a simple task and is per­
formed when the solution converges to a steady state on a given grid. The process is 
terminated when an optimal mesh has been produced, i.e. the solution does not improve 
with the remeshing procedure. The error indicator employed in this case is based upon
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Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5 Mesh 6 Benchmark Uncertainty
Elements 256 1024 4096 7225 10000 16384 **** ****
Nu 7.8757 9.6838 10.3361 10.4453 10.4712 10.5058 10.5341 0.00001
Vrm s 197.4998 194.2366 193.4223 193.3222 193.2968 193.2787 193.2145 0.0001
01 11.8004 16.5079 18.3362 18.6467 18.7641 18.8861 19.0794 0.00004
02 1.4204 0.9397 0.7754 0.7529 0.7445 0.7358 0.7228 0.00002
Table 2.1: The results obtained on various uniform, structured meshes for simulations of thermal convection 
in a square cavity at Ra =  105. The benchmark results of Blankenbach et al. (1989) are included for 
comparison, together with their uncertainties.
nodal temperature gradients and curvatures.
2.4.2 R em eshing Procedure for Case 2 - Tem poral A daptivity
The results presented are based upon simulations with a remeshing frequency of 2000 time 
steps. This value was selected after a series of tests, both visual and analytical, tracing 
the temporal evolution of the model. Ideally, the remeshing procedure would be linked 
to the dynamics (i.e. it should be tied to some measure of how much the solution has 
changed or whether derivatives in the mesh exceed a certain tolerance). Nonetheless, we 
have verified, through tests at various remeshing frequencies, that for this simulation, the 
remeshing frequency selected (i.e. 2000 time steps) does not degenerate the results.
The error indicator employed is similar to that in Case 1, however it is based upon a com­
bination of temperature and composition, as opposed to temperature alone. Nodal solution 
derivatives are calculated for both the thermal and compositional fields. The highest values 
yielded are then selected as derivatives for that particular node. Such a scheme engenders 
high resolving power at the density interface, as well as sufficient resolution to accurately 
solve the thermal field. We have verified that this combination yields superior results to 
simulations employing a combination of the composition and velocity variables.
The remeshing strategy is slightly different to that of Case 1. Rather than simply refining 
zones of high solution gradient, we also allocate fine resolution to neighboring regions.
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UM Benchmark Uncertainty
Elements 16384 **** ****
Nu 4.8952 4.8844 0.00001
Vr \IS 42.8713 42.8649 0.00002
91 8.0457 8.0594 0.000003
92 0.5905 0.5888 0.000003
Table 2.2: The results obtained on uniform meshes (UM) for simulations of thermal convection in a square 
cavity at Ra =  104.
This is done by ensuring that the transition from fine to coarse elements is extremely 
gradational. In the steady-state cases, we specify that a minimum of 10 elements is required 
to make this transition. However, in our thermo-chemical, unsteady simulations, this value 
is set to 30. In this way, fine regions of the mesh are always surrounded by relatively fine 
zones. Accordingly, as the simulation evolves, accuracy is maintained, since zones of high 
solution gradient have not departed the fine grid regions before the next remeshing. Such
a scheme allows a greater time interval between remeshings and was a key consideration
when selecting the remeshing frequency.
It is important to note that the minimum element size (Smin) permitted in our simulations 
is «  0.002 which yields localized resolution equivalent to that achieved during a uniform 
mesh simulation of 1000 x 500 elements, in a box of aspect ratio 2.
2.5 Results &: Discussion
2.5.1 Therm al C onvection in a Square Cavity  
Uniform Structured Meshes
The results obtained for uniform mesh calculations at Ra = 105 are displayed in Table 
2.1. The results at both Ra = 104 (Table 2.2) and Ra = 106 (Table 2.3) demonstrate a 
comparable relationship, and consequently only one set of results are presented fully.
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UM Benchmark Uncertainty
Elements 16384 **** ****
Nu 21.3773 21.9725 0.00002
Vr m s 834.9486 833.9898 0.0002
Qi 43.3217 45.9673 0.0003
Q2 0.9737 0.8772 0.00001
Table 2.3: The results obtained on uniform meshes (UM) for simulations of thermal convection in a square 
cavity at Ra =  106.
Rayleigh Number Solution Error (%)
104 0.2
105 0.9
106 4.9
Table 2.4: The solution errors obtained on a uniform mesh of 16384 elements (128x128 elements), at 
various Rayleigh Numbers, for thermal convection in a square cavity.
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Figure 2.4: The relationship between the number of elements in a mesh and (a) RMS velocity /  (b) mean 
Nusselt Number. The results represent thermal convection in a square cavity, on uniform, structured meshes, 
at Ra =  105. Benchmark values are represented by horizontal dashed lines.
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Figure 2.4 displays the relationship between the number of elements in a mesh and the RMS 
velocity and mean Nusselt Number respectively. The figure illustrates that a large number 
of elements (i.e. > 4000) is required before results begin to show some sort of consistency. 
Even more elements are required before results converge on the benchmark solutions of 
Blankenbach et al. (1989).
By calculating the percentage error for each output analyzed (i.e. mean Nu. RMS velocity, 
qi and #2) and subsequently taking the mean of these four percentages, we have determined 
the discrepancy, i.e. the solution error, between uniform mesh solutions and benchmark 
solutions at various Rayleigh numbers. Results are summarized in Table 2.4.
As convection intensifies, the solution error becomes more prominent, as would be expected. 
At higher Rayleigh numbers (105, 106), RMS velocities, mean Nusselt numbers, and corner 
temperature gradients lie far beyond the realms of uncertainty of the benchmark solution. 
Even at Ra = 104, solutions fail to achieve a satisfactory level of accuracy. However, as 
we show next, with the use of adaptive, unstructured meshes, solution accuracy is greatly 
enhanced.
Adapted Meshes
The results obtained at Ra = 104, 105 and 106 alongside their final adapted meshes are 
displayed in Figure 2.5. They are also summarized in Tables 2.5 — 2.7. For completeness, 
the sequence of meshes employed at Ra =  105 are displayed in Figure 2.6, together with the 
corresponding temperature contours. Once again, results for both Ra = 104 and 106 display 
a comparable relationship and, consequently, only one set of results is presented fully.
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The characteristics of each mesh at Ra =  105 are summarized in Table 2.8, which shows 
the number of quadrilateral elements and nodal points, and the values of the generation 
parameters (5Min, ^Max* SMax and C) defined in Appendix C. It is important to note that 
for consistency, the generation parameters displayed in Table 2.8 are also utilized in our 
simulations at Ra = 104 and Ra = 106. It should also be noted that we have intentionally 
restricted the number of elements to less than 16,500, to allow for a simple comparison 
between adapted, unstructured meshes, and uniform, structured meshes.
As seen, the proposed procedure has refined locations of thermal boundary layers, wherever 
they are strong. Consequently, when compared to uniform structured meshes, the majority 
of results show far superior concurrence with the benchmark solution, in spite of a reduction 
in the number of elements (Table 2.9). As noted previously, at Ra = 105, a uniform 
mesh of more than 16,000 elements is required for a reasonably well-resolved solution,
i.e. within 1% of the benchmark results. At Ra =  106, extrapolating from a series of 
uniform mesh simulations, we expect that more than 50,000 elements would be required 
before results converge to within «  4% of the benchmark solution. More accurate results 
are inaccessible with the lower-order, serial configuration of CONMAN. However, with the 
proposed adaptive procedure this is not the case. At Ra =  105, solutions within 0.1% of the 
benchmark are achieved on a mesh of ss 15, 700 elements and at Ra — 106, results converge 
to within 1% on a mesh of sa 16,200 elements. Using the AFEM, the number of elements 
required for adequate solution varies with Rayleigh number, but is always significantly less 
than that of a uniform mesh for a specified precision.
It is important to point out that the benefits of this technique become more noticeable 
when convection is more vigorous and temperature gradients are greater. At Ra = 104, 
only a moderate increase in accuracy is observed between adapted and uniform meshes, for
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Mesh 1 Mesh 2 Mesh 3 Mesh 4 Benchmark
Elements 412 1977 6474 14972 ****
Nu 4.2687 4.8565 4.8683 4.8790 4.8844
Vr m s 40.8536 42.9019 42.8792 42.8679 42.8649
Oi 7.2917 8.0345 8.0479 8.0538 8.0594
02 0.6366 0.5887 0.5886 0.5885 0.5888
Table 2.5: The results obtained after each remeshing for simulations at Ra =  104 on non-uniform, adapted 
meshes.
Mesh 1 Mesh 2 Mesh 3 Mesh 4 Benchmark
Elements 412 2390 7321 15722 ****
Nu 7.9675 10.0967 10.4380 10.5278 10.5341
Vr m s 184.8429 193.5598 193.3056 193.2456 193.2145
Qi 13.1450 18.9078 19.0353 19.0518 19.0794
02 1.2687 0.7301 0.7195 0.7216 0.7228
Table 2.6: The results obtained after each remeshing for simulations at Ra =  105 on non-uniform, adapted 
meshes.
Mesh 1 Mesh 2 Mesh 3 Mesh 4 Benchmark
Elements 412 2733 7681 16195 ****
Nu 11.6429 18.5597 20.9920 21.5077 21.9725
Vr m s 809.9980 841.9425 835.1100 834.7003 833.9898
Oi 12.3555 38.3885 44.7377 45.601 45.9643
02 2.6031 0.9379 0.9038 0.8694 0.8772
Table 2.7: The results obtained after each remeshing for simulations at Ra =  106 on non-uniform, adapted 
meshes.
Mesh Elements Nodes & Min $ Max ® Max C
1 412 453 0.05 0.05 1.0 -
2 2390 2493 0.009 0.05 5.0 0.6
3 7321 7469 0.0045 0.030 5.0 0.3
4 15722 15961 0.0025 0.025 5.0 0.2
Table 2.8: The sequence of meshes employed for the problem of buoyancy driven flow in a square cavity 
at Ra =  105.
Rayleigh Number Elements Solution Error (%)
104 14972 0.06
105 15722 0.09
106 16195 1
Table 2.9: The solution errors yielded by non-uniform adapted meshes at various Rayleigh Numbers.
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Mesh 1 -  453 Nodes. 412 Elements. Mesh 2 -  2493 Nodes. 2390 Elements.
Mesh 3 -  7469 Nodes. 7321 Elements. Mesh 4 -  15961 Nodes. 15722 Elements.
Figure 2.6: The series of meshes employed at Ra = 105 along with corresponding temperature contours. 
Red is hot ( T=1), blue is cold ( T=0). and the contour spacing is 0.02.
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approximately the same number of elements (solution error decreases by a factor of 3, from 
«  0.2% to as 0.06%). However, at Ra = 106, results display a superior concordance with the 
benchmark solution on adapted meshes (the solution error decreases by a factor of 5, from 
«  5% to sa 1%). Indeed, on fully uniform meshes with linear shape functions, obtaining an 
accurate solution on a single processor would be highly impractical at Ra = 106.
Other conclusions can be drawn by analyzing the 4 outputs individually. The remeshing 
process clearly has a positive effect on the global measures (i.e. Vr m s  and Nu). However, 
the procedure seems to have a more dramatic effect on the accuracy of the heat flux at 
domain corners (q\ and <72), particularly at higher Rayleigh numbers. This is easy to un­
derstand - the heat flux at these corners is strongly influenced by the resolution achieved 
in the upper thermal boundary layer. Since this boundary layer is characterized by high 
temperature gradients, the remeshing procedure refines the grid significantly in these re­
gions. Accordingly, the corner solutions yielded by adapted meshes are far superior to those 
yielded on uniform structured meshes. Global measures on the other hand, are not influ­
enced by these boundary layers to such an extent. Consequently, the improvement observed 
in global measures between adapted and uniform grids is less dramatic.
Processing Efficiency
We have demonstrated that the number of nodes and elements required for accuracy is less 
with the AFEM. Consequently, the AFEM is more efficient in terms of memory requirements 
(RAM). However, is the AFEM economical in terms of CPU-time?
Figure 2.7 illustrates the relationship between solution error and the time taken in obtaining 
these solutions on both uniform and adapted meshes (at various Rayleigh numbers). It 
should be noted that the timings displayed for the adaptive cases include the time allocated
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Rayleigh Number % Time Remeshing 
lb4 4
105 1.7 10  ^ 08____
Table 2.10: The percentage of computational time taken by the remeshing process at various Rayleigh 
Numbers.
for remeshing. The main points arising are summarized below:
1. In general, at Ra = 104, the AFEM is less efficient than uniform meshes for a pre­
scribed level of accuracy. However, when a solution error of less than «  0.2% is 
required, the AFEM becomes more economical.
2. At Ra = 105 and Ra =  106 the AFEM is more efficient than uniform structured meshes, 
decreasing computational processing time whilst increasing solution accuracy. Indeed, 
the lower graph in Figure 2.7 (Ra = 106) suggests that solution errors of less than 
«  4% cannot be obtained on uniform meshes. With the AFEM this is not the case - 
far superior results are attained, although due to the lower order nature of CONMAN, 
minor errors persist.
Table 2.10 summarizes the percentage of calculation time taken by the remeshing procedure, 
compared to the time spent solving the governing equations. It is important to note that 
although remeshing appears more efficient at higher Rayleigh numbers, this is not strictly 
true. At higher convective vigors, simulations take longer to converge towards a steady state 
solution. Since the number of remeshing loops employed during each simulation is constant 
(i.e. 3), it is apparent that remeshing will take a smaller fraction of the calculation time at 
higher Rayleigh numbers (since the calculation time as a whole is greater). Regardless of 
this point, the main conclusion to be drawn from the data is that the remeshing procedure 
is computationally inexpensive, expending only a small percentage of the calculation time.
In summary, in the context of purely thermal convection, the number of degrees of freedom 
required for accuracy on uniform structured meshes is greater than that required for adapted
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Figure 2.7: The time taken to converge on various solution errors with both uniform (continuous line) and 
adapted (dashed line) meshes at (a) Ra =  104, (b) Ra =  105 and (c) Ra =  106.
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meshes. Thus, for the same precision, the number of nodes and elements is reduced when 
the adaptive procedure is used. Additionally, the remeshing procedure is computationally 
inexpensive and, consequently, particularly at higher Ra (> 105), the AFEM allows one to 
attain a desired solution in less processing time.
2.5.2 Therm o-chem ical Convection
Having demonstrated the applicability and benefits of the AFEM for thermal convection, 
we move on to thermo-chemical simulations.
Uniform Structured Meshes
Curves illustrating the entrainment (e) yielded by uniform mesh simulations at various grid 
resolutions are displayed in Figure 2.8. The results are consistent with previous work in 
that relative entrainment decreases with increased resolution. As a quantitative example, 
entrainment at t = 0.02 decreases from a value of 0.4 on a grid of 64 x 64 elements, to a 
value of 0.08 on a grid of 256 x 256 elements. This large reduction can be easily understood 
- grid based methods suffer from numerical diffusion, which smears density interfaces over 
several grid spacings. Consequently, with coarser grids, material at the density interface 
itself becomes easier to entrain. As one increases grid resolution, grid spacings decrease, 
leading to less artificial diffusion and, hence, reduced entrainment.
Perhaps a more fundamental point to note from Figure 2.8, however, is that even after 
this significant increase in resolution, when t = 0.01, and indeed for a high percentage 
of the calculation, the grid based method displays almost an order of magnitude greater 
entrainment than the other methods currently employed in this field. The marker chain 
results produced by Christensen, Neumeister and Dion (CND) from van Keken et al. (1997) 
are displayed for comparison. The reader should note that the tracer particle studies of
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Figure 2.8: (a) Relative entrainment (e) against time on a series of uniform meshes. The ‘best’ results from 
van Keken et al. (1997) - CND Markerchain - are also displayed for ease of comparison, (b) An enlargement 
of the results in (a) for time ^ 0.02.
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T = Q.07:
Figure 2.9: Seven figures, at regular time intervals of 0.01. illustrating the evolution of the compositional 
field, modeled on a uniform mesh of 256 x 256 elements. Red represents dense material (C  =  1), while blue 
represents lighter material(C =  0).
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Tackley & King (2003) are consistent with these results. Clearly, there is no resemblance 
between the grid based methods and these results, particularly during the  early stages of 
the simulation. At first glance, it does appear that when t > 0.02, the results yielded by grid 
based simulations are reasonably consistent with those of previous particle studies. Closer 
analysis however, reveals that this is misleading. The drastic difference in entrainment 
during the early development of these models means that, by this time, both simulations 
have evolved into completely different problems. Consequently, the apparently consistent 
relationship between both methods is purely coincidental. This point is reinforced when 
studying the visual patterns - there is only a poor resemblance between Figure 2.9 here, 
which shows the temporal evolution of the compositional field, and equivalent Figures 8 & 
10 in van Keken et al. (1997) and Figure 3 in Tackley & King (2003). The similarities also 
diminish as the simulation evolves. The main differences include the position of the dense 
pile after reorganization into a two cell pattern and the amount of material trapped at the 
stagnation point. An important observation to make is that, during the later stages of the 
calculation, diffusion dominates and, by t = 0.07, the dense layer has virtually disappeared. 
This is not the case when tracer particle and marker chain methods are employed, as has 
been pointed out by van Keken et al. (1997).
It is clear from the simple tests performed here, on uniform meshes, tha t increased grid 
resolution reduces entrainment. Results move towards those yielded with tracer particle 
and marker chain methods, however, entrainment rates remain significantly higher. Next, 
we will attempt to answer whether this is the case when the AFEM is employed or does 
the method provide sufficient resolution to resolve these discrepancies?
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&M in & Max &Max C
0.002 0.02 5 0.1
Table 2.11: Mesh parameters employed for thermo-chemical entrainment simulations. 
Adapted Unstructured Meshes
The generation parameters {5Min, ^Max, s Max and C) utilized within these models are 
summarized in Table 2.11. Unlike those previously defined for the purely thermal case (Table 
2.8), the values remain constant throughout the simulation. There is a simple explanation 
for this. Since the problem does not converge to a steady-state solution, one must ensure 
that not only is the error equally distributed spatially, but also temporally. By fixing the 
generation parameters over time, one guarantees that this is the case.
Entrainment curves from these simulations are displayed in Figure 2.10. The result obtained 
from a uniform mesh simulation on a grid of 256 x 256 elements is also displayed for ease 
of comparison, along with the ‘best’ results (CND) of van Keken et al. (1997).
Plots are displayed from simulations employing linear (AM-Linear) and cubic (AM-Cubic) 
interpolation between grids. The accuracy of this interpolation process is of fundamental 
importance during unsteady problems of this nature. With steady state problems, the so­
lution always converges towards a certain end member. Consequently, minor errors arising 
due to inaccurate interpolation can be overcome. However with unsteady problems, er­
rors arising during the interpolation process propagate through the computational domain, 
leading to a solution that is unrepresentative of the true problem. In essence, the solution 
emerging from the remeshing procedure must be exactly that which enters. Otherwise, the 
simulation evolves falsely.
The results involving linear interpolation are, therefore, only presented for completeness
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Figure 2.10: (a) Relative entrainment (e) against time on adapted, unstructured meshes. The results 
obtained on a 256 x 256 element uniform mesh are also displayed, as well as the ‘best' results from van 
Keken et al. (1997). (b) An enlargement of the results in (a) for time ^ 0.02.
Chapter 2: Adaptive Finite Element Methods for Two-Dimensional Infinite Prandtl
Number Thermal & Thermo-Chemical Convection 53
Figure 2.11: Evolution of the compositional field (left) and temperature field (right) on a series of adapted 
grids (center). The grids are adapted around temperature and compositional solution gradients. Additionally 
a region of fine resolution is generated adjacent to zones of high solution gradient. Consequently, as the 
simulation evolves, high gradient zones remain in regions of high resolution, leading to less numerical error.
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- the method fails to accurately interpolate features at the density interface. At certain 
locations, the density jumps from a value of 0 to 1 within a single element. Linear interpo­
lation is not capable of resolving such a feature and, consequently, the remeshing process 
employing linear interpolation generates diffusive and non-conservative results. The cubic 
interpolation strategy employed, however (Nielson 1979, El Hachemi et al. 2003), accurately 
captures such features, being both locally and globally conservative.
The results demonstrate that in general, the AFEM leads to a significant reduction in arti­
ficial diffusion and, hence, entrainment rates, when compared to uniform mesh simulations. 
This point is reinforced by making a comparison of the longevity of the dense pile in the 
visual output (Figures 2.9 & 2.11). As was noted earlier, with a uniform mesh simulation on 
a grid of 256 x 256 elements, by t = 0.07, the dense pile has almost completely diffused. This 
is not the case with simulations employing the AFEM -  the dense pile remains extremely 
coherent until this time. It is clear, therefore, that the higher resolution permitted by the 
AFEM leads to decreased artificial diffusion and, consequently, results that provide a more 
precise representation of the problem.
It is important to point out that, in addition to yielding superior results, our adaptive grid 
simulations are computationally more efficient, both in terms of memory and processing 
time, when compared to uniform mesh simulations. The number of elements utilized in 
this simulation varies with time between »  40,000 and «  58,000, depending upon the 
configuration of the calculation. Additionally, the generation of a new optimal mesh is an 
inexpensive procedure, typically taking between 15 and 20 time-steps, compared to the time 
taken for one time step with a non-changing mesh (although the time expended in remeshing 
can be decreased significantly by specifying a larger errjmax - the remeshing tolerance - see 
Appendix C, section C.2.2). Obviously, this gain in computational efficiency is only valid
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provided one does not set the minimum element size, 6min, to an unreasonably small value. 
Our experience suggests that simulations with Smin < 0.002 are highly impractical, due to 
the tradeoff between minimum element size and time stepping, dictated by the Courant- 
Friedrichs-Levy condition. Of course, this situation could be remedied by employing a local 
time stepping algorithm, however, this was beyond the scope of our study. It should be 
noted that the efficiency of the method as a whole depends on how often it is necessary to 
remesh, which depends on how time-dependent the simulation is. Mesh adaptivity therefore 
becomes less efficient for highly time-dependent cases needing frequent remeshing.
Although the results presented demonstrate the benefits of the AFEM, grid-based thermo­
chemical methods, even when coupled with the AFEM, yield results that are beyond the 
realms of uncertainty of those achieved via tracer particle and marker chain methods. The 
method remains particularly diffusive, yielding erroneous entrainment rates, even at the 
extremely fine resolutions permitted in our simulations. Once again, these findings are 
reinforced by the visual patterns, with Figure 2.11 displaying only a marginal resemblance 
to Figures 8 Sz 10 in van Keken et al. (1997) and Figure 3 in Tackley Sz King (2003). This 
resemblance however, is stronger than that observed with our uniform mesh simulations 
(Figure 2.9).
2 . 6  Conclusions
An adaptive finite element procedure has been presented for solving convective heat transfer 
problems within the field of geodynamics. The method adapts the mesh automatically 
around regions of high solution gradient, yielding enhanced resolution of the associated 
flow features.
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2.6.1 A pplicability to  Therm al C onvection
The results obtained from thermal convection simulations are extremely positive. The 
error indicator presented has proven reliable and the adaptive procedure is shown to be 
robust. Predictions for heat transfer agree well with benchmark solutions, suggesting that 
the technique is valid and accurate.
2.6.2 A pplicability to  Therm o-chem ical C onvection
The results obtained from thermo-chemical simulations are somewhat less conclusive. How­
ever, two major conclusions can be drawn:
1. The AFEM provides a suitable means for increasing grid resolution in localized re­
gions. This leads to a reduction in numerical diffusion and, hence, entrainment rates, 
provided that the interpolation employed during the remeshing procedure accurately 
captures all underlying features. Our results suggest that an extension of this work to 
both tracer particle and marker chain methods would be a worthwhile exercise, with 
the higher spatial resolution yielded leading to the more accurate tracking of particles 
(or the marker chain), generating results of greater accuracy.
2. Even using the AFEM, grid based methods fail to achieve results that are consistent 
with other methods. Consequently, we conclude that the method, at least in its 
current format, requires unrealistically high resolution to limit artificial diffusion and 
accurately track chemical heterogeneities.
In summary, the number of degrees of freedom required for accuracy on uniform structured 
meshes is greater than that on adapted unstructured meshes. Thus for the same, or often 
superior precision, the number of degrees of freedom is reduced when the present adaptive 
procedure is used. However, perhaps the most important advantages of the AFEM are that:
1. The unstructured nature of the technique allows its use when modeling many of the 
complex geometries encountered on Earth.
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2. Nodes automatically cluster around zones of high solution gradient, without the need 
for complicated a priori mesh generation.
3. The reduction in the number of degrees of freedom leads to a decrease in CPU-time 
and memory use (both in terms of disk space and RAM), meaning that complex 
problems can be solved efficiently.
To date, successful goal-orientated/error-guided grid adaptation techniques have, to our 
knowledge, not been utilized in the field of geodynamics. Potential applications of the 
method are wide-ranging and specific elements of the method could even be applied alone 
in certain situations. For example, the error-guided remeshing procedure would prove ex­
tremely useful in Lagrangian simulations, when large distortions of the computational do­
main necessitate a total regridding. Within the field of geodynamics applications of the 
AFEM would include studies into subduction zone dynamics, D" and its interaction with 
the post-perovskite phase transition, upper mantle phase transitions, mid-ocean ridge mag- 
matism and plume dynamics. These phenomena have one thing in common - ‘active’ regions 
of high solution gradient, be it in temperature, composition, pressure or velocity, that are 
found embedded in large, ‘passive’ regions, whose location is difficult to determine a pri­
ori. It is clear therefore, that adaptive grid methods, with a posteriori error indicators, 
should have an important role to play in the development of efficient solution techniques for 
such problems. This development should not be restricted to the method described here (i.e. 
adaptive remeshing), but to adaptive procedures as a whole. Due to its flexibility, numerical 
modeling will undoubtedly continue as a primary tool in helping us to understand various 
geological processes. The AFEM and the ‘multi-resolution’ solutions yielded, should, for the 
moment at least, ensure that progress is not unnecessarily restricted by computer power.
Chapter 3
Adaptive Finite Element Methods 
in Geodynamics; Convection 
Dominated Mid—Ocean Ridge and 
Subduction Zone Simulations
3.1 Abstract
An adaptive finite element procedure is presented for improving the quality of convection 
dominated mid-ocean ridge and subduction zone simulations in geodynamics. The method 
adapts the mesh automatically around regions of high solution gradient, yielding enhanced 
resolution of the associated flow features. The approach utilizes an automatic, unstructured 
mesh generator and a finite element flow solver. Mesh adaptation is accomplished through 
mesh regeneration, employing information provided by an interpolation based local error 
indicator, obtained from the computed solution on an existing mesh. The proposed method­
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ology works remarkably well at improving solution accuracy for both mid-ocean ridge and 
subduction zone simulations. Furthermore, the method is computationally highly efficient. 
To date, successful goal-orientated/error-guided grid adaptation techniques have, to our 
knowledge, not been utilized within the field of geodynamics. This chapter presents the 
first true geodynamical application of such methods.
Full Citation: Dames, D. R., J. H. Dames, O. Hassan, K. Morgan, and P. Nithiarasu (2007), Adaptive 
Finite Element Methods in Geodynamics; Convection Dominated Mid-Ocean Ridge and Subduction Zone 
Simulations, Int. J. Num. Meth. Heat Fluid Flow., In Press.
Note: Although this chapter is published in an academic journal, with contributing authors, their contribu­
tion was no greater than it would otherwise have been for a regular thesis chapter.
3.2 Introduction
Over recent decades, adaptive grid techniques (Babuska & Rheinboldt 1978, Lohner et al. 
1985, Peraire et al. 1987) have been widely employed by the engineering community, in 
areas ranging from compressible aerodynamics (e.g. Hassan et al. 1995) to incompressible 
flow and heat transfer problems (e.g. Pelletier & Ilinca 1995, Nithiarasu k, Zienkiewicz 
2000, Mayne et al. 2000). However, until recently (Davies et al. 2007), grid adaptivity had 
not been applied within the field of geodynamics, a branch of geophysics concerned with 
measuring, modeling, and interpreting the configuration and motion of Earth’s crust and 
mantle. This is surprising, since the method provides a suitable means to solve many of 
the complex problems currently encountered in the field. The motivation behind this study, 
therefore, is to demonstrate the benefits of such techniques within a geophysical framework.
The mantle, the region between Earth’s crust and core, contains 84% of Earth’s volume
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and 68% of its mass, but because it is separated from direct observation by the thin crust 
there are many unsolved problems. Mantle convection establishes one of the longest time 
scales of our planet. Earth’s mantle, though solid, is deforming slowly by a process of 
viscous creep and, while sluggish in human terms, the rate of this subsolidus convection is 
remarkable by any standard. Indeed, it is estimated that the mantle’s Rayleigh number, 
a dimensionless parameter quantifying its convective instability, is of order 109 (Schubert 
et al. 2001), generating flow velocities of 2-10cm yr-1 . Plate tectonics is the prime sur­
face expression of this convection (e.g. Davies & Richards 1992), although, ultimately, all 
large scale geological activity and dynamics of the planet, such as mountain building and 
continental drift, involve the release of potential energy within the mantle. Consequently, 
innovative techniques for simulating these large scale, infinite Prandtl number convective 
systems are of great importance.
Rather than simulate the whole mantle, which would require massively parallel codes in 3-D 
spherical geometry, this investigation focusses upon geologically active regions along Earth’s 
surface, where the mantle interacts with Earth’s crust. Steady state thermal convection is 
examined, at a Mid-Ocean Ridge (MOR) and at a Subduction Zone (SZ), problems that 
can be well approximated in two dimensions. A MOR is a long, elevated volcanic structure, 
occurring at divergent plate margins along the middle of the ocean floor. Such ridges form 
through the symmetrical spreading of two tectonic plates from the ridge axis. SZ, on the 
other hand, occur at convergent plate margins, where Earth’s tectonic plates move towards 
each other, with one plate subducting beneath the other into Earth’s mantle. The geometry 
of a SZ is mapped out by the locations of earthquakes and deep seismicity, with most present 
day SZs extending from trenches on the ocean floor, at an angle ranging from near horizontal 
to near vertical, to a depth of up to 700 km. Volcanoes tend to form «  100km above the 
subducting slab, at the volcanic arc, making SZs the most active tectonic locations on our
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planet.
Numerical simulations of these tectonic settings involve complex geometries, complex ma­
terial properties and complex boundary conditions. Such a combination often yields unpre­
dictable and intricate solutions, where narrow regions of high solution gradient are found 
embedded in a more passive background flow. These high gradient regions present a serious 
challenge for computational methods: their location and extent is difficult to determine 
a priori, since they are not necessarily restricted to the boundary layers of the domain. 
Furthermore, even if their location is identified, with the current methods employed in the 
field, it is often impossible to resolve localized features. It is natural to think, therefore, 
that grid adaptivity. with a posteriori error indication criterion, could play an important 
role in the development of efficient solution techniques for such problems.
The present study extends on the work of Chapter 2, which applied grid adaptivity to in­
finite Prandtl number, thermal and thermo-chemical convection. However, here, attention 
is focussed on geodynamical application, as opposed to methodology formulation and vali­
dation. The aim is to improve the solution quality of MOR and SZ simulations, by utilizing 
adaptive mesh refinement strategies. Results illustrate that the method is advantageous, 
improving solution accuracy whilst reducing computational cost.
The remainder of this chapter will cover the equations governing mantle convection, together 
with the numerical and adaptive strategies used in their solution. The methodology is then 
applied in geodynamical simulations of the tectonic settings introduced above.
Chapter 3: Adaptive Finite Element Methods in Geodynamics; Convection Dominated
Mid-Ocean Ridge and Subduction Zone Simulations 62
3.3 Methodology
3.3.1 G overning Equations and Solution  Procedure
Earth’s mantle is solid. However, over large timescales it deforms slowly through processes 
such as dislocation and diffusion creep. As a consequence, motion within E arth’s mantle can 
be described by the equations governing fluid dynamics. Since the mantle has an extremely 
large viscosity (~  1021 Pa s), the equations governing mantle convection are somewhat 
different to those governing the more typical fluid mechanics problems:
1. The large viscosity of Earth’s mantle makes the Prandtl Number (Pr), the ratio 
between viscous and inertial forces, of the order 1024. Accordingly, inertial terms in 
the momentum equation can be ignored.
2. The Ekman number (i.e. the ratio between viscous and Coriolis forces) is of the order 
109, since the velocity of convection within the mantle is so small. As a consequence, 
the Coriolis force can be neglected.
3. The centrifugal force is proportional to the square of the velocity. Consequently, it is 
even smaller than the Coriolis force and it is also ignored.
This mantle convection problem is formulated in terms of the conservation equations of 
momentum, mass and energy, expressed for incompressible, Boussinesq convection, in di- 
mensionless, vector form:
V2u =  —Vp  +  Ra T  k (3.1)
V • u =  0
r V T I
-7t— +u-vr = v2rat
(3.2)
(3.3)
Chapter 3: Adaptive Finite Element Methods in Geodynamics; Convection Dominated
Mid-Ocean Ridge and Subduction Zone Simulations 63
where u is the velocity vector, T  is the temperature, p is the non-lithostatic pressure, k is 
the unit vector in the direction of gravity and t is the time. In addition, the dimensionless 
parameter:
Ra = ^ l  (3.4)
K V
denotes the Rayleigh number, where g is the acceleration due to gravity, (3 is the coefficient 
of thermal expansion, A T  is the temperature drop across the domain, d is the domain 
depth, k is the thermal diffusivity and v  is the kinematic viscosity.
A widely used two-dimensional (2-D) geodynamics finite element program, CONMAN, 
which employs quadrilateral elements and bilinear shape functions for velocity, is utilized 
to solve these incompressible, infinite Prandtl number equations. The main characteristics 
of the code are presented here, although a more detailed description can be found in King 
et al. (1990) and Appendix B. The continuity equation is treated as a constraint on the 
momentum equation and incompressibility is enforced in the solution of the momentum 
equation using a penalty formulation. The well known streamline upwind Petrov Galerkin 
(SUPG) method is used to solve the energy equation (Hughes & Brooks 1979) and an ex­
plicit second order predictor corrector algorithm is employed for time marching. Since the 
temperatures provide the buoyancy to drive the momentum equation and, as there is no 
time dependence in the momentum equation, the algorithm to solve the system is simple: 
given an initial temperature field, calculate the resulting velocity field. Use the velocities 
to advect the temperatures for the next time step and solve for a new temperature field.
3.3 .2  A daptive S trategies
Over recent decades, unstructured grid systems have been developed and applied in simula­
tions of various computational fluid mechanics problems. The accuracy of a computational
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solution is strongly influenced by the discretization of the space in which a solution is 
sought. In general, the introduction of a highly dense distribution of nodes throughout 
the computational domain will yield a more accurate answer than a coarse distribution. 
However, limitations in computer processing speed and accessible memory prohibit such a 
scenario. An appropriate alternative would be to improve the accuracy of the computation 
where needed. Grid adaptation provides a suitable means to do this, ensuring that grids 
are optimized for the problem under study. Broadly speaking, such adaptive procedures 
fall into two categories:
1. /?-refinement, in which the same class of elements continue to be used, but are changed 
in size to provide the maximum economy in reaching the desired solution.
2. p-refinement, in which the same element size is utilized, but the order of the polyno­
mial is increased or decreased as required.
A variant of the ^-refinement method, termed adaptive remeshing, is employed in this 
study. It provides the greatest control of mesh size and grading to better resolve the flow 
features. The main advantages offered by such methods are (Lohner 1995):
1. the possibility of stretching elements when adapting features that are of lower dimen­
sionality than the problem at hand, which leads to considerable savings:
2. the ability to accommodate, in a straightforward manner, problems with moving bod­
ies or free surfaces.
In this method, the problem is solved initially on a coarse grid, noting that this grid must 
be sufficiently fine to capture the important physics of the flow. Remeshing then involves 
the following steps:
1. The solution on the present grid is analyzed through an error indication procedure, 
to determine locations where the mesh fails to provide an adequate definition of the 
problem. An interpolation based local error indicator is employed in this study, based 
upon nodal temperature curvatures (e.g. Peraire et al. 1987).
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2. Given the error indication information, determine the nodal spacing, 6. the value of 
the stretching parameter, s, and the direction of stretching, a , for the new grid.
3. Using the old grid as a background grid, remesh the computational domain utilizing 
a variant of the advancing front technique (George 1971, Lo 1985, Peraire et al. 1987, 
Davies et al. 2007), which is capable of generating meshes that conform to a user 
prescribed spatial distribution of element size (i.e. <5, a and s ).
4. Interpolate the original solution between meshes.
5. Continue the solution procedure on the new mesh.
The remeshing process is repeated until the desired solution criteria are met (see Appendices 
C and D for further details).
3.4 Geodynamical Applications
3.4.1 M id—O cean R idge M agm atism
A significant body of work has been published on the numerical modeling of Mid-Ocean 
Ridges (MOR). For example. Buck et al. (2005) use numerical models to study modes of 
faulting at ridges. Kuhn &; Dahm (2004) employ numerical models to study magma (i.e. 
molten rock) ascent beneath ridges, while Albers fc Christensen (2001) study the channeling 
of plumes below ridges. While these models were designed to investigate specific processes 
at ridges, incorporating complex material properties and boundary conditions, we present 
a simple, generic, passive (buoyancy forces are neglected) MOR model, utilizing our results 
to demonstrate the benefits of grid adaptivity.
Model Geometry and Boundary Conditions
The model presented does not incorporate the entire convecting mantle. Instead, we focus 
on the region directly adjacent to a MOR. Our results are derived from simulations in a
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7 = 0  (Fixed) 
MBC = Specified
7 = Insulating 
MBC = Stress Free
The Ocean Floor
7 = Insulating 
MBC = Stress Free
7= 1 (Fixed) 
MBC = Stress Free
Figure 3.1: A summary of the boundary conditions utilized in our mid-ocean ridge model, where MBC 
denotes the mechanical boundary conditions. Stress free conditions, i.e. no normal or shear stress, are 
employed at the lower and side boundaries, with prescribed velocities (kinematic) on the upper boundary, 
the non-dimensional equivalent of 5cm yr-1 . Temperatures are fixed on upper (T  =  0) and lowrer (T  =  1) 
boundaries with insulating sidewalls.
rectangular domain of height 1, which in our application to a MOR represents 500km, and 
width 5 (=  2500km), x  being non-dimensionalized (V) as:
x — —
Jo (3.5)
where Iq = 500km. By limiting the vertical and horizontal extent of the domain, computa­
tional expenditure is reduced, allowing one to accurately resolve the flow details contiguous 
to plate boundaries. The main drawback of this technique is that flow must be permitted 
through the lower and side boundaries of the model: these boundary conditions are therefore 
specified in such a way as to mimic the effect of the full convecting system on the smaller 
region under study (Figure 3.1).
Plate motion is prescribed as a kinematic boundary condition at the upper surface. A 
non-dimensional velocity, equivalent to 5cm yr-1 , is chosen, utilizing the non-dimensional
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Figure 3.2: The thermal field generated by our mid-ocean ridge simulations. Red is hot (T  = 1). blue is 
cold (T  =  0) and the color scale is Unear. A series of stream-traces are included, indicating the flow field 
behavior.
relation:
/ vlov = (3.6)
where k denotes thermal diffusivity, taken as 1 x 10 6 m2s l . Time is non-dimensionalized 
bv the conductive time scale:
(3.7)
t_K
The model makes no attem pt to account for forces that move the plate. The new plate 
that is continuously created within the model is disposed of by a prescribed rate of flow 
through the outer boundary'. This in turn is replaced by material from the side and lower 
boundaries. Material properties are uniform throughout the domain, there are no internal 
heat sources and the Rayleigh number is set to zero.
R esults
We find that the broad patterns observed in previous studies are reproduced (Figure 3.2). 
With flow driven kinematically by surface ‘plate’ motion, the system evolves to approach
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a steady state. This typically involves the development of a cold ‘plate’ thickening with 
age at the surface, with flow beneath focusing heat directly towards the ridge axis (i.e. the 
upper center of our model). This ‘plate’ is particularly well captured in our simulations, 
as a direct consequence of the adaptive methodologies utilized. It is necessary, therefore, 
to provide a brief run through the evolution of the calculation, to illustrate the benefits of 
grid adaptivity.
Having obtained an initial solution on a coarse grid (Figure 3.3-Stage lb), mesh adaptation 
was invoked to resolve, in more detail, the temperature profile encountered. The solution 
was analyzed via the error indication procedure and the domain remeshed, utilizing the 
information yielded by this error indicator (the generation parameters 6\fin, 5Max» $Max 
and C  displayed in Table 3.1) to control the regeneration process. The ensuing grid is 
displayed in Figure 3.3 (Stage 2a). Note that nodes have automatically clustered around 
zones of high temperature gradient, at the surface and immediately below ‘plate’ boundaries.
The solution procedure continued on this new mesh, producing the thermal field observed 
in Figure 3.3 (Stage 2b). It is clear, even visually, that the solution on this grid is far better 
resolved than that seen in Figure 3.3-Stage lb, with contours more steady and consistent. 
However, by examining the thermal field close to the ridge axis (Figure 3.4-Stage 2b) 
it becomes apparent that the problem remains inadequately defined. Consequently, one 
further remeshing loop was invoked, producing the mesh observed in Figure 3.3 (Stage 3a). 
The simulation was terminated once the solution was deemed to have converged on this 
mesh. The final temperature profile is displayed in Figures 3.3 and 3.4 (Stage 3b).
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Stage Elements Nodes f im in fim ax S m a x C
1 4096 4225 - - 5 -
2 12965 13259 0.01 0.1 5 0.05
3 22790 23263 0.005 0.1 5 0.03
Table 3.1: The sequence of meshes and mesh generation parameters employed for the mid-ocean ridge 
simulations. It should be noted that the initial mesh (Stage 1) was generated via a simple uniform mesh 
generator, as opposed to the advancing front generator typically employed throughout this study.
W ith each remeshing, the benefits of the multi-resolution solution permitted by the adap­
tive methodologies can be appreciated. Within the upper thermal boundary layer, where 
temperature contours are extremely compact and gradients are high, a large number of 
nodes is required to generate an accurate solution. Since the lower reaches of the model are 
more passive, with reduced solution gradients, the number of nodes required for accuracy 
is significantly less. The proposed method automatically ensures that an ‘optimal’ mesh is 
generated, with zones of fine resolution being analogous to zones of high solution gradient. 
Consequently, the thermal field can be adequately resolved.
As a quantitative test of the method, we have computed heat flow as a function of ocean floor 
age, at each stage of the calculation (i.e. for converged solutions on each grid). The results 
are displayed in Figure 3.5, alongside data derived from a cooling half-space model (Turcotte 
&; Schubert 2002) which is an analytical approximation to the problem, and data obtained 
from a simulation utilizing a fully uniform, structured mesh of almost 30,000 elements 
(SM in Figure 3.5). An exceptional agreement is observed between all data sets beyond 
«  lM yr (Myr =  million years). This accord, however, disappears within «  lMyr of the ridge 
axis. Here, the half-space model tends towards infinity, whereas our simulations converge 
towards a finite value, as indeed would be expected from the physics of the numerical 
problem. Nevertheless, this graph provides a simple way to illustrate the benefits of the 
proposed methodology. Simulation results show sequentially improving agreements with 
the half-space model as one refines the grid from Stage 1 to Stage 3. Results track the
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Figure 3.5: Plot of computed heat flow against age relation for our MOR models and the cooling half­
space model for k =  3.3 Wm-1 K-1 . A clear divergence is observed between the computed solution and the 
cooling half-space. However, as the grid becomes more and more refined, through the adaptive procedures, 
this divergence decreases dramatically. Note that SM represents the solution obtained on a fully uniform 
structured mesh. It is included for comparative purposes only.
analytical solution closer to the ridge axis, culminating in successively higher values at 
the axis itself. This is a direct consequence of the improved resolution inherent to the 
adaptive methodologies utilized. At the ridge axis itself, the true numerical solution is 
extremely difficult to reproduce. However, what is clear from this graph is that the adaptive 
methodologies employed significantly improve solution quality. The results from a fully 
uniform structured mesh, albeit with more degrees of freedom, are not competitive with 
those obtained using the adapted grids.
In addition to increasing solution accuracy, the adaptive refinement strategies are computa­
tionally highly efficient. As regards to the MOR simulations presented here, for a specified 
level of accuracy a uniform mesh simulation expends approximately 20% more CPU time 
than an adaptive mesh simulation, with figures for the adaptive case including the time al­
located for remeshing. The generation of a new optimal mesh is an inexpensive procedure.
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typically taking between 15 and 20 time-steps, compared to the time taken for one time 
step with a fixed mesh. It should be noted however that the time expended in remeshing 
can be decreased significantly by specifying a larger remeshing tolerance, msh-tol.
3.4.2 Subduction  Zone M agm atism
As is the case with mid-ocean ridges, numerical models have become central in shaping 
our understanding of SZ dynamics and thermal structures. Andrews k  Sleep (1974) use 
numerical models to demonstrate that frictional heating along the subducting plate is not 
likely to produce enough heat to melt the slab. Davies k  Stevenson (1992) cite numerical 
models as primary evidence to suggest that the oceanic crust of the down going slab is 
not melted extensively, if at all, and, hence, is not the source of SZ magmatism, with the 
possible exception of the special case of very young oceanic crust, which is hotter. Numer­
ical simulations have also been developed for studies of SZ mineralogy and metamorphism 
(Peacock 1996), transportation of water and its influence on melting (Iwamori 1998), the 
thermal and dynamic evolution of the upper mantle in SZ (Kincaid k  Sacks 1997) and the 
effects of chemical phase changes on the downwelling slab (Christensen 2001). It is impor­
tant to note that the SZs discussed here have an idealized geometry. The terminology used 
in describing such SZs is presented in Figure 3.6.
In this study, a basic isoviscous flow model is presented which is used to demonstrate the 
benefits of grid adaptivity within a SZ context. It is common knowledge that the most 
difficult region to resolve in any SZ model is the area between the subducting slab and the 
overriding plate, commonly known as the mantle wedge corner, as a direct consequence of a 
singularity at the intersection between slab and plate. Since the most geologically important 
processes in SZ occur here, models of wedge flow need to be carefully constructed. Previous 
studies have achieved higher resolution in this area by a priori generating a mesh with a
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Figure 3.6: The geometry of a generic subduction zone. Note that by overriding plate we mean the rigid 
lithosphere. By wedge comer we mean the apex at which the overriding plate and slab meet. Adapted from 
Davies & Stevenson (1992).
large number of nodes clustered in the wedge (e.g. Davies &: Stevenson 1992). However, this 
is not ideal. Grid adaptivity provides a suitable alternative, allowing one to automatically 
generate an optimal mesh, through a posteriori error indication procedures, ensuring that 
nodes are positioned where required. Such techniques could therefore play an important 
role in future solution strategies for these models, for both the steady state simulations 
considered here and more complex unsteady problems.
M odel Geometry and Boundary Conditions
We do not simulate the entire convecting mantle. Instead, we focus on the region directly 
adjacent to a generic SZ. The results of calculations using a box of 3 x 2 non-dimensional 
units are presented, which is equivalent to 600 x 400km. Boundary conditions are summa­
rized in Figure 3.7. We shall distinguish two lithospheres. First, a mechanical lithosphere, 
wThich will be considered to be the rigid part of the plate on the time scale of the process, 
and, second, a thermal lithosphere, which is Earth’s upper thermal boundary layer. The 
descending slab is prescribed by a kinematic boundary condition as a non-migrating slab 
dipping uniformly at 60°. The subduction velocity is set to the non-dimensional equivalent
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Figure 3.7: A composite diagram illustrating the boundary conditions utilized in the subduction zone 
model.
of 9 cm yr-1 . These velocities are also prescribed to the incoming plate. A zero velocity 
condition is specified at certain nodes to model the mechanical lithosphere of the overriding 
plate, corresponding to a thickness of 50km. This restricts them from participating in the 
viscous flow region. The thickness of the mechanical lithosphere of the downgoing plate 
is taken to be the same as the overriding plate (i.e. 50 km). The side and lower domain 
boundaries are prescribed with velocities derived from the analytical solution to a Newto­
nian corner flow problem (McKenzie 1969). Indeed, by setting the model up in this way, 
a direct comparison can be made between simulated velocities and those of the analytical 
solution. This allows a quantitative demonstration into the benefits of grid adaptivity to 
SZ simulations.
Temperature boundary conditions are slightly more complex. The temperature is fixed at 
the surface (T  =  0) and a zero heat flux condition is specified at the base of the model. 
On the continental side, i.e. the overriding plate, the thermal boundary layer is assumed
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to be 100km thick. Within this layer, it is assumed that vertical heat transfer is practically 
by conduction alone and that steady state conditions prevail. The temperature profile is, 
therefore, represented by a linear temperature gradient, with the temperature at the base of 
this layer assumed to be 1350°C, or T  =  1 in non-dimensional units, and the temperature 
at the top, i.e. the surface of the overriding plate, assumed to be 0°C, or T  = 0 in non- 
dimensional units. The situation on the oceanic side, i.e. the incoming plate, is slightly 
different. The oceanic plate is created at the axis of a mid-ocean ridge and cools as it 
moves away from the ridge axis, as was illustrated in Figure 3.2. The temperature profile 
within the incoming plate can, therefore, be approximated, by a standard error function, 
consistent with a plate of age 40Ma (Carlsaw & Jaeger 1959), as:
where £40 is the age of the plate in seconds, is the surface temperature, T^m) is the 
mantle temperature and k is the thermal diffusivity, which is assumed to be 1 0 - 6m2s_1. 
The thermal boundary layer is assumed to be 100 km thick with temperatures at its top 
and base taken as T  = 0 and T  = 1, in non dimensionalized units, respectively.
Convection is believed to be the dominant mode of heat transfer in the upper mantle, be­
neath the thermal boundary layers. Consequently, the temperature gradient is lower. In the 
interior of a vigorously convecting fluid, the mean temperature gradient is approximately 
adiabatic. Considering the adiabatic temperature gradient of the uppermost mantle (Tur- 
cotte &: Schubert 1982) and the depth of the box, i.e. 400km, a temperature of 1470°C is 
specified at the bottom left and right corners of the box, which, in non-dimensionalized 
units, is «  1.09. The temperature increases linearly from the base of the thermal boundary 
layer to this point. There are no explicit heat sources or sinks within the model.
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( b )
Figure 3.8: (a) The steady state thermal field yielded by our subduction zone simulations. Red is hot 
(T =  1.09), blue is cold (T  =  0) and the color scale is linear. Note that the slab remains cool throughout, 
while the mantle wedge corner heats up significantly. The dark lines traversing the solution domain are 
velocity stream-traces. included to provide an indication of the direction of motion, (b) The final mesh.
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Results
Results are displayed in Figure 3.8. They are broadly consistent with previous SZ models, 
with the thermal field being characterized by rapid temperature variations over the solution 
domain, predominantly along the margins of the subducting plate and in Earth’s upper 
thermal boundary layer. However, these results are not central to our study. It can be 
seen from Figure 3.8 that the adaptive procedure has refined the grid at locations of high 
temperature gradient, without overloading the remainder of the domain (note that a preset 
element size is specified for nodes in the upper mechanical lithosphere and the down going 
slab, since velocities here are prescribed). Such grid refinement has a dramatic effect on 
solution accuracy. This is illustrated in Figures 3.9 and 3.10, which display the discrepancy 
between simulated velocities and those yielded by the analytical solution. This local error, 
E l , is calculated as:
f    I^ A/ Va\ (0
El ~ “ iK d -  (3-9)
where V\j denotes simulated velocities, Va the velocities yielded by the analytical solution 
and | • | absolute value. The improvements yielded by grid adaptivity are clear to see. On 
the initial mesh (Stage 1), the error is extremely prominent, emanating from its source 
at the mantle wedge corner and strongly degenerating the solution over a large section 
of the wedge. A minor error is also visible at the corner underlying where the incoming 
plate descends to become the down going slab, although it is small in comparison to that
observed in the wedge corner. By Stage 2, the re-meshing process has refined the grid
considerably in these regions and, consequently, a substantial decrease in error is observed. 
An additional reduction in error also occurs in Stage 3, as the grid becomes further refined 
at these locations. Even though the effects of the singularity are not fully nullified, its
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Stage Elements Nodes ^ m tn f im ax S m a x C
1 7 3 3 3 7 4 9 9 0 .0 6 0 .0 6 1 -
2 1 7 8 7 6 1 8 1 3 1 0 .0 2 0 .0 4 3 0 .2
3 2 0 9 0 6 2 1 1 5 7 0 .0 1 0 .0 4 3 0 .1
Table 3.2: The sequence of meshes and mesh generation parameters employed for the subduction zone 
simulations
influence is severely restricted by the grid refinement procedure.
The point is reinforced by examining the mean global error, E g , calculated as:
EG = [  E LdQ /  f  dQ (3.10)
Jn Jn
Results are presented in Table 3.3, demonstrating quantitatively that the refinement process 
undoubtedly has a positive influence on the global error. As the grids are adapted a dramatic 
decrease in error is observed. This is particularly true for the first remeshing, where Eg 
decreases by a factor of 4.5.
In summary, the adaptive strategies employed have significantly improved solution accuracy 
for the SZ simulations presented here. The refinement process has severely restricted the 
influence of the intersection singularities and, consequently, solution accuracy throughout 
the domain is improved. Results suggest that an extension of this work to models with 
more realistic mantle rheologies, i.e. material properties, together with more Earth like 
surface plate behavior, incorporating solidification and localization phenomena, would be a 
worthwhile exercise. A true understanding of this system will only be gained by studying 
coupled crustal/mantle models. Such models naturally require fine resolution within the 
crust, where the plates fracture, bend and buckle, and coarser resolution as one descends into 
the mantle, where deformation occurs on a much larger scale. Error-guided grid adaptivity 
should therefore be an invaluable tool in simulating such dynamic systems.
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Figure 3.10: High resolution contour plots of the solution error, E l ,  in the mantle wedge corner. Contour 
values range between 0.1 and 0.9. at a contour spacing on 0.2. (a) represents the solution error obtained on 
the initial grid, (b) the error after 1 remeshing, while (c) represents the final error, i.e. after 2 remeshings.
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Stage Eg
1 0.0117
2 0.0026
3 0.0022
Table 3.3: The mean global error, Eg , obtained following each stage of the subduction zone simulations.
3.5 Conclusions
An adaptive finite element procedure has been applied in simulations of two separate geody- 
namical processes—fluid flow at a mid-ocean ridge (MOR) and at a subduction zone (SZ). 
The method has refined the locations of thermal boundary layers wherever they are strong, 
at the ridge itself and along E arth’s surface (MOR), and in the mantle wedge, along the 
margins of the descending plate and at Earth’s surface (SZ). The adapted grids maintain 
good solution accuracy and, through a series of remeshings, display the ability to gradually 
improve solution quality, without significantly increasing the total number of unknowns at 
each stage. The advocated methods are computationally highly efficient, expending ap­
proximately 20% less CPU time than uniform mesh simulations, for a specified level of 
accuracy.
This investigation suggests that coupling adaptive strategies to more complex models will 
lead to a new class of geodynamical simulation, yielding greater insights into the intricate 
processes at work within Earth’s interior. With the methods currently employed in the field, 
such insights are beyond our capabilities. However, memory efficient numerical techniques, 
such as the adaptive strategies presented here, will ensure that research is not unnecessarily 
restricted by computer power. It is therefore of great importance that the geodynamical 
community begins to implement such schemes.
C hapter 4
Towards Automatic 
M ulti-resolution in 3-D Spherical 
Models of Mantle Convection
4.1 Abstract
A method for introducing multi-resolution capabilities into pre-existing 3-D spherical mantle 
convection codes is presented. The method, based upon the multigrid refinement techniques 
employed in the field of computational engineering, is utilized to refine and solve on a radi­
ally non-uniform grid. However, it is equally applicable for complete spatial refinement, i.e. 
radially and/or laterally on a sphere. Highly efficient solutions to non-uniform problems are 
obtained, consisting of a high resolution upper mantle with coarser resolution elsewhere. 
Since the viscosity of Earth’s mantle increases significantly with depth, upper mantle con­
vection is dominated by fine-scale activity, with longer wavelength features more prevalent 
in the lower mantle. The advocated scheme fits in perfectly with such behavior, yielding
83
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great benefits for geodynamical investigations. It is highly efficient in terms of RAM, mean­
ing that one can attempt calculations that would otherwise be impractical. In addition, the 
scheme reduces the CPU-time needed to solve a given problem. Validation tests illustrate 
that the method is accurate and robust.
4.2 Introduction
4.2.1 M otivation  and Background
Plate tectonics is a theory that underpins most of modern geology, with the basic idea being 
that Earth’s surface consists of several rigid plates that are in relative motion with respect to 
one another. While sea floor spreading and subduction are widely accepted mechanisms for 
the creation and destruction of these plates, the underlying processes, which are responsible 
for the observed pattern of plate motion, are not comprehensively understood. The general 
consensus is that plate movement is the surface expression of a global pattern of solid state 
convection within Earth’s mantle. Indeed, in some way or another, ultimately, all large- 
scale geological activity and dynamics of the planet can be related to the release of potential 
energy within the mantle.
Earth’s present-day mantle is obscured from direct view. Nevertheless a wealth of informa­
tion has accumulated regarding its structure, composition and internal dynamics. Seismol­
ogy (e.g. Dziewonski et al. 1975, Kennett k  Engdahl 1991, Grand et al. 1997, van der Hilst 
et al. 1997, Bijwaard k  Spakman 1999, Kennett k  Gorbatov 2004), accurate measurements 
of the gravity and geoid field (e.g. Richards k  Hager 1984, Ricard et al. 1993, Tapley et al. 
2005) and heat flow studies (e.g. Bullard 1939, Jessop et al. 1976, Pollack et al. 1993, Stein 
k  Stein 1994) have all played a role in this development. This observational knowledge 
has been supplemented by geochemical and mineral physics experiments, some conducted
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at extreme conditions of temperature and pressure (e.g. Allegre et al. 1996, Hoffman 1997, 
Bercovici k  Karato 2003, Murakami et al. 2004, Oganov k  Ono 2004, Boyet k  Carlson 
n.d.). A multidisciplinary team of scientists has therefore come together, with a mutual 
aspiration to understand Earth’s mantle.
An imperative component in this multi-faceted approach is the ability to numerically simu­
late the mantle’s convective flow field. This is best achieved within global, three-dimensional 
(3-D) spherical models which solve the conservation equations of mass, momentum and en­
ergy, at infinite Prandtl number, in a spherical shell (e.g. Baumgardner 1985, Bunge et al. 
1996, Moresi k  Solomatov 1995, Zhong et al. 2000, Stemmer et al. 2006, Choblet et al. 
2007). The existing 3-D spherical codes, e.g. TERRA (Baumgardner 1985), CITCOMs 
(Zhong et al. 2000) and OEDIPUS (Choblet et al. 2007), are computationally highly ef­
ficient, utilizing an almost uniform discretization of the sphere and resourceful solution 
strategies, frequently centered around a multigrid solver. They have shown their value 
on countless occasions, yielding otherwise unattainable information on the temporal and 
spatial evolution of mantle flow under a range of rheologies and boundary conditions (e.g. 
McNamara k  Zhong 2005, Davies 2005, Davies k  Bunge 2006, Zhong 2006) and also, by pre­
dicting the seismic tomography anomalies found in the mid-mantle (Bunge k  Grand 2000, 
Bunge k  Davies 2001). However, since mantle convection is nonlinear and time-dependent, 
these codes are difficult to formulate and validate. Furthermore, the scale and geometry of 
the problems under investigation mean that, regardless of their numerical efficiency, even 
the simplest simulations are computationally highly demanding. As a consequence, despite 
the massively parallel computational architectures available to us today, it is often impossi­
ble to resolve thermal and chemical boundary layers at ‘Earth-like’ Rayleigh numbers. This 
task becomes even more difficult for ‘early Earth’ simulations, likely to be characterized by 
more vigorous convection. This is a major concern.
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4.2.2 T he N eed  for M ulti-R esolution
Maiitle convection is characterized by fine scale upwelling and downwelling activity in a more 
passive, large-scale background flow. Such narrow, high gradient regions present a serious 
challenge for computational methods: their location and extent is often undeterminable and, 
even if they are identified, with current methods it is often impossible to resolve localized 
features. Indeed, one of the most challenging problems currently facing geodynamicists is 
the accurate solution of such multi-scale flows.
In finite element analysis, non-uniform resolution is usually attained via unstructured grids, 
with solution accuracy and computational efficiency improved through error-guided grid 
adaptivity (e.g. Peraire et al. 1987, Nithiarasu & Zienkiewicz 2000, Davies et al. 2007). As 
illustrated in Chapters 2 and 3, there are clearly significant advantages to such techniques. 
Indeed, when compared to uniform grids, for the same, or often superior precision, the 
number of degrees of freedom is reduced when the adaptive, unstructured procedures are 
employed. This leads to an increase in computational efficiency, in terms of both processing 
time and memory demands. Additionally, the flexibility warranted by unstructured grids 
makes discretizing many of the complex geometries encountered on Earth a simple task, 
particularly if triangles are used in two-dimensions (2-D) and tetrahedra in 3-D.
Occasionally however, such techniques lead to more complication than is necessary. In view 
of the existing 3-D spherical mantle dynamics codes, which, as stated previously, are built 
upon a quasi-uniform discretization of the sphere and closely structured solution strategies, 
such techniques would throw away the regular grid and, with it, the major benefits of 
the current solution algorithms. Alternative avenues towards non-uniform resolution must 
be sought. A method capable of producing similar advantages to unstructured grids is 
needed, whilst maintaining the key benefits of the current configuration and also being
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straightforward to implement. A multigrid refinement, or ‘adaptive multigrid’, approach 
provides the answer.
The multigrid method (e.g. Brandt 1984, Briggs et al. 2000, see Appendix F for further 
details) is an amalgamation of ideas and techniques, combining iterative solution strategies 
and a hierarchy of discretizations/grids, to form a very powerful tool for the numerical 
solution of differential equations. The basic idea behind the technique is to work not with a 
single grid, but with a sequence of grids (‘levels’) of increasing fineness. The method can be 
applied in combination with any of the common numerical discretization techniques and, 
consequently, has been widely used within the geodynamical community (e.g. Baumgardner 
1985, Tackley 1996, Bunge et al. 1997, Zhong et al. 2000, Kameyama et al. 2005, Choblet 
et al. 2007). The ‘adaptive multigrid’ can be considered a multigrid process in which the 
fine grid covers only part of the domain. It is the limited extent of the fine grid that provides 
the benefits to the method.
The addition of finer mesh components spanning only parts of the domain was described 
early in multigrid history (Brandt 1977), but the idea has only occasionally been put into 
practice (e.g. Bai k  Brandt 1987, Thompson et al. 1992, Rude 1993, Lopez & Casciaro 
1997, Ekevid et al. 2004).
The applicability of such techniques to 3-D spherical infinite Prandtl number codes is in­
vestigated here. Our main aim is to demonstrate that these solution algorithms can be 
successfully incorporated within pre-existing codes, in a straightforward manner. The 
chapter begins with a general overview of the adaptive multigrid technique, utilizing a 
two-dimensional 2-D rectangular domain to illustrate the key ideas. The implementation 
of a comparable scheme within a pre-existing 3-D spherical mantle dynamics code is then 
outlined, in the context of TERRA (Baumgardner 1985, Bunge & Baumgardner 1995). This
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implementation is termed ‘radial refinement’; refinement is restricted to the radial compo­
nent of the sphere, being achieved via the adaptive multigrid methodology. The scheme, 
and consequently TERRA, is then validated by (i) solving thermal convection problems 
with known benchmark solutions and (ii) comparing results with quasi-analytical solutions 
derived via propagator matrix methods. Results indicate that the proposed methodology is 
highly successful, maintaining solution accuracy whilst improving computational efficiency.
4.3 Methodology
4.3.1 M ultigrid
Multigrid is an iterative method for the solution of algebraic systems arising from discrete 
approximations to ordinary or, more commonly, partial differential equations. The idea 
originated from attempts to improve the slow convergence of classical iterative (formally 
termed relaxation) methods. Consider a linear algebraic equation of the form:
Au =  /  (4-1)
where the solution u is sought, with the size of the matrix A  being extremely large. Since 
direct matrix inversion is out of the question for such large systems, an iterative approach 
is commonly employed. Standard iterative methods, such as Jacobi and Gauss-Seidel, are 
known to be very effective for the first few iterations. Inevitably however, convergence 
slows and the schemes appear to stall. Furthermore, the rate of convergence reduces as 
the problem size increases. This is because such schemes possess the so-called smoothing 
property: they are very effective at eliminating high-frequency or oscillatory components 
of the error, while leaving low-frequency or smooth components relatively unchanged (e.g. 
Brandt 1984, Briggs et al. 2000).
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Relaxation, therefore, efficiently reduces non-smooth error components, leaving a relatively 
smooth error, which can be well-approximated on a coarser grid, where solution is much 
cheaper. A caveat to this is that fine-grid error modes appear more oscillatory on a coarse
smooth error modes, it is advisable to move to a coarser grid; there, the smooth error 
modes appear more oscillatory and relaxation will be more effective. Multigrid methods 
exploit the smoothing property of iterative methods to improve the rate of convergence by 
utilizing coarser grids. The question now is: how does one move to a coarser grid and relax 
on the more oscillatory error modes?
It is at this point that the multigrid technique begins to come together. Relaxation sweeps 
very quickly reduce all high-frequency components of the error. Its smoother part should 
then be reduced by being approximated on a coarser grid, a grid with mesh-size H  = 2h, 
for example, where h is the mesh-size of the finer grid. Generally, for any linear fine-grid 
equation A huh = f h and any approximate solution vh. the error, eh =  uh — vh. satisfies the 
residual equation:
grid. This suggests that when relaxation begins to stall, signalling the predominance of
A heh = rh where rh = f h -  A hvh (4.2)
This error, eh can therefore be approximated by the coarse-grid function eH, which satisfies:
(4.3)
where A H is some coarse-grid approximation to A h, and i f f  is a fine-to-coarse transfer 
operator, more commonly known as a restriction operator. In other words, i f f  rh is a 
coarse-grid function whose value at each point is a certain weighted average of values of rh 
at neighboring fine-grid points.
Having obtained an approximate solution eH to Equation 4.3, we use it as a correction to
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the fine-grid solution. Namely, we replace:
-  vh + I hHeH (4.4)
where I ^  is a coarse-to-fine interpolation or prolongation. This means that at each fine- 
grid point, the value of designed to approximate the error eh, is interpolated from
values of eH at neighboring coarse-grid points. Linear interpolation can be used in most 
cases. An important point to note here is that interpolation is most effective when the 
error is smooth. If the error is oscillatory, even a very good coarse-grid approximation may 
produce an interpolant that is not very accurate. Fortunately, this provides a complement 
to relaxation, which is most effective when the error is oscillatory.
The whole process of calculating l f f r h, solving Equation (4.3) and interpolating the cor­
rection (Equation 4.4) is called a coarse grid correction. This procedure is the basis of 
the so-called correction scheme (CS). Having relaxed on the fine grid until convergence 
deteriorates, we relax the residual equation on a coarser grid to obtain an approximation 
to the error itself. We then return to the fine grid to correct the original approximation. 
It is important to appreciate how well the various elements complement each other dur­
ing the whole process. Relaxation on the fine grid eliminates the oscillatory components 
of the error, leaving a relatively smooth error, which can be accurately transferred to a 
coarser grid. Assuming the residual equation can be solved accurately on a coarse grid, it 
is still important to transfer the error accurately back to the fine grid. Because the error is 
smooth, interpolation will work very well and the correction to the fine-grid solution should 
be effective.
The aim of multigrid methods is to attain a rate of convergence which is independent of the 
number of grid points, N,  so that the total amount of work involved in obtaining a solution 
is proportional to the number of grid-points. The two grid scheme, as outline above, should
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converge faster than the basic one-grid method, however, it will not achieve the goal of a 
multigrid scheme. If the system of coarse grid equations is solved by some direct method, 
rather than an iterative method, the rate of convergence becomes independent of N , but 
the work involved in the direct solution grows rapidly with N, and will normally become 
prohibitive for large N.  If a relaxation method is used, the rate of convergence on the coarse 
grid is better than on the fine grid, but it still depends on N .
Multigrid methods achieve the required result through solving the coarse-grid equations 
by invoking the same process recursively; a few smoothing iterations are performed on 
the coarse grid, the new residuals are restricted to an even coarser grid, the equations axe 
solved on this grid etc... The method, therefore, exploits a succession of grids, each one 
being coarser than the previous. Continuing the nesting process will eventually lead to a 
grid with such a small number of points that a direct solution is feasible, or such that an 
iterative process will converge rapidly.
4.3 .2  T he Fall A pproxim ation Storage Schem e
The Full Approximation Scheme (or Full Approximation Storage - FAS) is a widely used 
version of multigrid processing. It has mainly been used in solving non-linear problems, 
but it has so many other applications that it should perhaps be used in most advanced 
programs. In the FAS Scheme, exactly the same steps are performed as in the CS, but in 
terms of another coarse-grid variable. Instead of eH, we use:
uH = l f fv h +  eH (4.5)
as the coarse-grid unknown function. This coarse-grid variable uH approximates I ^ u h, the 
full intended solution represented on the coarse grid and, hence, the name ‘Full Approxi­
mation Scheme’. The FAS coarse-grid equations, derived from Equations (4.3) and (4.5)
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are:
A h u h  =  f H (4.6)
where:
f H = A H(I«  vh) + I » r h (4.7)
Having obtained an approximate solution, uH. to 4.6, the approximate coarse-grid correction 
is, of course:
eH = uH — l l f v h (4.8)
The FAS interpolation back to the fine grid, equivalent to Equation (4.4) is:
+  (4-9)
Note that, to use directly:
v n e w  < -  I h * H  ( 4 - 1 0 )
would be worse as it introduces the interpolation errors of the full solution uH instead of 
the interpolation errors of only the correction, eH.
It is important to note that for linear problems, the FAS steps are fully equivalent to the 
CS steps. However, in the FAS mode, rather than store the correction at each grid level 
(designed to correct the finer-level approximation), the idea is to store the full current 
approximation, which is the sum of the correction and its base approximation. This is an 
essential prerequisite to any refinement strategy based around a multigrid, since in parts of 
the domain not covered by the finest grid, the coarser grid must show the full solution, not 
just a correction.
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Equivalence of CS and FAS Schemes for Linear Problems
For linear problems, the FAS steps are fully equivalent to the CS steps. Taking Equation 
(4.6) and substituting for Equation (4.7) gives:
A h uh  = A H(lj fvh) + l g r h (4.11)
Multiplying both sides by (A )~l yields:
uH = (AHr ' { A H(ljl'v h) + t f r h] (4.12)
which, when A is a linear operator, reduces to:
u H = I ? v h + (AHr ' ( l F r h) (4.13)
Rearranging this equation gives:
UH -  I ” vh = (AH) - \ l ^ r h) (4.14)
and utilizing Equation (4.8):
eH = (AH) - l (lHrh) (4.15)
which is identical to the coarse-grid corrections obtained via the CS (Equation 4.3). In 
other words, for linear problems, the FAS interpolation back to the fine grid (Equation 4.9) 
simplifies to the CS fine-grid corrections displayed in Equation (4.4). Both schemes are 
directly equivalent.
4.3.3 T he A daptive M ultigrid
Multigrid programs commonly use uniform grids at each level of refinement, as illustrated
by Figure 4.1. Such a configuration makes programming more straightforward, whilst also
avoiding the computational overhead of dealing with varying mesh spacing. Of course, in
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Figure 4.1: An example of the hierarchy of uniform grids used in regular multigrid cycles. A standard 
bisection refinement rule is employed; each quadrilateral element is split into four elements at the next grid 
level. Each grid is labeled with the number of nodes (in italic) and the number of elements (in bold).
many situations, uniform grids lead to an excessive problem size and, consequently, models 
that are computationally inefficient and impractical. Fortunately, multigrid algorithms need 
not necessarily be restricted to truly uniform discretizations. The approach described here 
is to recover the flexibility of non-uniform grids by observing that the various grids used 
in the usual multigrid cycles need not extend over the same domain. The finest levels may 
be confined to progressively smaller subdomains, so as to provide higher resolution exactly 
where desired. These ‘local patches’ are treated identically to ‘global’ grids in the multigrid 
algorithm, only that their boundary values are obtained by interpolation from coarser grids, 
where needed.
The majority of numerical solutions are derived in two main stages. The first involves 
discretizing the problem, while the second utilizes a numerical strategy to solve this system 
of discrete equations. Usually, no real interplay occurs between the discretization and 
solution processes. This results in enormous waste; the discretization process is unable 
to predict the required resolution and, consequently, the resulting algebraic system is not 
‘optimal’. It is often unnecessarily large, while solution accuracy usually remains rather
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F igu re 4.2: A piece of non-uniform grid (a) and the uniform levels it is made of (b, c, d, e, f). In essence, a 
nonuniform grid is a union of uniform subgrids. However, unlike the traditional grids utilized in a multigrid, 
the subgrids do not necessarily extended over the same domain.
low. The ‘adaptive multigrid’ however, allows the interplay between the discretization 
process and the solution strategy, thereby making both more effective. The procedure can 
be considered a multigrid process in which the fine grid covers only part of the domain- It 
is the limited extent of the fine grid that provides the benefits to the method.
Non-uniformity Generated by Uniform Grids
Non-uniform resolution is needed in many, perhaps most, practical problems. Grid refine­
ment is often required near singular points, in boundary layers and so on. Coarse grids 
can be used where the solution is smooth, or in regions away from locations where the 
solution is accurately needed. In this study, we recover the flexibility of non-uniform grids 
by generating a composite grid made up of a collection of patches, with each patch being 
a uniform grid. The domain covered by any patch may be only a small subdomain of the 
coarser grids. In such a structure, the effective mesh-size in each neighborhood will be that 
of the finest grid covering it.
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To illustrate this concept, consider a simple domain, discretized by quadrilateral elements, 
made up of five grid levels. Suppose grid level one and two extend over the whole domain, 
as is shown in Figure 4.2b/c. This is common practice in standard multigrid programs. The 
grid at level three however does not span the entire domain (Figure 4.2d), being confined to 
the vicinity of the reentrant corner, where higher resolution is required to maintain solution 
accuracy. Grids four and five are also restricted to this region of the domain, becoming 
more limited in their extent as resolution becomes finer (Figure 4.2e/f). Thus, the final 
non-uniform grid, displayed in Figure 4.2a, is made up of five distinctive grid levels.
This structure is highly flexible, since local grid refinement (or coarsening) is done by extend­
ing (or contracting) uniform grids, which is relatively easy and inexpensive to implement. 
Furthermore, the use of partial grids leads to a considerable saving in both computational 
memory and operations, especially when only a small portion of the domain needs to be 
refined. There does, however, appear to be a certain waste in the proposed system, as one 
function value may be stored several times, when its grid point belongs to several levels. 
This is not the case. Firstly, the amount of such extra storage is small, being less than 2~d 
of the total storage, for a d-dimensional problem (Brandt 1977). Moreover, the stored values 
are exactly those needed for the multigrid solution process. The major benefit of such an 
approach, therefore, is that it allows full integration of the grid adaptation process into the 
fast multigrid solver (using its levels also as in a multigrid solver), whereas other approaches 
rely on switching back and forth between solving and discretizing (hence their total work 
is not proportional, in principle, to the number of points of the final grid). Furthermore, 
by utilizing uniform grids, recurrent operators can be used for both relaxation and transfer 
procedures and a simple data structure can be employed. It should be noted that, in addi­
tion to being suitable for finite element schemes, the approach is also appropriate for finite 
difference and finite volume methods.
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4.3 .4  Im plem entation and Solution  Procedures
The issues involved in approximating the governing equations on non-uniform grids are now 
considered. A 2-D domain is utilized to illustrate this process, discretized by quadrilateral 
elements, while a standard bisection refinement rule is employed, i.e. each quadrilateral 
element is split into four elements at the next grid level. The key ideas are presented in 
two-dimensions for ease of illustration and description. They are described further, in the 
framework of a 3-D spherical mantle dynamics code, in the following section.
A multigrid algorithm, based upon a hierarchy of non-uniform grids, must address three 
numerical issues:
1. The presence of irregular points, or ‘hanging nodes’, at the interface linking grids of 
different resolution.
2. Solution continuity during the prolongation and restriction inter-grid transfers.
3. The refinement strategy, i.e. will refinement (or coarsening) be performed adaptively, 
based upon a posteriori error indication criterion, or a priori, based on previous knowl­
edge of the problem under investigation /  the specific requirements of a simulation?
The first two points are addressed further in the following sections. The third point is 
dependent upon the user-specific requirements of an investigation and, consequently, need 
not be discussed in more detail.
Dealing W ith Hanging Nodes
A typical interface between grids of different resolutions is displayed in Figure 4.3. This 
could illustrate, for example, the interface between a level two grid and a level three grid, 
as would occur between the grids displayed in Figure 4.2c/d. There are two coarse-grid 
elements, but the right-hand element is subdivided into four fine-grid elements. The location
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Figure 4.3: (a) The problem: One coarse-grid element interfacing with two fine-grid elements. The location 
of genuine unknowns is shown for both fine and coarse grids, (b) The problem, modified to show the dummy 
unknowns (virtual nodes) introduced for computational convenience. The variables shown here are not 
unknowns in our system of equations, but dummy variables that are introduced to allow consistent solution 
derivation at all genuine nodes.
of all genuine variables is shown in Figure 4.3a. By genuine we mean here unknowns that 
are associated with an approximation to some differential equation.
The figure illustrates that at the interface, the usual five-point stencils should be modified 
to involve both fine and coarse grid components. However, this is rather inconvenient. In 
order to remedy this situation a border of virtual nodes is generated in the coarse-grid 
region (see Figure 4.3b), as described by Thompson et al. (1992). These are introduced for 
computational convenience to regularize the structure of the unknowns.
The dummy unknowns axe not updated during the relaxation process. These values are 
determined by interpolation only, utilizing standard inter-grid transfer operators. They are 
set at the beginning of the relaxation phase and act as boundary values, while the genuine 
variables, which are now separated from the interface, are updated.
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Ensuring Solution Continuity During Inter-Grid Transfers
A second layer of virtual nodes is introduced around the first layer to ensure that mass 
is conserved during the inter-grid transfer processes of restriction. A nodal classification 
is introduced at this stage, to clarify the precise meaning and purpose of each node (see 
Figure 4.4).
The fine grid contains all nodes appertaining to the fine regions of the domain - the F  (or 
fine) nodes in Figure 4.4. In addition, a boundary band consisting of two layers of nodes 
is included, which collects all nodes connected to the F-nodes through the relaxation (F- 
nodes) or transfer operators (T-nodes). The relaxation process is performed on the F-nodes 
and also involves F-nodes, however, as mentioned in the previous section, F-nodes are not 
updated during the relaxation process. The interpolation and restriction processes involve 
F-, F- and T-nodes. At this stage, the reader should focus on the coarse-grid nodes, 
encircled in red in Figure 4.4. To ensure the solution is accurately transferred to these 
nodes during restriction, solutions must be correct at the nodes involved in their 5-point 
stencil. Consequently, a solution must be generated at the so-called T-nodes. The transfer 
between grids can then be achieved via standard transfer operators and F- and T-nodes are 
initialized by direct interpolation from the coarse solution (C-nodes). These features allow 
inter-grid continuity conditions to be satisfied.
It is worth mentioning that an identical approach is employed by Lopez et al. (1998) and 
that a similar approach is also followed in Rivara (1984). However, in Rivara (1984), the 
T-nodes are not explicitly introduced and the values of F-nodes are computed directly 
from the coarse solution. In this way, a little storage is saved, but at the cost of either 
computational time or coding.
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□  T-nodes
Figure 4.4: A subsection illustrating the nodal classification of the h — 1 and h grids in our rectangular 
domain.
4.4 Implementation within TERRA
Having introduced the fundamentals of the adaptive multigrid in 2-D geometry, the imple­
mentation of a comparable scheme within a pre-existing 3-D spherical code is now described. 
Each step involved in this implementation is covered. However, before proceeding, the true 
nature of the executed scheme must be clarified.
As stated in the introduction, the main aim of this study is to demonstrate that multi­
resolution techniques can be incorporated within pre-existing 3-D spherical mantle dynamics 
codes. This goal is achieved by utilizing the multigrid strategies presented above, however, 
two simplifications are incorporated. Firstly, the depicted implementation is not truly 
adaptive; fine and coarse grid regions are selected a priori. As a result, validating the code 
is a simpler task, while a posteriori error indication criteria, to determine where refinement 
is necessary, could be included at a later date. Secondly, refinement is restricted to the 
radial component of the spherical coordinate system. In essence, we implement a one­
dimensional equivalent to the strategies introduced in the previous sections, albeit within 
a 3-D code. From this point on. therefore, the implemented method is termed ‘radial
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refinement’. It is important to note that the radial refinement strategies are equally valid 
for lateral refinement. An extension of this work at a later date is therefore possible.
Our code of choice is TERRA, a well established finite element solver that was first developed 
by Baumgardner (1983). A summary of the code is provided in Appendix E, while further 
details can be found in (Baumgardner 1983, 1985, Bunge &; Baumgardner 1995, Yang 1997).
TERRA solves the conservation equations of linear momentum (4.16), mass (4.17) and
energy (4.18), inside a spherical shell with appropriate boundary conditions:
V - t  — Vp + pg = 0 (4-16)
^  =  - V ( p u )  (4.17)
g  , - y . W - h - i ) r v , +  tr : V " + v ' w ^ '  (4.18)ut pcy
where
and
r  = p m  2J(V • u) V u +  ( V u )  — - (4.19)
p = p(p. T) (4.20)
In the above equations p denotes pressure, p density, g gravitational acceleration, r  devia- 
toric stress, u fluid velocity, T  absolute temperature, 7  the Griineisen parameter, k thermal 
conductivity. H  volumetric radiogenic heat production and cy specific heat at constant 
volume, p represents the dynamic viscosity, which can be a function of temperature and 
pressure. Equation (4.19) is the linear constitutive law, which relates the stress field to the 
velocity, while Equation (4.20) represents the equation of state as a suitable function of 
density and temperature.
The spherical shell is discretized by an icosahedral grid. By projecting the regular icosa­
hedron onto a sphere, the spherical surface can be divided into twenty identical spherical
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triangles, or ten identical diamonds, each of which contains one of the ten triangles sur­
rounding each of the two poles. Each triangle can subsequently be subdivided into four 
triangles by construction of great circle arcs between triangle side mid-points. This refine­
ment process can be repeated, to yield an almost uniform triangulation of the sphere at any 
desired resolution. The grid is extended radially by placing several of these spherical shells 
above one and other, generating a mesh of triangular prisms with spherical ends.
TERRA uses the Galerkin finite element formulation, where lateral shape functions are rep­
resented by spherical barycentric coordinates. These are extended in the radial direction 
as simple one-dimensional linear shape functions. An Uzawa type pressure correction ap­
proach is coupled with a conjugate gradient algorithm to solve Equations (4.16) and (4.17), 
in terms of the aforementioned shape functions. The basis of this approach is that the 
velocity and pressure determined by solving Equation (4.16) alone should be corrected until 
Equation (4.17) is satisfied. The algorithm was originally proposed by Verfuerth (1984) 
and is outlined in detail by both Atanga k  Silvester (1992) and Ramage k, Wathen (1994). 
It is computationally economical, exploiting a highly-efficient multigrid inner-solver, which 
takes advantage of the nested character of successive refinements of the icosahedral grid. 
The energy equation is solved by means of a flux-form finite difference method, in conjunc­
tion with the finite volume method, while time-stepping is accomplished via a second-order 
Runge-Kutta scheme. The code is written in the FORTRAN programming language and it 
has been parallelized using MPI (Bunge & Baumgardner 1995).
The fact that TERRA is built around a multigrid solver makes it an ideal candidate for 
investigating and validating the multi-resolution concepts introduced above. However, the 
executed techniques are equally valid for other 3-D spherical codes, providing that they are 
centered upon a multigrid solver. Consequently, although this study focusses on TERRA,
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the findings will be of benefit to the wider geodynamical community.
4.4.1 M odel D iscretization
At this point a simple non-uniform discretization is presented (Figure 4.5a), which is later 
used to illustrate the key concepts of the radial refinement technique. It is important to note 
that the implemented method can deal with other discretizations, as illustrated by Figure 
4.5b/c. However, the methods presented in this chapter focus on that shown in Figure 4.5a.
The spherical shell is separated into two distinctive regions; a high resolution upper mantle 
with coarser resolution in the lower mantle. Such a configuration minimizes bookkeeping, 
whilst allowing the multi-level process to be illustrated through simple one-dimensional 
diagrams. In spite of its simplicity, this non-uniform discretization yields significant benefits 
over the conventional quasi-uniform structure. The original icosahedral discretization leads 
to considerable simplifications in both storage, data structure, parallelization and solution 
strategies. However, the scheme also has some disadvantages:
1 . Grid resolution can only be changed in fixed step sizes, globally. For example, in­
creasing grid resolution by one stage results in an increase in the number of nodes 
by a factor of eight. Eight times more RAM and approximately sixteen times more 
processing time is therefore needed to solve problems at the next level of refinement, 
the increased factor in CPU-time resulting from the need to decrease the time-step. 
A local increase or decrease in resolution cannot be accommodated.
2. Element sizes and inter-nodal distances are dependent upon radius, with grid points 
denser at the inner surface of the spherical shell than on the outer surface. A caveat 
to this is that, as a consequence of the Courant-Friedrichs-Levy stability criterion, 
the length of a dynamically controlled time-step is dictated by the smaller elements 
at the base of the shell. This is far from ideal.
The non-uniform discretization illustrated in Figure 4.5a goes some way towards resolving 
these shortcomings. To begin with, resolution is enhanced in the upper mantle. This
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Figure 4.5: (a) An illustration of the grid configuration implemented in this study: high resolution upper 
mantle, with coarser resolution in the lower mantle. The final solution is derived from distinctive local grids, 
(b) and (c) are examples of alternative grid configurations that could be accommodated within the present 
setup.
counteracts the setup of the original grid, which is characterized by superior resolution in 
the lower mantle. As a consequence, the outer shell boundary can be resolved to  the same, 
if not a greater extent than the inner shell boundary. Secondly, element size and inter- 
nodal distances are more consistent over the entire domain, meaning that the dynamically 
controlled time-step is not necessarily dictated by smaller elements at the base of the shell. 
Finally, and perhaps most importantly, since resolution can be increased locally, albeit, in 
the radial direction, computational demands at the next level of refinement are significantly 
reduced. This is of great benefit, allowing one to simulate more demanding problems than 
were previously possible.
There are also significant benefits to this non-uniform discretization from a geodynamical 
perspective. The viscosity of Earth 's mantle is believed to increase significantly with depth 
(e.g. Mitrovica & Forte 2004). As a consequence, one would expect convection in the upper
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mantle to be characterized by fine-scale activity, with longer wavelength features becoming 
more prevalent with depth. The discretization presented, therefore, with fine resolution in 
the upper mantle, fits in perfectly with such behavior.
A further advantage to this configuration is that it fits in perfectly with the current setup 
of TERRA. By utilizing uniform grids at each level of refinement, standard operators can 
be used for both relaxation and inter-grid transfer procedures. Consequently, no major 
modifications are needed to the code. Furthermore, the proposed discretization is ideal for 
the parallelization and domain decomposition inherent to TERRA, retaining the equal load- 
balance of the original scheme. This is of utmost importance for computational efficiency.
In conclusion, the model non-uniform discretization presented not only allows the funda­
mental methodological concepts to be introduced in a straightforward manner, but it yields 
significant computational benefits and also advantages for geodynamical investigations.
4.4.2 Converting T E R R A ’S M ultigrid From CS To FAS
The original version of TERRA employs a correction scheme multigrid algorithm to solve an 
algebraic equation like (4.1). As is clear from Section 4.3.3, this scheme must be modified 
to the FAS mode of multigrid processing before the radial refinement strategies can be 
incorporated, since in parts of the domain not covered by the finest grid, the coarser grid 
must show the full solution, not just a correction. The revised algorithm, as well as the 
original, are presented below. For simplicity, this discussion is restricted to a two level 
system, consisting of a fine grid (grid spacing h) and one coarse grid (grid spacing H  — 2h). 
Let us begin with the original CS scheme. Suppose we are given an estimate, u q . for the 
solution of Equation (4.1). The residual is then given by:
rh = f h -  Ahuo (4.21)
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The solution to the equation:
A heh = rh (4.22)
is sought, where eh represents the error associated with the approximate solution - the 
correction that should be added to uq to improve the estimate for u. A crucial aspect of 
the multigrid method is to find a coarser grid correction field eH from:
A HeH = rH (4.23)
where A H and rH are the forward operator and the residual vector on the coarser grid. 
Once we have A H and r H, we can determine eH either through a relaxation method, or. 
when the matrix is manageable, solving the equation exactly. A pseudo-inverse method is 
utilized in TERRA at this stage (see Baumgardner 1983, for further details).
The fine grid representation eh> of eH can be obtained by utilizing an interpolation operator. 
To improve the correction field, eh' , thus obtained, a second order residual is formed on the 
fine-grid as:
rh> = rh -  A heh' (4.24)
A second order correction term eh is then found by relaxing the equation:
A heh" = rh' (4.25)
The final correction field on the fine grid is given by:
eh = eh -1- eh (4.26)
One multigrid iteration is completed when this term is added to uo. The corrected solution 
is fed back into Equation (4.21) and the iterating process is continued until the residual 
becomes acceptably small. This is an example of a V-cycle.
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As was noted earlier, for linear problems, the CS and FAS modes are fully equivalent. Since 
TERRA's forward operator is indeed linear, conversion of the multigrid to the FAS mode 
is relatively straightforward. The only difference between the schemes is that, instead of 
eH. the FAS mode is performed in terms of another coarse-grid variable, uH. and the full 
solution is stored at all grid levels. Switching to the FAS scheme is therefore simply a case 
of storing the approximation, it, at each grid level and adding to it the correction field at 
that level. The full algorithm is presented below, again for a two level system.
The first stage involves simple injection of the fine grid solution to the coarse grid. Assuming 
that we are given an estimate, tto, for the solution of Equation (4.1), we form uH. the coarse- 
grid solution, as:
u "  =  l ‘h'u h (4.27)
where Iff is a fine-to-coarse injection operator. The next stages are identical to those of the 
original CS scheme. Equations (4.21)-(4.23) are solved to obtain the coarse grid correction, 
eH. This coarse grid correction eH, is then added to the coarse grid solution array uH as:
uH <- uH +  eH (4.28)
In this way. the full solution is stored on the coarser grid, as opposed to the correction alone. 
Since the FAS interpolation back to the fine grid simplifies to that of the CS for linear 
operators. eH need not be modified before interpolation to the fine grid. The remaining 
stages of the implemented FAS scheme are then identical to the CS, with Equations (4.24)-
(4.26) solved to obtain an improved fine grid correction field, which is then added to the 
fine grid solution, uh. The final solution is identical to that obtained in the CS scheme.
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4.4 .3  A d ap tive Solu tion  S tra tegy  for Force-Balance Equation
The strategy employed to solve the force-balance equation strongly resembles the Uzawa 
conjugate gradient algorithm utilized in the original version of TERRA, with the minor dif­
ference that fine-grid calculations are performed on local grids as opposed to global grids. 
These local calculations are executed using the FAS multigrid scheme presented in the pre­
vious section, in conjunction a series of virtual nodes and a radial refinement technique, 
which is essentially a one-dimensional equivalent to the adaptive multigrid concepts intro­
duced in Section 4.3.3. The fundamental components to the radial refinement approach are 
presented here, employing a nodal classification similar to that presented in Section 4.3.4.
A radial section through the spherical shell is displayed in Figure 4.6a, illustrating the 
radial location of all genuine nodes i.e. those radial layers represented in the final solution. 
The final grid is non-uniform, containing both fine (grid-level h) and coarse (grid level 
h — 1) components, upper mantle solutions obtained at grid level h (red shaded nodes in 
Figure 4.6b) and lower mantle solutions calculated at grid level h — 1 (red shaded nodes in 
Figure 4.6c). The FAS multigrid scheme yields the approximation at all nodes, be it coarse 
or fine, providing a gateway to non-uniform resolution. However, the conventional FAS 
algorithm must be coupled with a suitable boundary interpolation strategy to make such a 
non-uniform scheme possible. This modified FAS multigrid algorithm is given below, for a 
three-level system, i.e. grids h .h  — 1 and h — 2 in Figure 4.6. Given an initial estimate of 
the solution, uq. at all genuine nodes:
1. Locally inject solution to grid h — 1 by Equation (4.27), where grids h and h — 1 
overlap. Next, inject solution from grid h — 1 to grid h — 2. The solution now exists 
at all grid levels.
2. Compute fine grid residual from Equation (4.21). A conventional scheme would utilize 
all nodes displayed in Figure 4.6b at this stage. However, since AT-nodes do not exist in
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F igure 4.6: (a) A radial section, drawn along AB. illustrating the final non-uniform solution grid in our 
simulations, (b) Radial configuration of grid level h, a local grid that spans the upper half of the mantle. 
Nodes shaded in red are those intrinsic to the final solution - F-nodes. Nodes utilized as boundary values 
during local relaxation are labeled F-nodes. while those employed to ensure solution continuity during inter- 
grid transfer are labeled I ’-nodes. AT-nodes are nodes that would occur in the regular multigrid formulation, 
but do not in the adaptive multigrid formulation. In other words, they do not actually exist and are included 
for illustrative purposes only, (c) Radial configuration of grid level h — 1, i.e. coarse grid C-nodes. This is 
a global grid, covering the whole mantle. Nodes shaded in red are part of the final solution, whilst nodes 
shaded in grey are utilized during the multigrid process but do not explicitly contribute to the final solution, 
(d) Radial configuration of grid level h — 2, another global grid which is involved in the multigrid scheme 
but does not explicitly contribute to the final solution.
the modified formulation this cannot be done and a local residual calculation is needed. 
A virtual i?-node is introduced via interpolation, directly beneath the lowermost F- 
node. By acting as a boundary value, residuals can be correctly calculated at all 
T-nodes. The next stage would be to locally project this residual to grid level h — 1. 
However, at present, the residual cannot be accurately transferred to the lowermost 
grey C-node at this level. The scheme must therefore be modified. To guarantee 
accurate residual projection, a second virtual node is introduced, the T-node. This 
ensures that residuals are accurately calculated at F-nodes. since the T-nodes act as 
boundary values during fine grid residual calculation. Such a scheme ensures solution 
continuity during projection.
3. Locally project residual at grid level h to grid level h — 1. In regions where grids are
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not nested/do not overlap, calculate coarse-grid residual directly.
4. Project full coarse-grid residual to grid level h — 2.
5. Calculate coarse grid correction by solving Equation (4.23).
6 . Add correction to current approximation at grid level h — 2  via Equation (4.28).
7. Interpolate correction to grid level h — 1 and improve by solving Equations (4.24)-
(4.26).
8 . Add improved correction field to current approximation at grid level h — 1 via Equation 
(4.28).
9. Locally interpolate correction field to F- and R- nodes at grid level h. Improve the 
correction by solving Equations (4.24)-(4.26) locally, utilizing R-nodes as boundary 
values during the solution process.
10. Add improved correction field to current approximation via Equation (4.28)
11. Improve solution at fine grid E-nodes via relaxation. R -nodal values are set at the 
beginning of the relaxation phase and act as boundary values, while genuine variables 
(E-nodes), now separated from the h / h — 1 interface, are updated.
12. The corrected solution is fed back into Equation (4.27) and the iterating process is 
continued until the residual becomes acceptably small.
In summary, fine grid nodes (i.e. those in the upper mantle) are represented by E-nodes. 
Nodes utilized as boundary values during local relaxation are labeled E-nodes, while those 
employed to ensure solution continuity during inter-grid transfer are labeled T-nodes. C- 
nodes represent coarse grid nodes (i.e. those in the lower mantle), some of which directly 
contribute to the final solution.
The localized Uzawa solution algorithm has not been fully presented here. To avoid repeti­
tion. we have focussed on the multigrid inner-solver. The full Uzawa scheme is identical to 
that originally implemented in TERRA, excluding the localization of certain calculations
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and minor interpolation stages. R- and T-nodes are employed to ensure solution accuracy 
during this process, exactly as described in the above multigrid algorithm. Consequently, 
it is not necessary to describe this process repetitively for each step of the Uzawa solution 
procedure.
4 .4 .4  T h e M ulti-L evel Energy Equation
The methods used to treat the advection, thermal conduction and time integration of the 
energy conservation equation over grids of variable resolution are next described. The 
methods used are essentially identical to those utilized in the original version of TERRA 
(see Appendix E.7). This section however will outline the subtle modifications made to the 
original solution strategy to account for the irregular grid.
Figure 4.7 illustrates the nodal classification employed whilst solving the multi-level energy 
equation. 5-nodes are those nodes represented in the final solution. Note once again that 
the solution in the upper half of the domain is derived from the fine grid level h while 
the solution in the lower half is calculated at the next grid level h — 1. G-nodes are those 
where all components involved in determining the advective and conductive fluxes at the 
5-nodes need to be accurately prescribed. These include nodal velocities, temperatures, 
and temperature gradients. Clearly, in order to determine the true temperature gradient at 
the G-nodes. temperatures must be correctly specified at the connected nodes - these are 
the P-nodes. I -nodes are coarse grid (level h — 1 ) nodes not directly involved in the energy 
equation solution procedure. As in Figure 4.6a, A-nodes are the nodes that would occur in 
the regular formulation, but do not appear in the modified formulation.
The modified solution algorithm for the advective heat flux, based around the aforemen­
tioned nodal classification is summarized below (assuming a prescribed /  pre-existing ther-
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F ig u re  4.7: Nodal classification employed whilst solving the multi-level energy equation. 5 -nodes are those 
implicated in the final solution, whilst G- and P- nodes are ‘virtual’ nodes, which, in essence, only exist to 
ensure that the solution at the 5-nodes is accurate. I-nodes are coarse grid nodes not directly involved in 
the energy equation solution procedure. Note that the A-nodes do not actually exist. They are included for 
illustrative purposes only - they would occur in a regular multigrid formulation, but they do not occur in 
the adaptive formulation.
mal field at all 5-nodes):
1 . Generate G- and P-node temperatures at grid level h — 1 via simple injection from 
corresponding fine grid nodes.
2. Generate the temperature at the fine grid P-node through injection from correspond­
ing coarse-grid node. Utilize value at this P-node together with that at the fine grids 
lowermost 5-node, the node at grid level h contained within a red box. to derive a 
temperature value at the fine grid G-node, via linear interpolation.
3. Loop over all fine-grid 5-nodes, from the surface to the base of the fine grid region, 
calculating the rate of heat advection for all elements. To ensure accuracy of the 
advective heat flux at the lowermost 5-node, the density, specific heat, temperature 
and velocities must be correctly prescribed at the associated G-node. Temperature 
gradients must also be accurate at the G-node.
4. Loop over all coarse-grid 5-nodes, beginning at the uppermost node (the node at grid 
level h — 1 contained within a red box), and ending at the lowermost node, calculating 
the advective heat flux. Again, the accuracy of the calculation at the uppermost 5-
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node can only be guaranteed when the density, specific heat, temperature, temperature 
gradient and velocities are correctly prescribed at the associated G-node. As with the 
fine grid. P-nodes are only involved at this stage of the solution process, ensuring that 
temperature gradients calculated at G-nodes are accurate.
This nodal classification and solution algorithm ensures that continuity between fine and 
coarse grids is satisfied, since the flux calculated at each 5-node is accurate. It should be 
noted that the methods used to treat thermal conduction are analogous to those utilized in 
tracking thermal advection.
Time Integration
An explicit Runge-Kutta time stepping scheme has been adopted in this study. Such 
schemes can be recast into an m-stage scheme of the form:
A r " +1 = a t A t t  (T n + A T n+i~1) 1 =  1 , m  (4.29)
where T  is the temperature, r  represents the residual in the energy equation and A t  is the 
time step. A fourth order scheme (m = 4) is utilized here, providing fourth-order accuracy 
and requiring derivatives at four points in each time interval. This contrasts with the 
original second-order scheme employed by TERRA, which provides second-order accuracy, 
whilst requiring derivatives at two points in each interval.
The coefficients, a . are selected to produce a scheme that is suitable for multigrid (Lohner
2001). such that q i =  0.25. 0 2  =  0.5. 0 3  =  0.5 and 0 4  =  1. Written out in full, the 
time-stepping algorithm is:
A T 1 = 0  
A P "+1 =  q i A t r (T” -|- AT” )
A T 1*2 =  a 2 A *r (Tn + A T n+1)
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=  0 3  A t r  (T" +  AT"+2) (4.30)
=  a 4 A t r ( T n + A T n+3)
_  r p n  _ j_  ^ r j m + A
where r is the residual of the energy equation.
The radial refinement strategies, nodal classification and solution algorithms described in 
the previous sections allow the incorporation of multi-resolution within TERRA. Further­
more. the nature of their formulation ensures that no major modifications need to be made 
to the original arrangement of TERRA and its nodal stencils. This is of great importance, 
illustrating that local regions of high resolution can be incorporated into pre-existing solvers 
without the need to reformulate and restructure large amounts of code. The validation of 
these methods is covered in the following section.
4.5 Validation of TERRA and Radial Refinement Scheme
The accuracy of TERRA and the radial refinement algorithm is now demonstrated by com­
paring results from the code with previously published analytical and numerical solutions 
for twro different problems. The first problem involves a simple comparison of stationary 
convection at relatively low Rayleigh numbers, in isoviscous media (e.g. Bercovici et al. 
1989. Ratcliff et al. 1996. Choblet et al. 2007). The second problem is for Stokes flow with 
both an isoviscous and layered viscosity structure, for which quasi-analytic solutions can 
be obtained via propagator matrix methods (Hager k  O ’Connell 1981, Richards & Hager 
1984).
/ \ 7~’w+ 3 
A r n+4 
r p n - \-1
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4.5.1 Therm al A m plitude T ests
Two classes of 3-D flows, that exhibit polygonal symmetry, are investigated, predicted 
analytically by Busse k  Riahi (1982) and confirmed numerically by Bercovici et al. (1989). 
These symmetric flows have been termed tetrahedral and cubic on the basis of the relative 
positions of the upwelling plumes in the flow. Tetrahedral patterns, which exhibit a degree 
1 = 3 and order m = 2 dominant spherical harmonic signature, have four upwelling plumes 
that intersect the upper surface of the spherical shell at points corresponding to the vertices 
of a tetrahedron enclosed by the outer spherical surface. The six upwelling plumes of the 
cubic planform intersect the outer surface at points that correspond to the centers of the 
faces of a cube enclosing the spherical shell, creating a flow pattern with two dominant 
spherical harmonic modes: I = 4, m =  0 and Z =  4, m =  4. Numerical studies (e.g. 
Bercovici et al. 1989, Ratcliff et al. 1996, Harder k  Christensen 1996, Zhong et al. 2000, 
Yoshida & Kageyama 2004, Stemmer et al. 2006, Choblet et al. 2007) have found cubic and 
tetrahedral flows to be steady over a large range of Rayleigh numbers.
In order to test that TERRA, and subsequently our modified solution algorithm, produces 
accurate results we reproduce these two cases. The first test case is for tetrahedral symmetry 
at Ra = 7.000. while the second is for cubic symmetry at Ra = 3.500. A comparison of 
Nusselt numbers (Nu) and non-dimensional R M S  velocities {Vr m s ) are made. Nusselt 
numbers are determined by solving the time-dependent energy equation until the relative 
variation in the Nusselt number between two consecutive time-steps is less than 10~6. R M S  
velocities are calculated once Nusselt numbers are deemed to have converged.
Results are presented in Table 4.1. An excellent agreement is observed between our results 
and those obtained in previous studies, suggesting that both the code and radial refinement 
strategies are valid and accurate. A comforting observation is the small difference between
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(a)
Reference Nuupper ^ “lower Vr m s
B89 3.4657 3.5293 -
H96 3.4957 - -
R96 3.4423 - 32.19
ZOO 3.519 3.472 -
Y04 3.443 - 32.05
S06 3.4864 3.4864 32.59
C07 3.4814 3.4717 32.74
D08 3.5166 3.4833 32.35
(b)
Reference Nuupper ^ “lower Vr m s
B89 2.7954 -
H96 - - -
R96 2.8306 - 18.86
ZOO - - -
Y04 2.8830 - 18.48
S06 - - -
G07 2.8640 2.8948 19.55
D08 2.8135 2.7864 18.49
Table 4.1: Thermal amplitude benchmark comparisons for an isoviscous fluid: (a) Case 1, tetrahedral 
symmetry at Ra =  7 x 103, (b) Case 2, cubic symmetry at Ra =  3.5 x 103. Nuupper and 7Vujower represent 
the upper and lower boundary Nusselt numbers, respectively, while V r m s  denotes the non-dimensionalized 
RMS velocity. Abbreviations in the first column refer to the studies used for comparison: B89 (Bercovici 
et al. 1989), H96 (Harder & Christensen 1996), R96 (Ratcliff et al. 1996), ZOO (Zhong et al. 2000), Y04 
(Yoshida & Kageyama 2004), S06 (Stemmer et al. 2006), C07 (Choblet et al. 2007). D08 is the present 
study.
inner and outer shell surface heat fluxes, indicating that the scheme is globally conservative.
These tests suggest that the methodology is valid, however, global averages are not a suffi­
cient criterion for a precise benchmark. Further validation is necessary with a more robust 
benchmark presented in the following section.
4.5.2 Stokes Flow
The second benchmark problem exclusively tests the Stokes flow, in which Equations (4.16) 
and (4.17) are solved, for both isoviscous and layered-viscosity structures. Comparisons 
are made with quasi-analytical solutions to these equations, derived via propagator matrix 
methods (e.g. Hager k  O’Connell 1981, Richards k  Hager 1984). We specifically exam­
ine normalized poloidal velocity coefficients obtained in response to a spherical harmonic
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(/.»») Voa b m Via Virr, v tm E rror0{%) E rro r i{%)
1 (2.0) 6.028E-10 6.010E-10 -7.112E-10 -7.06IE-10 0.30 0.72
(4.0) 3.094E-10 3.121E-10 -3.388E-10 -3.360E-10 0.87 0.83
(8.0) 6.844E-11 6.943E-11 -5.731E-11 -5.801E-11 1.45 1.22
(16.0) 4.553E-12 4.673E-12 -1.899E-12 -1.844E-12 2.57 2.90
0.3 (2.0) 9.303E-10 9.281E-10 -8.368E-10 -8.305E-10 0.24 0.75
(4.0) 5.646E-10 5.691E-10 -4.404E-10 -4.369E-10 0.80 0.79
(8.0) 1.272E-10 1.302E-10 -6.943E-11 -7.013E-11 2.36 1.01
(16.0) 7.269E-12 7.700E-10 -1.971E-12 -2.040E-12 5.93 3.50
Table 4.2: Surface normalized harmonic coefficients for poloidal velocity. P1 / / / 2  denotes the ratio between 
upper (p i) and lower (p2 ) mantle viscosities, while (l ,m ) is the spherical harmonic function, of degree I and 
order m. Voa and Vom represent analytical and model solutions at the outer boundary, Via and Vim the 
equivalent solutions at the inner boundary, whilst E rror0 and Errori represent the percentage error of the 
model solution at the outer and inner boundaries respectively.
temperature perturbation at a specified depth in the spherical shell.
The problem is set up as follows. The inner radius is set to mimic that of Earth’s core 
mantle boundary, r, =  3480km, while the outer radius is set to equal that of Earth’s surface, 
rQ = 6370km. Free-slip mechanical boundary conditions are specified at both surfaces. The 
driving force is a delta function temperature perturbation in radius, defined as:
T = S ( r - I l ± l 2 ) y (m(0.0) (4.31)
Here. Y\m is the spherical harmonic function of degree I and order m. Two cases are 
investigated, at a range of spherical harmonic degrees. The first case simulates a uniform 
viscosity structure (1 x 1022 Pa s) throughout the shell (i.e. pi/pa  =  1, where p\ and P2 are 
upper and lower mantle viscosities, respectively) while the second case models a viscosity 
structure that consists of two distinct layers, with p\ having a relative viscosity of 0.3 x 
(p -2 =  1 x 1022 Pa s) and spanning the upper quarter of the spherical shell.
Results are presented in Table 4.2, demonstrating that for Stokes flow with both isoviscous 
and layered viscosity structures, normalized poloidal velocity coefficients agree well with 
analytical solutions. As would be expected from theory, the agreement diminishes as one 
goes to higher and higher harmonic degrees. However, for simulations at harmonic degrees
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Figure 4.8: Plots of solution error against grid resolution, for Stokes flow, at various spherical harmonic 
degrees (SHD). for (a) uniform viscosity structure and (b) depth-dependant viscosity structure. Blue rep­
resents SHD 16. Red SHD 8, Green SHD 4 and violet SHD 2. As expected, results converge towards the 
analytical solution as grid resolution increases.
2 and 4. results agree to within < 1%, which is comparable to the findings of Zhong et al. 
(2000). Figure 4.8 also demonstrates that results are convergent, approaching the analytical 
solution as grid resolution increases. These results, along with those presented in Section 
4.5.1. give us great faith that the code and hence the new techniques are valid.
4.6 Computational Efficiency
In this section, a particular case of 3-D mantle flow is examined to quantify the compu­
tational efficiency, in terms of both RAM and CPU-time, of the aforementioned radial
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Resolution (mt) Radial Layers (nr) N° Nodes Nuxop SuBot N/D RMSTot«f RMSsurf (m/s)
64 32 1352076 8.67 7.78 190.45 6.37 x 1 0 -11
128 64 10650380 9.09 8.43 191.69 6.46 x 10"11
256 128 84542988 9.22 8.56 191.76 6.49 x 10“ 11
128/64 17/24 3768812 9.06 8.28 191.62 6.43 x 1 0 -11
256/128 33/48 29492172 9.20 8.47 191.71 6.48 x 1 0 -11
T able 4.3: Final Nusselt numbers and R M S  velocities from a series of simulations at various grid resolu­
tions. The upper section represents results obtained with a uniform discretization, while the lower section 
encompasses results attained with non-uniform resolution, where, for example, 128/64, has a resolution of 
mt =  128 in the upper 25% of the spherical shell and m t =  64 elsewhere. Nurop and NuBot represent Nus­
selt numbers at upper and lower surfaces respectively, while N /D  RM  Stotai denotes the non-dimensional 
R M S  velocity across the whole mantle and R M S sUrf denotes the surface R M S  velocity.
refinement scheme. Results are compared with those obtained on regular, uniform dis­
cretizations. The example considered is a symmetric flow exhibiting a tetrahedral pattern 
at Ra = 70.000, which, excluding the Rayleigh number, is identical to Case 1 in Sec­
tion 4.5.1. Calculations are performed at various resolutions, allowing simple comparisons 
between different discretizations. It should be noted that, for non-uniform cases, fine res­
olution is restricted to the upper 25% of the spherical shell, as illustrated in Figure 4.5b. 
Each simulation is terminated after 3 x 109 model years.
Prior to examining results, it is important to demonstrate that all calculations, regardless 
of the solution procedure and grid resolution, evolve towards the same end member. How­
ever. certain aspects of TERRA need to be clarified before continuing. Within the code, 
refinements to the grid are referenced by ‘the number of grid intervals along an icosahedral 
diamond edge'. This value is labeled mt. defining the number of data points present in a 
spherical surface and. hence, lateral resolution. The number of data points on a spherical 
surface is given by 10(mf2 +  1) -F 2, since there are 10 icosahedral diamonds on each surface 
and two polar nodes. The grid is extended radially by placing several of these spherical 
shells above one and other, generating a mesh of triangular prisms with spherical ends. In 
this study, nr, the number of radial layers, is set to m t/2. The total number of nodes in 
the spherical shell is then given by (nr +  l)[10(m£2 + 1) + 2]. Note that there are nr +  1
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radial layers.
Table 4.3 displays the Nusselt numbers and R A IS  velocities obtained in a series of simula­
tions at various grid resolutions. These values, although varying slightly with resolution as 
one would expect, demonstrate that calculations have evolved concurrently. This point is 
reinforced by examining the visual patterns displayed in Figure 4.9, where the temperature 
planforms exhibited by each simulation are consistent. These models are therefore suitable 
for comparisons of computational efficiency. It should be noted that calculations have only 
evolved for 3 x 109 years and have not yet reached a quasi steady state. This accounts for 
the fact that Nusselt numbers at the inner and outer boundaries are not comparable.
Let us begin with the results obtained from a uniform discretization allowing us to better 
understand the workings of TERRA (displayed in Table 4.4a and Figure 4.10). As grid 
resolution is increased from one level of refinement to the next, for example, from m t = 64 to 
m t = 128. the number of nodes increases by a factor of «  8 (Figure 4.10a). In addition, inter- 
nodal spacing decreases by a factor of 2. As a consequence, the dynamically controlled time- 
step must decrease to ensure numerical stability, with around twice the number of time steps 
needed to reach a specified model time (Figure 4.10b). From these simple statements, one 
could estimate that a simulation will take ~  16 times longer at the next level of refinement. 
This, of course, would only be the case if TERRA scaled perfectly, which, as expected, is 
not the case. In moving from m t = 64 to m t = 128, and m t =  128 to m t = 256, total 
CPU-time (i.e. CPU-time per processor x N° processors) increases by a factor of 16.76 
and 21.27 respectively. This demonstrates an element of overhead in the communication, 
which increases with successive refinements (Figure 4.10c). However, since the overhead is 
minimal, this is not a major issue. A reassuring point to note from Figure 4.10d is that 
as one goes to higher resolution, the amount of work per node for each time step remains
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Figure 4.9: Temperature snapshots at 3 x 109 years, from a series of simulations at various resolutions. 
The images show a radial surface 100km above the CMB. a cross-section and a hot yellow iso-surface at 
'2000K. Solid lines at the surface represent coastlines, (a) is the initial condition for all models. Note that, is 
not drawn to scale, the scale has been reduced to emphasize minor variations in temperature that would not 
otherwise be visible: (b) and (c) are the planforms yielded by radially refined simulations at m t =  128/64 
and m t =  256/128 respectively; (d)-(f) are those yielded by uniformly discretized simulations at (d) m t =  64. 
(e) m t =  128 and (f) m t =  256. The figure demonstrates that each model has evolved in unison, displaying 
only slight variations with resolution.
virtually identical. This illustrates that the multigrid is attaining a rate of convergence that 
is independent of the number of grid points.
Turning our attention to the efficiency of the radially refined discretization and associated 
solution algorithms, we find a significant reduction in the time taken for an identical cal­
culation with the modified formulation. From Table 4.4b we see that the calculation at 
m t = 128/64 takes »  83.000 seconds as opposed to ~  215.000 on a uniformly discretized 
mt = 128 grid (Table 4.4a), while a calculation at m t = 256/128 takes « 1 .2 x  106 seconds 
versus «  4.6 x 106 seconds at m t = 256. Therefore, total CPU-time decreases by a factor
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Figure 4.10: Plots of various variables against grid resolution (m t) for uniformly discretized simulations 
in TERRA, (a) the number of nodes in the final mesh: (b) the number of time steps required to achieve a 
model time of 3 x 109 years; (c) total CPU-time required: (d) work per node at each time step.
of between 2 and 4. with the benefits increasing with resolution. In addition there is a 
significant reduction in the number of nodes and. hence, the amount of RAM needed to 
solve the problem. These results, of course, are only relevant to simulations that are valid 
within the modified framework, i.e. where the non-uniform grid is sufficiently fine globally 
to resolve the simulation’s active features. Since the viscosity of Earth's mantle is believed 
to increase significantly with depth (e.g. Mitrovica fe Forte 2004), one would expect upper 
mantle convection to be dominated by fine-scale activity, with longer wavelength features
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(a)
Resolution (mt) N° Nodes Total CPU-Time (s) N° Time-Steps Final Time-Step (yrs)
64 1352076 12872 948 2.90 x 10b
128 10650380 215712 1953 1.35 x 106
256 84542988 4588800 4512 6.55 x 105
(b)
Resolution (mt) N° Nodes Total CPU-Time (s) N° Time-Steps Final Time-Step (yrs)
128/64 3768812 83168 1295 2.02 x 10b
256/128 29492172 1226624 2631 9.62 x 105
Table 4.4: The resolution, number of nodes, total CPU-time, number of time steps and final dynamically 
determined time step from (a) uniformly discretized simulations, and (b) multi-resolution simulations, after 
3 x 109 years.
more prevalent in the lower mantle. The advocated scheme would therefore fit in perfectly 
with such behavior, yielding great benefits for geodynamical investigations. In addition, as 
mentioned previously, the modified discretization counteracts the setup of the original grid, 
which is characterized by finer resolution in the lower mantle.
In examining the influence of the modified solution algorithm on the work per node at each 
time step, we find that it is 30-70% less efficient than the original code, with these figures 
again improving with resolution (since the scheme will only be used for calculations at high 
resolution, this is a reassuring point). A certain overhead is expected, since the modified 
scheme involves interpolation of values to and from ghost nodes, localization routines etc... 
This result therefore is not surprising. Nonetheless, after combining all contributing factors, 
for a simple, first-order test of computational efficiency, the advocated scheme is proven to 
be significantly more efficient than the original. It allows for a larger stable time step in 
simulations, meaning tha t less time steps are required to achieve a specified model time. 
This is clearly the predominant controlling factor, since, regardless of the decreased efficiency 
in the work per node at each time step, the scheme uses significantly less CPU-time than 
the original.
In conclusion, the radial refinement strategy allows enhancement of upper mantle resolution,
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in a computationally efficient manner. One can attain a solution to a non-uniform problem, 
consisting of a high resolution upper mantle with coarse resolution elsewhere, in little more 
time than a run with a globally uniform coarse grid. Due to its resourcefulness in terms of 
RAM, the scheme allows one to attem pt calculations that would otherwise be impractical. 
One can therefore achieve higher upper mantle resolutions than would previously be the 
case. In addition, the reduced CPU-time needed to solve a given problem, when compared to 
the original scheme, allows one to solve problems quickly. Consequently, the technique will 
be ideal in investigations requiring parameter space mapping and/or numerous simulations.
4.7 Conclusions
A novel method for introducing non-uniform resolution to pre-existing 3-D spherical man­
tle convection codes has been explored here. The method, based around the application 
of a multigrid solver on non-uniform structured grids, yields similar advantages to those 
observed with unstructured grids, being computationally highly efficient. However, un­
like unstructured techniques, the advocated method negates the need to reformulate large 
sections of code, whilst also being conceptually simple and straightforward to implement. 
The proposed methodology has been validated and an excellent agreement is observed with 
results from a wide range of other studies. Our methodology is accurate and robust .
This investigation focusses on the finite element formulation and the well known geodynam- 
ical code TERRA. However, the method is equally applicable to finite difference and finite 
volume schemes and could be implemented in other 3-D spherical mantle dynamics codes, 
which are centered upon a multigrid solver. The findings of this study should therefore be 
of benefit to the wider geodynamical community.
The main objective of incorporating multi-resolution techniques within a pre-existing 3-D
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spherical mantle dynamics code has been achieved. However, as the title to this chapter 
suggests, this study has only gone some way towards achieving automatic, error-guided 
multi-resolution. We firmly believe that this should be the focus of future research. As has 
been demonstrated recently in 2-D (Davies et al. 2007), such a capability would yield highly 
efficient solutions to a wide variety of mantle convection problems, for which, at present, 
results are unattainable due to computational limitations.
C hapter 5
Mobile and Steady Plumes Coexist 
at Earth-like Vigor
5.1 Abstract
Using a highly efficient, benchmarked, multi-resolution version of the 3-D spherical mantle 
dynamics code TERRA, we present the highest vigor global mantle convection simulations 
to date. We examine upwelling structures, focussing upon the nature of deep mantle plumes. 
Previous studies have shown long-lived, anchored, coherent upwelling plumes to be a feature 
of low to moderate vigor convection. Since more vigorous convection traditionally shows 
greater time-dependence. the fixity of upwellings would not logically be expected for non­
layered convection at higher vigors. Surprisingly, such configurations have recently been 
observed, in models incorporating a layered viscosity structure. W ith upwelling dynamics 
believed by many to be closely linked to hot-spot magmatism, it is of great importance 
to ascertain whether or not these conclusions are valid at the dynamical regime of Earth’s 
mantle, which convects at a Rayleigh number of order 109. By utilizing computer power
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efficiently, the modified code allows the simulations presented herein to replicate such vigor. 
Steady, long-lived plumes are a feature of such systems. However, mobile and ephemeral 
plumes are also observed. Such variable plume characteristics are consistent with hot-spot 
observations on Earth. Those plumes tha t do remain steady vary in intensity throughout 
the simulation. Such behavior is caused by an irregular supply of cold material to the core­
mantle boundary region. Since subduction on Earth is a time-dependent and asymmetric 
process, our models suggest that subducting slabs might be partially responsible for episodic 
plume magmatism.
5.2 Introduction
Solid-state convection within Earth’s mantle can be approximated as a fluid-dynamical 
process involving a number of complicating physical effects. These include internal heating 
from radioactive decay and bottom heating from the core, endothermic and exothermic 
phase changes, chemical heterogeneities, complex interior rheology and the complications 
arising from solidification and brittle failure at the surface boundary layer, i.e. tectonic 
plates. The interaction between these processes and features is difficult to investigate, 
particularly at the dynamical regime of E arth’s mantle, which convects with an effective 
Rayleigh number (Ra) of «  109 (Davies 1999, Schubert et al. 2001). Numerical modeling is 
often the most feasible option for examining such problems. However, due to the complex 
and large-scale geometries involved and, despite the large computing clusters available to 
us today, thermal and chemical boundary layers have rarely been resolved at such vigor, 
in global convection models. By employing a modified and highly efficient extension to 
the three-dimensional (3-D) spherical mantle dynamics code TERRA (Baumgardner 1985, 
Bunge k  Baumgardner 1995, Yang & Baumgardner 2000), our models achieve Rayleigh
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numbers of > 1 x 109. To the best of our knowledge, this is the first investigation of mantle 
convection phenomena at these vigors, in global 3-D spherical geometry.
The degree to which hot-spots remain fixed is a long-standing issue in global geophysics. 
Although some argue that hot-spots and mantle plumes are unrelated (e.g. Anderson 2000, 
Foulger et al. 2001), most accept that both are closely linked, with many believing that 
hot-spots represent the surface expression of deep rooted mantle plumes (e.g. Morgan 1972, 
Richards et al. 1989, Montelli et al. 2004). For the plume model to succeed, it needs to 
dynamically predict relatively stationary plumes for time-intervals of 50-100 million years 
(Myr) (Morgan 1983, Jurdy & Gordon 1984, Molnar & Stock 1987, Tarduno & Gee 1995). 
Both laboratory and numerical models have been presented that lead to plume fixity. Labo­
ratory experiments generally require a layered system (Davaille et al. 2002, Jellinek & Manga
2002), while the majority of numerical models that yield steady plumes have been at low 
to moderate vigor (Bercovici et al. 1989, Zhong et al. 2000, Monnereau & Quere 2001). 
The highest vigor achieved, to date, in 3-D spherical geometry, was by Davies (2005), who 
showed that in models incorporating an increased lower mantle viscosity, it is possible to 
generate very steady, permanent plumes. This result was surprising. In two-dimensional 
(2-D) investigations, convection is shown to be steady at low Rayleigh numbers, but be­
comes more and more unsteady with increasing Rayleigh number (e.g. McKenzie et al. 1973, 
1974, Jarvis 1984. Olson 1987, Christensen 1989). Steady convection has also been demon­
strated at low vigor in 3-D spherical geometry (e.g. Bercovici et al. 1989, Ratcliff et al. 1996), 
therefore it was natural to expect 3-D flow to become unsteady at higher Rayleigh numbers.
Further, since convective velocities in boundary layer theory of Rayleigh-Benard convection 
2
scale as Ra^ (Turcotte &; Oxburgh 1967), one might expect plume fixity to become weaker 
as the Rayleigh number increases. However, Davies (2005) showed that permanent plumes 
can arise in whole mantle convection models, at reasonably high vigors. With the debate
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still raging as to whether or not hot-spots are the result of mantle plumes, it is of great 
importance to discover whether these conclusions hold at Earth-like vigor, which, for the 
purposes of this investigation, is taken as Ra «  1 x 109. This was the motivation behind 
this study.
5.3 Methodology
5.3.1 N um erical M ethodology
A modified version of the 3-D spherical mantle dynamics code, TERRA (Baumgardner 
1985, Bunge k  Baumgardner 1995, Yang & Baumgardner 2000), is employed to solve the 
incompressible, infinite Prandtl number conservation equations of mass (5.1), momentum 
(5.2) and energy (5.3). inside a spherical shell:
V • u  =  0 (5.1)
V - / i ( v u  + (Vu)r ) Vp +  pogT/3[T -  To] =  0 (5.2)
‘YT ff
-T- +  V • (Tu) =  kV2T  + —  (5.3)
C/t PCp
In the above equations, u is the fluid velocity vector, p denotes dynamic pressure, T absolute
temperature. To reference temperature (taken here as the surface temperature), po reference
density, t time, k thermal diffusivity, g gravitational acceleration, (3 the coefficient of thermal
expansion, Cp specific heat at constant pressure, H  the heat generation rate per unit volume,
p dynamic viscosity (which can be a function of temperature and/or pressure) and r  the
unit radial vector. These equations can be non-dimensionalized via the following relations:
✓ =  £ ; t' = % ; 2 - =  £ ^ 2 ) ;  « ' =  ^ ;  </ = - § £ - ,  p' = ^  p' = ^ A )d d1 A T  k kA T  pep po Po«
where ‘primes’ indicate the non-dimensional terms. Here, d is the thickness of Earth’s
mantle, po is a reference viscosity (in this case, upper mantle viscosity) and A T  is the
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temperature drop from the core-mantle boundary (CMB) to the surface. Dropping the 
primes, Equations (5.1)-(5.3) become:
V • u  =  0 (5.5)
V - — Vp + RaTr = 0 (5-6)
fYp
—  +  V ( T u )  =  V2T  +  Q (5.7)ot
where Ra  is the Rayleigh number, a non-dimensional parameter that quantifies the convec­
tive vigor of a system, being defined as:
( 5 .8 )
Kflo
It is important to note that in this study, the manner in which Rayleigh numbers are calcu­
lated depends upon the mode of heating. For a purely basally heated system, the Rayleigh 
number is calculated from Equation (5.8), being termed Rax- However, for internally heated 
cases, there is no fixed lower boundary temperature. As a result, the convective vigor is 
described by another term, R a n , which is given by:
(5.9)
K K f l  0
where k is the thermal conductivity. Note that for the mixed-mode convection simulations 
included herein, which incorporate both basal and internal heating, values for both Rax 
and R an  are quoted, for completeness.
The adapted version of TERRA, introduced and validated in Chapter 4, allows one to solve 
these governing equations on a non-uniform grid. This leads to great flexibility and over­
comes many of the code’s limitations. A disadvantage to TERRA’s original discretization 
scheme, derived by projecting the regular icosahedron onto the sphere, is the fact that ele­
ment sizes and inter-nodal distances are dependent upon radius, with grid points denser at
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the inner surface of the spherical shell when compared to the outer surface. To counteract 
this setup, the upper reaches of the grid are refined in the simulations presented here (upper 
25% and 12.5% of the shell in low/moderate - Rax  ^  1 x 107 - and high Rayleigh number 
- Rax  > 1 x 107 - simulations, respectively). This modification integrates well with the 
original scheme, rendering lateral resolution virtually identical at both boundaries. This is 
highly beneficial since both boundary layers can be simultaneously modeled at the same res­
olution, which was not possible with the original code. As a result, some of the simulations 
presented in this study achieve Rax  =  1 x 108 and R an  =  1-4 x 109. They are therefore at 
superior vigor to the highest attained, to  date, in global 3-D spherical geometry.
A further advantage to the modified code is its efficiency in terms of the CPU-time needed to 
solve a given problem. The solution algorithm is resourceful and highly practical, meaning 
that a rapid parameter space mapping can be performed. This allows us to investigate, 
systematically, the influence of Rayleigh number and viscosity structure upon the nature of 
upwelling structures, without expending vast amounts of CPU-time.
5.3.2 M od el C onfiguration
We model isochemical, incompressible convection, employing the Boussinesq approximation, 
where the density is held constant (4.5 x 103 kg m~3) other than in the buoyancy term of the 
momentum equation. For simplicity, we assume constant thermal expansivity (2.5 x 10“5 
K-1 ), thermal conductivity (4.0 W m-1 K-1 ) and heat capacity (1.13 x 103 J kg-1 K-1). 
Mechanical boundary conditions are free-slip, while temperature boundary conditions are 
isothermal, set to 300 K at the surface and 3000 K at the CMB. In models that include 
internal heating, a volumetric heating rate of 4.0 x 10“ 12 W kg-1 is prescribed. Due 
to computational and numerical limitations, the simulations presented do not include a 
temperature dependent rheology. However, previous work suggests that its inclusion would
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Parameter Value Units
Outer Shell Radius 6370 km
Inner Shell Radius 3480 km
Thermal Conductivity 4.0 W m -1 K"1
Thermal Expansivity 2.5 x 10"5 K"1
Density 4.5 x 103 kg m~3
Specific Heat at Constant Pressure 1.13 x 103 J kg"1 K"1
Surface Temperature 300 K
CMB Temperature 3000 K
Acceleration Due to Gravity 10 ms-2
Heat Generation 4.00 x 10"12 W k g '1
Clapeyron Slope (410 km) 0.0 MPa K -1
Clapeyron Slope (660 km) 0.0 MPa K"1
Table 5.1: Model parameters.
Case Number Heating Mode R ar Ran A*l (Pas) P2 (Pa s) aW au
1 Basal 1 x 10* 0 9 x 1022 9 x 1022 1
2 Basal 1 x 108 0 9 x 1020 9 x 102° 1
3 Mixed 1 x 10® 1.4 x 109 9 x 1020 9 x 1020 1
4 Mixed 1 x 10® 1.4 x 107 9 x 1022 3.6 x 1024 40
5 Mixed 1 x 107 1.4 x 108 9 x 1021 3.6 x 1023 40
6 Mixed 1 x 108 1.4 x 109 9 x 1020 3.6 x 1022 40
7 Mixed 1 x 107 1.4 x 10* 9 x 1021 4.5 x 1022 5
8 Mixed 1 x 107 1.4 x 108 9 x 1021 1.8 x 1023 20
9 Mixed 1 x 107 1.4 x 108 9 x 1021 4.5 x 1023 50
10 Mixed 1 x 107 1.4 x 108 9 x 1021 4.5 x 1024 500
Table 5.2: The varying parameters of each case examined in this study. The table includes the heating 
mode and Rayleigh numbers, calculated based upon upper mantle viscosities (/n). The upper section of 
the table covers isoviscous simulations (i.e. a»2 /a*i =  1, where fi2 is the lower mantle viscosity), while the 
second section includes models with a viscosity structure that consists of two distinct layers, with / / 2  having 
a relative viscosity of 40 x p \.  The lower section comprises simulations with variable ^2 /^ 1 -
not dramatically alter the basic planforms yielded (Zhong et al. 2000, Lowman et al. 2001). 
For all cases, the initial condition consists of small-scale, random temperature perturbations. 
We have verified that results are independent of this initial condition. Model parameters 
are summarized in Table 5.1.
The models presented fall into three distinct categories. Isoviscous simulations are examined 
first, at a range of Rayleigh numbers (cases 1-3). These are used for reference, allowing us to 
pinpoint the effects of more complex viscosity structures in later models. We then examine 
simulations that include a layered viscosity structure (cases 4-6), with the viscosity in the 
lower mantle 40 times greater than the upper mantle, as illustrated in Figure 5.1. Although
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Figure 5.1: The variation in viscosity factor with depth, for the layered viscosity simulations examined 
herein.
the exact nature of the mantle’s viscosity structure remains a subject of broad debate, 
the profile included here, to first order, is plausible. Indeed, such a lower-mantle viscosity 
increase has been suggested by several independent lines of evidence (e.g. Hager 1984, 
Ricard et al. 1992. Mitrovica k  Peltier 1995. Ranalli 2001. Forte et al. 2002. Mitrovica k  
Forte 2004). The final set of simulations examined incorporate variable upper/lower mantle 
viscosity ratios (cases 7-10). Model parameters that differ between cases are listed in Table 
5.2.
Cases at low/moderate Rayleigh numbers use approximately 30 million nodes. This yields 
a lateral spacing of around 28 km at the surface and CMB. Higher Rayleigh number runs 
use approximately 160 million nodes, which yields a lateral spacing of around 14 km at 
both boundaries. This increased resolution is necessary due to the finer features inherent 
to high Rayleigh number convection. In all results that follow, model time is normalized 
to ‘Earth-tim e’ by multiplying the ratio of model R M S  surface velocity to that of E arth’s 
plates (Gurnis k  Davies 1986).
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5.4 Results & Discussion
5.4.1 Isoviscous C onvection
Snapshots of the thermal field from cases 1, 2 and 3 are shown in Figure 5.2. All have 
an isoviscous viscosity structure, although the Rayleigh number and heating mode differs 
between simulations (see Table 5.2). By examining Figures 5.2(a) and (b) it can be seen 
that the Rayleigh number strongly affects internal dynamics, with the scale of features 
becoming finer with increasing Rayleigh number and, hence, decreasing viscosity. This 
process can be easily understood. In classic Rayleigh-Benard systems, convection tends to 
homogenize the temperature field thereby avoiding a gravitationally unstable situation for 
the greater part of the layer. However, directly adjacent to the top and bottom boundaries 
the fluid temperature makes a rapid transition from the largely homogeneous interior value 
to the colder or hotter boundary value. These transitional regions are known as thermal 
boundary layers. In effect, convection confines gravitationally unstable parts of the fluid 
to these relatively thin boundary layers (e.g. Turcotte k  Oxburgh 1967, Roberts 1979, 
Mitrovica k  Jarvis 1987).
In a fluid stirred by vigorous convection, more material will be homogeneous, thus the 
boundary layers will become thinner. Although this leads to yet more gravitationally stable 
material it also causes sharper thermal gradients in the boundary layers and thus even 
larger heat fluxes in to and/or out of the layer. Therefore, the more vigorous the convective 
stirring, the greater the heat flow through the layer (Hewitt et al. 1980, Schubert k  Anderson 
1985, Bercovici et al. 2000).
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F igu re 5.2: The temperature distribution from a series of incompressible, isoviscous convection calculations with variable Rayleigh number and 
heating mode. Models are otherwise identical, (a) Case 1 - basally heated, R o t =  1 x 106, (b) Case 2 - basally heated, Rctr =  1 x 108, (c) Case 3 - 
basal and internal heating, Ray =  1 x 108, Huh =  1.4 x  109. The upper images are global snapshots of the thermal field showing a radial surface just 
above the CMB and a cross-section, being surrounded by a latitude/longitude grid to give the reader a sense of the mantle’s volume. The central and 
lower images represent radial slices «  50 km below the lithosphere and at 2000 km depth respectively. The scale illustrates the temperature, away from 
the lateral average, i.e. the thermal anomaly. Note that in this figure, and those to follow, black/white regions displayed on radial surfaces represent 
sections of the model that are hotter/colder than the scale’s upper/lower limit. coo\
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From here, fluid sinks (rises), thereby feeding vertical convective currents in the form of 
downwellings (upwellings), which are driven by the negative (positive) buoyancy of the cold 
(hot) boundary layer and are retarded largely by viscous stresses. With more vigorous 
convection characterized by sharper boundary layer thermal gradients, buoyancy effects are 
amplified and instabilities form with greater ease than is the case in less vigorous systems. 
Furthermore, the reduced viscosity of systems at higher vigor means that instabilities need 
not accumulate as great a mass before overcoming viscous stresses and sinking (rising). As 
a consequence, higher Rayleigh number convection is characterized by smaller, but more 
numerous instabilities (Turcotte & Oxburgh 1967). This accounts for the disparity observed 
between cases 1 and 2.
An important observation to make, relevant to both cases, is that in a purely basally heated, 
unit aspect ratio system, convection is naturally symmetric, with upwelling and downwelling 
currents retaining some basic symmetry. Indeed, apart from the sign of their thermal 
anomalies, downwellings and upwellings will generally be indistinguishable (Weinstein &: 
Olson 1990, Bercovici et al. 2000). However, in spherical geometry, this is not strictly true, 
since upper and lower boundaries are of different dimensions; the upper surface has an area 
four times larger than the CMB. Consequently, although to first order these are symmetric 
systems, with boundary layers handling the same heat flux, the instabilities that develop 
are not truly symmetric.
If we now examine case 3, a simulation with both internal and basal heating (Figure 5.2c), 
we have a form of convection that is more complex. When compared to case 2, the planform 
differs significantly, displaying greater thermal heterogeneity. The reasons for this can be 
understood if one appreciates that the upper thermal boundary layer must handle the heat 
injected through the bottom as well as heat generated internally. To accommodate this,
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the upper thermal boundary layer develops a larger temperature drop (to sustain a larger 
thermal gradient) than the lower thermal boundary layer. In this way, the top boundary 
layer has a larger thermal gradient than the bottom one, leading to more numerous cold 
downwellings when compared to hot upwellings. Thus, within this model, we are seeing a 
top thermal boundary layer with a large temperature drop across it feeding downwellings 
which dominate the overall convective planform (e.g. Davies 1999, Bercovici et al. 2000, 
Schubert et al. 2001). This simple picture of internally heated convection is in keeping with 
the idea that large scale mantle circulation is driven by downwellings fed by an intense 
thermal boundary layer, while active upwellings are relatively weak and/or few in number 
(e.g. Davies k  Richards 1992).
5.4.2 Layered V iscosity  C onvection
The thermal profiles yielded by cases 4, 5 and 6 are displayed in Figure 5.3. Excluding 
the Rayleigh number, each simulation is identical, incorporating both basal and internal 
heating, in addition to a layered viscosity structure. The increase in lower mantle viscosity 
completely transforms the planform, with greater thermal heterogeneity displayed than in 
isoviscous cases (note the differing scales of Figures 5.2 and 5.3). Long, linear sheet-like 
downwellings dominate upper mantle convection, as opposed to the isolated downwelling 
plumes previously observed. These widen substantially with depth. Indeed, as they enter 
the high viscosity lower mantle, they break up into large diffuse blobs, which is consistent 
with the findings of previous investigations (Hansen et al. 1993, Zhang & Yuen 1995, Bunge 
et al. 1996, 1997, Monnereau k  Quere 2001, Lowman et al. 2004).
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Figure 5.3: As in Figure 5.2, but. for a series of simulations incorporating ' asal and internal heating, in addition to a layered viscosity structure, 
(a) Case 4 - RaT =  1 x 106, Ra.H =  1.4 x 107 (b) Case 5 - RaT =  1 x 107, Ra„ =  1.4 x 108 (c) Case 6 - Rar =  1 x 108, RaH =  1.4 x 109. Note the 
different scales employed here when compared to Figure 5.2.
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F igu re 5.4: A series of snapshots from simulations with variable upper to lower mantle viscosity ratios, (a) Case 7 - /U2/ Mi =  5; (b) Case 8 - 
//2 /V 1 =  20; (c) Case 9 - p i /p i  =  50; (d) Case 10 - y.2 /g \  =  500. Each image shows a radial section just above the CMB and an iso-surface, 
representing regions of the model that are 500 K hotter than average for their depth. Again, the scale illustrates the thermal anomaly. Simulations 
with increased p ijp x  are characterized by fewer, but larger and more robust upwelling plumes.
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Although this is true for all layered cases, the morphology of downwellings changes with 
Rayleigh number. For case 4, downwellings are formidable, being strong and coherent and 
displaying large thermal anomalies. However, with increasing vigor (cases 5 and 6) down­
wellings become thinner and weaker, but more numerous. Their thermal anomalies decrease 
significantly, which is consistent with the behavior exhibited in isoviscous simulations and 
fits in perfectly with simple boundary layer theory (e.g. Turcotte Sz Oxburgh 1967).
In all cases, we find tha t the downwellings ultimately reach the CMB. As they descend, they 
push hot material down and away. This process forces hot mantle to collect in a cellular 
pattern at the CMB. Over time, the continued supply of downwelling material squeezes 
hotter fluid into a network of narrow linear ridges. The return upward flow is focused at the 
junctions of these ridges, as cylindrical upwellings/plumes. As with downwelling structures, 
the morphology of upwellings changes dramatically with Rayleigh number; higher vigor 
systems are characterized by narrower and weaker plumes, although it is interesting to note 
that their number remains reasonably constant. A similar behavioral pattern is observed 
when decreasing the ratio between lower and upper mantle viscosities, P2 /P>\ (see Figure 
5.4). Simulations with decreased P2 I Mi are characterized by smaller and weaker plumes, 
although this is to be expected; by decreasing ^ 2/ ^ 1, one increases the effective Rayleigh 
number. However, when decreasing ^ 2 / ^ 1, the number of plumes increases. Such a pattern 
is not observed when increasing the Rayleigh number, suggesting that the ratio between 
lower and upper mantle viscosities is the predominant control upon the number of upwellings 
in these systems.
Perhaps the most striking feature of these models is that plumes are extremely coherent 
and, as illustrated by the temporal evolution plots of Figures 5.5 (case 4) and 5.6 (case 5), 
for the lower vigor cases, appear almost stationary and anchored in their positions. Indeed,
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Figure 5.5: A series of thermal profiles, displaying the temporal evolution of case 4 (R ar  =  1 x 106. 
Ran  =  1.4 x 107). Snapshots are spaced «  50 Mvr apart. Each one shows a radial surface just above the 
CMB and a hot iso-surface, representing regions of the model that are 500 K hotter than average for their 
depth. They are surrounded by a latitude/longitude grid to give the reader a sense of the mantle’s volume. 
The meet prominent features are hot upwelling plumes, which are stationary, robust and coherent.
Figure 5.6: As in Figure 5.5, but for case 5 (R ar  =  1 x 107, RaH =  1.4 x 108). Again, the most prominent 
features are hot upwelling plumes, which are strong and powerful.
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once formed, they typically survive the remaining length of the simulation, which exceeds 
500 Myr in both cases. Over this time, subtle drifting is observed in the upwellings of case 
5 and, on occasions, smaller plumes coalesce. Nonetheless, the larger and dominant plumes 
remain remarkably stable. W ith case 6 however, the planform is more complex. Although 
powerful steady plumes remain a feature of this simulation, they do not dominate internal 
dynamics as in previous cases (see Figure 5.7). Indeed, a large number of mobile and 
ephemeral plumes are observed, which range in intensity and drift velocities. New plumes 
form throughout the simulation and old ones are seen to fade, many of which eventually 
cease. In addition, nearby plumes are seen merging together over time. Those plumes that 
do remain steady appear to alter in intensity as the simulation evolves. For example, the 
plume marked with a red cross in Figure 5.7(a) decreases in intensity for 80 Myr, from (a) to 
(c). Over the next 120 Myr however, it appears to increase in strength, with a large plume 
head visible in Figure 5.7(f), which is approximately twice the size of the head observed in 
Figure 5.7(a) and five times the size of that observed in Figure 5.7(c). It is not clear whether 
such behavior has been observed in previous purely thermal models. This therefore is an 
important observation that will be discussed later. However, the primary result of these 
simulations is that upwelling behavior varies with Rayleigh number; plume fixity decreases 
with increasing vigor, i.e. in moving from case 4 through to case 6. Although steady plumes 
are observed in case 6, they coexist with mobile and ephemeral upwellings and, hence, the 
conclusions of previous studies (e.g. Davies 2005), with large, steady plumes dominating 
mantle dynamics, do not hold at truly Earth-like vigor.
The obvious and most simple explanation for this shift in behavior is that the upwellings 
generated in case 6 are part of a more vigorously convecting system. As a consequence, 
they are swept around and occasionally broken up by large-scale background flow, resulting 
in shorter-lived plumes with decreased fixity. However, this straightforward explanation
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does not tell the whole story. As stated previously, while descending through the mantle 
downwellings force hot material down and away, resulting in numerous relatively small, 
quasi-circular patches of cold material at the CMB. As these are supplied with more and 
more downwelling material, they push hotter fluid sideways, such that it collects at ridges, 
which form when hot material is brought together from opposite directions. Plumes occur at 
locations where these ridges meet. This depiction of the system’s dynamics demonstrates 
how downwellings control and manipulate the upwellings. W ith downwellings becoming 
smaller and less powerful with increasing vigor, their ability to  control and induce movement 
in hot material decreases, which could account for the decreased upwelling fixity in higher 
vigor systems. However, since upwellings are also weaker in such systems, downwelling 
potency cannot solely be the cause of the disparity observed between cases. The complete 
explanation is more subtle.
While it is true tha t downwellings dictate the locations of upwellings, the upwellings them­
selves also control the positioning of downwellings. This is particularly apparent in lower 
vigor simulations where plumes are strong, coherent and extremely powerful. Regions where 
they impact at the surface become too hot and hence, too buoyant, to sink. This self- 
organization makes the planform exceptionally stable and also allows the upwellings to be­
come more robust, building up greater resistance to the background flow with time, thereby 
becoming anchored in their positions. However, with increasing vigor, upwellings become 
noticeably thinner and weaker, as is clear from Figure 5.3(c), where plumes are very faint 
in the upper mantle and at the surface. As a consequence, the upwellings are unable to 
control the location of downwellings to the same extent; the self-organization observed in 
lower vigor cases is not as apparent. Accordingly, plumes cannot build up such a resistance 
to the background flow and, hence, their fixity decreases.
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Figure 5.7: As in Figure 5.5, but, for case 6 (Rar  =  1 x 10g, Ran — 1.4 x 10°), with snapshots spaced ~  40 Myr apart. We see that even at Earth-like 
vigor, steady plumes remain a feature of convection. However, they are accompanied by a large number of mobile and ephemeral plumes, which range 
in intensity and drift velocities. New plumes form throughout the simulation and old ones are seen to fade, many of which eventually cease. In addition, 
smaller plumes are seen merging together over time.
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This line of reasoning also accounts for the altering intensity displayed by the stable plumes 
of case 6. We know that downwellings control the location of upwellings, but plume strength 
and vigor is also dictated by the supply of cold downwelling material to the CMB. With 
a consistent supply of material to this region, upwellings will display what is essentially 
a regular intensity through time, as indeed occurs in case 4 and, fundamentally, case 5. 
However, in less-organized systems, such as case 6, which are characterized by an irregular 
downwelling pattern, upwellings will show varying intensities at different stages of the sim­
ulation. At times of high supply of cold material to the CMB, hot fluid will be pushed into 
ridges more rapidly and, hence, upwellings will be stronger and more vigorous. At times of 
low supply, upwellings are likely to be weaker.
5.5 Discussion
This discussion will focus upon case 6, a layered viscosity simulation at a Rayleigh number 
of greater than 1 x 109, examining its implications for convection within Earth’s mantle. 
The upwelling characteristics displayed in this model are somewhat similar to the patterns 
observed on Earth. As noted previously, numerous analyses of hot-spot track and plate 
motion directions have established that hot-spots remain relatively stationary for time in­
tervals of 50-100 Myr (e.g. Morgan 1983, Jurdy & Gordon 1984). Steady plumes that could 
account for such surface observations arise in our model, with their stationarity shown to 
strongly depend upon an increased lower mantle viscosity. Such reduced mobility has been 
observed in previous studies (e.g. Zhang &; Yuen 1995, Bunge et al. 1996, Lowman et al. 
2004) and is easy to understand. The increased viscosity with depth reduces the effective 
Rayleigh number of the lower mantle and, hence, the characteristic time scales for flow 
become considerably longer at depth. As a consequence, the time-scales for instability are
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longer in the lower mantle. Accordingly, dynamical structures originating at depth, such as 
the upwelling plumes observed herein, are extremely persistent.
The stationary plumes that arise in this model probably have a longer lifespan than Earth’s 
hot-spots. One of the oldest observable hot-spots on Earth is Hawaii. The Hawaiian- 
Emperor track, a 4000 km long chain of volcanic islands and seamounts, running from 
near the Aleutian Islands to the active Kilauea volcano, represents at least 110 Myr of 
volcanism (Tarduno Sz Gee 1995, Schubert et al. 2001). Although our plumes are not 
precisely fixed, which is consistent with the findings of Steinberger &: O’Connell (1998), 
some remain ‘stationary’ for periods tha t exceed 200 Myr. However, the geological record 
suggests that such a situation does not arise on Earth. Although several factors could 
potentially contribute to this disparity, we argue that the major control is the influence of 
tectonic plates at the surface, which break the symmetry and self-organization of upwelling 
and downwelling currents, thereby reducing the probability of plumes remaining stationary 
for extended periods of time.
In addition to the steady plumes that arise, mobile and ephemeral plumes are a feature 
of our model. Indeed, considered as a whole, the upwellings display many morphological 
characteristics that are consistent with observations for Earth’s hot-spots. These include 
a range of longevities, drift velocities, intensities and sizes, in addition to an uneven dis­
tribution across the globe. Such features are not observed in the less vigorous models of 
Davies (2005), nor in the lower vigor simulations examined herein, suggesting that this 
behavior is a function of the Rayleigh number. At higher vigors, upwellings can be broken 
up and swept-around by large-scale background flow, resulting in shorter-lived plumes with 
decreased fixity.
Although most hot-spots, such as Hawaii and Reunion, display a remarkably uniform age
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progression, others are variable; some display inconsistencies in the progression of their ages, 
while others have simultaneously active volcanism along the track. Some have even been 
known to produce either segmented tracks or, on occasions, a short pulse of activity. Even 
the Hawaiian hot-spot has exhibited large variations in strength as evidenced by variations 
in the rates of melt production and swell formation (Davies 1992). If hot-spots are indeed 
related to mantle plumes, this would suggest that a wide-range of upwelling structures occur 
within E arth’s mantle, as indeed has been suggested by Courtillot et al. (2003) and Davies 
k  Bunge (2006). The model presented here, with variable plume like features coexisting, is 
therefore well-suited to explaining observations on Earth.
Perhaps the most dramatic example of variations in hot-spot intensity is found in the record 
of flood basalts, which often show evidence for distinct episodes of eruptive activity, at in­
tervals ranging from a few million to tens of millions of years. A number of previous models 
have been proposed to explain such episodic plume magmatism. These include thermal 
interactions and plume head separation at the 660-km discontinuity (Bercovici k  Mahoney 
1994, Schubert et al. 1995) and a secondary instability in non-newtonian fluids (van Keken
1997). Such phenomena could explain the second major magmatic event in a sequence, 
since a secondary plume head is formed at the original plume conduit. However, they can­
not account for multiple events with variable strengths at irregular time intervals. Other 
possible causes of such ‘pulsing’ behavior include solitary waves traveling along the low 
viscosity, thermal plume conduit (Olson 1987) and the interaction of magma transport and 
lithospheric flexure (Hieronymus k  Bercovici 1999). However, it is unlikely that these mech­
anisms could produce the large volumes of melt recorded in discrete flood basalt events. 
Multiple plume sources or a single dismembered plume have been considered as the cause 
of the high flux and diverse geographic distribution of magmatism generated by the Ker­
guelen plume 120-95 Myr ago (Coffin et al. 2002), but these are unlikely to be a global
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feature. Lin k, van Keken (2005) have argued that the processes leading to large igneous 
provinces are more complicated than the purely thermal, single-stage plume model suggests. 
They convincingly demonstrate that the multiple episodes of major flood basalt eruptions 
could result from the interaction between thermal and compositional buoyancy forces, i.e. 
thermo-chemical convection. The characteristic timescales of secondary instabilities and 
the variation in plume intensity in their models are compatible with observations on Earth.
Although composition doubtless plays a role in shaping plume strength and intensity on 
Earth, our simulation suggests that downwellings, in the form of subducting slabs, might 
also be important. In our model, upwelling intensity is dictated by the supply of cold 
downwelling material to the CMB. As they descend, downwellings push hot material down 
and away, forcing hot mantle to collect in a cellular pattern at the CMB. Over time, the 
continued supply of downwelling material squeezes hotter fluid into a network of narrow 
linear ridges. The return upward flow occurs where these ridges meet, as cylindrical up­
wellings / plumes. At times of high (low) supply of downwelling material to the CMB, hot 
material is swept into these ridges rapidly (slowly), contributing to an increased (decreased) 
plume buoyancy. Therefore, rather counter-intuitively, plume intensity is strongest (weak­
est) during, or shortly after, periods of heavy (light) pooling of cold material at the CMB. 
Within E arth’s mantle, it is highly unlikely that steady-state and uniform plume source 
conditions will arise. Here, plumes coexist with larger-scale flows associated with, for ex­
ample, plate motions. Since subduction is a time-dependent, asymmetric process (e.g. Silver 
& Behn 2008, Goes et al. 2008), were our conclusions correct, they would suggest that sub­
ducting slabs might be partially responsible for episodic plume magmatism (Parman 2007, 
Pearson et al. 2007).
The dominance of downwellings and their control upon internal dynamics also suggests that
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slabs might account for other plume characteristics, most notably, their positioning. On 
Earth, subducting slabs could be moving broad hot-zones along the CMB, leading to sharp 
variations in lateral seismic velocity (Ni et al. 2002, Thomas et al. 2002) and even forming 
super-swells (Thompson Sz Tackley 1998, Davaille 1999). This picture of internal dynamics 
would imply that upwelling features would tend to only be found away from regions of the 
CMB that have recently suffered impacting of subducting slabs, as suggested by Tan et al.
(2002) and Davies (2005). Indeed, it is argued that such behavior is observed (Anderson 
1998. Chase 1985, Richards & Engebretson 1992). The majority of hot-spots, believed by 
many to be the surface manifestations of upwelling plumes, occur in regions of geoid high 
(Chase 1979, Stefanick h  Jurdy 1984) and negative seismic velocity anomalies. The geoid 
high and seismic anomalies have been argued to arise from regions of the mantle without 
recent subducted material.
While this investigation has examined several aspects of high-vigor convection there is room 
for further work. The models presented are realistic in many ways. However, several im­
portant aspects of Earth’s mantle have not been addressed, the most prominent of which 
are a temperature dependent rheology, chemical heterogeneities and tectonic plates at the 
surface. W ith regards to a temperature dependent rheology, due to potential non-linear 
feedbacks it is difficult to predict exactly how its inclusion would alter our results (e.g. 
Lowman et al. 2001, Korenaga 2005). Furthermore, it is very challenging to model large 
lateral viscosity variations robustly, with the best simulations to date in 3-D spherical ge­
omet ry attaining Rayleigh numbers a few orders of magnitude below the dynamical regime 
of Earth’s mantle (Zhong et al. 2000). Although such rheological properties will doubtless 
have an affect upon the dynamics of convection, as indeed will the inclusion of chemical 
heterogeneities (e.g. McNamara & Zhong 2005, Nakagawa &; Tackley 2006), many charac­
teristics of the simulations presented here remain representative of processes within Earth’s
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mantle. Nonetheless, modeling and constraining the temperature dependence of mantle 
viscosity as well as developing efficient ways to accurately track chemical heterogeneities, 
should be one focus of future work. In addition, since the hot-spot characteristics observed 
on Earth are hypothesized to occur due to the combination of deep plumes and plate dy­
namics (e.g. Tackley 2006), we need to better address the surface in our models and also, 
include continents, if we are to truly investigate such phenomena. This point, regarding the 
importance of the surface, is emphasized in the following chapter.
5.6 Conclusions
Strong, stationary and coherent plumes have been shown to develop at low to moderate 
vigors and in layered systems. Such configurations have also been observed in higher-vigor 
simulations incorporating a layered viscosity structure. However, due to computational 
limitations, prior to this study, such phenomena had not been examined at Rayleigh numbers 
of greater than «  1 x 108. E arth’s mantle is believed to convect at a Rayleigh number of 
order 109.
Owing to a highly-efficient, multi-resolution version of the 3-D spherical mantle dynamics 
code TERRA, the simulations presented herein replicate such Rayleigh numbers. They 
are therefore at superior vigor to the highest achieved, to date, in global 3-D spherical 
geometry'. Results demonstrate that at these vigors, steady plumes do arise. However, 
they do not dominate the planform as in lower vigor cases; they coexist with mobile and 
ephemeral plumes, which display wide-ranging characteristics. Since hot-spots, believed by 
many to be the surface expression of deep mantle plumes, are known to display a range of 
strengths, sizes and drift velocities, the variable upwelling pattern observed in our model 
is somewhat representative of observations on Earth. Those plumes that do remain steady
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vary in intensity throughout the simulation, strengthening and weakening over time. We 
argue that such behavior is caused by an irregular supply of cold material to the core-mantle 
boundary region, which could point towards subducting slabs being partially responsible 
for episodic plume magmatism on Earth.
As is verified by the lack of publications at these high vigors, calculations of this nature 
would be unfeasible were it not for the modified code. Although our conclusions are sig­
nificant, perhaps the most important lesson to take from this investigation arises from the 
methodology. As a community, we must develop and implement advanced, multi-resolution 
numerical schemes if the recent progress made in geodynamical modeling is to continue.
C hapter 6
The Importance of Earth’s Surface 
Boundary Condition to Mantle 
Convection Simulations
6.1 Abstract
A modified and benchmarked version of the 3-D spherical mantle dynamics code TERRA, 
which allows for variable resolution radially, is employed to investigate the importance 
of Earth 's surface boundary condition in mantle convection simulations. Three different 
mechanical boundary conditions are modeled (free-slip, rigid and kinematic with imposed 
plate motion history), in otherwise identical systems. Results demonstrate that the surface 
has a profound control upon internal dynamics, manifesting itself not only in convective 
structures, but also in thermal profiles, Nusselt numbers and velocity patterns. Since the 
majority of geodynamical simulations incorporate a surface condition that is not at all 
representative of Earth, this is a worrying, yet important conclusion. By failing to address
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the surface appropriately, geodynamical models, regardless of their sophistication, cannot 
be truly applicable to Earth.
6.2 Introduction
Plate tectonics, the theory that underpins most of modern geology, is widely-regarded as 
the prime surface expression of mantle convection. Yet, surface deformation with piecewise 
uniform motion that would approximate tectonic plates is not easily obtained in mantle 
convection simulations. The general approach to incorporating plates within mantle con­
vection models has been to specify some component of the system, such as surface velocities, 
weak zones or faults, while solving for the dynamics of the remainder of the system (Gurnis 
&: Hager 1988, Davies 1989. Gable et al. 1991, Weinstein & Olson 1992, King & Hager 
1994, Zhong & Gurnis 1995, Bunge et al. 1998, Lowman et al. 2001). Such methods have 
their strengths and weaknesses and have yielded important insights into various convec­
tion phenomena. However, as of yet, no single model can spontaneously reproduce true 
plate-tectonic behavior.
The difficulty in accounting for plates in numerical simulations may be explained if plates 
are a self-organized system that coordinates mantle convection, rather than vice versa. 
Upper mantle convection patterns should then be regarded as the result, not the cause, of 
plate tectonics. There are several proponents to such ‘top-down’ mechanisms (Anderson 
2001) which either disregard convection, or focus upon pre-existing plates moved by forces 
such as slab-pull and ridge push (Forsyth &; Uyeda 1975).
Whether changes in plate boundary forces cause shifts in plate motions or whether both 
changes in plate boundaries and plate motions are a response of the plate system to mantle 
convection is an important question. Records from plume related hot-spot volcanism suggest
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that global plate motions remain relatively constant for extended periods of time. However, 
these periods are separated by episodes of abrupt transition, the most prominent example 
of which is recorded at the great bend in the Hawaiian-Emperor seamount chain (Molnar 
k  Stock 1987. Norton 1995, Lithgow-Bertelloni k  Richards 1998, Tarduno et al. 2003, 
Steinberger et al. 2004, Finn et al. 2005, Wessel et al. 2006, Whittaker et al. 2007). This 
fundamental and peculiar feature of plate tectonics is very difficult to understand. Plate 
motions derived purely from internal buoyancy forces can only evolve over many millions of 
years i.e. the timescales over which such buoyancy forces develop in the mantle. Thus, it is 
believed that sudden changes in plate motions cannot be explained by such models, which 
is a major line of evidence used to advocate the aforementioned ‘top-down’ mechanisms. 
Recent work, however, has suggested that hot mantle accumulating beneath plates can be 
swept toward and annihilate downwellings, leading to a relatively rapid adjustment in plate 
driving forces (Lowman et al. 2001. King et al. 2002). In either case, as noted by Bercovici
(2003), the a priori existence of the plates precludes any attem pt to explain how they are 
generated and evolve in the first place. The answer to this fundamental question of how 
plates arise from, or perhaps, cause mantle convection, has been the focus of an active, yet 
technically difficult field of research. Nonetheless, significant progress has been made and 
the general consensus now emerging is that plates and convection are one coupled system, 
which closely interact (Tackley 2000a, 6, Lowman et al. 2001, Bercovici 2003).
Over the same period, major advances in our understanding of the complex Earth system 
have been made, with computational geodynamics connecting aspects of mantle convection 
theory with geophysical, geochemical and geological observations. A threshold has been 
crossed in high-performance computing, allowing 3-D spherical mantle convection simu­
lations to achieve the resolution necessary to capture ‘Earth-like’ Rayleigh numbers, as 
demonstrated in Chapter 5. Rapid advances have also been made in modeling complex
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rheologies. These developments hold great potential for interdisciplinary research in plate 
tectonics and mantle convection. However, the fact that convection models fail to repro­
duce plate-like behavior at the upper boundary is proving to be a major obstacle to such 
collaboration.
Several studies have demonstrated that, in mantle convection simulations, the upper bound­
ary condition has a strong influence on the dynamics of the system. For example, the work 
of Tern et al. (2002) and Davies (2005), in both regional and full spherical geometry, as 
well as the simulations presented in Chapter 5, suggests that subducting slabs modulate 
plume formation, with plumes tending to develop at the edge of slabs. In areas of the core 
mantle boundary (CMB) free of slabs, plume formation is frequent while the basal thermal 
boundary layer is thin. However, in areas beneath slabs, the basal thermal boundary layer is 
thicker and plume formation infrequent. Indeed, it is argued tha t such behavior is observed 
(Anderson 1998, Chase 1985, Richards k  Engebretson 1992). The majority of hot-spots, 
believed by many to be the surface manifestations of upwelling plumes, occur in regions of 
geoid high (Chase 1979, Stefanick k  Jurdy 1984) and negative seismic velocity anomalies. 
The geoid high and seismic anomalies have been argued to arise from regions of the mantle 
without recent subducted material.
Lowman et al. (2004) further examine the influence of plate-like surface motion on upwelling 
dynamics through 3-D Cartesian models, concluding that plume positioning and formation 
is affected by the influence of plate-scale flow. One would expect such effects to be amplified 
in spherical geometry, where the variation in radius between inner and outer surfaces would 
become a key factor. Clearly, these studies, amongst others (Bunge et al. 1998, Conrad 
k  Hager 1999, King et al. 2002, Davies k  Bunge 2006, Quere k  Forte 2006, Nettelfield k  
Lowman 2007), suggest that the surface exerts a major control on the evolution of man-
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tie convection, yet the mechanical upper boundary conditions utilized in the majority of 
geodynamical simulations are not at all representative of Earth.
The motivation behind this chapter therefore is to emphasize the importance of the sur­
face boundary condition to mantle convection simulations. Even though previous studies 
have touched upon this topic, as of yet, no single study has looked at the problem in a 
general sense. Three distinct mechanical boundary conditions are simulated, i.e. stress- 
free/free-slip, rigid and kinematic, in otherwise identical 3-D spherical models. Results, as 
expected, illustrate that the surface plays a central role in shaping the dynamics of the 
interior, highlighting the fact that we, as a geodynamical community, must begin to better 
address the upper boundary condition. As stated by Tackley (2000c), it is of fundamental 
importance to improve our understanding of plate boundary processes so that the relevant 
material properties can be included in numerical models. This would allow plates to arise 
self-consistently from the constitutive equations, rather than being imposed by the mod­
eler. Such capabilities would, without doubt, yield unprecedented opportunities for true 
interdisciplinary research.
6.3 M ethodology
6.3.1 N um erical M ethodology
A modified version of the 3-D spherical mantle dynamics code, TERRA (Baumgardner 
1985. Bunge & Baumgardner 1995, Yang Sz Baumgardner 2000), is employed to solve the 
infinite Prandtl number conservation equations of mass, momentum and energy, inside a 
spherical shell. The adapted version, introduced and validated in Chapter 4, allows one to 
refine and solve on a radially non-uniform grid. Consequently, complex problems can be 
solved efficiently, both in terms of RAM and CPU-time.
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For the purposes of this investigation, the domain is discretized into a fine upper mantle 
(the outer 25% of the shell) with coarser elements elsewhere, ensuring sufficient resolution 
to capture the upper thermal boundary layer. Such a setup counteracts the original dis­
cretization inherent to TERRA, which is characterized by superior resolution in the lower 
mantle. In addition, since the viscosity of Earth’s mantle increases significantly with depth 
(Hager 1984, Ricard et al. 1992, Mitrovica 1996), one would expect upper mantle convec­
tion to be dominated by fine-scale activity, with longer wavelength features more prevalent 
in the lower mantle. The advocated scheme therefore fits in perfectly with such behavior, 
yielding great benefits for the investigations presented herein. Furthermore, the solution 
algorithm allowrs one to perform a rapid parameter space mapping. In essence, although 
the upper thermal boundary layer is simulated at high resolution, the overall CPU-time is 
not significantly greater than that for a run at lower resolution.
6.3.2 M odel Configuration
The influence of three different surface mechanical boundary conditions is investigated, 
namely free-slip (case 1), rigid (case 2) and kinematic (case 3). Models are otherwise 
identical, with the mechanical boundary condition at the CMB always free-slip. For case 3, 
the history of plate motion is prescribed as a time-dependent velocity boundary condition, 
starting in the mid-Mesozoic, 119 million years ago (Ma) (Lithgow-Bertelloni k, Richards
1998). By forcing the surface with plate velocities, one essentially anticipates that the 
dynamics of the remainder of the system evolve to be somewhat consistent with Earth. Such 
an approach therefore provides an avenue towards a quasi Earth-like boundary condition in 
this study. It should be noted that although the criticism made of the kinematic approach 
is valid (i.e. velocity boundary conditions do substantial work on the system), it does not 
incorrectly alter the evolution of a calculation when compared to a model having plates
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generated self-consistently (Han k  Gurnis 1999). Such a scheme is therefore ideal for the 
present study.
The runs presented use approximately 30 million nodes, which, bearing in mind the modified 
discretization, yields a lateral spacing of around 28 km at the surface and CMB. The radial 
spacing, finer in the upper 25% of the shell, is also reduced close to the CMB to accurately 
capture the lower thermal boundary layer. The scale of features is controlled by the viscosity, 
with upper mantle viscosity set at 1 x 1022 Pa s. This choice allows us to be confident of both 
resolved calculations and a reasonably high-convective vigor (whole mantle Ra = 2.5 x 106, 
calculated based upon basal heating). Our calculations easily surpass the rule of thumb of 5 
points per high gradient region quoted by Lowman et al. (2004). We simulate compressible 
convection, employing the Murnaghan equation of state (Murnaghan 1951, Bunge et al. 
1997). This leads to a coefficient of thermal expansion that fits experimental observations 
(Chopelas k  Boehler 1992), decreasing with depth from « 4 x  10 ~bK ~ l at the surface to 
~  1.25 x 10~bK ~ l at the CMB, as illustrated in Figure 6.1(a). Reference density (Figure 
6.1b) increases monotonically from 3.5 x 103 kg m~3 at the surface to 5.5 x 103 kg m-3 at the 
CMB, in good agreement with the preliminary reference Earth model - PREM (Dziewonski 
k  Anderson 1981). Heat capacity and thermal conductivity are constant, with the former 
being set to 1.13 x 103 J kg-1 K-1 (Stacey 1992) and the latter to 4.0 W m-1 K-1 . An 
internal heating rate of 4.0 x 10“ 12 is imposed, which is just below the chondritic value. 
Other model parameters are listed in Table 6.1.
All simulations incorporate depth-dependent viscosity, with a structure similar to that pro­
posed by Mitrovica k  Forte (2004), derived via joint inversion of convection and glacial 
isostatic data. The convection related observables included satellite-derived free-air grav­
ity harmonics, the geodetically inferred excess ellipticity of the CMB and tectonic plate
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Figure 6.1: Variation in (a) the coefficient of thermal expansion, (b) density and (c) viscosity, as a function 
of depth through the mantle.
Parameter Value Units
Thermal Conductivity 4.0 W  m " 1 K - 1
Specific Heat at Constant Pressure 1.13 x 103 J kg"1 K " 1
Surface Temperature 300 K
CMB Temperature 3000 K
Acceleration Due to Gravity 10 m s -2
Heat Generation 4.00 x 10~12 W k g - 1
Clapeyron Slope (410 km) 0.0 MPa K - 1
Clapeyron Slope (660 km) 0.0 MPa K " 1
Table 6.1: Model parameters.
motions. It is important to note that when compared to the profile of Mitrovica k  Forte
(2004). our variations over the mantle are reduced to ensure computational stability. As il­
lustrated by Figure 6.1(c), the simulated viscosity profile shows a significant (30 x) increase 
from the upper mantle to a high-viscosity peak at 2000 km depth, followed by a reduction 
toward the core-mantle boundary. A low-viscosity region at 660 km is not incorporated. 
The lithosphere is modeled by specifying a highly viscous layer, of thickness 150 km. at the 
top of the mantle to emulate the high viscosity of the mantle’s cold upper thermal boundary 
layer. Due to computational limitations, models do not include a temperature dependent 
rheology.
Viscosity (Pa s)
6000 1.00E+21 100E+22 1.00E+23 1.00E+24
Coefficient of Thermal Expansion ftC') 
00 250E-05 5.I
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Figure 6.2: Plate boundary m aps for Mesozoic and Cenozoic plate stages, (a) 119-100 Ma: (b) 94-84 Ma; 
(c) 74-64 Ma: (d) 48-43 Ma: (e) 43-25 Ma and (f) present day (10-0 Ma). Arrows indicate the direction 
of plate motion. Their length is proportional to the plate speed. AF denotes Africa: AN, Antractica: AR, 
Arabia: AU. Australia: CA, Caribbean: CO, Cocos; CR. Chatham Rise: EU. Eurasia; FA, Farallon: IN, 
India; IZA. Izanagi; KU, Kula; NA, North America; NZ, Nazca; PA, Pacific; PL, Phillippines: PH. Phoenix 
and SA. South America. In the Mesozoic, the ancient Izanagi (IZA), Farallon (FA), Kula (KU) and Phoenix 
(PH) plates occupy most o f the Pacific Basin. Today these plates have largely disappeared. Reproduced 
from Bunge et al. (2002), which was compiled from Lithgow-Bertelloni & Richards (1998).
-600 0 600
Figure 6.3: Comparison between models of mantle convection with different surface ’T ions. (a) Case 1, free-slip condition; (b) Case 2, rigid 
condition; (c) Case 3, imposed plate velocity kinematic condition. The left and central images represent the thermal anomalies at 150km and 2200km 
depth respectively. For case 3, plate 1 daries are outlined. The scales illustrate the temperature, away from the lateral average, i.e. the thermal 
anomaly. Note that black regions displayed in case 1 represent sections of the 1 I that are hotter than the scale’s upper limit. Images on the right 
are snapshots of the thermal field, across the whole sphere. Each one shows a radial surface just above the CMB and a hot iso-surface, representing 
regions of the model that are 400K hotter than average for their depth. Images are surrounded by a latitude/longitude grid to give the reader a sense 
of the mantle’s volume.
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For cases 1 and 2 the initial condition is made up of small-scale, random temperature 
perturbations. For case 3, an initial condition is generated by driving the surface with 
the plate motions of the Mid-Cretaceous (see Figure 6.2a) until a quasi steady-state of 
convection is achieved. We account for the reduced convective vigor of our models by 
scaling the root-mean-square (R M S) plate velocities so that on average, imposed plates 
neither speed up nor slow down the flow from what would normally be generated with a 
free-slip top-surface (Bunge et al. 2002). It is important to note that due to the reduced 
convective vigor of our models when compared to Earth, absolute times are not useful. 
Instead, we express time in terms of transit times (Gurnis &; Davies 1986), where one 
transit time is defined as the ratio of mantle depth to model RAIS  surface velocity. Thus, 
one transit time for Earth, assuming an R M S  plate velocity of 4.4cm yr-1 , corresponds 
to about 65Ma. In all calculations that follow, model time is normalized to ‘Earth-time’ 
by multiplying by the ratio of Earth transit time to model transit time, or equivalently, by 
multiplying by the ratio of model R M S  surface velocity to that of Earth’s plates.
6.4 Results 8z Discussion
Figure 6.3 displays snapshots of the thermal field from all simulations. Excluding the 
upper boundary condition these models are identical, yet, the convective planforms display 
significant variations. This illustrates, beyond any doubt, that the surface condition has a 
profound influence upon internal dynamics.
Beginning with results from the free-slip simulation, i.e. case 1, we see that the planform 
is dominated by the sinking of the cold upper boundary layer as sheet-like downwellings. 
These widen substantially with depth and break up into large diffuse blobs as they enter 
and traverse the high viscosity lower mantle. These patterns are consistent with previous
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investigations (Hansen et al. 1993, Zhang & Yuen 1995, Bunge et al. 1996, Monnereau & 
Quere 2001, Lowman et al. 2004), providing further evidence to support the conjuncture that 
increased viscosity broadens the cold thermal anomalies associated with sinking sheets. This 
results in a more diffuse pattern of heterogeneity than is the case with uniform properties.
As downwellings descend through the mantle, hot material is forced down and away. This 
behavior results in numerous relatively small, quasi-circular patches of cold material at the 
CMB. As these axe supplied with more and more material, they squeeze the hotter fluid 
into a network of narrow linear ridges. The return upward flow is focused at the junctions 
of these ridges, as strong cylindrical upwellings/plumes. The tendency is for nearby plumes 
to join together over time and, hence, they decrease in number as the simulation evolves, 
with the final planform exhibiting only four plumes. These however, are extremely coherent, 
almost stationary and appear anchored in their position. Indeed, once formed, they typically 
survive the remaining length of the simulation, as illustrated by Figure 6.4.
While it is true that in these simulations downwellings control and push around the up­
wellings, due to their fixity, ultimately, the upwellings also control the locations of down­
wellings; regions where they impact at the surface become too hot and hence, too buoyant, 
to sink. Over time, this positive feedback loop creates a self-organized flow, which becomes 
exceptionally stable. Upwellings become more and more coherent, building up greater resis­
tance to the background flow with time, thereby becoming anchored in their positions. We 
have verified that this behavior is independent of the initial condition, which is consistent 
with the findings of Davies (2005). These results are in agreement with the lower-vigor 
cases presented in Chapter 5.
As can be seen from Figure 6.3(b), the planform yielded by case 2 (i.e. a rigid upper 
boundary condition in an otherwise identical simulation) displays substantial variations
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Figure 6.4: A series of images, displaying the thermal structure o f a simulation with a free-slip upper 
boundary condition. Snapshots are spaced % 250 Myr apart. Each one shows a radial surface just above the 
CMB and a hot iso-surface, representing regions o f the model that are 500 K hotter than average for their 
depth. The scale illustrates the temperature, away from the lateral average, i.e. the thermal anomaly. The 
most prominent features are hot cylindrical plumes, which are robust and coherent. The figure illustrates 
how hot material is forced down and sideways by downwelling cold material, such that it collects at ridges. 
These ridges form as hot material comes together from two opposite directions. Plumes are generated where 
ridges meet. T he tendency is for nearby plumes to join together over tim e and, hence, the number of plumes 
decreases as the simulation evolves. However, the final 'quasi' steady-state planform, which exhibits four 
plumes, is extrem ely stable.
when compared to that of case 1. Downwellings are fewer in number, although those that 
exist are larger and more potent. They are generated by boundary layer instabilities and, 
consistent with the patterns displayed in case 1. expand as they enter the lower mantle. 
Upwellings are more numerous, with the planform exhibiting six major plumes. When 
compared to surrounding mantle, they are not as hot or prominent as those in case 1, but 
nonetheless remain anchored in their positions (see Figure 6.5). The immobile surface, to­
gether with the increase in viscosity with depth, which combine to restrict plume movement,
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Figure 6.5: As in Figure 6.4. but with a rigid upper boundary condition. Here, iso-surfaces represent 
regions o f the model that are 350 K hotter than average for their depth. The scale illustrates the temperature, 
away from the lateral average, i.e. the thermal anomaly. The most prominent features are hot stationary 
cylindrical plumes. Once formed, these remain anchored in their positions. Indeed, excluding a few minor 
reorganizations, their positions are not modified following the initial transient.
is the main reason for this. Plumes cannot drift towards each other and coalesce as the 
simulation evolves, which accounts for the observed disparity in the number and nature of 
upwellings between cases 1 and 2. Another important observation is the increase in small- 
scale, passive upwelling activity here, when compared to case 1 (refer to Figure 6.3b). This 
activity, which takes on the form of convective rolls, occurs for a number of reasons. Firstly, 
when compared to a simulation with a free-slip surface, less heat is transferred by plumes, 
hence heat tends to rise in a different maimer. As well as this, as the larger downwellings de­
scend, hot material is forced upwards to compensate for the downward mass flux. However, 
perhaps the most important factor is that in a simulation with a free-slip surface, passive
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upwellings of this nature are advected by large scale surface driven flow and although they 
might occur, they will be less prominent.
In examining case 3 (Figure 6.3c), we see that the imposition of plate-like surface velocities 
extensively restructures mantle dynamics, organizing the convective fluid by instilling the 
wavelength of plate geometry throughout the system. The planform is dominated by nar­
row, cold downwellings, which occur mainly beneath plate boundaries. However, smaller 
scale downwellings are visible away from plate boundaries, resulting from boundary layer 
instabilities. As with other cases, they widen substantially with depth and break up into 
large diffuse blobs in the lower mantle. This once again illustrates the importance of depth- 
dependent rheologies in mantle convection simulations.
The most noticeable alteration in dynamics between this and other cases is the nature of 
upwelling structures. The formation of active, focussed columnar upwellings is prevalent in 
this simulation. Their morphology is generally plume-like, however, they no longer dominate 
the planform, being nowhere near as coherent, or as numerous as those in cases 1 and 2. 
They are swept around by cold flow spreading out at the CMB and are less stationary. 
Indeed, by forcing subduction through the kinematic boundary condition, the balance of 
the system is lost. Consequently, the self-organization between upwelling and downwelling 
activity, clearly apparent in other cases, no longer exists. Plumes therefore cannot build 
up a resistance to the background flow. As with case 2, and, for the same reasons, there is 
evidence for passive upwelling activity throughout the mantle. These results are consistent 
with previous studies (Lux et al. 1979, Zhong et al. 2000, Lowman et al. 2004, Quere & 
Forte 2006).
The impact of the upper boundary condition is not restricted to convective structures. 
Integral quantities such as the R M S  velocity, surface heat flow and the temperature profile
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Figure 6.6: Temperature profile w ith depth for cases 1 (free-slip), 2 (rigid) and 3 (kinematic - plate 
motion history). W here plate motions are prescribed, mean global temperatures are greater than those of 
an otherwise identical system featuring a free-slip surface. System s with a rigid surface are characterized 
by even greater temperatures. The temperature drop across the top boundary layer spans 42% of the 
temperature range in case 1, 53% in case 2 and 59% in case 3.
are also effected. Figure 6.6 is a plot of mean layer temperature against depth for all three 
cases. Each case varies dramatically. Where plate motions are prescribed, mean global 
temperatures are greater than those of an otherwise identical system featuring a free-slip 
surface. This is to be expected. In a free-slip simulation, active upwellings dominate 
the planform. transferring heat efficiently away from the CMB to the surface, where it 
escapes freely. However, when plate-motion is prescribed, upwelling material is swept away 
by background flow and often does not reach the surface, remaining insulated below the 
thermal boundary layer. Heat therefore has difficulty in escaping and the mantle warms 
up as a result. The increased Nusselt number of case 1 when compared to that of case 3 
(Table 6.2), illustrating the higher surface heat flux, provides further evidence to support 
this conjecture.
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Case Nurop NuBot V 'RMS
1 22.66 10.25 591.43
2 16.35 4.05 388.02
3 19.31 6.97 571.55
T a b le  6.2: Final N usselt numbers and non-dim ensional R M S  velocities for cases 1 (free-slip), 2 (rigid) and 3 
(kinem atic - p late m otion history). N u r o p  and N u b o i  represent N usselt numbers at outer and inner surfaces 
respectively. T hey differ since th e  m odels incorporate internal heating. V'RM s  denotes the non-dimensional 
global R M  S  velocity. V elocities are non dim ensionalized by v  =  ^ , where k represents therm al diffusivity 
(calculated assum ing a  density, p, o f 4.5 kg m - 3 ) and Iq =  2890km.
In a simulation with a rigid surface we see that mean layer temperatures are even greater. 
Although plumes are prevalent in such simulations, they are not as significant as those in 
case 1, whilst they impinge on what is essentially a stagnant lid. With negligible advective 
heat transport at the surface, less heat escapes than in previous cases and, consequently, 
the mantle heats up. The Nusselt number displayed in Table 6.2 is in harmony with this 
theory. Nusselt numbers at the base of the shell are also consistent with these findings. 
In cases 2 and 3, i.e. those simulations with a hotter interior, the temperature gradient 
across the CMB is lower, hence less heat enters the mantle at its base. We note that our 
results do not have inverted temperature profiles like those of Monnereau & Quere (2001). 
This is likely due to the variation in material properties between models and the inclusion of 
compressibility in our simulations. Nonetheless, our general conclusions are consistent, with 
results, in their entirety, suggesting that the imposed plate velocity boundary condition is 
intermediate between two asymptotic conditions, i.e. free-slip and rigid.
6.5 Conclusions
By utilizing a modified and benchmarked version of the well-known 3-D spherical mantle- 
dynamics code TERRA, the influence of distinctive mechanical upper boundary conditions 
(free-slip, rigid and imposed plate motion) upon the internal dynamics of an otherwise
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identical system has been examined. Results demonstrate, unquestionably, that the surface 
plays a major role in shaping the dynamics of the interior, not only influencing convective 
structures, but also temperature profiles and integral quantities such as R M S  velocities. 
To put it simply, a change in surface conditions completely reorganizes internal behavior. 
Although this has been suggested by previous studies, we are now left with little doubt about 
the importance of the surface in mantle convection simulations. This should therefore be 
of major concern to the geodynamical community; the surface boundary conditions utilized 
in the majority of mantle convection models are not at all representative of Earth, yet, 
geodynamicists attem pt to reconcile their models against geophysical, geochemical and 
geological observations on Earth. With the upper boundary playing such a fundamental 
role, how is it that results are at all relevant to our planet?
By failing to address the surface appropriately, geodynamical models, regardless of their so­
phistication, cannot be truly applicable to Earth. Although plate tectonics is a complicated 
mechanism, with the physics of plate generation and plate-boundary evolution far from a 
simple concept, the self-consistent generation of plates from mantle convection simulations 
must be a key focus of future research. At present, such models are very much in their in­
fancy. However, this situation needs to be addressed if geodynamical research is to continue 
probing the frontiers of our geophysical understanding.
C hapter 7
Conclusions
Due to the geometrical and rheological complexities involved with geodynamical flows, nu­
merical modeling is, without doubt, one of the best techniques available for examining 
such phenomena. Indeed, it is often the only feasible option. However, as has been stated 
many times herein, numerical models yield inaccurate results if the underlying grid can­
not capture a simulation’s important features. For the complex problems encountered in 
geodynamics, the only way to solve such flows efficiently and accurately is through multi­
resolution numerical techniques. Such techniques have been developed and validated in this 
thesis and, subsequently, applied to a range of geophysical scenarios. Results are extremely 
encouraging.
The first technique introduced is grid adaptivity, a method commonly employed within the 
field of computational engineering. The technique, based upon unstructured discretizations, 
adapts the mesh automatically around regions of high solution gradient, yielding enhanced 
resolution of the associated flow features. Here, it is utilized in two-dimensional (2-D) 
convection dominated problems, using the well established CONMAN code as a foundation. 
When applied to purely thermal convection, the results obtained are extremely positive.
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The error indicator, which is used to dictate the required grid resolution, is shown to 
be reliable, while the adaptive procedure, where the domain is completely remeshed, is 
shown to be robust. Predictions for heat transfer agree well with benchmark solutions, 
suggesting that the technique is valid and accurate. The method has also been applied to 
a more challenging thermo-chemical benchmark problem, employing a grid based method 
to solve for the compositional field. Such methods suffer from numerical diffusion, which 
is predominantly caused by insufficient resolution, a factor naturally addressed by grid 
adaptivity. Two hypotheses are tested:
1. The greater resolution made available through the adaptive methodologies will reduce 
artificial diffusion.
2. This reduced diffusion, in turn, will see grid based methods yielding results that are 
consistent with those achieved using other methods (i.e. tracer particle and marker 
chain).
As expected, results show that adapted grids yield large improvements over regular, uniform 
grids, generating less diffusive results whilst employing fewer degrees of freedom. However, 
results also demonstrate that grid based methods, even when coupled with the adaptive 
strategies, are not competitive with the other methods currently employed for the tracking 
of compositional heterogeneities. Regardless of this, the benefits of the adaptive strategies 
are clear, significantly reducing the number of degrees of freedom required to accurately 
solve a given problem. In addition:
1. The unstructured nature of the technique is suitable for discretizing the complex 
geometries encountered on Earth, e.g. subduction zones.
2. Nodes automatically cluster around zones of high solution gradient, without the need 
for complicated a priori mesh generation.
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3. The reduction in the number of degrees of freedom leads to a decrease in computational 
processing time and memory use (both in terms of disk space and RAM), meaning 
that complex problems can be solved more efficiently.
Clearly, there are many benefits for geodynamical modeling, as is illustrated in Chapter 3, 
where the technique is applied to 2-D models of mid-ocean ridge (MOR) and subduction 
zone (SZ) magmatism. The conclusions from Chapter 2 axe reinforced, with the proposed 
methodology shown to work remarkably well. The method refines the locations of ther­
mal boundary layers wherever they axe stxong, at the ridge itself and along Earth’s surface 
(MOR). and in the mantle wedge, along the margins of the descending plate and at Earth’s 
surface (SZ). The adapted grids maintain good solution accuracy and, through a series 
of remeshings, display the ability to gradually improve solution quality, without signifi­
cantly increasing the total number of unknowns at each stage. The advocated methods 
are once again shown to be computationally highly efficient. To date, successful goal- 
orientated/error-guided grid adaptation techniques have not been utilized within the field 
of geodynamics. The work included in these early chapters is therefore the first geodynam­
ical application of such methods.
The second part of this thesis examines three-dimensional (3-D) problems, where multi- 
resolution is introduced through a different technique. Existing 3-D spherical mantle dy­
namics codes have shown their value on countless occasions, yielding otherwise unattainable 
information on the temporal and spatial evolution of mantle flow under a range of rheolo- 
gies and boundary conditions. However, due to the sheer scale of the problems under study 
and despite the massively parallel computational architectures available to us today, with 
existing codes, at least in their current format, it is often impossible to resolve thermal and 
chemical boundary layers at the dynamical regime of Earth’s mantle. The multi-resolution
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scheme developed herein, employing the pre-existing 3-D spherical mantle dynamics code 
TERRA as a basis, provides a means to address these issues.
The scheme, based around the application of a multigrid solver on non-uniform structured 
grids, is shown to yield similar advantages to those observed with unstructured grids, being 
computationally highly efficient. However, unlike unstructured techniques, the advocated 
method negates the need to reformulate large sections of code, whilst also being conceptually 
simple and straightforward to implement. In the work covered herein, it is utilized to refine 
and solve on a radially non-uniform grid. Essentially, such a structure maintains the key 
benefits of TERRA's current configuration, whilst also overcoming many of its limitations. 
The approach is shown to be highly resourceful in terms of RAM, meaning that one can 
attem pt calculations that would otherwise be impractical. As an added benefit, the solution 
algorithm reduces the CPU-time needed to solve a given problem. Validation tests illustrate 
that the technique is accurate and robust.
The method is applied to  cutting-edge 3-D spherical geophysical models, with two different 
processes investigated. Firstly, the nature of upwelling structures is examined in high vigor, 
global mantle convection models (Chapter 5). The modified code allows one to efficiently 
resolve thermal boundary layers at the dynamical regime of Earth’s mantle - the simulations 
presented achieve Rayleigh numbers of greater than 1 x 109, the highest attained, to date, 
in global 3-D spherical geometry. At these vigors, models yield planforms characterized 
by both long-lived, steady plumes and mobile, ephemeral plumes. Such variable plume 
characteristics are consistent with hot-spot observations on Earth. In addition, those plumes 
that do remain steady vary in intensity throughout the simulation. We argue that such 
behavior is caused by an irregular supply of cold material to the core-mantle boundary 
region. Since subduction on Earth is a time-dependent and asymmetric process, these
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results suggest that subducting slabs might be partially responsible for the episodic plume 
magmatism recorded in large flood basalt provinces.
The simulations examined imply that the surface boundary condition must be addressed 
more appropriately if we are to reconcile our models against geophysical, geochemical and 
geological observations on Earth. This point is examined further in Chapter 6, where the 
influence of the surface upon internal dynamics is investigated. Three different mechanical 
boundary conditions are modeled (free-slip, rigid and kinematic with imposed plate motion 
history), in otherwise identical systems. Results demonstrate that the surface strongly 
dictates the nature of flow within the interior, manifesting itself not only in convective 
structures, but also in thermal profiles, Nusselt numbers and velocity patterns. Since the 
majority of geodynamical simulations incorporate a surface condition that is not at all 
representative of Earth, this is a worrying, yet important conclusion. By failing to address 
the surface appropriately, geodynamical models, regardless of their sophistication, cannot 
be truly applicable to Earth.
In summary, the two major goals outlined in the introduction to this thesis have been 
accomplished. The first, to develop computationally efficient, multi-resolution numerical 
techniques, has been achieved in both 2- and 3-D. The second, to utilize these advanced 
models in cutting-edge geophysical simulations, has also been achieved, with viscosity struc­
ture. Rayleigh number and the surface boundary condition shown to be extremely important 
in mantle convection simulations. Indeed, in addition to chemical heterogeneities, results 
suggest that these features have more of an influence upon mantle dynamics than any other 
physical mechanism.
The methods developed have undoubtedly allowed us to solve problems for which solutions 
were previously unattainable and the tools are now in place for further investigations. Bear­
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ing in mind the rapid advances being made in seismology, geodesy, geochemistry, mineral 
physics, not to forget computational hardware, exciting times lie ahead in geodynamical 
research. Novel techniques like those introduced here, should ensure that best use is made 
of computational resources, both now and in the future.
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A p p en d ix  A
The Finite Element Method
A .l Introduction
The process of subdividing or discretizing a system into components or ‘elements’ whose 
behavior is understood and then reconstructing the system from such components to inves­
tigate its behavior is a natural way in which the engineer, the scientist or even the economy 
proceeds. An adequate understanding of a system can often be obtained through mod­
els based upon a finite number of components. Such models are termed discrete and the 
variables are clearly distinct from each other.
The advent of powerful digital computers means that discrete problems can now be solved 
with relative ease. Continuum  problems on the other hand, where one value of the vari­
able flows into the next, are far less simple, yet these are the problems that engineers 
and scientists must solve everyday. Examples of such situations can be found in the cool­
ing of electronic equipment, the dispersion of pollutants during non-uniform atmospheric 
conditions and large scale problems such as global climate change. Various methods of 
discretization have been proposed to help increase our understanding of these systems. All
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involve an approximation to the exact solution, which hopefully approaches in the limit, 
i.e. as the number of discrete variables increases, the true continuum solution. Examples 
include finite difference approximations (McKenzie et al. 1974, Bodri & Bodri 1978), a 
well-established and conceptually simple method that requires a point-wise approximation 
to the governing equations on a meshed geometry, and the finite volume method (Tackley 
1998, Ratcliff et al. 1998), a revised version of the finite difference method, based upon small 
control volumes surrounding each node on a mesh, and inter-volume fluxes. The finite ele­
ment method (FEM) is an alternative numerical procedure that was originally introduced 
by engineers in the 1950’s for the solution of problems in structural mechanics. However, 
it soon became apparent tha t the approach formed the basis of a general technique for the 
numerical solution of partial differential equations and it has since been widely applied in 
many branches of computational mechanics, including computational geodynamics (Baum­
gardner 1985, Fametani & Richards 1995, Zhong et al. 2000). The methods diversity and 
flexibility mean that it is now viewed as a general discretization procedure of continuum 
problems posed by mathematically defined statements.
A. 2 Overview
The FEM considers that the solution region comprises many small, interconnected, sub- 
regions or elements and gives a piece-wise approximation to the governing equations. That 
is, complex partial differential equations are reduced to either linear or non-linear simul­
taneous equations. Thus the finite element discretization (i.e. dividing the region into a 
number of smaller regions) procedure reduces the continuum problem, which has an infinite 
number of unknowns, to one with a  finite number of unknowns at specified points or nodes. 
Since the FEM allows us to form the elements, or sub-regions, in an arbitrary sense, a close
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Figure A .l: A flow diagram summarizing the major components involved in the finite element solution 
algorithm.
representation of the boundaries of complicated domains is possible.
This appendix provides an overview of the fundamental components of the FEM. It will 
l>e useful not only for readers of this thesis, but also for engineers and scientists seeking to 
develop an understanding of the method.
A numerical model starts with a physical model of the problem (see Figure A.l). As 
can be seen, one section of the finite element solution algorithm deals with the discrete 
approximation of the partial differential equations (equation discretization), while the other 
deals with domain discretization (spatial discretization). Finally by combining both, the 
numerical solution to the problem is achieved.
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A.3 Equation Discretization 
A .3.1 M ath em atica l P relim inaries
The FEM is based around the discrete representation of a weak integral form of the partial 
differential equation to be solved. The formulation and subsequent discretization of such 
an integral form requires the definition of some function spaces and associated norms.
Consider a spatial region (or domain), Q, C Rnsd, with piecewise smooth boundary T. Here, 
nsd =  1, 2 or 3, denotes the number of spatial dimensions. We shall use the notation:
/  : n  — R (A.l)
to state tha t for each spatial point x € Q, /(x )  E R . denotes the closure of Q, that is the 
union of the domain fi with its boundary T: Q = Q U T.
A function /  : ft —► R is said to  be of class C171^ )  if all its derivatives up to order m  exist 
and are continuous functions. For instance, the notation f(x)  € C'm(]a, 6[) indicates that 
/ (x) possesses m continuous derivatives for x  E]a, b[.
In finite element analysis, one works with integral equations and, thus, we are interested 
in functions belonging to larger spaces that C m. As will be seen, instead of requiring the 
m-th derivative be continuous, we will require that its square is integrable. In fact, finite 
element functions should possess generalized derivatives (i.e. derivatives in the sense of 
distributions) and some integrability properties. Such classes of functions are particular 
examples of Sobolev function spaces.
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Some Useful Sobolev Spaces
Let L 2(Q.) denote the space of square-integrable functions defined on Q. This space is 
equipped with the standard inner product:
(■u ,v ) = /  
Jn
I uv dQ, 
Q
and norm:
v  Ho= (v ,v )1/2
(A.2)
(A.3)
For any non-negative integer k. we define the Sobolev space H k(Q) using multi-index 
notation: given the n-tuple o  =  (0 1 , 0 2 , ...,o„ad) G N”sd and the non-negative integer 
Io| := 0 1  + 0 2  +  ... +  o„3d,
d ^ u
■{
h « ( n )  =  i u e  i 2 (n) a € VI
dx“ld x ^ . . . d x ’d' n s d
(A.4)
Therefore. H k(Q) consists of square integrable functions all of whose derivatives of order
up to  k  are also square integrable. H k(Q) is equipped with the norm:
2 \  1/2
1 “  «*= ( e  e
\ s = 0  \ a \ = i
a ' a >u (A.5)
d x i1dx%2...dxn*2d
Note that L 2 is a Sobolev space, = L 2(£l), while the Sobolev space for k = 1 is
defined by:
H' (Q)  = jv dve  L 2(Q) I € L 2(Q) i (A.6)
This space is equipped with the inner product:
n s d du dv
and its induced norm:
II « l|l=  V(u’ «)l
(A.7)
(A.8)
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The subspace:
H&(Sl) =  {« e  # ‘(0)1!) =  0 on r }  (A.9)
is used frequently in finite element analysis, the elements of which possess a square integrable 
first derivative over the domain Q, and vanish on its boundary T. Moreover, its inner product 
and norm coincide with those of i f 1 (II).
It should be noted tha t the Sobolev spaces used in the remainder of this appendix, namely 
i f 0, H 1 and H q, are Hilbert spaces (an abstract vector space in which distances and angles 
can be measured, which is ‘complete’, meaning that if a sequence of vectors approaches a 
limit, then tha t limit is guaranteed to be in the space as well).
Extension to  Vector Functions
In the forthcoming sections, consideration will not only be given to scalar functions, but 
also to vector-valued functions. For vector-valued functions with m  components, that is,
u. v : —> Rm, the procedure is in fact essentially the same as for scalar functions.
Consider again a domain Q C  R"sd ^  1, and denote by Hfc(Q) the space of vector functions 
with m  components:
u =  ( t l i , t l 2 , . . . , U m )  (A.10)
for which each component U{ £ H k(Q), 1 ^  i <  m. The space H*(fl) is equipped with an 
inner product inducing the following norm:
ii u iu= (£ ;  ii ui in
\i= l
For the particular case of functions belonging to I^ fl)  =  H°(Q), the inner product is given
(A .ll)
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where there should be no ambiguity in using the same notation to represent the inner 
product of both scalar and vector-valued functions.
A .3 .2  Trial Solu tions and W eighting Functions
To define the weak, or variational, form of the boundary value problems (a differential 
equation, to  be satisfied a t all points in the interior of an interval, and a set of boundary 
conditions specifying the values of the solution or some of its derivatives everywhere on the 
boundary of the interval) discussed in the present text, we need to define two classes of 
functions: the test or weighting functions and the trial solutions. Here, these spaces are 
defined in the context of a standard Galerkin formulation, which will be discussed in more 
detail later.
The first collection of functions, denoted by V, is composed of test functions and consists 
of all functions which are square integrable, have square integrable first derivatives over the 
computational domain f2, and vanish on the Dirichlet portion, T/>, of the boundary. They 
are defined as follows:
V =  { j « € / / 1(n) |«> =  0 on r D} =  HlD( fi) (A.13)
As previously noted, this is a Sobolev space and its inner product and norm coincide with
those of H
The second collection of functions are called the trial solutions. This collection is similar to 
the test functions except tha t these admissible functions are required to satisfy the Dirichlet 
conditions on T#. This second collection is denoted by S  and is defined by:
S  =  {u € / f 1(D) | u = u d  on Td} = V  + { u d }  (A.14)
where up  is any function in such that ud — up  on Tp.
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The sets S  and V  contain infinitely many functions. In the FEM, S  and V  are approximated 
by convenient finite dimensional subsets of these collections, which will be denoted by S h 
and V h, respectively. These finite element spaces are characterized, amongst other things, 
by a partition of the domain. The process of domain discretization is described in Section 
A.5. For now, it is sufficient to assume that the domain has been appropriately partitioned. 
The reader should view the domain fi as discretized into elements. Let T h(Q) be a partition 
of ft into nei convex subdomains/elements, such that:
"el
fT and T t  D — 0 for e ^  /  (A.15)
e = l
Each subdomain Qe has a piecewise smooth boundary Te and h is a characteristic mesh/partition 
size.
The weighting functions wh £ V h vanish on To- The approximation uh lies in S h and 
satisfies, with precision given by the mesh size h. the boundary condition up  on Tp. In 
fact, along To, we should have uh = u^;  however, in order not to overload the notation ud is 
also used instead of uj, unless it is necessary to explicitly show the precision of the boundary 
data. S h and V h should now be thought of as being subsets of S  and V , respectively:
sh C  S  (i.e., if uh € S h, then uh £ S ) (A.16)
vh C  V  (i.e., if wh £ V h, then wh £ V) (A.17)
where the precise meaning is given in parentheses.
A .3.3  S trong and W eak Form s o f  a  Boundary Value Problem
The FEM rests upon an integral form of the partial differential equations under consid­
eration. This was the reason behind our introduction to larger spaces than Cm based on 
integrability properties. Thus, the first task in a finite element analysis consists of formu­
lating a variational problem associated with the given partial differential equation and its
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boundary conditions. At this point a model boundary value problem is introduced. This 
will be used to illustrate the various steps in the practical implementation of the FEM. 
Consider solving the Poisson equation:
—V 2u =  s in D (A.18)
where Q is enclosed by a piecewise smooth boundary T, and s E C°(fl) is a specified source 
term, which may depend on x. We further assume that the value of the unknown u is 
prescribed on the Dirichlet portion, r ^ ,  of the boundary,
u = ud on T]) (A.19)
while the normal derivative of u is prescribed on the remaining Neumann portion, T/v, of 
the boundary T :
n • Vti =  h on Tjv (A.20)
A function u € C 2(Q) fl C°(fi) that satisfies these equations is called a classical solution of 
the boundary value problem.
The first step in a weighted residual formulation leading to the finite element approximation 
consists of formulating a weak (or variational) form of the boundary value problem. This 
is achieved by multiplying the governing equation (A.18) by a suitable weighting function, 
w. and integrating over the computational domain Q:
— f  w V 2u dQ = j  w s  dQ (A.21)
Jn Jn
Note that the continuity requirements on u still impose that it must be twice differentiable. 
Now, however, the second derivatives of u are not required to be continuous, they only need 
be square integrable. Thus, it is sufficient that u E H 2(Q). In any case, it is obvious that 
classical solutions of Equation (A.18) will also verify this integral equation for all admissible 
functions w.
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In order to derive the weak form and produce a natural Neumann boundary condition on 
r tv • we integrate by parts the first term on the left hand side of the previous equation and 
then apply the Green-Gauss divergence theorem:
— I w V 2ud£l =  — I (V - ( wV u) — V w - V u ) dQ  
Jn Jn
= f  Vtt; -VitdD — f  w(n 'Vu)dT  (A.22)
Jn J  r
Now the regularity requirements on w  and u are modified; u is only differentiated once and 
w must be differentiable. In fact, its derivatives must be square integrable; thus we should 
have w € H 1(O). If w  € V, recall from Equation (A.13) that w = 0 on T#. Bearing this 
in mind and taking into account the prescribed Neumann boundary condition (A.20), we 
obtain the following weak form of our model problem:
j  Vie • Vu dil = f  w s d Q +  f  whdT  (A.23)
Jn Jn JrN
Note that the application of the divergence theorem has allowed us to naturally introduce 
the Neumann boundary condition o n T ^ . At the same time, it has removed the second- 
derivative terms of the Laplacian operator from the volume integral. This reduces the 
continuity requirements on u and allows us to select this function in H l (Q), since only first 
derivatives appear under the integral sign.
Classical solutions of Equation (A.18) will also satisfy this integral equation, however, such 
a solution would only account for Equations (A.18) and (A.20). The Dirichlet boundary 
conditions (A. 19) would not be satisfied. The weak form (A.23) overcomes this through the 
correct choice of space to  which u belongs, namely S. Recall from Equation (A.14) that 
every member of S  satisfies the Dirichlet boundary condition u =  up  on Tp. Provided 
u E S.  the Dirichlet boundary condition is satisfied. The weak form of our model problem
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can then be formally stated as:
Find u E S  such that a(w, u) =  (w , s) +  (w , h)rN V w E V. (A.24)
Here, use has been made of bilinear forms:
a(w,u) =  I  V w -V u d £ l  (A.25)
Jn
as well as their linear functionals:
(w, s) — I w sd t l ,  and (w, h)rN = I w h d T  (A.26)
Jn JrN
If we define uq, the solution away from the Dirichlet portion of the domain boundary, T 
as:
u = ito +  ud with uq E V  (A.27)
The final weak form of the governing differential equations becomes:
Find uq E V  such tha t a(w , tto) =  («u, s) +  (w, h)rN — o,(w , ud) V w €V . (A.28)
The right-hand side consists of the totality of terms associated with given data.
A .3 .4  G alerk in’s A pproxim ation  M eth od
We now have all the necessary ingredients to discretize the weak form by means of the 
Galerkin FEM. For a domain partition Th (see A.3.2 and A.5), the Galerkin formulation of 
our model problem is obtained by restricting the weak form to the finite-dimensional spaces 
S h C S  and V h C V  defined in Equations (A. 16) and (A. 17):
Find u j G V h such tha t a(u;/l,uo) =  (wh,s) + (wh,h )rN —(i (w ,Ud ) Vwh E V h. (A.29)
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Computational A spects
Due to the presence of the Dirichlet boundary conditions, a distinction must be made 
between the number of nodal points, nnp. of the discretized domain and the number of nodal 
unknowns, tha t is, the number of equations, neg, of the system resulting from the Galerkin 
approximation. Following the terminology introduced by Hughes (2000), we denote by 
rj = {1,2,..., nnp} the set of global node numbers in the finite element mesh. Furthermore, 
we denote by rjo C rj the subset of nodes belonging to the Dirichlet portion of the boundary.
It follows, in scalar problems, tha t the cardinal of ij \  -qo is equal to neq. the number of
equations.
W ith this notation, the approximation uh can be written as:
uh(x) =  ^ 2  N A(x)uA +  ^ 2  n A ( x ) u d ( x a )  (A.30)
Aeri\nD Aerio
where N A is the shape or basis function associated with node number A in the finite element 
mesh, and uA is the nodal unknown. Moreover, in the Galerkin formulation, the arbitrary 
test functions, wh, are defined such that:
wk e  V h = N a for A  € 1/ \  VD  (A.31)
Thus, using the definitions of Equations (A.29), (A.30) and (A.31), we obtain the following 
discrete weak form of our model problem:
y ;  a(NA*, N b )ub =  (NA,s) + (NA,h )rN — ^  o,(Na ,N b )ud(x-b ), VAer)\r)D  (A.32)
Aerf\r}D Berio
It should be noted tha t upper-case letters, such as A  and B, are used to represent global 
node numbers in the finite element mesh: 1 ^  A, B  ^  nnp. Lower-case letters, such as a 
and b, will be used to  represent local node numbers in an element: 1 ^  a, b ^  nen, where 
nen is the number of element nodes.
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Figure A.2: Representative unstructured finite element quadrilateral mesh in 2-D.
A suitable mesh generator is used to subdivide the computational domain Q into element do­
mains. Qe. This process is further described in section A.5. An example of an unstructured, 
two-dimensional quadrilateral mesh is shown in Figure A.2.
In the practical implementation of the finite element method, attention is focussed on the 
computations in an individual element. For every element Qe E T h. the shape functions
N a. a = 1 nen. are defined on a master element in terms of normalized coordinates.
They define the variation on a variable over an element and are usually represented by 
polynomial functions. Let us consider a subdivision of the computational domain II into 
four-node quadrilaterals (see Figure A.3). Each quadrilateral is mapped onto a canonical 
square with normalized local coordinates, (£. rj) E [—1-1] x [—1,1], and the element shape 
functions are tensor products of those used in one dimension. This leads to a so-called 
iso-parametric bilinear approximation on each element where both the global coordinates 
(x, y) and the unknown u are expressed by the same bilinear expansion parameterized by
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Element shape functions:
N , =  1/4 (1-Q(1-q)
N. = 1/4 (1+0(1-n) 
n 3 = 1/4 (UQ(i+n)
Nt = 1/4 (1-0(1+n)
Figure A.3: Four-node quadrilateral elements and normalized reference element, 
the nodal values:
=  ^  j  |  a n d  uh(x' y} - uhK ’ = Nq(Z' y)Ua ( A -3 3 )
y ) 0=1 [  Va J 0=1
where (xa.ya) are the coordinates of node a of the element. All element contributions to 
the discrete weak form (A.32) are computed in the local coordinates (£. rj) using a numerical 
integration procedure such as Gauss quadrature (see Hughes 2000. Zienkiewicz k, Taylor 
2000. for details).
The assembly of the element contributions to the discrete wreak form into the complete 
system results in a matrix equation of the form:
K u =  f (A.34)
wiiere u is the vector of unknown nodal values, of dimension neq. In practice, the global 
matrix K and nodal vector f . result from the topological assembly of element contributions. 
The addition of the element contributions to the appropriate locations can be represented
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through the action of an assembly operator, A e acting on the local element matrix and 
nodal vector as follows:
K  =  A eK e. K eah= f  V N a - V N bdn = a ( N a , N b) Qe (A.35)
Jn*
T ien
t = A er ,  ra = (Na,s )Ue + (A 'o ./ iW ir*  - ' £ a (N«,Nb)n. uem  (A.36)
6=1
Here, ueDb = «£)(xj) if ud is prescribed at node number b and equals zero otherwise. A 
detailed explanation on the topological assembly of the matrices and nodal vectors arising 
from the Galerkin finite element discretization can be found in Hughes (2000).
A.4 Elements and Shape/Interpolation Functions
The finite element shape functions introduced in the previous section will now be described
in further detail. By dividing the solution region into a number of elements and approx­
imating the solution over these regions by a suitable known function, a relation between 
the differential equations and the elements is established. The functions employed to repre­
sent the nature of the solution within each element are called shape functions, interpolation 
functions or basis functions. Polynomial functions are most widely used since they can 
be integrated or differentiated easily, and the accuracy of the results can be improved by 
increasing the order of the polynomial (see Figure A.4)
The shape functions for some simple elements are now described in detail. Although only 
three examples are presented, the general rules are identical for any element in 1-, 2- or 
3-D.
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Figure A.4: One-dimensional finite elements, (a) A linear element, (b) a quadratic element, (c) linear and 
(d) quadratic variation of a variable over an element.
A .4.1 O n e-d im en sion al Linear E lem ents
A large number of scientific and engineering problems can be approximated using a one­
dimensional finite element model. Examples include channel flow, pipe flow and thermal 
conduction through a wall. Figure A.4 displays the temperature profile in an element as rep­
resented by linear and quadratic polynomials. Let us consider a typical linear element with 
end nodes i' and 4j ' and corresponding temperatures Ti and T j .  The linear temperature 
variation in the element is represented by:
T{x) =  Qi +  0 2 a: (A.37)
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Here. T  is the tem perature at any location x  while the parameters a i and <22 are constants. 
Since there are two arbitrary constants in the linear representation, only two nodes are 
required to determine the values of c*i and 0 2 :
T{ —  (*1 +  OC2%i
T j  =  Qi +  Ot2Xj (A.38)
From the above equations, we get:
T i X j  — T j X {
q i  =   3— L
X j  — X i
OL2  =
l/j
Tj -  Tj 
X i  — X i
(A.39)
On substituting the values of q i and c*2 into Equation (A.37) we get:
T  =  T i
X i  —  x
Xj Xj
+  T j
X  — X i
LX j  — X i
(A.40)
or
Ni =
Ni =
=  [ N i N j  ]<
' X j  -  X  '
X j  X f
H 1 H
1•«**■
Ti
Equation (A.41) can be rewritten as:
(A.41)
(A.42)
T  =  [N]{T} (A.43)
where
[N] =  [ Ni N j ] (A.44)
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Item Node,i Node, j Arbitrary x
Ni 1 0 between 0  and 1
N j 0 1 between 0  and 1
N  + Nj 1 1 1
Table A .l: Properties of linear shape functions
is the shape function matrix, and:
{T} = •{
is the vector of unknown temperatures.
Ti
(A.45)
From equation (A.41) it is clear tha t the temperature T  at any location x  can be calculated 
using the shape functions Ni  and N j  evaluated at x.  The shape functions at different 
locations within an element are shown in Table A.4.1. The shape function assumes a value 
of unity at the designated node and zero at all other nodes. We also see that the sum 
of all the shape functions in an element is equal to unity anywhere within the element, 
including the boundaries. These are two essential requirements of the properties of the 
shape functions of any element in 1-, 2-, or 3-D. Figure A.5 shows the variation of the 
shape functions and their derivatives within a linear element. A typical linear variation of 
temperature is also shown in this figure. As seen, the derivatives of the shape functions are 
constant within an element.
The tem perature gradient can be calculated from Equation (A.41) as: 
d T  dN <Ti + d^ Ti = - ^ - T i + - ^ Xdx dx dx Xi' Xi X i  Xi
or:
— = [  _ i  i j  \ 
dx  1 I 1 I
(A.46)
(A.47)
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function within an elem en t
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Figure A.5: Variation of shape functions, temperature and derivatives within a linear element
where I is the length of an element (i.e. Xj — x*). Thus we observe that the temperature 
gradient is constant within an element as the temperature variation is linear.
A .4 .2 O n e-d im en sion al Q uadratic E lem ent
Figure A.4 illustrates that the tem perature profile over an element is better approximated 
using parabolic arcs as opposed to linear segments. The function T(x) would therefore be 
quadratic in x  within each element, taking the form
T(x)  =  Qi +  oc2X +  Q3X2 (A.48)
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There are now three unknowns and, consequently, we need the temperature at one more 
point, in addition to the two end points of the element. The mid-point is selected, leading 
to the following equations for the tem perature at these three locations:
Ti = Qi
™  1 r l \ 2Tj =  a ,  + a 2-  +  a 3 ( - )
Tk =  a i  +  a 2l +  Q3 /2 (A.49)
From the above three equations, the following values are obtained for the three constants 
Oj, ol2 and 0 3 :
Ql =  Ti
a 2 =  y ( —3Tj +  4T j  — Tk)
a s  =  | ( T ,  -  27} +  Tk) (A.50)
Substituting Qi. 0 2  and 0 3  into Ekjuation (A.48) and collating the coefficients of Tj, T j  and 
T k we get:
(A*)
T  = N i T i  +  N j T j  +  N k T k (A.52)
Hence, the shape functions for a one-dimensional quadratic element are obtained from 
Equation (A.51) as follows:
2x2]
+ iHNi = [‘ - T
Nj = [4f -4
l 4 - :Nk = (A.53)
The variation of tem perature and shape functions of a typical quadratic element is shown
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Figure A.6 : V ariation  o f  sh a p e  fu n ction s and their der ivatives over a one-dim ensional quadratic elem ent.
in Figure A.6. The first derivative of temperature can now be written as:
dT  _  dNirr , dNjrr t dNkrr 
dx ~  dx +  dx dx ±k
(A.54)
or:
* L  - u .  \i  ? £ 1  T  4.  _  H t
d i  u 2 / J ’ l i  ;2 . J . iJ
(A.55)
From Equation (A.53). Ni =  1 at i and 0 at j  and k, Ni = 1 at j  and 0 at i and k and Nk = 1 
at k and 0 at i and j .  It can be easily verified that within an element, the summation over 
the shape functions is equal to unity, that is:
I >  =  1 (A.56)
* = i
For example, at the point x — 1/4. the shape function values are:
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Figure A.7: A one-dimensional linear element represented by local coordinates.
V
— _ I - _ A
16 4 — 16 (A.57)
It can also be observed that even though the derivatives of the quadratic element are 
functions of the independent variable x , they will not be continuous at the inter-element 
nodes. The formulation used here only guarantees the continuity of the function across 
element boundaries - known as C° continuity, where, as noted previously, the subscript 
indicates that only derivatives of zero order are continuous, that is. only the function is 
continuous. Elements that also assure the continuity of derivatives across inter-element 
boundaries, in addition to the continuity of functions, are known as Cl elements.
C° shape functions can be determined in a general way using the Lagrangian polynomial for­
mulae. The one-dimensional (n — l)th  order Lagrange interpolation polynomial is the ratio 
of two products. For an element with n nodes, (n — 1) order polynomial, the interpolation
Note that in the above equation, k /  i. For a one-dimensional linear element, the shape 
functions can be written using Equation (A.58), as (n = 2):
function is:
(A.58)
x  — X\
and N2 = ------- - (A.59)
x i  - x 2 X 2 —  X \
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Note tha t N \  and N 2 are the shape functions corresponding to the two nodes of a one- 
dimensional linear element (AT, and N j ) .  If we use local coordinates, as illustrated by 
Figure A.7 with x\  =  0 and £ 2  =  1, then the shape functions become:
N i  = ( l  — j ' j  = L i  and N j  =  ( y )  = L j  (A.60)
where L, and L j  are the shape functions defined by the local coordinate system. For a 
one-dimensional quadratic element, the shape functions using Lagrangian multipliers are
given as follows:
x  -  £2 x  -  £ 3
1 =
N 2 =
£ 1  — £2 £1  — £ 3
£  — £ l  £  — £3  
£ 2 — £ 1  £ 2  — X3
N 3 = (A.61)
£ 3  -  £ l  £ 3  -  £ 2
If we substitute £1 =  0, x 2 = 1/2 and £ 3  =  /, in the above equation, we can immedi­
ately verify that the resulting equations are identical to the one derived from Equation 
(A.53). Similarly, cubic elements, or any other one-dimensional higher-order element shape 
functions, can easily be derived using the Lagrangian interpolation formula.
The im portant point to take from this discussion is that for the case of quadratic and 
cubic elements, a better approximation of curved shapes is possible as we have more than 
two points placed along the boundaries of an element. However, the flip side is a greater 
computational expense.
A .4 .3  T w o-d im en sion a l Linear Triangular E lem ents
When one-dimensional approximations are insufficient, multi-dimensional solution proce­
dures must be employed. The simplest geometric shape that can be employed to approx­
imate irregular surfaces in 2-D is the triangle. It is one of the most popular elements 
currently used in finite element calculations.
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Figure A.8: A linear triangular element.
The twodimensional linear triangular element is represented by:
T ( ir, y) = qi +  a 2x  +  a 3y (A.62)
where the polynomial is linear in x  and y and contains three coefficients. Since a linear
triangle has three nodes (see Figure A.8). the values of o i, a 2 and 0 3  are determined from:
Ti =  qi +  a 2Xi + Q3 t/i
Tj =  Qi +  a 2Xj  + 0 3  Vj
Tk =  0 1  +  a 2x k + a 3y k (A.63)
which results in the following:
a i =  TFtKxjVk -  x kVj)Ti +  (xkyi -  Xiyk)T j  + (xiyj -  Xjyi)Tk] 1A
0 2  =  ^ [ ( y j  -  VkWi + (yk -  yi)
a 3 = -^[(Xk -  Xj)Ti + (x { -  x k (A.64)
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where A  is the area of the triangle, given by:
2 A  = det =  (XiPj -  XjPi) +  (xkyi -  XiPk) +  (Xjpk -  x kyj) (A.65)1 x3 y3 
 ^ 1 x k yk y
Substituting the values of a i ,  0 2  and Q3 into Equation (A.63) and collating the coefficients 
of Tj, T j  and T k , we get:
where:
and:
T  =  N m  +  N j T j  +  N k T k = N i  N j  N k
f  \
Ti
Tj
T k
V /
Ni = 2A^ai +  biX +  ^
Nj = ^ { a j  +  *>jX +  Cjy)
Nk = ~h&ik + bkX+ CkV^
(A.6 6 )
(A.67)
ai = x3yk -  x ky3: 6, =  y3 -  yk; Ci = x k -  x3
a3 =  x kyi -  Xiyk: b3 =  yk -  yr, c3 = Xi -  x k
ak =  Xiyj -  x jp i ; bk =  yt -  y3; ck =  Xj -  x { (A.6 8 )
If we evaluate N% a t node i. where the coordinates axe (x*, yj), then we obtain:
1 2 A
(Ni)i = 2 J[(xjVk ~  x ky3) +  (y3 -  yk)xi +  (x* -  x3)yi] =  —  =  1 (A.69)
Similarly, it can be readily verified that (Nj)i =  (N k)i =  0. Thus we see that the shape 
functions have a value of unity at the designated vertex and zero at all other vertices.
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The gradients of the tem perature T  are given by:
d T  a/Vv d N j _  &/V*. 6{ _  bj _  6^
I T  =  +  i r - Ti  +  +  TTI7*ax  ax  ax  J ax  2A 2A J 2A
d T  _  ON, ONj 0N k _ C i  Cj Ck
d j  ~  ~ d ^ Ti +  ~ W  * +  ~ W Tk ~  2A Ti +  U Ti + 2A  (A TO)
It should be noted that both d T /d x  and d T /d y  are constants within an element as bj, 
bk and Cj. cj. are constants for a given triangle.
A .4 .4  R eq u irem en ts for In terp olation  Functions
A finite element solution will converge to the exact solution, as the number of elements 
increases, provided that the compatibility and completeness conditions are met. The shape 
functions employed must therefore satisfy the following requirements:
1. For Compatibility: At element interfaces, the field variable T  and any of its partial 
derivatives, up to one order less than the highest-order derivative appearing in the 
weighted residual form of the governing equations, must be continuous.
2. For Completeness: All uniform states of T  and its partial derivatives up to the highest- 
order appearing in the weighted residual form of the governing equations, should have 
representation in T. when in the limit the element size decreases to zero.
If the field variables are continuous at the element interfaces, then we have C° continuity. 
If, in addition, the first derivatives are continuous, we have C 1 continuity, and if the second 
derivatives are continuous, then we have C 2 continuity, and so on. Therefore:
1. For Compatibility: At element interfaces, there must be Cr continuity.
2. For Completeness: W ithin an element, we must have Cr+l continuity.
where r  is the order of the highest occurring derivative.
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Figure A.9: Structured quadrilateral mesh discretization of a two-dimensional computational domain.
A .5 Spatial D iscretization
An integral part of the FEM involves splitting the computational domain into elements. This 
subdivision is termed meshing or discretization. It is often quoted as the most important 
and most time consuming part of Computational Fluid Dynamics (CFD) analysis. The 
quality of the grid plays a direct role on the quality of the analysis, regardless of the 
flow solver used. Furthermore, the solver will be more robust and efficient when using 
a well constructed mesh. In this section, two alternative strategies for discretizing the 
computational domain are outlined. We will assume, for brevity, that the mesh is to be 
produced for a two dimensional domain.
In the first approach (e.g. Weatherill 1989). the domain is divided into a structured assembly 
of quadrilateral cells. The structure in the mesh is apparent from the fact that each interior 
nodal point is surrounded by exactly the same number of elements, as shown in Figure A.9. 
Structured grids enjoy a considerable advantage over other grid methods in that they allow 
the user a high degree of control: the user places nodes interactively and. consequently, has 
total freedom when positioning the mesh. In addition, quadrilateral (in 2-D) and hexaliedral 
(in 3-D) elements, which are very efficient at filling space, support a high amount of skewness
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Figure A. 10: Unstructured triangular mesh discretization of a two-dimensional computational domain
and stretching before solution accuracy begins to degenerate significantly. This allows the 
user to naturally condense points in regions of high gradients in the flow and expand out 
to a less dense packing away from these areas. Furthermore, since the user lays out the 
elements, the grid is most often flow-aligned, thereby yielding greater accuracy within the 
solver. Structured flow solvers typically require the lowest amount of memory for a given 
mesh size and execute faster because they are optimized for the structured layout of the 
grid. Finally, post processing of the results on a structured block grid is typically a much 
easier task because the logical grid planes make excellent reference points for examining 
the flow field and plotting results. The major drawback of structured grids is the time and 
expertise required to lay out an optimal structure for an entire model, which often comes 
down to past user experience. Additionally, some geometries, eg. shallow cones and wedges, 
do not lend themselves to structured block topologies. In these areas, the user is forced 
to stretch or twist the elements to a degree which drastically affects solver accuracy and 
performance.
The alternative approach is to divide the computational domain into an unstructured as­
sembly of elements as illustrated in Figure A. 10. The notable feature of an unstructured 
mesh is that the number of elements surrounding a typical interior node is not necessarily
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Element Nodes
1 5  8 9 6
2 9 8 12 7  i
3 8 7 12 1
4 6 7 8  11% 5 8
5 5 6 8  •  »
6 5 9 10 8
7 11 5 10 5
8 3 5 11 9
9 3 4 5 3 • „ 11
10 1 4  3
11 4 6 5
12 1 6  4
13 1 2  6
14 2 7 6 13
10 12 *  U
Figure A .ll: Connectivity array for an unstructured triangular mesh. Note that element numbers are in 
red. while node numbers are in black.
constant. Quadrilateral elements could again be used in this context as illustrated by Figure 
A.2. but we will be focussing upon the use of triangular meshes in this section.
The nodes and elements are numbered and. to get the necessary information on the neigh­
bors. we store the numbers of the nodes which belong to each element (see Figure A .ll). 
From the detail of a typical unstructured mesh shown in Figure A.10 it is apparent that 
there is no concept of directionality within a mesh of this type and that, therefore, solution 
techniques based upon this concept will not be directly applicable. The methods normally 
adapted to generate unstructured meshes are based upon either the Delaunay (Baker 1990) 
or the Advancing Front approach (Peraire et al. 1987). Discretization methods for the equa­
tions of fluid flow which are based upon integral procedures, as is the FEM, are natural 
candidates for use with unstructured meshes.
The principal advantage of the unstructured approach is that it provides a very powerful 
tool for discretizing domains of complex shape, especially if triangles are used in 2-D and 
tetrahedra are used in 3-D. In addition, unstructured mesh methods naturally offer the pos­
sibility of incorporating adaptivity (Lohner et al. 1986). which is of extreme importance. 
Furthermore, unstructured grid generation methods are very automated and, therefore, re­
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quire little user time or effort. They also enable the solution of very large and detailed 
problems in a relatively short period of time. Disadvantages which follow from adopting 
the unstructured grid approach are that the number of alternative solution algorithms is 
less that those available with structured grids. Additionally, their computational implemen­
tation places large demands on both computer memory and CPU (Formaggia et al. 1988). 
Further, these algorithms are rather sensitive to the quality of the grid being employed and, 
consequently, great care must be taken in the generation process.
A p p en d ix  B
CONMAN
B .l Introduction
CONMAN is a finite element program that was written by Arthur Raefeky and Scott King at 
Caltech in 1989. The code solves the two-dimensional equations of incompressible, infinite 
Prandtl number thermal convection. An overview of the code is provided here. Further 
details can be found in King et al. (1990), while the underlying numerical methods and
formulations are described by Hughes et al. (1979) and Hughes & Brooks (1979).
B.2 Equations and implementation
The equations for incompressible convection (in dimensionless, vector form) are the equa­
tions of Momentum:
V2u =  — Vp +  RaTlc. (B.l)
Continuity (mass):
V • u  =  0 (B.2)
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Energy:
am
-TT- + u - V T  =  V2T  (B.3)dt
where u  is the dimensionless velocity, T  is the dimensionless temperature, p is the di- 
mensionless dynamic pressure, k  is the unit vector in the direction of gravity and t is the 
dimensionless time. In this form, all material properties are combined into one dimensionless 
parameter, the Rayleigh number, given by:
Ra  =  (B.4)
Kfl
where g is the acceleration due to gravity, p is density, (3 is the coefficient of thermal 
expansion. A T  is the tem perature drop across the domain, d is the domain height, k is the 
thermal diffusivity and p is the dynamic viscosity.
Four equations evolve from the conservation equations above, i.e. continuity, momentum in 
the x  and y Cartesian directions, and energy. These take the form:
Continuity:
Momentum:
Sr + ?  = ° <B-5>ox dy
d2u dPu _  dp
d x 2 dy2 dx
p L  + p L  =  - f  + Ra$k  (B.6)
dx* dyz dy
Energjr:
d T (  d T  d T \  (c P T  & T \  ,D _,
[ Ud x + V d y ) ~ \ d x 2 + dy2 )  ( J
In the above equations, u and v are the components of velocity in the x  and y directions 
respectively. The momentum and energy equations form a simple coupled set of differential 
equations, although coupling is not strong since p is constant, other than in the buoyancy
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term of the momentum equation (Boussinesq approximation). The incompressibility (conti­
nuity) equation is treated as a constraint on the momentum equation, and incompressibility 
is enforced in the solution of the momentum equation using a penalty formulation. As the 
temperatures provide the buoyancy (body force) to drive the momentum equation and as 
there is no time dependence in the momentum equation, the algorithm to solve the system 
is a simple one: given an initial temperature field, calculate the resulting velocity field. 
Use the velocities to  advect the temperatures for the next time step and solve for a new 
temperature field.
B.3 The Momentum Equation
B .3.1  P relim inaries
Let O be an open set contained in R” , n =  2, with piecewise smooth boundary F. The 
closure of a set is denoted by a superposed bar (e.g. 17 is the closure of 17). Vector and tensor 
fields defined on 17 are written in boldface notation. The Cartesian components of vectors 
and tensors are written in the standard indicial notation. For example, x* and it* are the 
?th components of the position vector x  and velocity vector u  respectively. The summation 
convention is employed on repeated indices i, j  and k only (e.g. Ta = t \ \  + T22 + -•- + Tnn), 
while a comma is used to  denote partial differentiation (e.g. Uij = dui/dxj,  the velocity 
gradients).
Let Z/2 denote the space of square-integrable functions defined on 17, and let H 1 denote the 
space of Z/2-functions whose partial derivatives are also in L 2. The L2 and H 1 norms (a 
function that assigns a positive length or size to all vectors in a vector space) are defined
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by:
|| u ||° =  [ /  t iu d f lj   ^ (B .8 )
|| u ||i =  [ /  (mi +  u?iu *) dftj  ^ (B.9)
Let L2 (H 1. respectively) denote the space of vector fields whose components are in L 2 {H1, 
respectively). The L 2 and H 1 norms are defined by:
|| u  ||o =  UiUidQ,j  ^ (B .10)
|| u  || 1 =  [ /  (v,iUi + UijUij) dQ^   ^ ( B . l l )
B .3 .2  P rescrib ed  D a ta  and Form al S ta tem en t o f  th e  Problem
Let r 5 and T/, be subsets of T which satisfy the following conditions:
rgu r h = r (B.1 2 )
r * n r fc =  0 (B.13)
Equation (B.12) reads as ‘the set that contains all elements from Tg and T/j, but no others’.
Equation (B.13) translates to  ‘all elements that Tg and have in common’. Since 0
denotes an empty set, such elements do not exist. The momentum equation is solved using 
the penalty method to enforce incompressibility. The formal statement of the boundary 
value problem is as follows. Given:
/  :: Q - > R n (Body force vector) (B.14)
9 :: Tg ^ R n (Imposed velocity vector) (B.15)
h : -> Rn (Imposed traction vector) (B.16)
where T is the boundary of the domain Q, Tg and T/j are the parts of the boundary where 
velocities (Dirichlet) and tractions (Neumann) are specified.
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Find u  : f I —> W 1 and p : Q —*■ R such that:
Tij.j +  ft = 0 on n (B.17)
Ui.i =  0 on n (B.18)
=  9i on r , (B.19)
Tijnj — hi on r h (B.20)
Since we are considering flows of a Newtonian fluid, the constitutive equation utilized is:
Tij = —pSij +  2 iiU(uj) (B.21)
where r,j denotes the Cauchy stress tensor, p  is the pressure, StJ is the Kronecker delta (if
i = j .  then 6^ = 1, otherwise Sij = 0) and tt(ij) =  (ui j  +  Ujj)/2.  Note that if =  0 then
a consistency condition is needed, emanating from Equations (B.18) and (B.19):
0 = f  ui4 d n  (B.22)
Jn
= J  UiUi dT Green-Gauss divergence theorem (B.23)
=  J  giUjdT By Ekiuation (B.19) (B.24)
B .3 .3  P e n a lty  F unction  Form ulation
In the penalty-function formulation, the constitutive equation (B.21) is replaced by:
= ~ p{X)$ij +  (B.25)
in which:
P(A) =  -A  t*k (B.26)
where A is the penalty parameter. In this formulation, the continuity and momentum
equations are strongly linked. Incompressibility is automatically enforced since the solution
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to Equations (B .l7), (B.25) and (B.26) converges to the incompressible Stokes flow solution 
as A approaches infinity (Temam 1977). An advantage of the method is that the additional 
unknown p  is eliminated from the equation set. This is useful not only because the amount 
of computational work is decreased since no pressure equation is solved, but also because 
it eliminates the need to  create boundary conditions for the pressure equation. There are 
therefore no pressure boundary conditions in the formal specification of the problem.
The boundary value problem for the penalty function formulation is stated as follows:
Find : Q —*• R” such that:
r ^ + f i  =  0 on fi (B.27)
u<A) =  g, on I\, (B.28)
r,(A| =  hi on r „  (B.29)
where r j f  is given by Equation (B.25). The remainder of this section deals solely with the 
penalty-function formulation. Thus, it is notationally convenient to omit the A superscripts 
in all subsequent developments.
B .3 .4  W eak F orm ulation
The first step in the weighted residual formulation leading to the finite element discretiza­
tion consists of formulating a weak or variational form of the boundary value problem. 
This is achieved by multiplying the governing equation by suitable weighting functions and 
integrating over the computational domain, 17. Let
V  =  (w  £ H ^w  =  0 on r g} (B.30)
Equation (B.30) reads: ‘V  is the space of all H 1 functions which vanish on Tg\  V  is often 
called the space of weighting functions. Let g denote a given H 1-extension of g; that is
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g £ H 1 and:
g =  g on Tg (B.31)
The weak form of the boundary value problem is stated as follows; find u  =  w  +  <7, w £ V, 
such that for all w  £ V:
/  +  2 dU =
Jn
I wifi dQ. +  I Wihi dT -  I (Agj,jWi,i +  2p g u ^ w ^ j) )  d£l (B.32)
«/fi «/r «/i]
The first stage in deriving the above relation is to multiply the governing equation by the
weighting function w and integrate over the computational domain Q:
I  Wi[\uu6ij +  2 d£l+ [  Wifi dQ, = 0 (B.33)
Jn Jn
Note that the continuity requirements on u  still impose that it must be twice differentiable. 
Now. however, the second derivatives of u  are not required to be continuous, they only need 
to be square integrable. In order to  derive the weak form and produce a natural Neumann 
boundary' condition, we integrate by parts the first term on the left hand side then apply 
the Green-Gauss divergence theorem, which yields:
j))]dQ + J  [wi(\ui%i6ij+2pu(i j ) ) ] n j d r + J  WifidQ = 0  (B.34)
Rearranging:
/  [u’(i j)(Xui,iSij +  2(iu{ij))]dQ = /  [wi(\uij6ij+ 2pu(ij))]njdT + /  WifidQ. (B.35) 
Jn Jrh Jn
and utilizing Equation (B.29):
I [w ^ j) ( \u i%i6ij +  2/iU(jj))]dfl = I WihidT +  I WifidQ (B.36)
jq  J  r  Jf2
and remembering that u  =  w  +  g, we arrive at Equation (B.32). The application of the
divergence theorem has allowed us to naturally introduce the Neumann boundary condition.
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At the same time, it has removed the second-derivative terms from the volume integral. This 
reduces the continuity requirements on u and allows us to select this function in 
since only first derivatives appear under the integral sign.
B .3 .5  G alerkin  Form ulation
The Galerkin counterpart, where weighting functions are the same as the shape functions, 
of the weak formulation is now presented. 'Vh is a subset of V  parameterized by h, the 
mesh spacing. Let gh denote an approximation of g which converges to g as h —► 0. Find 
u h = w *1 +  gh, v /h E V h, such tha t for all w h E V fc:
f  + 2MW( < dQ =
J  Q
[  W ifid n +  f  w!?hi dT — f  l(Xg^j w^i r2 p g ^i j)w^i j))d r  (B.37)
j  12 j  r  r
B .3 .6  M atrix  P roblem
The domain is discretized into quadrilateral elements. The eth element domain is denoted 
by Q€ and its boundary is denoted Te. Associated with the discretization is a set of 
nodal points. The position vector of the Ath node, A = 1,2,..., nnp, is denoted x^. Let 
N =  {1,2..... nnp}, the set of nodal indices, and let =  {A  E N|xa € T^}, the subset 
of nodal indices corresponding to boundary nodes at which velocities are prescribed. The
‘shape function’ associated with node A  is denoted N a • The solution of the Galerkin
problem may be expressed in terms of the shape functions as follows:
w? =  Y .  N a U'a (E-38)
AeK-Kg
g l  =  Y  N A9iA (B-39)
AeK-g
where uia is the ?th velocity component at node A  and:
g i A = 9 i ( ^ A )  (B.40)
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As can be seen by (B.40), the approximation of gi assumed in (B.39) is one of nodal 
interpolation via the shape functions.
Substitution of Equations (B.38) and (B.39) into Equation (B.37) gives rise to the matrix 
problem:
K u  =  f  (B.41)
where K  is the element stiffness matrix, u  is the vector of unknown velocities and f  is the 
right hand side force vector. These are explicitly defined as:
K  =  [Kp q ] (B.42)
U =  {uq} (B.43)
f  =  { M  (B.44)
The indices P  and Q take on the values 1, 2,., neq, where neq refers to the number of
equations in the ‘global* system. The equation numbers are stored in a ‘destination array’, 
denoted ID and defined as follows:
P  = ID (i, A) (B.45)
Here, P  represents the equation number, i is the degree of freedom number (1 ^  i <  n) 
and A is the ‘global* node number. Nodal velocity components, which are prescribed (i.e. 
g-type boundary conditions), are assigned equation number zero and are not included in 
the global ordering.
The stiffness matrix, K , is made up of the two terms from the left-hand side of the integral
equation. It is symmetric and positive definite, meaning tha t one can assemble only the
upper triangular part, saving on both storage and operations. The matrix also possesses a 
band-profile structure which facilitates highly-efficient solution through the so-called ‘active- 
coluinn' skyline solver, in which zeros outside the profile are neither stored nor processed.
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The right hand side, f, is made up of three known parts, the body force term (/*), the 
applied tractions (hi) and the applied velocities (#*).
In a finite element code such as CONMAN, it is most convenient to form the arrays K  and 
f  in an element-by-element fashion. In this regards, we may write:
K  =  A ^ ', (k ‘ ), f  =  (B.46)
where A  denotes an ‘assembly operator’ whose function is to add elemental contributions 
(namely ke and f e) to  the appropriate locations of K  and f, and nei is the number of 
elements. It can be shown that the element arrays may be defined as follows:
ke =  [*£,], f* =  {/pe}, (B.47)
kepq = *%keabftj, p = n ( a - l )  + i, q - n ( b - l )  + j,  1 < a , f > < n en, (B.48)
K t =  f  ( B ea)T D xB l d Q +  f  (B.49)
Jne
t  f  n ee
f p =  N i f i d a +  N ‘ h , d r  r„, = r ,nr
q=1
(B.50)
g% = 9 j(* l)  if x J e T * ,  (B.51)
geq = 0 if (B.52)
In the above, a superscript T  denotes transpose; nen is the number of element nodes; nee
is the number of element equations; a and b are element (‘local’) node numbers; p and q
are element (‘local’) equation numbers; JV® is the shape function associated with node a 
of the eth element; and e* is the ith  canonical basis vector of Rn. Since CONMAN is a 
two-dimensional code:
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The arrays B£, D A and are given as:
“ “ - - r-
Nh 0 1 1 0 2 0 0
B ' = 0 Nh
<IIQ 1 1 0 M 0 2 0
_ K,2 Nh  _ 0 0 0 0 0 1
The reader is reminded that commas denote partial differentiation (e.g. N ^  = d N ^/d x i). 
More details of the method and a formal error analysis are available in Hughes et al. (1979).
B.4 The Energy Equation
The energy equation is a simple advection-diffusion equation. The formal statement of the 
problem is: Find T  : fi —► R such that:
T  +  U i T i  = kT h  +  H  onfl  (B.55)
T  = b onT5 (B.56)
T jn j  = q on (B.57)
Here, T  is the temperature, T  is the time derivative of temperature, U{ is the velocity in
the ith Cartesian direction, k is the thermal diffusivity and i f  is an internal heat source.
The energy equation is solved using the Streamline Upwind Petrov-Galerkin (SUPG) method 
(Hughes k. Brooks 1979). The Petrov-Galerkin (PG) schemes can be thought of as stan­
dard Galerkin methods in which the numerical under-diffusion inherent to such schemes is 
counterbalanced by adding an artificial diffusivity. The SUPG scheme further improves this 
counterbalance by removing crosswind diffusion - the PG weightings act only in the flow 
direction (i.e. it follows the streamline) hence the name (see Hughes k  Brooks 1979, for 
further information).
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As with the momentum equation, the preliminary step in the finite element formulation of 
the energy equation is to derive the weak form, stated as follows:
J j w + P)tdCi = - J n(«’ + r K u ^ d n  -  k j  W 'iTidn + k J ,  wTjUjdTq +  J" {w -{■ p)H
(B.58)
In the above equation T* is the gradient of temperature, w is the standard, continuous 
Galerkin weighting function and (w +  p) is the PG weighting function, with p the discon­
tinuous, streamline upwind contribution. The modified weighting functions are applied on 
the time, internal heat source and advective terms only, where, in addition to correcting 
for under-diffusion, they remove the oscillations which result from the standard Galerkin 
formulation for an advection-dominated problem.
B .4.1 P red ictor-M u lticorrector A lgorithm
The finite element discretization of Equation (B.58) leads to the following semi-discrete 
system of equations:
M T  +  C T  =  F  (B.59)
where M , C, and F  represent the ‘mass’ matrix, diffusion and convection matrix, and 
generalized force vector, respectively. T  and T  represent vectors of nodal values of T  and 
T t respectively. Note that the SUPG formulation leads to a nonsymmetric mass matrix.
This initial value problem consists of finding a function T  =  T (t) satisfying Equation (B.59) 
and the initial condition:
T(0) =  T 0 (B.60)
where To is given.
The algorithm used to solve Equation (B.59) is a version of the predictor-multicorrector
algorithms proposed by Hughes (1980). The solution procedure is as follows:
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(1 ) Predictors:
T i+ i =  Tn +  A i ( l - a ) T n (B.61)
=  0 (B.62)
(2) Solution:
R-l+1 =  A (f^ +1  — m eT '^ ,  — ceT ^j.j) (Residual Force) (B.63)
M A T ^ ,  =  (B.64)
(3) Correctors:
T ^ 11 =  T ^ + A t a T ^  (B.65)
T ^ 1* =  X ® 1 +  AT™ 1 (B.6 6 )
(4) If an additional iteration is required, increment z, and go to step 2. If no additional 
iteration is needed, increment n, and go to step 1 .
The notation is as follows: A t  is the time step; T n and Tn are the approximations to T (tn) 
and T(tn) respectively; the superscript i is the iteration number (for the corrector); the 
superscript e denotes an element level matrix or vector and a  is a convergence parameter. 
The symbol A represents an assembly operator which adds the element level force vectors 
to the global force vector. The element vectors Te and Te include the prescribed boundary 
conditions in addition to the local values of the global T and T vectors.
This algorithm is particularly powerful due to the residual (or ‘out-of-balance-force’) for­
mulation and the ability to make multiple iterations within a time step. Additionally, the 
option of implicit or explicit treatm ent of specific terms is naturally contained within the 
algorithmic structure.
Appendix B: CONMAN 236
CONMAN uses an explicit time-stepping method. Consequently:
M  =  M l (B.67)
where M L denotes the lumped mass matrix. The time step is dynamically selected through 
the Courant-Friedrichs-Levy criterion, corresponding to the largest step that can be taken 
explicitly and maintain stability. W ith the appropriate choice of variables, a  =  0.5 and two 
iterations, the method is second-order accurate.
A ppendix  C
Two Dimensional Mesh Generation 
and Adaptive Remeshing 
Procedure
C .l Mesh Generation
The algorithmic procedure to  be described for the mesh generation process is based upon the 
method originally proposed by Peraire et al. (1987). The advocated approach is regarded 
as a variant of the so-called ‘advancing front’ technique (George 1971, Lo 1985) with the 
distinctive feature tha t elements and nodes are generated simultaneously. This technique is 
capable of generating meshes tha t conform to an externally prescribed spatial distribution 
of element size. The ability to generate meshes that are locally stretched along prescribed 
directions is also included, leading to highly efficient definition of one-dimensional flow 
features. For simplicity, triangular elements are generated initially. These are subsequently 
combined or subdivided to  form quadrilaterals, the elements utilized by CONMAN.
237
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Figure C .l: A n illu stra tio n  o f  th e  ad van cin g  front tech n ique. T h e  figure show s different stages during the  
tr ian gu la tion  process.
C .1.1 G en era tion  o f  th e  In itia l M esh
The underlying process in the advancing front technique is illustrated in Figure C.l (see 
Peraire et al. 1987. 1990. for further discussion). The boundary of the domain is discretized 
first. Nodal points are placed on the boundary curves in such a way that the distance 
between them is as close as possible to the desired mesh spacing. Contiguous nodes on 
the boundary curves are joined by straight-line segments and assembled to form the initial 
generation front. At this stage, the triangulation loop begins. A side from the front is chosen 
and a triangle is generated th a t will have this selected side as one edge. In generating this 
new triangle an interior node may be created or an existing node in the front may be 
chosen. After generating the new element the front is conveniently updated in such a way 
that it always contains the sides that are available to form a new triangle. The generation 
is complete when no sides are left in the front.
Appendix C: Two Dimensional Mesh Generation and Adaptive Remeshing Procedure 239
s S
Figure C.2: The definition of the mesh parameters a, s and 8.
C . l . 2 M esh  C ontrol: T h e B ackground M esh
The inclusion of adequate mesh control is a key ingredient in ensuring the generation of a 
mesh of the desired form. Control over the characteristics is obtained by the specification of 
a spatial distribution of mesh parameters by means of a background mesh. The background 
mesh is used for interpolation purposes only and is made up of triangles.
To control the elements generated, the user defines the node spacing, S, the value of a 
stretching parameter, s, and a direction of stretching a. The generated elements will then 
have a typical length sS in the direction parallel to o, and a typical length 8 in the direction 
normal to a  (Figure C.2). Thus, at each node on the background grid, the nodal values of 
6, s, and a  must be specified. These values are dependent upon the solution gradients and 
curvatures yielded by the error indication process (described further in Sections C.2.1 and 
C.2.2). Local values of these quantities are then obtained during the generation process 
by cubic interpolation, over the triangles of the background grid, between the specified 
nodal values (see Nielson 1979, El Hachemi et al. 2003, for a detailed description of this 
interpolation process).
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Figure C.3: Orientation o f the boundary. T he domain of interest is shaded.
In general, for the initial mesh, the location of one-dimensional features is not known. 
Consequently a value of s =  1 (i.e. no stretching) is specified. The node spacing <5 is also 
defined to be uniform, although a variation of <5 can be achieved (by suitable construction of 
the background grid) if it is apparent that increased mesh resolution is required in certain 
regions of the flow domain. Note that if 5 is required to be uniform initially and no stretching 
is to be specified, then the background grid need only consist of a single element, which 
completely covers the solution domain.
C .1.3 B ou n d ary  R ep resen ta tio n
The boundary of the solution domain is represented by closed loops of oriented piecewise 
cubic spline curves. For simply connected domains, these boundary curves are orientated in 
a counter-clockwise sense, while for multi-connected regions the exterior boundary curves 
are given a counter-clockwise orientation and all interior boundary curves are orientated in 
a clockwise sense (Figure C.3). This means that, as the boundary curve is traversed, the 
region to be meshed always lies to the left.
When these boundary curves are discretized, the boundary edges forming the initial front are
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Figure C.4: G eneration o f a new triangle.
orientated in the same fashion. In this study, the orientation of a boundary edge is defined 
by the order in which the two nodes of the edge are listed in the front. The orientation of 
the edge is im portant as it identifies the area of the plane in which a valid triangle can be 
created using th a t edge as a base.
C .1.4  T riangle E lem en t G en eration
The generation of a regular triangular element of size 6 is illustrated in Figure C.4. The 
process involves the following steps:
1. Select an edge AB from the generation front.
2. Using the orientation of the edge, determine the position of a point Cj, which lies at 
a distance 5 from A and B.
3. Determine all points in the front th a t lie inside a circle of radius 5 and center at Ci. 
Let these points be denoted by Q,. where the subscript i varies between 0 and the
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number of ‘front’ points inside the circle (i = 2 in Figure C.4).
4. Determine the positions of the equally spaced points C 2, C 3, C4 and C5 on the line 
joining Ci and the mid-side (M ) point of AB.
5. Form a list containing all the points determined in step 3  as well as points Ci, C2 , 
C 3, C4 and C 5. The points in this list will then be ordered according to their distance 
from the point Ci.
6 . Create an element with nodes A, B and the first point in the list which satisfies the 
mesh consistency requirement, i.e. the two newly created edges do not cross any of 
the existing edges in the front.
7. Update the front by removing the edge AB, and adding the appropriate number of 
new edges with the correct orientation.
C .1.5 Q uadrilateral E lem en t G eneration  using an E xisting Triangular 
M esh
Since CONMAN can only handle quadrilateral grids, the triangular meshes generated by 
the procedures described above must be altered into quadrilaterals. This can be done by:
1. Combining two triangles together to form a quadrilateral. However, this method 
comes unstuck when an odd number of triangular elements exist in the original mesh.
2. Generating mid-side nodes on triangles and one in the center, and interconnecting 
them, generating three quadrilaterals.
In this study, a combination of the two methods is employed (Figure C.5):
1. The triangles of the mesh are combined in pairs to give quadrilaterals.
2. Since there may be several triangles remaining, all elements, triangular and quadri­
lateral, are split into quadrilaterals by placing new nodes at the mid-sides, and one in 
the middle of each element. This ensures the generation of an all-quadrilateral mesh.
It should be pointed out th a t in order to produce a mesh with desired element size, 6, the 
spacing of the triangles generated originally must be 26.
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Figure C.5: Agglomeration of triangles.
C .1.6 M esh  Q uality  E nhancem ent
Three post-processing procedures are applied to enhance mesh quality. These procedures 
do not alter the total number of points or elements in the mesh:
1 . Diagonal Swapping: This technique changes the connectivities among nodes in the 
mesh without altering their position. This process requires a loop over all the element 
sides excluding those sides on the boundary. For each side common to the triangles 
ACD and BCD (see Figure C.6 ), one considers the possibility of swapping CD by 
AB, thus replacing the two triangles ACD and BCD by the triangles ABC and ABD. 
The swapping is performed if a prescribed regularity criterion is better satisfied by 
the new configuration than by the existing one. In our implementation, the swapping 
operation is performed if the minimum angle (formed by element edges at each element 
node) occurring in the new configuration is larger than in the original one.
2. Mesh Smoothing: This alters the position of the interior nodes without changing 
the topology of the mesh. The element sides are considered as springs of stiffness 
proportional to the length of the side. The nodes are moved until the spring system 
is in equilibrium. The equilibrium positions are found by iteration. Each iteration 
amounts to performing a loop over the interior points and moving their coordinates 
to coincide with those of the centroid of the neighboring points. Usually three to five
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Figure C.6 : Diagonal swapping procedure.
iterations are performed (Hassan & Probert 1999).
3. Bandwidth Reduction: A variant of the ‘Cuthill-McKee’ algorithm (an algorithm to 
reduce the bandwidth of sparse symmetric matrices) is utilized to renumber elements 
and nodes (Cuthill & McKee 1969). This process speeds up the calculation and reduces 
memory requirements, since the resulting solution matrices are far more compact, with 
reduced bandwidth.
C.2 The Error Indicator and Adaptive Strategy
Having obtained an initial approximation to a solution for a given problem, one can improve 
the accuracy of this solution by adaptively refining the mesh. In this study, mesh adaptation 
is achieved by using the computed solution to determine ‘optimum’ nodal values for 6, s, 
and a. The mesh is then regenerated with the initial computational mesh acting as a 
background grid.
To determine the values for the mesh parameters, it is necessary to use the initial solution to 
give some indication of the error magnitude and direction. A certain ‘key’ variable must be
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identified and then the error indication process can be performed in terms of this variable. 
In this study, the error indicator is based on the temperature variable, T, in purely thermal 
convective simulations, and a combination of T  and C, the composition, in thermo-chemical 
simulations. Of course, other variables (e.g. pressure) or any combination of variables (e.g. 
temperature and velocity, Nithiarasu 2000) can be chosen, depending upon the nature of 
the problem under investigation.
The construction of the error indicator can take various forms depending upon the nature of 
the problem. It is obvious from the large number of publications available on error estima­
tion and adaptivity (Lohner et al. 1986, Zienkiewicz k, Zhu 1987, Lohner 1995, Hassan et al. 
1995, Fortin et al. 1996) tha t research in this area of computational mechanics remains very 
active. However, as has been pointed out by Nithiarasu k  Zienkiewicz (2000), most of the 
well-known literature on error estimates deals with self-adjoint problems (e.g. Zienkiewicz 
k  Zhu 1987). Fluid mechanics problems, which involve non self-adjoint operators, are more 
difficult concepts, and traditional methods such as the ‘energy norm’ are not always suitable 
for measuring the error. For this reason, most of the work in fluids utilizes local indicators, 
such as the local interpolation error, to  refine the grid without specifying a total error.
Error indicators based upon the interpolation theory make the assumptions that:
1 . The nodal error is zero.
2. The solution is smooth.
This allows one to approximate the elemental error by a derivative one order higher than the 
element shape function. We make use of this approach to refine the grid, by considering the 
second derivatives (curvatures) of T  and C. Note that for the remainder of this appendix 
we will restrict our discussion to  the solution variable </>, rather than refer to T  and C 
explicitly.
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C.2.1 T he Error Indicator
Consider a one-dimensional situation in which the exact values of the key variable <fi are 
approximated by a piecewise linear function </>. The error E  is then defined as:
E  = <f>{x) — 4>(x) (C.l)
If the exact solution is a linear function of x, this error will vanish, as the approximation 
has been obtained using piecewise linear finite element shape functions. To a first order of 
approximation, the error E  can be evaluated as the difference between a quadratic finite 
element solution 0 and the linear computed solution. To obtain a piecewise quadratic 
approximation, one could obviously solve a new problem using quadratic shape functions. 
This, however, would be costly and an alternative approach for estimating a quadratic 
approximation from the linear finite element solution can be employed. Assuming that the 
nodal values of the quadratic and the linear approximations coincide i.e. that the nodal 
values of E  are zero, a quadratic solution can be constructed on each element, once the 
value of the second derivative is known (assuming that second derivatives are constant over 
each element).
The variation of the error E  within an element e is then expressed as:
where C denotes a local element coordinate and he denotes the element length (Peraire et 
al 1987). The root mean square value E * MS of this error over the element is computed as:
1/2 iE R M S =  I I  ^ e dC  ^ =  _ ± = h 2 d24>
dx2 (C.3)
r rhe e 2 1U **} -vsr
where || denotes absolute value. Several previous studies (Demkowicz et al. 1984, Peraire 
et al. 1987, Nithiarasu 2000) have demonstrated that equi-distribution of the element er­
ror leads to an optimal mesh and in what follows we employ the same criterion. This
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requirement implies that:
d 2 <j)
d x 2
= C (C.4)
where C  denotes a positive constant. Finally, the requirement of Equation (C.4) suggests 
that the optimal spacing 6 on the new adapted mesh should be computed according to:
d 2 <\>
d x 2
= C (C.5)
Equation (C.5) can be directly extended to the two-dimensional case by writing the quadratic 
form:
6p(mij(3i/3j ) = C  (C.6 )
where (3 is an arbitrary unit vector, 5@ is the spacing along the direction of /?, and rriij are 
the components of a 2  x 2  symmetric matrix, m , of second derivatives defined by:
d 2 cf>min =13 dxidxj (C.7)
These derivatives are computed at each node of the current mesh by using the two-dimensional 
equivalent of the variational recovery procedure. This procedure allows one to recover the 
nodal values of second derivatives from the elemental values of the first derivatives of <f> - 
refer to Appendix D for a detailed analysis of this procedure.
C .2.2 A d ap tive  R em esh in g
The basic concept behind the adaptive remeshing technique is to use the computed solution 
to provide information on the spatial distribution of the mesh parameters. This information 
will be used by the mesh generator to generate a new adapted mesh in those areas where the 
values of the optimal mesh parameters differ from the values of the current mesh parameters 
by greater than a user prescribed amount, err ..max (set as 0.5% in this study).
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The optimal values for the mesh parameters are calculated at each node of the current 
mesh. The directions a f,i  =  1, 2 are taken to be the principal directions of the matrix m. 
The corresponding mesh spacings are computed from the eigenvalues A* of m, as:
The spatial distribution of the mesh parameters is defined when a value is specified for the 
constant C. The total number of elements in the adapted mesh will depend upon the choice 
of this constant. The magnitude of the stretching parameter, s, at node n, is simply defined 
as the ratio between the two spacings:
In the practical implementation of this method, two threshold values are used: a minimum 
spacing Smin, and a maximum spacing Smax, with:
Consequently, the user must specify a maximum allowable value, <5max, for the local spacing 
on the new mesh. Then, if Sn is such tha t Sn ^  Smax, the value of 6n is set to Smax. Similarly, 
the user prescribes a maximum allowable stretching ratio on the new mesh.
The new mesh is generated according to the computed distribution of mesh parameters. The 
original solution is then transferred onto the new mesh using cubic interpolation (Nielson 
1979, El Hachemi et al. 2003) and the solution procedure continues on the new mesh. It 
should be noted tha t the increase in definition of flow features is achieved by decreasing the
(C.8 )
(C.9)
where 6 i„ is the spacing in principal direction 1 , and S2n is the spacing in principal direction
2 .
'maxi'rmn (C.10)
It is apparent that in regions of uniform flow, the computed values of 6n will be very large.
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value of 5min. The value of Smin is therefore the major parameter governing the number of 
elements in the new mesh.
A ppendix  D
Calculation of Nodal Gradients
and Curvatures
The discrete, finite element solution provides the values of (f>h in terms of the nodal values 
(f> as:
(t>h = N  4> (D.l)
where N  are the appropriate shape functions used. The nodal values of the second deriva­
tives, d2<ph/d x 2, can be obtained by using a similar approximation:
£?-»{£}
with similar expressions for . The projection:
d2<f>\  _  d2N -  
d x 2 J d x2
can be used to determine the nodal curvatures. Thus:
d y 2
_ r r p&lk \
dQ = 0 (D.3)/„n1n{
d24‘ ! f  ( d N T m \ , n -r m
e ^  =  M  J a i l * - * ; } * 1*  ( a 4 )
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where:
M =  f  N t N dn  (D.5)
is the well-known mass matrix, which is lumped for convenience. The contribution at any 
node thus involves only the elements surrounding it. Similar expressions can be written for 
d2(f>/dy2 and d2(p/dxdy.
A ppendix  E
TERRA
E .l Overview &: History
TERRA is a well established 3-D finite element mantle dynamics code that was first devel­
oped by Baumgardner (1983). The code solves for momentum and energy balance at infinite 
Prandtl number in a spherical shell, with the inner radius being that of Earth’s outer core 
and the outer radius corresponding to  E arth ’s surface (although these radii are not fixed). 
The version of TERRA described in this chapter corresponds to a modified version of the 
original code. Several revisions have played their part in rendering TERRA arguably the 
most functional and well known mantle dynamics code available today. The most notable 
modifications and additions to the code are listed below:
1. The code was parallelized by Bunge & Baumgardner (1995) in the most significant 
alteration since its creation. By utilizing a number of processors, the inherent limita­
tions of single processor machines are overcome. Mantle simulations can therefore be 
examined with unprecedented accuracy at far more realistic resolutions.
2. Yang (1997) modified the code considerably to allow for variable viscosity simulations 
(both temperature and pressure dependent). With viscosity playing such an important 
role in mantle convection, this was an essential upgrade.
252
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3. Plate like surface velocities were incorporated by Bunge et al. (1998). Although not 
representing ‘true’ plate tectonic behavior (lithospheric deformation is not coupled to 
lithosphere mechanics), these imposed velocities have proved highly useful in many 
mantle circulation studies.
4. Tracer particle subroutines were added to the code, allowing investigations into thermo­
chemical phenomena within E arth’s mantle (Stegman et al. 2003). Such a capability 
will no doubt prove useful in the future in resolving various geochemical and geophys­
ical contradictions.
5. Oldham (2004) created a ‘marker-chain’ version of the code allowing for layered man­
tle convection simulations. Although recent evidence points towards whole mantle 
convection as the most likely geometry of mantle convection, various layered models 
are still being supported and this code will doubtless prove useful in testing these in 
the future.
E.2 The Governing Equations
As noted in Chapter 1 , E arth ’s mantle is solid. However, over large timescales it deforms 
slowly through processes such as dislocation and diffusion creep. As a consequence, mo­
tion within E arth’s mantle can be described by the equations governing fluid dynamics. 
However, since the mantle has an extremely large viscosity («  1021 Pa s), the equations 
governing mantle convection are somewhat different to those governing the more ‘'typical'1 
fluid mechanics problems:
•  The large viscosity of E arth ’s mantle makes the Prandtl Number (Pr), the ratio 
between viscous and inertial forces, of the order 1024. Accordingly, inertial terms in 
the momentum equation can be ignored.
•  The Ekman number (i.e. the ratio between viscous and Coriolis forces) is of the order 
109, since the velocity of convection within the mantle is so small. As a consequence, 
the Coriolis force can be neglected.
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• The centrifugal force, which causes the ratio of major radius to minor radius of Earth 
to depart from unity by only one part in three hundred, is proportional to the square 
of the velocity. Consequently, it is even smaller than the Coriolis force and it is also 
ignored.
This mantle convection problem is formulated in terms of the conservation equations of 
linear momentum, mass and energy, inside a spherical shell with appropriate boundary 
conditions. Unless stated otherwise, for the results presented in this thesis, a linear and 
isotropic constitutive law is assumed so tha t the mantle is treated as an infinite Prandtl
number Newtonian fluid (although TERRA is more flexible, allowing investigations into
various rheologies). Under these assumptions, the following vector equations describe the 
local behavior:
V - T - V p  + pg = 0 (E.l)
^  =  - V ( pU) (E.2)
g . - v . ( r . ) - h - i > r v  q . |r:V" + V + (E.3)d t  \ j / p c y
where
and
T  =  f l
' . . T 2 / ( V - u )V u  +  ( V u )   ----- (E.4)
P =  p(p, T)  (E.5)
In the above equations p denotes pressure, p density, g gravitational acceleration, r  devia- 
toric stress, u  fluid velocity, T  absolute temperature, 7  the Griineisen parameter, k thermal 
conductivity, H  volumetric radiogenic heat production, cy specific heat at constant volume 
and p dynamic viscosity, which can be a function of temperature and pressure. Equation 
(E.l) is the force-balance equation, describing the balance between pressure gradient, buoy­
ancy forces and viscous forces. Equation (E.2) expresses the conservation of mass, while
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Equation (E.3) represents the conservation of energy in terms of the absolute temperature. 
Equation (E.4) is the linear constitutive law, relating the stress field to the velocity, with 
Equation (E.5) corresponding to the equation of state as a suitable function of density and 
temperature.
For completeness, Equations (E.1)-(E.4) are now expressed in the tensor notation. This al­
lows for a more transparent derivation of the finite element matrix equations in the following 
sections.
drim dp
+ P9i = 0 (E.6 )dxm dxi
dp  =  d(pui) 
dt dxi
(E.7)
ar = _ _ _ t*h + j _  r a**™ + a ar, + ,
dt  dxi dxi pcy d x i  d x i  V d x i )
(  dut dum 2  duk \
T,m = t l \ & r  + ~ d ^ ~ i  lm d ^ J  ( 9)\  Jbyyi ( / X I O  L/JUfc '
For incompressible cases, the mass conservation equation (E.2 /  E.7) is replaced by the 
incompressibility approximation:
V7  n d u mV • u  — 0 or ——  =  0
dxm
The Boussinesq formulation, where density variations are neglected everywhere except in 
the buoyancy term, is also employed in such cases.
The vigor of convection is described by the Rayleigh number, defined in bottom heated 
cases as:
Raj, =  (E.10)
up,
where A T is the tem perature difference between the upper (Earth’s surface) and lower 
(core-mantle boundary) boundaries of the spherical shell, h is the distance between these
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boundaries, (3 is the coefficient of thermal expansion and k is the thermal diffusivity, given
by k/(pep).  The specific heat at constant pressure, cp, is related to cy by:
cP = (1  +  7 (3T) cy (E.ll)
For internally heated cases, the basally heated Rayleigh number, Rap, is replaced by the 
internally heated Rayleigh number, R ap, given by:
p2g0H h 5
* * *  = u k r  ( E - 1 2 )
The equation set is now completely defined. The strategy for solving this set of equations
is:
1 . Compute the pressure field from the density and temperature fields via the equation 
of state (E.5).
2. Solve Equations (E .l) and (E.2) simultaneously for u and p.
3. Solve Equation (E.3) for the rate of change of T.
4. Take a time step and update the density and temperature fields.
The remainder of this appendix will focus on the numerical methods employed in solving 
these equations. The underlying numerical grid is described first (Section E.3). This is 
followed by a derivation of the discretized Galerkin finite element equations (Section E.4). 
The transformation of these equations into computational operators, in terms of the finite 
element shape functions, is then briefly described in Section E.5, together with the relevant 
solution strategies (Section E.6 ). The energy equation is solved by means of a finite dif­
ference method, in conjunction with the finite volume method, using the aforementioned 
finite element computational grid. A description of this procedure is included in Section 
E.7 along with an explanation of the time stepping strategies employed. The appendix ends
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with an outline of the parallelization within TERRA (Section E.8 ) and a brief overview of 
the visualization package utilized during post-processing (Section E.9).
It is important to point out tha t the description of TERRA given here does not include the 
modifications made during my PhD work. These are described in Chapter 4 of this thesis. 
This appendix merely aims to provide a basic introduction to the code, focussing on the 
aspects of TERRA that are central to my PhD studies. In areas where material is covered 
only briefly, the reader will be referred to more detailed accounts in selected references.
E.3 The Computational Grid
The computational grid employed by TERRA is described in detail by Baumgardner (1983) 
and Baumgardner & Frederickson (1985). A brief summary is presented here, although a 
more detailed account can be found in these references.
An integral part of the finite element method involves splitting the computational domain 
into elements. As had been noted previously, this subdivision is termed meshing or dis­
cretization. In TERRA, the thick spherical shell is discretized by an icosahedral grid. By 
projecting the regular icosahedron onto a sphere, the spherical surface can be divided into 
twenty identical spherical triangles (or ten identical diamonds, each of which contains one 
of the ten triangles surrounding each of the two poles). Each triangle can subsequently be 
subdivided into four triangles by construction of great circle arcs between triangle side mid­
points. This refinement process can be repeated, as shown in Figure E.l, to yield an almost 
uniform triangulation of the sphere at any desired resolution. Unlike conventional dis­
cretization methods on the sphere, since the icosahedral scheme achieves an almost uniform 
triangulation of the spherical surface, it avoids the ‘pole problem’ of traditional latitude- 
longitude grids. A larger time step can therefore be exploited during numerical simulations,
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(a) (b)
(c) (d)
Figure E .l: (a) M esh produced by projection o f the regular icosahedron onto the sphere, (b) - (d)
represent successive m esh refinem ents obtained by connecting m idpoints o f triangle sides w ith great circle 
arcs. B y  studying  the grid it can be seen th at m ost nodes (i.e. points at the corners o f spherical triangles) 
are surrounded by six triangles. However, tw elve nodes, at the vertices o f the original ten diamonds, axe 
enclosed by on ly  five triangles. R eproduced w ith  perm ission from D avid Oldham (Oldham 2004).
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since elements are all of a similar dimension (as a consequence of the Courant-Friedrichs- 
Levy stability condition).
Within the TERRA code, refinements to the grid are referenced by ‘the number of grid 
intervals along an icosahedral diamond edge’. This value is labeled mt. The value of mt 
defines the number of data points present in the TERRA grid and, hence, its resolution. 
The number of data points on a spherical surface is given by 10(rat2 +  1 ) +  2 , since there 
are 1 0  icosahedral diamonds on each surface and two polar nodes.
The grid is extended radially by placing several of these spherical shells above one and 
other, generating a mesh of triangular prisms with spherical ends (see Figure E.2). Yang 
(1997) states that for E arth ’s mantle, the best performing grid is obtained when nr, the 
number of radial layers, is set to equal m t/2. Unless otherwise stated, such a configuration 
is adopted throughout this thesis. Having extended the grid in the radial direction, the 
total number of nodes is the spherical shell is given by: (nr +  l)[10(mt2 +  1) +  2]. Note that 
there are n r +  1 radial layers.
E.3.1 Indexing  C onventions Em ployed by Terra
The icosahedral grid leads to a convenient data structure for numerical simulations. This 
data structure is described here.
The original grid is divided into twenty equilateral triangles. These twenty triangles are 
grouped into pairs to form ten diamonds, each of which surrounds one of the two pentagonal 
vertices, the poles. These diamonds are indexed as shown in Figure E.3. Within the TERRA 
program, the diamond number is referred to as id.
The data points within each diamond (or more accurately each subdomain - see paralleliza- 
tion section) are referenced by a pair of indices. The values of these indices are derived
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Figure E.2: Indexing convention for radial discretization of a spherical shell. Reproduced with permission 
from John Baumgardner (Baumgardner 1983).
North Pole (NP)
South Pole (SP)
NP SP
(a) (b) (c)
Figure E.3: Indexing convention for the ten icosahedral diamonds: (a) Viewed from the Equator (b) 
Viewed from the North Pole (NP) (c) Viewed from the South Pole (SP) and (d) With diamonds projected 
onto a flat plane. Reproduced with permission from David Oldham (Oldham 2004).
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i1=0
North pole
11=3
i1=4
i1=6
12=7
i1=8
i1=9
*1-9 7
11=8 '  f e f
i1=7 '  ^ 
11-6  '  
i1=5
12—1
12=7
i2=4
i1=3 i2=3
i1=2 12=2
11=1
South pole
11=0
(a) (b)
Figure E.4: The indexing convention for diamonds in an mt = 8 case, (a) Northern hemisphere diamonds 
(b) Southern Hemisphere diamonds. Hexagons represent data points. Solid grey hexagons represent data 
points that are owned by the diamond while transparent grey hexagons are data points that, while they 
do form part of this diamond, are on the edge of the diamond and so are considered to be owned by the 
adjacent diamond. Reproduced with permission from David Oldham (Oldham 2004).
from axes which run along the diamond edges. These axes have their origin at the poles, 
with nodes labeled i l  and ?2, as shown in Figure E.4.
Finally, the radial layers are indexed by ir, with values ranging from 1 (at the surface) to 
nr  +  1 (at the core-mantle boundary). Any point within the computational domain can, 
therefore, be described by four indices: i l ,  i l .  id and ir.
E.4 The G alerkin F in ite Elem ent Formulation
The discretization of the differential equations (E .l - E.4) using the Galerkin finite element 
formulation is described next. Substituting Equation (E.4) into Equation (E .l), yields:
A u — Vp =  b (E.13)
Appendix E: TERRA 262
where A  is the differential operator associated with divergence of stress and b  is the buoy­
ancy force vector. The equations we wish to  solve (for the approximate solutions u and p) 
are, therefore, the M omentum equation:
A u  — Vp «  b  (E.14)
and the mass conservation equation, given by either:
V • u  «  0 (E.15)
for incompressible fluids or:
V • (pu) «  0 (E.16)
for compressible fluids. For simplicity, the remainder of this appendix will consider only 
incompressible fluids.
As explained in Appendix A, the Galerkin finite element method is one of several weighted 
residual formulations which work by minimizing the residuals of the above equations in
the volume integral sense. The m ajor advantage of the Galerkin formulation is tha t the
finite element basis/shape functions themselves become the weighting functions. Equations 
(E.14) and (E.15) therefore become (in their Galerkin weighted residual form):
/ Ni (A u  -  Vp -  b) dV  = 0 (E.17)
J  Ni (V • u) d V  =  0 (E.18)
where f ( - )d V  represents an integration over the entire computational domain, i.e. the 
spherical shell. The next stage involves defining Equations (E.17) and (E.18) in terms of 
the finite element shape functions.
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E.4.1 M atrix  E quation  D erivation
Transferring to  tensor notation and remembering th a t in the finite element formulation, u 
and p  can be related to  their approxim ations u and p  by Equation (E .l9) and Equation 
(E.20) respectively (note th a t I in U[ represents the Ith direction), the process of equation 
discretization is now described.
u  i = NiUu (E.19)
p  = N ip i  (E.20)
For simplicity, tildes will be dropped from u and p, with u and p  denoting numerically 
determined approxim ations for the remainder of this section.
Focussing our atten tion  on the divergence of stress term, Au, in its present form, the
statem ent requires continuity of first derivatives of the shape functions if infinite values are
to be avoided (see A ppendix A.4.4). Integration by parts relaxes this requirement and leads 
to a weak form of the weighted residual statem ent. A natural boundary condition is also 
engendered by application of the Green-Gauss divergence theorem:
[  N i p ^ d V  = -  f  1^5-TimdV + <£ NinmnmdS  (E.21)
J uXm J uXm J
In the above equation, §(-)dS  represents an integration over the surface of the domain V, 
and h  represents the unit outw ard normal vector, which becomes the radial unit vector, r  
at the outer surface of the spherical shell, and —r  at the inner surface.
Exploiting Equations (E.9) and (E.19), the volume integral in Equation (E.21) becomes:
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where A ' , the volume integral part of the to ta l differential operator A, is defined as:
A ' .  _  [  ( x  d N i d N 3 , d N j d N j  2 d N i d N j \ J„
t l j m  J Ty i m q x ^  ^  ^ q x ^  J
( i , j  =  l . . . . n ;  l , m =  1,2,3) (E.23)
The th ird  term  inside the parentheses can be dropped in the case of incompressible fluids, 
and when incompressible fluids w ith constant viscosity are considered, one can include only 
the first term  (the Laplacian operator), since A u  can now be written //V 2u. For such 
incompressible, isoviscous cases, it is sufficient to  consider the scalar operator:
% - - / » S S "  ,EM)
as in the original version of the code (Baumgardner, 1983). However, when the fluid is 
compressible, or has variable viscosity, the full operator A' must be considered.
The integrand of the surface integral in Equation (E.21) can be significantly simplified with 
an application of the shear stress free boundary condition. This allows us to  write:
TlmTm = Trr?i (E.25)
at a spherical surface. A full explanation of the mathematics behind this assumption can 
be found in Yang (1997). Combining the above equation and the identity:
^  =  ^ ( 2^ - | v - u )  (E.26)
yields:
y* NiTimhmdS =  A"ijrnujm (E.27)
where:
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Here, / Si(-)dS\ and JS2(-)dS2 represent integrations over the upper surface, S\, and lower 
surface, S 2 , respectively. As with the volume integral, the terms containing the factor |  can 
be ignored for incompressible fluids. Additionally, the surface integrals vanish when node 
i is not on either surface or when node j  is not located on either a boundary or the layer 
adjacent to it. The total forward operator, A, is given by:
Aujm = A t f ^  +  (E.29)
The remaining integrals in Equations (E.17) and (E.18) can be transformed with relative 
ease. The pressure gradient term can be written as:
/  ^  = /  N i^ t d V p i = G iim  (E-30) 
with the gradient operator matrix G , defined as:
Gilj = j  ( i j  = / =  1,2,3). (E.31)
The integral containing the buoyancy force term can be written as:
fil =  [  N fyd V  = -  J  N iPa0[T -  T0(r)}gf, dV
(i = l....n; 1 = 1,2,3) (E.32)
while the integral for the divergence of velocity in Equation (E.18) is given by:
J  N iV  udV  = J  N i U r d S i - J  NiUrdS2 -  J  N j ^ d V u j i
=  — (uT(j)j (i = l....n). (E.33)
The surface integrals vanish since there is no radial velocity component on boundaries.
We finally arrive at the discrete form of the Navier-Stokes and incompressibility equations, 
expressed in discretized field variables:
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Gt  u  =  0 (E.35)
For ease of notation, Equation (E.34) can be simplified further to:
A u  =  f  (E.36)
where the right hand side term, f, includes the term Gp. These equations are solved for
a set of 4n unknowns, with n being the number of nodes and the scalar p and vector u
representing the four independent variables.
E.5 Computational Operators
The previous section illustrates how to express the governing differential equations in terms 
of finite element shape functions and their derivatives. In this section, we briefly look 
into how these expressions are transformed into ones that can be readily calculated on the 
computational grid introduced in section E.3.
E.5.1 T he F in ite  E lem ent Shape Functions
For this section, nodes are referenced using two separate indices, the first denoting its radial 
position, with the second denoting its tangential position within a radial layer. For clarity, 
the notation utilized by Yang (1997) is replicated. Suppose that the radial and tangential 
indices for node i are I  and A  respectively ( /  =  1 ,..., n r +  1; A = 1,..., 10(mi2 +  1 ) +  2). 
The piecewise linear shape functions Ni(r) can then be written as:
Ni( r) =  M /(r)L ^(^ ,0) (E.37)
where M /(r) and L a {0,4>) are the radial and tangential shape functions respectively.
The radial shape function is defined as a simple one dimensional linear shape function,
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where:
r i - i  -  r  
r i - i  ~  r /
when r /  ^  r  < r/_ i
M j(r ) =  Z r/+1
ri ~  r /+ 1 when 77+1 ^  r  < r j
(E.38)
0  otherwise
V
Here, 77 refers to the radius at the / —th radial node. Note that /  =  1 at the upper boundary.
Linear shape functions are also utilized for the spherical tangential basis function L a (0,4>), 
with the value varying linearly, from 1 to 0 , as the point (0, (f>) moves along a given great 
circle arc, from node A, towards the outer edges of the surrounding spherical triangles. The 
function forms the shape of a tent with a pentagonal or hexagonal base centered at node A, 
depending on whether node A  is surrounded by five or six spherical triangles (see Section 
E.3). La(0, <f>) = 0 outside these triangles.
This relationship is consistent in each and every triangle, in that, as the angular distance 
from one vertex of the triangle increases along a great circle, the shape function associated 
with the node decreases linearly. Consequently, local quantities, defined on a triangle, can 
be utilized, as opposed to a basis function defined globally. The local quantities used for 
this purpose in TERRA are the barycentric coordinates.
Spherical Barycentric Coordinate System
Spherical barycentric coordinates are denoted by a triplet (771, 772, 773), where the subscripts 
indicate vertices of a spherical triangle (see Figure E.5). A barycentric coordinate, rja, on a 
triangle, T, is a measure of the proximity to the vertex a. 771, 772, and 773 take on the values
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(a) (b)
Figure E.5: Convention for labeling vertices in (a) a spherical triangle and (b) the sub-triangles from the 
dyadic refinement. T he latter also shows the convention for labeling subtriangles. Modified from Figure 4.5 
in Baumgardner (1983).
(1.0,0), (0.1.0), and (0.0.1) respectively at vertices 1, 2, and 3 of T. They vary linearly 
from 1 , at the vertex, to 0 . as the point in question moves along a given great circle from 
a node toward the facing edge. These barycentric coordinates have a value of zero outside 
of their region of influence, i.e. outside of their 7 point tangential stencil, and 21 point full 
stencil (both tangential and radial).
The location on any point on the triangle T  can be described completely in terms of its 
barycentric coordinates. They are. therefore, not only the shape functions associated with 
the three triangle vertices, but they also provide the coordinates of any point in the triangle. 
This dual nature is simply a consequence of using a linear function. An important concept 
to grasp is the relationship between the barycentric coordinates i] — (771, 772, 7)3) on a triangle 
T1, and the barycentric coordinates 7)1, 7)2 , 77s, and t/4 on the four subtriangles, T2 , X3 , and 
T4 of the dyadic subdivision of T. This can be expressed as:
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2 ^  2 '1 2 ^ 2 2^ 3 o n  T 1
2 +  h i h i on r 2
2^2 2 +  2*73 on Ts
^~hi \ ~ h l  2 -  2^3 on t 4
(E.39)
with the labeling convention for vertices and triangles displayed in Figure E.5. This rela­
tionship is highly beneficial in establishing relations, called recursion formulas, for various 
operators between different refinement levels of the tangential grid. They therefore provide 
an efficient way in evaluating the various operators at different grid levels, which will be 
highly beneficial in the context of a multigrid.
Having provided an overview of TERRA’s finite element basis functions, the natural pro­
gression from here would involve a complete description of how the computational operators 
are expressed in terms of these basis functions. However, this is not an essential prerequisite 
to the work presented in this thesis and consequently, such a description is not included. The 
information provided here is sufficient background to the modifications made to the code as 
a part of this thesis. However, should the reader wish to know more about the derivation 
of TERRA’s computational operators, a detailed discussion can be found in Baumgardner
(1983) and Yang (1997). Consequently, rather than simply repeat the mathematics here, 
the reader is directed towards the original works.
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E.6 Solution Strategy for Force-Balance Equation
Having introduced the finite element equations in some detail, the techniques involved in 
their solution are next described.
Equations (E.34) and (E.35) could be solved through either direct or iterative approaches. 
The direct methods yield answers in a finite number of operations. Examples include Gauss 
elimination, Thomas algorithm etc... However, such methods are only suitable if A is a 
linear operator. They are also highly impractical when a large number of unknowns are 
present, since they lead to large matrices which generate high memory demands. Iterative 
methods on the other hand are suitable for both linear and non-linear equations, in addition 
to being efficient at dealing with a substantial number of degrees of freedom. Examples 
include Gauss-Seidel methods, relaxation methods, conjugate gradient methods (CGM), 
and generalized minimal residual (GMRES) methods. Here, solutions are obtained through 
a number of iterative steps, with accuracy being increased by an increase in the number 
of iterations. An iterative procedure of this kind is employed by TERRA to solve the 
force-balance equation.
E.6.1 A  P ressure C orrection  Approach
One of the most popular methods for solving a Stokes like system, where inertial forces 
are small compared to viscous forces, is the pressure correction (PC) approach. This is the 
case with TERRA where a ‘Uzawa’ type PC approach is coupled with a conjugate gradient 
algorithm to solve Equations (E.34) and (E.35). The basis of this approach is that the 
velocity and pressure determined by solving Equation (E.34) alone should be corrected until 
Equation (E.35) is satisfied. The utilized algorithm was originally proposed by Verfuerth
(1984) and is outlined in detail by both Atanga & Silvester (1992) and Ramage & Wathen
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U0 =  U
P  =  P o
Auo -  G p o  = f Solve for uo with initial guess p  —  p o
r o  =  G T  u0 Calculate initial residual
i  =  1 Initialize iteration count
Do i  =  1, N \ Loop until residual is small
If i  = 1 then
si =  r 0 Set pressure search direction
Else
£ _
0 -  ( n - 2 , r i - 2)
=  f ' i —l  T &Si—i Set pressure search direction
End if
Avj =  G s i  for Vi Solve for velocity search direction
_  ( T i - i j r i - i )  
{.Sj,Gr v,) Set step length
P i  =  P i - 1  +  OLSi Update pressure
U i = Uj-1 +  OVi Update velocity
r i  =  r*_ i  + G T V i Update residual
if (llnii <  ed) Exit loop
End Do
u  =  u Nl
P  =  P N \
Table E .l: T he pressure correction, conjugate gradient algorithm  utilized in ‘T E R R A ’.
(1994). A brief overview of the algorithm is presented here.
Equation (E.34) implies:
Gt u  -  GTA ~ 1Gp = GT A _1f (E.40)
It is clear that if a pressure p* can be found such that:
- G TA ~ lGp = GTA ~ 1f  (E.41)
then Gt u* = 0 and the continuity equation is satisfied, where u* is the related velocity
obtained from solving Equation (E.34).
One obvious way to solve this system is to solve first Equation (E.41) for p and then
Equation (E.34) for u. This approach requires the assembly and storage of the Schur
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complement (GTA ~ 1G) as well as A, which is not appealing. Additionally, computing 
A -1 is an expensive procedure. However, by utilizing a conjugate gradient algorithm, these 
equations can be solved simultaneously, which means that the Schur complement need not 
be stored. The pseudo-code for this algorithm is presented in Table E .l.
The inner velocity systems in Table E .l are solved using a highly efficient multigrid scheme, 
which is described next. Appendix F provides a brief overview of multigrid schemes. The fol­
lowing section simply covers the multigrid formulation employed within TERRA. A reader 
not familiar with the multigrid concept should, therefore, refer to Appendix F before con­
tinuing.
T E R R A ’s M u ltig rid  F o rm u la tio n
For simplicity, TERRA’s multigrid algorithm is presented for a two level system, consisting 
of a fine grid (grid spacing h ) and one coarse grid (grid spacing 2h). Suppose we are given 
an estimate, Uo, for the solution of E.36. The residual is then given by:
r/i =  f/t — AfcUo (E.42)
The solution to the equation:
A  h e h  = r h (E.43)
is sought, where e h represents the error associated with the approximate solution - the 
correction that should be added to Uo to improve the estimate for u. A crucial aspect of 
the multigrid method is to find a coarser grid correction field e2h from:
A 2 h^2h  = r 2 h (E.44)
where A 2h and r 2/j are the forward operator and the residual vector on the coarser grid. 
As noted in Appendix F, a restriction operator is required to generate the coarser grid
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representation, r 2/l, of the residual from the fine grid residual, r^. Construction of the 
coarse grid forward operator, A 2h is another important issue. Both issues are discussed 
in the following sections, with TERRA utilizing an inter-grid transfer method known as 
matrix dependent transfer.
Once we have A 2h and r2h, we can determine e 2h either through a relaxation method, or, 
when the matrix is manageable, solving the equation exactly. A pseudo-inverse method is 
utilized in TERRA at this stage (see Baumgardner 1983, for further details). The process 
of finding e2h is called the coarse grid correction.
The fine grid representation of can be obtained by utilizing an interpolation operator. 
When compared to the correction scheme described in Appendix F, TERRA incorporates 
minor subtleties at this point. To improve the correction field, e^, thus obtained a second 
order residual is formed on the fine-grid:
r'h = rh -  A he'h (E.45)
A second order correction term ejj is then found by relaxing (using line-Jacobi relaxation) 
on the equation:
A heX =  v’h (E.46)
The correction field on the fine grid is then given by:
e » = e i + e l  (E.47)
One multigrid iteration is completed when this term is added to uo- The corrected solution 
is then fed back into Equation (E.42) and the iterating process is continued until the residual 
becomes acceptably small. This is an example of the F-cycle illustrated in Figure F.2 of 
Appendix F.
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E .6.2 M atrix  D ep en d en t Transfer
Alcouffe et al. (1981) note that the usual interpolation schemes employed for intergrid 
transfers in the multigrid method (the restriction and interpolation operators) yield poor 
convergence for solving problems with strongly discontinuous coefficients in the governing 
differential equations. Based on this insight, a more appropriate intergrid transfer scheme, 
called ‘matrix dependent transfer’, was developed. Various studies (e.g. Wagner 1994) have 
since demonstrated that the idea of matrix dependent transfer is frequently the essential 
ingredient of a successful formulation to yield convergent solutions in strongly discontinuous 
or variable coefficient problems.
Since the viscosity varies by orders of magnitude across Earth’s mantle, Yang (1997) ex­
ploited this idea within TERRA’s multigrid formulation and adapted the original code to 
include matrix dependent intergrid transfers. The central idea in this new approach is that 
the interpolation, P, and restriction, R, operations, as well as the coarse grid operators 
themselves, be obtained from the fine grid operator, A. The concept is explained briefly in 
Yang (1997), with a more detailed account presented in Yang & Baumgardner (2000). It is 
important to note, tha t in this formulation, the restriction operator, R, is derived from the 
transpose of the interpolation operator, P, the so-called canonical choice:
R  = P T (E.48)
The method has proven to be a crucial element in the successful application of the multigrid 
method to variable viscosity mantle convection simulations with TERRA.
E .6.3 Coarse G rid O perators
The coarse grid forward operator, A, can be derived through either:
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1. Discretization coarse grid approximation - the coarse grid forward operator is as­
sembled from the elementary radial and tangential operators, derived from the finite 
element shape functions on the coarse grid (as occurs on the finest grid), or,
2. Galerkin coarse grid approximation - where the prescription:
A =  R A P  (E.49)
is utilized. Since R  is customarily chosen as P T, the coarse grid operator, formed via
the Galerkin approximation, has the same definiteness as the fine grid operator.
The chief problem with the first method is that the viscosity field is often difficult to
approximate on the coarse grid levels. The Galerkin scheme on the other hand naturally
avoids this issue, since it does not require any coarse grid viscosity field. The coarse grid 
forward operator is obtained solely from the fine grid operator, prolongation matrix and 
restriction matrix (utilizing the matrix dependent transfer scheme described above). Also, 
as noted by Wesseling (1992), it is more appropriate on coarse grids not to sample variable 
coefficients only on a sparse set of points, which is what the discretization coarse grid 
approximation does, but to take suitable averages, which is what the Galerkin coarse grid 
approximation does automatically. Consequently, the Galerkin Coarse Grid scheme, in 
conjunction with the matrix dependent intergrid transfer method, is utilized to generate 
the coarse grid forward operators in TERRA.
E .6.4 R elaxation  M eth od
Line Jacobi relaxation is employed within TERRA, as part of the multigrid scheme, to solve 
Equation (E.36), using the unmodified forward operator, at each grid level. This relaxation 
is performed in the radial direction, since it is common for material properties to show a 
stronger variation radially than tangentially within the spherical shell. Typically, one to four 
sweeps of the line Jacobi procedure are made with a weighting factor of 2/3. Various other
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relaxation methods have been tested by Yang (1997), including Gauss-Seidel relaxation, 
however, superior convergence rates were yielded by the Jacobi relaxation algorithm.
E.7 The Energy Equation and Time Integration
The methods used to treat the advection, thermal conduction and time integration of the en­
ergy conservation equation (E.3) are described in this section, in terms of the discretization 
presented in the previous sections.
E.7.1 C ell-W all A d vection
The advection of heat is accomplished through a flux-form scheme known as ‘cell-wall 
advection’. Fluxes are calculated at element walls, with advection only occurring between 
elements that share a common face. The direction of movement is determined by the 
sign of the normal velocity, with the rate of movement proportional to the magnitude of 
normal velocity integrated over the area of the ‘common-face’. The density, temperature 
and specific heat of the cell, for which the integrated normal velocity is outward, are also 
essential in determining the rate of advection.
As may be noted from Figure E.2, 3-D icosahedral elements take the form of triangular 
prisms with three planar faces and two spherical ends. For the remainder of this section, 
advection through the planar faces will be termed ‘tangential’, while advection through 
spherical ends is termed ‘radial’. In both cases, the integral of the normal velocity over 
the face area is determined by multiplying the normal velocities at the vertices of the face 
by appropriate weighting factors and summing. For planar faces, the weighting factors for 
nodes at the inner radius r* of the face are given by:
(2n  +  r0) (r0 -  rj)4> . ,
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while the weights for nodes at the outer radius r0 are:
( n  +  2 r o ) ( r 0 -  n)<f> 
12 (E.51)
where (f> is the angle subtended by the face. For spherical faces, the weighting factors are 
given by:
2. Compute integrated normal velocities for each face.
3. Loop over all elements, from the surface to the core, calculating the rate of change 
of mass and heat, by accumulating contributions across all faces. The rate of mass 
advection through a given face is the integrated normal velocity times the density of
temperature, and the face integrated normal velocity.
The proposed method does have its drawbacks in that it introduces a slight error in inte­
gration of the normal velocity on spherical faces. However this error is proportional to the 
element size, and consequently, becomes negligible as the discretization becomes fine, when 
spherical triangles show only a small variation in normal direction. Clearly therefore, the 
advantages of the method, in being simple to implement and highly efficient, outweigh the 
disadvantages.
(E.52)
Here, A represents the area of the spherical triangle at unit radius, while Xki denotes the 
Cartesian coordinate k of triangle vertex i. i' and i" denote the triangle vertices different 
from i.
The advection calculation itself involves the following stages:
1. Resolve the velocity field into radial and tangential components at each node.
the donor cell (the cell for which the integrated normal velocity is outward). Similarly, 
the rate of heat advection is the product of the donor cell density, specific heat and
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E.7.2 T herm al C onduction
The modeling of thermal conduction is achieved through a method that is analogous to that 
utilized in tracking thermal advection. It is based around element-to-element conductivity 
factors, which are determined from the geometry of the grid. The rate of conductive heat 
flow between adjacent elements is found by multiplying the temperature difference between 
the elements by an appropriate conductivity factor.
In an manner similar to cell-wall advection, tangential (planar faces) and radial conduction 
(spherical faces) is treated separately. The conductivity factor, £r , for radial conduction is 
given by:
'  (E.53)
f a  ~  7*1)
where k is the thermal conductivity and A  is the area of the spherical face at unit radius. 
f \  and r 2 are defined by:
=  2(r? , +  ri-iXi + rf)
3(n_i +  n)
and:
=  2 ( r ^ r , r i + 1 + r y
3 (n  +  ri+1)
In the above equations, r*_\ represents the inner radius of the lower element, r* the radius 
of the common face, and r *+1 the outer radius of the upper element.
Temperature boundary conditions are handled in the same fashion as element temperatures 
- the value for at the outer shell boundary is simply the outer radius of the shell, while 
the value for f \  at the inner shell boundary is the inner radius of the shell. It has been 
verified (Baumgardner, 1983) that this discrete formulation yields a result which agrees 
exactly with the analytical solution.
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For tangential conduction, the conductivity factor ^  is given by:
(E.56)
where 0 is the half-angle subtended by the face with respect to the center of the sphere, ro the 
outer radius of the face, r* the inner radius of the face and <5 represents the distance between 
cell centers when both are projected to unit radius. The advocated method yields results 
that are within < 0.5% of the analytical solution (Baumgardner, 1983). Since tangential 
conduction only plays a minor role in the mantle convection problem, the accuracy indicated 
here is deemed satisfactory.
E.7.3 T im e Integration
The discrete time integration procedure implemented provides second-order accuracy, but 
requires derivatives at two points in each time interval. The scheme is a member of the 
Runge-Kutta family, which can be recast into an m-stage scheme of the form:
A T n+l = a i A t r ( T n + A T n+i~l ) i = 1, m  (E.57)
where T  is the temperature, r represents the residual in the energy equation and A t  is
the time step. The coefficients a  are chosen according to desired properties, such as the
temporal order of accuracy. The coefficients implemented in TERRA’s second-order scheme 
are a\ =  0.5 and a 2 =  1. Written out in full, the time-stepping algorithm is as follows:
A T 1 = 0
AT”+1 =  a i A f r  (Tn +  A T 1) (E.58)
ATn+2 =  a 2 A t  r (Tn +  ATn+1)
or alternatively:
To =  known =  T
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Ti =  T0 +  q i A t  r (T0) (E.59)
T2 =  T0 +  q2 A t r ( T 1) = T n+i
In the above equations, r is the residual of the energy equation. The time step is continually 
adjusted in the overall calculation, with the intention that only one iteration of the multigrid 
algorithm is needed to maintain the residual error in the force-balance equation below a 
specified level. At the same time, an upper bound is set on the time step such that the
mass advected through any cell in the grid in a single time step never exceeds the volume
of the cell.
E.8 Parallelization 
E.8.1 O verview
Terra was parallelized by Bunge & Baumgardner (1995) using explicit message passing 
software known as Parallel Virtual Machine (PVM). The parallelization has since been 
modified (Yang 1997) with the more advanced message passing software, Message Passing 
Interface (MPI), now being utilized. The geometry and scale of the convective problems 
under study mean that obtaining reasonably resolved results whilst running the code on a 
single processor is simply out of the question. The code’s parallelization has opened the 
door to much more realistic simulations, at ‘Earth’ like Rayleigh numbers. Indeed, of all 
the modifications made to TERRA, this is possibly the most significant.
E .8 .2 Technicalities
Parallelization is accomplished through a procedure termed ‘domain decomposition’. The 
existing computational domain - the icosahedral grid - is decomposed into smaller subdo­
mains and spread across a number of processes.
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Figure E.6: Subdomain processor mapping in TERRA - mt/nt = 2. In (a) nd = 10. while in (b) nd = 5. 
The diamonds have been projected on to a flat surface and solid black lines define their boundaries, while 
dashed lines represent subdomain boundaries. The number within each subdomain denotes the MPI rank 
of the process to which the subdomain is mapped.
The first step is to divide each diamond into a series of subdiamonds/subdomains. As 
stated in section E.3.1. the number of grid intervals along an icosahedral diamond edge is 
referred to as mt. A second parameter is used to define the size of the subdomains: nt - the 
number of grid intervals along the edge of a local subdomain. Subdomains, like diamonds 
have i l  and ?'2 axes that have the same length. The values of mt and nt must be such that
a diamond is divided into 1, 4, 16, 32 o r   subdomains, i.e. mt must be a power of 2 and
nt must also be a power of two less than or equal to mt.
The next step in the decomposition is selecting the number of subdomains to distribute 
to each process. This is defined by the parameter nd - the number of diamonds from 
which subdomains will be mapped onto the processors, nd can have a value of 5 or 10. If 
nd = 5 only northern hemisphere diamonds are mapped onto the first half of the processes 
and southern hemisphere diamonds to the second half. If nd = 10 each process owns one 
subdomain from each of the ten diamonds. This is illustrated in Figure E.6.
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Although conceptually simple, such domain decomposition unfortunately has one minor 
disadvantage - subdomains extend throughout the radial dimension. This generates long, 
thin subdomains with a large surface area. Such a large surface area is undesirable since 
it leads to excessive message passing that restricts the performance and ‘speedup’ of the 
code. Nonetheless, as stated above, parallelization has allowed us to study problems at 
resolutions that would otherwise be unattainable, and, consequently this minor drawback 
can be overlooked.
E.9 Visualization
TERRA produces extremely large datasets. Consequently, visualization is a difficult task 
- facilities and programs must be able to cope with extremely large amounts of data, in 
addition to being able to display the full 3-D output, i.e. spherical surfaces at various 
depths.
Several packages have been designed to deal with these issues and consequently results can 
be displayed in a variety of forms. The images presented in this thesis have been generated 
by an ‘in-house’ program known as ‘Mantlevis’. Mantlevis was written by Dr. Andy Heath 
at Liverpool in the late 1990’s. It runs in a client-server manner, with the server being the 
output graphic device, which interprets the openGL graphic commands, while the clients are 
the processors that produce the openGL graphic commands by undertaking the rendering. 
It runs in parallel, over the same processors as a simulation in TERRA. This has significant 
advantages in that large datasets can be viewed quickly and efficiently. Additionally, the 
data does not need to be migrated away from the computational cluster, whilst perhaps 
more importantly, a cluster capable of running TERRA is capable of running mantlevis. 
This negates the need for extra visualization rendering hardware.
A ppendix  F
Multigrid
F .l Introduction
In numerical modeling one often needs to solve a linear equation of the form:
A u =  f  (F.l)
for u, where the rank of the matrix A is extremely large. Since direct matrix inversion is 
out of the question for such large systems, an iterative approach is commonly employed. 
The multigrid method is one such example, combining various techniques and concepts to 
generate one of the most powerful numerical algorithms available today. The fundamental 
elements of the method are covered here, although more complete descriptions can be found 
in Brandt (1984) and Briggs et al. (2000). Note that the boldface notation usually employed 
to denote vectors and tensors is dropped for the remainder of this appendix.
F.2 The Residual Equation
Suppose the system Au = f  has a unique solution and that v is a computed approximation 
to u. There are two important measures of v as an approximation to u:
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1. The error, given by e = u — v.
2. The residual, given by r  =  /  — .At?.
Unfortunately, the error is just as inaccessible as the exact solution itself. The residual, 
however, is a computable measure of how well v approximates u. It represents the amount 
by which the approximation, v, fails to satisfy the original problem, Au = / .  Using the 
definitions for r  and e and noting that Au  =  / ,  an extremely important relationship can be 
derived between the error and the residual:
Ae = r (F.2)
This is termed the residual equation. It states that the error satisfies the same set of 
equations as the unknown u, when /  is replaced by the residual, r. It can therefore be used 
to great advantage. Suppose an approximation, v, has been computed by some method.
The residual can be easily computed through r = f  — Av. v can then be improved by
solving the residual equation for e and subsequently computing a new approximation using 
the definition of the error:
u = v +  e (F.3)
In practice, this method must be applied more carefully than has been indicated here. 
Nonetheless, this idea of residual correction is highly important in all that follows.
F.3 Relaxation Methods
We now turn our attention to relaxation methods, more commonly known as iterative meth­
ods. It is a well known fact that relaxation schemes work very well at reducing the solution 
error for the first few iterations. Inevitably however, convergence slows and the entire 
scheme appears to stall. A close inspection of this behavior reveals that the convergence
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rate is a function of the error field frequency, i.e. the gradient of the error from node to 
node. The rapid decrease in error during the early iterations is due the efficient elimina­
tion of the oscillatory modes of that error. However, once the oscillatory modes have been 
removed, relaxation is far less effective at reducing the remaining smooth components.
Many relaxation schemes possess this so-called smoothing property and it is a serious lim­
itation. Fortunately however, this shortcoming can be overcome and the remedy is one of 
the pathways to multigrid. How therefore can these methods be modified to make them 
effective on all error components?
One way to improve a relaxation scheme, at least in its early stages, is to use a good initial 
guess. A well-known technique for obtaining an improved initial guess is to perform some 
preliminary iterations on a coarse grid. Relaxation on a coarse grid is less expensive, since 
fewer unknowns need to be updated. This line of reasoning suggests that coarse grids might 
be worth considering.
With the coarse grid idea in mind, we can think more carefully about its implications. Recall 
that most basic relaxation schemes suffer in the presence of smooth error components. 
Assume that a particular scheme has been applied until only smooth error components 
remain. We now ask what these smooth components will look like on a coarser grid. The 
answer is illustrated in Figure F .l, where a smooth wave has been projected from a fine grid 
with n — 16 points, directly on to a coarser grid with n =  8 points. We see that a smooth 
wave appears more oscillatory on a coarse grid. In other words, in passing from the fine grid 
to the coarse grid, a mode becomes more oscillatory. This suggests that when relaxation 
begins to stall, signalling the predominance of smooth error modes, it is advisable to move 
to a coarser grid; there, the smooth error modes appear more oscillatory and relaxation will 
be more effective. The question is: how do we move to a coarser grid and relax on the more
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Figure F .l: A wave displayed on both  fine (upper) and coarse (lower) one-dim ensional grids. The coarse 
grid ‘sees’ a wave that is more oscillatory than it appears on the fine grid
oscillatory error modes?
It is at this point that the multigrid technique begins to come together. The two main 
points can be summarized as follows:
1. The smoothing property of many relaxation schemes leads us to consider using coarser 
grids during the computation to focus the relaxation on the oscillatory components 
of the error.
2. In addition, there seems to be good reason to involve the residual equation in some 
way, since it allows us to relax directly on the error. There is also another argument 
that justifies the use of the residual equation: relaxation on the original equation 
Au — f  with an arbitrary initial guess v, is equivalent to relaxing on the residual 
equation Ae = r with the specific initial guess e =  0. Such an intimate connection 
further motivates the use of the residual equation.
F.4 Coarse Grid Correction
The previous section highlights the fact that relaxation sweeps rapidly reduce high fre­
quency error components. Smoother components should then be reduced by coarse-grid
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approximation and relaxation, on a grid with mesh-size H  = 2h. for example, where h is 
the characteristic mesh-size of the fine grid. Generally, for any linear fine-grid equation 
A huh = f h, and any approximate solution vh, the error, eh = uh -  vh satisfies:
A heh = rh where rh =  f h — A hvh (F.4)
This error, eh, can therefore be approximated by the coarse-grid function eH, which satisfies:
A HeH = l f f r h (F.5)
where A H is some coarse-grid approximation to A h, and i f f  is a fine-to-coarse transfer 
operator, more commonly known as a restriction operator. That is, l f f r h is a coarse-
grid function whose value at each point is a certain weighted average of values of rh at
neighboring fine-grid points.
Having obtained an approximate solution eH to Equation (F.5), we use it as a correction 
to the fine-grid solution. Namely, we replace:
vh *- vh +  IjjeH (F.6)
where i f j  is a coarse-to-fine interpolation or prolongation operator. That is, at each fine- 
grid point, the value of designed to approximate the error eh, is interpolated from
values of eH at neighboring coarse-grid points. Linear interpolation can be used in most 
cases. An important point to note here is that interpolation is most effective when the 
error is smooth - if the error is oscillatory, even a very good coarse-grid approximation may 
produce an interpolant that is not very accurate. Fortunately, this provides a complement 
to relaxation, which is most effective when the error is oscillatory.
The whole process of calculating I  far*1, solving Equation (F.5) and interpolating the cor­
rection (F.6) is called a coarse grid correction. This procedure is the basis of the so-called
Appendix F: Multigrid 288
Finest
Grid
Coarsest
Grid
V-Cycle Full-Multigrid
Figure F.2: Schedule of grids for various multigrid cycles, all on four levels.
correction scheme (CS). Having relaxed on the fine grid until convergence deteriorates, we 
relax on the residual equation on a coarser grid to obtain an approximation to the error 
itself. We then return to the fine grid to correct the original approximation. It is important 
to appreciate how well the various elements complement each other. Relaxation on the fine 
grid eliminates the oscillatory components of the error, leaving a relatively smooth error 
that can be well-approximated on a coarser grid, where solution is much cheaper. Assuming 
the residual equation can be solved accurately on a coarse grid, it is still important to trans­
fer the error accurately back to the fine grid. Because the error is smooth, interpolation 
will work very well and the correction to the fine-grid solution should be effective.
The two grid scheme, as outline above, leaves one looming procedural question: what is 
the best way to solve the coarse grid problem A HeH = rH? An approximate solution 
to the coarse-grid equation (F.5) can be obtained by employing the above solution pro­
cess recursively; i.e. Equation (F.5) is itself solved by relaxation sweeps combined with a 
still coarser grid correction. We thus have a sequence of I > 1 grids with grid spacings 
h, 2h, 4h,...,Lh =  2l~1h. Schemes of this nature can be implemented in numerous forms, the 
most common of which are illustrated in Figure F.2. A brief run through of the so-called
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V-cycle is provided here. The other cycles are extremely similar in concept, excluding the 
scheduling of grids, therefore, to avoid repetition, only the V-cycle is described fully.
F.4.1 V -C ycle Schem e
The V-cycle multigrid scheme takes on the following form:
• Relax v\ times on A hvh = f h with initial guess vh.
• Compute fine-grid residual, rh = f h — A hvh.
• Restrict residual to coarse grid by r2h = I%hrh.
— Relax v\ times on A 2he2h = r2h with initial guess e2h =  0.
— Compute r4h = I^fcr2*1.
* Relax v\ times on A 4he4h = r4h with initial guess e4h = 0.
* Compute r8h = I 8^ r4fl.
• Solve A LheLh — rLh on QLh
* Correct eAh e4h +  I ^ e 8h.
* Relax V2 times on A 4he4h = r4h with initial guess e4h.
— Correct e2h ^  e2h +  I $ e 4h.
— Relax V2 times on A 2he2h = r2h with initial guess e2h.
•  Correct vh vh +  / ^ e 2^ .
• Relax V2 times on A hvh = f h with initial guess vh.
The algorithm telescopes down to the coarsest grid, then works its way back to the finest.
Figure F.2 shows the schedule for the grids in the order in which they are visited. Because 
of the pattern displayed in this diagram, the algorithm is called the V-cycle.
F.5 The Full Approximation Storage Scheme
The Full Approximation Scheme (or Full Approximation Storage - FAS) is a widely used 
version of multigrid inter-grid transfers. It has been mainly used in solving non-linear
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problems, but it has so many other applications that is should perhaps be used in most 
advanced programs.
In the FAS Scheme, exactly the same steps are performed as the Correction Scheme, but 
in terms of another coarse-grid variable. Instead of eH, we use:
uH = l £ v h +  eH (F.7)
as the coarse-grid unknown function. This coarse grid variable, uH approximates l f f u h, the 
full intended solution represented on the coarse grid, hence the name ‘Full Approximation 
Scheme’. The FAS coarse-grid equations, derived from Equations (F.5) and (F.7), are:
A h uh = f H (F.8)
where:
f H = A H (IfrVh) +  If? rh (F.9)
Having obtained an approximate solution, uH, to Equation (F.8), the approximate coarse- 
grid correction is of course:
eH = uH -  l f f v h (F.10)
hence, the FAS interpolation back to the fine grid, equivalent to Equation (F.6), is:
vh <- vh +  I^ {u H -  If?vh) (F .ll)
To use directly:
vh +- I%uH (F.12)
would be worse, of course, since it would introduce the interpolation errors of the full 
solution uH, instead of the interpolation errors of only the correction eH.
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F.6 Conclusions
In summary, the multigrid method is a remarkable synthesis of ideas and techniques that 
individually have been well known and used for a long time. Taken alone, many of these 
ideas have significant defects. The multigrid however, is a technique for integrating them 
so that they can work together in a way that overcomes these limitations. The result is a 
very powerful tool for numerical analysis.
Although not all elements of the technique have been covered here, the basic concepts have 
been introduced. The aim of this appendix is not to provide an in depth analysis of the 
method as a whole. It is merely intended to provide the reader with some background, 
which will prove useful in understanding this thesis. The more advanced features of the 
technique, specific to the work contained herein, are included amongst various chapters, 
wherever appropriate.
