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Abstract
Triplewhist tournaments are a specialization of whist tournament designs. The spectrum for triplewhist tournaments on v players
is nearly complete. It is now known that triplewhist designs do not exist for v=5, 9, 12, 13 and do exist for all other v ≡ 0, 1 (mod 4)
except, possibly, v = 17. Much less is known concerning the existence of Z-cyclic triplewhist tournaments. Indeed, there are many
open questions related to the existence of Z-cyclic whist designs. A (triple)whist design is said to be Z-cyclic if the players are
elements in Zm ∪A where m = v,A = ∅ when v ≡ 1 (mod 4) and m = v − 1,A = {∞} when v ≡ 0 (mod 4) and it is further
required that the rounds also be cyclic in the sense that the rounds can be labelled, say, R1, R2, . . . in such a way that Rj+1 is
obtained by adding +1 (modm) to every element in Rj . The production of Z-cyclic triplewhist designs is particularly challenging
when m is divisible by any of 5, 9, 11, 13, 17. Here we introduce several new triplewhist frames and use them to construct new
inﬁnite families of triplewhist designs, many for the case of m being divisible by at least one of 5, 9, 11, 13, 17.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A whist tournament on v players is a particular type of (v, 4, 3) (near) resolvable BIBD. Each block, (a, b, c, d),
of the BIBD is called a whist game and represents the fact that the partnership {a, c} opposes the partnership {b, d}.
The design is subject to the (whist) conditions that every player partners every other player exactly once and op-
poses every other player exactly twice. A whist tournament on v players is denoted by Wh(v). Each (near) resolution
class of the design is called a round of the tournament. It has been known since the 1970s that Wh(v) exist for all
v ≡ 0, 1 (mod 4).
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Theorem 1 (Anderson [5]). If v ≡ 0 or 1 (mod 4), then there exists a Wh(v).
Although considerable progress has been made in the last decade or so, much less is known about the existence
of Z-cyclic whist tournaments. A whist design is said to be Z-cyclic if the players are elements in Zm ∪A where
m = v, A = ∅ when v ≡ 1 (mod 4) and m = v − 1, A = {∞} when v ≡ 0 (mod 4), and it is further required
that the rounds also be cyclic in the sense that the rounds can be labelled, say, R1, R2, . . . in such a way that
Rj+1 is obtained by adding +1 (modm) to every element in Rj . When ∞ is present, one has the convention that
∞ + 1 = ∞. Consequently, Z-cyclic whist tournaments are such that the entire tournament can be represented by
a single (near) resolution class. This representative (near) resolution class is typically called the initial round of the
tournament, and conventionally, in the near resolvable case, misses player 0. Symmetric differences [5] provide a
useful tool for the determination of whether or not a collection of games serves as the initial round of a Z-cyclic
whist design.
Example 2. The initial round of a Z-cyclic Wh(4) is given by the single game (∞, 1, 0, 2).
Example 3. The initial round of a Z-cyclic Wh(21) is given by the following ﬁve games: (1, 12, 2, 15), (5, 6, 3, 18),
(4, 7, 11, 20), (8, 13, 19, 17), (14, 10, 9, 16).
Example 4. The initial round of a Z-cyclic Wh(25) is given by the following six games: (10, 6, 2, 3), (18, 9, 7, 15),
(5, 12, 17, 14), (20, 8, 16, 1), (4, 24, 13, 19), (22, 11, 23, 21).
In a whist game (a, b, c, d) the opponent pairs {a, b}, {c, d} are called opponents of the ﬁrst kind and the oppo-
nent pairs {a, d}, {b, c} are called opponents of the second kind. A triplewhist tournament on v players, TWh(v), is
a whist tournament with the property that every player opposes every other player exactly once as an opponent of
the ﬁrst kind and exactly once as an opponent of the second kind. Moore [29], in his classic paper “Tactical Memo-
randa I–III”, introduced the triplewhist specialization. It is a fact that all of the examples given above are triplewhist
designs. Although this study is primarily focused on triplewhist designs we also use some other specialized whist
designs.
The directed whist specialization was introduced by Baker [10]. One can also refer to left hand opponents and right
hand opponents in a whist game. These relationships are the obvious ones associated with the players seated at a table
with a at the North position, b at the East position, c at the South position and d at theWest position.A whist tournament
is said to be a directed whist tournament on v players, DWh(v), if every player has every other player exactly once as
a left hand opponent and exactly once as a right hand opponent.
The ordered whist specialization was introduced by Lu [28]. Here, each opponent must be played once when playing
North–South, and once when playing East–West. Necessarily, the number of games a player plays (i.e., v − 1) must be
even. Abel et al. have shown that OWh(4n + 1) exist for all n1 [2].
In preparing this article, we did give thought to how the existence problem for Z-cyclic triplewhist designs might be
eventually solved, and this article was slanted towards producing methods and designs we thought would be needed
for that solution. (We believe that Z-cyclic triplewhist designs do, in fact, exist for all orders except the known im-
possible orders of 5, 9, 12, 13, 17, and similarly, that Z-cyclic whist designs exist except for the known impossible
order of 9.) As we mention below, Buratti [12] established that Z-cyclic TWh(p) exist for all primes of the form
p = 4n + 1, n7. Clearly, for a complete solution we would need to establish that Z-cyclic TWh(q + 1) exist for
primes of the form q = 4n+ 3 except q = 11, but all that is known here are the small primes and the Mersenne primes
(see Theorem 30 below). We also need some product constructions. Here the main constructions are Theorems 20 and
21. Note that the product of Theorem 21 has asymmetric hypotheses, and we only have the v = pq + 1 version, and
not the v = qp + 1 version too. Unfortunately, we have no product theorem to deal with v = q1q2 in general, where
q1 ≡ q2 ≡ 3 (mod 4), although in the special case q1 = q2 we do have direct constructions of Z-cyclic OWh(q2) for
prime q < 500.
Clearly the two major theorems we lack must have extra conditions, since we know that we cannot construct a
Z-cyclic TWh(q+1) for q=4n+3=11, nor can we form the product v=3 ·3. Even so, we do know some cases where
Theorems 20 and 21 cannot be applied. In this paper, we attempted to deal with the cases where we lacked triplewhists
for all the factors in a product.
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Theorems 20 and 21 have another hypothesis, namely that a difference matrix (or DM) exists. Hopefully, it can be
established that a cyclic (n, 5, 1)-DM exists for all odd n except 3 and 9, but this would still leave problems with the
products p · 3, p · 9 and 3p · 3 where p is prime. These problems are compounded by the lack of a Z-cyclic TWh(9) (in
fact, even a Z-cyclic Wh(9) does not exist). Recently, Evans [16] established that (n, 5, 1)-DMs exist for all odd n> 9
except for n of the form n= 9u with u prime. We do have Z-cyclic TWh(v) where v or v − 1 is the product of any two
numbers from the set T = {3, 5, 9, 11, 13, 17} except for the values v = 9, 144, 153, 188, 221, and 289. In particular,
we have Z-cyclic TWh(v) for v = 28 and 81, and a cyclic (n, 5, 1)-DM for n = 27, 81 and 243, and these have been
exploited by Finizio [20].
In Section 2, we look at Z-cyclic difference matrices. (We table our constructions for DMs of orders divisible by
three and < 1000 in anAppendix.) Section 3 discusses our main recursive theorems and some variations of Greig’s log
table construction. Section 4 takes an initial look at general frame constructions, especially those with group size 3. In
Section 5, we look ﬁrst at Z-cyclic TWh(t0) where t0 is a product of values from T0 = {5, 13, 17}, giving a complete
solution when 5 is one of the factors. We then expand this to consider v − 1 or v = 11bt0, giving an almost complete
solution when 55 is a factor (we miss v − 1= 275). In Section 6, we consider the general problem of Z-cyclic TWh(v)
where v or v−1 is the product of any two or more elements of T and is divisible by 3. In Section 7, we look at products
of multiple elements of Twith 7; note that we have direct constructions of products of 7 with 7 and with a single element
of T. Section 8 considers another class of designs where we might have an impediment in a q1 · q2 product theorem,
namely when they have a common factor. If q1 and q2 are both primes, then this means we are considering Z-cyclic
TWh(q2), and extending Attinger and Leonard’s work to cover q ≡ 3 (mod 4) and 3<q < 100. In our ﬁnal Section
9, we summarize what would be needed to deal with exceptions in our theorems. We also give a brief discussion of
computational aspects, and comment on the asymmetry of Theorem 21. Finally, our Appendix lists constructions of
cyclic (3n, 5, 1)-DMs for 3n< 1000.
2. More preliminaries
We list now some materials that support the constructions and theorems of this paper.
Deﬁnition 5. A cyclic (v, k, 1)-DM (i.e., difference matrix) is a k × v array over Zv such that the set of differences of
any two rows equals Zv .
It is easy to see that if gcd(v, 6) = 1 then there exists a cyclic (v, 5, 1)-DM. Simply take Row i to be i times Zv ,
i = 1, 2, 3, 4, 5. No cyclic (v, k, 1)-DM with k3 can exist if v is even by Drake’s theorem [15]. Fortunately, the
difference matrices of interest for whist tournaments happen to be those for which v is odd. Since we have cyclic
(v, 5, 1)-DMs for v= 27, 81 and 243, and also a product theorem (see, e.g., [11, Corollary 2.6]), the only odd numbers
v for which the existence of a cyclic (v, 5, 1)-DM is in doubt are those for which gcd(v, 27) is 3 or 9. Recent work
by Evans [16] has shown that a cyclic (v, 5, 1)-DM exists when gcd(v, 27) = 3 with v > 3, so the only values now in
doubt have the form v = 9u where u is an odd prime.
The next two results are often helpful, as is Theorem 13 given below.
Theorem 6 (Anderson et al. [8]). Let v=4n+1. If there exists a Z-cyclicTWh(v) then there exists a cyclic (v, 5, 1)-DM.
Proof. Deﬁne a 5 × v array (aij ) where ai1 = 0, i = 1, 2, 3, 4, 5, and, for 2jv, a1j = j − 1, a2j = a1j ’s initial
round partner, a3j = a1j ’s initial round opponent of the ﬁrst kind, a4j = a1j ’s initial round opponent of the second
kind, and a5j = 0. 
Remark 7. Replacing the input Z-cyclic TWh(v) in Theorem 6 by a Z-cyclic TWhFrame(xy) and then applying the
construction of its proof gives a cyclic (xy, x, 5, 1)-HDM, i.e., a holey DM of order xy with a hole of order x.
Theorem 8 (Finizio [20]). Let v = 4n + 1. If there exists a Z-cyclic DWh(v) then there exists a cyclic (v, 5, 1)-DM.
Proof. Repeat the construction in the proof of Theorem 6 except replacing opponent of the ﬁrst (alt. second) kind by
left (alt. right) hand opponent. 
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Theorem 9 (Finizio [20]). For each n1 there exists a Z-cyclic TWh(34n) and hence there exists a cyclic (34n, 5, 1)-
DM for all n1.
Theorem 9 is also true if one replaces TWh by DWh [2]. Cyclic (v, 5, 1)-DMs are known to exist for v =
15, 27, 33, 39, 51, 63. The cases v = 27, 33, 39 and 51 can be found in Abel and Ge [4] and for 63 see the com-
ments following Corollary 35. Actually, Ge [23] demonstrates a stronger result, namely the existence of a cyclic
(63, 7, 1)-DM. Also, the cases v = 15, 39, 51 are given in [13]. In Appendix A a summary is given for known cyclic
(3x, 5, 1)-DMs, where 3x is an odd integer less than 1000. An authority is provided for each entry.
Deﬁnition 10. A frame is a group divisible design, GDD(X,G,B) such that (1) the size of each block is the same,
say k, (2) the block set can be partitioned into a family F of partial resolution classes and (3) each Fi ∈ F can be
associated with a group Gj ∈ G so that Fi contains every point in X\Gj exactly once.
An excellent source of information regarding frames is the book by Furino et al. [21]. When referring to the group
type of a frame the exponential notation will be used. For our purposes, if a frame has blocks of size k = 4 then each
block is considered to be a whist game. If the collection of blocks has the property that every pair of elements (players)
from distinct groups appear together in exactly three blocks and within these three blocks they appear exactly once as
partners then the frame is called a whist frame and is denoted by WhFrame. Each partial resolution class is then called
a round of the WhFrame. If the blocks of a WhFrame satisfy any additional conditions such as every pair of players
from distinct groups meet exactly once as opponents of the ﬁrst kind (and, hence, exactly once as opponents of the
second kind) then the notation for the frame will reﬂect this property. Thus one speaks of TWhFrames, DWhFrames,
etc. It is also possible to deﬁne a Z-cyclic WhFrame [26].
Deﬁnition 11. Suppose S =Zm,m=hw and Zm has a subgroup H of order h. Suppose a WhFrame(hw) has a special
round R1, called the initial round of the frame, whose elements form a partition of S\H and is such that it, together
with all the other rounds, can be arranged in a cyclic order, say R1, R2, . . . so that Rj+1 can be obtained by adding +1
modulo m to every element in Rj , then the frame is said to be Z-cyclic.
Remark 12. Sinceweare concernedherewithZ-cyclic designs over a groupof oddorder, theZ-cyclicTWhFrame(xy)’s
we are concerned with will have xy odd and then integrality conditions entail y ≡ 1 (mod 4).
Theorem 13. If there exists a Z-cyclic TWhFrame(xy) and there exists a cyclic (x, 5, 1)-DM, then there exists a cyclic
(xy, 5, 1)-DM.
Proof. Let D denote the required 5× xy array. Partition D so that the ﬁrst xy − x columns are taken as a 5× (xy − x)
array T and the remaining columns constitute a 5×x array which we denote asY. Fill in the ﬁrst row of T with a copy of
the set Zxy\{0, y, 2y, . . . , (x − 1)y}. The next three rows of T are to be ﬁlled in using the initial round of the Z-cyclic
TWhFrame(xy) and the scheme described in the proof of Theorem 6, while the last row of T will consist entirely of
zeros. Fill in the arrayY with the 5× x array obtained by multiplying every element of the (x, 5, 1)-DM by y. It is clear
that D, as constructed, is a cyclic (xy, 5, 1)-DM. 
3. The primary constructions
The search for Z-cyclic whist designs has been greatly enhanced by the publication of several powerful general
constructions that have appeared in the past few years. Those that are pertinent for our purposes are listed below.
Theorem 14 (Buratti [12]). If p ≡ 1 (mod 4) is a prime and p29, then there exists a Z-cyclic TWh(p).
The next three theorems and Remark 18 are due to Ge and Zhu. In their paper [26] the statements of their theorems
use the term TWhFrame where we have WhFrame and TWh where we have Wh. The proofs of these theorems do not
depend on the triplewhist structure of the input designs (it is rather the case that the construction is such that it preserves
any structure inherent to the input designs). Thus, despite the fact that our major interest relates to triplewhist structures
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we have chosen to state these results in a manner that displays their widespread utility. These latter comments apply to
all of the other theorems given in the remainder of this section.
Theorem 15 (Ge and Zhu [26]). If there exists a Z-cyclic WhFrame(hw) and if there exists a cyclic (g, 5, 1)-DM, then
there exists a Z-cyclic WhFrame((hg)w).
In Theorem 15 the process is known as an inﬂation by g.
There are a couple of ways to ﬁll the groups of a WhFrame.
Theorem 16 (Ge and Zhu [26]). Suppose there exist both a Z-cyclic WhFrame((hu)v) and a Z-cyclic WhFrame(hu).
Then there exists a Z-cyclic WhFrame(huv).
Theorem 17 (Ge and Zhu [26]). Suppose there exists a Z-cyclic WhFrame(hw) and a Z-cyclic Wh(h + 1), h ≡
3 (mod 4). Then there exists a Z-cyclic Wh(hw + 1).
Remark 18 (Ge and Zhu [26]). If v ≡ 1 (mod 4), then a Wh(v) is a WhFrame(1v).
Actually, Theorems 15–Remark 18, together with Theorem 6, provide a uniﬁed way of viewing many of the product
theorems appearing in the literature. Sometimes the original proof is quite different, although sometimes the original
proof is very close to just pasting together the appropriate above theorems. So, effectively as corollaries of the above,
we state some standard (and useful) product theorems.
Theorem 19 (Ge and Zhu [26]). Suppose there exists a Z-cyclic WhFrame(hw) and a Z-cyclic Wh(h), with h ≡
1 (mod 4). Then there exists a Z-cyclic Wh(hw).
Assuming that one has the Z-cyclic WhFrame(hw) of Theorem 19, the initial round of the Wh(hw) is obtained as
the union of games in the initial round of the frame and all the games (wa,wb,wc,wd) where (a, b, c, d) is an initial
round game in the Z-cyclic Wh(h). As Ge and Zhu observe, this is Theorem 16 with h = 1, noting Remark 18.
In Theorems 20 and 21, we start with a WhFrame(1P2) (or WhFrame(1P )) and inﬂate with the DM, then ﬁll the
groups using Theorem 16 or Theorem 17.
Theorem 20 (Anderson et al. [8], Costa and Finizio [14]). If there exist Z-cyclic Wh(Pi), i = 1, 2, where Pi ≡
1 (mod 4), and if there exists a cyclic (P1, 5, 1)-DM, then there exists a Z-cyclic Wh(P1P2). This Wh(P1P2) is directed
(ordered, triplewhist) if both Wh(Pi) are.
Theorem 21 (Anderson et al. [8]). LetQ> 3,Q ≡ 3 (mod 4),P ≡ 1 (mod 4),where Z-cyclicWh(P ) andWh(Q+1)
and a cyclic (Q, 5, 1)-DM all exist. Then a Z-cyclic Wh(PQ + 1) exists. Further, if the Wh(P ) and the Wh(Q + 1)
are both triplewhist, then so is the Wh(PQ + 1).
Theorem 17 has a useful corollary.
Corollary 22. If there exists a Z-cyclic WhFrame(3s), then there exists a Z-cyclic Wh(3s + 1).
The construction in the next two theorems is essentially a converse of Theorems 16 and 17. (See also Example 33.)
Theorem 23 (Finizio [20]). Suppose v = hw, h = 4s + 1, and there exists a Z-cyclic Wh(v) whose initial round
contains s games whose only players are the multiples of w. Deleting these games gives a Z-cyclic WhFrame(hw).
Theorem 24 (Finizio [20]). Suppose v − 1 = hw, h = 4s − 1, and there exists a Z-cyclic Wh(v) whose initial round
contains s gameswhose only players are themultiples ofw and∞.Deleting these games gives a Z-cyclicWhFrame(hw).
Theorem 25 (Ge and Ling [25]). Suppose there exists a cyclic K-GDD(gn). If there exists a Z-cyclic WhFrame(hk)
for each k ∈ K , then there exists a Z-cyclic WhFrame((hg)n).
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Theorem 26. The following cyclic K-GDDs exist:
(1) {5, 9}-GDD(1v) for v ≡ 13 (mod 20) and 133v233 [1];
(2) a 5-GDD(721) [1];
(3) 5-GDD(1v) for v ≡ 1 (mod 20) and v1141 with v composite [2];
(4) a 17-GDD(1273) [31].
Example 27. For a Z-cyclic WhFrame(1517), consider the difference set for PG(3, 5). The (85, 21, 5) BIBD is given
by the cyclic difference set
(0, 1, 2, 4, 7, 8, 14, 16, 17, 23, 27, 28, 32, 34, 43, 46, 51, 54, 56, 64, 68).
Note this set includes 0. Since the planes of PG(3, 5) intersect in lines of PG(3, 5), we can look at the intersection of
shift 0 with shift i. Successively taking i to be differences not occurring in the intersections so far gathered, we see we
take shifts of i = 1, 2, 3, 4, 17, yielding the intersections:
(1, 2, 8, 17, 28), (2, 4, 16, 34, 56), (4, 7, 17, 46, 54),
(4, 8, 27, 32, 68), (0, 17, 34, 51, 68).
Note that the last block is short, and deleting it gives a cyclic 5- GDD(517). Application of Theorem 25, using a
Z-cyclic WhFrame(35) to break the blocks, gives the required design.We give an alternative construction of this design
in Corollary 35 below. If one considers the underlying geometries involved in the two constructions, one sees the
constructions are not really independent, but the two approaches do illustrate different aspects.
Our next theorem uses ordered whist designs, and is a simple adaptation of Ge’s frame construction [22] which was
given by Ge and Zhu [26].
Theorem 28. If v ≡ 1 (mod 4) with gcd(3, v) = 1, and there exists a Z-cyclic OWh(v), then there exists a Z-cyclic
TWhFrame(3v).
Proof. Replace each base block (a, b, c, d) of the OWh by the three base blocks:
((0, a), (1, b), (0, c), (1, d)), ((1, a), (1, c), (2, d), (2, b)), ((2, a), (0, d), (0, b), (2, c)).
Each of the three new base blocks generates the same 4-Frame(3v) having index 1 (since there the different seating
is irrelevant) and is developed over Z3 × Zv  Z3v . Combining these three 4-Frames with seating as above gives the
TWhFrame. 
Although not explicitly stated, Ge and Zhu [26, Theorem 4.6] actually showed the following result (where 77 is
given in [2]).
Theorem 29. Let P = P1 ∪ Q ∪ {21, 77, 133}, where P1 consists of all primes ≡ 1 (mod 4), and Q consists of all
squares of primes, q2, such that 7q < 500 and q ≡ 3 (mod 4). If v is an element or product of elements ofP, then a
Z-cyclic OWh(v) exists.
Greig’s log table construction [6] is one general direct construction that gives TWh(q +1) when q ≡ 3 (mod 4), and
this includes the cases where q is a Mersenne prime.
Theorem 30. If v = 2n for n> 1, then the rows of the v/4 by 4 discrete log table for GF(v) form the ﬁrst round of a
Z-cyclic TWh(v) (when we take log(0) = ∞).
Proof. Suppose we take the elements of GF(v) as the polynomials of degree n − 1 over GF(2). Suppose we write an
element of GF(v) as R(x)x2 + C(x) where R(x) ∈ GF(v/4) and C(x) ∈ GF(4). Then the (R(x), C(x)) entry in the
log table will be log(R(x)x2 + C(x)). If we identify the column labels 00, 01, 10, 11 with the table positions a, b, c,
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d, then the label difference of 10 (alt. 01, 11) identiﬁes partners (alt. opponents of the ﬁrst, second kind). If we look at
differences within a row, say
log
(
R(x)x2 + C1(x)
)
− log
(
R(x)x2 + C2(x)
)
= log(d),
we see that this equation has the solution
R(x)x2 + C1(x) = d(C1(x) − C2(x))
d − 1 ,
provided d = 0, 1, so each partnership difference appears once in a unique location in the log table (similarly for
opponents of a given kind).
It is also clear that the pairs with the inﬁnite element appear once in the development for partnerships and for given
kinds of opposition, and it is also clear that the complete log table covers all points exactly once. 
Example 31. The log table for GF(8) with x a root of x3 = x + 1.
The initial round of a Z-cyclic TWh(8) is given by the two games (∞, 0, 1, 3) and (2, 6, 4, 5).
If we assume v = 4n and examine the proof of Theorem 30, we see that we get a Z-cyclic TWh(v) whether we take
GF(v) as an extension of GF(2) or as an extension of GF(4). However, if we take the extension of GF(4), then the
non-zero constant polynomial elements are cube roots, so the ﬁrst row will be (∞, 0, (v − 1)/3, 2(v − 1)/3) (in some
order), and omitting this row will give a Z-cyclic TWhFrame(3(v−1)/3).
Example 32. The log table for GF(24) with x a root of x4 = x3 + 1 is given on the left, and the log table for GF(42)
with x a root of x2 = yx + y and y ∈ GF(4) a root of y2 = y + 1 is given on the right.
The rows of either log table form the initial round of a Z-cyclic TWh(16). If we omit row 0 of the log table of GF(42)
as an extension of GF(4), then the remaining rows give a Z-cyclic TWhFrame(35) over Z15. The groups of this frame
are {0, 5, 10} + 0, 1, 2, 3, 4.
If v = km and v > k4, we can take GF(v) as an extension of GF(k), and form the log table as a km−1 by k layout.
Again, row 0 will contain the logs of the constants, i.e., ∞ and the multiples of (v − 1)/(k − 1). Taking the rows of
this log table as base blocks actually gives a Z-cyclic (v, k, k − 1) RBIBD, as the obvious modiﬁcation of the proof of
Theorem 30 shows. Now, if we restrict our attention to C1(x)−C2(x) ∈ GF(4), where GF(4) is the subﬁeld of GF(k)
whose elements are the linear polynomials and constants of GF(k) (over GF(2)), then for any of these three non-zero
elements, there is a unique pair that yields this difference. Thus we can just take the quadruples within each row whose
column labels differ by linear polynomials. If we are only looking at TWh(v)’s, then this would just amount to a
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resizing of the log table. However, if we omit row 0 before doing this resizing, then we will get a Z-cyclic TWhFrame
with group size k − 1.
Example 33. The log table for GF(82) with x a root of x2 = yx + y and y ∈ GF(8) a root of y3 = y + 1.
We have added the footer using the log table for GF(8) with y a root of y3 = y + 1. We reorder the columns such
that the footer is in lexicographical order, then omit row 0, and split the remaining rows into halves to get a Z-cyclic
TWhFrame(79) over Z63.
(1, 56, 8, 7), (40, 51, 5, 30), (10, 60, 2, 49), (17, 39, 16, 14),
(19, 48, 6, 26), (11, 23, 58, 25), (28, 32, 57, 20), (15, 34, 35, 4),
(37, 43, 41, 24), (3, 13, 29, 44), (46, 22, 52, 12), (50, 53, 33, 38),
(55, 62, 31, 59), (61, 47, 21, 42).
The groups of this frame are {0, 9, 18, . . . , 54} + 0, 1, 2, . . . , 8. Applying the same halving to row 0 of the log table
produces the two base blocks (∞, 0, 9, 27) and (18, 54, 36, 45) and adjoining these two blocks to the initial frame
round gives a TWh(64).
Theorem 34. Suppose v = km and v > k4. Then there exists a Z-cyclic TWhFrame((k − 1)(v−1)/(k−1)).
Corollary 35. There exist Z-cyclic TWhFrames of type 35, 321, 79 and 1517.
Note that an application of Theorem 13, taking into account Example 33, produces a cyclic (63, 5, 1)-DM.
4. Some TWhFrames and TWhFrame constructions
Moore [29] provided a construction for Z-cyclic TWh(3p + 1) for all primes of the form p = 4n + 1. Ge and Zhu
[26] observed that Moore’s construction contains the game (∞, p, 0, 2p) and consequently removal of this game leads
to a Z-cyclic TWhFrame(3p). Via recursive applications of Theorems 15 and 16, Ge and Zhu [26] established a result
very similar to Theorem 36, and application of Theorem 17 yields Corollary 37.
Theorem 36. Let S1 = {s : a Z-cyclic TWhFrame(3s) and a cyclic (s, 5, 1)-DM both exist}. Then there exists a
Z-cyclic TWhFrame(3v) where v is an arbitrary product of elements in S1.
Corollary 37. Let S1 and v be as in Theorem 36. Then there exists a Z-cyclic TWh(3v + 1).
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Certainly, then, there is an abundance of Z-cyclic TWhFrames(3y), where y = 4m + 1, m1. Utilizing a cyclic
(81, 5, 1) difference family, together with Theorem 25, Ge and Ling were able to construct a Z-cyclic TWhFrame(381).
Since there exists a Z-cyclic TWh(81) it follows that 81 ∈ S, where S is deﬁned in Theorem 36.
Theorem 38. Let P ≡ w ≡ y ≡ 1 (mod 4). Suppose there exists a cyclic (3w, 5, 1)-DM, a cyclic (y, 5, 1)-DM, a
Z-cyclic TWhFrame(3wy) and a Z-cyclic TWh(P ). Then there exists a Z-cyclic TWhFrame(3Pwy).
Proof. By [11, Corollary 2.6], we have a cyclic (3wy, 5, 1)-DM. Inﬂate the Z-cyclic TWhFrame(1P ) by 3wy and ﬁll
the groups with the hypothesized Z-cyclic TWhFrame(3wy). 
It is a fact that there are inﬁnitely many examples of Z-cyclic TWh(P ), P = 4n+ 1. Indeed, Buratti [12] established
that Z-cyclic TWh(p) exist for all primes of the form p = 4n + 1, n7. Numerous examples for composite P can
be found in [4,14,18]. In particular, there exist Z-cyclic TWh(4n + 1) for all n such that 5n33. It follows from
Theorems 6 and 20 that additional results can be obtained by taking arbitrary products of these designs. In precisely
the same manner as in the proof of Theorem 36, the following theorem can be established.
Theorem 39. Let Sc = {s : a Z-cyclic TWhFrame(cs) and a cyclic (s, 5, 1)-DM both exist}. Then there exists a Z-
cyclic TWhFrame(cv) where v is an arbitrary product of elements in Sc.
In light of the remarks preceding Theorem 39 it follows that if c is any odd integer for which there exists a cyclic
(c, 5, 1)-DM there exist an inﬁnity of Z-cyclic TWhFrames of type (cP ), P = 4n+ 1. Set T ={33, 45, 57, 69, 93, 117,
129}. To date, no Z-cyclic TWhFrame(3s) is known for s ∈ T . There do, however, exist Z-cyclic TWh(s) for every
s ∈ T [4]. Consequently, if one combines Theorems 6 and 20 it follows that there exists a Z-cyclic TWh(v) where v
is an arbitrary product of elements from T. Thus if we choose an appropriate c,w and y an application of Theorem 38
will produce a Z-cyclic TWhFrame(3wyv), a result otherwise unobtainable by existing methods. There are likely many
appropriate choices for c,w and y. If one chooses w, y ∈ {5, 13, 17} and c = 3w then the hypotheses of Theorem 38
will be satisﬁed. The following theorem is not intended to be exhaustive but rather to list some new members of the
solution set of Ge and Zhu [26] that are obtainable via the methods of this section.
Theorem 40. Let v denote an arbitrary product of elements from the set T.Then there exists a Z-cyclicTWh(3wyv+1)
for each of (w, y) = (5, 5), (5, 13), (5, 17), (13, 13), (13, 17), (17, 17).
Proof. As indicated above there exists a Z-cyclic TWhFrame(3wyv) for each pair (w, y). The theorem now follows by
applying Theorem 17. 
It should be emphasized that it is the presence of the v that makes the wyv a new entry in GZ, where GZ =
{s : s = 4n + 1 and there exists a Z-cyclic TWh(3s + 1)}. Without the v all of the other entries were obtained in
[26]. On the other hand it is to be noted that for some v the corresponding TWh designs in Theorem 40 were already
known (or at least obtainable) [4]. For example, if v ∈ {21, 33} a Z-cyclic TWh(3wyv + 1) can be obtained by
inﬂating the Z-cyclic TWhFrame(3wy) by v and applying Theorem 17 taking into account that Z-cyclic TWh(64)
and Z-cyclic TWh(100) exist. The former appears in [29] and the latter in [4]. Additional examples are presented in
Section 5.
5. Z-cyclic TWh(5c13d17e)
As mentioned in the Abstract it is known that TWh(5) and TWh(13) do not exist. Although it is not known whether
or not a TWh(17) exists, it is known that a Z-cyclic TWh(17) does not exist [17]—it is even known that if a TWh(17)
were to exist, its only automorphism would be the trivial one [27]. Thus it is natural to question whether or not Z-cyclic
TWh(5c13d17e) exist for some combination of the integers c, d, e. That there are afﬁrmative answers to this question
is the focus of this section. The cases (c, d, e)= (2, 0, 0), (3, 0, 0), (1, 1, 0), (1, 0, 1) are known to exist, i.e., the cases
v = 25, 125, 65, 85. The case (2, 0, 0) appears in [18] and Example 4, while the other three appear in [4].
We look at the cases where the product is divisible by 5.
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Theorem 41. There exist Z-cyclic TWh(5c) for all c2.
Proof. The proof easily follows from Theorems 20 and 6. If c is even, say c = 2m, m1 then 5c = (52)m. Suppose,
now, that c is odd, say c = 2m+ 1, m1. If m= 1 there is the TWh(53) found in [4]. If m2 then 5c = (52)m−1(53).

Example 42. The initial round of a Z-cyclic TWhFrame(513) is given by the following 15 games.
(37, 59, 41, 48), (33, 49, 9, 42), (21, 15, 56, 20), (18, 38, 30, 40),
(57, 54, 1, 12), (7, 34, 6, 53), (8, 4, 14, 22), (11, 45, 51, 60),
(28, 23, 25, 55), (2, 19, 16, 62), (47, 24, 31, 3), (63, 64, 29, 27),
(46, 5, 36, 50), (58, 43, 10, 35), (32, 44, 61, 17).
The groups of this frame are {0, 13, 26, 39, 52} + 0, 1, 2, . . . , 12.
Example 43. The following 20 games form the initial round of a Z-cyclic TWhFrame(517).
(33, 45, 3, 5), (22, 62, 27, 58), (75, 25, 46, 49), (21, 83, 79, 18),
(54, 47, 77, 39), (4, 9, 41, 2), (1, 60, 15, 11), (32, 73, 13, 76),
(30, 57, 48, 59), (35, 50, 44, 8), (81, 65, 42, 43), (67, 7, 78, 6),
(70, 38, 16, 71), (19, 29, 66, 14), (12, 55, 37, 23), (64, 72, 20, 84),
(74, 26, 80, 61), (52, 24, 31, 40), (10, 28, 36, 56), (53, 82, 63, 69).
The groups of this frame are {0, 17, 34, 51, 68} + 0, 1, 2, . . . , 16.
These frames allow us to obtain many new Z-cyclic triplewhist results, one of which is the existence of a Z-cyclic
TWh(5 · 13 · 17).
Theorem 44. There exists a Z-cyclic TWh(5 · 13 · 17).
Proof. Inﬂate the Z-cyclic TWhFrame(513) of Example 42 by 17 and invoke Theorem 16 ﬁlling with the Z-cyclic
TWh(5 · 17) found in [4]. 
Certainly two alternative constructions resulting in a Z-cyclic TWh(5 · 13 · 17) are either to inﬂate the frame of
Example 43 by 13 or to inﬂate the frame of Example 49 and then apply Theorem 19 utilizing the known (appropriate)
triplewhist design.
Theorem 45. Let N0 = 5c13d17e with c + d + e2. Then there exists a Z-cyclic TWh(N0) if c1. Furthermore, if
c1 and N0 = 25, then there exists a Z-cyclic TWhFrame(5N0/5).
Proof. If d+e=0, then the triplewhist result is given by Theorem 41. If d+e=0 and c > 2, then we can take a Z-cyclic
TWh(5c−1) given by Theorem 41, treat this as a frame and inﬂate by 5 for the required Z-cyclic TWhFrame(5N0/5).
If d + e = 1 and c = 1, then the triplewhist result is given in [4], and the frame result is given by Examples 42 and
43. Now assume d + e2 and c = 1. If d > 0, start with the Z-cyclic TWhFrame(513) of Example 42, and inﬂate
by 13 d − 1 times. After each inﬂation, use Theorem 16 to ﬁll with a Z-cyclic TWhFrame(513). Next inﬂate by 17 e
times, and after each inﬂation, use Theorem 16 to ﬁll with the Z-cyclic TWhFrame(517) of Example 43. Alternatively,
if d = 0, start with the Z-cyclic TWhFrame(517) and inﬂate by 17 e − 1 times, following each inﬂation with a ﬁll as
above. For the Z-cyclic TWh(N0) when c = 1 and d + e > 1, we can replace the ﬁnal ﬁll, originally with a Z-cyclic
TWhFrame(5n) (where n = 13 or 17) by a ﬁll with a Z-cyclic TWhFrame(15n) to give a Z-cyclic TWhFrame(1N0),
i.e., a Z-cyclic TWh(N0).
Suppose c > 2 and let n = 5c−1. We have a Z-cyclic TWhFrame(1n), i.e., a Z-cyclic TWh(n), from Theorem 41.
Inﬂate this by N0/n, then ﬁll the groups with a Z-cyclic TWh(N0/n) or a Z-cyclic TWhFrame(5N0/5n) constructed in
the c = 1 case. If c = 2, take the Z-cyclic TWhFrame(5N0/25) constructed in the c = 1 case and inﬂate by 5, then ﬁll
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with a Z-cyclic TWh(25) for a Z-cyclic TWh(N0), or else take the Z-cyclic TWhFrame(1N0/5) constructed in the c= 1
case and inﬂate by 5 for a Z-cyclic TWhFrame(5N0/5). 
With the exception of c=d+e, all of the results in Theorem 45 are new. Our results for c=0 are much less complete,
and all we have are the powers of 13.
Example 46. The initial round of a Z-cyclic TWh(169) is given by the following 42 games.
(43, 50, 65, 42), (101, 86, 78, 79), (25, 33, 26, 48), (29, 31, 72, 20),
(131, 6, 63, 102), (9, 132, 34, 47), (54, 59, 70, 49), (5, 115, 19, 64),
(110, 164, 80, 56), (88, 100, 120, 152), (77, 3, 105, 133), (4, 66, 113, 53),
(142, 158, 39, 139), (82, 96, 13, 16), (114, 84, 117, 14), (97, 122, 146, 155),
(106, 149, 1, 30), (135, 67, 22, 153), (121, 125, 138, 107), (127, 46, 163, 157),
(90, 167, 37, 74), (76, 141, 71, 112), (151, 60, 41, 98), (111, 137, 57, 128),
(108, 119, 154, 40), (10, 83, 8, 35), (51, 136, 7, 94), (165, 36, 91, 2),
(81, 116, 143, 44), (92, 17, 104, 123), (18, 129, 85, 52), (58, 134, 11, 130),
(93, 75, 73, 156), (118, 166, 87, 23), (61, 103, 55, 168), (159, 69, 27, 147),
(95, 32, 150, 160), (62, 28, 89, 140), (12, 109, 99, 38), (124, 144, 148, 15),
(24, 126, 45, 161), (21, 68, 145, 162).
Example 47. The 39 games of the ﬁrst round of a Z-cyclic TWhFrame(1313) can be obtained by multiplying each of
the 13 games listed below by (22)i , i = 0, 1, 2.
(42, 51, 95, 41), (34, 45, 88, 27), (166, 32, 59, 161), (81, 93, 113, 150),
(85, 100, 151, 54), (97, 118, 146, 147), (7, 21, 30, 157), (68, 136, 60, 116),
(132, 134, 138, 38), (127, 46, 102, 70), (122, 64, 40, 152), (114, 25, 98, 131),
(44, 158, 86, 139).
The groups of this frame are {0, 13, 26, . . . , 156} + 0, 1, 2, . . . , 12.
Theorem 48. There exist Z-cyclic TWh(13d) for all d2.
Proof. If d = 2, Example 46 gives the design. If d > 2, we proceed by induction. Start with the TWhFrame(1313) and
inﬂate by 13d−2 to get a TWhFrame((13d−1)13), and we can ﬁll this design with a TWh(13d−1) under the induction
hypothesis to achieve our design. 
Although we cannot deal with the general case of v = 13d17e for e > 0, we do have one useful frame that would
contribute to this general solution.
Example 49. The 51 games of the ﬁrst round of a Z-cyclic TWhFrame(1713) can be obtained by multiplying each of
the 17 games listed below by (35)i , i = 0, 1, 2.
(42, 48, 75, 41), (29, 30, 83, 24), (56, 86, 119, 209), (92, 106, 135, 159),
(114, 129, 183, 99), (172, 193, 2, 20), (153, 170, 215, 149), (148, 210, 140, 220),
(116, 118, 138, 141), (27, 31, 108, 33), (96, 207, 197, 110), (128, 171, 9, 151),
(113, 205, 158, 89), (100, 105, 71, 180), (168, 62, 59, 47), (212, 36, 77, 102),
(213, 63, 1, 191).
The groups of this frame are {0, 13, 26, . . . , 208} + 0, 1, 2, . . . , 12.
The following two results are trivial consequences of Theorems 20 and 21.
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Theorem 50. Let P = 4n + 1 be such that there exists a Z-cyclic TWh(P ). Let (c, d, e) be any triple of integers for
which a Z-cyclic TWh(5c13d17e) exists. Then there exists a Z-cyclic TWh(P · 5c13d17e).
Theorem 51. Let Q = 4n + 3, and suppose there exist a Z-cyclic TWh(Q + 1) and a cyclic (Q, 5, 1)-DM. Let
(c, d, e) be any triple of integers for which there exists a Z-cyclic TWh(5c13d17e). Then there exists a Z-cyclic
TWh(Q · 5c13d17e + 1).
Naturally the TWh designs that follow from either Theorem 50 or 51 are new results whenever the TWh(5c13d17e)
is new. There are some values of Q for which there do not exist Z-cyclic TWh(Q+1). In particular, there is no Z-cyclic
TWh(12), yet there exists a Z-cyclic TWh(11 · 5c13d17e + 1) for an inﬁnity of triples (c, d, e).
Theorem 52. Let b1, c1 and c + d + e2, and  = 1 if b is odd, and  = 0 otherwise. There exists a Z-cyclic
TWh(11b5c13d17e + ) except possibly when (c, d, e) = (2, 0, 0) and b is odd.
Proof. Set N0 = 5c13d17e. Theorem 45 guarantees that there exists a Z-cyclic TWh(N0) and Theorem 20 guarantees
that there exists a Z-cyclic TWh(121b/2N0) if b is even. Let b=1. Under the hypothesized conditions, we have a Z-cyclic
TWhFrame(5N0/5) by Theorem 45, except, possibly, when N0 = 25. Inﬂate this frame by 11 and apply Theorem 17
taking into account that a Z-cyclic TWh(56) exists [24]. If b> 1 and b is odd, say b = 2m + 1, we can start with a
Z-cyclic TWh(121m) and apply Theorem 21 taking Q as constructed above. 
Certainly for many combinations of (c, d, e) it is possible that the TWh designs claimed in Theorem 52 can be
obtained via Theorem 21 with Q = 55. For such cases the use of Q = 11 in Theorem 52 may seem artiﬁcial. On the
other hand, the triple (c, d, e) = (1, 0, n) with n1 leads to Z-cyclic TWh(55 · 17n + 1), a result that does not follow
from Theorem 21 (since there is no known Z-cyclic TWh(17n)).
Theorem 53. A Z-cyclic TWh(11n) exists for all even n.
Proof. This follows by repeatedly applying Theorem 20 using a Z-cyclic TWh(121). 
6. Multiples of 3
Let N0 = 5c13d17e and N = 3a11bN0. In this section, our primary concern is with Z-cyclic TWh(v) for v =NP+ 
and v=NQ+when a1 (where =0 or 1, as appropriate, andP ≡ 1 (mod 4) (P =1 is allowed) andQ ≡ 3 (mod 4)).
In order to make some progress, we will have to assume something about P and Q, and we will usually assume that a
Z-cyclic TWh(P ) exists if P > 1, and that a Z-cyclic TWh(Q + 1), a Z-cyclic TWh(3Q), and a cyclic (Q, 5, 1)-DM
all exist. Our starting point is usually the information in Theorem 54.
Theorem 54. Let 1<N0 =5c13d17e. Then a TWhFrame(3N0) and a cyclic (aN0, 5, 1)-DM exists for a=1, 3, and 9.
However, we could take a broader view of N0, since the conclusions of Theorem 54 hold for many more values of p
than just p = N0 for some non-zero triple (c, d, e), so we deﬁne:
Sm = {p = 4n + 1> 1 : a TWhFrame(3p) and a cyclic (mp, 5, 1)-DM exist}
and writeSa,b =Sa ∩Sb andS1,3,9 =Sa ∩Sb ∩Sc. We also deﬁne
S0 = {p = 4n + 1> 1 : a TWhFrame(3p) exists}.
Earlier we quoted Finizio’s result (Theorem 9) that Z-cyclic TWh(81n) exists for all n1, and Ge and Ling’s result
that a Z-cyclic TWhFrame(381) exists. We also have cyclic (v, 5, 1)-DMs for v = 27, 81 and 243, and so by a standard
product theorem (see, e.g., [11, Corollary 2.6]), we have a cyclic (v, 5, 1)-DM for v=3n whenever n3. These combine
to give us the following result.
Theorem 55 (Finizio [20]). A Z-cyclic TWh(3n + 1) exists for all odd n.
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Proof. The cases n = 1 and 3 are by direct construction. Simply ﬁlling the Z-cyclic TWhFrame(381) with an extra
point deals with n = 5. Let n = u + 4, Q = 3u and P = 81 and then Theorem 21 gives the result by induction, where
u = 3 or 5 gives the initial design, and u ≡ n (mod 4). 
Example 56. The initial round of a Z-cyclic TWhFrame(99) is given by modifying Rees and Stinson’s
4-Frame(99) [30].
(13, 14, 21, 60), (17, 19, 29, 42), (8, 11, 22, 37),
(12, 16, 32, 53), (79, 3, 20, 51), (1, 7, 31, 50).
The groups of this frame are {0, 9, 18, 27, 36, 45, 54, 63} + 0, 1, 2, . . . , 8. For the TWhFrame(99) replace each block,
(a, b, c, d), by the three blocks (a, b, c, d), (a + 27, c + 27, d + 27, b + 27), (a + 54, d + 54, b + 54, c + 54).
Theorem 57. A Z-cyclic TWh(9n) exists for all n2, except possibly n = 3.
Proof. A Z-cyclic TWh(81) is given in [4], so the case of n even follows by repeated application of Theorem 20.
Inﬂating the Z-cyclic TWhFrame(99) of Example 56 by 9n−2 for n odd (note that a cyclic (9n−2, 5, 1)-DM exists for
all n4) to get a Z-cyclic TWhFrame((81(n−1)/2)9), which we can ﬁll for the odd n cases. 
Finizio [20] was able to construct a Z-cyclic WhFrame(39) (which is not a TWhFrame), and exploit this to construct
Z-cyclic Wh(9n) for odd n3 in addition to the Z-cyclic TWh(9n) for even n.
A Z-cyclic TWh(100) was recently obtained by Abel and Ge [4]. Here we show, for the ﬁrst time, the existence of a
cyclic (99, 5, 1)-DM which, in turn, enables us to obtain new inﬁnite classes of Z-cyclic triplewhist designs.
Example 58. The following collection of 22 games constitutes the ﬁrst round of a Z-cyclic TWhFrame(119).
(28, 4, 86, 61), (40, 34, 73, 30), (8, 1, 31, 95), (2, 50, 19, 85),
(7, 49, 44, 83), (14, 96, 53, 3), (62, 92, 60, 48), (39, 11, 51, 64),
(98, 52, 58, 74), (89, 93, 22, 37), (41, 38, 88, 87), (69, 67, 68, 47),
(21, 10, 29, 24), (26, 70, 15, 46), (65, 79, 75, 94), (78, 20, 71, 91),
(32, 55, 57, 17), (23, 84, 42, 16), (66, 56, 82, 5), (35, 97, 6, 76),
(77, 43, 80, 13), (59, 12, 33, 25).
The groups of this frame are {0, 9, 18, . . . , 90} + 0, 1, . . . , 8.
The following theorem is now an obvious consequence of Theorem 13.
Theorem 59. There exists a cyclic (99, 5, 1)-DM.
Although for some multiples of N0 in Lemma 60–Theorem 62, we could use a weaker assumption of N0 ∈ Sm
(where m depends on the multiple), since we are primarily concerned with N0 = 5c13d17e, we will make the stronger
assumption that N0 ∈S1,3,9, which is satisﬁed by the N0’s of this special form.
Lemma 60. LetN0 ∈S1,3,9. If P ≡ 1 (mod 4) and either P =1 or a Z-cyclic TWh(P ) exists, then a Z-cyclic TWh(v)
exists for v = 3N0P + 1, 33N0P , 81N0P , 99N0P + 1, 297N0P , and 891N0P + 1. Alternatively, if Q ≡ 3 (mod 4)
and a Z-cyclic TWh(Q+ 1), a Z-cyclic TWh(3Q), and a cyclic (Q, 5, 1)-DM all exist, then a Z-cyclic TWh(v) exists
for v = 3N0Q, 33N0Q + 1, 81N0Q + 1, 99N0Q, 297N0Q + 1, 891N0Q.
Proof. Since N0 ∈ S1,3,9, we may start with a Z-cyclic TWhFrame(3N0). For P = 1, inﬂate this design by 1, 11,
33, 27 or 297 (skipping 99 for now). For the second, fourth and ﬁfth frames, we can ﬁll the groups with Z-cyclic
TWhFrames of types 133, 181, or 2733 (where the latter design is formed by inﬂating a Z-cyclic TWhFrame(133)
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by 27). This yields Z-cyclic TWhFrames of types 3N0 , 133N0 , 99N0 , 181N0 or 2733N0 . We can ﬁll these groups using an
inﬁnite point where appropriate to deal with P = 1 in these cases. For 297N0, start with the Z-cyclic TWhFrame(119)
of Example 58 and inﬂate by 3N0, then ﬁll the groups with Z-cyclic TWh(33N0) (constructed above) for a Z-cyclic
TWh(297N0).
For P > 1, start with the hypothesized Z-cyclic TWhFrame(1P ) and inﬂate by 3N0, 33N0, 81N0, 99N0, 297N0 or
891N0, then use the Z-cyclic TWhFrames we constructed in the P = 1 case to (partially) ﬁll the frames, so our ﬁnal
group sizes are 3, 1, 1, 99, 1 or 27. We can ﬁll these groups using an inﬁnite point where appropriate. Note that the
inﬂating cyclic DMs all exist.
For the multiples of Q, start with the Z-cyclic TWhFrames we constructed in the P = 1 case and inﬂate using the
hypothesized cyclic (Q, 5, 1)-DM to get Z-cyclic TWhFrames with groups of size 3Q, Q, Q, 99Q, Q or 27Q. We can
ﬁll the ﬁrst three and the ﬁfth using hypothesized designs, with an inﬁnite point where necessary; we also can apply
Theorem 19 for 99Q= 33 · 3Q to produce a Z-cyclic TWh(99Q) to ﬁll the fourth case, but we have not hypothesized a
Z-cyclic TWh(27Q), so now we reconsider this case. Start with the Z-cyclic TWhFrame(99) of Example 56 and inﬂate
by 11N0Q, then ﬁll with a Z-cyclic TWh(99N0Q) for a Z-cyclic TWh(891N0Q). 
Lemma 60 does not deal with 9N0 nor 27N0, and we do not want these omissions to propagate through all even
powers of 11, nor their multiples by 81.
Lemma 61. LetN0 ∈S1,3,9. If P ≡ 1 (mod 4) and either P =1 or a Z-cyclic TWh(P ) exists, then a Z-cyclic TWh(v)
exists for v = 9 · 81N0P , 9 · 121N0P , 27 · 81N0P + 1, and 27 · 121N0P + 1. Alternatively, if Q ≡ 3 (mod 4) and a
Z-cyclic TWh(Q + 1), a Z-cyclic TWh(3Q), and a cyclic (Q, 5, 1)-DM all exist, then a Z-cyclic TWh(v) exists for
v = 9 · 81N0Q + 1, 9 · 121N0Q + 1, 27 · 81N0Q, and 27 · 121N0Q.
Proof. For P = 1, we can inﬂate a Z-cyclic TWhFrame(133N0) by 33 or 99, then ﬁll the groups using an inﬁnite point
in the latter case. Additionally, we can inﬂate a Z-cyclic TWhFrame(99) by 9N0 or 27N0, then ﬁll the groups with a
Z-cyclic TWh(81N0) or a Z-cyclic TWhFrame(381N0), and ﬁnally ﬁll the later frame using an extra point.
For P > 1, start with the hypothesized Z-cyclic TWhFrame(1P ) and inﬂate by 729N0, 9 · 121N0, 27 · 81N0, and
27 · 121N0, then ﬁll the groups using the designs constructed above in the P = 1 case.
For the multiples of Q, start with the Z-cyclic TWhFrames we constructed in the P = 1 case and inﬂate using the
hypothesized cyclic (Q, 5, 1)-DM to get Z-cyclic TWhFrames with groups of size Q, Q, 3Q or 99Q, and we have
hypothesized a Z-cyclic TWh(Q+1), so we can ﬁll the ﬁrst two cases using an inﬁnite point, and we have hypothesized
a Z-cyclic TWh(3Q) and have shown in Lemma 60 that we have a Z-cyclic TWh(99Q), so we can use these to ﬁll the
groups in the last two cases. 
Theorem 62. Let N0 ∈ S1,3,9 and  = 0 or 1 as appropriate. If P ≡ 1 (mod 4) and either P = 1 or a Z-cyclic
TWh(P ) exists, then a Z-cyclic TWh(v) exists for all v = 3a11bN0 +  with a1 except, possibly, v = 9N0P and
v=27N0P+1.Alternatively, ifQ ≡ 3 (mod 4) and aZ-cyclicTWh(Q+1), aZ-cyclicTWh(3Q), and a cyclic (Q, 5, 1)-
DM all exist, then a Z-cyclic TWh(v) exists for all v = 3a11bN0 +  with a1 except, possibly, v = 9N0Q + 1 and
v = 27N0Q.
Proof. For 1a4, use Theorem 20 or 21 to form the product of a Z-cyclic TWh(121n) with the design from
Lemma 60. This deals with all b0, except even b’s when a = 2 or 3. Here we can use Theorem 20 or 21 to form
the product of a Z-cyclic TWh(121n) with the design from Lemma 61. This deals with all b’s except b = 0 when
a = 2 or 3.
For a > 4, we can repeat the above process, and use Theorem 20 or 21 to form the product of a Z-cyclic TWh(81n)
with the design just constructed above, to deal with all cases except b = 0 when a ≡ 2, 3 (mod 4), where we can form
the product of a Z-cyclic TWh(81n) with the design from Lemma 61. This deals with all larger a’s except a = 2 or 3
when b = 0. 
Let N = 3a11bN0 with N0 = 5c13d17e. We are only considering a > 0 here, so if N0 > 1, then only N = 9N0 and
N = 27N0 are left open by Theorem 62. However, when N0 = 1 there are more open possibilities, so we will look at
these cases now.
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Lemma 63. Let N = 3a11b with a1, and let  = 0 or 1 as appropriate.
(1) A Z-cyclic TWh(N + ) exists except when N = 9, and possibly except when N = 297 or 729.
(2) Suppose P ≡ 1 (mod 4) and a Z-cyclic TWh(P ) exists. Then there exists a Z-cyclic TWh(NP+) except possibly
when N = 3, 9, 297 or 729.
(3) Suppose P ≡ 1 (mod 4) and a Z-cyclic TWh(P ) exists: if, additionally, a cyclic (3P, 5, 1)-DM exists, then a
Z-cyclic TWh(297P) exists.
(4) Suppose P ≡ 1 (mod 4) and a Z-cyclic TWh(P ) exists: if, additionally, a cyclic (9P, 5, 1)-DM exists, then a
Z-cyclic TWh(729P) exists.
(5) Suppose P ≡ 1 (mod 4) and a Z-cyclic TWh(9P) exists. Then a Z-cyclic TWh(NP) exists for N = 297 and 729.
(6) If Q ≡ 3 (mod 4) and a Z-cyclic TWh(Q+ 1), a Z-cyclic TWh(3Q), and a cyclic (Q, 5, 1)-DM all exist, then a
Z-cyclic TWh(NQ + ) exists except possibly when N = 9 or 27.
Proof. First wewill consider theP=1 case.We haveN=3, 27, 33, 81 and 99 by direct construction, andwe knowN=9
is impossible. ForN =891, we take a Z-cyclic TWhFrame(99) and inﬂate by 11 for a Z-cyclic TWhFrame(999), which
we can ﬁll using an inﬁnite point. To deal with the cases 1a4 for b2, we can take a Z-cyclic TWhFrame(1121),
and inﬂate it by the order of the design above, then ﬁll it with that design. This fails for orders 3, 9, 297, where we
lack either the inﬂating DM or the ﬁlling design, but we have a Z-cyclic TWhFrame(3121) by applying Theorem 28
to the ordered whist designs of Theorem 29, and for 9 · 121 = 33 · 33 and 297 · 121 = 33 · 33 · 33 we can apply
Theorem 20. This deals with b = 3 and 4, and for larger b’s we can recursively inﬂate a Z-cyclic TWhFrame(1121)
without problem. For 4<a8, we can take a Z-cyclic TWhFrame(181), and inﬂate by the order of the design above,
then ﬁll it with that design. This fails for orders 3, 9, 297, where we lack either the inﬂating DM or the ﬁlling design,
but we have Ge and Ling’s construction of a Z-cyclic TWhFrame(381) from a cyclic (81, 5, 1) difference family [25],
and for 297 · 81, we can take a Z-cyclic TWhFrame(119) and inﬂate by 243 to give a Z-cyclic TWhFrame((33 · 81)9)
and we can ﬁll these groups. This deals with all cases with 4<a8 except the open N = 729, so now we look
at N = 81 · 729. Here we can take a Z-cyclic TWhFrame(99) and inﬂate by 729 to give a Z-cyclic TWhFrame
((81 · 81)9) and we can ﬁll these groups. For larger a’s we can recursively inﬂate a Z-cyclic TWhFrame(181) without
problem.
We now consider the case of P ≡ 1 (mod 4) when a Z-cyclic TWh(P ) exists. Here we can take a Z-cyclic
TWhFrame(1P ) and inﬂate by the order of a design constructed in the P = 1 case. This fails for N = 9, 297 and
729, where we lack the design, and also for N = 3 where we lack the inﬂating DM. At the present level of gener-
ality, our only way of dealing with a Z-cyclic TWh(3P + 1) or a Z-cyclic TWh(9P) seems to be that we hypoth-
esize their existence, so we concentrate on looking at conditions that are sufﬁcient for the existence of a Z-cyclic
TWh(NP) for N = 297 and 729. For N = 297, start with a Z-cyclic TWhFrame(119) and inﬂate by a hypothesized
(3P, 5, 1)-DM for a Z-cyclic TWhFrame(33P 9). Since a Z-cyclic TWh(P ) exists, then a Z-cyclic TWh(33P) ex-
ists and we can ﬁll the groups to give a Z-cyclic TWh(297P). For N = 729, start with a Z-cyclic TWhFrame(99)
and inﬂate by a hypothesized (9P, 5, 1)-DM for a Z-cyclic TWhFrame(81P 9). Since a Z-cyclic TWh(P ) exists,
then a Z-cyclic TWh(81P) exists and we can ﬁll the groups to give a Z-cyclic TWh(729P). Alternatively, again for
N = 729, start with a Z-cyclic TWhFrame(133) or a Z-cyclic TWhFrame(181) and inﬂate by a (9P, 5, 1)-DM for
a Z-cyclic TWhFrame(9P 33) or a Z-cyclic TWhFrame(9P 81). The hypothesized Z-cyclic TWh(9P) ensures the in-
ﬂating DM exists by Theorem 6, and provides the design to ﬁll the groups for a Z-cyclic TWh(297P) or a Z-cyclic
TWh(729P).
We now consider the case of Q ≡ 3 (mod 4). For N = 3, we have the hypothesized Z-cyclic TWh(3Q). For N = 33
or 81, we can inﬂate a Z-cyclic TWhFrame(1N) with the hypothesized cyclic (Q, 5, 1)-DM, then ﬁll the groups with
the hypothesized Z-cyclic TWh(Q + 1) using an inﬁnite point. For v = 99Q = 33 · 3Q, we can apply Theorem 20.
For N = 297, we can inﬂate a Z-cyclic TWhFrame(13Q) with a cyclic (99, 5, 1)-DM then ﬁll the groups using an
inﬁnite point with the Z-cyclic TWh(100) constructed above. For N = 891, we can inﬂate a Z-cyclic TWhFrame(99)
with a cyclic (11Q, 5, 1)-DM, then ﬁll the groups with the Z-cyclic TWh(99Q) constructed above. This leaves open
N = 9 and 27, so now we will look at their multiples by 81 and 121. For N = 9n with n = 81 or 121, we can inﬂate
a Z-cyclic TWhFrame(13Q) with a cyclic (3n, 5, 1)-DM then ﬁll the groups with a Z-cyclic TWhFrame(3n) to give a
Z-cyclic TWhFrame(33nQ) and we can ﬁll the groups using an inﬁnite point. For N = 27n2 with n = 9 or 11, we can
inﬂate a Z-cyclic TWhFrame(n9) with a cyclic (3nQ, 5, 1)-DM; taking a Z-cyclic TWhFrame(3n2) and inﬂating by Q
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gives a Z-cyclic TWhFrame(3Qn2), and so a Z-cyclic TWh(3Qn2) which we can use to ﬁll the groups of the Z-cyclic
TWhFrame((3Qn2)9) for a Z-cyclic TWh(NQ). Now with N = 3a11b, for any (a, b) except (2, 0) and (3, 0) we have
either constructed the appropriate design or else have constructed the design for (a − 4, b) or (a, b − 2), and in these
latter cases we can take n = 81 or 121, start with a Z-cyclic TWhFrame(1n) and inﬂate by NQ/n, then ﬁll the groups
with a Z-cyclicTWhFrame(NQ/n + ) to yield the design for (a, b). 
Lemma 64. LetN0 = 5c13d17e with c+ d + e1. Then a Z-cyclic TWh(9N0) exists, except possibly when c+ d = 0.
Proof. If c + d + e = 1, then we have direct constructions for v = 45 and 117, whilst 153 is open. Now suppose
c + d + e2 with c + d1, and let n = 5 if c1 and n = 13 otherwise. Inﬂate a Z-cyclic TWhFrame(3N0/n) by 3n,
then ﬁll the groups with Z-cyclic TWh(9n)s. 
Lemma 65. LetN0 =5c13d17e with c+d + e1. Then there exists a Z-cyclic TWh(27N0 +1), except possibly when
c + d = 0 or c + d + e = 1.
If Q ≡ 3 (mod 4), and a Z-cyclic TWh(3Q) and a Z-cyclic TWhFrame(Q9) and a cyclic (Q, 5, 1)-DM all exist,
then a Z-cyclic TWh(27N0Q) exists.
Proof. Suppose c+d+e2with c+d1, and letn=5 if c1 andn=13 otherwise. Inﬂate aZ-cyclic TWhFrame(19n)
by 3N0/n, then ﬁll the groups with Z-cyclic TWhFrame(3N0/n) for a Z-cyclic TWhFrame(39N0), then ﬁll the groups
using an inﬁnite point.
Alternatively, start with a Z-cyclic TWhFrame(Q9) and inﬂate by 3N0 for a Z-cyclic TWhFrame(3N0Q9). Now
inﬂating a Z-cyclic TWhFrame(3N0) by Q yields a Z-cyclic TWhFrame(3QN0) and so a Z-cyclic TWh(3QN0), and
we can use this design to ﬁll the groups of the Z-cyclic TWhFrame(3N0Q9) for our result. 
Remark 66. If a Z-cyclic TWh(153) were to exist, then the possible exceptions of c + d = 0 in Lemmas 64 and 65
could be removed.
7. Multiples of 7
Let N = 3a11b5c13d17e. In this section, we will illustrate the application of our previous results. We will consider
the cases of Q= 7 and P = 49, and see how far we can go in showing the existence of Z-cyclic TWh(7x ·N + ) with
x1, and what we have and need to complete the spectrum here. First we note that a Z-cyclic TWh(v) exists for v= 8,
21 and 49, and that a cyclic (7x · N, 5, 1)-DM exists for all x1.
Lemma 67. A Z-cyclic TWh(7x + ) (where  = 1 if x is odd and  = 0 otherwise) exists for all x1.
Proof. Repeated application of Theorem 20 gives all powers of 49, and then Theorem 21 gives the product 49n · 7 for
n1, whilst a Z-cyclic TWh(7 + 1) is given by Theorem 30. 
Lemma 68. A Z-cyclic TWh(7x11b + ) (where  = 1 if x + b is odd and  = 0 otherwise) exists for all x1.
Proof. A Z-cyclic TWh(77) exists by direct construction [4], and we can inﬂate this design by 7 for a Z-cyclic
TWhFrame(777) which gives a Z-cyclic TWh(7 · 77 + 1) by Theorem 17. We can use Theorems 20 and 21 to form
the products of these designs with a Z-cyclic TWh(49n) from Lemma 67 to give all designs with b = 1. We can
form the product of these designs and the designs of Lemma 67 with a Z-cyclic TWh(121n) to give all designs with
larger b’s. 
Theorem 69. Let N0 = 5c13d17e and N = 3a11bN0 with a1. A Z-cyclic TWh(7xN + ) (where = 1 if x + a + b
is odd and  = 0 otherwise) exists for all x1, except possibly N = 27 when x = 1.
Proof. If N0 = 1, then Lemma 63 with P = 49 and Q = 7 gives the result, except for N = 3, 9, 297 and 729 in the
P case, and N = 9 and 27 in the Q case. Using Theorems 20 and 21, we can form the product of 21 with 21 and 7, to
deal with N = 9 and 3 in the P case, and since we now have a Z-cyclic TWh(9P), we can invoke Lemma 63 again to
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deal with N = 297 and 729. We have a Z-cyclic TWhFrame(Q9) from Example 33, and we can ﬁll the groups using
an inﬁnite point to deal with N = 9. This leaves open v = 27 · 7.
If N0 > 1, then Lemmas 60 and 61 with P = 49 and Q = 7 give the result, except for N = 9N0 and 27N0. Now, by
Theorem 29, we have a Z-cyclic TWhFrame(3u) for u = N0 and u = 49, and inﬂating this by Q, we have a Z-cyclic
TWhFrame(3QN0), and so a Z-cyclic TWh(3QN0). Inﬂating a Z-cyclic TWhFrame(Q9) by 3N0, then using this design
to ﬁll the groups give a Z-cyclic TWhFrame(27QN0). Alternatively, inﬂating a Z-cyclic TWhFrame(1u) with u = 9P
or 3Q by 3N0, then ﬁlling the groups with a Z-cyclic TWhFrame(3N0) deal with v=27N0P and v=9N0Q. The natural
choice of inﬂating a Z-cyclic TWhFrame(3P ) by 3N0 currently gives some problems, e.g., when N0 = 17, so here we
can use the special form P =Q2 that we have here. We can either inﬂate the Z-cyclic TWhFrame(33QN0) (constructed
above) byQ, or inﬂate the Z-cyclic TWhFrame(Q9) byQ, and then ﬁll the groups with the Z-cyclic TWh(g) for g=3Q
or g = Q2 to get a Z-cyclic TWh(9N0P). 
There remains the case of a = 0 so v = 7xN +  with N = 11bN0 and N0 = 5c13d17e. Although we do not have
a Z-cyclic TWh(N0) for all 1<N0 = 5c13d17e (see the partial results of Theorem 45, which only attempted to deal
with c + d + e2 in any case), we do have two new direct constructions that we can exploit.
Example 70. The initial round of a Z-cyclic TWhFrame(75) is given by the following seven games.
(13, 21, 14, 27), (17, 18, 26, 29), (9, 16, 12, 33), (32, 3, 1, 19),
(34, 8, 7, 31), (4, 2, 11, 23), (22, 6, 24, 28).
The groups of this frame are {0, 5, 10, . . . , 30} + 0, 1, 2, 3, 4.
Example 71. The following 21 games form the initial round of a Z-cyclic TWhFrame(713).
(23, 9, 45, 86), (25, 81, 41, 46), (43, 1, 5, 50), (7, 28, 19, 87),
(63, 70, 80, 55), (21, 84, 83, 40), (3, 2, 69, 89), (27, 18, 75, 73),
(61, 71, 38, 20), (14, 68, 4, 76), (35, 66, 36, 47), (42, 48, 51, 59),
(6, 64, 8, 37), (54, 30, 72, 60), (31, 88, 11, 85), (10, 74, 15, 53),
(90, 29, 44, 22), (82, 79, 32, 16), (24, 56, 58, 62), (34, 49, 67, 12),
(33, 77, 57, 17).
The groups of this frame are {0, 13, 26, 39, 52, 65, 78} + 0, 1, 2, . . . , 12.
Theorem 72. Let N0 = 5c13d17e and N = 11bN0 and c+ d + e > 0. A Z-cyclic TWh(7xN + ) (where = 1 if x + b
is odd and  = 0 otherwise) exists for all x1, except possibly when c = 0 and e1. However, if N0 = 17, then a
Z-cyclic TWh(7x11b17 + 1) exists if x + b ıis odd and x1.
Proof. Take P = 49 and Q = 7. If N0 > 1, and we have a Z-cyclic TWh(N0), then we can form the product of this
design with the designs of Lemma 68, so this deals with all cases where c1 and c + d + e2, noting Theorem
45. Now suppose c + d + e2 and c + e = 0. Here we can start with the Z-cyclic TWhFrame(713) of Example 71
and inﬂate by 13 d − 1 times, following each inﬂation with a ﬁll by a Z-cyclic TWhFrame(713) to give a Z-cyclic
TWhFrame(7N0). We can ﬁll this design, or inﬂate by 7x−1 · 11b, and ﬁll using the design of Lemma 68, possibly with
an inﬁnite point. Lastly, if c + d + e = 1 and e = 0, we can start with a Z-cyclic TWhFrame(7N0) from Example 70
or 71, and either ﬁll it (if N = 7N0) or inﬂate by 7x−1 · 11b, and ﬁll using the design of Lemma 68, possibly with an
inﬁnite point. Finally, if N0 =17, the construction of Lemma 68 yields a Z-cyclic TWhFrame(7N0/119) when x +b> 1
is odd and x1, and we can inﬂate this design by 17, then ﬁll the groups with a Z-cyclic TWh(120) using Theorem
17, whilst the case x + b = 1 and x1 is solved by this Z-cyclic TWh(120). 
8. New Z-cyclic TWh(q2) designs
Let q denote a prime of the form q = 4n + 3. Heretofore the only known examples of Z-cyclic TWh(q2) are those
for q = 7, 11, 19, 23. Ge and Zhu [26] give q = 7 and the other three were found byAttinger and Leonard [9]. Here we
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present Z-cyclic TWh(q2) designs for q = 31, 43, 47, 59, 67, 71, 79, 83, thus extending the knowledge of solutions in
this class for all such q < 100.
Example 73. The initial round of a Z-cyclic TWh(312) is given by 240 games which are obtained by multiplying each
of the 16 games given below by (846)i , i = 0, 1, . . . , 14.
(421, 428, 443, 420), (295, 296, 338, 290), (532, 537, 543, 522), (80, 92, 119, 143),
(493, 509, 520, 490), (612, 637, 659, 668), (161, 193, 572, 157), (516, 578, 511, 655),
(28, 30, 62, 122), (48, 91, 52, 71), (792, 903, 400, 806), (168, 639, 719, 308),
(181, 873, 813, 197), (198, 552, 16, 890), (396, 264, 754, 941), (427, 460, 212, 614).
Example 74. The 462 games in the initial round of a Z-cyclic TWh(432) are obtained by multiplying each of the 22
games given below by (1557)i , i = 0, 1, . . . , 20.
(421, 448, 513, 420), (295, 296, 367, 260), (534, 539, 825, 449),
(80, 92, 113, 643), (189, 204, 216, 1795), (12, 33, 360, 362),
(28, 32, 315, 1751), (90, 252, 85, 124), (208, 217, 284, 267),
(183, 191, 243, 188), (30, 141, 592, 100), (246, 689, 678, 332),
(445, 1144, 1042, 503), (1395, 1728, 1360, 1403), (1453, 391, 1692, 1506),
(1385, 1391, 1407, 1440), (1634, 1702, 1846, 1742), (1214, 1221, 1303, 1680),
(1299, 1336, 1481, 1433), (58, 431, 744, 86), (1369, 1534, 5, 1105),
(1127, 613, 261, 65).
Example 75. The 552 games in the initial round of a Z-cyclic TWh(472) are obtained by multiplying each of the 24
games given below by (2093)i , i = 0, 1, . . . , 22.
(11, 279, 173, 10), (295, 296, 437, 160), (535, 540, 666, 392),
(80, 92, 122, 863), (180, 195, 237, 2146), (4, 25, 551, 554),
(35, 46, 98, 2160), (6, 164, 2203, 68), (16, 18, 113, 19),
(63, 71, 151, 76), (138, 249, 700, 176), (30, 480, 476, 50),
(141, 833, 724, 150), (1728, 2075, 1644, 1774), (1519, 111, 1758, 1562),
(1025, 1034, 1039, 1056), (2090, 2174, 2106, 97), (638, 660, 815, 688),
(1749, 1795, 1769, 178), (1438, 1478, 1626, 1994), (1993, 2023, 323, 1501),
(1839, 2094, 541, 831), (1044, 522, 1429, 559), (1466, 1978, 745, 73).
Example 76. The 870 games in the initial round of a Z-cyclic TWh(592) are obtained by multiplying each of the 30
games given below by (299)i , i = 0, 1, . . . , 28.
(241, 669, 385, 240), (295, 296, 657, 60), (987, 992, 1460, 840),
(437, 449, 572, 1681), (173, 188, 599, 3411), (4, 25, 1381, 1390),
(2167, 2171, 2242, 2083), (2450, 2712, 2445, 2996), (1834, 1836, 2710, 1869),
(1753, 1761, 2197, 2965), (32, 143, 601, 74), (78, 521, 517, 86),
(82, 774, 679, 133), (72, 412, 65, 104), (169, 963, 401, 195),
(137, 155, 203, 144), (98, 150, 100, 164), (866, 888, 867, 1084),
(147, 157, 197, 161), (396, 427, 476, 526), (2903, 2987, 2932, 3018),
(919, 1039, 1086, 1214), (2532, 2572, 2557, 3218), (3001, 3063, 3478, 3220),
(1885, 1914, 2155, 2009), (2540, 2556, 3091, 3216), (1948, 2117, 1785, 2250),
(1468, 510, 2331, 1208), (3253, 958, 122, 2782), (1040, 1514, 285, 105).
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Example 77. The 1122 games in the initial round of a Z-cyclic TWh(672) are obtained by multiplying each of the 34
games given below by (875)i , i = 0, 1, . . . , 32.
(371, 838, 643, 370), (295, 296, 1057, 60), (873, 878, 2300, 722),
(3412, 3424, 35, 708), (173, 189, 1299, 4419), (12, 33, 2490, 2499),
(2167, 2189, 2526, 2083), (2444, 2706, 2395, 4425), (1870, 1872, 197, 714),
(1903, 1939, 3418, 3155), (16, 127, 1571, 1132), (156, 606, 3588, 164),
(1, 1714, 1598, 24), (118, 465, 81, 454), (301, 1048, 553, 317),
(41, 44, 2367, 48), (32, 84, 128, 74), (2, 29, 67, 2256),
(231, 250, 2629, 335), (104, 117, 3356, 3504), (47, 86, 166, 234),
(576, 642, 593, 607), (777, 826, 892, 1055), (3161, 3196, 3294, 3776),
(1691, 1755, 1729, 1899), (3059, 3219, 3098, 3231), (337, 374, 509, 931),
(4320, 4455, 5, 828), (2792, 2874, 2960, 3816), (1136, 1238, 1210, 1444),
(816, 1023, 1975, 2754), (3793, 3894, 2737, 2000), (4007, 518, 3906, 4139),
(4402, 1381, 2923, 569).
Example 78. The 1260 games in the initial round of a Z-cyclic TWh(712) are obtained by multiplying each of the 36
games given below by (1895)i , i = 0, 1, . . . , 34.
(371, 1214, 1343, 370), (295, 296, 717, 10), (4243, 4248, 1049, 4096),
(2341, 2353, 3685, 81), (187, 202, 1643, 3985), (4, 25, 2141, 2166),
(2174, 2178, 3673, 2073), (2426, 2678, 2391, 4372), (1870, 1872, 4786, 170),
(1753, 1782, 3587, 3045), (352, 463, 1714, 1476), (104, 517, 3543, 109),
(28, 1727, 1583, 65), (49, 382, 12, 99), (70, 817, 1315, 82),
(137, 140, 2471, 156), (122, 190, 155, 272), (206, 213, 223, 2428),
(111, 130, 2449, 185), (228, 241, 3480, 3592), (227, 257, 340, 402),
(457, 523, 498, 536), (237, 322, 262, 527), (681, 698, 798, 912),
(476, 512, 682, 540), (1629, 1645, 1756, 2173), (337, 398, 691, 565),
(1723, 1786, 2313, 1846), (4836, 4990, 4952, 4866), (3164, 3182, 3485, 3410),
(407, 578, 877, 975), (4535, 4696, 67, 636), (2303, 2367, 298, 1466),
(3857, 4113, 4618, 4171), (4106, 401, 4906, 2833), (293, 3921, 4213, 803).
Example 79. The 1560 games in the initial round of a Z-cyclic TWh(792) are obtained by multiplying each of the 40
games given below by (1905)i , i = 0, 1, . . . , 38.
(371, 1183, 1287, 370), (395, 396, 862, 152), (4243, 4248, 5966, 4059),
(3769, 3781, 70, 309), (173, 188, 2489, 4871), (4, 25, 2951, 2968),
(2167, 2171, 4906, 1966), (2426, 2676, 2277, 1131), (1846, 1848, 529, 5179),
(1723, 1745, 4557, 6007), (80, 191, 2499, 1192), (182, 602, 3628, 184),
(1, 1693, 1577, 10), (26, 359, 6230, 384), (235, 1003, 1480, 246),
(273, 276, 2607, 288), (62, 122, 95, 104), (50, 57, 107, 2320),
(3, 13, 2347, 41), (488, 501, 3758, 3822), (119, 149, 166, 240),
(569, 608, 580, 702), (372, 475, 391, 554), (793, 846, 814, 2050),
(2523, 2552, 4869, 4141), (4269, 4285, 461, 606), (3529, 3566, 3584, 3665),
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(1807, 1906, 2163, 1854), (2221, 2255, 2467, 2311), (1772, 1778, 2015, 1792),
(5366, 5501, 5602, 5588), (2126, 2227, 2491, 2220), (716, 744, 983, 1383),
(4609, 4697, 4746, 6006), (3565, 3701, 3936, 5351), (497, 693, 1193, 5731),
(4126, 4185, 4807, 4627), (3535, 415, 2694, 1136), (2245, 4846, 5809, 1430),
(5907, 1581, 6170, 626).
Example 80. The 1722 games in the initial round of a Z-cyclic TWh(832) are obtained by multiplying each of the 42
games given below by (4320)i , i = 0, 1, . . . , 40.
(341, 1652, 2253, 340), (1395, 1396, 5612, 1152), (4213, 4218, 6634, 3629),
(6625, 6637, 3318, 3531), (180, 195, 2726, 4613), (4, 25, 2951, 2960),
(2167, 2177, 4978, 1983), (2450, 2700, 2301, 514), (1834, 1836, 6790, 5175),
(1738, 1746, 4572, 5990), (128, 239, 2547, 1248), (26, 439, 3465, 31),
(28, 1727, 1590, 30), (49, 382, 12, 165), (202, 949, 1447, 208),
(33, 36, 2355, 40), (62, 234, 102, 74), (50, 57, 75, 2272),
(115, 134, 2465, 135), (97, 119, 3319, 3461), (55, 103, 78, 146),
(353, 419, 358, 408), (602, 633, 669, 844), (81, 125, 110, 1494),
(300, 329, 2710, 1954), (155, 207, 2620, 2457), (781, 818, 875, 939),
(435, 510, 479, 1408), (3313, 3359, 3532, 4885), (1563, 1617, 1676, 1589),
(2156, 2363, 2353, 2550), (1598, 1663, 1976, 1918), (2762, 2862, 3160, 4906),
(1333, 1425, 1662, 2544), (1257, 1371, 1446, 1909), (6099, 6283, 595, 4864),
(3872, 3997, 3968, 4199), (6342, 6427, 563, 53), (3862, 4231, 4410, 6452),
(4430, 6237, 6604, 149), (4672, 862, 3311, 4035), (5475, 870, 4884, 3930).
These new Z-cyclic TWh(q2), combined with Theorem 20, providemany new inﬁnite families of Z-cyclic triplewhist
designs.
Theorem 81. Let v denote an arbitrary product of elements in the set {72, 112, 192, 232, 312, 432, 472, 592, 672, 712,
792, 832} and let P = 1 or let P = 4n + 1 be such that there exists a Z-cyclic TWh(P ). Then there exists a Z-cyclic
TWh(vP ).
9. Discussion
As we mentioned earlier, a primary focus of this article was to produce methods and designs we thought would be
needed for the solution of the Z-cyclic triplewhist design existence problem.
Let N0 = 5c13d17e, let N = 3a11bN0, let  ∈ {0, 1}, and let 1<P ≡ 1 (mod 4) and Q ≡ 3 (mod 4). Earlier, we
concentrated on trying to solve the v =N +  case, and looked at the v =NP+  and v =NQ+  cases, but only gave
partial solutions, so let us consider what we would need to complete these cases.
Conjecture 82. Let N0 = 5c13d17e. We conjecture that a Z-cyclic TWh(N0) exists whenever c + d + e2.
Comments. Theorem 45 attempted to treat arbitrary products of 5, 13 and 17, but only dealt with the case c1 well. If
we had a Z-cyclic TWh(v) for v = 13 · 17 and v = 17 · 17, and a Z-cyclic TWhFrame(1717), we could extend Theorem
45 to all cases with c + d + e2.
Conjecture 83. Let N0 = 5c13d17e, let N = 3a11bN0, let  ∈ {0, 1}. We conjecture that a Z-cyclic TWh(N) exists
whenever a + 2(b + c + d + e)3.
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Comments. Theorem 45 attempted to treat arbitrary products of 5, 13 and 17, but only dealt with the case c1 well.
If Conjecture 82 were true, Theorem 52 (which deals with products with v = 11bN0) could also be extended if we had
Z-cyclic TWh(v) for v = 11 · 13 + 1, v = 11 · 17 + 1, v = 11 · 25 + 1 and v = 11 · 11 · 11 + 1.
Now, let us look at v =N +  with a1. A Z-cyclic TWh(N + ) would exist for all feasible values with N0 = 1 if
we could construct a Z-cyclic TWh(v) for v = 297 and 729. For N0 > 1, we know from Lemmas 60 and 61 that all we
need now concern ourselves with are the cases N = 9N0 and N = 27N0. If c + d + e2, and n is a prime factor of
N0, then we have a Z-cyclic TWhFrame(3N0/n) which we can inﬂate by 3n for a Z-cyclic TWhFrame(9nN0/n), so the
N = 9N0 case would be solved if we had a Z-cyclic TWh(v) for v = 9 · 17, noting we have already solved v = 9 · 5
and v = 9 · 13. This incidentally also solves the remaining case of N = 9N0 with c + d + e = 1. If we had a Z-cyclic
TWh(N0) for all c + d + e2, then we could inﬂate this design by 27, then ﬁll the groups using an inﬁnite point, and
then to complete the N = 27N0 case we would only need to construct Z-cyclic TWh(27n + 1) for n ∈ {5, 13, 17}.
In summary, to construct a Z-cyclic TWh(N0) for all c + d + e2, it would sufﬁce to construct a Z-cyclic TWh(v)
for v=13 ·17 and 17 ·17, plus a Z-cyclic TWhFrame(1717). To deal with the remainingN’s, it would sufﬁce to construct
in addition a Z-cyclic TWh(v) for v= 27 · 5+ 1, 11 · 13+ 1, 9 · 17, 11 · 17+ 1, 11 · 25+ 1, 297, 27 · 13+ 1, 27 · 17+ 1,
729 and 113 + 1.
Assuming we had a Z-cyclic TWh(N + ) for all feasible N and a Z-cyclic TWh(P ), Theorems 20 and 21 would
give all Z-cyclic TWh(NP + ), except v = tP +  for t ∈ T = {3, 5, 9, 11, 13, 17}.
In our treatment of Q = 7, we saw that if we assumed we had a Z-cyclic TWh(n) for n = Q + 1, 3Q and 11Q,
a cyclic (Q, 5, 1)-DM and a Z-cyclic TWhFrame(Q9), we could construct a Z-cyclic TWh(NQ + ) with all N with
a1 except for v = 27Q. (Assuming additionally a Z-cyclic TWh(Q2) would allow us to deal with all v = QxN + 
with a1 and x1.) Now, assuming we had a Z-cyclic TWh(N0) for all feasible N0 and a Z-cyclic TWh(Q + 1), a
Z-cyclic TWh(11Q), and a cyclic (Q, 5, 1)-DM, we could use Theorem 20 to get a Z-cyclic TWh(121n ·N0) (also we
can allow N0 = 1 when n> 0 here), and we could then inﬂate this frame by Q or 11Q to deal with all cases of a = 0
except c + d + e = 1. Finally, we have to deal with v = sQ + 1 and v = 11sQ for s = 5, 13 and 17.
ForQ=7, aside from the incomplete results from themissingZ-cyclic TWh(N0), wemissed v=27·7 and v=11·17·7.
There are two approaches we could have adopted to deal with v = sQ + 1 and v = 11sQ for s = 5, 13 and 17. We
could construct a Z-cyclic TWhFrame(11s) for each s, which we can ﬁll after inﬂating by Q. This leaves the problem
of constructing a Z-cyclic TWh(sQ + 1) and a Z-cyclic TWh(11Q), and a cyclic (Q, 5, 1)-DM (and for Q = 7, we
have all these designs except the frames). The alternative approach, which we attempted, is to construct a Z-cyclic
TWhFrame(Qs) for each s, which we can ﬁll, possibly after inﬂating by 11. This leaves the problem of constructing a
Z-cyclic TWh(Q+1) and a Z-cyclic TWh(11Q), and we have these latter designs, but, for Q=7, we did not construct
the Z-cyclic TWhFrame(Q17).
So, to deal with Z-cyclic TWh(NQ+ ), it would sufﬁce to construct a Z-cyclic TWh(N0) for all c+ d + e2, plus
construct a Z-cyclic TWh(n) for n=Q+1, 3Q, 11Q, and 27Q, a cyclic (Q, 5, 1)-DM and a Z-cyclic TWhFrame(Qm)
for m = 5, 9, 13 and 17.
LetP={p : p ≡ 1 (mod 4) and p is prime} and let Q={q : q ≡ 3 (mod 4) and q is prime}. LetP− =P\{5, 13, 17}
and let Q− = Q\{3, 11}. LetT= {3, 5, 11, 13, 17}.
Conjecture 84. If q1 ∈ Q−, then a Z-cyclic TWh(q1 + 1) exists.
Conjecture 85. If q1, q2 ∈ Q−, then a Z-cyclic TWh(q1q2) exists.
An odd number, n, can be written as a product of members of P−, Q−, andT. Suppose there were no elements of
T in the prime decomposition of n. Suppose there were an even number of elements of Q− in the factorization of n.
If there were none, then we know from Buratti’s result [12] that a Z-cyclic TWh(p) exists for all p ∈ P−, so repeated
application of Theorem 20 gives a Z-cyclic TWh(n). If we could establish Conjecture 85, at least as far as the pairs of
elements of Q− in the factorization of n, then we could use Theorem 20 to form the product of these pairs, together
with the product of elements of P−, to give a Z-cyclic TWh(n). Now suppose there were an odd number of elements
of Q− in the factorization of n, and let q1 be one of these. If Conjecture 84 were true, and n = q1, then we would be
done, so suppose n/q1 > 1. Now we could take the Z-cyclic TWh(n/q1) formed above with the Z-cyclic TWh(q1 + 1)
from Conjecture 84, apply Theorem 21, and so get a Z-cyclic TWh(n + 1).
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The above paragraph shows how we can limit Conjectures 84 and 85 to the prime case when no elements ofT are
present. We now look at one possible set of general constructions that would solve the general Z-cyclic triplewhist
problem, with a view to showing how we might limit the needed constructions to the prime cases.
Theorem 86. Let M0 = {5, 13, 17}. Let q ∈ MQ, where MQ = {q : q ≡ 3 (mod 4) and a Z-cyclic TWh(n) exists for
n = q + 1, 3q, 11q and 27q, and that a cyclic (q, 5, 1)-DM and a Z-cyclic TWhFrame(qn) for n = 9 or n ∈ M0 all
exist}. Let p ∈ MP , whereMP ={p : p ≡ 1 (mod 4) and a Z-cyclic TWh(n) exists for n=p, n= 3p+ 1 and 11p+ 1,
for n = mp with m ∈ M0, and that a cyclic (3p, 5, 1)-DM and a Z-cyclic TWhFrame(p9) both exist}.
(1) If q ∈ MQ, 1<P ≡ 1 (mod 4) and a Z-cyclic TWh(P ) exists, then Pq ∈ MQ.
(2) If q ∈ MQ, Q ≡ 3 (mod 4) and Q ∈ MQ and a Z-cyclic TWh(Qq) exists, then Qq ∈ MP .
(3) If p ∈ MP , 1<P ≡ 1 (mod 4) and a Z-cyclic TWh(P ) exists, then Pp ∈ MP .
Proof. Apply Buratti’s product theorem [11, Corollary 2.6] to show a cyclic (n, 5, 1)-DM exists for n = P · q and
n=P · 3p, noting a Z-cyclic TWh(P ) gives a cyclic (P, 5, 1)-DM by Theorem 6. Similarly, a Z-cyclic TWh(3q) gives
a cyclic (3q, 5, 1)-DM by Theorem 6, so Buratti’s product theorem also yields a cyclic (n, 5, 1)-DM for n = Q · 3q.
Taking a Z-cyclic TWh(n) for n = 3q, 11q, 27q or 11mq, or else for n = p or mp, and using Theorem 20 to form
the product with a Z-cyclic TWh(P ) gives a Z-cyclic TWh(nP ). Taking a Z-cyclic TWh(P ) and using Theorem 21 to
form the product yields a Z-cyclic TWh(nP + 1) for n= q and mq, and for n= 3p and 11p. We can also use Theorem
21 to give a Z-cyclic TWh(nQ + 1) for n = 3q and 11q, whilst a Z-cyclic TWh(qQ) is given by hypothesis.
Take a Z-cyclic TWhFrame(qn) for n = 9 or n ∈ M0 and inﬂate by n = P or Q. This gives a TWhFrame(Pqn)
(needed for Pq ∈ MQ) or a TWhFrame(Qqn), and for n ∈ M0, we can ﬁll the groups for a Z-cyclic TWh(nQq).
Inﬂate a Z-cyclic TWhFrame(p9) by P for a Z-cyclic TWhFrame(Pp9). 
An odd number, n, can be written as a product of members of P−, Q−, andT. Suppose there were an odd num-
ber of elements of Q− in the prime decomposition of n, and that q1 were one of these elements, and that we could
establish that q1 ∈ MQ (as deﬁned in Theorem 86). If q1 were the only element of Q− ∪ P− in the factorization
of n, then membership in MQ is enough to establish the existence of a Z-cyclic TWh(n + ). If we could estab-
lish Conjecture 85, at least as far as the remaining pairs of elements of Q− in the factorization of n, then we could
use Theorem 20 to form the product of these pairs, together with the product of elements of P−, and then Theo-
rem 86(1) indicates we have sufﬁcient conditions for the existence of a Z-cyclic TWh(n + ) if Conjecture 83 also
is true.
Suppose there were an even number of elements of Q− in the prime decomposition of n, that there were some
elements ofP− present and that p1 were one of these elements, and that we could establish that p1 ∈ MP (as deﬁned
in Theorem 86). If p1 were the only element of Q− ∪P− in the factorization of n, then membership in MP is enough
to establish the existence of a Z-cyclic TWh(n + ). If we could establish Conjecture 85, at least as far as the pairs of
elements of Q− in the factorization of n, then we can use Theorem 20 to form the product of these pairs, together with
the product of other elements ofP−, and then Theorem 86(3) indicates we have sufﬁcient conditions for the existence
of a Z-cyclic TWh(n + ) if Conjecture 83 also is true.
Finally, suppose there are no elements of elements of P− in the prime decomposition. If there are no elements
of Q− either, then the existence of a Z-cyclic TWh(n + ) would depend on Conjecture 83 (which is probably true,
although we were 13 designs short of establishing it). Now if there are elements of Q− present, and we can establish
that q1 ∈ MQ for some pair q1, q2, and that a Z-cyclic TWh(q1q2) exists for the pair, then Theorem 86(2) indicates
q1 · q2 ∈ MP , and if Conjecture 85 holds, at least as far as the remaining pairs of elements of Q− in the factorization of
n, then Theorem 86(3) indicates we have sufﬁcient conditions for the existence of a Z-cyclic TWh(n+ ) if Conjecture
83 also is true.
Thus, establishing Conjectures 83 and 85, and establishing that q ∈ MQ for all q ∈ Q− (which entails Conjectures
84) and that p ∈ MP for all p ∈ P− would sufﬁce to solve the Z-cyclic TWh(v) existence problem.
Remark 87. Of the seven (alt. eight) designs and one DM needed to show p ∈ MP (alt. q ∈ MQ), general solutions
for primes are known for two (alt. none) of the designs and for the DM. Solving the Z-cyclic TWhFrame(n9) in both
prime classes would entail a solution of the cyclic (v, 5, 1)-DM existence problem.
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We comment brieﬂy on some computational aspects. Some of the larger designs that would have completed some
aspects of this article were too large for us to deal with, but we think this is merely a current technological limitation.
Our basic technique is backtracking. If we look for designs with multipliers, then we have fewer blocks to construct.
Of course, there are presumably fewer solutions with multipliers, so there is a trade-off. For some of our searches
we were able to employ coarse-grained parallelization. If the possible solutions could be classiﬁed into a reasonable
number of possible patterns of, say, mod 5 residues in the base blocks, then several possible patterns can be searched
on separate processors in parallel. Direct construction of a TWh(133 = 2197) with 549 base blocks is well beyond
our capability (our largest successes needed 42 blocks to be found, once with no multiplier and once with a multiplier
of order 41). The strategy we employed here was to construct a TWh(132 = 169) (which we wanted anyway) and a
TWhFrame(1313), and rely on our recursive techniques to bring the needed design within range. Unfortunately, this is
unlikely to help for v = 297, 729 and 1332: the only useful smaller design we could use, a Z-cyclic TWhFrame(39),
probably does not exist, and so we would have to construct a design on at least v − 1 points.
Finally, we mention the asymmetry in Theorem 21. Abel et al. [3] gave the following result whose proof we sketch.
Lemma 88. If a (q+1, k, ) RBIBD, a (u(k−1)+1, k, ) RBIBD and an RTD(k, u) all exist, then a (qu+1, k, )
RBIBD exists.
Proof. Delete a point of the ﬁrst RBIBD, and use its blocks to form grouplets of size k − 1. Since one block was
deleted from every parallel class, we actually have a framelet design. Inﬂate this structure with the RTD of index 
to get a framelet design with grouplets of size u(k − 1), then ﬁll these grouplets using an extra point with the second
RBIBD to get the desired RBIBD. 
Unfortunately, we think that the construction preserves neither the Z-cyclicity of the components nor the internal
whist structure of the blocks. Although Abel et al. did not address the cyclicity, one may infer that they could not see
retaining a similar whist-like property in their use of this construction.
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Appendix A
Here, wherever possible, we provide constructions for cyclic (v, 5, 1)-DMs for v an odd integer divisible by 3 and
v < 1000 (Table 1). (After our initial submission of this article, Evans [16] showed that a (v, 5, 1)-DM exists except
when v = 3 or 9, and possibly except when v = 9u where u> 3 is a prime. Although Evans’ result would allow us to
shorten this Appendix, Evans refers explicitly to our original Appendix, so we have retained the full original version.)
It is known that if H is a normal subgroup of G, then existence of a (G/H, k, 1)-DM and an (H, k, 1)-DM imply
existence of a (G, k, 1)-DM. See, for instance, Corollary 2.6 in [11]. Therefore, existence of a cyclic (v, k, 1)-DM and
a cyclic (u, k, 1)-DM implies existence of a cyclic (vu, k, 1)-DM. This difference matrix is obtained as follows: let A
be an array obtained by multiplying a (u, k, 1)-DM by v; and let B be a cyclic (v, k, 1)-DM. The k× vu array obtained
by adding each column of A to each column of B is then a k × vu array which is also a cyclic (vu, k, 1)-DM. For our
purposes, this result will be known as the product theorem for DMs.
The data presented are in the form (3x, authority). Authority will be one of the following: (1) [#], i.e., a bibliography
entry; (2) C: a classic result to be found in [13]; (3) T: a Z-cyclic TWh(3x) is known to exist from [24] or [4]; use
Theorem 6; (4) D: there exists a Z-cyclic DWh(3x) obtainable from a (v, 5, 1) difference family [2]; use Theorem 8;
(5) G: as indicated in [23], these are obtainable from (v, {5, 7, 8, 9}) difference families which are found in [1]; (6) A:
a cyclic (v, k, 1) projective plane and a (k, 5, 1)-DM exist; (7) F: a Z-cyclic TWhFrame(yz) and a cyclic (y, 5, 1)-DM
are known where yz= 3x; (8) P: the product theorem for DMs applies; In cases (7) and (8) the corresponding integers
will be provided. It is to be noted that the authority listing is not intended to be exhaustive but rather to indicate that
there is an authority for the existence of the DM. In some cases there may be several authorities, e.g., (21, A), (21, C),
(21, T ), (21,D).
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Table 1
Constructions of (v, k, 1)-DMs with v < 1000
(15,C) (21,T) (27, [4]) (33, [4])
(39, [4]) (45,T) (51, [4]) (57,A)
(63,F(7 · 9)) (69,T) (75,P(15 · 5)) (81,T)
(93,T) (99,F(11 · 9)) (105,T) (117,T)
(123,G) (129,T) (135,P(27 · 5)) (141,D)
(147,P(21 · 7)) (153,G) (159,G) (165,P(15 · 11))
(177,G) (183,G) (189,P(27 · 7)) (195,P(15 · 13))
(201,D) (207,G) (213,G) (219,G)
(225,P(45 · 5)) (231,P(21 · 11)) (237,G) (243,G)
(255,P(15 · 17)) (261,D) (273,A) (279,G)
(285,P(15 · 19)) (297,P(27 · 11)) (315,P(45 · 7)) (345,P(15 · 23))
(351,P(27 · 13)) (357,P(21 · 17)) (363,P(33 · 11)) (375,P(75 · 5))
(381,D) (399,P(21 · 19)) (405,P(81 · 5)) (429,P(33 · 13))
(435,P(15 · 29)) (441,P(21 · 21)) (459,P(27 · 17)) (465,P(15 · 31))
(483,P(21 · 23)) (495,P(45 · 11)) (501,D) (507,P(39 · 13))
(513,P(27 · 19)) (525,P(21 · 25)) (555,P(15 · 37)) (561,P(33 · 17))
(567,P(81 · 7)) (585,P(45 · 13)) (609,P(21 · 29)) (615,P(15 · 41))
(621,P(27 · 23)) (627,P(33 · 19)) (645,P(15 · 43)) (651,P(21 · 31))
(663,P(39 · 17)) (675,P(27 · 25)) (681,D) (693,P(63 · 11))
(705,P(15 · 47)) (729,P(27 · 27)) (735,P(15 · 49)) (741,P(39 · 19))
(759,P(33 · 23)) (765,P(45 · 17)) (777,P(21 · 37)) (783,P(27 · 29))
(795,P(15 · 53)) (819,P(63 · 13)) (825,P(33 · 25)) (837,P(27 · 31))
(855,P(45 · 19)) (861, P(21 · 41)) (867,P(51 · 17)) (885,P(15 · 59))
(891,P(81 · 11)) (897,P(39 · 23)) (903,P(21 · 43)) (915,P(15 · 61))
(921,D) (945,P(27 · 35)) (957,P(33 · 29)) (969,P(51 · 19))
(975,P(39 · 25)) (981,D) (987,P(21 · 47)) (993,A)
(999,P(27 · 37))
For v < 1000, all the unknown cases (except the impossible cases v = 3 or 9) were of the form v = 3p or 9p, with p
a prime. These cases in these two series are given below.
v= 3p: 87, 111, 249, 267, 291, 303, 309, 321, 327, 339, 393, 411, 417, 447, 453, 471, 489, 519, 537, 543, 573, 579,
591, 597, 633, 669, 687, 699, 717, 723, 753, 771, 789, 807, 813, 831, 843, 849, 879, 933, 939, 951.
v = 9p: 171, 333, 369, 387, 423, 477, 531, 549, 603, 639, 657, 711, 747, 801, 873, 909, 927, 963.
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