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Abstract
Frequency domain Blind Source Separation (BSS) is
shown to be equivalent to two sets of frequency domain
adaptive microphone arrays, i.e., Adaptive Null Beam-
formers(ANB).Theminimizationoftheoff-diagonalcom-
ponents in the BSS update equation can be viewed as
the minimization of the mean square error in the ANB.
The unmixing matrix of the BSS and the ﬁlter coefﬁ-
cients of the ANB converge to the same solution in the
mean square error sense if the twosource signals are ide-
ally independent. Therefore, we can conclude that the
performance of the BSS is upper bounded by that of the
ANB. This understanding clearly explains the poor per-
formance of the BSS in a real room with long reverber-
ation. The fundamental difference exists in the adapta-
tion period when they should adapt. That is, the ANB
can adapt in the presence of a jammer but the absence of
a target, whereas the BSS can adapt in the presence of
a target and jammer, and also in the presence of only a
target.
1. Introduction
Blind Source Separation (BSS) is an approach to es-
timate source signals si(t) using only the information of
mixed signals xj(t) observed in each inputchannel. This
techniqueisapplicable totheachievementofnoiserobust
speech recognition and high-quality hands-free telecom-
municationsystems. It mightalso become a cue for audi-
tory scene analysis.
To achieve the BSS of convolutive mixtures, several
methods have been proposed [1, 2]. In this paper, we
consider the BSS of convolutive mixtures of speech in
the frequency domain [3, 4], for the sake ofmathematical
simplicity and the reduction of computational complex-
ity.
Signalseparationbyusinganoisecancellationframe-
workwithsignalleakage intothenoisereference was dis-
cussed in [5, 6]. It was shown that the least squares crite-
rion is equivalent to the decorrelation criterion of a noise
free signal estimate and a signal free noise estimate. The
error minimization was shown to be completely equiva-
lent with a zero search in the crosscorrelation.
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Figure 1: BSS system conﬁguration.
Inspiredbytheirdiscussions, butapart fromthenoise
cancellation framework, we attempt to see the frequency
domain BSS problem with a frequency domain adaptive
microphonearray, i.e., Adaptive NullBeamformer(ANB)
frameworks. The equivalence and difference between the
BSS and ANB are discussed theoretically.
2. Frequency domain BSS of convolutive
mixtures of speech
The signals recorded by M microphones are given
by
xj(n)=
N 
i=1
P 
p=1
hji(p)si(n − p +1 ) ( j =1 ,···,M),
(1)
where si is the source signal from a source i, xj is the
received signalby a microphone j, and hji is the P-point
impulse response from source i to microphone j. In this
paper, we consider a two-input, two-output convolutive
BSS problem, i.e., N = M =2(Fig. 1).
The frequency domain approach to the convolutive
mixture is to transformthe problem intoan instantaneous
BSS problem in the frequency domain [3, 4]. Using a
T-point short time Fourier transform for (1), we obtain
X(ω,m)=H(ω)S(ω,m). (2)
We assume that H(ω) is invertible, and Hji(ω)  =0 . Eurospeech 2001 - Scandinavia
The unmixing process can be formulated in a fre-
quency bin ω:
Y (ω,m)=W(ω)X(ω,m), (3)
where S(ω,m)=[ S1(ω,m),S 2(ω,m)]T is the source
signal, X(ω)=[ X1(ω),X 2(ω)]T is the observed sig-
nal, Y (ω)=[ Y1(ω),Y 2(ω)]T is the estimated source
signal, and W(ω) represents the unmixing matrix at fre-
quency bin ω. W(ω) is determined so that Y1(ω,m) and
Y2(ω,m) become mutually independent. The above cal-
culationsare carried outat each frequency independently.
2.1. Second Order Statistics (SOS)
It is well known that the decorrelation criterion is
insufﬁcient to solve the problem. In [6], however, it is
pointed out that non-stationary signals provide enough
additional information to estimate all Wij. Some authors
have utilized the SOS for mixed speech signals [7, 8].
The source signals S1(ω,m) and S2(ω,m) are as-
sumed to be zero mean and mutually uncorrelated, that
is,
RS(ω,k)=
1
M
M−1 
m=0
S(ω,Mk + m)
S
∗(ω,Mk + m)
= Λs(ω,k), (4)
where ∗ denotes the conjugate transpose, and Λs(ω,k)
is a different diagonal matrix for each k.
In order to determine W(ω) so that Y1(ω,m) and
Y2(ω,m)become mutuallyuncorrelated,weseek aW(ω)
that diagonalizes the covariance matrices RY (ω,k) si-
multaneously for all k,
RY (ω,k)=
W(ω)
RX(ω,k)
W
∗(ω)
=
W(ω)
H(ω)Λs(ω,k)
H
∗(ω)
W
∗(ω)
= Λc(ω,k), (5)
where RX is the covariance matrix of X(ω) as follows,
RX(ω,k)=
1
M
M−1 
m=0
X(ω,Mk+m)
X
∗(ω,Mk+m), (6)
and Λc(ω,k) is an arbitrary diagonal matrix.
The diagonalization of RY (ω,k) can be written as
an overdetermined least-square problem,
arg min
W(ω)

k
||off-diag
W(ω)
RX(ω,k)
W
∗(ω)||
2 (7)
s.t.,

k
diag||
W(ω)
RX(ω,k)
W
∗(ω)||
2  =0 ,
where ||x||2 is the squared Frobenius norm. The least
squares solution to (7) is obtained using the steepest de-
scent algorithm,
W i+1(ω)=
Wi(ω) − µ(ω)
∂
∂
W ∗
i(ω)

k
Ji(ω,k), (8)
where J(ω,k)=||off-diag
W(ω)
RX(ω,k)
W
∗(ω)||
2.
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Figure 2: Two sets of ANB system conﬁgurations.
3. Frequency domain
adaptive null beamformer
Here, we consider the frequency domain adaptive
null beamformer (ANB), which forms a null directivity
pattern towards a jammer. Since our aim is to separate
two signals S1 and S2 with two microphones, two sets
of ANB are used (Fig. 2), that is, an ANB that forms a
null directivity pattern towards source S2 by using ﬁlter
coefﬁcients W11 and W12, and an ANB that forms a null
directivity pattern towards source S1 by using ﬁlter coef-
ﬁcients W21 and W22. Note that an ANB can be adapted
when only a jammer exists but a target does not exist.
3.1. ANB null towards S2
First, we consider the case of target S1 and jammer
S2 [Fig. 2(a)]. When target S1 =0 , output Y1(ω,t) is
expressed as
Y1(ω,t)=W11(ω)X1(ω,t)+W12(ω)X2(ω,t)
=
W(ω)
X(ω,t), (9)
where
W(ω)=[ W11(ω),W 12(ω)],
X(ω,t)=[ X1(ω,t),X2(ω,t)]
T.
Tominimizejammer S2(ω,t)inoutputY1(ω,t)when
target S1 =0 , mean square error J(ω) is introduced as
J(ω)=E[Y
2
1 (ω,t)]
=
W(ω)E[
X(ω,t)
X
∗(ω,t)]
W
∗(ω)
=
W(ω)R(ω)
W
∗(ω), (10)
where E is the expectation and
R(ω)=E

X1(ω,t)X
∗
1(ω,t) X1(ω,t)X
∗
2(ω,t)
X2(ω,t)X
∗
1(ω,t) X2(ω,t)X
∗
2(ω,t)

. (11)
By differentiating cost function J(ω) with respect to W
and setting the gradient equal to zero
∂J(ω)
∂
W
=2 R
W
∗ =0 , (12) Eurospeech 2001 - Scandinavia
we obtain the equation to solve as follows [(ω,t), etc.,
are omitted for convenience],
E

X1X
∗
1 X1X
∗
2
X2X
∗
1 X2X
∗
2

W
∗
11
W
∗
12

=

0
0

, (13)
or in a separate formula
E[X1X
∗
1]W
∗
11 + E[X1X
∗
2]W
∗
12 =0 (14)
E[X2X∗
1]W ∗
11 + E[X2X∗
2]W ∗
12 =0 . (15)
Using X1 = H12S2, X2 = H22S2, we get
W11H12 + W12H22 =0 . (16)
With(16)only,we have trivial solutionW11=W12=0.
Therefore, an additionalconstraintshouldbe addedtoen-
sure target signal S1 in output Y1. With this constraint,
output Y1 is expressed as
Y1 = W11X1 + W12X2
= W11H11S1 + W12H21S1 = c1S1, (17)
which leads to
W11H11 + W12H21 = c1, (18)
where c1 is an arbitrarycomplex constant. Since H12 and
H22 are unknown, theminimizationof(10)withadaptive
ﬁlters W11 and W12 is used to derive (16) withconstraint
(18). This means that the ANB solution is derived from
simultaneous equations (16) and (18).
3.2. ANB null towards S1
Similarly for target S2, jammer S1, and output Y2
[Fig. 2(b)], we obtain
W21H11 + W22H21 =0 (19)
W21H12 + W22H22 = c2. (20)
3.3. Two sets of ABF
By combining (16), (18), (19), and (20), the simul-
taneous equations for two sets of ANB are summarized
as

W11 W12
W21 W22

H11 H12
H21 H22

=

c1 0
0 c2

. (21)
4. Equivalence between
Blind Source Separation and
Adaptive Null Beamformers
The BSS update equation (8) works to minimize off-
diagonal components in
E

Y1Y ∗
1 Y1Y ∗
2
Y2Y ∗
1 Y2Y ∗
2

. (22)
In the BSS framework, outputs Y1 and Y2 are expressed
as
Y1 = aS1 + bS2 (23)
Y2 = cS1 + dS2, (24)
where

ab
cd

=

W11 W12
W21 W22

H11 H12
H21 H22

. (25)
4.1. When S1  =0and S2  =0
We now analyze what is going on in the BSS frame-
work. After convergence, the expectation of the off-diag-
onal component E[Y1Y ∗
2 ] is expressed as
E[Y1Y
∗
2 ]
= ad∗E[S1S∗
2]+bc∗E[S2S∗
1]+( ac∗E[S2
1]+bd∗E[S2
2])
=0 . (26)
Since S1 and S2 are assumed to be uncorrelated, the ﬁrst
term and the second term become zero. Then, the BSS
adaptation should drive the third term of (26) to be zero.
By squaring the third term and setting it equal to zero
(ac∗E[S2
1]+bd∗E[S2
2])2
= a2c2(E[S2
1])2 +2 abc∗d∗E[S2
1]E[S2
2]+b2d2(E[S2
2])2
=0 (27)
(27) is equivalent to
ac∗ = bd∗ =0 , abc∗d∗ =0 . (28)
CASE 1: a = c1,c=0 ,b=0 ,d= c2

W11 W12
W21 W22

H11 H12
H21 H22

=

c1 0
0 c2

(29)
This equationis exactly thesame as thatof theANB(21).
CASE 2: a =0 ,c= c1,b= c2,d=0

W11 W12
W21 W22

H11 H12
H21 H22

=

0 c2
c1 0

(30)
This equation leads to the permutation solution which is
Y1 = c2S2,Y 2 = c1S1.
CASE 3: a =0 ,c= c1,b=0 ,d= c2

W11 W12
W21 W22

H11 H12
H21 H22

=

00
c1 c2

(31)
This equation leads to undesirable solution Y1 =0 ,Y 2 =
c1S1 + c2S2.
CASE 4: a = c1,c=0 ,b= c2,d=0

W11 W12
W21 W22

H11 H12
H21 H22

=

c1 c2
00

(32)
This equation leads to undesirable solution Y1 = c1S1 +
c2S2,Y 2 =0 .
Note that CASE 3 and CASE 4 do not appear in
general since we assume that H(ω) is invertible, and
Hji(ω)  =0 . That is, if a =0then b  =0(CASE 2),
and if c =0then d  =0(CASE 1).
If the uncorrelated assumption between S1(ω) and
S2(ω) collapses, the ﬁrst and second terms of (26) be-
come thebiasnoisetogetthecorrectcoefﬁcients a,b,c,d. Eurospeech 2001 - Scandinavia
4.2. When S1  =0and S2 =0
The BSS can adapt, even if there is only one active
source. In this case, only one set of ANB is achieved.
When S2 =0 ,w eh a v e
Y1 = aS1 and Y2 = cS1 (33)
then
E[Y1Y ∗
2 ]=E[aS1c∗S∗
1]=ac∗E[S2
1]=0 , (34)
and therefore, the BSS adaptation should drive
ac∗ =0 . (35)
CASE 5: c =0 ,a= c1

W11 W12
W21 W22

H11 H12
H21 H22

=

c1 ∗
0 ∗

, (36)
where ∗ shows a don’t care. Since S2 =0 , the output can
be derived correctly Y1 = c1S1,Y 2 =0as follows.

Y1
Y2

=

c1 ∗
0 ∗

S1
0

=

c1S1
0

(37)
CASE 6: c = c1,a=0

W11 W12
W21 W22

H11 H12
H21 H22

=

0 ∗
c1 ∗

(38)
This equation leads to the permutation solution which is
Y1 =0 ,Y 2 = c1S1.

Y1
Y2

=

0 ∗
c1 ∗

S1
0

=

0
c1S1

(39)
4.3. FundamentallimitationoffrequencydomainBSS
Frequency domain BSS and frequency domain ANB
are shown to be equivalent [see equations (21) and (29)]
if the independent assumption ideally holds [see equa-
tion (26)]. Moreover, we have shown in [9], that a long
frame size works poorly in frequency domain BSS for
speech data of a few seconds, because the assumption of
independency between S1(ω) and S2(ω) does not holdin
each frequency. Therefore, the performance of the BSS
is upper bounded by that of the ANB.
We can form onlyone null towards the jammer inthe
case oftwomicrophones. Althoughthedirectivitypattern
becomes duller when there is a long reverberation, the
BSS and ANB mainly remove the sound from the jam-
mer direction. This understanding clearly explains the
poor performance of the BSS in a real room with long
reverberation.
The BSS was showntooutperform a ﬁxed nullbeam-
former that forms a steep null directivity pattern towards
a jammer under the assumptionof the jammer’s direction
being known [10, 11]. It is well known that an adaptive
null beamformer outperforms a ﬁxed null beamformer in
long reverberation. Our understanding also clearly ex-
plains the result.
Our discussion here is essentially also true for the
BSS with Higher Order Statistics (HOS), and will be ex-
tended to it shortly.
5. Conclusion
Frequency domain Blind Source Separation (BSS) is
shown to be equivalent to two sets of frequency domain
adaptive null beamformers (ANB). The unmixing matrix
of the BSS and the ﬁlter coefﬁcients of the ANB con-
verge to the same solution in the mean square error sense
if the two source signals are ideally independent. This
understanding clearly explains the poor performance of
the BSS in a real room with long reverberation. The fun-
damental difference exists in the adaptation period when
theyshouldadapt. That is,the ANBcan adaptinthepres-
ence of a jammer but the absence of a target, whereas the
BSScan adapt inthepresence ofa targetand jammer, and
also in the presence of only a target.
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