ABSTRACT Cloud storage applications, such as Dropbox and Google Drive, have recently become very popular among mobile users. In these applications, a cloud server is responsible for synchronizing updates to files among mobile users, and thus if files are shared by many mobile users and are frequently updated then the resulting synchronization traffic can be significant. In order to reduce the synchronization traffic with providing acceptable access latency, we propose a fog-assisted aggregated synchronization (FAS) scheme in which the fog computing server and the cloud server conduct localized and aggregated synchronizations, respectively. We develop an analytical model of the FAS scheme based on renewal-reward theory and use it for model-based adjustment of the timer that controls the trade-off between access latency and synchronization traffic. We use analytical and simulation results to give insight into the effects of the timer, the update-to-access ratio, the number of mobile users, and the sensitivity to the arrival process. The analytical and simulation results demonstrate that the FAS scheme can reduce the synchronization traffic significantly with acceptable access latency compared to conventional schemes.
I. INTRODUCTION
Cloud storage applications have become very popular among mobile users in recent years [2] - [6] . As an example, Dropbox, one of the most popular cloud storage applications, has more than 100 million users worldwide, and allows its users to access and share their files from mobile devices in realtime. As another example, Microsoft announced that they will soon enable editing documents from Android tablets, so that mobile users can access Office files and tools while on the go [7] , [8] .
Most cloud storage applications require or encourage their users to install a designated client program and to assign a designated local folder. A mobile user can add or modify a file in the local folder and the update is then automatically synchronized with a cloud server (CS). When the file is shared with other mobile users, the CS is responsible for
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synchronizing the shared file with all sharing users. Such a centralized architecture may be easy to manage, but if the file is shared by many mobile users and is frequently updated then the synchronization traffic can be significant [9] , [10] . For instance, Li et al. [11] analyze a recent large-scale Dropbox trace collected at the ISP level [12] and reveal that the synchronization traffic contributes to more than 90% of the traffic in Dropbox. Even with geo-distributed systems (e.g., Microsoft OneDrive), Wu et al. [13] show that complex synchronization protocols lead to non-negligible performance overhead. Since excessive synchronization traffic in mobile networks is critical owing to limited radio resources and battery power [14] , reducing the synchronization traffic is one of the most important issues in mobile cloud storage applications.
The existing synchronization schemes for cloud storage applications fall into on of two categories [15] : updatetriggered and timer-triggered. In the update-triggered synchronization scheme, once an update occurs, the full content of the file is updated to the CS and is synchronized with mobile users. Update triggered synchronization can be easily implemented and provides strong consistency, i.e., the file used by mobile users is always up-to-date, but it leads to significant synchronization traffic since the file is synchronized upon each update. In the timer-triggered synchronization scheme there is a pre-defined timer, and once the timer expires, the updated file is delivered to the CS and is synchronized to mobile users. Subsequently, a new timer is set for the next synchronization. Compared with the update-triggered synchronization, the timer-triggered synchronization scheme can reduce the synchronization traffic but it does not ensure strong consistency until the timer expires.
These two schemes correspond to extremes in terms of the trade-off between synchronization traffic and consistency. Recent work has aimed at addressing this trade-off through applying one or the other scheme to a file depending on the importance of ensuring consistency [21] , thus allowing to manage the trade-off for a set of files. The problem of managing the trade-off between synchronization traffic and consistency for each individual file is however so far unsolved. The problem of managing the trade-off is even more intriguing when file access patterns are heterogeneous in space, as the best scheme to use depend on the frequency of file accesses and may hence be location specific.
To address this problem, in this paper we propose a fogassisted aggregated synchronization (FAS) scheme to reduce the synchronization traffic for files that are frequently updated and are shared by many mobile users. In the proposed FAS scheme, mobile users are grouped into domains depending on their geographical locations and each domain is managed by one fog server (FS). Since the FS can be co-located with an adjacent access point (AP)/base station (BS), the FS can synchronize mobile users within its domain with little traffic. 1 In the FAS scheme, when an update occurs in the domain of a FS, the update is first sent to the FS. The FS synchronizes the update with mobile users in its domain and sends the update to the CS, which informs the other mobile users about the existence of an update. The CS accumulates updates during a timer T . When the timer expires, the CS delivers aggregated updates to the other FSs (except to the originating FS) in order to synchronize mobile users in the domains of the other FSs. Note that the CS sends aggregated updates to the FSs instead of to the individual mobile users, and the FS can multicast aggregated updates to mobile users in its domain.
Owing to localized and aggregated synchronization, the FAS scheme has the potential to reduce the synchronization traffic significantly. Since the CS informs mobile users in the other domains about the existence of updates to particular files, mobile users can request aggregated updates from the CS before the timer expires if needed, which allows to satisfy strong consistency [18] . Due to requesting aggregated updates, the FAS scheme may introduce additional latency when accessing a file, thus the timer T has to be chosen to guarantee an acceptable access latency, while reducing the synchronization traffic. To find such a timer value, we design a lightweight timer selection algorithm based on an analytical model of the FAS scheme. Extensive simulation results are given to demonstrate the effects of the timer, the update-to-access ratio, the number of mobile users, and the sensitivity to the arrival process. The analytical and simulation results show that the FAS scheme can reduce the synchronization traffic with acceptable access latency compared to conventional schemes.
The main contributions of this paper are twofold. First, the proposed FAS scheme is a novel solution to a fundamental problem in mobile cloud storage synchronization management, i.e., the reduction of the synchronization traffic by using a fog architecture, and as such it can be widely used in mobile cloud storage applications. Second, we develop an analytical model of the synchronization traffic and of the access latency of the proposed FAS scheme, and we validate the model by extensive simulations. The presented analytical and simulation results provide valuable insights for further performance improvements of not only the FAS scheme, but for the management of cloud storage synchronization solutions in general.
The rest of this paper is organized as follows. Related works are summarized in Section II. The system model and the UDS and TDS schemes are introduced in Section III, and the fog-assisted aggregated synchronization scheme is described in Section IV. The analytical model is developed in Section V. Simulation results are presented in Section VI, followed by concluding remarks in Section VII.
II. RELATED WORK
Many mobile cloud storage applications for data sharing have been widely deployed and gained much popularity in recent years. As a result, it is expected that cloud storage applications will generate a large amount of mobile Internet traffic [12] . Specifically, Li et al. [9] reveal that frequent and short updates to files in Dropbox generate an excessive amount of maintenance traffic, despite a number of techniques already in use for traffic reduction.
A common technique used by cloud storage applications for reducing network traffic is delta encoding. Delta encoding is an effective way for reducing the synchronization traffic. Drago et al. [10] compare five popular cloud storage applications and demonstrate that Dropbox is able to reduce the synchronization traffic significantly by using delta encoding.
Data compression is another way to reduce the synchronization traffic. Li et al. [11] reveal that 52% of files in cloud storage applications can be effectively compressed and data compression is able to reduce 24% of the total synchronization traffic based on a real-world trace. VOLUME 7, 2019 Server data deduplication eliminates replicas on the storage server [19] , [20] . Similarly, when the same content is already present in the CS, replicas in the users' local folder can be identified to save synchronization traffic. Drago et al. [10] show that Dropbox does not upload the data if the data are readily available at the CS. Moreover, Dropbox can identify multiple copies of users' files even after they are deleted and later restored.
Nonetheless, the synchronization traffic of cloud storage applications is significant even when the above techniques are employed and thus a number of research efforts have tried to further reduce the synchronization traffic. Li et al. [9] develop an update-batched delayed synchronization scheme that acts as a middleware between a Dropbox folder and an actual folder on the file system. By means of batching updates from the actual folder and applying them to the Dropbox folder at once, the synchronization traffic can be significantly reduced. In another work [15] , they propose a timer-based synchronization mechanism. Every time the timer expires, batched updates are synchronized and the timer is recalculated to consider the latest inter-update time. Ramos et al. [21] propose a scalable cloud file sharing system, which considers users' consistency requirements on the shared file while avoiding unnecessary synchronization traffic. In their system, updates requiring strong consistency are rapidly synchronized to users whereas other updates are delayed and batched to reduce the synchronization traffic. E et al. [22] designed an efficient cross-cloud file collaboration system called CoCloud. Specifically, they developed an inter-cloud transfer protocol including adaptively chunked deduplication, adjusted compression, and multi-level bundling. Cui et al. [23] proposed QuickSync to reduce the synchronization traffic. In their system, a network-aware chunker to adaptively select the propose chucking strategy based on network conditions, a redundancy eliminator to correctly perform delta encoding, and a batched syncer to appropriately transmit chunks in a batch manner and reduce the number of reconnections are introduced. In our previous work [24] , we propose an efficient delta synchronization algorithm that aggregates the update to reduce the synchronization traffic and synchronizes aggregated updates periodically to satisfy strong consistency. To identify the optimal policy for the aggregation and the periodical synchronization, an optimization problem is formulated as a Markov decision process (MDP).
These previous works do not consider a fog architecture for mobile cloud storage applications. The fog architecture is compatible with the emerging mobile edge cloud (MEC) architecture [25] , [26] , in which cloud computing and storage resources located close to the network edge can be used to provide application specific services and have access to radio network information. Our proposed FAS scheme leverages the MEC architecture to reduce the synchronization traffic through a combination of periodic and on-demand synchronization. Since cloud-based collaboration through mobile cloud storage applications is typically used in geographically confined areas, such as a company office or a university laboratory [27] , the proposed FAS architecture, which leverages geographical proximity, is a promising solution to reduce the synchronization traffic.
III. SYSTEM MODEL AND BACKGROUND
In this section, we describe the system model and give an outlines of the UDS and the TDS schemes.
A. SYSTEM MODEL Figure 1 shows the system model of the FAS scheme. We consider a mobile network, in which there is one FS per domain co-located with an AP/BS. FS domain can be a company office or a university laboratory where many mobile users use cloud storage applications. We assume that mobile users are connected to one FS through a wireless link, whereas FSs are connected to the CS through a mobile backhaul. We consider a single file F shared by mobile users and synchronized by the CS. By using localized and aggregated synchronizations, FS is responsible for synchronizing mobile users within its domain. We denote by D the number of FS domains and by M d the number of mobile users in the FS domain Figure 1 , we assume that there are 3 FS domains.
To avoid simultaneous updates to file F, only one user is granted the right to update the file F at a time [18] . We refer to the domain in which this user is located by D 1 , and call it the originating domain. This is a reasonable simplifying assumption for systems where individual files are modified by a single user over an extended period of time, and it is also reasonable if files are segmented into chunks and access control is managed at the chunk level (in this case our notion of a file would correspond to a chunk). The delegation of the right to update can be solved using existing protocols via the CS. We consider that delta encoding is used for efficiency, and we denote by u j the jth update of file F. We consider multicast capable mobile networks, and since the FS maintains the list of mobile users in its domain, it can multicast updates to mobile users in its domain. To describe the operation of the FAS scheme, we define four messages.
• Update(F, u j ): This message is sent to the FS and to the CS to inform them about the jth update of F.
• Sync(F, u j , u j+1 , . . . ): The FS and the CS send this message to synchronize updates (i.e., u j , u j+1 , . . . ) with mobile users. Note that the CS can aggregate multiple updates to minimize the synchronization traffic.
• Notify(F): This message is sent by the CS to notify mobile users in FS domains about an available update of file F (except in the originating domain). By receiving the message, mobile users can know that there is an update to F and thus they should contact the CS upon access to F. To avoid duplicating this message, the CS sends this message only when the first update to F occurs after the last synchronization of mobile users in the other domains.
• Access(F): The mobile user sends this message to access the shared file F after receiving a Notify(F) message.
B. BACKGROUND
Before describing the proposed FAS scheme, we provide an overview of the UDS and the TDS schemes. In the UDS scheme, whenever an update occurs, the CS synchronizes the update to all mobile users. The message flow of the UDS scheme is illustrated in Figure 2 . In the figure U k stands for mobile user k, and U 1 is a mobile user that makes updates to F. When U 1 first updates the file at time τ 1 , an Update(F, u 1 ) message is delivered to the CS. Then, the update u 1 is delivered to all users by sending Sync(F, u 1 ) messages immediately to all users (U 2 , U 3 , and U 4 in the figure). The same procedure is followed for u 2 and for u 4 at times τ 2 and τ 4 , respectively. As a result, mobile users can access the up-to-date file F immediately when there is an access event (e.g., U 4 at time τ 3 ).
FIGURE 2. Operation of update-triggered delta synchronization (UDS) scheme.
In the case of the TDS scheme, the CS aggregates updates during a pre-defined timer. The message flow of the TDS scheme is illustrated in Figure 3 . When U 1 first updates the file at time τ 1 , an Update(F, u 1 ) message is sent to the CS, which then aggregates u 1 . Similarly, the next update u 2 at time τ 2 is also aggregated in the CS. U 3 can not access the up-to-date file F at time τ 3 because the timer has not yet expired. When the timer expires at time τ 4 , aggregated updates including u 1 and u 2 are synchronized by means of Sync(F, u 1 , u 2 ) messages.
If frequent updates occur and the number of mobile users sharing the file is large, the synchronization traffic of the UDS and the TDS schemes can be significant. Moreover, the TDS scheme does not provide consistency after an update until the timer expires.
IV. FOG-ASSISTED AGGREGATED SYNCHRONIZATION (FAS) SCHEME
In this section, we describe the operation of the FAS scheme, whose main objective is to reduce the synchronization traffic in mobile cloud storage applications. To achieve this goal, the FS is used for localized synchronization while the CS performs aggregated synchronization, as follows. If an update occurs, the update is synchronized to other mobile users within the originating domain D 1 by the FS, after which the FS sends the update to the CS. To reduce the synchronization traffic, the update is not synchronized immediately to mobile users in the other domains. Instead, the CS sends a Notify(F) message to the FSs, except to the originating FS, and the FSs deliver the Notify(F) message to mobile users in their own domains. As a result, all mobile users in the other domains will know that there is an update available for F, even though they have not received the update itself.
The CS aggregates updates during the timer T and sends to the FSs aggregated updates using Sync(F, u j , . . . ) messages when the timer expires. Each FS can then multicast aggregated updates to mobile users in its domain. If a mobile user wants to access F after receiving the Notify(F) message but before the timer expires, the mobile user contacts the CS by sending an Access(F) message, which will cause the CS to send Sync(F, u j , . . .) messages. On the other hand, if a mobile user has not received any Notify(F) message, VOLUME 7, 2019 it can use the local copy of F, as it was synchronized by the most recent Sync message.
Intuitively, the FAS scheme may lead to additional latency to access F compared with the UDS scheme. Therefore, an appropriate timer should be chosen to guarantee an acceptable expected access latency as well as reduced synchronization traffic. We will address this problem in Section V-C. In what follows, we illustrate the operation of the FAS scheme through two examples. Figure 4 shows the operation of the FAS scheme when the synchronization occurs due to the expiration of the timer. U 1 sends an Update(F, u 1 ) message to FS 1 at time τ 1 (Step 1). 2 If there are mobile users sharing F in the domain of FS 1 (e.g., U 2 ), FS 1 multicasts a Sync(F, u 1 ) message to them (Step 2). After that, FS 1 sends an Update(F, u 1 ) message to the CS (Step 3). Note that the CS does not send any Sync(F, u 1 ) message to the other FSs immediately to keep the synchronization traffic low, but it sends a Notify(F) message to mobile users in the other domains to inform them about the existence of the update to F (Steps 4-5). The same happens upon the update u 2 at time τ 2 , which is synchronized to mobile users only within the originating domain by FS 1 but it is not sent to mobile users in the other domains because the update of F has been already notified owing to the update u 1 (Steps 6-8). The CS aggregates two updates, and upon the timer expiration at time τ 3 , it sends aggregated updates by Sync(F, u 1 , u 2 ) messages to all FSs except to the originating FS 1 (Steps 9-10). Note that the CS sends aggregated updates to the FSs instead of to the individual mobile users because each FS can multicast aggregated updates to mobile users, e.g., FS 2 can multicast the Sync(F, u 1 , u 2 ) message to U 3 and U 4 . Through multicasting, the gain of the FAS scheme increases with the number of mobile users per domain sharing the same file. 2 Since only one user is granted the right to update file F at a time, the CS receives Update message from one domain. Figure 5 shows the operation of the FAS scheme when the synchronization is performed due to the access request of a mobile user in the other domains. There is an update u 1 of F at time τ 1 (Step 1). Then, FS 1 multicasts a Sync(F, u 1 ) message to mobile users in its domain (e.g., U 2 ), and sends an Update(F, u 1 ) message to the CS (Steps 2-3) . The CS aggregates the update and sends Notify messages to the other FSs, which the other FSs deliver to mobile users in their domains, since this is the first update after the last synchronization (Steps 4-5). U 2 can access F immediately at time τ 2 without contacting the CS because U 2 is in the originating domain. Nonetheless, when U 4 in another domain wants to access F at time τ 3 , it sends an Access(F) message to the CS via FS 1 because it received the Notify(F) triggered by u 1 at time of τ 1 (Steps 6-7). In response, the CS synchronizes the file by sending the Sync(F, u 1 ) message to all FSs, and it restarts the timer (Steps 8-9). Note that U 4 would be able to access file F without contacting the CS if no Notify(F) message had been received after the last synchronization. 
A. SYNCHRONIZATION DUE TO TIMER EXPIRATION

B. SYNCHRONIZATION DUE TO ACCESS OF MOBILE USER
V. ANALYTICAL MODEL
In this section, we derive an analytical model of the synchronization traffic and of the access latency of the FAS scheme. Table 1 contains the most frequent notation used in the model.
To facilitate the analysis, we consider that the access events follow a Poisson process with intensity λ a [28] , [29] , update events follow a Poisson process with intensity λ u [30] , and the two processes are independent. We denote the arrival intensity of access events outside of domain Finally, we define the update-to-access ratio ρ = λ u /λ a for file F, which shows the relative frequency of the two kinds of events. We denote by S s the size of a Sync message without any update, and by S u the size of a single update. For simplicity we assume that each update has size S u , but we note that in principle S u could be interpreted as the average size of an update, assuming that the size of an update is independent of the inter-update time. Thus, if n u updates are aggregated and synchronized with a Sync message, the size of the Sync message will be S s + n u S u . Finally, we denote the size of the Notify message and the Access message by S n and S a , respectively.
To compute the average synchronization traffic, we model the system as a renewal-reward process. The renewal epochs are the Sync messages sent by the CS to the FSs, and consequently to all mobile users. The renewal epoch could be triggered by a timer expiration or by an Access message sent by a mobile user in a domain different from D 1 , if there was an update since the last Sync message. We denote the number of renewal events up to time t by N R (t), and we let R(t) be the event that there is a renewal event at time t. We denote by t n the beginning of renewal period n, and by X n = t n+1 − t n its length. For a particular renewal period, we denote the time of the kth access event by t a k , the time of the kth access event outside of the originating domain by t a k , and the time of the kth update event by t u k .
A. SYNCHRONIZATION TRAFFIC
The reward C n during renewal period n is the synchronization traffic, i.e., the traffic generated by Update, Notify, and Sync messages during the interval (t n , t n+1 ], and the average synchronization traffic is
Let us consider the synchronization traffic C n consists of the synchronization traffic C 1 n incurred in the originating domain where updates occur and the synchronization traffic C o n incurred in the other domains, i.e.,
In the originating domain, synchronization is performed whenever an update occurs, and since updates are not aggregated, the traffic due to a single synchronization is given by S s + S u . The expected synchronization traffic is thus
To derive the synchronization traffic C o n in the other domains, we have to consider the synchronization traffic due to the Sync message, due to the Notify message sent in response to the first update after a Sync message, and due to the Access message.
Observe that the renewal periods can end by one of two reasons: due to a timer expiration or due to an access event in the other domains. A renewal period can end due to a timer expiration, in which case t n+1 − t n = T . This is the case if no update event happens on (t n , t n + T ], if there is no access event outside of domain D 1 on (t n , t n + T ], or if there are one or more access events outside of domain D 1 on (t n , t n +T ] but all updates happen after the last access event of the period.
We can use the law of total probability to compute the probability that a renewal period ends due to a timer expiration. By conditioning on the number of access and update events during a period of length T , we obtain
To compute the probability P(t a n a < t u 1 |n a , n u ) that all access events happen before the first update event, observe that due to the Poisson arrival assumption, the distribution of the arrival epochs conditional on the number n a of access events during a period of length T is uniform on [0, T ] n a [31] . Given that there are n a access events and n u update events during a period of length T , we can thus compute the probability that the first update event happens after the last access event using combinatorial arguments as
We can also express the expected number of update events during a renewal period that ends due to a timer expiration as (5) which together with the size of the Sync messages allows the computation of the expected synchronization traffic during a renewal period that ends due to a timer expiration
Alternatively, a renewal period can end due to an access event in the other domains, in which case X n = t n+1 − t n < T . This is the case if there is at least one update since the last Sync message before an access event happens outside of domain D 1 . Clearly, P(X n < T ) = 1 − P(X n = T ), but to be able to compute the expected length of a renewal period, we need to compute the density function f X n (t), t ∈ (0 < t < T ) of the renewal period length. For this, we again use the law of total probability, conditioning on the number of access events up to and including t and on the number of update events up to t. Observe that given that there are n a access events and n u update events, the renewal period ends after time t if the n a th access event outside of D 1 happens at time t and the first n a − 1 access events happened before the n u update events, as otherwise the renewal period would have ended earlier. The probability that the n a th access event happens at time t is given by the Erlang(n a ) distribution with density function f E (t, n a , λ a ) while the probability that the first n a − 1 access events happened before the first of the n u update events for n a > 0 and n u > 0 is
and thus we have
Based on f X n (t) we can compute the expected renewal period length due to an access event as
To compute the traffic, observe that there is always one Notify and one Access message sent out during a renewal period that ends due to an access event. The expected number of updates during the renewal period can be computed by taking the expectation of (8) with respect to n u ,
which together with the size of the Sync messages allows the computation of the expected synchronization traffic in the other domains during a renewal period that ends due to an access event as
Finally, combining (3) with (6) and with (11) provides us the total synchronization traffic. Based on the above, we can calculate the average traffic over time as
where the equality holds with probability one according to the renewal reward theorem [31] . The computation of the average traffic C using (12) requires the numerical evaluation of (3) and (8), which contain infinite sums. Nonetheless, as the terms in (3) and (8) decrease exponentially in n a and n u , using a partial sum for the evaluation introduces an error that can be bounded.
B. ACCESS LATENCY
We can use the above model to express the average latency L of accessing file F. Since all updates are synchronized by the FS in the originating domain, the access latency in the originating domain is L 1 = 0. Unlike users in the originating domain, mobile users in the other domains may need to send an Access message to access file F. This is the case if there are aggregated updates in the CS upon an access event. Thus, to compute the average access latency, we need to compute the probability that an access event would lead to the generation of an Access message, and we need to compute the time L o it takes until the corresponding Sync message is received.
We compute the probability that an arbitrary access event triggers a Sync message by using the elementary renewal theorem to compute the expected rate of renewal epochs
and we observe that only a fraction P(X n < T ) of the renewal epochs is triggered by an access event. Thus, the probability 
To be able to compute the expected time it takes to receive the Sync message, we need to compute the expected size of the Sync message, which is a function of the number of updates N u (X n ) since the start of the renewal period. The average number of updates since the beginning of the renewal period until an access event that triggers a renewal epoch is E[N u (X n )|X n < T ], which can be computed based on (10) and (3), and provides the expected size of the Sync message. The average access latency can then be computed
C. MODEL-BASED TIMER SELECTION UNDER LATENCY CONSTRAINT
The synchronization traffic can be significantly reduced by increasing T , as a high value of T allows more updates to be aggregated at the CS. Nonetheless, a larger value of T implies increased access latency. In what follows, we propose a lightweight timer selection algorithm which ensures that the average access latency does not exceed a target threshold L B . The algorithm is based on the following observation.
Proposition 1: The average access latency L is a monotonically increasing function of the timer T .
Proof: Let us first observe that the expected number of updates in a renewal period that ends due to an access event (cf. (10) ) is monotonically increasing with the timer T , hence so is the size of a Sync message. Let us now consider the probability P(R(t)|A(t)) expressed in (14) . By using the quotient rule for computing the derivative of (14) with respect to the timer T , it is easy to see that P(R(t)|A(t)) is also monotonically increasing with the timer T . To provide an intuition for the result, recall that it is only access event that happen after the first update event of the renewal epoch that trigger a renewal epoch. Furthermore, if we consider the remaining time T − t u 1 until the next timer expiration following the first update event, then it is easy to see that for T > T , the random variable T − t u 1 first-order stochastically dominates T − t u 1 . Since the remaining time increases with the timer T , there is a higher probability that an access event happens before the timer expires (and thus triggers a renewal), and thus the fraction of access events that trigger a renewal increases.
Proposition 1 allows us to formulate a simple algorithm for choosing a timer that minimizes the synchronization traffic subject to an average access latency constraint for a measured arrival intensity, based on the model. Let us denote by τ the largest timer value that satisfies L ≤ L B (Step 1), i.e.,
Intuitively, τ is the timer with lowest overhead. Nonetheless, observe that for T < 1/λ u the synchronization due to timer expiration would occur more frequently than update events and thus the synchronization traffic would be unnecessarily
Algorithm 1 Pseudo-Code of the Timer Selection Algorithm
Model-based timer selection algorithm
Let T = τ 4: else 5: Let T = 0 /* timer disabled */ 6: end if high. Therefore, the FAS scheme should only be used if τ ≥ 1/λ u , in which case the optimal timer value is T = τ . Otherwise, the CS should not aggregate updates and synchronization should be done immediately upon updates (i.e., just like UDS); we use T = 0 to denote this case. Algorithm 1 shows the pseudo-code of the timer selection algorithm.
VI. PERFORMANCE EVALUATION
In what follows, we present numerical results based on the analytical model and simulation results using an event-driven simulator written in C++. The presented results serve for three purposes: 1) to validate the analytical model; 2) to compare the performance of the FAS scheme with that of the UDS and the TDS schemes; and 3) to show that the timer selection algorithm is fairly insensitive to the arrival process. In the simulation, the events of Update(F, u j ), Sync(F, u j , u j+1 , . . . ), Notify(F), and Access(F) are generated and the corresponding synchronoization cost and latency are computed. To obtain a realistic update-to-access ratio ρ, we use Dropbox data sets collected during 42 consecutive days reported in [12] . Based on the data sets, for a value of λ u = 1 we use a value of λ a = 0.416, i.e., ρ = 2.4. We consider that mobile users are uniformly spread among FSs (i.e., M 1 = M 2 = · · · = M D ). In simulations, the default value of the acceptable access latency L B is set to 30 msec.
We simulated domains that consist of a single-hop wireless link with bandwidth W and are connected to the CS by H -hop wireline backhaul with bandwidth B, and we compute the access latency based on the transmission time L o = (H /B + 1/W )(S s + n u S u ). 3 We consider that the cost of traffic over the wireless access link may be different from that over the backhaul [32] , and thus we allow to weight the traffic over the wireless access link by a factor ω. Thus, if a Sync message with a single update is sent from the FS to mobile users over the wireless access link, the traffic cost is ω (S s + S u ). While this network model may be rudimentary, it is simple and it allows us to focus on the fundamental characteristics of the FAS scheme.
The timer of the TDS scheme is set to that of the FAS scheme in simulations to allow for a fair comparison. The default parameter values for simulations are derived from [11] , [33] and are summarized in Table 2 . The presented simulation results are the averages of 100 simulation runs, and the figures show the 95% confidence intervals.
A. EFFECT OF TIMER (T )
Figure 7(a) shows the synchronization cost as a function of the timer T . Naturally, the synchronization cost of the UDS scheme is constant regardless of T because the UDS scheme does not employ any timer for the synchronization. On the other hand, the synchronization costs of the FAS and the TDS schemes decrease as T increases. The difference is significant for small values of the timer T , which shows the efficiency of the proposed FAS scheme in decreasing the synchronization traffic. It is also worthwhile to note that unlike the TDS scheme, the proposed FAS scheme always leads to less overhead than the UDS scheme. Figure 7 (b) shows the access latency of the FAS scheme as a function of the timer T . Note that the access latency of the UDS scheme is 0, and so is that of the TDS scheme, but the TDS scheme does not provide consistency. The figure shows that the access latency of the FAS scheme is a concave increasing function of the timer in accordance with Proposition 1. Comparing the results for different update intensities, we can also observe that the access latency decreases slower than linear in the update intensity.
Based on Figure 7 , we can conclude that the analytical and simulation results for FAS overlap, which validates the model. Thus in the following, we show analytical results only, unless otherwise noted. Figure 8 shows the trade-off between the access latency and the synchronization cost for five combinations of access intensity and update intensity, obtained by varying the timer T . The figure shows that the trade-off is fairly insensitive to the access intensity, but the update intensity has a significant impact. The significant impact of the update intensity on the trade-off curve is apparent from Figure 8 . A closer inspection of the curves for different access intensity values shows that while the access latency and synchronization cost both change depending on the access intensity (a lower access intensity results in lower synchronization cost but higher access latency for a fixed value of T ), the tradeoff curves are fairly similar. Thus, similar access latencysynchronization cost combinations can be achieved by adjusting the timer length T . Figure 9 shows the synchronization cost as a function of the update-to-access ratio ρ for timer T = 2 and constant access intensity λ a = 0.416. While the synchronization cost of all three schemes increases linearly with ρ, it is clear from the figure that the proposed FAS scheme outperforms both the UDS and the TDS schemes, and the performance difference increases with ρ, i.e., as the arrival intensity of updates increases, in accordance with the corresponding curves in Figure 8 . Figure 10 shows the synchronization cost as a function of the number of mobile users per domain, M d , for T = 2. The synchronization cost of the FAS scheme is constant regardless of M d , because the FS multicasts updates within its domain without additional overhead. Consequently, the gain of the FAS scheme compared to the UDS and the TDS schemes increases as M d increases. Although it may seem unfair to compare schemes employing unicast and multicast transmission, it is important to note that it is the inclusion of a fog server in the FAS system architecture that enables the use of multicasting in each domain, hence the comparison.
B. EFFECT OF THE UPDATE-TO-ACCESS RATIO (ρ)
C. EFFECT OF USER POPULATION (M d )
D. SENSITIVITY TO THE ARRIVAL PROCESS
Finally, we evaluate the sensitivity of the results to the arrival process using simulations. As alternatives to the Poisson process (i.e., exponential inter-arrival time), we consider that the inter-arrival times of update and access events follow one of two Phase-type distributions: Erlang-k and hyperexponential. To keep the mean inter-arrival time constant despite changing k, for the Erlang-k distribution we use rate kλ. To obtain a hyper-exponential with the same mean, we use a mixture of two exponential distributions with parameters λ/k and kλ, and a probability of k/(1+k) and 1/(1+k), respectively. Recall that the coefficient of variation of the Erlang-k distribution decreases with k (and thus the Erlang-k resembles the deterministic distribution for large k), while the coefficient of variation of the mixture of two exponential distributions parameterized by k increases with k. Figure 11 shows the synchronization cost as a function of the distributions' shape parameter k. The results show that the synchronization cost is fairly insensitive to the interarrival time distribution. Figure 12 shows the corresponding results for the average access latency. The figure shows that if the arrival process is closer to deterministic than a Poisson process (Erlang-k), the access latency does not increase significantly with k. On the contrary, the access latency drops significantly as the arrival process becomes less deterministic than the Poisson process (hyper-exponential). Thus, the proposed model-based timer selection algorithm would lead to a small violation of the average latency constraint if the arrival process is more deterministic than the Poisson process, and would lead to latencies significantly below the threshold for an arrival process that is less deterministic than the Poisson process.
VII. CONCLUSION
In this paper, we have proposed a fog-assisted aggregated synchronization (FAS) scheme for mobile cloud storage applications. In the FAS scheme, to reduce the synchronization traffic, the fog server and the cloud server conduct VOLUME 7, 2019 localized and aggregated synchronizations, respectively. To evaluate the performance of the FAS scheme, we derived an analytical model of the FAS scheme and validated it against simulations. The analytical results and extensive simulation results demonstrate the effects of the timer, the update-to-access ratio, the number of mobile users, and the sensitivity to the arrival process. Simulation results show that the FAS scheme can reduce the synchronization traffic significantly with acceptable access latency, and is fairly insensitive to the temporal characteristics of the file access pattern. Our work opens up for a number of interesting research questions concerning mobile edge cloud support for mobile cloud storage, including modeling the impact of mobility on fog-assisted synchronization and the signaling required to handle mobility, and further optimizations that leverage the spatio-temporal characteristics of user access. These question will be subject of our future work.
