This paper investigates numerical methods for solving coupled system of nonlinear elliptic problems. We utilize block monotone iterative methods based on Jacobi and Gauss-Seidel methods to solve difference schemes which approximate the coupled system of nonlinear elliptic problems, where reaction functions are quasimonotone nondecreasing. In the view of upper and lower solutions method, two monotone upper and lower sequences of solutions are constructed, where the monotone property ensures the theorem on existence of solutions to problems with quasimonotone nondecreasing reaction functions. Construction of initial upper and lower solutions is presented. The sequences of solutions generated by the block Gauss-Seidel method converge not slower than by the block Jacobi method.
Introduction
Several problems in the chemical, physical and engineering sciences are characterized by coupled systems of nonlinear elliptic equations [10] . In this paper, we construct block monotone iterative methods for solving the coupled system of nonlinear elliptic equations − L α u α (x, y) + f α (x, y, u) = 0, (x, y) ∈ ω, α = 1, 2,
ω = {(x, y) : 0 < x < 1, 0 < y < 1}, u(x, y) = g(x, y), (x, y) ∈ ∂ω, where u = (u 1 , u 2 ), f = (f 1 , f 2 ), g = (g 1 , g 2 ), and ∂ω is the boundary of ω.
The differential operators L α , α = 1, 2, are defined by L α u α (x, y) ≡ ε α (u α,xx + u α,yy ) − v α (x, y)(u α,x + u α,y ), where ε α , α = 1, 2, are positive constants. It is assumed that the functions f α , g α , v α , α = 1, 2, are smooth in their respective domains. For treating such nonlinear problems numerically using finite difference or finite element methods, the nonlinear problems are approximated by difference schemes which lead to nonlinear systems of algebraic equations. The main mathematical concern is to investigate whether these systems have a solution and to find efficient, stable and computationally effective methods for solving these discrete systems. The method of upper and lower solutions and its associated monotone iterations is a fruitful method for solving nonlinear difference schemes. The method of upper and lower solutions and its associated monotone iterations in the continuous case was originally developed for solving nonlinear elliptic and parabolic problems (see ([10] , [15] , for details). By using upper and lower solutions as two initial iterations, one can construct two monotone sequences which converge monotonically from above and below to a solution of the problem. This monotone property ensures the theorem on existence and uniqueness of solutions to problems.
In the case of nonlinear difference schemes, the method of upper and lower solutions has been developed and applied for solving elliptic and parabolic problems (see [3] , [7] , [11] , for details).
Block monotone iterative methods, based on the method of upper and lower solutions, have been used for solving nonlinear scalar elliptic equations [2] , [8] , [12] , [13] , [18] . The basic idea of the block monotone iterative methods is to decompose of a two dimensional problem into a series of one dimensional two-point boundary value problems. Each of one dimensional problem can be solved efficiently by a standard computational scheme such as the Thomas algorithm.
The application of the method of upper and lower solutions to coupled systems has more complexity. For solving coupled systems of nonlinear elliptic equations, monotone iterative methods based on the method of upper and lower solutions have been developed in [9] for continuous problems and in [4] , [5] , [6] , [17] for discrete problems.
The aim of this article is to construct and investigate block monotone iterative methods based on Jacobi and Gauss-Seidel methods for solving coupled systems of nonlinear elliptic equations with quasimonotone nondecreasing reaction functions f α , α = 1, 2, which satisfy the inequalities − ∂f α ∂u α ′ ≥ 0, (x, y) ∈ ω, α ′ = α, α = 1, 2.
The article is structured as follows. Section 2 deals with some properties of solutions to system (1) . In section 3, we consider a nonlinear difference scheme which approximates the nonlinear elliptic problem (1) . The construction of the block monotone Jacobi and Gauss-Seidel iterative methods is located in Section 4. Section 5 exhibits the construction of initial upper and lower solutions which are used as initial iterations in the monotone iterative methods. Finally, in Section 6, the convergence rate of the block monotone Jacobi and Gauss-Seidel iterative methods are compared.
2 Properties of solutions to system (1)
Two vector functions u(x, y) = ( u 1 , u 2 ) and u(x, y) = ( u 1 , u 2 ), are called, respectively, upper and lower solutions to (1), if they satisfy the inequalities
For a given ordered upper u and lower u solutions, a sector u, u is defined as follows
On the sector u, u , the vector function f (x, y, u) is assumed to satisfy the constraints
where c α (x, y), α = 1, 2, are non-negative bounded functions. The vector function f (x, y, u) is called quasimonotone nondecreasing on u, u , if it satisfies (4). Consider the following iterative method for solving the nonlinear system (1)
where c α (x, y), α = 1, 2, are defined in (3).
Theorem 1.
Assume that the vector function f (x, y, u) in (1) satisfies (3) and (4) . Let u = ( u 1 , u 2 ) and u = ( u 1 , u 2 ) be ordered upper and lower solutions. Then the upper {u (n) } and lower {u (n) } sequences, generated by (5) with u (0) = ( u 1 , u 2 ) and u (0) = ( u 1 , u 2 ) converge monotonically, respectively, from above to a maximal solution u and from below to a minimal solution u, such that
If s = (s 1 , s 2 ) is any other solution in u, u , then u ≤ s ≤ u.
The proof of the theorem can be found in [10] .
The nonlinear difference scheme
On ω, we introduce a rectangular mesh Ω h = Ω hx × Ω hy :
where ∂Ω h is the boundary of the mesh Ω h , and
, are, respectively, the central difference and backward difference approximations to the second and first derivatives:
Remark 1. An approximation of the first derivatives u x and u y depends on the signs of v α (x, y), α = 1, 2. When v α (x, y) ≤ 0, α = 1, 2, then u x and u y are approximated by forward difference formula. The first derivatives u x and u y are approximated by using both forward or backward difference formulae when v α (x, y), α = 1, 2, have variable signs.
The vector mesh functions
are called ordered upper and lower solutions of (7), if they satisfy the inequalities
For a given pair of ordered upper and lower solutions U (x i , y j ) and U (x i , y j ), we define the sector
We assume that on U , U , the vector function f (x i , y j , U ) in (7), satisfy the constraints
where c α (x i , y j ), α = 1, 2, are non-negative bounded functions in Ω h . We say that the vector function f (x i , y j , U ) is quasimonotone nondecreasing on U , U if it satisfies (10).
Remark 2. In this remark we discuss the mean-value theorem for vectorvalued functions. Introduce the following notation:
Assume that F α (x, y, u α , u α ′ ), α = 1, 2, are smooth functions, then we have
where h α (x, y) lies between u α (x, y) and w α (x, y), and h α ′ (x, y) lies between u α ′ (x, y) and w α ′ (x, y), α = 1, 2.
We introduce the notation
where c α (x i , y j ), α = 1, 2, are defined in (9) , and give a monotone property of Γ α , α = 1, 2. Lemma 1. Suppose that U = (U 1 , U 2 ) and V = (V 1 , V 2 ), are any functions in U , U , where U ≥ V , and assume that (9) and (10) are satisfied. Then
where (x i , y j ) is suppressed in (14) .
Proof. From (13), we have
For α = 1 in (15), using the mean-value theorem (12), we obtain
where
From here, (9), (10) and taking into account that U α ≥ V α , α = 1, 2, we conclude that
Similarly, we can prove that
We introduce the linear version of problem (7) in the form
, and c * α (x i , y j ), α = 1, 2, are non-negative bounded functions. We formulate the maximum principle for the difference operator
, and give an estimate of the solution to (16).
(ii) The following estimate of the solution to (16) holds true
The proof of the lemma can be found in [1] , [14] .
Block monotone schemes
Write down the difference scheme (7) at an interior mesh point (
where G * α,ij is associated with the boundary function g α (x i , y j ). Define vectors and diagonal matrices by
where L α,1 U α,0 is included in G * α,1 , and R α,Nx−1 U α,Nx is included in G * α,Nx . Then the difference scheme (7) may be written in the form
with the tridiagonal matrix A α,i in the form
Matrices L α,i and R α,i contain the coupling coefficients of a mesh point, respectively, to the mesh point of the left line and the mesh point of the right line.
Block monotone Jacobi method
We present the block monotone Jacobi method for the difference scheme (19). The upper {U
α,i }, α = 1, 2, sequences of solutions are calculated by the following block Jacobi iterative method
, α = 1, 2, and 0 is the (N y −1)× 1 zero vector. Matrix C α,i is the diagonal matrix diag(c α,i,1 , . . . , c α,i,Ny−1 ), where c α,i,j , (i, j) ∈ Ω h , α = 1, 2, are defined in (9).
Remark 3. Similar to Remark 2, we discuss the mean-value theorem for vector-functions. Introduce the following notations: 
where Y α,i lies between U α,i and V α,i , and
∂uα and (9) and (10) . Let U = ( U 1 , U 2 ) and U = ( U 1 , U 2 ) be, respectively, ordered upper and lower solutions of (7). Then the upper {U
, sequences generated by (20), with U (0) = U and U (0) = U , converge monotonically, respectively, from above to a maximal solution U and from below to a minimal solution U , such that,
Proof. Since U (0) is an initial upper solution (8) , from (20), we have (18) and A α,i are strictly diagonal dominant matrix, we conclude that A α,i , i = 1, 2, . . . , N x − 1, α = 1, 2, are M -matrices and A −1
Similarly, we prove that
We now prove that
Letting W (n)
2,i )
1,i = 0, i = 0, N x . By the mean-value theorem (22), we have
2,i ) =
2,i,Ny−1 )
. . , N x , α = 1, 2, and
2,i,1 ), . . . ,
2,i,Ny−1 ) ,
2,i,Ny−1 ) .
From here, (9), (10) and taking into account that
1,i = 0, i = 0, N x . From here and (A α,i + C α,i ) −1 ≥ O, i = 1, 2, . . . , N x − 1, α = 1, 2, we obtain
We now prove that U (1) α,i and U (1) α,i , i = 0, 1, . . . , N x , α = 1, 2, are, respectively, upper and lower solutions to (7) . For α = 1, from (20) and using the meanvalue theorem (22), we obtain
From (25), (26) and (27), we conclude that
satisfy (9) and (10) . From (9), (10), (25) and taking into account that
Similarly, we conclude that
From (8), (29) and (30), we conclude that U
i , i = 0, 1, . . . , N x , is an upper solution to (7) . By following a similar argument, we prove that
By induction on n, we can prove that the sequences {U 
Similar to (28), we have
By taking the limit of both sides of (32) and using (31), it follows that
which means that U i , i = 0, 1, . . . , N x , is a maximal solution to the nonlinear difference scheme (7). In similar manner, we can prove that
which means that (U i ), i = 0, 1, . . . , N x , is a minimal solution to the nonlinear difference scheme (7). Now, we prove (24). We assume that S = (S 1 , S 2 ) is another solution in U , U . We consider the sector S, U , which means that we treat S as a lower solution. Since {S (n) } = {S} is a constant sequence for all n, then from (23), we conclude that U α,i ≥ S α,i , i = 0, 1, . . . , N x , α = 1, 2. Now, we consider the sector U , S , which means that we treat S as an upper solution. Similarly, since {S (n) } = {S} is a constant sequence for all n, then from (23), we conclude that U α,i ≤ S α,i , i = 0, 1, . . . , N x , α = 1, 2. Thus, we prove (24).
Block monotone Gauss-Seidel method
We introduce the block monotone Gauss-Seidel method for the nonlinear difference scheme (19). The iterative sequences {U
. . , N x , α = 1, 2, are calculated by using the block Gauss-Seidel iterative method (ii) If v α (x, y) ≥ 0, α = 1, 2, in (1), then we start the block Gauss-Seidel method implementation from i = 0, that is, we start from the left. (1), then we start the block Gauss-Seidel method implementation from i = N x , that is, we start from the right. In this case, the block Gauss-Seidel iterative method (33) can be written in the form
Theorem 3. Assume that f α (x i , y j , U ), α = 1, 2, satisfy (9) and (10). Let U = ( U 1 , U 2 ) and U = ( U 1 , U 2 ) be, respectively, ordered upper and lower solutions of (7). Then the upper {U (n) α,i } and lower {U (n) α,i }, i = 0, 1, . . . , N x , α = 1, 2, sequences generated by (33), with U (0) = U and U (0) = U , converge monotonically, respectively, from above to a maximal solution U and from below to a minimal solution U , such that,
(34) If S = (S 1 , S 2 ) is any other solution in U , U , then
Proof. Since U (0) is an initial upper solution (8) , from (33), we have
α,2 ≤ 0, α = 1, 2. Thus, by induction on i, we prove that
By the mean-value theorem (22), we have
2,i,1 ), . . . , f 1,i,Ny−1 (U
1,i,Ny−1 , U
α,i , i = 0, 1, . . . , N x , α = 1, 2, and
From here, we conclude that
satisfy (9) and (10). From here and (40), we have
1,i = 0, i = 0, N x . From here, (9), (10), taking into account that W (0) α,i ≥ 0, i = 0, 1, . . . , N x , α = 1, 2, and R 1,i ≥ O, we obtain
1,2 ≥ 0. Thus, by induction on i, we prove that W
1,i ≥ 0, i = 0, 1, . . . , N x . By following a similar argument, we can prove (39) for α = 2.
We now prove that U
α,i and U
α,i , i = 0, 1, . . . , N x , α = 1, 2, are, respectively, upper and lower solutions to (33). From (33) for α = 1 and using the mean-value theorem (22), we conclude that
From (37), (38) and (39), we conclude that
satisfy (9) and (10) . From (9), (10), (37) and taking into account that R 1,i ≥ O, i = 1, 2, . . . , N x − 1, we conclude that
From (8), (44) and (45), we conclude that (U
1,i , U
2,i ), i = 0, 1, . . . , N x , is an upper solution to (7) . By following a similar manner, we have
, is a lower solution to (7) . By induction on n, we can prove that {U 
Similar to (43), we have
By taking the limit of both sides of (47), and using (37), it followers that
Similarly, we obtain
From (48) and (49), we conclude that (U 1,i , U 2,i ), i = 0, 1, . . . , N x , is a maximal solution to the nonlinear difference scheme (7). In a similar manner, we can prove that
which means that (U 1,i , U 2,i ), i = 0, . . . , N x , is a minimal solution to the nonlinear difference scheme (7). The proof of (35) repeats the proof of (24) in Theorem 2.
Construction of initial upper and lower solutions
We discuss the construction of upper U = ( U 1 , U 2 ) and lower U = ( U 1 , U 2 ) solutions which are used as initial iterations in the monotone iterative methods (20) and (33).
Bounded functions
Assume that the functions f α (x, y, u), g α (x, y), α = 1, 2 in (1) satisfy the following constraints
where M α , α = 1, 2, are positive constants. From here and the definition of a lower solution (8), we conclude that the vector function
is a lower solution of the nonlinear difference scheme (7). For upper solutions, we introduce the linear problems
Lemma 3. Suppose that the assumptions in (50) are satisfied. Then the mesh functions U and U from (51) and (52), are, respectively, ordered lower and upper solutions to (7), such that
Proof. From (50) and (52), we have
Thus, U (x i , y j ) is an upper solution (8) . We now prove that the vector functions U (x i , y j ) and U (x i , y j ), (x i , y j ) ∈ Ω h , are ordered upper and lower (51) and (52), we have
From here, taking into account that M α , α = 1, 2, are positive constants and using the maximum principle in Lemma 2, we conclude that
Thus, we prove (53).
Constant upper and lower solutions
Assume that the functions f α (x, y, u), g α (x, y), α = 1, 2, in (1) satisfy the following conditions
The vector function from (51) is a lower solution to (7) . We suppose that there exist positive constants K 1 , K 2 which satisfy the inequalities
where K = (K 1 , K 2 ). In the following lemma, we prove that the vector function
is an upper solution to (7).
Lemma 4. Suppose that the assumptions in (55) and (56) are satisfied. Then the mesh functions U = ( U 1 , U 2 ) and U = ( U 1 , U 2 ) from (51) and (57) are, respectively, ordered lower and upper solutions to (7) and satisfy (53).
Proof. From (56) and (57), we have
From here and (56), we conclude that U (x i , y j ), (x i , y j ) ∈ Ω h , is an upper solution (8) . We now prove that the vector functions U (x i , y j ) and U (x i , y j ), (x i , y j ) ∈ Ω h , are ordered upper and lower solutions. Letting W (x i , y j ) =
From (51), (55), (56) and (57), we conclude that
From here, (59) and using the maximum principle in Lemma 2, we conclude that
Gas-liquid interaction model
The following example illustrates the construction of initial upper and lower solutions for a gas-liquid interaction model. Consider the gas-liquid interaction model where a dissolved gas A and a dissolved reactant B interact in a bounded diffusion medium ω (see in [10] for details). The chemical reaction scheme is given by A + k 1 B → k 2 P and is called the second order reaction, where k 1 and k 2 are the rate constants and P is the product. Denote by z 1 (x, y) and z 2 (x, y) the concentrations of the dissolved gas A and the reactant B, respectively. Then the above reactant scheme is governed by (1) with L α z α = ε α △z α , f α = σ α z 1 z 2 , α = 1, 2, where σ 1 is the rate constant, σ 2 = k 1 σ 1 . By choosing a suitable positive constant ρ 1 > 0 and letting
and the system (1) is reduced to
It is clear from (60) that (f 1 , f 2 ) is quasi-monotone nondecreasing in the rectangle
for any positive constant ρ 2 .
The nonlinear difference scheme (7) is reduced to
where f α , α = 1, 2, are defined in (60).
Introduce the following linear problems
We now show that
are, respectively, upper and lower solutions to (61). From (60), (62) and (63), we obtain
and
From here and using (8), we conclude that ( U 1 , U 2 ) is an upper solution of (61). Similarly, we have
From here and using (8), we conclude that ( U 1 , U 2 ) is a lower solution of (61). Now we prove that
From (60) and (62), we have ρ 1 − W 1 ≥ 0, on ∂Ω h . From here, (62) and (63), we obtain
From here and using Lemma 2, we obtain
Now from (62) and (63), we have U 2 − U 2 = W 2 − 0 = W 2 , and
From here and using Lemma 2, we conclude that
Thus, we prove (64). From (60), in the sector U , U , we have
and the assumptions in (9) are satisfied with c 1 (x i , y j ) = σ 1 W 2 (x i , y j ), c 2 (x i , y j ) = σ 2 ρ 1 , (x i , y j ) ∈ Ω h .
From here and (63), we conclude that Theorems 2 and 3 hold for the discrete gas-liquid interaction model (61).
Comparison of the block monotone Jacobi and block monotone Gauss-Seidel methods
The following theorem shows that the block monotone Gauss-Seidel method (33) converge not slower than the block monotone Jacobi method (20).
Theorem 4. Let U = ( U 1 , U 2 ) and U = ( U 1 , U 2 ) be, respectively, ordered upper and lower solutions (8) . Assume that the functions f α (x i , y j , U ), α = 1, 2, satisfy (9) and (10) . Suppose that the sequences {(U Thus, we prove (65) for lower solutions. By following the same manner, we can prove (65) for upper solutions.
