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The Rayleigh–Taylor instability which is responsible for the occurrence of narrow upward jets
are studied in the scope of the nonhydrostatic model with horizontally–nonuniform density and the
Newtonian cooling. As analysis shows, the total hierarchy of instabilities in this model consists
of three regimes – collapse, algebraic instability, and inertial motion. Realization of these stages,
mutual transitions and interference depend on a ratio between two characteristic time scales –
collapse time and cooling time.
PACS numbers: 47.20.Cq, 47.10.Df, 47.20.Ma
I. INTRODUCTION
It is known that the RayleighTaylor instability (RTI)
appears when a higher density fluid is positioned above
a fluid with lower density in a gravitational field or in an
accelerated system when the fluid with lower density ac-
celerates the fluid of higher density. The physical cause
of the initial layered density stratification can be vari-
ous. Layers with temperature inhomogeneity, layers of
salinity, inhomogeneous distribution of bubbles can be
observed in geophysical conditions. Turbidity currents,
whose the average density stratification derives from sus-
pended mud or silt, can also exist.
Figure 1: A meeting of two oceans in the Bering Strait region
[1] (the relative velocity of flows is zero). A sharp bound-
ary between regions with different temperatures is clearly
observed. This can be an example of the beginning de-
velopment of the RTI of the interface of regions with dif-
ferent horizontally distributed relative ”buoyancy” τ (x, t) =
ah(∂̺/∂T )∆T/̺0. Here, T is the temperature, ̺ is the den-
sity of water, the parameter ah is the horizontal component
of non-inertial (for example, centrifugal) acceleration.
The main aim of this work is to study the influence of
cooling on the development of the RTI. In astrophysics,
geophysical fluid dynamics and technical applications,
numerous examples can be found when RTI is initiated
Figure 2: A meeting of flows of Rhone and Arve (France) [2]:
the relative velocity of flows is zero. A sharp boundary di-
vides regions with different thermodynamical properties. In
the right zone in Figure, the field τ (x, t) depends on the con-
centration of suspended particles of mud or silt.
by thermal irregularities localized in thin horizontal (per-
pendicular to gravity) layers. In boundary layers, such
irregularities arise as a result of nonuniform heating and
look like islets of more hot (light) fluid.
The dynamics of these thermal islets is essentially non-
linear because their occurrence severely disturbs the bal-
ance in the fluid. (Let us remind that when a system
is conservative and its initial state coincides or close to
the unstable equilibrium then, at an early stage, its per-
turbations should evolve in the regime of exponential
growth. Such behavior is predicted by the linear the-
ory. That is how the instability develops in the classical
problem [3] about the evolution of a plane interface sepa-
rating two fluids when a heavier fluid lies above a lighter
one in the gravity field. Traditional vision of the process
in terms of spectral modes is that a single–mode (sinu-
soidal) initial perturbation (of small magnitude) of the
unstable horizontal interface between fluids starts in the
exponential regime (described by linear differential equa-
tions for interface deformation), proceeds to the nonlin-
ear regime, and finally enters a turbulent regime where
2multiple space scales emerge.) For the thermal islets, at
least at an early stage as long as vertical motions are
so small that the hydrostatic balance is weakly broken,
to our mind, a more plausible is another model. Such
model can be constructed within the framework of the
so–called ”shallow water approximation” with horizon-
tally nonuniform density [4–6]: in fact, by describing the
process of RTI, one should distinguish between two limit
cases based on the ratio of characteristic thickness l of the
fluid layers and the characteristic horizontal space scale
of initial deformation of the interface L: deep l/L ≫ 1
and shallow l/L≪ 1 fluids.
A quite full understanding of islets dynamics can be
gained in the framework of a minimal model (see be-
low) by analyzing its symmetries without any solving
a Cauchy problem. As shown in Appendix, the exis-
tence of a scaling symmetry means that in addition to
total energy H the model conserves one more integral
G = 1
8
(dI/dt)2−HI, where I is the moment of inertia of
the islet proportional to the squire of the characteristic
size of islet 〈r〉 multiplied on its vertical magnitude 〈h〉.
The quantity I serves as an indicator of the collapse when
〈r〉 → 0 and 〈h〉 → ∞, the integrals H and G determine
the characteristic time of collapse t0.
The existence of integrals H and G permits to under-
stand the cause of appearing of the collapse of islets. In
fact, differentiating G with respect time t at once gives us
the so–called virial theorem d2I/dt2 = 4H . The sufficient
criterion of the collapse, which immediately follows from
the virial theorem, says that the positive quantity I van-
ishes in a finite time for any initial states corresponding
to a negative constant H . By virtue of incompressibility,
this indicates that islets of more light fluid are collapsing
into a vertical axis, forming infinitely narrow (singular)
upward jets. If jets develop from quiescent states, their
height grows as h ∼ (t0 − t)−1 and reaches infinity in
finite time t0 =
√
G/(8H2).
There is an extensive literature (see for example Ref. [7]
and references therein) devoted to the phenomenon of
collapse, also referred as the ”blowup”. This phe-
nomenon is a sufficiently universal mechanism by which
instabilities manifest themselves in nonlinear physical
systems [4, 8–14]. That is why it seems logical to as-
sume that collapses can be key to the understanding of
strong turbulence [15–17].
It is obviously that scenario of self-similar collapse is an
idealization. In fact, the closer is a system to its collapse,
the more is its deviation from hydrostatic approximation.
For this reason, as shown in [18, 19] (see also Fig. 5,
taken from [19]), under the action of nonhydrostaticity
the regime of blow-up instability slows down and goes
into the regime of algebraic instability.
The salient features of algebraic instability can be un-
derstood by using dimensional analysis. Suppose that
along with the characteristic interval of possible singu-
larity formation t0, the problem has also other param-
eters. Among them are gravity acceleration g, the jet
height h, its initial value h0, the current time t, and the
Atwoods number A. Thus, h = h(t, g, t0, h0, A), which
means that only the three-argument functional depen-
dence h = h0F (gt
2/h0, t0/t, A) is admitted for a dimen-
sionless combination. At large time t ≫ t0, the second
argument tends to zero. In this case, the system must
”forget” its initial state and dependence on h0 must dis-
appear. This is possible only if the function F is linear
in the first argument. As a result, these qualitative ar-
guments lead us to the law h ∼ gt2f(A).
The minimal nonhydrostatic model allows to describe
not only the initial and algebraic stage (see asymptotics
a and b in Fig. 5) but also the transition between them.
Both these regimes are the results of the self-similar de-
velopment of upward jets arising under influence RTI in
neglecting by dissipative effects. However, the number
of open questions becomes considerably larger if we con-
sider more general models, which use other boundary and
initial conditions and take into account effects of viscos-
ity, diffusion, thermal and electric conduction. All these
reasons lead to the occurrence of new typical scales of
motion.
Without any doubt, the most important of all dissi-
pative effects are those affecting the buoyancy force. In
this context, thermal losses due to the cooling are more
important in comparison with losses due to viscosity. In-
deed, thermal smoothing due to cooling leads to density
homogenization. For the warm upward jets, it means
that eventually they become neutrally buoyant and hence
move inertially – with a constant velocity without the ac-
tion of any external forces.
Thus, if the nonhydrostatic model is supplemented by
the cooling effect, it should predict the inertial regime
when the upward jet height grows as h ∼ h∗ + c∗t. The
influence of model parameters on quantities h∗ and c∗ is
one of the subject matters of this work.
This paper is organized as follows. In Sec. II we discuss
the model setup and formulate the governing equations.
In Sec. III we analyze self-similar solutions and consider
possible scenarios of their behavior. In Sec. IV we sum-
marize our results. Appendix A is devoted to scaling
symmetry which is responsible for the self-similarity at
the initial stage of development of RTI.
II. NONHYDROSTATIC MODEL WITH
NEWTONIAN COOLING
We considered in previous works [18, 19] an estimation
two-layer (Fig. 3), non–hydrostatic, model with depth–
averaged flow in the active (lower) layer, which governed
by the set of equations
∂tu+ (u · ∇)u = − 1
2h
∇(h2τ) − 1
3h
∇
(
h2
d2h
dt2
)
, (1)
∂th+∇· (hu) = 0, (2)
∂tτ + u · ∇τ = 0. (3)
The notations in Eqs. (1)–(3) are as follows: x are the
Cartesian horizontal coordinates; ∇ is the horizontal gra-
3Figure 3: The model of the active (lower) layer with
horizontally-nonuniform density. This conservative model
supposes that two incompressible fluids are separated by the
interface z = h(x, t) and subjected to the action of gravity
g. The upper fluid with the density ̺0 = const expands to
z =∞, whereas the lower fluid with the density ̺0+∆̺(x, t),
where ∆̺/̺0 ≪ 1, rests on the horizontal bottom z = 0.
dient operator; ∂t and d/dt are the partial and total time
derivatives; u(x, t) is the depth averaged horizontal ve-
locity in the active layer, τ(x, t) = g∆̺/̺0 is the relative
buoyancy, which, unlike h, may take any sign.
In the simplest case τ = g = const, Eqs. (1)–(3) are re-
duced to the well-known Green–Naghdi equations which
describe gravity waves on the surface of shallow water
in the non-hydrostaticity approximation [20–24]. If the
hydrostatic balance is broken sufficiently weakly, there
is every reason to ignore the Green–Naghdi correction
– the last term in Eq. (1). It is in this approximation
that Eqs. (1)–(3) were used to study the development of
the Rayleigh-Taylor instability in large-scale flows with
horizontally-nonuniform density [4–6]. Nevertheless, the
model (1)–(3) is not a generalization of Ripa-type models
[25]. As shown in [17], it is a parametrization composed
of terms which dominate at the initial and next stage of
the RTI.
We consider the new physical effect of the decelera-
tion of the RTI process due to a possible buoyancy vari-
ation. Depending on the mechanism of buoyancy varia-
tions (cooling, phase transformations, and so on), there
are various ways of its parametrization. For reasons of
simplicity, we will use, instead of Eq. (3), the relaxation
type equation
∂tτ + u · ∇τ = −τ/Tc, (4)
where Tc is the relaxation time scale for the Newtonian
cooling. Note that the Newtonian cooling is an effective
quantity which implies the total thermal losses including
the thermal radiation. For real physical models, the ra-
diation cooling can be used to evaluate the upper bound
of relaxation time.
III. SELF-SIMILAR SOLUTIONS
(RADIAL-SYMMETRIC CASE)
In the radial symmetry case and the lack of rotation,
Eqs. (1), (2), (4) look as follows
h
du
dt
+ ∂r
(
1
2
h2τ +
1
3
h2
d2h
dt2
)
= 0, (5)
r
dh
dt
+ h∂r (ru) = 0,
dτ
dt
= −τ/Tc, (6)
where the radial component of velocity u, the height h,
and the buoyancy τ depend on radial coordinate r and
time t only.
It is more convenient to use Eqs. (5), (6) in the La-
grangian representation. The direct way to do this is to
consider the parametrization r = rˆ(s, t), where s is a new
(lagrangian) coordinate such that
u(r, t)|r=rˆ = rˆt(s, t), h(r, t)|r=rˆ = hˆ(s, t),
τ(r, t)|r=rˆ = τˆ (s, t). (7)
Here and in the sequel the subscripts t and s will denote
partial derivatives ft = ∂tf , fs = ∂sf .
In these notations, Eqs. (5), (6)) rearranges to give
hˆrˆsrˆtt + ∂s
(
1
2
hˆ2τˆ +
1
3
hˆ2hˆtt
)
= 0, (8)
∂t
(
hˆrˆrˆs
)
= 0, τˆt = −τ/Tc. (9)
Just like the nondissipative versions [4–6, 18, 19] of this
model, Eqs. (8), (9) possess compact self-similar solutions
hˆ = h0η
√
1− s2, rˆ = h0
2φ
√
η
s, (10)
τˆ = −τ0e−t/T
√
1− s2. (11)
Here η(t) is a time-dependent variable which must be
found, 0 ≤ s ≤ 1, and h0, τ0 are positive constants fixed
by initial conditions. These solutions describe a semi-
ellipsoidal drop which rests on the horizontal bottom and,
with time, turns into a thin jet.
If we impose an initial condition η(0) = 1, then h0 is
an initial height of jet and d0 = h0/φ is its initial bottom
diameter. Thus, the quantity φ = h0/d0 makes simple
geometric sense of the aspect ratio at initial time.
Substituting of (10), (11) into (8), (9), we get
d
dt
[(
dη
dt
)2(
1 +
1
8φ2η3
)]
− 3 τ0
h0
dη
dt
e−t/Tc = 0. (12)
Let the scale of time T be chosen so that h0 =
3
2
τ0T
2. Then, after nondimensionalization, Eq. (12) can
be rewritten in the form
dη
dt
√
1 +
1
8φ2η3
= p,
dp
dt
√
1 +
1
8φ2η3
= e−αt, (13)
4Figure 4: The reduced growth rate αc of jet as the function of
its initial aspect ratio φ. The curves a, b, c, d were calculated
for α running through the values 0.001, 0.01, 0.1, 1.
where α = T/Tc.
Because our interest is only in solutions corresponding
to quiescent states, Eqs. (13) must be solved under initial
conditions
η(0) = 1, p(0) = 0, (14)
while φ and α play a role of model parameters.
In order to find an upper estimation for the jet growth
rate at the stage when cooling neutralizes buoyancy, it
suffices to solve Eqs. (13) approximately. Assuming that,
as t→∞, η →∞, we get asymptotically
η ≈ η∗ + c∗t, p ≈ c∗. (15)
where η∗ and c∗ are integration constants dependent on
both α and φ.
If φ≫ 1, these constants can be found explicitly
η∗ = 1− α−2, c∗ = α−1.
Thus, as seen from Fig. 4, in this case, the inequality
α−1 ≥ c∗ majorizes the jet growth rate while the in-
equality φ/α ≤ c∗ minorizes it.
All three stages of instability – the collapsing regime,
the regime of algebraic growth, and the inertial regime
are recognized quite clearly if only the Newtonian cooling
time Tc much larger than the collapse time t0. Since,
according to Eq. (A7)
t0 =
√
h0
6τ0φ2
=
T
2φ
,
Figure 5: Three stages of instability: the collapsing regime
(a), the regime of algebraic growth (b), and the inertial regime
(c). The regime of algebraic instability is contained between
two vertical dashed lines. The calculation is performed for
the parameters φ = 0.1, α = 0.01.
this condition implies that
2φ≫ α. (16)
If not, the algebraic regime is masked by inertial one.
The case of a weak cooling when Tc ≫ t0 is shown
in Fig. 5. The collapsing regime develops at the initial
stage and goes on as long as the inequality φ2η3 < 1
holds true. In this approximation, (13), (14) is converted
into equations
dη
dt
= 2
√
2φpη3/2,
dp
dt
= 2
√
2φη3/2, (17)
η(0) = 1, p(0) = 0, (18)
which have the collapsing solution (see [4, 5])
η =
(
1− 4φ2t2)−1 . (19)
This solution (see Fig. 5) remains valid until t ap-
proaches enough close to t0. Next, in time interval
t0 < t < Tc, the jet develops in the regime of alge-
braic growth. At this stage, as long as the cooling has
a weak influence, the instability can be approximated by
the equations
ηt = p, pt = 1, (20)
which result in a power-law growth
η = t2/2. (21)
5Figure 6: The transition to the inertial regime without the
stage of algebraic growth. The notations are the same as in
Fig. 6 but the calculation is performed for the parameters
φ = 0.1, α = 0.1.
If the cooling is so strong that times of t0 and Tc be-
come rather close or even Tc < t0, the transition to the
inertial regime happens without the stage of algebraic
growth. Just that very case is shown in Fig. 6.
IV. CONCLUSIONS
We now summarize the main results of the work. The
main goal of this paper was to study the combined influ-
ence of non-hydrostaticity and of cooling process on the
final stage of the RTI in the model of the active layer
with horizontally-nonuniform density.
As shown in this paper, all three regimes (collapse,
algebraic instability, and inertial motion) exist only for
jets whose the initial aspect ratio φ is sufficiently large
and the cooling is weak enough so that the inequality
1 > 2φ≫ α holds.
In this hierarchical sequence of regimes, the inertial
motion is the only stage that is asymptotically achieved
always in the presence of cooling independently of ini-
tial conditions. The realization of two preceding stages
depends on initial conditions.
If initial conditions are such that the aspect ratio
φ = h0/d0 where h0 is an initial height of jet and d0
is its initial bottom diameter, becomes close to 1, the
collapsing regime has no enough time to develop. In this
case, the existence and the lifetime of the second stage
when the jet height undergoes a square growth in time
depend on the relation between the collapse time t0 and
Figure 7: Time-dependence of height of the jet under con-
ditions typical of the Earth’s atmosphere. The dashed line
corresponds to the inertial regime.
the cooling time Tc. The weaker is the inequality Tc ≫ t0,
and hence 2φ ≫ α, the shorter is the second stage. As
Tc . t0, it is missing at all.
In order to assess the influence of cooling on the growth
rate of jets, we consider conditions typical of the Earth’s
atmosphere. Assume that, in an initial state, a thermal
islet has a semi-ellipsoidal shape Eq. (10) with the height
h0 = 10m and the bottom diameter d0 = 1 km, as well
as it is ∆T = 2◦C warmer than the ambient atmosphere.
These values corresponds to the aspect ratio φ = 0.01 and
the time scale T ≈ 10 sec. If the cooling time amounts
Tc ≈ 5min, then α = T/Tc = 0.03, and our theory gives
c∗ ≈ 5m · sec−1. As shown in Fig. 7, this growth rate is
achieved at a height of 2 km after approximately 20min
when the thermal islet turns into a thin jet moving under
inertia. Note that, in given example the jet goes over into
the stage of inertial motion by missing the intermediate
stage of algebraic instability. This occurs because the
cooling time Tc ≈ 5min is less than the collapse time
t0 ≈ 8min.
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6Appendix A: Scaling symmetry of minimal model
As a minimal model, we consider two-dimensional flow
whose evolution is described by the equations
∂tu+ (u · ∇)u = G0x− 1
2h
∇ (h2τ) , (A1)
∂th+∇ (hu) = 0, ∂tτ + (u · ∇) τ = 0. (A2)
These equations describe the depth-averaged flow in the
active (lower) layer in hydrostatic SW approximation and
can be formulated within the framework of the two-layer
model that is shown in Fig. 3.
This model supposes that two incompressible fluids are
located on both sides of the interface z = h(x, t) in the
presence of gravity g. The upper fluid with the density
̺0 expands to z = ∞, whereas the lower fluid with the
density ̺0 + ∆̺(x, t) is based on the horizontal bottom
z = 0.
The other notations are as follows: x are the Carte-
sian horizontal coordinates; ∇ is the horizontal gradi-
ent operator; ∂t and d/dt are the partial and total time
derivatives; u(x, t) is the depth averaged horizontal ve-
locity in the active layer, τ(x, t) = g∆̺/̺0 is the relative
buoyancy, which, unlike h, may take any sign. Note, de-
pending on the sign of a constant G0, the central force
G0x applied to the fluid can be both centripetal and also
centrifugal. A more detailed derivation and discussion of
this model is given in [4–6].
Equations (A1), (A2) are Hamiltonian and can be ob-
tained from first principles with use of the Poisson brack-
ets
{ui, u′k} = h−1δ (∂iuk − ∂kui) ,
{h, u′k} = −∂kδ, {τ, u′k} = −h−1δ∂kτ,
and the Hamiltonian
H =
1
2
∫
dx
(
hu2 + h2τ −G0hx2
)
.
Here and in what follows, primed field variables mean
the dependence on the primed spatial coordinates, δ =
δ(x− x′) is the Dirac delta function, all the trivial Pois-
son brackets are omitted for the sake of space, and all
the integrals are taken over the whole area occupied by
the 2D-flow.
In addition to H the system has also other motion
invariants. Some of them are annihilators of the Poisson
brackets and are referred to as Casimirs. For the model
(A1), (A2), total mass Q and total buoyancy N
Q =
∫
dxh, N =
∫
dxhτ,
are the simplest of them. If a conserved functional F
is not the Casimir, then it is a generator of the symme-
try transformation under which equations of motion are
invariant [26].
In order to find such an invariant, we consider two
integrals
V =
∫
dxh (x · u), I =
∫
dxhx2,
which are treated as the virial and the moment of inertia.
As can be verified directly, being time-dependent quan-
tities, integrals V and I obey the equations
dI
dt
= 2V,
dV
dt
= 2(H +G0I).
These equations can be rewritten in the canonical form
dI
dt
=
∂G
∂V
,
dV
dt
= −∂G
∂I
,
G = V 2 − 2IH −G0I2. (A3)
where the functional G plays the role of the Hamiltonian
and hence is the new invariant of motion.
Once G is a constant of motion, taking its derivative
with respect to time gives
d2I
dt2
= 4 (H +G0I) . (A4)
If G0 = 0, from (A4) it follows that
d2I
dt2
= 4H. (A5)
In nonlinear optics [27], this relation is known as virial
theorem. In this simple case, for solutions evolving from
the quiescent states (dI/dt)t=0 = 0, Eqs. (A3), (A5) give
I = − G
2H
+ 2Ht2, (A6)
Thus, inequalities H < 0 and G ≥ 0 are the neces-
sary and sufficient condition for collapsing from quiescent
states.
The collapse time t0 is defined as time at which I van-
ishes. If G0 = 0, from this condition and Eq. (A6) it is
easy to find that
t0 =
√
G
4H2
=
√
− I0
2H0
, H0 =
1
2
∫
dxh2τ, (A7)
where I0 and H0 are integrals calculated from the initial
distributions h, τ on condition that u = 0.
In order to show that the invariant G is responsible
for the scale symmetry, we consider the transformation
which changes both independent and dependent variables
as follows
x
′ =
x√
I
, t′ =
∫
dt
I
, h =
h′
I
, τ = τ ′. (A8)
Using the fact that
u =
1√
I
(u′ + V x′) ,
7it is easy to verify that transformation (A8) leaves
Eqs. (A1), (A2) invariant, namely, brings them to the
form
∂′tu
′ + (u′ · ∇′)u′ = Gx′ − 1
2h′
∇′ (h′2τ ′) , (A9)
∂′th
′ +∇′ (h′u′) = 0, ∂′tτ ′ + (u′ · ∇′) τ ′ = 0, (A10)
where ∇′ = ∂/∂x′ and ∂′t = ∂/∂t′. In doing so, the
time-dependent integrals I, V become invariants
I → I ′ = 1, V → V ′ = 0,
while the integrals of motion H , G change as
H → H ′ = −G, G→ G′ = G,
Obtained equalities should be considered as normalizing
conditions in solving the problem (A9), (A10).
Note that in the special case of steady-state solutions
when u′ = 0, all the conditions except for I ′ = 1 are sat-
isfied automatically and the problem (A9), (A10) reduces
to the equation
2Gh′x′ = ∇′ (h′2τ ′) .
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