In this paper we have observed and shown that ternary systems are more promising than the more traditional binary systems used in computers. In particular, ternary number system, heaps on ternary trees, and quicksort with 3 partitions do indicate some theoretical advantages over the more established binary systems. The magic Napierian e plays the crucial role to establish the results. The experimental data, supporting the analysis, have also been presented.
Introduction
With the invention of computers, 2-parametric algebra, number system and graphs among other systems started to ourish with accelerated speed. Boolean algebra got its important applications in computer technology, binary number system has occupied the core of computer arithmetic, and binary trees have become inseparable in mathematical analysis of complexity of algorithms and in the development of e cient algorithms.
Since 2 has been being used as a parameter having signi cant in uence in the e ciency of the concerned algorithms, the claim of its supremacy over other values should be subject to rigorous veri cation. Megiddo 1] has placed an objection to the standard translation of problems into languages via the binary coding. Extensive works have already been done on optimality of ternary trees 2] and their VLSI embedding 3]. In this paper we have made simpli ed theoretical analyses on several problems, where 2 is being used as an algorithmic parameter, to see whether some other values are more promising. We have achieved some positive results in favour of 3 as an algorithmic parameter and these results have been supported by the experimental data.
In the next section we will establish the optimal value of d in d-ary systems by using some criteria that are suitable for speci c cases of applications. 
d-ary number system
With the advent of computers and popularity of bistable electronic components binary number system has rmly established its position in computer arithmetic. Although the following analysis must not have gone unnoticed in the literature, for the sake of completeness it has been presented below. Let us assume that the cost of a number system is proportional to the product of number of digits d in the system and number of digits required to express any arbitrary integer n. We wish to nd the value of d for which the above product is a minimum. Ignoring integrality condition we may assume that log d n digits are su cient to express an integer n in d-ary number system. Hence function to be minimized in this case is
Since d is independent of n it is su cient to minimize 
This supports that ternary number system should be better than the popular binary system, where criterion of optimality is similar to the one assumed here.
d-ary Heaps
Heapsort is a popular sorting algorithm, since its worst case and average case complexity has the same order of O(n ln n) 4]. Recent advances in the heapsort algorithm through the works of Carlsson 5, 6] and introduction of generalized heapsort by Paulik 7] have rmly challenged the superiority of quicksort or other sorting algorithms over heapsort. For example, heapsort has been proven to be the best sorting algorithm in terms of number of comparisons 6]. Moreover, heaps also have very useful applications in processing priority queues. For simplicity of analysis, let us consider the worst-case complexity of a top-down variant of heapsort. We know that in order to nd the proper place for the last unsorted element, d ? 1 comparisons are required to determine the youngest son and one more comparison to determine whether the element will be pushed down to another level. So in all for each level of push down d comparisons are necessary. In the worst case the element will be pushed down to the bottom, i.e., h levels, where h = dlog d (n(d ? 1) + 1)e. We are interested in nding the value of d for which
is minimized.
Assuming n to be very large and ignoring ceiling function, we have the following modi ed function. 
Since now optimal value of d is independent of n, we have to minimize d ln d for which the result is already known to us. The optimal value of d is again 3.
In Table 1 , some experimental data are given in support of the above discussion. These data are taken from 100-run average. We have also considered the performance of 4-heap, which was reported by Paulik 7] to outperform traditional 2-heap. In both heap and quicksorts we make comparisons between an element in the register and an element in the memory. So cost of comparison includes a data movement and a comparison. In case of movement a data element is moved from a register to a memory location. So naturally the cost of comparison is higher than the cost of movement. We have used 486-DX2 66MHz machine with math co-processor and 16KB internal cache and 256KB external cache. We have found that the number of clock cycles required for 10 7 oating point comparisons and movements using cache are 193 and 121 respectively. So a single oating point comparison is equivalent to 1:6 oating point movement. For integer and double data the corresponding factors are 1:125 and 1:005 respectively. Without using cache the corresponding factors for integer, oating point and double data are 1:4, 1:39 and 1:42 respectively. In Table 1 tmoves indicates total number of equivalent moves for oating point data using cache. From Table 1 we can see that the more the comparison cost is prominent over movement cost, the more promising is ternary heap over binary heap.
d-Quicksort
Quicksort is a popular sorting algorithm. This algorithm works by partitioning the elements into two subgroups, where the elements of one subgroup is smaller than the partitioning element and the elements of the other subgroup are larger than the partitioning element. Now what will be the performance of the algorithm if the elements were partitioned into three subgroups? We can call this algorithm 3-way quicksort. For this algorithm two partitioning elements are required. These elements are used to partition all the elements into three subgroups | rst, middle, and last. The elements in the rst subgroup are smaller than both the parttioning elements, those in the middle subgroup are larger than or equal to the rst element but smalller than or equal to the second partitioning element and those in the last subgroup are larger than both the partitioning elements. To sort a list its elements are partitioned this way recursively untill no more partitioning is possible. Now, to nd the average case performance of this 3-way quicksort we consider the following details of implementation of the above algorithm.
We choose the two boundary elements as the partitioning elements. The elements in the rst subgroup will be scanned from left to right starting at the leftmost position. For the last subgroup, elements will be scanned from right to left starting from the rightmost position. The elements of the middle subgroup are scanned in both ways alternately starting from the middle of the list. The elements are compared with the partitioning elements to ascertain their position in the list. On the average 3n 2 comparisons are required. This can be shown as follows. To partition an element into 3 way, at least one and at most two comparisons are required. For n, again assuming length of each partition to be distributed uniformly, the average number of comparisons, C a To nd an approximation to T a 3 (n) we assume T a 3 (n) = n ln n and nd the best t value for using regression analysis. Using di erent values of n ranging from 1; 000 to 10; 000; 000, the best value of has been found to be approximately 1:8. If we use logarithm to the base 2 this gure comes to 1:248. For 2-quicksort 8] the value of is 1:386, which is signi cantly higher than 1:248, the value of for 3-quicksort.
To compare the relative performance of 2-quicksort and 3-quicksort, some experiments have been done, and the results are shown in Table 2 . We have used i486SX 33MHz based machine with 16KB internal cache and 256KB external cache. Floating point random data was used for the experiments. t tick in Table 2 denotes the total clockticks required for execution. 1 clock tick is equivalent to 0.0346 sec.
