Introduction. The paper is devoted to the research of effective numerical methods for solving eutrophication problem of shallow waters taking into account water environment, spatiallynonuniform distribution of temperature and salinity, microturbulent diffusion, gravitational sedimentation, and spreading of biogenic pollution, oxygen, phyto-and zooplankton, etc. The simulation objects are shallow waters -the Azov Sea and Taganrog Bay. Materials and Methods. The mathematical model of eutrophication of shallow waters was developed. Parallel implementation was performed for computationally laborious convection-diffusion problems, taking into account the architecture and parameters of supercomputers based on the decomposition methods of grid domains. We determined that the maximum acceleration was 43 times on 128 computational nodes. We developed two algorithms including the algorithm based on the kmeans method for data distribution between processors in parallel implementation. Due to the using these algorithms, the efficiency of algorithm for solving the problem is increased on 15% compared to the algorithm of the standard partition of computational domain. Results. New mathematical models and software complex were developed for mathematical modeling of eutrophication processes in shallow waters. The concentrations of pollutants and plankton calculated for different wind situations were taken into consideration, if the relative error did not exceed 30%. Due to expedition researches the primary verification of the model of ecosystem of the Azov Sea was performed. The problem of modeling and forecasting the state of water ecosystems of the Azov Sea in conditions of anthropogenic influence and comprehensive research of the unique water object was implemented. Because of the water object is shallow, it's more affected by anthropogenic influence. The software complex, combining mathematical models and databases, was designed. Using this complex we researched conditions which are contributed by the eutrophication processes in shallow waters. Discussion and Conclusions. Due to the solving the water ecology problem we can forecast different scenario of changing the water quality in shallow waters, and to investigate the mechanisms of formation of zones with low oxygen content.
Fig. 1. The wide areas of the «water bloom» in the Azov Sea
The 3D spatially heterogeneous mathematical model was performed for the reconstruction of the «water bloom». This process caused the suffocation in the South-Eastern part of the Azov Sea in July 2013. The information about the wind velocity and direction in the Temryuk Bay in July 2016, provided the meteorological station in Kerch city (WMO_ID 33983) and shown in Fig.2 , was used for this model as input data. 16, 2013 Water temperature in the computational domain for the simulated time interval is shown in Fig.3 . We used classes, described by the Institute for nature protection and reserves Ministry of ecology of Russia and given in Table 1 , for analyzing the water quality of the Azov Sea. In Table 1 : 1 -trophicity, class quality, the nature of saprobity, options; 2 -oligotrophy, very clean, xenosaprobic (I); 3 -esotropia, clean, batalhas-fineness (II); 4 -esotropia, moderately polluted, alfareros-fineness (III); 5 -eutropia, polluted, betamatch-fineness (IV); 6 -polytrope, dirty, alphabets-fineness (V); 7 -hypereutrophy, very dirty, polycarobonate (VI); *) -watercourses; **) -stagnant waters; ***) -possible the higher values. Water transparency by Secchi disk, m, *) **) 
where
-velocity vector components; p is an excess pressure above the undisturbed fluid hydrostatic pressure; ρ is density;  is Earth's angular velocity;  is an angle between the angular velocity vector and the vertical vector; μ, are horizontal and vertical components of turbulent exchange coefficient. We consider the equation system (1), (2) with the following boundary conditions: -at the entrance ( the mouth of Don and Kuban rivers):
-the lateral boundary (beach and bottom):
-at the output (Kerch Strait):
where  is a liquid evaporation intensity; , xy  are tangential stress components (Van-Dorn law); v  is suspension density.
Tangential stress components for free surface are in the form:
where w is a wind velocity vector relative to the water; a  is atmosphere density, Tangential stress components for bottom are in the form:
We can define the coefficient of the vertical turbulent exchange with inhomogeneous depth on the basis of the measured velocity pulsation:
where  is a grid scale; s C is non-dimensional empirical constant, defined on the basis of attenuation process calculation of homogeneous isotropic turbulence. Grid method was used for solving the problem (1) -(3) [4] . The approximation of equations by time variable was performed on the basis of splitting schemes into physical processes [5 -9] in the form of the pressure correction method.
Three-dimensional mathematical model of eutrofication processes of shallow water. Computational domain G (Fig. 4) is a closed area, limited by the undisturbed water surface
, and the cylindrical surface, the undisturbed surface  for .
-the sectionally smooth boundary of the domain G [10 -14] . The developed model is described by equations: 
where i  is the absorption coefficient of the i-th component by the bottom material.
We has to add the following initial conditions to (5):
Water flow velocity fields, calculated according to the model (1) - (3), are used as input data for the model (1) -(3). The discretization of models (1) - (4), (5) - (7) was performed on the basis of the high-resolution schemes which are described in [15] .
Using the eutrofication model (5) - (6) the processes of ammonification, nitrification, nitratereductase (denitrification), assimilation 4 NH , oxidation S H 2 , sulfate reduction, oxidation and recovery of manganese can be described, and we can research the formation of zones of reduced oxygen and forecast changes of oxygen and nutrient regimes in shallow waters.
The processes of biogeochemical cycles of chemical elements, due to which the transfer of aerobic conditions in anaerobic is performed, were parameterized in developing the model.
The three-dimensional eutrophication model of the Azov Sea (5) - (6) was investigated, and sufficient conditions for the existence and uniqueness were obtained and formulated as theorems.
. Thus, when the following inequalities are held:
-the spatially maximum dimensions of the computational domain; the model problem of eutrofication of shallow water in Eq. (5) - (7) has a solution.
. Thus, when the following inequalities are held: (5) - (7) has a unique solution.
We constructed the coherent grid h  for discretization the model (5) - (6).
are vector parameters, characterizing the density of nodes:
where ,, i j k are indexes in ,, x y z directions; ,, The computational domain in spatial directions ,, x y z is represented by the combination of parallelepipeds. We performed the discretization of model (5) - (7) using the difference schemes with weights:
We added the approximated initial and boundary conditions to the system (8). We investigated the stability of difference schemes. The difference scheme (8) in the canonical form:
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Sufficient condition for the stability and monotonicity of the model (8) is determined based on the maximum principle of A.A. Samarsky with the following limitations:
The analysis of the accuracy of approximation of the scheme with weights in the form (8) showed that it has the highest order of accuracy on temporary and spatial variables:   The initial data for proposed model of eutrofication of shallow water in the form (5) - (7) is the velocity vector field of the water flow calculated by model (1)-(4) . Method for solving grid equations. The grid equations, obtained in the finite-difference approximations of tasks (1) - (3), (5) - (8), can be presented in the matrix form [16] :
where A is a linear, positive definite operator (A > 0). We use the implicit iterative process for solving problem (8):
In Eq. (10) m is the number of iteration, τ > 0 is an iterative parameter, and B is an invertible operator (a stabilizer). The inverting of the operator B in Eq. (10) should be significantly easier than the directly inverting of the original operator A in Eq. (9). We construct B using the additive representation of operator 0 A , i.e., the symmetric part of the operator A:
The operator-stabilizer can be written as follows:
where D is some, generally diagonal, operator.
Relations (11), (12) The estimation of convergence rate of this method is in the form: (3), (5) - (7), with different types of domain decomposition. Algorithm 1. Each processor receive its computational domain after the partition of the initial computational domain into two coordinate directions, as shown in Fig. 5 . The adjacent domains overlap by two layers of nodes in the perpendicular direction to the plane of the partition [19] .
The residual vector and it uniform norm are calculated after that as each processor will receive the information for its part of the domain. Then, each processor determines the maximum element in module of the residual vector and transmits its value to all remaining calculators. Now receiving the maximum element on each processor is enough to calculate the uniform norm of the residual vector [20] . Fig. 6 (the transferring elements after the calculation of two layers by the first processor is presented).
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In the first step of calculating the first processor operate on with the top layer. Then the transfer of overlapping elements is occurred to the adjacent processors. In the next step the first processor operate on with the second layer, and its neighbors -the first. The transfer of elements after calculating two layers by the first processor is given in Fig. 6 . In the scheme for the calculation of the vector m y only the first processor does not require additional information and can independently operate on with its part of the domain. Other processors wait the results from the previous processor, while it transfers the calculated values of the grid functions to the grid nodes, located in the preceding positions of this line. The process continues until all the layers will be calculated. Similarly, we can solve the systems of linear algebraic equations (SLAE) with the upper-triangular matrix for calculating the correction vector. Further, the scalar products are calculated (12) , and the transition is proceeded to the next iteration layer. We constructed the theoretical estimate of the time. It's required to perform the MATM step for SLAE with seven-diagonal matrix with using decomposition in two spatial directions on a cluster of distributed calculations. All computational domain is distributed among processors (n is the total number of processors, 
is the total transferring time at computing the vector m y .
We obtained that the computational time for vector m w which equals to the following: Thus, the computation time for calculating on n processors is following: 
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We considered the case of the problem solution with the rectangular domain. The domain has a complex shape in the case of real water. At the same time the real acceleration is less than its theoretical estimation. The dependence of the acceleration, obtained in the theoretical estimates, can be used as the upper estimate of the acceleration for parallel implementation of the MATM algorithm by the domain decomposition in two spatial directions.
We describe the domain decomposition in two spatial directions with using the k-means algorithm. Algorithm 2. The k-means method was used for geometric partition of the computational domain for the uniform loading of MCS calculators (processors). This method is based on the minimization of the functional of the total variance of the element scatter (nodes of the computational grid) relative to the gravity center of subdomains:
. Let 1) The initial centers of subdomains are selected with using maximum algorithm. 3) New centers are calculated by the formula:
4) The condition of the stop is checked
. If the condition of the stop is not performed, then the transition proceeds to the item 2 of the algorithm.
The result of the k-means method for model domains is given in Fig. 7 (arrows indicate the exchanges between subdomains). All points in the boundary of each subdomains are required to data exchange in the computational process. The Jarvis's algorithm was used for this aim (the task of constructing the convex hull). The list of the neighboring subdomains for each subdomain was created, and an algorithm was developed for data transfer between subdomains. The comparison of the developed parallel algorithms 1 and 2 for the solution (1) - (3), (5) - (7) was performed. The results are given in Table 2 . In Table 2 : n is a number of processors;
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are the calculation time, acceleration and efficiency of the k -th algorithm;
are the theoretical estimations acceleration and efficiency of the k -th algorithm,
According to Table 1 , we can conclude that the developed algorithms based on the decomposition method in two spatial directions and k-means method can be effectively used for solving hydrodynamics problems in the case the sufficiently large number of computational nodes.
The graphs of accelerations of algorithm 1 and 2 for solving the WB problem (5) - (7), obtained theoretically and practically, are given in Fig. 8 . The estimation was used for comparison the efficiency values of the algorithm 1 and 2, obtained practically:
The value  in the Eq. (13) was calculated by:
Thus, the use of the algorithm 2 and k-means method for the WB problem (5) - (6) increased the efficiency on 15%.;
Results. The external frequency, leading to complication of the system, is taken into account in modeling spatially heterogeneous euthophication water processes of the Azov Sea (1) - (3) . In this case the fluctuations of plankton density can be so much that it cannot be explained by the random fluctuations. Relatively small areas of high density ("slicks", "clouds") are separated by zones with low densities, sometimes not fixed by standard observational methods. Especially clearly this phenomenon is expressed in water areas which are characterized by the necessity for nutrient elements.
Vegetative period of phytoplankton were taken into account in modeling eutrophication processes.
Diffusion processes occur in the direction of smoothing the spatial distribution and dispersion of "slicks". One of the attempts to explain the paradox of stability "slicks" with the help of numerical experiments is to assume the active movement of heterotrophic organisms (zooplankton and fish) in the direction of the gradient "food" that provides consolidation of spatial heterogeneity of nutrients in the aquatic environment. Sustainable heterogeneity of the spatial distribution can be, for example, due to diffusion processes and the presence of phytoplankton mechanism actoring regulation, i.e. regulation the rate of growth through selection in the environment of the biologically active metabolites. ( N is a number of iteration).
Maximum concentration of biogenic pollution is assigned by white color, minimum concentration of phytoplankton is assigned by the black color.
The verification criterion of the developed models (1) - (3), (5) - (7) was an estimate of the error modeling taking into account the available field data measurements at the same time, calculat- The concentrations of pollutants and plankton calculated for different wind situations were taken into consideration, if the relative error did not exceed 30%.
Discussion and Conclusions. Due to expedition researches the primary verification of the model of ecosystem of the Azov Sea was performed. The problem of modeling and forecasting the state of water ecosystems of the Azov Sea in conditions of anthropogenic influence and comprehensive research of the unique water object was implemented. Because of the water object is shallow, it's more affected by anthropogenic influence. The software complex, combining mathematical models and databases, was designed. Using this complex we researched conditions which are contributed the eutrophication processes in shallow waters.
The distinctive features of the developed algorithms, implementing hydrobiological model problems, are the following: high performance, reliability and accuracy of the results. High performance is achieved by using efficient numerical methods for solving grid equations, aimed for use on parallel computer systems in real and accelerated time intervals. The accuracy is achieved by taking into account the important physical factors, such as: the Coriolis force, turbulent exchange, the complex geometry of bottom and coastline, evaporation, river flows, a dynamic rebuild of the computational region, wind stress and friction on the bottom, and also taking into account the deviation of the pressure field from the hydrostatic approximation. The accuracy is achieved by using detailed computational grids, taking into account the degree of "fullness" of computational cells, and the absence of nonconservative dissipative terms and revision sources arising from finite difference approximations.
The comparison of the developed software complex that implements the designed scenarios for the development of ecological situation in the Azov Sea using the numerical realization of model plankton evolution problems of the biological kinetics use with the similar works in the mathematical modeling of hydro-biological processes.
The analysis showed that due to using the developed software system we increased the accuracy of forecasts of changes in concentrations of pollutants, phyto-and zooplankton in the Azov Sea on 10 -15% depending on the model problem of water ecology.
