Introduction
Whenever the eyes move, objects in the world change their retinal position and, owing to the visual system's inhomogeneitiy, their spatial resolution as well, leading to a multitude of interactions between eye movements and perception (e.g., Gegenfurtner, 2016) . Nevertheless, objects appear to be stable across saccades, both with respect to their location in space (i.e., they do not move) as well as their visual features (i.e., they are perceived as one and the same object). How are these two forms of stability achieved? Pertaining to location stability, physiological research suggests that retinal displacements are compensated by signals originating from saccade control areas (Duhamel, Colby, & Goldberg, 1992; Sommer & Wurtz, 2006; Wurtz, Joiner, & Berman, 2011) . These signals have been shown to affect cells in retinotopically organized brain areas so that they remap their activity prior to saccades. As a consequence, these neurons predictively start responding to stimuli that will land in their receptive field after the eye movement. Such a predictive remapping of receptive fields (Duhamel et al., 1992) or attentional pointers (Cavanagh, Hunt, Afraz, & Rolfs, 2010; Rolfs & Szinte, 2016) can help keeping track of where things are in the world. Pertaining to the problem of object stability, it is, however, just as important to keep track of what things are in the world (e.g., Hollingworth, Richard, & Luck, 2008; Schneider, Citation: Herwig, A., Weiß, K., & Schneider, W. X. (2018) . Feature prediction across eye movements is location specific and based on retinotopic coordinates. Journal of Vision, 18(8):13, 1-13, https://doi.org/10.1167/18.8.13. 2013). Here, a related predictive mechanism might be at work that predicts visual features instead of locations across saccades (Herwig & Schneider, 2014; Krauzlis & Nummela, 2011; Melcher, 2007; Schenck, 2013) .
One way to investigate transsaccadic feature prediction is to systematically alter feature values during saccadic eye movements and to test accompanying changes in peripheral perception. This strategy has recently been successfully applied to modify the peripheral perception of different visual features like spatial frequency (Herwig & Schneider, 2014) , size (Bosco, Lappe, & Fattori, 2015; Valsecchi & Gegenfurtner, 2016) , and shape (Herwig, Weiß, & Schneider, 2015; Köller, Poth, & Herwig, 2018; Paeye, Collins, Cavanagh, & Herwig, 2018) . For example, in the study of Herwig and Schneider (2014) participants first underwent a 30-min acquisition phase where, unnoticed by participants, one object systematically changed its spatial frequency during the saccade (swapped object), whereas the spatial frequency of a second object remained unchanged (normal object). The goal of this first phase was to establish unfamiliar (swapped object) and familiar (normal object) transsaccadic associations of peripheral and foveal object information. In the following test phase, the frequency of peripheral saccade targets was perceived as higher-in comparison to the normal baseline object-for objects that previously changed from low in the periphery to high in the fovea. Similarly, the frequency of peripheral targets was perceived as lower for objects that previously changed their spatial frequency from high to low. Thus, peripheral perception was biased in the direction of the previously acquired foveal input. Consequently, the presaccadic perception of peripheral saccade targets is not purely based on the actual peripheral object information but also on the predicted postsaccadic foveal input (Herwig, 2015) . A recent study showed that the integration of these two information sources is modulated by object discrepancies during learning (Köller et al., 2018) . More specifically, the relative contribution of prediction decreased for large feature changes but did not reach zero, showing that even for profound discrepancies in the shape of an object (i.e., square to circle or vice versa) the prediction was not ignored completely. Remarkably, these bias effects were not affected by reported change detection, as no differences in judgment shifts between participants reporting the change in the postsession debriefing (detectors) and participants not reporting the changes (nondetectors) were found (Köller et al., 2018) .
Visual features are extracted at various levels in the recurrent and highly interactive occipitotemporal network from the primary visual cortex to the anterior inferior temporal cortex (e.g., DiCarlo, Zoccolan, & Rust, 2012; Felleman & Van Essen, 1991; Kravitz, Saleem, Baker, Ungerleider, & Mishkin, 2013) , and it has been repeatedly shown that most of these levels can be penetrated and biased by top-down signals (e.g., Bundesen, Habekost, & Kyllingsbaek, 2005; O'Callaghan, Kveraga, Shine, Adams, & Bar, 2017; Summerfield & Egner, 2009) . One important goal, therefore, should be to further specify the level at which peripheral perception is affected by transsaccadic feature prediction. While most of the recent learning studies on transsaccadic prediction used low-or midlevel visual features like shape, size, or spatial frequency (Bosco et al., 2015; Cox, Meier, Oertelt, & DiCarlo, 2005; Herwig & Schneider, 2014; Herwig et al., 2015; Köller et al., 2018; Valsecchi & Gegenfurtner, 2016) , it is probably premature to infer that predictions directly bias visual processing of these low-and midlevel features. Alternatively, the observed biases in the perception of low-and mid-level features may result from signals at higher levels of visual processing (e.g., high level expectation of what the target would look like).
Pinpointing the affected visual processing stage more thoroughly requires a strategy different from simply altering different feature levels. One promising strategy that can be adopted from perceptual learning studies is to investigate the location specificity of transsaccadic learning and prediction. During perceptual learning, the repeated exposure to certain visual stimuli typically results in better performance over time in a variety of different tasks ranging from vernier discrimination over texture segmentation to classification tasks employing Gabor patches (e.g., Fahle, 1994; Fiorentini & Berardi, 1981; Jüttner & Rentschler, 1996; Karni & Sagi, 1991; Rentschler, Jüttner, & Caelli, 1994; Shiu & Pashler, 1992) . Importantly, if training is spatially restricted, this acquired improvement remains in most circumstances spatially specific too (Dill & Fahle, 1997; Karni & Sagi, 1991; but see Hung & Seitz, 2014; Xiao et al., 2008) . Location specificity in perceptual learning is commonly interpreted as evidence in favor of learning at early stages in the visual processing hierarchy (e.g., Fahle, 2004) , which is also supported by the finding that specific learning effects can result in corresponding changes in primary visual cortices (Schoups, Vogels, Qian, & Orban, 2001) . A recent study by Rolfs, Murray-Smith, and Carrasco (2018) extended the perceptual learning paradigm, typically relying on long periods of uninterrupted fixation, to a condition where participants had to execute saccades. They showed that location specificity of orientation discrimination subsists even if stimulus presentation is constrained to periods of saccade preparation. However, as noted by Rolfs et al. (2018, p. 2) there might also be critical differences between perceptual learning studies and the associative learning assumed to underlie transsaccadic feature prediction: First, transsaccadic learning biases perception toward the predicted foveal input rather than making it more accurate, and second it also shows transfer to completely untrained locations (Valsecchi & Gegenfurtner, 2016) .
To date, the question of location specificity of transsaccadic learning has been addressed only once. Valsecchi and Gegenfurtner (2016) showed that the repeated exposure to a transsaccadic change in size modified the perceived size of peripheral targets not only at the trained location (e.g., 208 to the left) but also at the mirrored location in the opposite hemifield (e.g., 208 to the right). Consequently, they suggested ''that a relatively high-level perceptual mechanism is responsible for the trans-saccadic re-calibration'' (p. 60). However, the observed transfer effect might also be specific to the feature used or their comparison method. More precisely, size might be a special feature because cortical magnification predicts a relatively uniform geometrical distortion of size as a function of eccentricity (Strasburger, Rentschler, & Jüttner, 2011) , which might not equally hold true for other visual features like shape and spatial frequency. Given that transsaccadic predictions are probably not affected by deliberate response strategies (Köller et al., 2018) and the aforementioned objections, we think that more research is needed to further specify the level at which peripheral perception is affected by transsaccadic feature prediction.
The present study thus aimed at systematically readdressing the question of location specificity of transsaccadic learning. To this end, we investigated a visual feature other than size (i.e., spatial frequency) and focused special emphasize on three aspects of location specificity. (a) Is transsaccadic feature prediction specific to the trained location or does it transfer to other locations with the same eccentricity? (b) Is transsaccadic feature prediction specific to the saccade target object or does it also apply to peripheral stimuli at positions other than the saccade target? and (c) Is transsaccadic feature prediction based in retinotopic (eye-centered) or spatiotopic (world-centered) coordinates? Experiment 1 addresses the first two questions; the last question is addressed in Experiment 2.
Experiment 1
Beyond assessing whether transsaccadic learning is comparable to perceptual learning in being specific to the trained location, Experiment 1 also wanted to test whether feature prediction is specific to the saccade target object. Most of the studies on transsaccadic feature prediction (e.g., Herwig & Schneider, 2014; Herwig et al., 2015; Köller et al., 2018; Paeye et al., 2018; Valsecchi & Gegenfurtner, 2016) have solely tested the prediction with respect to the saccade target object or location. Because the saccade target object is somewhat special in binding visual attention to a large degree shortly before a saccadic eye movement (Deubel & Schneider, 1996) , feature prediction might be restricted to the saccade target object. However, two recent studies on location prediction across saccades have shown that other prioritized locations are also remapped (Jonikaitis, Szinte, Rolfs, & Cavanagh, 2013; Szinte, Carrasco, Cavanagh, & Rolfs, 2015) . For example, Jonikaitis et al. (2013) , flashed a color cue in the periphery shortly before a saccadic eye movement to another location, leading to perceptual benefits not only at the exogenously cued location but also at its future (i.e., predictively remapped) retinal location. Moreover, Szinte et al. (2015) showed in a motion tracking task that this finding extends to endogenously attended peripheral locations. Together both studies indicate that changes of attended nontarget locations are predictively tracked across saccades. While both findings fit well to studies questioning a special role of the saccade target during transsaccadic learning (e.g., Paeye et al., 2018) , in the present study we tested whether this also translates to transsaccadic feature prediction.
To address both questions in a single experiment, participants first underwent an acquisition phase where swapped objects systematically changed their spatial frequency during saccades, whereas the spatial frequency of the normal objects remained the same. During learning, swapped and normal objects were always presented at the saccade target location. In the following test phases, participants had to judge the frequency of briefly presented peripheral objects. Importantly, these objects were presented either at the previous learning location or at new locations and were either the target of a saccadic eye movement or not.
Methods

Participants
Thirty-two participants, whose ages were between 18 and 35 years, took part in Experiment 1 (19 women and 13 men). Informed written consent was obtained from each participant prior to the experiment. All participants reported normal or corrected-to-normal vision and were naive with respect to the aim of the study. For half the participants (Subgroup 1a), unfamiliar associations were established by changing one object's frequency from low to high. For the other half of participants (Subgroup 1b), one object changed its frequency from high to low.
Apparatus and stimuli
Participants performed the experiment in a dimly lit room and stimuli were presented on a 19-in. display monitor running at 100 Hz at a distance of 71 cm. The screen's resolution was set to 1,024 3 786 pixels, which corresponded to physical dimensions of 36 cm (width) 3 27 cm (height). To ensure luminance stability, the monitor was warmed up for at least 30 min before the experiment. This necessary warm-up time was estimated according to Poth and Horstmann (2017) . Eye movements were recorded with a video-based towermounted eye tracker (Eye Link1000, SR Research, Ontario, Canada) with a sampling rate of 1,000 Hz. In all participants the right eye was monitored, and the head was stabilized by a forehead and chin rest. The central fixation stimulus was a black ''plus'' character (0.38 3 0 .38, line width 2 pixels). We used triangular and circular objects (1.58 edge length or diameter, respectively) filled with sinusoidal gratings of different spatial frequency (2.45 or 3.95 cpd) as potential saccade targets in the acquisition phase. The same objects also served as perceptual targets in the test phase where they were presented together with a black plus character (1.18 3 1.18, line width 4 pixels) as a potential saccade target. In addition, we used triangular and circular objects filled with spatial frequencies of 1.7, 2.45, 3.2, 3.95, and 4.7 cpd as test objects for the judgment task in the test phase. All stimuli were presented on a gray background with a mean luminance of 30 cd/m 2 . The experiment was controlled by Experiment Builder (SR Research, v1.10.1630).
Procedure and design
The experiment was run in a single session of about 60 min and comprised an acquisition and a test phase (see Figure 1a and b). Prior to each phase, a 9-point grid calibration procedure was applied. Participants underwent the same acquisition phase as in the study by Herwig and Schneider (2014) . That is, each trial of the acquisition phase started (following a variable fixation interval of 500-1,000 ms) with the presentation of a triangular and a circular object appearing at 68 to the left and right of the screen's center at random. Participants were instructed to saccade to either the triangular or the circular object, depending on their own choice, but to look at each object about equally often. Feedback regarding the number of saccades to each object was provided every 48 trials. One of the two peripheral objects had a high spatial frequency of 3.95 cpd, whereas the other object had a low spatial frequency of 2.45 cpd. The mapping of shape and peripheral frequency was fixed for each participant but counterbalanced across participants. For Subgroup 1a we consistently replaced the object with the low spatial frequency by an object of similar shape with a high spatial frequency of 3.95 cpd during the saccade, whereas for Subgroup 1b, we replaced the object with the high spatial frequency by an object with a low spatial frequency of 2.45 cpd during the saccade. That is, different spatial frequencies of one saccade target object with a particular shape (swapped object) were presented to the presaccadic peripheral and postsaccadic foveal retina. Thus, for Subgroup 1a, the swapped object always changed its frequency from low to high, whereas for Subgroup 1b, the swapped object always changed its frequency from high to low (see Figure 1b) . For both subgroups, saccades to the peripheral object with the other shape (normal object) did not lead to a replacement. Thus, for the normal object the same frequency was presented to the presaccadic peripheral and postsaccadic foveal retina. Following the saccade, both objects were presented for 250 ms and then replaced by a blank screen of 1,500 ms duration. With this manipulation, we could ensure that participants always foveated triangular and circular objects filled with the same spatial frequency. The frequency of the swapped and the normal object only differed prior to the saccade in the periphery. The acquisition phase consisted of 240 trials, which were run in five blocks of 48 trials.
Each trial of the test phase consisted of two subtasks, a saccade task followed by a frequency judgment task (see Figure 1c) . A test trial started with the presentation of two stimuli, one of which was a plus character and the other a triangular or circular object filled with a sinusoidal grating of 2.45 or 3.95 cpd. The latter stimulus served as the perceptual target for the frequency judgment task. Peripheral stimuli were pseudorandomly presented either to the left or right side on an imagery circle with a radius of 68 surrounding the center of the screen. One of both objects always appeared at the horizontal meridian, whereas the other object appeared with an angular separation of 308 above or below the horizontal meridian. We manipulated the saccade task by instructing participants in different parts of the test phase to either saccade to the plus character or to the perceptual target object. Half of the participants saccaded to the plus character in the first half of the test phase and to the perceptual target in the second half, whereas this order was reversed for the other half of participants (see Figure 2) . The trial was aborted when no saccade was made within 350 ms after target onset or when the first fixation after the saccade was outside a 38 3 38 rectangle centered on the saccade target location. In both cases participants received an error message asking them to execute the eye movement faster or more accurately. To ensure that perceptual targets were only presented to the peripheral retina, both peripheral stimuli disappeared with the next screen refresh after the detection of saccadic eye movement. In addition, the saccade target object was replaced by a fixation stimulus (0.38 3 0 .38, line width 2 pixels). Five hundred milliseconds after completion of the saccade, a test object was presented at the previous location of the perceptual target. Participants' second subtask was to adjust the frequency of this test object until it matched the frequency of the presaccadic perceptual target object. The frequency of the test object was chosen at random, but could be incrementally changed in steps of 0.75 cpd by pressing the up or down arrow keys on the keyboard. Participants indicated their final choice by pressing the space bar. The test phase consisted of 256 trials, which were run in eight blocks of 32 trials. Each block was composed of a factorial combination of two target locations (left vs. right), two target shapes (triangular vs. circular), two spatial frequencies (high vs. low), two spatial arrange- ments (second stimulus above vs. below meridian), and two different centered objects (plus character vs. perceptual target).
Data analysis
Saccade onsets were detected using a velocity criterion of 308/s. We excluded trials in the acquisition and test phase if (a) saccades were anticipatory (latency , 100 ms), (b) gaze deviated by more than 18 during acquisition or 1.58 during test from the display center at the time of saccade onset, or (c) saccadic latency was longer than 1,000 ms during acquisition or 350 ms during test. Moreover trials in the test phase were further discarded if (d) the first fixation after the saccade was outside a 38 3 38 rectangle centered on the saccade target location. With these criteria, 5.0% of all acquisition trials and 20.5% of all test trials were discarded from analysis. The significance criterion was set to p , 0.05 for all analyses.
Results
Acquisition phase
During acquisition participants looked at the to-beswapped object and the normal object about equally often (50.2% vs. 49.8%) with a mean saccadic latency 
Test phase
Mean shape judgments (see Figure 3 ) and saccadic latencies of the test phase were analyzed as a function of the three within-subjects factors object status during acquisition (normal vs. swapped), saccade task (saccade target ¼ perceptual target vs. saccade target 6 ¼ perceptual target), and test location (learning location vs. new location) and the between-subjects factor change direction (low to high vs. high to low). In a second step we calculated the learning effect as the difference between judgments for the normal and swapped object separately for each participant (see Herwig & Schneider, 2014 , for a related procedure). Differences were signed so that a positive value indicated a judgment shift in the direction of previously associated foveal input, whereas a negative value indicated a judgment shift in the reverse direction. An analysis of variance (ANOVA) on these learning effects including saccade task, and learning location as withinsubjects factors revealed a significant main effect of learning location, F(1, 31) ¼ 6.341, p ¼ 0.017, g p 2 ¼ 0.17. As can be seen in Figure 3 , judgments shifted in the direction of the previously associated foveal input at the previous learning location but not at the new location. Neither the main effect of saccade task nor the interaction reached significance (all Fs , 1.390, ps . 0.247). The analysis of latencies revealed a significant main effect of saccade task, F (1, 31) 
Experiment 2
Experiment 1 provided first evidence that transsaccadic feature prediction is specific to the trained location. However, it is not clear whether this specificity is tied to a retinal location (eye centered or retinotopic) or a location ''out there'' in space (world centered or spatiotopic). Answering this question might help to further specify the level at which peripheral perception is affected by transsaccadic feature prediction because phenomena occurring in a retinotopic frame of reference point to rather low-level, early stages of visual processing (e.g., Afraz & Cavanagh, 2009; Knapen, Rolfs, & Cavanagh 2009; Mathôt & Theeuwes, 2013; Zhang & Li, 2010 ; but see Arcaro & Livingstone, 2017) . Experiment 2 was preceded by the same acquisition phase as the one in Experiment 1. To address the question about the frame of reference, we manipulated the starting position and the target position of the saccadic eye movement in the test phase. As a consequence, peripheral objects were presented either in the same or different retinotopic and the same or different spatiotopic coordinates as during learning.
Materials and methods
Thirty-two new participants aged between 20 and 34 years took part in Experiment 2 (12 women, 20 men). Participants fulfilled the same criteria as those in Experiment 1. The method was the same as in Experiment 1, with the following modifications of the test phase. Each test trial started with the presentation of the fixation cross at one out of five possible starting locations (see Figure 4) . Starting locations were positioned either at the center of the screen (one half of trials), or with a 638 vertical and a 60.88 horizontal offset from screen center. After a variable fixation interval of 500-1,000 ms, a saccade target (triangular or circular object filled with a sinusoidal grating of 2.45 or 3.95 cpd) appeared at one out of six locations all positioned at an imagery circle with a radius of 68 surrounding the center of the screen. Importantly, this arrangement of starting locations and saccade target locations resulted in four different stimulus configurations composed of a factorial combination of spatiotopic (same vs. different) and retinotopic (same vs. different) coordinates. That is, saccades could be either directed (a) at the same spatiotopic and same retinotopic coordinates, (b) at the same spatiotopic but different retinotopic coordinates, (c) at different spatiotopic but the same retinotopic coordinates, and (d) at different spatiotopic and different retinotopic coordinates as in the acquisition phase. The test phase consisted of 256 trials, which were run in four blocks of 64 trials. Each block was composed of a factorial combination of two target shapes (triangular vs. circular), two spatial frequencies (high vs. low), two target sides (left vs. right), and five starting locations distributed across eight trials (four trials started at center location and four trials with a 638 vertical and a 60.88 horizontal offset).
Results
Applying the same criteria as specified in Experiment 1, 3.3% of all acquisition trials and 8.6% of all test trials were discarded from analysis.
Acquisition phase
Participants looked at the to-be-swapped object and the normal object about equally often (50.1% vs. 49.9%) with a mean saccadic latency [6 SD] of 263 ms [6 61]. Swapping occurred during the saccade (mean delay after saccade onset was 24.9 [6 2.0] ms; mean saccade duration was 44.6 [6 5.7] ms).
Test phase
We analyzed mean shape judgments (see Figure 5 ) and saccadic latencies as a function of the three withinsubjects factors object status during acquisition (normal vs. swapped), spatiotopy (same vs. different), and retinotopy (same vs. different) and the between-subjects factor change direction (low to high vs. high to low). An analysis of variance (ANOVA) on the learning effect (see Experiment 1) including spatiotopy and retinotopy as within-subjects factors revealed a significant main effect of retinotopy, F(1, 31) ¼ 4.490, p ¼ 0.042, g p 2 ¼ 0.13. As can be seen in Figure 5 , judgments shifted in the direction of the previously associated foveal input if the target was presented at the same but not at another retinal position as during learning. Neither the main effect of spatiotopy, F , 1, nor the interaction, F(1, 31) ¼ 2.151, p ¼ 0.153, g p 2 ¼ 0.06, reached significance. The analysis of latencies revealed a significant main effect of retinotopy, F(1, 31) ¼ 18.371, p , 0.001, g p 2 ¼ 0.37, indicating slightly decreased saccadic latencies for horizontal (Figure 4a 
Discussion
A number of recent eye tracking studies showed that peripheral perception depends not solely on the current input but also on memorized experiences enabling predictions about the consequences of upcoming saccades (Bosco et al., 2015; Herwig & Schneider, 2014; Herwig et al., 2015; Köller et al., 2018; Paeye et al., 2018; Valsecchi & Gegenfurtner, 2016) . Accordingly, peripheral perception is biased toward the predicted foveal input after performing saccades in an altered environment, where visual feature values were changed during the eye movement. In the present study, we assessed this transsaccadic feature prediction in two experiments composed of an acquisition and a test phase. During acquisition, objects systematically changed their spatial frequency during saccades. In the following test phase, participants had to judge the frequency of briefly presented peripheral objects. Using this protocol, the present study's main goal was to further specify the level at which peripheral perception is affected by transsaccadic feature prediction. To pursue this goal we focused on three aspects of location specificity, a hallmark of perceptual learning studies, by asking (a) whether transsaccadic feature prediction is specific to the trained location, (b) whether transsaccadic feature prediction is specific to the saccade target object, and (c) whether transsaccadic feature prediction is based in retinotopic (eye-centered) or spatiotopic (world-centered) coordinates.
Spatial specificity of transsaccadic prediction
Experiment 1 provided clear evidence that transsaccadic feature prediction is tied to the previous learning location. More specifically, we found a bias in peripheral perception toward the predicted foveal input only at the trained location (i.e., 68 to the left and right of the screen's center), whereas there was no indication for peripheral perception being biased at untrained locations with the same retinal eccentricity (i.e., 68 eccentricity above or below the horizontal meridian). Location specificity is often considered a clear signature of perceptual learning where perceptual improvements over the repeated exposure of certain stimuli at certain locations typically remain spatially specific too (e.g., Dill & Fahle, 1997; Karni & Sagi, 1991; Rolfs et al., 2018) . This finding is commonly interpreted as evidence in favor of learning at early stages in the visual processing hierarchy (Fahle, 2004; Poggio, Fahle, & Edelman, 1992) and likely reflects a change in the stimulus representation (e.g., Adab & Vogels, 2011; Karni & Sagi, 1991; Schoups et al., 2001) . Likewise, the observed location specificity of transsaccadic feature prediction suggests that peripheral perception is affected by transsaccadic feature prediction at early rather than late stages in the visual processing hierarchy.
Recently, there has been some evidence that location specificity in perceptual learning can be overcome with certain training protocols. For example, location transfer can be observed when participants have to perform a second task during training with stimuli presented at the untrained location (Xiao et al., 2008) . However, the transfer due to this double training may not be ubiquitous but depends on particularities of the training procedure (Hung & Seitz, 2014; Le Dantec & Seitz, 2012; Pilly, Grossberg, & Seitz, 2010) probably indicating that perceptual learning is not restricted to early levels of visual processing (Goldstone & Byrge, 2015) . Moreover, the present finding differs from a recent report of a location transfer of transsaccadic feature prediction (Valsecchi & Gegenfurtner, 2016) . This study showed that the repeated exposure to a transsaccadic change in size modified the perceived size of peripheral targets not only at the trained location (e.g., 208 to the left) but also at the mirrored location in the opposite hemifield (e.g., 208 to the right). The authors thus suggested that transsaccadic recalibration is due to a relatively high-level perceptual mechanism. There are, however, some differences between the present study and the study by Valsecchi and Gegenfurtner (2016) that need to be considered. First, the present study investigated the peripheral perception of spatial frequency instead of size. As noted by Valsecchi and Gegenfurtner, size might be a special feature because cortical magnification predicts a relatively uniform geometrical distortion of size as a function of eccentricity, which might not equally hold true for other visual features (Strasburger et al., 2011) . Second, there were also differences in the transfer locations tested in the present study (i.e., 68 eccentricity above or below the horizontal meridian) and in the study of Valsecchi and Gegenfurtner (i.e ., mirror location in the opposite hemifield). Because participants in the present study learned transsaccadic associations for both hemifields (68 to the left and right), it was not possible to test transfer to the mirror location, which sometimes shows specific characteristics (e.g., in the pooling of attention as demonstrated by Tse, Sheinberg, & Logothetis, 2003) . Finally, in Valsecchi and Gegenfurtner's study the trained and untrained position were both relevant in the size comparison task, which might have induced some kind of double training.
One obvious question is how the current observation of location specificity fits to the more general idea that predictions help to conceal acuity limitations in the periphery (Herwig & Schneider, 2014) . To make the latter work, foveal features of peripheral objects should be predicted across a large range of retinal locations not just a single location. However, generalization is only one possibility to solve this problem. It implies, however, that typically the quantity or scope of applications is treated against the quality of the prediction. The other possible solution is relying on memory-intensive rather than computation-intensive processes and requires a multitude of position-and stimulus-specific learning events. Such a rather memory-intensive solution is also considered in the acquisition of position-invariant representations of an object (e.g., Cox et al., 2005; Dill & Fahle, 1997) . Thus, an important question for future research will be to further determine the interplay of memory and online computation taxing processes in transsaccadic feature prediction. It might be worthwhile to also manipulate the number of learning locations to test whether generalization across locations requires a certain amount of position-specific learning events. Along this line, such manipulations might also reveal whether learning at different locations occurs independently or not.
No evidence for a special role of the saccade target location Experiment 1 also addressed the question as to whether transsaccadic feature prediction is bound to the saccade target only or whether it applies also to other peripheral locations. This question was addressed by disentangling the saccade target location and the peripheral location for the perceptual task. We found no indication for a special role of the saccade target location in transsaccadic feature prediction. More specifically, biases were still observable if the perceptual task involved the old learning location but saccades had to be directed to other locations at the same eccentricity. This finding is remarkable because visual attention is typically bound to the target of an imminent saccade in an obligatory and spatially selective fashion (Deubel, 2008; Deubel & Schneider, 1996; Hoffman & Subramaniam, 1995; Kowler, Anderson, Dosher, & Blaser, 1995; Schneider & Deubel, 2002) . This does not, however, directly imply that feature prediction is independent from attention. There are also reports that attention can be directed to other locations than the saccade target, although this often leads to impaired saccade performance (e.g., longer saccade latencies as reported by Deubel, 2008) . Likewise, we observed longer saccadic latencies for conditions were the perceptual target and the saccade target was disentangled, suggesting that participants tried hard to keep attention on the perceptual target. Thus, it is reasonable to assume that the perceptual target was covertly attended and stored in visual working memory at first also when it was not presented at the saccade target location.
The present finding also fits to recent studies on postsaccadic integration of peripheral and foveal information (e.g., Ganmor, Landy, & Simoncelli, 2015; Oostwoud Wijdenes, Marshall, & Bays, 2015; Wittenberg, Bremmer, & Wachtler, 2008; Wolf & Schütz, 2015 ; for a review, see Herwig, 2015) . In this line of research, postsaccadic perception of a visual feature is affected by presaccadic feature information at the same world-centered location, even if the saccade has been directed to a different location (Oostwoud Wijdenes et al., 2015; Wittenberg et al., 2008) . Likewise, studies on location prediction across saccades showed that nonsaccade target locations, either attended due to salient external event (Jonikaitis et al., 2013) or task instruction (Szinte et al., 2015) , are also remapped. Moreover, recent studies on feature prediction suggest that covert shifts of attention might be sufficient for feature prediction to occur (Paeye et al., 2018; Valsecchi & Gegenfurtner, 2016) . For example, Paeye and colleagues demonstrated that peripheral shape perception is biased toward associated foveal input even under steady fixation when no saccade has to be executed. Future studies should systematically investigate the role of covert attention in transsaccadic feature prediction.
Spatial specificity is tied to retinal locations
Experiment 2 finally investigated whether the location specificity observed in Experiment 1 is tied to a retinal location (eye-centered or retinotopic) or a location ''out there'' in space (world-centered or spatiotopic). We addressed this question by manipulating the starting position and the target position of the saccadic eye movement in the test phase so that peripheral objects were presented either in the same or different retinotopic and the same or different spatiotopic coordinates as during learning. Experiment 2 provided first evidence that the spatial specificity of transsaccadic feature prediction might be tied to a retinal location. More precisely, we only found biases in peripheral perception if the perceptual target was presented at the same retinotopic coordinates. This was true irrespective of whether this also corresponded to the same spatiotopic coordinates or not. It has to be noted, however, that a closer look at the descriptive pattern depicted in Figure 5 seems to indicate some degree of transfer to the same spatiotopic but different retinotopic condition. While this pattern was not backed up by a significant interaction of spatiotopy and retinotopy in the current study, further research is needed to clarify whether there is an additional role of spatiotopy or not.
Retinotopic spatial specificity is also a key feature of perceptual learning studies (e.g., Karni & Sagi, 1991; Shiu & Pashler, 1991) as well as studies on visual adaptation (e.g., Afraz & Cavanagh, 2009; Knapen et al., 2009; Mathôt & Theeuwes, 2013; Zhang & Li, 2010) . It points to effects at lower stages in the visual processing hierarchy where the retinotopic organization of the visual input is still retained. Demonstrating comparable retinotopic specificity in the present study thus provides further evidence that peripheral perception is affected by transsaccadic feature prediction at lower levels of visual processing. Such modifications in visual processing might finally help to conceal perceptual distortions due to the inhomogeneity of the visual field.
Conclusions
Probing the location specificity of transsaccadic prediction, we have shown that spatial frequency perception is biased toward previously associated foveal input only at the previous learning location in retionotopic coordinates. Moreover, this location specificity was not bound to the saccade target location. These findings resemble hallmarks of perceptual learning indicating that the underlying mechanisms might not be as different as previously thought (cf. Rolfs et al., 2018; Valsecchi & Gegenfurtner, 2016) . Thus, our results point to retinotopically organized visual areas such as the neural substrate where feature prediction enters visual processing.
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