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On the Error Probability of
Stochastic Decision and Stochastic Decoding
Jun Muramatsu Senior Member, IEEE and Shigeki Miyake Member, IEEE
Abstract
This paper investigates the error probability of a stochastic decision and the way in which it differs from the
error probability of an optimal decision, i.e., the maximum a posteriori decision. This paper calls attention to
the fact that the error probability of a stochastic decision with the a posteriori distribution is at most twice the
error probability of the maximum a posteriori decision. It is shown that, by generating an independent identically
distributed random sequence subject to the a posteriori distribution and making a decision that maximizes the
a posteriori probability over the sequence, the error probability approaches exponentially the error probability
of the maximum a posteriori decision as the sequence length increases. Using these ideas as a basis, we can
construct stochastic decoders for source/channel codes.
Index Terms
channel coding, decision theory, error probability, maximum a posteriori decision, source coding, source
coding with decoder side information, stochastic decision, stochastic decoding
I. INTRODUCTION
This paper considers a decision problem that involves guessing an invisible state X after observing Y , which
is correlated with X . In decision theory [2, Section 1.5.2], an optimal decision rule, which minimizes the
decision error probability, is called the Bayes decision rule.
Let X and Y be random variables that take values in sets X and Y , respectively, where we call X a state of
nature or a parameter and Y an observation. Let pXY be the joint distribution of (X,Y ). Let pX and pY be the
marginal distributions of X and Y , respectively. Let pX|Y be the conditional distribution of X for a given Y .
It is well known that an optimal strategy for guessing the state X consists of finding x̂, which maximizes the
conditional probability pX|Y (x̂|y) depending on a given observation y. Formally, by taking an x̂ that maximizes
pX|Y (x̂|y) for each y ∈ Y , we can define the function fMAP : Y → X as
fMAP(y) ≡ argmax
x̂
pX|Y (x̂|y) (1)
= argmax
x̂
pXY (x̂, y), (2)
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2which is a Bayes decision rule. It should be noted that the discussion throughout this paper does not depend
on choosing states with the same maximum probability.
When the cardinality |X | of X is small, operations (1) and (2) are tractable by using a brute force search.
However, with coding problems, these operations appears to be intractable because |X | grows exponentially as
the dimension of X grows. In this paper, we assume a situation where operations (1) and (2) are intractable.
In source coding, X corresponds to a source output and Y corresponds to a codeword and side information.
In channel coding, X corresponds to a codeword and Y corresponds to a channel output, where the decoding
with (1) is called maximum a posteriori decoding. On the other hand, the decoding method that maximizes the
conditional probability pY |X(y|x̂) of a channel is called maximum likelihood decoding
1, which is equivalent to
maximum a posteriori decoding when X is generated subject to the uniform distribution. In this paper, we call
the decision rule with fMAP the maximum a posteriori decision rule.
In this paper, we consider a stochastic decision, where the decision is made randomly subject to a probability
distribution. We investigate the relationship between the error probabilities of the stochastic and maximum a
posteriori decisions. To this end, we first investigate general relationships between the risks of a stochastic
decision and optimal decision and then we apply these results to investigate relationships between the error
probabilities. Finally, we introduce the construction of stochastic decoders for source/channel codes.
II. DEFINITIONS OF STOCHASTIC DECISION
For a stochastic decision, we use a random number generator to obtain X̂ ∈ X after observing Y and let
X̂ be a decision (guess) about the state X . Formally, we generate X̂ subject to the conditional distribution
qX̂|Y (·|Y ) on X depending on an observation Y and let an output be a decision of X , where X and X̂ are
conditionally independent for a given Y , that is, X ↔ Y ↔ X̂ forms a Markov chain. The joint distribution
pXY X̂ of (X,Y, X̂) is given as
pXY X̂(x, y, x̂) = qX̂|Y (x̂|y)pX|Y (x|y)pY (y).
Let us call qX̂|Y a stochastic decision rule. As a special case, when qX̂|Y is given by using a function f : Y → X
and is defined as
qX̂|Y (x̂|y) =
1 if x̂ = f(y)0 if x̂ 6= f(y), (3)
we call qX̂|Y or f a deterministic decision rule. It should be noted that the maximum a posteriori decision rule
is deterministic. Let χ be a support function defined as
χ(S) =

1 if a statement S is true
0 if a statement S is false,
(4)
then we have
qX̂|Y (x̂|y) = χ(x̂ = f(y)). (5)
1We can interpret the right hand side of (2) as maximizing the likelihood pXY (x̂, y). For this reason, we might call fMAP a maximum-
likelihood decision rule. In a series of papers on the coding problem, we have called fMAP a maximum-likelihood decoding based on this
idea.
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3III. RISK OF STOCHASTIC DECISION
In this section, we investigate relationships between the risks of a stochastic decision and optimal decision.
The error probability of a stochastic decision can be considered as a risk. We will discuss the error probability
of a stochastic decision in the next section.
Throughout this paper, we assume that X and Y are countable sets. It should be noted that the results do
not change when Y is an uncountable set, where the summation should be replaced with the integral. Let L be
a loss function on X × X . We assume that L satisfies some of the following conditions:
L(x, x̂) ≥ 0 (6)
L(x, x̂) = 0 ⇔ x = x̂ (7)
L(x, x̂) = L(x̂, x) (8)
L(x, x̂) ≤ L(x, x˜) + L(x˜, x̂). (9)
It should be noted that all of above conditions are satisfied when L is a metric. Furthermore, we assume that
min
x̂
∑
x
pX|Y (x|y)L(x, x̂) (10)
exists for a given conditional probability distribution pX|Y and all y ∈ Y . This assumption is necessary to
consider an optimal decision. We define
L ≡ sup
x,x̂
L(x, x̂). (11)
Here, we define the risk Risk(qX̂|Y ) of a (stochastic) decision rule qX̂|Y as follows:
Risk(qX̂|Y ) ≡
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
∑
x
pX|Y (x|y)L(x, x̂). (12)
When qX̂|Y is defined by using f : Y → X and (3), the risk Risk(f) of a deterministic decision rule f is given
as
Risk(f) =
∑
y
pY (y)
∑
x
pX|Y (x|y)L(x, f(y)). (13)
It should be noted that the right hand side of this equality can be derived directly from (5) and (12). That is,
we have Risk(f) = Risk(qX̂|Y ) when f and qX̂|Y satisfy (3).
A. Optimal Decision
Here, we discuss optimal decision rules which minimize the risk and the error probability. Let fMAL be a
minimum average loss decision rule defined as
fMAL(y) ≡ argmin
x̂
∑
x
pX|Y (x|y)L(x, x̂), (14)
where we assumed that the minimum on the right hand side always exists for every y. It should be noted
that the discussion throughout this paper does not depend on choosing states with the same average loss. We
introduce the following well-known lemma.
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4Lemma 1: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint distribution
of (X,Y ). When we make a stochastic decision with a distribution qX̂|Y , an optimal decision rule minimizing
the risk satisfies qX̂|Y (x̂|y) = 0 for all (x̂, y) such that pY (y) > 0 and∑
x
pX|Y (x|y)L(x, x̂) > min
x̂
∑
x
pX|Y (x|y)L(x, x̂). (15)
In particular, the decision rule fMAL defined by (14) minimizes the risk, where qX̂|Y is defined by (3) with
f ≡ fMAL.
Proof: From the definition of Risk(qX̂|Y ), we have
Risk(qX̂|Y )
=
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
∑
x
pX|Y (x|y)L(x, x̂)
=
∑
y
pY (y)
∑
x
pX|Y (x|y)L(x, fMAL(y))
+
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
[∑
x
pX|Y (x|y)L(x, x̂)−
∑
x
pX|Y (x|y)L(x, fMAL(y))
]
= Risk(fMAL) +
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
[∑
x
pX|Y (x|y)L(x, x̂)−
∑
x
pX|Y (x|y)L(x, fMAL(y))
]
, (16)
where the last equality comes from (13). Since∑
x
pX|Y (x|y)L(x, x̂)−
∑
x
pX|Y (x|y)L(x, fMAL(y)) =
∑
x
pX|Y (x|y)L(x, x̂)−min
x̂
∑
x
pX|Y (x|y)L(x, x̂)
≥ 0 (17)
from the definition of fMAL(y), then Risk(qX̂|Y ) is minimized only when qX̂|Y (x|y) = 0 for all (x, y) satisfying
pY (y) > 0 and (15).
B. Upper Bounds of Risk
In this section, we introduce upper bounds of the risk of a stochastic decision. We show the following two
lemmas.
Lemma 2: Assume that L satisfies (9). Let (X,Y ) be a pair consisting of a state X and an observation Y
and pXY be the joint distribution of (X,Y ). When we make a stochastic decision with qX̂|Y , we have
Risk(qX̂|Y ) ≤ Risk(fMAL) +
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)L(fMAL(y), x̂), (18)
where fMAL is defined by (14).
Proof: The idea of the following proof comes from [3, Corollary 1 of Theorem 1]. We have (18) as follows:
Risk(qX̂|Y ) =
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
∑
x
pX|Y (x|y)L(x, x̂)
≤
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
∑
x
pX|Y (x|y)L(x, fMAL(y))
+
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
∑
x
pX|Y (x|y)L(fMAL(y), x̂)
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5=
∑
y
pY (y)
∑
x
pX|Y (x|y)L(x, fMAL(y)) +
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)L(fMAL(y), x̂)
= Risk(fMAL) +
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)L(fMAL(y), x̂), (19)
where the inequality comes from (9).
Lemma 3: Assume that L satisfies (6). Let (X,Y ) be a pair consisting of a state X and an observation Y
and pXY be the joint distribution of (X,Y ). When we make a stochastic decision with qX̂|Y , we have
Risk(qX̂|Y ) ≤ Risk(fMAL) + L
∑
y
pY (y)[1 − qX̂|Y (fMAL(y)|y)], (20)
where L and fMAL are defined by (11) and (14), respectively.
Proof: From (16), we have
Risk(qX̂|Y ) ≤ Risk(fMAL) +
∑
y
pY (y)
∑
x̂ 6=fMAL(y)
qX̂|Y (x̂|y)L
= Risk(fMAL) + L
∑
y
pY (y)[1 − qX|Y (fMAL(y)|y)]. (21)
Remark 1: When we assume that L satisfies (7) in addition to (9), inequality (18) provides better bound than
(20) because∑
y
pY (y)
∑
x̂
qX|Y (x̂|y)L(fMAL(y), x̂) =
∑
y
pY (y)
∑
x̂ 6=fMAL(y)
qX|Y (x̂|y)L(fMAL(y), x̂)
≤ L
∑
y
pY (y)
∑
x̂ 6=fMAL(y)
qX|Y (x̂|y)
= L
∑
y
pY (y)[1 − qX|Y (fMAL(y)|y)], (22)
where the first equality comes from (7). It should be noted that we assume (6) instead of (7) and (9) in Lemma 3.
C. Stochastic Decision with A Posteriori Distribution
In this section, we consider the case where qX̂|Y (x̂|y) = pX|Y (x̂|y) for all (x̂, y), that is, we make a stochastic
decision with the conditional distribution pX|Y of a state X for a given observation Y . It should be noted that
X̂ is independent of X for a given Y , where the joint distribution pXY X̂ of (X,Y, X̂) is given as
pXY X̂(x, y, x̂) = pX|Y (x̂|y)pX|Y (x|y)pY (y). (23)
In the following, we call this type of decision a stochastic decision with the a posteriori distribution. It should
be noted that it may be unnecessary to know (or compute) the distribution pX|Y to make this type of decision.
To make this type of decision, it is sufficient that we have a random number generator subject to the distribution
pX|Y (·|y) with arbitrary input y ∈ Y , where the generated random number is independent of X for a given y.
We introduce the following lemma.
Lemma 4 ([3, Corollary 1 of Theorem 1]): Assume that L satisfies (8) and (9). Let (X,Y ) be a pair consisting
of a state X and an observation Y and pXY be the joint distribution of (X,Y ). When we make a stochastic
decision with pX|Y , the risk of this rule is at most twice the risk of the decision rule fMAL. That is, we have
Risk(pX|Y ) ≤ 2Risk(fMAL). (24)
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6Proof: By letting qX̂|Y = pX|Y and applying Lemma 2, we have
Risk(pX|Y ) ≤ Risk(fMAL) +
∑
y
pY (y)
∑
x̂
pX|Y (x̂|y)L(fMAL(y), x̂)
= Risk(fMAL) +
∑
y
pY (y)
∑
x
pX|Y (x|y)L(x, fMAL(y))
= 2Risk(fMAL) (25)
where the first equality comes from (8).
D. Stochastic Decision by Using Approximated Distribution
Here, we consider that we use an approximation q′ of a distribution q for a stochastic decision. Let d(q, q′)
be the variational distance of two probability distributions q and q′ on the same set as
d(q, q′) ≡
1
2
∑
x
|q(x) − q′(x)| (26)
= max
X̂⊂X
|q(X̂ )− q′(X̂ )| (27)
(see [5, Eq. (11.137)]). We have the following lemma.
Lemma 5: Assume that L satisfies (6). Let (X,Y ) be a pair consisting of a state X and an observation Y
and pXY be the joint distribution of (X,Y ). When we make decisions with two stochastic decision rules q(·|y)
and q′(·|y) for each y ∈ Y , we have
|Risk(q) − Risk(q′)| ≤ Ld(q × pY , q
′ × pY ), (28)
where q × pY (x, y) ≡ q(x|y)pY (y), q
′ × pY (x, y) ≡ q
′(x|y)pY (y), and L is defined by (11).
Proof: Let X̂ ≡ {x̂ : q(x̂|y) ≥ q′(x̂|y)}. Then we have∑
x̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂) =
∑
x̂∈X̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂) +
∑
x̂∈X\X̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂). (29)
Since condition (6) implies that L ≥ 0, then the first term in the right hand side is not less than zero, and the
second term in the right hand side is not greater than zero. From this fact, we have∑
x̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂) ≤
∑
x̂∈X̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂)
≤
∑
x̂∈X̂
[q(x̂|y)− q′(x̂|y)]L
=
[
q(X̂ |y)− q′(X̂ |y)
]
L (30)
and
∑
x̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂) ≥
∑
x̂∈X\X̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂)
≥
∑
x̂∈X\X̂
[q(x̂|y)− q′(x̂|y)]L
=
[
q(X \ X̂ |y)− q′(X \ X̂ |y)
]
L. (31)
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7Then we have
|Risk(q)− Risk(q′)|
=
∣∣∣∣∣∑
y
pY (y)
∑
x̂
q(x̂|y)
∑
x
pX|Y (x|y)L(x, x̂)−
∑
y
pY (y)
∑
x̂
q′(x̂|y)
∑
x
pX|Y (x|y)L(x, x̂)
∣∣∣∣∣
≤
∑
y
pY (y)
∑
x
pX|Y (x|y)
∣∣∣∣∣∑
x̂
[q(x̂|y)− q′(x̂|y)]L(x, x̂)
∣∣∣∣∣
≤
∑
y
pY (y)
∑
x
pX|Y (x|y)max
{∣∣∣q(X̂ |y)− q′(X̂ |y)∣∣∣ , ∣∣∣q(X \ X̂ |y)− q′(X \ X̂ |y)∣∣∣}L
≤ L
∑
y
pY (y)
∑
x
pX|Y (x|y)d(q(·|y), q
′(·|y))
= Ld(q × pY , q
′ × pY ), (32)
where the second inequality comes from (30), (31) and the fact that L ≥ 0, the third inequality comes from
the definition (27) of the variational distance, and the last equality comes from (26) and the fact that∑
y
pY (y)
∑
x
pX|Y (x|y)d(q(·|y), q
′(·|y)) =
1
2
∑
y
pY (y)
∑
x
|q′(x|y)− q(x|y)|
=
1
2
∑
y
∑
x
|q′(x|y)pY (y)− q(x|y)pY (y)|
= d(q × pY , q
′ × pY ). (33)
E. Stochastic Decision with Random Sequence
Here, we assume that a conditional probability pX|Y is computable. We make a stochastic decision F (y)
from a random sequence X̂t ≡ (X̂1, . . . , X̂t) as
F (y) ≡ arg min
x̂∈{X̂t}tt=1
∑
x
pX|Y (x|y)L(x, x̂). (34)
A typical example of a random sequence X̂t is that generated by a Markov Chain Monte Carlo method.
We assume that X and X̂t are conditionally independent for a given Y , that is, the joint distribution pXY X̂t
of (X,Y, X̂t) is given as
pXY X̂t(x, y, x̂
t) = qX̂t|Y (x̂
t|y)pX|Y (x|y)pY (y), (35)
where qX̂t|Y (·|y) is a joint probability distribution of X̂
t for a given y ∈ Y . Then, we define a risk Risk(F )
as follows:
Risk(F ) ≡ EXY X̂t [L(X,F (Y ))]
= EY X̂t
[∑
x
pX|Y (x|Y )L(x, F (Y ))
]
= EY X̂t
[
min
x̂∈{X̂t}tt=1
∑
x
pX|Y (x|Y )L(x, x̂)
]
. (36)
We have the following theorem.
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8Theorem 1: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint
distribution of (X,Y ). When we make a stochastic decision F with a random sequence X̂t defined by (34)
and (35), the risk Risk(F ) defined by (36) satisfies
Risk(F ) ≤ min
t∈{1,...,t}
Risk(qX̂t|Y ), (37)
where qX̂t|Y is a conditional marginal distribution given as
qX̂t|Y (x̂t|y) ≡
∑
(x̂t′ )t′∈{1,...,t}\{t}
qX̂t|Y (x̂
t|y). (38)
Proof: From (36), we have
Risk(F ) = EY X̂t
[
min
x̂∈{X̂t}tt=1
∑
x
pX|Y (x|Y )L(x, x̂)
]
≤ EY X̂t
[∑
x
pX|Y (x|Y )L(x, X̂t)
]
= EY X̂t
[∑
x
pX|Y (x|Y )L(x, X̂t)
]
=
∑
y
pY (y)
∑
x̂t
qX̂t|Y (x̂t|y)
∑
x
pX|Y (x|y)L(x, x̂t)
= Risk(qX̂t|Y ) (39)
for any t ∈ {1, . . . , t}, From this inequality, we have (37).
In the following, we assume that a random sequence X̂t is independent and identically distributed (i.i.d.)
with a distribution qX̂|Y for a given Y , that is, the conditional probability distribution qX̂t|Y is given as
qX̂t|Y (x̂
t|y) ≡
t∏
t=1
qX̂|Y (x̂t|y). (40)
Then we have the following theorem. From this theorem and Lemma 1, we have the fact that if L is finite then
Risk(F ) tends towards Risk(fMAL), where the difference Risk(F )−Risk(fMAL) is exponentially small as the
length t of a sequence increases. It should be noted that this theorem includes Lemma 3 as the case t = 1.
Theorem 2: Assume that L satisfies (6). Let (X,Y ) be a pair consisting of a state X and an observation
Y and pXY be the joint distribution of (X,Y ). When we make a stochastic decision F with an i.i.d. random
sequence X̂t defined by (35) and (40), Risk(F ) defined by (36) satisfies
Risk(F ) ≤ Risk(fMAL) + L
∑
y
pY (y)[1− qX̂|Y (fMAL(y)|y)]
t, (41)
where L and fMAL are defined by (11) and (14), respectively.
Proof: For a given y ∈ Y , let X̂ t(y) ⊂ X t be defined as
X̂ t(y) ≡
{
x̂t : ∃t ∈ {1, . . . , t} s.t. x̂t = fMAL(y)
}
.
Then we have
Risk(F ) = EY X̂t
[
min
x̂∈{X̂t}tt=1
∑
x
pX|Y (x|Y )L(x, x̂)
]
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9=
∑
y
pY (y)
∑
x̂t∈X̂ t(y)
qX̂t|Y (x̂
t|y) min
x̂∈{x̂t}tt=1
∑
x
pX|Y (x|y)L(x, x̂)
+
∑
y
pY (y)
∑
x̂t /∈X̂ t(y)
qX̂t|Y (x̂
t|y) min
x̂∈{x̂t}tt=1
∑
x
pX|Y (x|y)L(x, x̂)
≤
∑
y
pY (y)
∑
x̂t∈X̂ t(y)
qX̂t|Y (x̂
t|y)
∑
x
pX|Y (x|y)L(x, fMAL(y)) +
∑
y
pY (y)
∑
x̂t /∈X̂ t(y)
qX̂t|Y (x̂
t|y)L
≤
∑
y
pY (y)
∑
x
pX|Y (x|y)L(x, fMAL(y)) + L
∑
y
pY (y)
∑
x̂t 6=fMAL(y) for all t∈{1,...,t}
t∏
t=1
qX̂|Y (x̂t|y)
= Risk(fMAL) + L
∑
y
pY (y)
[
1− qX̂|Y (fMAL(y)|y)
]t
, (42)
where the second inequality comes from (6) and the last equality comes from (13) and the fact that
∑
x̂t 6=fMAL(y) for all t∈{1,...,t}
t∏
t=1
qX̂|Y (x̂t|y) =
t∏
t=1
 ∑
x̂t 6=fMAL(y)
qX̂|Y (x̂t|y)

=
[
1− qX̂|Y (fMAL(y)|y)
]t
. (43)
IV. ERROR PROBABILITY OF STOCHASTIC DECISION
In this section, we apply the results of previous section to investigate relationships between the error
probabilities of a stochastic decision and an optimal decision.
We have assumed that X is a countable set. Then the following lemma guarantees that the right hand side
of (1) always exists for every y ∈ Y .
Lemma 6: Let q be a probability distribution on a countable set X . Then the maximum of q on X always
exists, that is, there is x̂ ∈ X such that q(x̂) ≥ q(x) for any x ∈ X .
Proof: The lemma is trivial when X is a finite set. In the following, we assume that X is a countable
infinite set.
Since q(x) ≤ 1 for all x ∈ X , then supx q(x) always exists, that is, q(x
′) ≤ supx q(x) for all x
′ ∈ X , and
for any q′ < supx q(x) there is a x
′ ∈ X such that q′ ≤ q(x′) ≤ supx q(x).
We prove the lemma by contradiction. Assume that there is no x̂ ∈ X such that q(x̂) = supx q(x). Since∑
x q(x) = 1 and q(x) ≥ 0 for all x ∈ X , there is x0 ∈ X such that q(x0) > 0. From the definition of
supx q(x), there is a x1 ∈ X such that q(x0) ≤ q(x1) < supx q(x), where the second inequality comes from
the assumption. By repeating this argument2, we have a sequence {xi}
∞
i=0 such that
0 < q(x0) ≤ q(x1) ≤ q(x2) ≤ · · · < sup
x
q(x).
This implies
∑
x q(x) ≥
∑∞
i=0 q(xi) =∞, which contradicts
∑
x q(x) = 1.
Remark 2: When X is a finite dimensional Euclidean space, we can make the same discussion by quantizing
uniformly from X to a countable set, where the decision is interpreted as guessing X with a finite precision.
Then we can apply the results to parameter estimation problems.
2In fact, it is sufficient to repeat this argument ⌈1 + 1/q(x0)⌉ times so that ⌈1 + 1/q(x0)⌉ q(x0) > 1.
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When we consider the error probability of a decision, we define a loss function as
L(x, x̂) ≡ χ(x 6= x̂),
where χ is defined by (4). It is easily to check that L satisfies (6)–(9) and L = 1. Then the error probability
Error(qX̂|Y ) of a (stochastic) decision rule qX̂|Y is given as
Error(qX̂|Y ) =
∑
y
pY (y)
∑
x̂
qX̂|Y (x̂|y)
∑
x
pX|Y (x|y)χ(x 6= x̂)
=
∑
y
pY (y)
∑
x
pX|Y (x|y)[1− qX̂|Y (x|y)]. (44)
In the last equality, 1 − qX̂|Y (x|y) corresponds to the error probability of the decision rule qX̂|Y after the
observation y ∈ Y , and Error(qX̂|Y ) corresponds to the average of this error probability. When qX̂|Y is defined
by using f : Y → X and (3), the decision error probability Error(f) of a deterministic decision rule f is given
as
Error(f) =
∑
y
pY (y)
∑
x
pX|Y (x|y)χ(f(y) 6= x)
=
∑
y
pY (y)[1− pX|Y (f(y)|y)]. (45)
It should be noted that the right hand side of the first equality can be derived directly from (44) and the fact
that qX̂|Y (x|y) = χ(f(y) = x) = 1 − χ(f(y) 6= x). That is, we have Error(f) = Error(qX̂|Y ) when f and
qX̂|Y satisfy (3).
A. Optimal Decision
Here, we discuss optimal decision rules which minimize the error probability.
From the relation ∑
x
pX|Y (x|y)L(x, x̂) =
∑
x
pX|Y (x|y)χ(x 6= x̂)
= 1− pX|Y (x̂|y), (46)
fMAL is rephrased as
fMAL(y) = argmin
x̂
∑
x
pX|Y (x|y)χ(x 6= x̂)
= argmin
x̂
[
1− pX|Y (x̂|y)
]
= argmax
x̂
pX|Y (x̂|y)
= fMAP(y). (47)
Furthermore, condition (15) is also rephrased as
1− pX|Y (x̂|y) > min
x̂
[
1− pX|Y (x|y)
]
which is equivalent to
pX|Y (x̂|y) < max
x̂
pX|Y (x̂|y). (48)
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From these facts, we have the following well-known lemma.
Lemma 7: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint distribution
of (X,Y ). When we make a stochastic decision with a distribution qX̂|Y , an optimal decision rule minimizing
the decision error probability satisfies qX̂|Y (x|y) = 0 for all (x, y) such that pY (y) > 0 and (48). In particular,
the maximum a posteriori decision rule fMAP defined by (1) minimizes the error probability, where qX̂|Y is
defined by f ≡ fMAP and (3).
B. Upper Bound of Error Probability
Here, we introduce an upper bound of the error probability of a stochastic decision. We have the following
lemma from Lemma 3, (47), and the fact that L = 1.
Lemma 8: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint distribution
of (X,Y ). When we make a stochastic decision with qX̂|Y , we have
Error(qX̂|Y ) ≤ Error(fMAP) +
∑
y
pY (y)
[
1− qX̂|Y (fMAP(y)|y)
]
. (49)
C. Stochastic Decision with A Posteriori Distribution
Here, we consider the case where qX̂|Y (x̂|y) = pX|Y (x̂|y) for all (x̂, y), that is, we make a stochastic
decision with the conditional distribution pX|Y of a state X for a given observation Y . The joint distribution
pXY X̂ of (X,Y, X̂) is given by (23).
From Lemma 4 and (47), we have the following lemma, which can also be shown from Lemma 8 and (45).
In Section V, we apply this lemma to an analysis of stochastic decoders of coding problems.
Lemma 9 ([4, Eq. (29)]): Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be
the joint distribution of (X,Y ). When we make a stochastic decision with pX|Y , the risk of this rule is at most
twice the risk of the decision rule fMAL. That is, we have
Error(pX|Y ) ≤ 2Error(fMAP). (50)
Here, we introduce the following inequalities, which come from Lemma 9. In these inequalities, if either
Error(fMAP) or Error(pX|Y ) vanishes as the dimension (block length) of X goes to infinity, then the other
one also vanishes.
Corollary 3:
Error(fMAP) ≤ Error(pX|Y ) ≤ 2Error(fMAP)
1
2
Error(pX|Y ) ≤ Error(fMAP) ≤ Error(pX|Y ).
Here, we introduce another corollary that comes from Lemmas 7 and 9.
Corollary 4: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint
distribution of (X,Y ). When we make a stochastic decision with pX|Y , the decision error probability of this
rule is at most twice the decision error probability of any decision rule qX̂|Y . That is, we have
Error(pX|Y ) ≤ 2Error(qX̂|Y ) for any qX̂|Y . (51)
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Remark 3: Let us consider a situation where qX̂|Y is unknown but Error(qX̂|Y ) can be estimated empirically.
Then the above corollary implies that the error probability of stochastic decision with the a posteriori distribution
is upper bounded by 2Error(qX̂|Y ). For example, when we know empirically that a human being can guess X
with small error probability3, then the error probability of a stochastic decision with the a posteriori distribution
is also small because it is at most twice the error probability of her/his decision rule.
Remark 4: Inequality (51) is tight in the sense that there is a pair consisting of pX|Y and qX̂|Y such that
(51) is satisfied with equality. In fact, by assuming that
X ≡ {0, 1}
pX|Y (0|y) >
1
2
pX|Y (1|y) = 1− pX|Y (0|y)
qX̂|Y (0|y) =
pX|Y (0|y)
2
2pX|Y (0|y)− 1
qX̂|Y (1|y) = 1− qX̂|Y (0|y)
for all y ∈ Y , we have
Error(pX|Y ) = 2
∑
y
pY (y)pX|Y (0|y)[1− pX|Y (0|y)]
and
2Error(qX̂|Y ) = 2
∑
y
pY (y)pX|Y (0|y)[1− qX̂|Y (0|y)] + 2
∑
y
pY (y)pX|Y (1|y)[1− qX̂|Y (1|y)]
= 2
∑
y
pY (y)pX|Y (0|y)[1− qX̂|Y (0|y)] + 2
∑
y
pY (y)[1− pX|Y (0|y)]qX̂|Y (0|y)
= 2
∑
y
pY (y)pX|Y (0|y) + 2
∑
y
pY (y)[1− 2pX|Y (0|y)]qX̂|Y (0|y)
= 2
∑
y
pY (y)pX|Y (0|y)− 2
∑
y
pY (y)pX|Y (0|y)
2
= 2
∑
y
pY (y)pX|Y (0|y)[1− pX|Y (0|y)]
from (44).
D. Stochastic Decision by Using Approximated Distribution
Here, we consider that we use an approximation q′ of a distribution q for a stochastic decision. We have the
following lemma from Lemma 5 and the fact that L = 1. It should be noted that the lemma is obtained imme-
diately from (27) by considering the decision error event measured by using the joint probability distributions
q × pY and q
′ × pY .
3For example, she/he can recognize handwritten digits with small error probability but we do not know her/his decision rule q
X̂|Y
explicitly.
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Lemma 10: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint
distribution of (X,Y ). When we make decisions with two stochastic decision rules q(·|y) and q′(·|y) for each
y ∈ Y , we have
|Error(q)− Error(q′)| ≤ d(q × pY , q
′ × pY ), (52)
where d is defined by (26) or (27), and q × pY (x, y) ≡ q(x|y)pY (y), q
′ × pY (x, y) ≡ q
′(x|y)pY (y).
Applying Lemma 10 by letting q ≡ qX̂|Y and q
′ ≡ pX|Y , we have the following theorem from Lemma 9.
Theorem 5: Let (X,Y ) be a pair consisting of a stateX and an observation Y and pXY be the joint distribution
of (X,Y ). When we make a stochastic decision with qX̂|Y , the decision error probability Error(qX̂|Y ) is
bounded as
Error(qX̂|Y ) ≤ 2Error(fMAP) + d(qX̂|Y × pY , pX|Y × pY ).
E. Stochastic Decision with Random Sequence
In this section, we assume that a conditional probability pX|Y is computable. We make a stochastic decision
F (y) defined by (34) from a random sequence X̂t ≡ (X̂1, . . . , X̂t). From (46), we have
F (y) = arg min
x̂∈{X̂t}tt=1
[1− pX|Y (x̂|y)]
= arg max
x̂∈{X̂t}tt=1
pX|Y (x̂|y). (53)
We assume that X and X̂t are conditionally independent for a given Y , that is, the joint distribution pXY X̂t
of (X,Y, X̂t) is given as (35). From (36) and (46), we have a decision error probability Error(F ) as follows:
Error(F ) = EXY X̂t [χ(F (Y ) 6= X)]
= EY X̂t
[
1− max
x̂∈{X̂t}tt=1
pX|Y (x̂|Y )
]
. (54)
We have the following theorem from Theorem 1.
Theorem 6: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint
distribution of (X,Y ). When we make a stochastic decision F with a random sequence X̂t defined by (35)
and (53), the decision error probability Error(F ) defined by (54) satisfies
Error(F ) ≤ min
t∈{1,...,t}
Error(qX̂t|Y ), (55)
where qX̂t|Y is a conditional marginal distribution given as (38).
Applying Lemma 10 by letting q ≡ qX̂t|Y and q
′ ≡ pX|Y , we have the following theorem from Lemma 9.
This theorem implies that if qX̂t|Y × pY tends towards pX|Y × pY as t→∞ (e.g. (70) in Appendix) then the
upper bound of error probability Error(F ) is close to at most twice the error probability Error(fMAP) of the
maximum a posteriori decision.
Theorem 7: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint
distribution of (X,Y ). When we make a stochastic decision F with a random sequence (X̂1, . . . , X̂t) defined
by (35) and (53), the decision error probability is bounded as
Error(F ) ≤ 2Error(fMAP) + min
t∈{1,...,t}
d(qX̂t|Y × pY , pX|Y × pY ).
August 15, 2018 DRAFT
14
In the following, we assume that a random sequence X̂t is independent and identically distributed (i.i.d.)
with a distribution qX̂|Y for a given Y , that is, the conditional probability distribution qX̂t|Y is given by
(40). Then we have the following theorem. From this theorem and Lemma 7, we have the fact that Error(F )
tends towards the error probability Error(fMAP) of the maximum a posteriori decision, where the difference
Error(F ) − Error(fMAP) is exponentially small as the length t of a sequence increases. It should be noted
that (56) includes Lemma 8 as the case t = 1.
Theorem 8: Let (X,Y ) be a pair consisting of a state X and an observation Y and pXY be the joint
distribution of (X,Y ). When we make a stochastic decision F with an i.i.d. random sequence X̂t defined by
(35) and (40), the decision error probability Error(F ) defined by (54) satisfies
Error(F ) ≤ Error(fMAP) +
∑
y
pY (y)[1 − qX̂|Y (fMAP(y)|y)]
t. (56)
In particular, when qX̂|Y = pX|Y , we have
Error(F ) ≤ Error(fMAP) +
∑
y
pY (y)[1 − pX|Y (fMAP(y)|y)]
t (57)
≤ Error(fMAP) +
[
1− inf
y:pY (y)>0
max
x
pX|Y (x|y)
]t
. (58)
Proof: Inequality (56) is shown immediately from Theorem 2, (47), and the fact that L = 1. Inequality
(57) is obtained from (56) by letting qX̂|Y = pX|Y . Inequality (58) is shown by the fact that∑
y
pY (y)
[
1− pX|Y (fMAP(y)|y)
]t
≤
∑
y
pY (y) sup
y:pY (y)>0
[
1− pX|Y (fMAP(y)|y)
]t
= sup
y:pY (y)>0
[
1− pX|Y (fMAP(y)|y)
]t
=
[
1− inf
y:pY (y)>0
max
x
pX|Y (x|y)
]t
. (59)
Remark 5: When |X | is finite, we have
Error(F ) ≤ Error(fMAP) +
[
1− inf
y:pY (y)>0
max
x
pX|Y (x|y)
]t
≤ Error(fMAP) +
[
1−
1
|X |
]t
(60)
from (58), where the last inequality comes from the fact that
|X |max
x
pX|Y (x|y) ≥
∑
x
pX|Y (x|y) = 1 for all y ∈ Y
implies
inf
y:pY (y)>0
max
x
pX|Y (x|y) ≥
1
|X |
.
On the other hand, we have the same bound (60) from (57) when qX̂|Y (·|y) is the uniform distribution on X
for every y ∈ Y . This implies that the stochastic decision with an i.i.d. sequence subject to the a posteriori
distribution is at least as good as that subject to the uniform distribution. It should be noted that, when |X |
increases exponentially as the dimension of X increases, t should also increase exponentially to ensure that the
second term [1− 1/|X |]t tends towards zero.
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V. CONSTRUCTION OF STOCHASTIC DECODERS
This section introduces applications of the stochastic decision with the a posteriori distribution to some coding
problems.
For simplicity, we assume that we can obtain an ideal random number subject to a given distribution. For a
given function A on Xn, let ImA ≡ {Ax : x ∈ Xn}. For a given c ∈ ImA, let CA(c) ≡ {x : Ax = c}.
A. Fixed-length Lossless Compression
This section introduces a stochastic decoder for a fixed-length lossless compression with an arbitrary small
decoding error probability.
Let µX be the probability distribution of X
n and A : Xn → ImA be an encoding map, where c ≡ Ax is
the codeword of x ∈ Xn. Then the joint distribution pXC of a source X ∈ X
n and a codeword C ∈ ImA are
given as
pXC(x, c) = µX(x)χ(Ax = c).
The decoder receives a codeword c. By using a stochastic decoder with the distribution
pX|C(x|c) =
µX(x)χ(Ax = c)∑
x µX(x)χ(Ax = c)
=
µX(x)χ(Ax = c)
µX(CA(c))
, (61)
we have the bound of error probability from Lemma 9. This implies that, when we use the encoding map A
such that the decoding error probability by using the maximum a posteriori decoder vanishes as n → ∞, the
decoding error probability by using the stochastic decoder with pX|C also vanishes as n→∞. In addition, for
a special case of source coding with no side information at the decoder [11], the fundamental limit H(X) is
achievable with this code, where H(X) is the spectrum sup-entropy rate of X (see [6]). It should be noted that
the right hand side of (61) is the output distribution of the constrained-random-number generator introduced
in [9].
For a given linear code for an additive noise channel, we can use the constrained-random-number generator
as the stochastic decoder by letting X be a channel noise, A be a parity check matrix, and C be the syndrome
of X . A channel encoder encodes a message to a channel input z ∈ {z : Az = 0}. A channel decoder receives
a channel output y, reproduces a channel noise x = y − z from the syndrome c ≡ Ay = A[x + z] = Ax
by using the above scheme, and reproduces a message corresponding to z = y − x, where the decoding is
successful when x = y − z is reproduced correctly from c = Ax. From the above discussion, the decoding
error probability is at most twice the decoding error probability of the maximal a posteriori decoder.
B. Fixed-length Lossless Compression with Side Information at Decoder
This section introduces a stochastic decoder for the fixed-length lossless compression of a source X with an
arbitrary small decoding error probability, where the decoder has access to the side information Y correlated
with X .
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Let µXY be the joint distribution of (X ,Y ) and A : X
n → ImA be an encoding map, where c ≡ Ax is
the codeword of x ∈ Xn. Then the joint distribution pXY C of a source X ∈ X
n, side information source
Y ∈ Yn, and codeword C ∈ ImA is given as
pXY C(x,y, c) = µXY (x,y)χ(Ax = c). (62)
The decoder receives a codeword c and side information y. By using a stochastic decoder with the distribution
pX|Y C(x|y, c) =
µXY (x,y)χ(Ax = c)∑
x µXY (x,y)χ(Ax = c)
=
µX|Y (x|y)χ(Ax = c)∑
x µX|Y (x|y)χ(Ax = c)
=
µX|Y (x|y)χ(Ax = c)
µX|Y (CA(c)|y)
, (63)
we obtain the bound of error probability from Lemma 9. This implies that, when we use the encoding map A
such that the error probability of the maximum a posteriori decoder vanishes as n→∞, the error probability
of the stochastic decoder with pX|Y C also vanishes as n→∞. In addition, the fundamental limit H(X |Y ) is
achievable with this code [11], where H(X|Y ) is the spectrum sup-entropy rate of X (see [12, Theorems 4
and 5]). It should be noted that the right hand side of (63) is the output distribution of the constrained-random-
number generator introduced in [9].
C. Channel Coding
This section introduces a stochastic decoder for the channel code introduced in [11].
Let X ∈ Xn and Y ∈ Yn be random variables corresponding to a channel input and a channel output,
respectively. Let µY |X be the conditional probability of the channel and µX be the distribution of the channel
input. We consider correlated sources (X,Y ) with the joint distribution µY |X × µX . Let A : X
n → ImA be
the source code with the decoder side information introduced in the previous section. Let pXY C be the joint
distribution defined by (62). The decoder of this source code obtains the reproduction by using the stochastic
decoding with the distribution defined by (63). Let Error(A) be the error probability of this source code. We
can assume that for all r > H(X|Y ), δ > 0 and all sufficiently large n there is a function A such that
Error(A) ≤ δ, (64)
where a maximum a posteriori decoder is not assumed for this code.
When constructing a channel code, we prepare a map B : Xn → Mn and a vector c ∈ ImA. We use the
stochastic encoder with the distribution
pX|CM (x|c,m) =

µX(x)χ(Ax=c)χ(Bx=m)
µX(CA(c)∩CB(m))
if µX(CA(c) ∩ CB(m)) > 0,
‘encoding error’ if µX(CA(c) ∩ CB(m)) = 0
(65)
for a message m ∈ Mn generated subject to the uniform distribution on Mn. It should be noted that the
right hand side of the above equality is the output distribution of the constrained-random-number generator
introduced in [9]. The decoder reproduces x ∈ Xn satisfying Ax = c by using the stochastic decoder with the
distribution given by (63) and reproduces a message Bx by operating B on x.
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In the above channel coding, let us assume that r +R < H(X),
r =
1
n
log |ImA|
R =
1
n
log |ImB|,
and the balanced-coloring property [10] of an ensemble (B, pB), where H(X) is the spectrum inf-entropy rate
of X andMn ≡ ImB ≡ ∪B∈BImB. Then, from [11, Theorem 1] and (64), we have the fact that for all δ > 0
and all sufficiently large n there are B ∈ B and c ∈ ImA such that the error probability Error(A,B, c) of this
channel code is bounded as
Error(A,B, c) ≤ Error(A) + δ
≤ 2δ. (66)
It should be noted that the channel capacity
sup
X
[H(X)−H(X|Y )],
which is derived in [9, Lemma 1], is achievable by letting X be the general source that attains the supremum,
n→∞, δ → 0, r → H(X|Y ), and R→ H(X)−H(X |Y ).
D. Comments on Stochastic Decoding with Random Sequence
Here, we comment on the decoding with a random sequence introduced in Section IV-E. For decoding,
we can use random sequences generated by Markov chains (random walks) that converge to the respective
stationary distributions (61) and (63). In this case, we can apply Theorem 7 to guarantee that the decoding
error probability is bounded by almost twice the error probability of the maximum a posteriori decoding as the
sequence becomes longer. We can also use random sequences by repeating stochastic decisions independently
with the respective distributions (61) and (63), where we can use independent Markov chains to generate an
i.i.d. random sequence. In this case, we can use Theorem 8 to guarantee that the decoding error probability
tends to the error probability of the maximum a posteriori decoding as the sequence becomes longer. When
implementing (53) for (61) and (63), it is sufficient to calculate the value of the numerator on the right hand
side of these qualities because the denominator does not depend on x. The numerator value is easy to calculate
when the base probability distribution is memoryless.
VI. CONCLUDING REMARKS
This paper investigated stochastic decision and stochastic decoding problems. This paper calls attention to
the fact that the error probability of a stochastic decision with the a posteriori distribution is at most twice the
error probability of a maximum a posteriori decision. A stochastic decision with the a posteriori distribution
may be sub-optimal but acceptable when the error probability of another decision rule (e.g. the maximum a
posteriori decision rule) is small.
It is shown that, by generating an i.i.d. random sequence subject to the a posteriori distribution and making
a decision that maximizes the a posteriori probability over the sequence, the error probability approaches
exponentially the error probability of the maximum a posteriori decision as the sequence becomes longer.
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When it is difficult to make the maximum a posteriori decision but the error probability of the decision is
small, we may use the stochastic decision rule with the a posteriori distribution as an alternative. In particular,
when the error probability of the maximum a posteriori decoding of source/channel coding tends towards
zero as the block length goes to infinity, the error probability of the stochastic decoding with the a posteriori
distribution also tends towards zero. The stochastic decoder with the a posteriori distribution can be considered
to be the constrained-random-number generator [9], [10] implemented by using the Sum-Product algorithm
or the Markov Chain Monte Carlo method (see Appendix). However, the trade-off between the computational
complexity and the precision of these algorithms is unclear. It remains a challenge for the future.
APPENDIX
In this section, we introduce the algorithms for the constrained-random-number generator [9], which generates
random numbers subject to a distribution
pX|Y C(x|y, c) ≡
pX|Y (x|y)χ(Ax = c)∑
x pX|Y (x|y)χ(Ax = c)
(67)
for a given matrix A and vectors c ∈ ImA ≡ {Ax : x ∈ Xn}, y ∈ Yn, where pX|Y is assumed to be
memoryless, that is, there is {pXj |Yj}
n
j=1 such that
pX|Y (x|y) =
n∏
j=1
pXj |Yj (xj |yj)
for all x = (x1, . . . , xn) and y = (y1, . . . , yn). We review the algorithms introduced in [9] and [10], which
make use of the sum-product algorithm and the Markov Chain Monte Carlo method, respectively.
In the following algorithms, the symbol ‘←’ denotes the substitution.
A. Constrained-Random-Number Generator Using Sum-Product Algorithm
This section reviews an algorithm that uses the sum-product algorithm.
Let {Ji}
l
i=1 be a family of subsets of {1, . . . , n}. For a set of local functions {fi : X
|Ji| → [0, 1]}li=1, the
sum-product algorithm [1][8] calculates a real-valued global function g on X defined as
g(xj) ≡
∑
x\{xj}
∏l
i=1 fi(xJi)∑
x
∏l
i=1 fi(xJi)
approximately, where the summation
∑
x\{xj}
is taken over all x ∈ Xn except for the variable xj , and the
function fi depends only on the set of variables xJi ≡ (xj)j∈Ji . It should be noted that the algorithm calculates
the global function exactly when the corresponding factor graph has no loop. Let pixj→fi(xj) and σfi→xj (xj)
be messages calculated as
pixj→fi(xj)←
∏
i′∈{1,...,l}\{i}:j∈Ji′
σfi′→xj (xj)
σfi→xj (xj)←
∑
xJi\{j}
fi(xJi)
∏
j′∈Ji\{j}
pixj′→fi(xj′ )∑
xJi
fi(xJi)
∏
j′∈Ji\{j}
pixj′→fi(xj′ )
.
The summation
∑
xJ
is taken over all (xj)j∈J , pixj→fi(xj) ≡ 1 when there is no i
′ ∈ {1, . . . , l} \ {i} such
that j ∈ Ji′ and σfi→xj (xj) ≡ fi(xj)/
∑
xj
fi(xj) when Ji = {j}. The sum-product algorithm is performed
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by iterating the above operations for every message σfi→xj (xj) and pixj→fi(xj) satisfying j ∈ Ji and finally
calculating the approximation of the global function as
g(xj) ≈
∏
i∈{1,...,l}:j∈Ji
σfi→xj (xj),
where we assign initial values to pixj→fi(xj) and σfi→xj (xj) when they appear on the right hand side of the
above operations and are undefined.
In the following, we describe an algorithm for a constrained-random-number generator. Let A ≡ (ai,j) be an
l× n (sparse) matrix with a maximum row weight w, where the set Ji ≡ {j ∈ {1, . . . , n} : ai,j 6= 0} satisfies
|Ji| ≤ w for all i ∈ {1, . . . , l}. Then there is a set {ai}
l
i=1 such that
Ax = (a1 · xJ1 ,a2 · xJ2 , . . . ,al · xJl),
where ai is a |Ji|-dimensional vector and ai · xJi denotes the inner product of vectors ai and xJi . Let
xji ≡ (xi, . . . , xj), where x
j
i is a null string if i > j. Let c ≡ (c1, . . . , cl) ∈ X
l.
Constrained-Random-Number Generation Algorithm Using Sum-Product Algorithm:
Step 1 Let k ← 1.
Step 2 Calculate the conditional probability distribution pX˜k|X˜k−11 Y k1 Cl1
defined as
pX˜k|X˜k−11 Y k1 Cl1
(xk|x
k−1
1 , y
k
1 , c
l
1) ≡
∑
xn
k+1
n∏
j=k
µXj |Yj (xj |yj)
l∏
i=1
χ(ai · xJi = ci)
∑
xn
k
n∏
j=k
µXj |Yj (xj |yj)
l∏
i=1
χ(ai · xJi = ci)
, (68)
where χ(·) is a support function defined by (4). It should be noted that the sum-product algorithm can
be employed to obtain (68), where {µXj |Yj}
n
j=k and {χ(ai ·xJi = ci)}
l
i=1 are local functions, and we
substitute the generated sequence xk−11 for (68). If χ(ai ·xJi = ci) is a constant after the substitution
of xk−11 , we can record the constant in preparation for the future.
Step 3 Generate and record a random number xk subject to the distribution pX˜k|X˜k−11 Y k1 Cl1
.
Step 4 If k = n, output x ≡ xn1 and terminate.
Step 5 Let k ← k + 1 and go to Step 2.
We have the following lemma.
Lemma 11 ([9, Theorem 5]): Assume that (68) is computed exactly. Then the proposed algorithm generates
x ≡ xn1 subject to the probability distribution given by (67).
B. Constrained Random Number Generator Using Markov Chain Monte Carlo Method
This section reviews an algorithm that employs the Gibbs sampling [7], which is a kind of Markov Chain
Monte Carlo method. In the following algorithm, it is assumed that A is a systematic matrix illustrated as
A =
 A
∣∣∣∣∣∣∣∣∣
1 0
. . .
0 1
 ,
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where the left part A ≡ (ai,j) is an l × [n − l] matrix and the right part of A is the l × l identity matrix. It
should be noted that, when a matrix A is not systematic, the elementary transformation and the elimination of
redundant rows can be used to obtain an equivalent condition represented by a systematic matrix4. Let aj be
the j-th column of A and let Ij ≡ {i : ai−n+l,j 6= 0} ⊂ {n− l+1, . . . , n}. Let κ be the number of iterations.
In the following, we describe an algorithm for a constrained-random-number generator. It should be noted
that Steps 2, 5, and 8 realize the stochastic decision defined by (53), which may be skipped by outputting x
instead of xmax in Step 9.
Constrained-Random-Number Generation Algorithm Using Markov Chain Monte Carlo Method:
Step 1 Let x be an arbitrary initial sequence satisfying Ax = c. For example, we can generate xn−l1 ≡
(x1, . . . , xn−l) randomly and let
xi ← ci−n+l −
n−l∑
j=1
ai−n+l,jxj
for i ∈ {n− l + 1, . . . n}.
Step 2 Let
Λ←
n∑
j=1
logµXj |Yj (xj |yj)
Λmax ← Λ
xmax ← x.
Step 3 Let k ← 1.
Step 4 Choose j ∈ {1, . . . , n− l} uniformly at random.
Step 5 Let
Λ← Λ−
∑
i∈{j}∪Ij
logµXi|Yi(xi|yi).
Step 6 Calculate the probability distribution ν defined as
ν(x′j) ≡
µXj |Yj(x
′
j |yj)
∏
i∈Ij
µXi|Yi(vi,j(x
′
j)|yi)∑
x µXj |Yj (x|yj)
∏
i∈Ij
µXi|Yi(vi,j(x)|yi)
,
where vi,j(x) ≡ xi + ai−n+l,j [xj − x] for i ∈ Ij .
Step 7 Generate x′j subject to the probability distribution ν and let
xi ←

x′j if i = j
vi,j(x
′
j) if i ∈ Ij
xi otherwise.
It should be noted that the renewed sequence x satisfies Ax = c.
Step 8 Let
Λ← Λ +
∑
i∈{j}∪Ij
logµXi|Yi(xi|yi).
4It should be noted that the converted systematic matrix may not be sparse even when the original matrix is sparse.
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If Λ < Λmax, let Λmax ← Λ and xmax ← x.
Step 9 If k = κ, output xmax and terminate. Otherwise, let k ← k + 1 and go to Step 3.
We have the following lemma.
Lemma 12 ([10, Theorem 5]): For given (y, c), let Pk(x|y, c) be the probability of x at Step 7 in the above
algorithm, where we can take an arbitrary initial sequence satisfying Ax = c at Step 1. Then
lim
k→∞
d(Pk(·|y, c), pX|Y C(·|y, c)) = 0 (69)
for all (y, c).
From the above lemma and (33), we have
lim
k→∞
d(Pk × pY C , pX|Y C × pY C) = lim
k→∞
∑
y,c
pY C(y, c)d(Pk(·|y, c), pX|Y C(·|y, c))
=
∑
y,c
pY C(y, c) lim
k→∞
d(Pk(·|y, c), pX|Y C(·|y, c))
= 0 (70)
for any pY C .
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