In this contribution, optimal ionosphere-free combinations for a modernized triple-frequency global positioning system ͑GPS͒ are derived. It is shown that these ionosphere-free combinations are directly related to the model based on carrier phase observations only, in which the ionospheric delays are estimated. For this model and thus for the ionosphere-free combinations, integer ambiguity estimation is possible, in contrast to what is often read in GPS positioning literature. In this article the estimable integer ambiguities are presented and the expected success rates when trying to resolve these ambiguities are given. In addition, the baseline precision is analyzed for both the ambiguity-float and ambiguity-fixed ionosphere-free cases.
Introduction
The ionosphere-free linear combination of L1 and L2 phase observations ͑sometimes referred to as the L3 observation͒ is commonly used in precise global positioning system ͑GPS͒ positioning applications to remove the effects of ionospheric refraction from the data processing ͑Hofmann-Wellenhof et al. 2001͒ . In 2005, a third frequency ͑L5͒ will be added to the existing frequencies, and it is expected that this additional frequency will enhance precise positioning applications ͑Hatch et al. 2000͒ . In Table 1 the frequencies and wavelengths of the modernized GPS signals are summarized.
For a dual-frequency system, just one unique ionosphere-free combination can be made. With a third frequency included, there are, however, several linear combinations possible to remove the ionospheric delays. Besides the traditional L1/L2 ionosphere-free combination, it becomes possible to form two other dualfrequency combinations, i.e., the L1/L5 or the L2/L5 linear combinations. It is even possible to design triple-frequency ionosphere-free combinations from all three frequencies together ͑Han and Rizos 1999͒. In this article, we will study the optimal ionosphere-free combinations for modernized GPS, which are optimal in the sense of integer ambiguity resolution and precise baseline ͑coordinates͒ estimation.
When forming the traditional ionosphere-free combination of L1 and L2 phase observations, in the geodetic GPS literature it is often stated that the integer property of the double-difference ambiguities is lost and that ambiguity resolution is impossible ͑Hofmann-Wellenhof et al. 2001͒ . Hence, it is claimed that the ionosphere-free combination is of no use for fast, precise relative positioning applications. However, in this article it is shown that integer ambiguity estimation is possible for ionosphere-free observations. It will be demonstrated that ionosphere-free combinations of phase observations can be derived from a model that is based on the original uncombined phase observations ͑in doubledifference mode, though͒ for which integer ambiguities are estimable. This model is referred to as the ionosphere-float model and is derived in section 2 of this paper for the dual-frequency case as well as the modernized triple-frequency case. Section 3 describes how ionosphere-free combinations can be derived from this ionosphere-float model, while section 4 follows with a discussion on the optimal estimable ambiguities for the ionospherefree combinations, by analyzing the expected performance of ambiguity resolution.
Aside from ambiguity estimation, the optimal ionosphere-free combinations are determined by their expected performance for the estimation of the baseline coordinates, usually the parameters of interest. For the current L1/L2 combination, it is well-known that the baseline precision is deteriorated by about a factor of 3 as compared to a ͑single-frequency͒ baseline solution. For the modernized ionosphere-free combinations, it is investigated to what extent this factor improves.
Phase-Only Ionosphere-Float Model
In this section, a GPS model is derived in which ionospheric delays are parametrized, instead of eliminated: the ionospherefloat model ͑Teunissen 1997a͒. Besides the ionospheric delays, parameters of this model include the baseline coordinates and ambiguities, and in this section the estimable integer combinations of these ambiguities are presented.
The section starts with a review of the observation equation for GPS phase observables. After that, the mathematical model is set up. In this model a rank-deficiency shows up, and it is explained how it can be eliminated. After presenting the models for the dual-and triple-frequency cases, the solution for the baseline coordinates is analyzed.
Carrier-Phase Observation Equation
In precise, relative GPS applications, the carrier phase observable plays a prominent role. Its linearized single-differenced ͑SD͒ observation equation between two receivers, which are named 1 and 
where ⌬ 12,j s (i)ϭobserved-minus-computed SD phase observable ͑m͒; d 2 s (i)ϭ3ϫ1 unit direction vector from receiver 2 to satellite s ͑Ϫ͒; ⌬r 12 ϭ3ϫ1 vector of baseline increments ͑m͒; 2 s (i)ϭtropospheric mapping coefficient ͑Ϫ͒; 12 ϭSD zenith tropospheric delay ͑ZTD͒ ͑m͒; ␦t 12,j (i)ϭSD receiver clock error ͑m͒; 12,j s (i)ϭSD ionospheric delay error ͑m͒; j ϭwavelength corresponding to frequency j ͑m͒; M 12,j s ϭSD ͑noninteger͒ phase ambiguity ͑cyc͒; and ⑀ 12,j s (i)ϭSD phase random noise ͑m͒. As can be seen from Eq. ͑1͒, the SD phase observation equation is parametrized in a relative receiver position, tropospheric delay, receiver clock error, ionospheric delay, phase ambiguity, and a noise term. Concerning the SD tropospheric delay, before entering the observation equation it is mapped from the relative slant delay as follows:
where 12 s (i) denotes the SD tropospheric slant delay. In the adjustment, the zenith delay 1 is fixed ͑to zero͒ and the relative zenith delay 12 is estimated. Usually, before the mapping in Eq. ͑2͒, a considerable part of the delay can be subtracted using an a priori tropospheric model, for example, Saastamoinen's model.
In the phase observation equation, some assumptions are involved. It is first of all assumed that in the linearization the approximate values for tropospheric delay, receiver clock, ionospheric delay, and phase ambiguity are zero. This is, however, not a necessary assumption, if one has a priori values available, one may use them. Other assumptions are that all satellite positions and the position of receiver 1 are not estimated, but held fixed in the adjustment. These assumptions are necessary when the distance between the two receivers is restricted ͑e.g., up to a few hundred kilometers͒, which is assumed in this paper. In that case the direction vectors of both receivers to the same satellite become almost parallel, i.e., u 1 s (i)Ϸu 2 s (i), which hampers an estimation of both receiver positions and satellite positions. A similar reasoning applies to the tropospheric delay. When the distance between the receivers is restricted, the tropospheric mapping coefficients will be very similar, i.e., 1 s (i)Ϸ 2 s (i). In the adjustment, therefore, the zenith delay of receiver 1 ͑the reference receiver͒ is fixed ͑to zero, or another value͒, and a relative zenith delay between receivers 1 and 2 is estimated.
Note that in Eq. ͑1͒ the relative receiver ͑baseline͒ coordinate vector, the relative tropospheric zenith delay, and the phase ambiguities are assumed as time-constant parameters.
Mathematical Model Based on Double-Differences
The basis of a least-squares adjustment of GPS observations is the Gauss-Markov model, which reads 
where E͕•͖ denotes the mathematical expectation operator; D ͕•͖ϭdispersion operator; yϭvector of observables; Q y ϭits variance-covariance ͑vc-͒ matrix; xϭparameter vector; and A ϭdesign matrix. In this subsection these vectors and matrices are further specified for the model based on Eq. ͑1͒.
Observables and vc-Matrix
Instead of single-differenced ͑SD͒ observables, the mathematical model used in GPS processing is usually based on doubledifferenced ͑DD͒ observables. In this way the receiver clock errors are eliminated. When it is assumed that both receivers simultaneously track observations from m satellites during k observation epochs, then the vector of SD observables accumulated for all satellites ͓denoted as ⌽ j sd (i)], the vector of SD observables accumulated for all epochs ͑denoted as ⌽ j sd ), and the vector of SD observables accumulated for all frequencies ͑de-noted as ⌽ , j sd ) can be given as
From the last vector, ⌽ , j sd , the vector of DD observables can be simply obtained through the following transformation:
The symbols used in this equation have the following meaning. The matrices I j and I k are identity matrices with dimensions of the number of frequencies and number of epochs, respectively. The symbol represents the matrix Kronecker product, which is an efficient tool to keep the equations compact. For the definition and some properties of this Kronecker product, see the appendix. The (mϪ1)ϫm matrix D T denotes the well-known difference operator. This matrix can be set up in several ways, depending on the choice of pivot or reference satellite. For example, when the first satellite is selected as pivot, it reads
where e mϪ1 is an mϪ1 vector for which each entry is 1. Concerning the vc-matrix of the observables, throughout this paper it is assumed that the SD phase observables are equally precise with variance 2 and uncorrelated between frequencies and epochs. The vc-matrix of the DD observables then reads
Note that the mutual correlation between the DD observables is taken into account through the matrix D T D.
Partial Design Matrices and Parameters
Baseline Components (Coordinates and ZTD). In the parameter vector, the time-constant relative receiver position and tropospheric zenith delay parameters are taken together, because their partial design matrices show a similar structure. In this paper they are referred to as baseline or geometry parameters, denoted as the vector bϭ(⌬r 12 T , 12 ) T . Their joint partial design matrix reads 
DD Ambiguities. Since the phase ambiguities are assumed timeconstant, in the model, j sets of mϪ1 DD ambiguities need to be parametrized. These DD ambiguities are collected in the parameter vector a j dd , which is constructed as follows:
The following partial design matrix corresponds to these ambiguity parameters:
where ''diag'' stands for diagonal matrix. The GPS wavelengths appear here, because the ambiguities are expressed in cycles, whereas the phase observables are modeled in meters. Note that the DD ambiguities are integer-valued.
DD Ionospheric Delays.
Since the ionosphere is a dispersive medium, the ionospheric delays need not be parametrized for all j frequencies. It is sufficient to parametrize them on L1 and relate the ionospheric delays for other frequencies to this L1-delay using the known ratios between the wavelengths or frequencies ͑Table 1͒. The (mϪ1)k DD ionospheric delays on L1 are collected in vector i dd , which is obtained from the SD ionospheric delays as follows:
The partial design matrix for these ionospheric delays reads
The j ionospheric coefficients in vector u , j are computed from the squared wavelength ratios: j ϭ j 2 / 1 2 . As example, for modernized GPS this vector is given as 
Rank-Deficiency From the partial design matrices, one cannot yet form one design matrix for the adjustment, because when the partial design matrices of the ambiguity and ionosphere parameters are taken together, a rank-deficiency shows up. The presence of this rankdeficiency can be proved, because there exists a matrix X whose its columns span the null-space of the matrix that is formed by the columns of the ambiguity and the ionosphere parameters. An example of such a matrix X is (14) This rank-deficiency is of size mϪ1, irrespective of the number of frequencies j. It can be eliminated by reparametrizing the vector of ambiguity parameters, from j(mϪ1) estimable ambiguities to ( jϪ1)(mϪ1) reparametrized ambiguities. In this way, mϪ1 ambiguities are ''eliminated'' to solve for the rank-deficiency.
Full-Rank Ionosphere-Float Model
Because the ambiguities need to preserve their integer property, it is however a nontrivial task to reparametrize the ambiguities. In Teunissen and Odijk ͑2002͒ a method of integer reparametrization is described, in which the original ambiguities are recombined, allowing only integer combinations. As a result the design matrix becomes of full rank, and the mathematical model can finally be given as:
The variables that are modified due to the ambiguity reparametrization are emphasized by putting a bar on top of the symbol in Eq. ͑15͒:
• Instead of the j original DD ambiguity sets, jϪ1 sets are estimable, which are denoted by a , jϪ1 dd . Consequently, the wavelength matrix ⌳ , j is a jϫ( jϪ1) matrix ͑that is not square and diagonal͒.
• To account for the ambiguity reparametrization, the ionospheric delays, denoted by ī dd , are only estimable biased with ambiguity terms. Their coefficient vector, u , j , did not, however, change in the reparametrization. It is important to realize that the baseline solution ͑the parameters of interest͒ is fortunately not affected by the ambiguity reparametrization, because their partial design matrix was not involved in the rank-deficiency. Table 2 summarizes the reparametrized ambiguities and ionospheric delays for the ionosphere-float model in the dual-and triple-frequency cases. In a modernized GPS situation, it is not necessary to use all three frequencies to solve the model, one may also use just two out of three phase observables. In addition to the current L1/L2 model, other models can be based on either L2/L5 observations or L1/L5 observations. Table 2 also shows the estimable ambiguity set and biased ionospheric parameters for these models. Note that the known wavelength ratios, 2 / 1 ϭ77/60, 3 / 1 ϭ154/115, and 3 / 2 ϭ24/23, are reflected in the estimable ambiguity sets. A proof of the derivation of the L1/L2 model can be found in Teunissen ͑1996͒, and similar proofs can be given for L2/L5 and L1/L5. When instead of two all three GPS frequencies are used in the ionosphere-float model, two sets of integer ambiguities are estimable, instead of one in the dualfrequency case. Note that these two sets exactly correspond to the L1/L2 and L2/L5 dual-frequency sets. For a complete proof of this triple-frequency model, see Teunissen and Odijk ͑2002͒.
Float and Fixed Baseline Solution
Having set up the full-rank mathematical model, we may want to analyze the effect of ionospheric parametrization on the quality of the parameters of interest, the baseline solution. When ambiguity resolution is carried out, the precision of the ambiguity-fixed baseline parameters is of particular interest. It can be proved that the float and fixed baseline solutions can symbolically be given ͑Teunissen 1997b͒ as
Here, b and b denote the estimated float and fixed baseline vector, respectively; and Q b and Q b ϭtheir respective vc-matrices. Note that the float solution is based on the original SD phase observations, but the fixed baseline solution is a function of SD phase observations corrected for the estimated integer DD ambiguities:
where ā , jϪ1 dd denotes the estimated integer DD ambiguities.
Note that the differences between the float and fixed solutions are hidden in the matrices B and Q B in the float case and their counterparts B and Q B in the fixed case. These four matrices are a function of the geometry matrix G(i) in the model's design matrix ͓see Eq. ͑8͔͒. It holds that Q B рQ B , implying that the fixed baseline precision is better than its float counterpart ͑which is the only justification to perform ambiguity resolution͒. However, as they are not directly relevant for this paper, these geometry-dependent matrices are not explicitly given here.
The common f , j and variance factor b , j 2 are of more relevance, and they are computed as
where the square brackets ͓•͔ emphasize the scalar elements inside of them. Note that the vectors e , j and u , j appear in the model's design matrix. These geometry-independent variables are presented in Table 3 for the three dual-frequency variants and the triple-frequency model. For the L1/L2 model, we will proof the results of Table 3 . If jϭ2, the denominator in the expressions for f ,2 and b ,2 , as given in Eq. ͑18͒, is
Moreover, the numerator of the expression for f , j can be evaluated as
Dividing the result of Eq. ͑20͒ by the result of Eq. ͑19͒, yields the result for f ,2 . Dividing u ,2 T u ,2 ϭ 1 2 ϩ 2 2 by Eq. ͑19͒ gives the expression for b ,2 2 .
The factor b , j can be regarded as the factor with which the baseline precision decreases, compared to the baseline solution of a single-frequency model, in which the ionospheric delays are neglected ͑in that case, b ,1 ϭ1). As can be seen from Table 3 , Table 3 . Geometry-Independent Variables for Baseline Solutions
this factor differs for the three dual-frequency ionosphere-float models. While the current L1/L2 model results in a factor 3 deterioration, using the future L2/L5 ionosphere-float model, the baseline standard deviations deteriorate by almost a factor of 17. The model based on L1 and L5 observations results in the best dual-frequency baseline precision, which is slightly better than the current L1/L2 model. In the full triple-frequency case, the baseline precision is about a factor 2.55 worse than the singlefrequency precision. This factor is only marginally better than the factor of 2.59 of the L2/L5 dual-frequency ionosphere-float model.
Model of Ionosphere-Free Combinations
Using the ionosphere-float model, as discussed in the previous section, many ͑biased͒ ionospheric parameters are involved. To reduce this amount, in many GPS software packages the ionosphere-free linear combination of L1 and L2 observations is taken, which eliminates the ionospheric parameters. In the first subsection it is shown that the mathematical model of ionospherefree combinations can be directly transformed from the ionosphere-float model, as was set up in the previous section. In order to obtain the same ͑optimal͒ ambiguity and baseline solutions as using the ionosphere-float model of the previous section, however, not every transformation is allowed to form the ionosphere-free combinations. For the ͑future͒ dual-frequency and triple-frequency cases, the admissible ionosphere-free combinations are identified in this section.
General Ionosphere-Free Model
In general, from phase observations collected on j frequencies, it is possible to form jϪ1 ionosphere-free linear combinations, because just one frequency is sufficient to eliminate the ionospheric delays. The general transformation from the original DD phase observations to the ionosphere-free combinations can be written as
where L , j denotes the jϫ( jϪ1) transformation matrix; and ⌰ , jϪ1 dd denotes the ( jϪ1)(mϪ1)kϫ1 vector of ionosphere-free double-difference phase observations:
In order to make the observations ''ionosphere-free,'' a number of requirements to the transformation matrix L , j should be met: 1. There should be no ionospheric delays in the ionosphere-free observations, implying that L , j T u , j ϭ0. 2. The dependence on the receiver-satellite geometry of the ionosphere-free observations should be the same as for the original observations, which means that L , j T e j ϭe jϪ1 . Applying these conditions, the general model of ionospherefree linear combinations can be written as follows:
Note that the ionosphere-free transformation has only eliminated the ionospheric parameters; the same baseline and ambiguity parameters as in the ionosphere-float model remain estimable. This means that the baseline and ambiguity solution of the ionospherefree model are exactly equal to the corresponding solutions of the ionosphere-float model. This also proves that, in case ionospherefree combinations are taken, integer ambiguities remain estimable. In this ionosphere-free model, the ( jϪ1)ϫ( jϪ1) transformed wavelength matrix ⌳ , jϪ1
The appearance of this additional vc-matrix can be considered as a ͑small͒ drawback of the ionosphere-free model. In the dualfrequency case, only a scalar factor ͑''noise'' factor͒ needs to be taken into account, but in the triple-frequency case, this becomes a full 2ϫ2 matrix, to account for the correlation between the two ionosphere-free combinations in that case.
Dual-Frequency Ionosphere-Free Combinations
In the dual-frequency case, the 2ϫ1 transformation matrices L ,2 are exactly formed by the vectors f 2 of the ionosphere-float baseline solution ͑Table 3͒, because these vectors fulfill the criteria specified in the previous subsection: Table 4 shows the transformation matrix, wavelength matrix, estimable ambiguities, and stochastic scale factor for the three dual-frequency ionosphere-free combinations. The estimable ambiguities are exactly the same as those of the ionosphere-float 
models. The ͑artificial͒ wavelengths of the ionosphere-free observations differ considerably from each other; while the wavelengths of the L1/L2 and L1/L5 combinations are smaller than 1 cm, that of the L2/L5 combination is about 12 cm. Finally, the additional ''noise'' factors of the ionosphere-free observations are shown in the table. Note that these scalars are exactly equal to the factors b,2 with which the baseline precision of the three dualfrequency ionosphere-float models decreased, as compared to a single-frequency solution.
Triple-Frequency Ionosphere-Free Combinations
To preserve the information content of the observations in the ionosphere-float model, in the triple-frequency modernized GPS case, instead of one, two ionosphere-free combinations should be processed simultaneously. The question is how to construct the 3ϫ2 transformation matrix L 3 for these two ionosphere-free combinations. It seems that the two conditions as formulated in previously are not sufficient to construct a unique L ,3 in the triplefrequency case. Therefore, an additional condition is formulated: 3. Each of the two ionosphere-free combinations should depend on just one set of ambiguities, which implies that the wavelength matrix ⌳ ,2 ⌰ should be a diagonal matrix:
The following transformation matrix, forming the two ionosphere-free combinations L1/L2 and L2/L5 combinations, fulfills these three criteria: However, in the triple-frequency case, there are also other sets of ionosphere-free combinations possible. One could, for instance, form two ionosphere-free combinations L1/L2 and L1/L5, using the following transformation matrix:
With this choice, the resulting wavelength matrix is however not diagonal, because 
It is possible to make this wavelength matrix diagonal, by estimating other sets of integer ambiguities than corresponding to the L1/L2 and L2/L5 combinations. This can be shown by first decomposing the wavelength matrix as
The diagonal wavelength matrix ⌳ 2 ⌰ now corresponds to another set of integer ambiguities, denoted as z 2 dd :
Thus, instead of the original ambiguities ā 2 dd , the following set of integer ambiguities is solved:
(32) Although this other set of ambiguities has the integer property, it is strictly spoken not allowed, because the ambiguity reparametrization is not volume preserving (͉det͕Z T ͖͉ 1). It is of course possible to resolve this other set of ambiguities, but in that case one has to be aware that the solution is not optimal in the sense of successful ambiguity resolution. A similar situation occurs when the two ionosphere-free combinations L1/L5-L2/L5 are used. Also in that case ambiguity resolution will be less optimal than when the L1/L2-L2/L5 combinations are used. In Table 5 , the three mentioned triple-frequency sets of ionosphere-free combinations are summarized. Note that, when one has succeeded, in resolving the integer ambiguities, then all three sets of integrated ionosphere-free combinations will yield the same baseline solutions, which are about a factor of 2.55 worse than a singlefrequency ͑ambiguity-fixed͒ solution.
Alternative Triple-Frequency Ionosphere-Free Combination
When ambiguity resolution is not an issue ͑when for instance a sufficient long observation time is used͒, instead of the ionosphere-free combinations discussed in the previous subsection, it is also possible to form other triple-frequency ionospherefree combinations. One of these ionosphere-free combinations is formed using vector f ,3 ͑Table 3͒. Since this vector fulfills the conditions to form ionosphere-free combinations (f ,3 T u ,3 ϭ0 and f ,3 T e 3 ϭ1), it can be used to form a linear combination of all three frequencies. Hence, the vector of L1/L2/L5 ionosphere-free observables ⌰ dd reads
The mathematical model for this ionosphere-free combination reads as follows:
In this model, the vector of estimable ambiguities is ā ,1
I mϪ1 ) a ,3 dd and its entries are noninteger, but this is not a problem because no integer ambiguities need to be resolved. It can be proved that the ͑float͒ baseline solution with this ionosphere-free combination is exactly equal to the float baseline solution using the triple-frequency ionosphere-float model, because the vector f and baseline factor b read
Expected Ambiguity Resolution Performance
In this section, the expected performance of ambiguity resolution with the modernized ionosphere-float model or the corresponding GPS ionosphere-free combinations is discussed, using an example of the GPS receiver-satellite geometry. We use the probability of correct integer estimation, that is, the ambiguity success rate ͑Teunissen 1998͒, as our measure of performance. This ambiguity success rate can be evaluated without collecting real observations, based only on the mathematical model assumptions. Ambiguity success rates have been computed for one hour of data with a sampling interval of 10 s. The receiver-satellite geometry was computed for a location in the middle of the Netherlands using the positions of eight satellites, continuously tracked during the time span, above 15°elevation. Also, a ZTD parameter was introduced for the entire time span, for which the mapping coefficients were computed using Niell's mapping function. The standard deviation of all single-differenced phase observations was set at 4 mm.
For the three dual-frequency ambiguity sets, i.e., 77a 1 dd Ϫ60a 2 dd ͑L1/L2͒, 24a 2 dd Ϫ23a 3 dd ͑L2/L5͒, and 154a 1 dd Ϫ115a 3 dd ͑L1/L5͒, the success rates are plotted in Fig. 1 as a function of the time span in minutes. Concerning the L1/L2 set, the expected performance of ambiguity resolution is quite low; even after one hour the success rate is just 0.95. For the future L1/L5 set, one has to wait even longer before one can rely on the ambiguity resolution; the success rate after one hour is only about 0.25. The third L2/L5 set is expected to perform much better than the others; already after about 25 minutes the success rate is almost 1. This more successful behavior can be understood when one considers the wavelengths of the ionosphere-free combinations: for L2/L5 this is about 12 cm, whereas for the other two combinations it is smaller than 1 cm ͑Table 4͒. Due to these very small artificial wavelengths, the float ambiguities will be less precise, which will in its turn lead to a poor ambiguity resolution performance.
For the triple-frequency ambiguity sets, 77a 1 dd Ϫ60a 2 dd and 24a 2 dd Ϫ23a 3 dd simultaneously, the ambiguity success rate is plotted in Fig. 2 for the same time span. Although the performance of both sets simultaneously is better than of the L1/L2 set solely, it is however worse than the performance of the L2/L5 set. So here we have the striking situation that, although an additional L2 observable is used, the triple-frequency ambiguity resolution will perform poorer than without this observable. This behavior is caused Fig. 1 . Expected success rate of ambiguity resolution as function of observation time span, for three dual-frequency integer ambiguity sets Fig. 2 . Expected success rate of ambiguity resolution as function of observation time span, for triple-frequency integer ambiguity sets 77a 1 dd Ϫ60a 2 dd and 24a 2 dd Ϫ23a 3 dd by the presence of the L1/L2 ambiguity set in the triple-frequency case, which can due to its very small wavelength be determined much worse than the L2/L5 ambiguity set.
x ϭ general vector of unknown parameters; y ϭ general vector of observables; Z ϭ ambiguity transformation matrix; z ϭ vector of reparametrized ambiguities; ⌫ ϭ geometry matrix for k epochs; ⌬ ϭ increment; ␦t ϭ receiver clock error; ⑀ ϭ random noise; ⌰ ϭ vector of observed-minus-computed ionosphere-free observables; ϭ ionospheric delay; ⌳ ϭ wavelength matrix; ϭ wavelength; ϭ ionospheric coefficient; ϭ tropospheric delay; ͚ ϭ summation; ϭ standard deviation; ⌽ ϭ vector of observed-minus-computed phase observables; ϭ phase observable; ϭ tropospheric mapping factor; and ϭ Kronecker product.
