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Abstract. We consider the Windows Scheduling problem. The problem is a re-
stricted version of Unit-Fractions Bin Packing, and it is also called Inventory
Replenishment in the context of Supply Chain. In brief, the problem is to sched-
ule the use of communication channels to clients. Each client ci is characterized
by an active cycle and a window wi. During the period of time that any given
client ci is active, there must be at least one transmission from ci scheduled in
any wi consecutive time slots, but at most one transmission can be carried out in
each channel per time slot. The goal is to minimize the number of channels used.
We extend previous online models, where decisions are permanent, assuming
that clients may be reallocated at some cost. We assume that such cost is a con-
stant amount paid per reallocation. That is, we aim to minimize also the number
of reallocations. We present three online reallocation algorithms for Windows
Scheduling. We evaluate experimentally these protocols showing that, in practice,
all three achieve constant amortized reallocations with close to optimal channel
usage. Our simulations also expose interesting trade-offs between reallocations
and channel usage. We introduce a new objective function for WS with realloca-
tions, that can be also applied to models where reallocations are not possible. We
analyze this metric for one of the algorithms which, to the best of our knowledge,
is the first online WS protocol with theoretical guarantees that applies to scenar-
ios where clients may leave and the analysis is against current load rather than
peak load. Using previous results, we also observe bounds on channel usage for
one of the algorithms.
Keywords: Reallocation Algorithms, Windows Scheduling, Radio Networks, Unit Frac-
tions Bin Packing
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1 Introduction
We study the Windows Scheduling4 problem (WS) [4,5,8], which is a restricted version
of Unit-Fractions Bin Packing (UFBP) [1, 2, 5, 7, 9, 11], and it is also called Inventory
Replenishment in the context of Supply Chain [17]. In brief, the WS problem is to
schedule the use of communication channels to clients. Each client ci is characterized
by an active cycle (with arrival and departure times) and a windowwi also called laxity5
(in the context of job scheduling). During the period of time that any given client ci is
active, there must be at least one transmission from ci scheduled in any wi consecutive
time slots. The optimization criterion is to minimize the number of channels used. The
WS problem appears in many areas such as Operations Research, Networks, Streaming,
etc. More application details can be found in [4, 5, 8, 17] and the references therein.
Given that even a restricted version of the WS problem was shown to be NP-hard
even for one channel [3], practical WS solutions are only approximations. In the WS
literature, competitive analysis of the ratio between the number of channels used by
an online algorithm with respect to an optimal algorithm has been carried out in two
flavors: the maximum ratio for any given time instant (also called against current load),
and as the ratio of the maxima (also called against peak load). In the model of [4, 5]
both competitive ratios are the same because clients do not leave the system. In [8, 17]
the competitive ratio is against peak load. In the present work, we carry out competitive
analysis against current load.
In [4,5] clients do not leave the system whereas in [8,17] clients may leave. We fur-
ther extend the model assuming that clients may be reallocated at some cost. As used
in [6] (for Job Scheduling), we call this class of protocols Reallocation Algorithms.
Reallocation algorithms are a middle ground between online algorithms (where assign-
ments are final) and offline algorithms which can be used repeatedly if reallocations
are free. Reallocation has been studied previously for Load Balancing [13, 16], and for
UFBP in [1, 2] where it was called semi-online algorithms. In [11], also for UFBP, the
reallocation cost paid is only computation time. Preemptive Job Scheduling has also
been studied assuming that a cost for preemption is paid [10,12,14] but preempted jobs
in this model are left idling. In the present work, we assume that the cost of reallocation
is a constant amount. That is, we aim to minimize the number of reallocations.
In this paper, we present three protocols for online WS with reallocation. Namely,
Preemptive Reallocation, Lazy Reallocation, and Classified Reallocation. In brief, the
first is a repeated (upon each client arrival or departure) application of the offline pro-
tocol in [4]. Aiming to minimize channel usage, clients are preemptively reallocated to
guarantee the same offline packing. Instead, in Lazy Reallocation, clients are not real-
located as long as a maximum number of channels in use is not exceeded. The idea is
4 Were it not for the extensive literature on windows scheduling, we would have chosen a differ-
ent name. After all, the goal of windows scheduling is not to schedule windows but transmis-
sions. Moreover, those transmissions need not be scheduled within fixed epochs, as the term
window seems to suggest. Nonetheless, we use the current notation for literature consistency.
5 Throughout the paper, we will use the term laxity instead of window since it conveys better
the concept of maximum delay between transmissions. Nonetheless, we will also use the term
window when describing the related literature.
to save reallocations taking advantage of all possible channels. Finally, Classified Re-
allocation is designed to guarantee an amortized constant number of reallocations. The
main approach is to classify clients by laxity.
We evaluate experimentally all three protocols. Our simulations show that, in prac-
tice, all three achieve constant amortized reallocations with close to optimal channel us-
age. Our simulations also expose interesting trade-offs between reallocations and chan-
nel usage. On the theoretical side, we introduce a new objective function for WS with
reallocations, that can be also applied to models where reallocations are not possible.
We analyze this metric for Classified Reallocation which, to the best of our knowledge,
is the first online WS protocol for dynamic scenarios (clients may leave) with theoret-
ical guarantees (against current load). Using previous results, we also observe bounds
on channel usage for Preemptive Reallocation.
The rest of the paper is organized as follows. First we overview the related work in
Section 2. Section 3 includes formal definitions of the problem and the model. The de-
tails of our contributions are presented in Section 4. We present and analyze reallocation
protocols in Sections 5 and 6, and simulations in Section 7.
2 Related Work
WS is a problem with applications to various areas such as communication networks,
supply chain, job scheduling, media on demand systems, etc. We overview here the
most related work.
In [4] the authors studied WS for broadcast systems where pages have to be allo-
cated to slotted broadcast channels. The allocation comprises a schedule of pages to
slots such that the gap between two consecutive slots reserved for page i is at most its
window wi. The model is static in the sense that, once pages arrive to the system, they
do not leave. Two optimization criteria are studied: to minimize the number of chan-
nels used by a fixed set of clients and to maximize the number of clients allocated to
a fixed set of channels. For the former problem they show an offline approximation of
H + O(lnH) where H =
∑
i 1/wi. The approach followed is to round down each
window size to the largest number of the form x2y , where x is an odd positive integer
and y is a non-negative integer. Then, allocate all clients of the same window size to
the same channel creating a new one whenever necessary. For online algorithms, an ap-
proximation of H + O(
√
H) channels was shown later in [5]. The approach is similar
but the analysis takes into account that, being online, pages are allocated one by one
and decisions are final.
A scenario where pages may leave the system was termed WS with Temporary
Items in [8]. Bounds in the latter work were proved on the competitive ratio against
peak load. That is, the online and the offline channel-usage maxima compared may
occur at different times. That is, taking advantage of (rather than overcoming) win-
dows departures. Specifically, the authors showed that any online algorithm has a com-
petitive ratio at least 1 + 1/wmin − , for any  > 0, independently of knowledge
of departure time. On the positive results side, they show an online algorithm that is
2 + 2/(bbwmincc − 1)-competitive, for wmin ≥ 2. Recently [17], this upper bound
was improved to 4wmin/(3wmin − 4), for wmin ≥ 4, in the context of supply chain
inventory replenishment. The algorithm makes use of a combined first fit policy for
assignment.
In [5], WS was studied as a restricted version of UFBP. The reason is apparent,
the combination of windows in WS is not additive as in UFBP. Hence, UFBP upper
bounds do not apply to WS but lower bounds do. A lower bound of H + Ω(lnH) on
the online approximation of UFBP, which then applies also to WS, was shown in [5].
A dynamic version of UFBP where items leave was studied in [7]. The authors show
an upper bound of 3 on the competitive ratio of best fit and worst fit allocation policies,
and an upper bound of 2.4942 for first fit. UFBP with reallocation was studied in [1, 2]
as semi-online algorithms with repacking. In their model items do not leave the system,
hence only lower bounds apply to WS with reallocation, but only upper bounds are
presented. In [11], fully dynamic UFBP algorithms apply to settings where items may
leave, but the reallocation cost is only bounded in terms of computation time.
3 Model
In this Section, we describe the Windows Scheduling problem and introduce the nota-
tion used throughout the paper.
We assume that time is discrete and it is determined by a global clock that runs in
time steps. Consider a set of clients C that require periodical radio transmissions. Each
client ci ∈ C is determined by three parameters: arrival time ti, departure time di, and
laxity wi. We say that client ci is active during the time interval [ti, di]. We assume that
there is an infinite number of available radio channelsR = {Rj}j∈N. During one time
step, only one client is able to transmit via a single channel.
A schedule for a client ci ∈ C is a set S(ci) , {(Rik, tik)}k∈[1,`i], where, channel
Rik is the reserved channel for ci’s transmission at time step t
i
k. Time steps t
i
k should
satisfy the following conditions:
ti1 − ti ≤ wi, (1)
di − ti`i ≤ wi and (2)
tik+1 − tik ≤ wi for all 1 ≤ k < `i. (3)
Parameter `i denotes the number of transmissions performed by client ci. Note that this
parameter is independent for each client, it is not set before hand and has to be set by
the schedule so that conditions (1), (2) and (3) are satisfied. Thus, conditions (1), (2)
and (3) ensure that each client ci transmits only while it is active and that periodical
transmissions are so that the laxity condition wi for client ci is satisfied. Since client ci
has to transmit periodically every (at most) wi time steps, we say that the load of client
ci is 1/wi.
We say that schedule S(ci) reallocates client ci each time that Rik 6= Rik+1 for
1 ≤ k < `i. We denote by reall(S(ci)) the number of times schedule S(ci) reallocates
client ci. The total number of reallocations of schedule S(C ) for the set of clients C
is denoted by reall(S(C )) and is defined as follows:
reall(S(C )) ,
∑
ci∈C
reall(S(ci)).
We are interested in the amortized number of reallocations, that is, the number
of reallocations of a schedule divided by the number of arrivals and departures in the
system. For that purpose, let us define a round as the set of time slots between events
(arrival or departure of a client). In other words, at each round occurs exactly one event,
either an arrival or a departure of a client. Hence, if reallr(S(C )) denotes the number
of reallocations up to round r produced by schedule S(C ), the amortized number of
reallocations of schedule S(C ) in the set of clients C at round r is reallr(S(C ))/r.
Naturally, there exist a trade-off between the number of reallocations and the num-
ber of channels used by a schedule, the more reallocations the less number of channels
used at each round. Indeed, if a schedule can reallocate clients freely, it can achieve
the optimal offline number of channels used at each round by simply computing the
optimal offline schedule at each round, and reorganizing the schedule via reallocations
in order to mimic the optimal offline schedule. Thus, we are interested in understanding
this trade-off at each round. For any round r, let C (r) ⊆ C be the set of active clients in
the system at round r. Hence, we defineHr ,
∑
ci∈C (r) 1/wi as the load of the system
at round r. The value dHre is a lower bound on the optimal number of used channels
at round r. Hence, R(S(C ))r/dHre is an upper bound on the competitive ratio of the
number of channels used at round r, whereR(S(C ))r denotes the number of channels
used at round r by schedule S(C ) .
Using this notation, we define the online WS problem with reallocations as follows:
Definition 1. Let C be a set of clients revealed online, that is, arrivals and departures
of clients are revealed one by one. The Online Windows Scheduling with Realloca-
tions problem is to determine a schedule S(C ), possibly with reallocations, so that the
following sum is minimum.
reallr(S(C ))
r
+
R(S(C ))r
dHre
Notice that this metric is against current load and applies to any given round r.
Should we instead be interested in the maximum competitive ratio, we could simply
plug the maximum up to round r instead of the current. Likewise, should the realloca-
tion cost be any known value c, it could be simply introduced in the expression above
multiplying the first term.
4 Our Contributions
The main contributions of this paper follow. It should be noticed that our upper bounds
cannot be compared with previous theoretical work on WS because either their models
assume that clients do not leave [4,5], or the bounds on channel usage are proved against
peak load [8, 17], or they apply to the less restrictive UFBP problem [1, 2, 5, 7, 11].
– The presentation of three protocols for Online Windows Scheduling with Real-
location called Preemptive Reallocation, Lazy Reallocation, and Classified Real-
location. Preemptive Reallocation guarantees low channel-usage because clients
are preemptively reallocated to achieve the offline packing of [4]. Attempting to
save reallocations while keeping the channel usage bounded, in Lazy Reallocation
clients are not reallocated as long as a maximum number of channels in use is not
exceeded. In Classified Reallocation, the main approach is to classify clients by
laxity, except for “large” laxities that are allocated in one special channel to main-
tain the channel-usage overhead below an additive logarithmic factor. To the best of
our knowledge, Classified Reallocation is the first online WS protocol for dynamic
scenarios (clients may leave) with theoretical guarantees (against current load).
– The experimental evaluation of all three protocols showing that, in practice, all
of them achieve constant amortized reallocations with close to optimal channel
usage. Our simulations also expose interesting trade-offs between reallocations and
channel usage.
– The introduction of a new objective function for Online Windows Scheduling with
Reallocations, that can be also applied to models where reallocations are not possi-
ble. This metric combines linearly the effect of reallocations amortized over rounds
with the number of channels used in contrast with the optimal UFBP, which is a
lower bound on the WS optimal allocation.
– Using previous results [4], for Preemptive Reallocation we observe an upper bound
of d2Hre on channel usage for every round r. Given that in Lazy Reallocation the
maximum number of channels is a parameter, its channel usage depends on the
implementation.
– We prove that, for any round r, the number of reallocations required by Classi-
fied Reallocation is at most 3r/2, and the number of channels used is at most
OPT (r) + 1+ log (min {wmax(r), ddn(r)ee} /wmin(r)) 6 , where OPT (r) is the
optimal number of channels required, wmax(r) and wmin(r) are respectively the
maximum and minimum laxities in the system, and n(r) is the number of clients
in the system, all for round r. We apply these bounds to our objective function in
Definition 1.
5 Preemptive Reallocation and Lazy Reallocation Algorithms
The first two algorithms use the concept of a broadcast tree to represent the schedule
corresponding to each channel.
Broadcast Tree to Represent a Schedule. Similarly to the the work by Bar-Noy et
al. [4] and Chan et al. [8], we represent a schedule for a channel with a tree. In particular,
we use a binary tree where all nodes have exactly zero or two children. Each leaf of the
binary tree has assigned one client (different for each leaf) or the leaf is empty. Each
complete binary tree with such an assignment represents uniquely one schedule for a
channel. Given a complete binary tree, the schedule picks one leaf at each time step
so that either the assigned client transmits or no transmission is produced if the leaf is
empty. In order to pick one leaf, walk down from the root up to one leaf following the
next recursive rules: the first time a bifurcation is visited go to the left child. The i-th
6 Throughout, log means log2 unless otherwise stated. We define ddn(r)ee as the smallest power
of 2 that is not smaller than n(r).
time a bifurcation is visited go to the child that was not visited in the previous visit.
Such trees are called broadcast trees.
A used channel will be fully described by its broadcast tree in the following two
algorithms. Thus, the following two algorithms are determined by (i) the procedure to
assign clients to a leaf in a broadcast tree when a client arrives and (ii) the procedure to
reallocate clients if required when a client leaves the system.
Greedy Construction of a Broadcast Tree. Consider an empty channel as a single
node, the root of its corresponding tree. Define every root as available. For the first
client c1 that arrives, let v1 be the nonnegative integer such that 2v1 ≤ w1 < 2v1+1.
Append to any root a binary tree of height v1 in which for each depth from 1 to v1 − 1,
there is a single leaf and for depth v1 there are two leaves. Set every new leaf as available
except for one leaf at depth v which is assigned to c1. For the i-th client ci that arrives,
let vi be the nonnegative integer such that 2vi ≤ wi < 2vi+1. If there is an available
leaf at depth vi, assign ci to that leaf. Otherwise, let 0 < u < vi be any value such that
there is an open leaf at depth u in some used broadcast tree. Append a binary tree of
height vi − u to that leaf in which for each depth from u to v1 − u− 1, there is a single
leaf and for depth v1 there are two leaves. Set every new leaf as available except for one
leaf at depth vi which is assigned to ci. If no such u exists, append the described tree to
an available root. In this case consider u = 0.
Preemptive Reallocation. The Preemptive Reallocation procedure maintains the fol-
lowing invariant: for each depth there is at most one broadcast tree with a leaf available.
If the invariant is violated after some departure, it means that there are two broadcast
trees with an available leaf in the same depth. Then, the branches that hang from the
twin node of the available leaf can be hanged from the same tree to reinstate the in-
variant. The Preemptive Reallocation procedure does so minimizing the total number
of reallocations, that is, moving the branch that hangs from the broadcast tree with less
clients assigned.
Lazy Reallocation. The Lazy Reallocation procedure reallocates only when the frac-
tionR(S(C ))r/dHre exceeds a threshold T after one departure. It exhaustively reallo-
cates clients until no more reallocations can be made. Reallocations are done according
to the invariant used by the Preemptive Reallocation procedure merging the smallest
depth with two available leaves at the same depth.
The Preemptive Reallocation and Lazy Reallocation algorithms use the greedy
construction of broadcast trees when clients arrive and preemptive and lazy realloca-
tions procedures when clients leave the system, respectively. Lemma 5 of Bar-Noy et al.
[4] implies that the Preemptive Reallocation algorithm guaranteesR(S(C ))r < d2Hre
for every round r. Hence, R(S(C ))r/dHre < 2 for every round r when S(C ) is con-
structed according to the Preemptive Reallocation algorithm. On the other hand, by def-
inition of the Lazy Reallocation procedure, the Lazy Reallocation algorithm guarantees
that R(S(C ))r/dHre ≤ T when S(C ) is constructed according to the Lazy Realloca-
tion algorithm. In Section 7, we study via experiments the behavior of reallr(S(C ))/r
for the Preemptive Reallocation and Lazy Reallocation algorithms. In the particular
implementation of the Lazy Reallocation algorithm included in this work, we set the
threshold T equal to 4
√
Hr. Hence, in that case it holds R(S(C ))r/dHre ≤ 4
√
Hr.
For both algorithms, Preemptive Reallocation and Lazy Reallocation, we show experi-
mentally that reallr(S(C ))/r ≤ 1.
6 Classified Reallocation
In this section, we present a reallocation algorithm that guarantees O(1) reallocations
amortized on rounds. The details of the protocol can be found in Algorithm 1. Bounds
on channel usage and reallocations are proved in Theorem 1. Corollary 1 establishes
these bounds in our objective function. For convenience, for any number x, we define
the hyperceiling of x, denoted as ddxee, to be the smallest power of 2 that is not smaller
than x. For this algorithm, we restrict the input to laxities that are powers of 2. The study
of inputs with arbitrary laxities is left for future work.
The intuition of the protocol is the following. When a new client ci arrives and there
are already n−1 clients in the system, for n ≥ 1, we distinguish two cases. If the laxity
of ci is at least 2ddnee, assign ci to a special channel called big channel. All clients
allocated to the big channel transmit with period ddnee so, because there are n clients
in the system, one big channel is enough. All the other channels being used are called
small channels. Otherwise, if the laxity is wi < 2ddnee, assign client ci to a channel
reserved for laxities wi, we call it wi-channel. If such channel does not exist or all
wi-channels are full, reserve a new one. For any laxity wi, all clients allocated to a wi-
channel transmit with period wi. That is, a maximum of wi clients can be allocated to
a wi-channel. When a client cj of laxity wj leaves a channel C, if C is the big channel
do nothing. Otherwise, reallocate a client from the wj-channel of minimum load (if any
other) to the slot left by cj .
With each arrival or departure the number of clients n change. If, upon an arrival,
ddnee becomes larger than the laxity of some clients allocated to a big channel, re-
allocate those clients to other channels according to laxity, reserving new channels if
necessary. Because n was doubled since the allocation of these clients, these realloca-
tions are amortized by the arrivals that doubled n. If, upon a departure, 2ddnee becomes
smaller than the laxity of some clients, reallocate those clients to a big channel, releas-
ing the reservation of the channels that become empty. Because n was halved since
the allocation of these clients, these reallocations are amortized by the departures that
halved n.
The following theorem bounds the number of reallocations and the number of chan-
nels used by the Classified Reallocation algorithm.
Theorem 1. Given a set of clients C , the schedule S(C ) obtained by the Classified
Reallocation algorithm requires at most 3r/2 reallocations up to round r. Additionally,
for any round r such that C (r) 6= ∅, the number of reserved channels is at most
OPT (r) + 1 + log
min
{
maxi∈C (r){wi, dd|C (r)|ee}
}
mini∈C (r) wi
,
where OPT (r) is the minimum number of channels required to allocate the clients in
C (r).
Algorithm 1:O(1) reallocations. ddnee is the largest power of 2 that is not greater
than n. For any laxity w, all clients allocated to a w-channel are scheduled to
transmit with period w.
1 n← 0 // active clients count
2 τ ← 2 // big channel threshold
3 start tasks 1 and 2
4 Task 1
5 upon arrival of client ci do
6 n← n+ 1
7 if 2ddnee > τ then // consolidate the big channel
8 τ ← 2ddnee
9 foreach client cj in the big channel such that wj < τ/2 do
10 if all wj-channels are full then reserve a new wj-channel
11 reallocate cj to the wj-channel of minimum load
12
13 foreach client cj in the big channel do
14 re-schedule cj to transmit with period τ/2
15 if wi ≥ τ then // allocate new client
16 allocate ci to the big channel to transmit with period τ/2
17 else
18 if all wi-channels are full then reserve a new wi-channel
19 allocate ci to the wi-channel of minimum load
20 Task 2
21 upon departure of client ci from channel c do
22 n← n− 1
23 if c is not the big channel then // consolidate wi-channels
24 if c is empty then release c
25 else if there is a wi-channel c′ 6= c that is not full then
26 reallocate a client from c′ to c
27 if 2ddnee < τ then // consolidate the big channel
28 τ ← 2ddnee
29 foreach client cj in the big channel do
30 re-schedule cj to transmit with period τ/2
31 foreach w-channel c′′ such that w > 2τ do
32 foreach client k in c′′ do
33 reallocate k to the big channel to transmit with period τ/2
34 release c′′
Proof. The bound on the number of channels follows from the algorithm. Specifically,
for any round r, there are at most OPT (r) wi-channels full, and there is at most
one big channel. With respect to the not-full wi-channels, the maximum wi is either
maxi∈C (r) wi or dd|C (r)|ee, whatever is smaller. Given that all laxities are powers of
2 the bound follows.
To bound the reallocations, we map reallocations to arrivals or departures. Given
that rounds are defined by arrivals and departures, the amortized bound follows. The
mapping is the following. Clients are reallocated due to one of three possible events as
follows.
1. Some client cj with laxity wj departed from a wj-channel c that was full. Then, if
there is some other wj-channel c′ that is not full, some client ci allocated to c′ is
reallocated to the slot left by cj in c (see Lines 25-26 in Algorithm 1).
2. Upon the arrival of some client, the total number of clients n increases making
2ddnee larger than the big-channel threshold. Then, any client ci allocated to the
big channel whose laxity is wi < ddnee is reallocated to a wi-channel (see Lines 7-
11 in Algorithm 1).
3. Upon the departure of some client, the total number of clients n decreases making
2ddnee smaller than the big-channel threshold. Then, all clients in all w-channels
such that w > 4ddnee are reallocated to the big channel (see Lines 31-34 in Algo-
rithm 1).
No other event triggers a reallocation.
Now, we define the mapping. For Event 1, the reallocation of ci is mapped to the
departure of cj . To define the mapping for Event 2, we need the following lemmas.
Lemma 1. Consider a client ci that has to be reallocated from the big channel in
Lines 9-11 of Algorithm 1. Let n be the number of clients in the system at the time
of reallocation in Line 11, and n′ be the number of clients in the system at the time of
the last allocation of ci. Then, it is n ≥ 2n′. That is, after the last allocation of ci to the
big channel, the total number of clients in the system at least has doubled.
Proof. In the following, all line numbers refer to Algorithm 1. Clients are reallocated
from the big channel because their laxities are strictly smaller than τ/2 = ddnee (see
Line 9). In order to be allocated to the big channel, ci must have a laxity at least 2ddn′ee
if it was upon arrival (see Line 15), or at least 4ddn′ee if it was upon consolidation of
the big channel (see Line 31). In either case, it must be 2ddn′ee ≤ wi < ddnee, which
implies that n ≥ 2n′. uunionsq
Lemma 2. In any given round, at most half of the clients in the system are reallocated
from the big channel after executing Lines 9-11 of Algorithm 1.
Proof. Out of the set of clients being reallocated from the big channel at a given round r,
consider the client ci that was allocated last, say, in some round r′ < r. From Lemma 1,
we know that between r′ and r the number of clients in the system has at least doubled.
Furthermore, we know that none of the clients that arrived after r′ has to be reallocated
in round r, because ci was the last one. Hence, it cannot be that more than half of the
clients in the system are reallocated from the big channel in round r. uunionsq
Now we define the mapping for Event 2. Let n be the number of clients in the
system at the time of Event 2. As shown in Lemma 2, at most n/2 clients have to be
reallocated. And, as shown in Lemma 1, after the last allocation to the big channel of
any client that has to be reallocated, the total number of clients in the system at least has
doubled. Hence, the at most n/2 reallocations are mapped to the at least n/2 arrivals.
To define the mapping for Event 3, we need the following lemma.
Lemma 3. Consider a client ci that has to be reallocated to the big channel in Lines 31-
34 of Algorithm 1. Let n be the number of clients in the system at the time of reallocation
in Line 33, and n′ be the number of clients in the system at the time of the last allocation
of ci. Then, it is n ≤ n′/2. That is, after the last allocation of ci, the total number of
clients in the system at least has halved.
Proof. In the following, all line numbers refer to Algorithm 1. Clients are reallocated to
the big channel because their laxities are strictly larger than 2τ = 4ddnee (see Line 31).
Because ci was not in the big channel, ci must have a laxity strictly smaller than 2ddn′ee
if the last allocation was upon arrival (see Line 17), or strictly smaller than ddn′ee if
it was upon consolidation of the big channel (see Line 9). In either case, it must be
4ddnee < wi < ddn′ee, which implies that n ≤ n′/4 ≤ n′/2. uunionsq
Finally, the mapping for Event 3 is the following. Let n be the number of clients in
the system at the time of Event 3. As shown in Lemma 3, after the last allocation of any
client that has to be reallocated, the total number of clients in the system at least has
halved. Hence, the at most n reallocations are mapped to the at least n departures.
In the mapping above, there is at most one reallocation for each arrival and at most
two reallocations for each departure. Given that there cannot be more departures than
arrivals, the number of reallocations up to round r are at most r/2+r. Hence, the claim
follows. uunionsq
The following corollary is a direct consequence of Theorem 1 and the fact that
OPT (r) ≥ d∑i∈C (r) 1/wie = dHre.
Corollary 1. Given a set of clients C , the schedule S(C ) obtained by the Classified Re-
allocation algorithm achieves, for any round r, is reallr(S(C ))/r+R(S(C ))r/dHre ≤
5/2 + (1 + log(min{maxi∈C (r) wi, dd|C (r)|ee}/mini∈C (r) wi))/dHre.
7 Simulations
Model. The deployment of the proposed algorithms on a real environment will require
involvement of a large number of active users and resources, which is very hard to co-
ordinate and build, and would prevent repeatability of results. Thus, simulation appears
to be the easiest way to analyze the different proposed online reallocation strategies.
Based on the simulation results, we can later encourage or discourage the deployment
on a real production environment. Next, we present the simulation model implemented
for evaluating the performance of the previously proposed reallocation policies, named
CommunicationChannelsSim (CCSim). The simulated communication channels have
been performed by means of SimJava 2.0 [15]. SimJava is a discrete event, pro-
cess oriented, simulation package. It is an API that augments Java with building blocks
for defining and running simulations.
All the simulations are performed from the point of view of one user. This user
submits clients to the scheduler. The clients are loaded from an XML input file. For
our experiments we have created three different input files each containing 4000 clients
with different laxities. These scenarios represent common situations on which clients
with different laxities arrive to the system and departure in an instant of time that de-
pends directly on the laxity demanded by the client. The better the laxity, the sooner he
will leave the system. In the same way, the scheduler performs one of the proposed re-
allocation strategies and acts accordingly when a client arrives or leaves the system. We
have implemented three versions of CCSim that only differ in the reallocation policy
implemented. As a result, we isolate the reallocation strategy as the only factor that can
cause number of channels and number of reallocations variations between these three
CCSim versions.
As we mentioned before, we have created our own input files. We have defined
the structure of the files using the XML language. Thus, each input file contains 4000
clients with the following characteristics:
] id: each client has its own identifier to differentiate it from the rest.
] t arrive: arrival simulation time of the client in seconds, for example, 899 sec-
onds.
] size: laxity of the client as a real value, for example, 6.628461669685978. The
laxity can be calculated using a Gaussian (normally) distributed double value or
it can be chosen uniformly. Thus, we can generate input files following Normal,
Uniform or mixed laxity distributions.
] w size: the laxity is later rounded down to the larger power of 2, for our example,
its value would be 4.
] t leave: simulation time instant in seconds at which the client leaves the system.
This value is calculated based on the laxity. Thus, if the client has a laxity less than
or equal to 30, t leave will be t arrive plus a random number generated uni-
formly between 500 and 1000. Conversely, if the client has a laxity greater than 30,
t leave will be t arrive plus a random number generated uniformly between
1000 and 1500. As a consequence, clients with a smaller laxity will remain less
time in the system. For instance, the client of the example will leave the system at
second 1737.0.
Explanations for the main CCSim participating entities and its simulation setup
follow.
CCSim represents the complete simulation, and is responsible for the creation of
the main simulated entities: Scheduler and User. When the simulation starts, CCSim
creates 1 User and 1 Scheduler.
The Scheduler entity represents a generic scheduler implementing the correspond-
ing reallocation algorithm. When a Client arrives, the Scheduler allocates it in a Broad-
cast Tree Node. This operation may involve creating a new Tree. Also, when a Client
leaves, the Scheduler removes it from the corresponding Tree Node. This operation may
imply reallocating Clients and deleting Trees.
The User models a user that submits Clients to the Scheduler. The User is responsi-
ble of sending the only two system events: Client arrival and Client departure by using
Client’s t arrive and t leave times.
The Client entity represents a generic Client submitted to the Scheduler. This entity
provides specific information about each client as defined in the XML input file.
The Broadcast Tree entity, as described in Section 5, represents a channel with up to
five different levels representing five Client laxities (2, 4, 8, 16, 32). Thus, at each level
there are at most 2i Nodes, with i being a number between 1 and 5. Clients are allocated
in their corresponding Node level according to their rounded down laxity w size. Each
tree is characterized by a root Node.
The Node entity represents a Tree Node in which a Client can be allocated. Each
node knows its level or laxity, if it is a root node, a left node or a right node. Also, each
node points to its left subtree and to its right subtree.
Discussion. Our simulations show similar behaviors for normal and uniform input dis-
tributions. All three protocols achieve constant amortized reallocations with close to
optimal channel usage. Figures 1 and 2 illustrate the performance of the algorithms
along rounds for a normally distributed input. Figure 3 illustrates the trade-offs between
channel usage and reallocations for uniform and normally distributed laxities.
We can observe in Figure 1(a) the overall load of the system for a representa-
tive input. The load was increased over 1000 rounds until reaching a peak and de-
creased during the following 1000 rounds until reaching low load. Afterwards, the in-
crease/decrease procedure was repeated but now maintaining the system loaded for
approximately 4000 rounds. We can see in Figure 2(b) that Preemptive Reallocation
incurs in more reallocations than Lazy Reallocation and Classified Reallocation, but
still for all three the amortized reallocations are below 1. When the system is loaded,
we observe in Figure 2(a) that the competitive ratio stays around 1.5 for all algorithms.
When the system has low load, Preemptive Reallocation still maintains the compet-
itive ratio below 2, whereas Lazy Reallocation increases up to the parametric maxi-
mum channel usage. For these simulations, that maximum was Hr + 4
√
Hr, that is,
the online maximum channel usage of [5] for clients that do not leave. With respect
to Classified Reallocation with low load, the competitive ratio is higher because, for
simplicity, the simulation was carried out without using a big channel (refer to the Clas-
sified Reallocation algorithm). Preemptive Reallocation and Lazy Reallocation reflect
clearly the trade-off between reallocations and channel usage. While the former incurs
in more reallocations than the latter, the reverse is true with respect to channel usage.
This trade-off becomes more dramatic if the maximum number of channels allowed in
Lazy Reallocation is increased. Classified Reallocation, on the other hand, which out
of the three is the only algorithm providing theoretical guarantees, has low amortized
reallocations (less than 0.5) while maintaining a low competitive ratio when the system
is loaded. For systems with frequent low load, the big channel should be implemented.
Figure 1(b) illustrates the combination of these factors in our objective function.
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(a) Current load as Hr .
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Fig. 1. Performance along rounds for normally distributed inputs.
(a) Channel usage competitive ratio.
(b) Amortized reallocations.
Fig. 2. Performance along rounds for normally distributed inputs.
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Fig. 3. Channel usage vs. reallocations
