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Abstract
Let [n, k, d]q -codes be linear codes of length n, dimension k and minimum Hamming distance d over GF(q). In this paper,
the nonexistence of [105, 6, 68]3 and [230, 6, 152]3 codes is proved.
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1. Introduction
Let GF(q) denote the Galois ﬁeld of q elements, and let V (n, q) denote the vector space of all ordered n-tuples over GF(q).
The number of nonzero positions in a vector x ∈ V (n, q) is called the Hamming weight wt(x) of x. The Hamming distance
d(x, y) between two vectors x, y ∈ V (n, q) is deﬁned by d(x, y)=wt(x− y).A linear code C of length n and dimension k over
GF(q) is a k-dimensional subspace of V (n, q). Theminimum distance of a linear codeC is d(C)=min{d(x, y)|x, y ∈ C, x = y}.
Such a code is called [n, k, d]q code if its minimum Hamming distance is d. For a linear code, the minimum distance is equal
to the smallest of the weights of the nonzero codewords.
A central problem in coding theory is that of optimizing one of the parameters n, k and d for given values of the other two and
q-ﬁxed. Two versions are:
Problem 1. Find dq(n, k), the largest value of d for which there exists an [n, k, d]q -code.
Problem 2. Find nq(k, d), the smallest value of n for which there exists an [n, k, d]q -code.
A code which achieves one of these two values is called optimal.
The systematic research of ternary optimal codes has been initiated by Hill and Newton [26]. They have found the values of
n3(k, d) for k4 for all d and the values of n3(5, d) for all but 30 values of d. Five optimal codes have been constructed by van
Eupen [9,10], one by van Eupen and Hill [12] and three optimal codes have been constructed by Bogdanova and Boukliev [2].
The essentials of the remaining nonexistence cases have been settled in a series of papers by van Eupen [10], van Eupen et al.
[11], Hamada and Watamori [21] and Landgev [28].
The ﬁrst results and tables for n3(6, d)were published by Hamada [15] and Daskalov [6].After that the state of knowledge for
n3(6, d), d243, was summarized in [20]. Twenty new optimal 6-dimensional ternary codes were obtained by Boukliev [3]. New
nonexistence results were obtained by Hamada [16], Hamada and van Eupen [17], Hill and Jones [25], Hamada and Watamori
[23], Hamada andHelleseth [18], Hamada et al. [19], and Jones [27].An updated table forn3(6, d)was presented in [23]. Recently
Maruta [31] proved the nonexistence of [69, 6, 44]3, [81, 6, 52]3, [108, 6, 70]3, [157, 6, 103]3, [256, 6, 169]3, [269, 6, 178]3
codes and presented new table for n3(6, d) at the next address: http://www.geocities.com/mars39.geo/griesmer.htm.
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2. Preliminary results
The well-known lower bound for nq(k, d) is the Griesmer bound [14,32]
nq(k, d)gq(k, d)=
k−1∑
j=0
⌈
d
qj
⌉
( 
x denotes the smallest integer x).
Deﬁnition. The dual code C⊥ of C is the set of words of length n that are orthogonal to all codewords in C, w.r.t. the ordinary
inner product.
Theorem 2.1 (MacWilliams and Sloane [30]). (the MacWilliams’ identities) Let C be an [n, k, d]3-code and Ai(C)= Ai and
Bi(C)= Bi denote the number of codewords of weight i in the code C and in its dual code C⊥, respectively. Then
n∑
i=0
Kt(i)Ai = 3kBt , for 0tn,
where
Kt(i)=
t∑
j=0
(−1)j
(
n− i
t − j
)(
i
j
)
2t−j
are the Krawtchouk polynomials.
Lemma 2.1 (Hill and Newton [26]). For an [n, k, d]3-code Bi = 0 for each value of i (where 1ik) such that there does not
exist an [n− i, k − i + 1, d]3-code.
Deﬁnition. A k × n matrix G having as rows the vectors of a basis of a linear code C is called a generator matrix for C.
Deﬁnition. Let C be an [n, k, d]q -code with generator matrix G and let c be a row of G. The residual code of C with respect to
c is the code generated by the restriction of G to the columns where c has a zero entry. The residual code of C with respect to c
is denoted Res(C, c) or Res(C,w) if the weight of c is w (wt(c)= w).
Lemma 2.2 (Dodunekov [8]). Let C be an [n, k, d]3-code and c ∈ C, wt(c) = w and w<d + 
w3 . Then Res(C,w) has
parameters [n− w, k − 1, d◦]3, where d◦d − w + 
w3 .
Lemma 2.3 (Hill and Newton [26]). LetC be an [n, k, d]3-code with k2. Let also x and y be linearly independent codewords.
Then:
(a) wt(x) + wt(y) + wt(x + y) + wt(x − y) = 3n − 3z(x, y), where z(x, y) denotes the number of positions in which both
codewords have zero entries.
(b) Ai = 0 or 2 for i > (3n− 2d)/2
(c) If Ai = 2, then Aj = 0 for j + i > 3n− 2d and i = j .
Lemma 2.4 (van Eupen and Lisonek [13]). Let C be an [n, k, d]3-code. If d ≡ 2 (mod 3) and no codeword of C is of weight
1 (mod 3), then C can be extended to a self-orthogonal [n+ 1, k, d + 1]3-code.
The following observation was used by van Eupen [10] and Hamada and van Eupen [17].
Let C be a [n, k, d]3-code and let Si , i = 0, 1, 2, denote the number of nonzero codewords of weight imod 3 in C. Let Q be
the quadratic form such thatQ(x1, x2, . . . , xn)= x21 + x22 + · · · + x2n , where x1, x2, . . . , xn are elements of GF(3), and letQC
be the quadratic form Q restricted to C. Let also r denote the dimension of the radical of QC and let  denote the determinant
ofQC which is +1 or −1. It follows from Lidl and Niederreiter ([29], Theorems 6.26 and 6.27) that:
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1. If k − r is even, then
S0= 3k−1 + 2.(−1)(k−r)/2..3(k+r)/2−1 − 1, (1)
S1= 3k−1 − (−1)(k−r)/2..3(k+r)/2−1, (2)
S2= 3k−1 − (−1)(k−r)/2..3(k+r)/2−1. (3)
2. If k − r is odd, then
S0= 3k−1 − 1, (4)
S1= 3k−1 + (−1)(k−r−1)/2..3(k+r−1)/2, (5)
S2= 3k−1 − (−1)(k−r−1)/2..3(k+r−1)/2. (6)
Lemma 2.5. Let C be an [n, k, d]3-code with B1 = 0 and let d0 = 3n− 72d + d2.3k−2 .
(a) If d /≡ 1 (mod 3) and Ai = 0 if imod 3= 1 and id0, then S1 = 0.
(b) If d /≡ 2 (mod 3) and Ai = 0 if imod 3= 2 and id0, then S2 = 0.
Proof. (1) From (2), (3), (5) and (6) it follows that Si = 0 or Si2.3k−2 (i = 1, 2).
(2) We will use the next form of the MacWilliams identities:
n−∑
i=0
(
n− i

)
Ai = 3k−
∑
i=0
(
n− i
− i
)
Bi
for every = 0, 1, . . . , n.
The ﬁrst two identities are: e0 :
∑n
i=d Ai = 3k − 1 and e1 :
∑n−1
i=d (n− i)Ai = n(3k−1 − 1).
Calculating the linear combination (n− d)e0 − e1 we get
n∑
i=d
(i − d)Ai = 3k−1(2n− 3d)+ d. (7)
Letd1 be the smallest integer of type 3j+i (i=1, 2) such thatAd1 = 0. It follows now from (7) that (d1−d)Si3k−1(2n−3d)+d.
If d1>d0 then Si < 2.3k−2 and it follows now that Si = 0. 
3. The new results
It is a well known fact in coding theory that if there is no ternary [105,6,68] codes, then there is no ternary [106,6,69] codes. But
it is difﬁcult to prove directly the nonexistence of ternary [105,6,68] codes. Hence in this paper, we will prove the nonexistence
of ternary [106,6,69] codes at ﬁrst and next we will use this result and Lemma 2.4 to prove the nonexistence of ternary [105,6,68]
codes.
From [5,23] we have 68d3(106, 6)69 and 106n3(6, 69)108.
Theorem 3.1. d3(106, 6)= 68 and 107n3(6, 69)108.
We will prove the theorem with the aid of the following six Lemmas.
Lemma 3.1. If C is a [106, 6, 69]3-code, then A77 = A86 = A95 = A103 = A104 = A106 = 0.
Proof. Suppose there exists a [g3(6, 69)+ 1= 106, 6, 69]3-code C. It follows by Lemma 2.2 and [5] that Ai = 0 for i /∈ J =
{69, 72, 77, 78, 81, 86, 87, 90, 95, 96, 102, 103, 104, 105, 106}. By Lemma 2.1 and [5] B1 = 0.
For our code S1 = A103 + A106 and S2 = A77 + A86 + A95 + A104.
The constant d0 from Lemma 2.5 is d0 = 318 − 4832 + 69162 = 76.926< 77. So by Lemma 2.5 it follows that S1 = 0 and
S2 = 0. 
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Lemma 3.2. If C is a [106, 6, 69]3-code, then A102 = 0 and A105 = 0.
Proof. After the information from Lemma 3.1 the ﬁrst four MacWilliams identities are:
e0 : A69 + A72 + A78 + A81 + A87 + A90 + A96 + A102 + A105 = 728
e1 : 5.A69 − 4.A72 − 22.A78 − 31.A81 − 49.A87 − 58.A90 − 76.A96 − 94.A102 − 103.A105 =−212
e2 : −96.A69−96.A72+147.A78+390.A81+1119.A87+1605.A90+2820.A96+4359.A102+5250.A105−729.B2=−22260
e3 : −446.A69+472.A72+364.A78−2120.A81−15593.A87−28040.A90−68000.A96−132908.A102−176540.A105−
729.B3 =−1543360
Calculating the linear combination (−1163.e0 − 183.e1 − 17.e2 − 1.e3)/243 we get
3.A72 + 18.A87 + 42.A90 + 135.A96 + 308.A102 + 432.A105 + 51.B2 + 3.B3 = 4584
Reducing the last equation modulo 3 it follows that A102 = 0.
If A105 = 2 then by Lemma 2.3 it follows that A78 = A81 = A87 = A90 = A96 = 0.
Calculating the linear combination (32.e0 + 1.e2/3)/81 we get 3.B2 = 22.A105 − 196 = −152, a contradiction. So
A105 = 0. 
Lemma 3.3. If C is a [106, 6, 69]3-code, then A96 = 0.
Proof. Let x ∈ C be a codeword with wt(x)= 96. Then D =Res(C, x)= [10, 5, 5]3-code. This code is unique (see [13]) and
has the weight enumerator A0(D)= 1, A5(D)= 72, A6(D)= 60, A8(D)= 90, A9(D)= 20.
As we mention in Lemma 3.1 A96 = 0 or 2. If A96 = 2, then by Lemma 2.3 A87 = 0, A90 = 0 and
wt(y)+ wt(x + y)+ wt(x − y)= 222− 3z(x, y), (8)
where y is an arbitrary codeword.
Let y ∈ C be a codeword with wt(y) = 81. Since x − y and x + y are words of weight at least 69, it follows now
from (8) that z(x, y) = 0 or 1. If z(x, y) = 0, then D must contain codeword of weight 10, a contradiction. So z(x, y) = 1
and wt(x + y) + wt(x − y) = 138 = 69 + 69. Now every codeword of weight 81 gives a codeword of weight 9 in D. So
A81A9(D)= 20.
Let y ∈ C and z(x, y)= 4. It follows from (8) that wt(y)+ wt(x + y)+ wt(x − y)= 210 = 72 + 69+ 69, and this is the
only possibility. So to every codeword with weight 6 in D corresponds a codeword of weight 72 in C. Hence A72A6(D)= 60.
The ﬁrst three MacWilliams identities now are:
e0 : A69 + A72 + A78 + A81 = 726
e1 : 5.A69 − 4.A72 − 22.A78 − 31.A81 =−60
e2 : −96.A69 − 96.A72 + 147.A78 + 390.A81 − 729.B2 =−27900.
With the linear combination (−17.e0 − 3.e1 − 1.e2/3)/27 we get A72 =−106+ 2.A81 − 9.B2. But A7260 and it follows
now that 2.A81166+ 9.B2. So A8182, a contradiction. Hence A96 = 0. 
Lemma 3.4. If C is a [106, 6, 69]3-code, then A90 = 0.
Proof. Let x ∈ C be a codeword with wt(x)= 90. Then D =Res(C, x)= [16, 5, 9]3-code. This code is unique (see [13]) and
has the weight enumerator A0(D)= 1, A9(D)= 116, A12(D)= 114, A15(D)= 12. Now
wt(y)+ wt(x + y)+ wt(x − y)= 228− 3z(x, y). (9)
If y ∈ C and wt(y)= 90, then from (9) z(x, y)= 0. Hence A90 − 2A16(D)= 0 and so A90 = 2.
(1) Let y ∈ C and wt(y) = 87, then from (9) z(x, y)1. If z(x, y) = 0, then A16(D)> 0, a contradiction. So z(x, y) = 1 and
wt(x + y)+ wt(x − y)= 138= 69+ 69.
(2) Let y ∈ C and wt(y)= 81, then from (9) z(x, y)2. If z(x, y)= 0 or 2, then A16(D)> 0 or A14(D)> 0—a contradiction.
So z(x, y)= 1 and wt(x + y)+ wt(x − y)= 144= 72+ 72.
It follows now from (1) and (2) that A81 + A87A15(D)= 12.
The ﬁrst three MacWilliams identities now are:
e0 : A69 + A72 + A78 + A81 + A87 = 726
e1 : 5.A69 − 4.A72 − 22.A78 − 31.A81 − 49.A87 =−96
e2 : −96.A69 − 96.A72 + 147.A78 + 390.A81 + 1119.A87 − 729.B2 =−25470.
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Table 1
Type z(x, y) W1 W2 W3
T1 1 87 72 69
T2 1 81 78 69
T3 1 78 78 72
T4 2 87 69 69
T5 2 81 72 72
T6 2 78 78 69
T7 4 81 69 69
T8 4 78 72 69
T9 5 78 69 69
T10 7 72 69 69
T11 8 69 69 69
With the linear combination (−51.e0 − 9.e1 − e2)/81 we get A72 =−132+ 2.A81 + 9.A87 − 9.B20. It follows now that
9.B22.A81 + 9.A87 − 1322.(A81 + A87)+ 7.A87 − 13224+ 84− 132< 0,
a contradiction. So A90 = 0. 
Lemma 3.5. A [106, 6, 69]3-code C has one of the following weight enumerators.
A69 A72 A78 A81 A87
E1 572 60 56 20 20
E2 568 66 58 14 22
Proof. Let x ∈ C be a codeword with wt(x) = 87. The residual code D = Res(C, x) is a [19, 5, 11]3-code. This code (see
[13]) has the unique weight enumerator A0(D)= 1, A11(D)= 90, A12(D)= 60, A14(D)= 54, A15(D)= 18, A17(D)= 18,
A18(D)= 2.
The 726 codewords ofC\{0, x, 2x}maybe partitioned into 242 triples of the form {y, x+y, x−y}.We say such a triple has type
(W1,W2,W3), if {wt(y), wt(x+y),wt(x−y)}=(W1,W2,W3) and (W1W2W3). Note thatW1+W2+W3=231−3z(x, y).
The possible types are given in Table 1.
Every word of weight 87 other then x and 2x is in a triple of type T1 or T4 and so A87A18(D)+ A17(D)+ 2= 22. Every
word of weight 81 is in a triple of type T2 or T5 or T7 and so A81A18(D) + A17(D) + A15(D) = 38. It follows also from
triples of the type T9 and T10 that A78A14(D)= 54 and A72A12(D)= 60.
Using these constraints we ﬁnd (with the aid of computer program) the next four possibilities for the weight enumerator of
the code C,
A69 A72 A78 A81 A87
E1 572 60 56 20 20
E2 568 66 58 14 22
E3 570 62 62 12 22
E4 566 70 54 16 22
Now we will eliminate the possibilities E3 and E4.
As A18(D)= 2 it follows that there must be 2 triples with 1 zero in common. Similarly there must be 18 triples with 2 zeros,
18 with 4 zeros, 54 with 5 zeros, 60 with 7 zeros and 90 with 8 zeros.
Suppose there are ti triples of type Ti . Then from the weight enumerator of D and Table 1 we have
t1 + t2 + t3 = 2, (10)
t4 + t5 + t6 = 18, (11)
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Table 2
Type z(x, y) W1 W2 W3
T1 1 81 81 72
T2 1 78 78 78
T3 4 81 72 72
T4 4 78 78 69
T5 7 78 69 69
T6 7 72 72 72
T7 10 69 69 69
t7 + t8 = 18, (12)
t9 = 54, (13)
t10 = 60, (14)
t11 = 90. (15)
Counting the words of weights 87, 81 and 78 according to the partition in Table 1 we have
A87 = 2+ t1 + t4, (16)
A81 = t2 + t5 + t7, (17)
A78 = t2 + 2t3 + 2t6 + t8 + t9. (18)
Let A87 = 22. Then from (10) t1 + t4 = 20. But from (4) and (5) t12 and t418. So it follows that t1 = 2 and t4 = 18. Now
t2= t3= t5= t6=0 (see (4) and (5)). This means that t7=A81 and t8=18−A81. It follows now from (12) thatA81+A78=72,
but this is not satisﬁed for distributions E3 and E4.
If A87 = 0, then the possible weights are 69, 72, 78, 81. Let x ∈ C be a codeword with wt(x) = 81. The residual code
D = Res(C, x) = [25, 5, 15]3-code. There exist 23 such codes (see [4]). These codes have been classiﬁed by Bouyukliev and
have the next two weight enumerators
A0(D)= 1, A15(D)= 132, A18(D)= 80, A21(D)= 30, (19)
A0(D)= 1, A15(D)= 130, A18(D)= 86, A21(D)= 24, A24(D)= 2. (20)
Like in Lemma 3.5 we have the next Table 2. (W1 +W2 +W3 = 237− 3z(x, y).)
It follows from Table 2 that A812+ 2A24(D)+A21(D)32 and A783A24(D)+ 2A21(D)+A18(D)140. With these
additional constraints the system of the MacWilliams identities has no solutions. So A81 = 0.
The possible weights now are 69, 72, 78 and the ﬁrst three MacWilliams identities are:
e0 : A69 + A72 + A78 = 728
e1 : 5.A69 − 4.A72 − 22.A78 =−212
e2 : −96.A69 − 96.A72 + 147.A78 − 729.B2 =−22260
Calculating the linear combination (17.e0 − 3.e1 − e2/3)/27 we get A72 + 9.B2 =−160, a contradiction. So Lemma 3.5 is
proved. 
Lemma 3.6. There is no [106, 6, 69]3-code with weight enumerators E1 and E2.
Proof. Let x ∈ C be a codeword with wt(x)= 81. Like in Lemma 3.5 we have the next Table 3.
(A) Let D have weight enumerator (19).
Then t1 = t2 = t3 = 0, t4 = A87 and t5 = A81 − 2. Hence t4 + t5 = A87 + A81 − 2 = 38 for E1 or 34 for E2. But
t4 + t5 + t6 = A21(D)= 30 and we have a contradiction.
(B) Let D have weight enumerator (20). Now we have three cases:
(1) If t1 = 2, t2 = t3 = 0
Then t4 = A87 − 2 and t5 = A81 − 2. Hence t4 + t5 = A87 + A81 − 4 = 36 or 32. But t4 + t5 + t6 = A21(D) = 24, a
contradiction.
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Table 3
Type z(x, y) W1 W2 W3
T1 1 87 78 69
T2 1 81 81 72
T3 1 78 78 78
T4 4 87 69 69
T5 4 81 72 72
T6 4 78 78 69
T7 7 78 69 69
T8 7 72 72 72
T9 10 69 69 69
(2) If t2 = 2, t1 = t3 = 0
Then t4=A87 and t5=A81− 2− 2.t2. Hence t4+ t5=A87+A81− 6= 34 or 30. But t4+ t5=A21(D)− t6A21(D)= 24,
a contradiction.
(3) If t3 = 2, t1 = t2 = 0
Then t4 = A87 and t5 = A81 − 2. Hence t4 + t5 = A87 + A81 − 2= 38 or 34, a contradiction again.
This completes the proof of Theorem 3.1. 
From [5,23] we have 67d3(105, 6)68 and 105n3(6, 68)107.
Theorem 3.2. d3(105, 6)= 67 and 106n3(6, 68)107.
Proof. Suppose there exists a [g3(6, 68) + 1 = 105, 6, 68]3-code C. It follows by Lemma 2.2 and [5] that Ai = 0 for
i ∈ J = {70, 73, 74, 79, 82, 83, 88, 91, 92, 97, 98, 100}. By Lemma 2.1 and [5] B1 = 0. By Lemma 2.3 A90, A93, A94, A95,
A96, A99, A101,A102, A103, A104 and A105 are 0 or 2.
For our code S1 = A76 + A85 + A94 + A103.
Let A76> 0 (so S1> 0) and let x ∈ C be a codeword with wt(x)= 76. Then D = Res(C, x)= [29, 5, 18]3-code. This code
is unique (see [4]) and has the weight enumerator A0(D)= 1, A18(D)= 168, A21(D)= 36, A24(D)= 36, A27(D)= 2. Hence
if y is an arbitrary codeword, then z(x, y)= 2 or 5 or 8 or 11 and
wt(x)+ wt(y)+ wt(x + y)+ wt(x − y)= 315− 3z(x, y).
(1) If y ∈ C and wt(y)= 103, then wt(x + y)+ wt(x − y)= 136− 3z(x, y) and so z(x, y)= 0. Hence A103 = 0.
(2) If y ∈ C and wt(y) = 94, then wt(x + y) + wt(x − y) = 145 − 3z(x, y)136 and so z(x, y) = 2. It follows now that
wt(x + y)+ wt(x − y)= 139= 68+ 71.
(3) If y ∈ C and wt(y)= 85, then wt(x + y)+ wt(x − y)= 154− 3z(x, y)136 and so z(x, y)= 2 or 5.
(a) Let z(x, y)= 2, then wt(x + y)+ wt(x − y)= 148= 80+ 68= 77+ 71= 76+ 72.
(b) Let z(x, y)= 5, then wt(x + y)+ wt(x − y)= 139= 71+ 68.
It follows from (2) and (3) that in every triple {y, x + y, x − y} there exist at most one word of weight 94 or 85. So
A94 + A85A27(D)+ A24(D)= 38.
(4) If y ∈ C and wt(y)= 76, then wt(x + y)+ wt(x − y)= 163− 3z(x, y)136 and so z(x, y)= 2 or 5 or 8.
(a) Let z(x, y)= 2, then wt(x + y)+wt(x − y)= 157= 85+ 72= 81+ 76= 80+ 77. This means that at most one of the
words {x + y, x − y} has weight 76.
(b) Let z(x, y)= 5, then wt(x + y)+wt(x − y)= 148= 76+ 72= 77+ 71= 80+ 68. This means that at most one of the
words {x + y, x − y} has weight 76.
(c) Let z(x, y)= 8, then wt(x + y)+ wt(x − y)= 139= 71+ 68. This means that no one of the words {x + y, x − y} has
weight 76.
It follows from (4) that in every triple {y, x + y, x − y} there exist at most two words with weight 76 (when z(x, y)= 2 or 5)
and one word of weight 76 (when z(x, y)= 8). So A762+ 2.A27(D)+ 2.A24(D)+ A21(D)= 114.
It follows now that
S1 = A76 + A85 + A94 + A103114+ 38= 152.
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As we mention in Lemma 2.5 S12.34 = 162, a contradiction. Hence A76 = 0.
Since d0 = 315− 238+ 3481 = 77.419 it follows now by Lemma 2.5 that S1 = 0. Applying Lemma 2.4 we complete the proof
of Theorem 3.2. 
From [23,31] we have 230n3(6, 152)231.
Theorem 3.3. n3(6, 152)= 231.
Proof. Suppose there exists a [g3(6, 152) + 1 = 230, 6, 152]3-code C. It follows by Lemma 2.2 and [5] that Ai = 0 for
i /∈ J = {152, 153, 156, 161, 162, 165, 174, 175, 176, 177, 183, 192, 201, 210, 219, 226, 227, 228, 229, 230}. By Lemma 2.1
and [5] B1 = 0. The ﬁrst Ai with imod 3 = 1 is A175. But 175>d0 = 3n − 72d + d2.3k−2 = 158.94. So by Lemma 2.5 it
follows that S1 = 0. By [5] there does not exist a [231, 6, 153]3-code and the theorem is proved. 
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