ABSTRACT With the fast development of non-volatile storage technology, NAND flash memory faces more and more challenges such as data reliability and lifetime. To overcome the issue of the reliability, low-density parity-check (LDPC) codes are considered as a main candidate of error-correction-codes (ECCs) for NAND flash storages. However, conventional soft decoding algorithms for LDPC codes suffer from the drawback of slow convergence speed, which increases the decoding latency. For achieving fast convergence speed, a variable-node-based belief-propagation with message pre-processing (VNBP-MP) decoding algorithm for binary LDPC codes and a non-binary VNBP-MP (NVNBP-MP) decoding algorithm for non-binary LDPC codes are proposed. Both of the algorithms utilize the characteristics of the NAND flash channel to perform the message pre-processing operations. In theory, the propagation of unreliable messages can be effectively prevented and the propagation of reliable messages can be speeded up. To further improve the decoding convergence, the treatment for oscillating variable nodes is considered after the message pre-processing operations. The simulation results also show that the proposed algorithms both have a noticeable improvement in convergence speed and latency, without compromising error-correction performance, compared with the existing soft decoding algorithms.
I. INTRODUCTION
NAND flash memory is a non-volatile storage technology which has been widely used in numerous computing systems, data storage systems and consumer electronics such as mobile phones, MP3/MP4 players, digital cameras and solid-state drives (SSDs) [1] [2] because of its noticeable advantages of high performance, small physical size, large storage capacity and low power consumption. To meet the requirement of larger storage capacity and lower cost per bit, the industry reduces the cell size of the NAND flash memory and makes each memory cell store more bits. Based on the difference in the number of the bits stored in each flash memory cell, up to now, the flash memory cells can be divided
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into four types: single-level cell (SLC, 1bit/cell), multi-level cell (MLC, 2bits/cell), triple-level cell (TLC, 3bits/cell) and quad-level cell (QLC, 4bits/cell) [3] , [4] .
However, aggressive scaling down of the cell size makes each memory cell store fewer electrons, and narrows the voltage margin between the adjacent storage states. Moreover, as the program/erase (PE) cycles and retention ages increase, it leads to severe noises which incorporate programming noise, cell-to-cell interference (CCI), random telegraph noise (RTN) and data retention noise [5] [6] [7] . Therefore, the data reliability of the NAND flash memory storage is largely degraded, and the lifetime is hence shortened. Therefore, improving the error-correction performance and extending the operational lifetime of the NAND flash memory have become a valuable research hot spot in the field of storage media.
For the purpose of overcoming the reliability issues of the NAND flash memory, it is essential to employ the technology of error-correction-codes (ECCs). Traditional BoseChaudhuri-Hocquenghem (BCH) codes are used to guarantee the data integrity of commercial NAND flash storage systems [8] . However, as the cell size becomes smaller and smaller, the raw bit error rate grows so rapidly that BCH codes with hard-decision decoding are becoming inadequate to correct a great number of bit errors [9] . In this situation, ECCs with outstanding error-correction capability are urgently demanded for ensuring the data reliability. Therefore, low-density parity-check (LDPC) codes have been considered as a major candidate of ECCs for future NAND flash storage systems. The soft-decision belief-propagation (BP) decoding algorithms for LDPC codes are adopted to correct the errors induced by the NAND flash channel noises.
The iterative soft-decision BP decoding algorithms have the promising error-correction performance, compared with the hard-decision decoding algorithms for BCH codes. BP scheduling strategies can be divided into three types, flooding scheduling (FS) [10] , standard serial scheduling (SSS) [11] [12] and informed dynamic scheduling (IDS) [13] , respectively. SSS achieves more outstanding error-correction performance than FS, and provides convergence speed twice as fast as FS [14] . IDS has an obvious improvement in the convergence speed and the error-correction performance, compared with SSS. However, the decoding complexity of IDS algorithms is extremely high because all of them consume a lot of resources for computing residuals and reordering the updating sequence. Therefore, IDS is not suitable for the applications of NAND flash storage systems, which require the low complexity and decoding latency.
In recent years, many BP-based algorithms are applied to the error correction of the NAND flash memory. For example, considering the effect of data retention noise, the retention-aware belief-propagation (RA-BP) decoding scheme is employed to recover the retention errors without additional memory sensing operations [15] . To improve the LDPC decoding throughput for the MLC NAND flash-based storage, the intra-cell data dependence aware decoding algorithm is proposed [16] . This algorithm provides additional belief information for cross fields to help to improve the estimation accuracy. To improve the convergence speed, the lowcomplexity quantization-aware belief-propagation (QABP) decoding scheme with the unequal allocation of computational resources is presented [17] . It skips the updating of the variable nodes with low error probability during the first few iterations.
The intra-cell data dependence aware algorithm and QABP algorithm both refer to the exploitation of the flash channel under the condition of high PE cycles. However, the above two algorithms and conventional serial algorithm [11] have no consideration for the phenomenon of the propagation of unreliable messages and the effect of the oscillating variable nodes. Thus, as the channel condition steadily deteriorates, the NAND flash suffers from the degradation in performance, especially in the TLC or quadruple-level cell (QLC, 4bits/cell) NAND flash. To further speed up the convergence, shorten the latency and achieve better error-correction performance of soft-decision BP algorithms, the propagation of unreliable messages should be prevented in the initial stage of iterations, and the oscillating variable nodes should be processed in an appropriate way. Indeed, a variable-node-based belief-propagation with message pre-processing (VNBP-MP) decoding algorithm for binary LDPC codes, and a non-binary VNBP-MP (NVNBP-MP) decoding algorithm are proposed to achieve the above-mentioned objectives.
The difference among the proposed decoding algorithm and the existing BP-based decoding algorithms is that the former considered the propagation of unreliable messages and the effect of the oscillating variable nodes, and took the corresponding measures to prevent them from affecting the error correction performance, while the latter did not. The major contributions of this paper are as follows:
• According to a large number of the statistics which incorporate the average error probability for each variable node, the characteristic of the NAND flash channel is found, which is a part of variable nodes getting into overlapping regions are prone to be erroneous. Based on the channel characteristic, variable nodes are divided into reliable ones and unreliable ones.
• Motivated by the channel characteristic, the message pre-processing (MP) strategy is proposed. The MP strategy prevents the unreliable messages from propagating to reliable variable nodes. At the same time, computational resources are preferentially allocated to update unreliable variable nodes with reliable messages. Therefore, reliable messages are utilized effectively in the initial stage of decoding iterations, and hence the decoding process can continue towards the right direction.
• In order to further speed up the decoding convergence, the treatment for the oscillation phenomenon should be considered. To this end, an oscillation-based alternateselection-scheduling (OB-ASS) strategy is proposed to process the corresponding oscillating variable nodes after performing the MP operations.
• As stated above, combining the MP and the OB-ASS strategies, the VNBP-MP and NVNBP-MP decoding algorithms are proposed for achieving better error-correction performance, faster convergence speed and lower decoding delay. The computer simulations demonstrate that, compared with the existing decoding algorithms, the proposed algorithms both have outstanding improvements not only in the error-correction performance but the convergence speed and decoding throughput. The rest of the paper is organized as follows. In Section II, we introduce the preliminaries about MLC NAND flash memory and conventional soft-decision algorithms, including the characteristic of the NAND flash channel. In Section III, the proposed VNBP-MP and NVNBP-MP decoding algorithms are described in detail. The simulation results about the error-correction performance, convergence speed and decoding latency are presented and analyzed in Section IV. Finally, we conclude the paper in Section V.
II. PRELIMINARY AND MOTIVATION

A. MLC NAND FLASH MEMORY CHANNEL MODEL
An SLC flash memory cell can store only one bit which represents data '1' or '0', while an MLC flash memory cell stores two bits which are configured to four different voltage states for representing symbols '11', '10', '00' and '01' [18] . Four voltage states are denoted by V min , V 1 , V 2 and V max to represent their own average threshold voltages, respectively.
The voltage state of a NAND flash memory cell can be determined by injecting or removing a certain amount of charges into the floating gate [6] . This process leverages Fowler-Nordheim tunneling and represents the standard PE operation for NAND flash memory. The voltage value for each cell is proportional to the amount of charge stored in a floating gate. However, the actual voltage value is shifted to an uncertain value because the amount of charge stored in a floating gate varies with the different PE cycles and retention ages. As PE cycles and retention ages continuously increase, a flash memory cell is severely disturbed by a variety of noises to the extent that its voltage value has been obviously shifted. After the voltage value shifting, errors are induced as the result of the voltage state difference before and after noise interference.
To simulate the actual MLC NAND flash memory, the noises including the programming noise, CCI, RTN and data retention noise [7] [18] [19] [18] , are given by 
where µ r s ij and σ s ij (ij ∈ {11, 10, 00, 01}) represent the mean shift induced by the data retention noise and the standard deviation of the overall threshold voltage distribution, respectively. V min denotes the average threshold voltage affected by CCI, and V pp the programming voltage step size. The configuration of parameters mentioned in the threshold voltage distribution functions refers to [18] . In this way, the MLC NAND flash memory channel model can be set up, as Fig. 1 shows.
B. NON-UNIFORM MEMORY SENSING STRATEGY AND CALCULATION FOR SOFT INFORMATION
To get the soft information stored in each flash memory cell after the noise interference, the read operations should be executed. A certain number of read reference voltages are applied to the control gate of a transistor to identify which region a memory cell belongs to. Therefore, each variable node gets the soft information according to its located region. Compared with the conventional uniform memory sensing strategy, a non-uniform memory sensing strategy [19] [20] is executed, in order to reduce the read latency without degrading the error-correction performance. In addition, further increase in memory sensing levels can produce diminishing returns [15] . Figure 1 
where i ∈ {11, 10, 00, 01}. The values of read reference voltages are set to satisfy the condition of H (R n ) = 0.35 [18] . Based on the threshold voltage distribution functions of 4 states including p s 11 , p s 10 , p s 00 and p s 01 , and 6 specified read reference voltages, the log likelihood ratio (LLR) information for each region can be calculated. An MLC flash memory cell can store two bits, the MSB and the LSB [15] . In order to transform the voltage stored in an MLC flash memory cell into soft-decision information, the LLR of MSB and LSB can be calculated [17] by
where n ∈ {1, 2, 3, 4, 5, 6, 7} denotes the index of seven regions, D1, E1, D2, E2, D3, E3 and D4. v represents the voltage with a range of R n−1 ≤ v ≤ R n , where R 0 = −∞ and R 7 = +∞.
C. STANDARD SERIAL SCHEDULING FOR LDPC CODES
An LDPC code can be described with an M × N matrix H , where M represents the number of check nodes c m for 1 ≤ m ≤ M and N the number of variable nodes v n for 1 ≤ n ≤ N [21] . For convenience, the matrix can also be considered as a bipartite graph, Tanner graph, where the message propagation between v n and c m can be clearly shown. For binary LDPC codes, the flooding log-likelihood ratios BP (LLRBP) algorithm [10] and the serial shuffled BP (SBP) algorithm [11] both compute the soft information in the logarithmic domain. Nevertheless, the LLRBP algorithm suffers from slow convergence speed and low error-correction performance. The message updates of the SBP algorithm are given as follows [22] 
tanh m 
where, C v n is the same as L msb computed by (7) or L lsb by (8) . i represents the current iteration, while i−1 represents the previous iteration. The check-to-variable (C2V) messages from c m to v n , m
c m →v n , can be updated by exploiting the new variable-to-check (V2C) messages m
. Therefore, the SBP algorithm has faster convergence and better error-correction performance, than the LLRBP algorithm [11] . N (c m ) denotes the set that includes all variable nodes connected to check node c m and M (v n )\c m represents the set that includes all check nodes connected to variable node v n except check node c m .
v n denotes the decoded LLR value after the update with (11) for making a hard decision.
For the specified scheduling strategy, the decoding procedure for non-binary LDPC codes is the same as that for binary LDPC codes. However, unlike the computation of V2C, C2V and LLR values for binary LDPC codes, the computation of the corresponding soft information for non-binary LDPC codes is performed in the probability domain.
D. MOTIVATION
As Fig. 2 shows, there is only one bit difference between the adjacent voltage states, as a consequence of the usage of gray code. Therefore, one bit of the flash memory cell, which is fallen in the overlapping region, is likely to be correct. To obtain the characteristic of the MLC NAND flash channel, 1 GB random data, generated with the uniform distribution of '0' and '1', is programmed and read in the simulated model. The number of PE cycles is set as 15000, and the data retention time (T ) is set as 1.
Based on the above experiments, Table 1 is obtained. In the table, N r and E r denote the number of total bits and the number of erroneous bits, respectively. Accordingly, the average error probability, denoted as P r (where r ∈ {D1, E1, D2, E2, D3, E3, D4}), can be computed. For example, N E1 represents the number of bits fallen in region E1, and P D2 represents the average error probability of each bit fallen in region D2. As observed in Table 1 , the bits in the 3 overlapping regions have higher error probability than those in the 4 data regions. However, the intracell data dependence [16] shows that the MSBs in region E2, and the 
TABLE 3.
The ratio of the minimum llr magnitude in G 2 to the maximum LLR magnitude in G 1 .
LSBs in regions E1
and E3 are likely to be correct. Hence, the MSBs and LSBs in the 3 overlapping regions should be separated, as Table 2 shows. The channel characteristic is obviously observed that the MSBs in region E2, and the LSBs in regions E1 and E3, have high error probability. In addition, our simulations also demonstrated that the other bits have relatively high reliability.
In addition to analyzing P r , the LLR magnitudes of MSB and LSB in each region are also considered. Since the MSBs in region E2, and the LSBs in regions E1 and E3, have high error probability, the corresponding LLR magnitudes, |L msb (4)|, |L lsb (2)| and |L lsb (6)|, are classified into a group, G 1 . Corresponding to the other bits which tend to be correct, there are 11 LLR magnitudes,
|L msb (7)| and |L lsb (7)|, to be classified into a group, G 2 . Each LLR magnitude in G 2 is much bigger than any other LLR magnitude in G 1 . To explain the above phenomenon, R LLR is denoted as the ratio of the minimum LLR magnitude in G 2 to the maximum LLR magnitude in G 1 , given by
as shown in Table 3 . Jointly considering Tables 1, 2 and 3 , a regular pattern is found that the LSBs in regions E1 and E3, and the MSBs in region E2, are prone to be erroneous. In addition, the bits in regions D1, D2, D3 and D4, the MSBs in regions E1 and E3, and the LSBs in region E2, have low error probability and the relatively large LLR magnitudes.
III. VARIABLE-NODE-BASED BELIEF-PROPAGATION DECODING WITH MESSAGE PRE-PROCESSING
To achieve faster convergence speed, lower decoding latency and better error-correction performance, the MP strategy motivated by the above regular pattern is proposed. Furthermore, considering the oscillation phenomenon, the OB-ASS strategy is described. Combined the MP strategy with the treatment for the oscillating variable nodes, the VNBP-MP algorithm for binary LDPC codes and NVNBP-MP algorithm for non-binary LDPC codes, are proposed.
A. VNBP-MP DECODING ALGORITHM FOR BINARY LDPC CODES
For binary LDPC codes, a variable node corresponds to one bit. Therefore, as the above regular pattern hinted, most of the variable nodes have the relatively large LLR magnitudes and small error probability. Over GF (2) , to utilize the regular pattern, each codeword should be equally stored at both of pages. Thus, the MSB and LSB pages are decoded simultaneously. The variable nodes are divided into two types, blurry ones and non-blurry ones. The blurry variable nodes, which correspond to the LSBs in regions E1 and E3, and the MSBs in region E2, have high error probability, as Table 2 shows. Indeed, the blurry ones are considered to be unreliable. In contrast, the non-blurry variable nodes, which correspond to the bits in regions D1, D2, D3 and D4, the MSBs in regions E1 and E3, and the LSBs fallen in region E2, are considered to be reliable with the relatively large LLR magnitudes. Before the iteration, each V2C value is initialized with the LLR value of the corresponding variable node. If the C2V message is only updated with V2C messages from the non-blurry variable nodes, it is considered to be reliable and has comparatively large magnitude based on (9) . Otherwise, once any unreliable V2C message generated from the blurry variable node participates in the update of the C2V message, the updated C2V message will become unreliable due to its indeterminate sign.
Conventional SBP decoding algorithm [11] serially updates all variable nodes in sequence. Therefore, a part of the non-blurry variable nodes with high reliability are updated with the corresponding C2V messages, which are updated with a part of unreliable V2C messages from the blurry ones. Indeed, these updated non-blurry variable nodes are prone to be erroneous, and the convergence speed cannot be further improved due to the wide propagation of erroneous messages. Therefore, the MP strategy is proposed to stop the V2C messages associated with each blurry variable node from propagating in the initial stage of decoding. All the computational sources are allocated to update the blurry variable nodes with reliable V2C messages.
In the MP strategy, let V denote a blurry set, which is used to store the blurry variable nodes. Besides, T 0 , T 1 , T 2 and T k (k ≥ 3) denote various types of check nodes respectively, as shown in Fig. 3 . For example, a T 1 type check node connects only one blurry variable node. Black circles represent the blurry variable nodes while white circles represent the non-blurry ones. The specific procedure of MP strategy is divided into three steps, described as follows
The MP strategy firstly puts all the blurry variable nodes into the blurry set, V , then searches all the blurry ones from V in sequence. The blurry variable node, v 1j , connected with at least two T 1 type check nodes, will be chosen to be updated. The variable nodes, with which each T 1 type check node connects, are all the non-blurry ones except for v 1j . Therefore, the updated C2V messages from T 1 type check nodes to v 1j are all reliable according to (9) , as previously mentioned. Except for v 1j , a T 2 type check node connects another blurry variable node and a T k type check node connects two or more blurry ones. The update of each C2V message associated with T 2 or T k type check node, exploits at least one V2C message associated with the blurry variable node. Hence, the updated C2V message from T 2 or T k type check node to v 1j are unreliable. To prevent the propagation of the unreliable messages, the computation of each C2V message associated with T 2 or T k type check node should be ignored.
As mentioned above, after generating the new C2V messages, the LLR value of the chosen v 1j is updated by (11) . Moreover, the updated v 1j is considered to be reliable after receiving the reliable V2C messages and the unreliable V2C messages are hence stopped propagating. It is because the updated C2V messages with high reliability have comparatively large magnitudes to execute the domination of the LLR value of v 1j . Similarly, all the corresponding V2C messages associated with v 1j , are propagated to the connected check nodes with high reliability, according to (10) . At the same time, the types of all check nodes connected with v 1j change from T k to T k−1 . For example, T 1 type check nodes will become T 0 type check nodes. At present, v 1j becomes a non-blurry variable node and its reliable V2C messages can be propagated for the updates of the rest blurry variable nodes.
In this way, each blurry variable node v 1j is updated one by one and removed from the blurry set, V .
Step 1 ends until V is empty or v 1j cannot be found. If V is empty, it indicates that all of the blurry variable nodes are processed in
Step 1 such that the MP operation has completed. Otherwise, Step 2 will be executed subsequently. The intuitive updating process is shown in Fig. 4 . The dashed lines represent unreliable messages, while the solid lines represent reliable messages. VOLUME 7, 2019 FIGURE 5. The decoding procedure at the second step in the MP strategy.
2) STEP 2:
Since v 1j cannot be found, the rest of variable nodes in the non-empty blurry set, V , are searched in sequence. Each variable node v 2j , which is connected with at least one T 1 type check node, will be updated. Generally, if the chosen variable node is connected with only one T 1 type check node, it will receive just one reliable C2V message. In addition, the computation of the unreliable C2V message associated with T 2 or T k type check node will be ignored. Based on the domination by the reliable C2V message in the computation of (11), the updated LLR value of the chosen variable node is considered to be reliable. Furthermore, each V2C message from the chosen variable node to T 2 or T k type check node is reliable. However, the V2C message from v 2j to the only T 1 type check node is still unreliable since it cannot receive any new and reliable C2V message according to (10) . To limit the propagation of the unreliable messages, each updated variable node, which generates an unreliable V2C message as stated above, should be put into a set, V 1 , and processed once more in Step 3.
If the chosen variable node is connected with at least two T 1 type check nodes, it will become a non-blurry one without propagating unreliable V2C messages, after the update. In this way, each v 2j is updated and removed from V , while the types of all check nodes connected with v 2j change from T k to T k−1 . Because of the changes of the types of check nodes, all the variable nodes in the set, V , can have the chance to be updated, such as the variable node, v 22 , as shown in Fig. 5 . When
Step 2 ends, V will become empty. The intuitive updating procedure is shown in Fig. 5 , where a circle with the horizontal stripes represents a variable node belonging to the set, V 1 .
3) STEP 3:
It is essential to prevent the propagation of the unreliable V2C messages associated with the variable nodes, which belong to the set, V 1 . In this step, each variable node, v 3j in the set, V 1 , will be updated in a backward sequence. Otherwise, a forward updating sequence will raise a problem that, a part of C2V messages used for updating the corresponding variable nodes are unreliable. The reason why the problem happens is that, a part of V2C messages used for updating the above C2V messages, are unreliable, as mentioned in Step 2. The backward updating sequence can prevent the above problem from happening. After all the variable nodes in the set, V 1 , are updated, and propagate the reliable V2C messages, the overall MP operations end.
After performing the above operations, all the blurry variable nodes turn into the non-blurry ones, and their generated V2C messages with high reliability can be devoted to the subsequent decoding process. Let v b j represent a type of the blurry variable nodes without connecting T 1 type check nodes. During the serial updating process, each variable node v b j will be updated with the unreliable C2V messages from T 2 or T k type check nodes. In other words, the updated variable node v b j cannot receive any reliable C2V message from T 1 type check node, and hence the V2C messages generated at node v b j are all unreliable. In this way, it is likely that each v b j cannot be corrected. Therefore, the error-correction performance and convergence performance of the serial algorithms are restricted, since variable nodes v b j account for a considerable proportion in the blurry ones. With the MP strategy, each v b j cannot be updated until it meets the updating condition in Step 1 or Step 2. Indeed, the reliable messages can be utilized effectively and propagated widely in the initial stage of decoding. The decoding process can take a step towards the right direction, without being affected by the unreliable messages from the blurry variable nodes. Compared with the conventional serial scheduling, the MP strategy can achieve faster convergence speed. The MP strategy in pseudo-code is shown in Algorithm 1 and the corresponding flow chart is shown in Fig. 6 . In Algorithm 1, M (v 1j ) (or M (v 2j )) denotes the set that includes all T 1 type check nodes connected to variable node v 1j (or v 2j ) .
To analyze the effect of the domination of the LLR values of the blurry variable nodes, P C2V is denoted as the proportion of the number of the updated C2V messages m c→v where |m c→v | < max{G 1 }, N |C2V |<max{G 1 } , to the total number of the updated C2V messages in the MP operations, N total , given by
Observing the values of P C2V from Table 4 , at each simulated PE cycle, N |C2V |<max{G 1 } keeps the extremely low proportion in N total . Hence, it can demonstrate that almost all of the updated C2V messages in the MP operations have the relatively large magnitudes to dominate the LLR values Algorithm 1 Message Pre-Processing 1: Perform the memory sensing strategy to obtain the region information of each variable node 2: Compute L msb , L lsb using (7), (8) 3: Initialize all m c m →v n = 0 and m v n →c m = C v n 4: Initialize the blurry set V = ∅ and the set V 1 = ∅ 5: Put the blurry variable nodes which correspond to the LSBs in regions E1 and E3, and the MSBs in region E2, into the set, V 6: Let v 1j denote each blurry variable node connected with at least two T 1 type check nodes 7: while v 1j can be found from V do 8: for every T 1 type check node c i ∈ M (v 1j ) do 9: Generate and propagate m c i →v 1j using (9) 10: end for 11: Update L v 1j using (11) 12: for every check node c i ∈ M (v 1j ) do 13: Generate and propagate m v 1j →c i using (10) 14: end for 15: Remove v 1j from V and search the next v 1j 16: end while 17: if V is empty then 18: Exit 19: end if 20: Let v 2j denote each blurry variable node connected with at least one T 1 type check node 21: while v 2j can be found from V do 22: if v 2j connects only one T 1 type check node then 23: Put v 2j into the set, V 1
24:
end if 25: for every T 1 type check node c i ∈ M (v 2j ) do 26: Generate and propagate m c i →v 2j using (9) 27: end for 28: Update L v 2j using (11) 29: for every check node c i ∈ M (v 2j ) do 30: Generate and propagate m v 2j →c i using (10) Update L v 3j using (11) 40:
for every check node c i ∈ M (v 3j ) do 41: Generate and propagate m v 3j →c i using (10) 42: end for 43: end for of the blurry variable nodes. Moreover, since the updated C2V messages are considered to be reliable, the updated blurry ones prone to be erroneous have high probability to be corrected. With the increase of the number of iterations, a part of variable nodes, which stays in the oscillating state, is errorprone [23] . The oscillation reason is related to the structure of the parity check matrix. Hence, the oscillation phenomenon appears in nearly all the BP algorithms [21] . To further speed up the convergence, the oscillating variable nodes should be considered in subsequent iterations. The definition of the oscillating set, O, is given below.
Oscillating set O over GF(2): In the iterative decoding for binary LDPC codes, a variable node is oscillating if the sign of its LLR value in the current update is different from that in the last update. In each iteration, all variable nodes are updated first, and the oscillating ones are judged and classified as the oscillating set, O.
As shown in Tables 1 and 2 , a minority of the nonblurry variable nodes which corresponds to the bits with VOLUME 7, 2019 low error probability, has wrong LLR information. However, the updates of all the non-blurry variable nodes are ignored in the MP strategy, causing a problem that those erroneous nonblurry ones mentioned above have no chance to be updated. Hence, a minority of the blurry ones cannot be corrected, and the MP strategy is affected in a negative way. To solve the problem induced by the erroneous non-blurry ones and locate all the oscillating ones, an OB-ASS strategy is proposed, described as follows: 1) After the MP operations, all variable nodes are processed according to the serial scheduling. 2) The oscillation decision for each variable node is executed, and the oscillating set, O, is generated. 3) In the oscillating set, O, each oscillating variable node is updated in sequence. When the updates finish, O will be cleared. As shown in Figs. 7 and 8 , the above OB-ASS strategy can be illustrated with a Tanner graph. The black circle represents an updated variable node, and the circle with the vertical stripes represents an oscillating variable node. In Fig. 7 , all the C2V messages associated with v 1 , are updated with (9) . Then, L v 1 is updated by the new C2V messages, and the oscillation decision for v 1 is made. In the end, the corresponding V2C messages associated with v 1 are generated with (10) . In the same way, v 2 is updated. It can be observed that v 2 is an oscillating variable node. Hence, it will be put into the oscillating set, O. In this way, all the variable nodes are updated in sequence and the entire oscillating set, O, is formed. Subsequently, the above scheduling strategy is also executed for the oscillating set, O, as shown in Fig. 8 . After the treatment for the oscillating variable nodes, the oscillating set, O, should be cleared for the preparation of the next round of the alternate selection decoding.
The (10, 5) LDPC Tanner graph is sketched to intuitively illustrate the detailed updating process of the proposed algorithm, as shown in Figs. 9 and 10. In Fig. 9 , the black circles, v 2 , v 4 and v 6 , are the blurry variable nodes while the white circles are the non-blurry ones. The circle with horizontal stripes represent the variable node stored in V 1 . The dashed lines with arrows represent the unreliable messages, which are ignored in the computation. The solid lines with arrows represent the messages considered to be reliable. Firstly,
Step 1 of the MP strategy is performed, and v 4 meeting the updating condition is chosen to be processed. After the process of updating v 4 , Step 1 ends since v 2 and v 4 do not meet the updating condition. Therefore, in Step 2, the process of successively updating v 2 and v 4 is started. Since v 2 connects only one T 1 type check node, it is put into V 1 to prevent the propagation of the unreliable V2C message m v 2 →c 1 . Finally, v 2 is processed again in Step 3 and the MP strategy has completed.
After finishing the MP scheme, the OB-ASS strategy is performed as shown in Fig. 10 . Contrasting to the case of Fig. 9 , the black circles in Fig. 10 represent the updated variable nodes, the white circles denote the ones without being updated, and the circles with vertical stripes indicate the oscillating ones. During the first phase, the variable nodes from v 0 to v 9 are processed successively. At the same time, the oscillating decisions are executed and the corresponding variable nodes with oscillations, v 0 , v 2 and v 3 are put into the set, O. Hence, during the second phase, the variable nodes in O are updated in sequence. Finally, the OB-ASS strategy ends and hard decisions are performed.
Assuming the maximum number of iterations is I max . The OB-ASS strategy will be executed repeatedly, until the LDPC code of block-length N is successfully decoded, or the number of updated variable nodes reaches I max × N . The proposed VNBP-MP algorithm in pseudo-code is described in Algorithm 2.
B. NVNBP-MP DECODING ALGORITHM FOR NON-BINARY LDPC CODES
In the simulation of the MLC NAND flash channel model, we exploit non-binary LDPC codes [24] con- structed over GF (4) . Each quaternary symbol represents the value '0', '1', '2' or '3'. To store a quaternary symbol into an MLC NAND flash memory storage cell, Algorithm 2 VNBP-MP 1: Execute the message pre-processing operation 2: Initialize the oscillating set O = ∅ 3: for every variable node v j do 4: for every check node c i ∈ M (v j ) do 5: Generate and propagate m c i →v j using (9) 6: end for 7: Update L v j using (11) 8:
if v j oscillates then 9: Put v j into the set, O 10:
end if 11: for every check node c i ∈ M (v j ) do 12: Generate and propagate m v j →c i using (10) 13:
end for 14: end for 15: Let v oj denote each oscillating variable node stored in the set, O 16: for every v oj ∈ O, do 17: for every check node c i ∈ M (v oj ) do 18: Generate and propagate m c i →v oj using (9) 19: end for 20: Update L v oj using (11) 21: for every check node c i ∈ M (v oj ) do 22: Generate and propagate m v oj →c i using (10) 23: end for 24 : end for 25: if stopping rule is not satisfied then 26: Go to line 2 27: end if the quaternary symbol should be transformed into two bits.
In the conventional arrangement scheme, each codeword is stored over the same page, such that two bits stored in a flash memory cell belong to different codewords. To make use of the channel characteristic, the MP strategy should be applied to the arrangement scheme, where two bits from the same quaternary symbol are stored in the same cell [9] , as shown in Fig. 11 .
In the perspective of the Tanner graph, each variable node represents one quaternary symbol. The variable nodes can also be classified into the blurry ones and non-blurry ones. The classification only depends on the region where a specified cell lies. As stated before, the definition of the blurry variable node over GF(4) is different from that over GF (2) .
If a specified cell falls in the data region, the corresponding variable node is denoted as the non-blurry one. On the other hand, if a specified cell falls in the overlapping region, the corresponding variable node is denoted as the blurry one. Besides, the computation of the soft information over GF(q)(q > 2) is performed in the probability domain. To perform the OB-ASS strategy, the definition of the oscillating set, O, over GF(q) is modified as follows According to the modification of the definitions mentioned above, the NVNBP-MP decoding algorithm is proposed for non-binary LDPC codes. In terms of the VNBP-MP algorithm and the NVNBP-MP algorithm, they have the same way in scheduling between variable nodes and check nodes.
IV. SIMULATION RESULTS
In order to analyze the error-correction performance, convergence speed and decoding latency of the proposed algorithms, a large number of simulations are performed over the MLC NAND flash channel. Over GF(2), LLRBP [10] , SBP [11] and QABP [17] algorithms are performed for comparison with the proposed VNBP-MP algorithm. In addition, FFT-BP [25] and FFT-SBP [26] algorithms are used for comparison with the NVNBP-MP algorithm over GF (4) . The above two algorithms, which exploit fast fourier transform to reduce the computation complexity, are non-binary versions of the LLRBP and SBP algorithms.
The LDPC codes are denoted with (N , N − M ), where N represents the block length and (N − M ) represents the number of information symbols. The regular LDPC codes employed for simulations are constructed with the progressive edge-growth (PEG) algorithm [27] . The irregular LDPC codes are constructed with the algebraic approach and masking technique [28] . Furthermore, to fulfill the requirement of the large storage capacity in the MLC NAND flash memory, the LDPC codes with high code rate and long block length, should be applied to the simulated channel model. For example, in the binary version, the irregular LDPC code (4032, 3264), and the regular LDPC codes, (3780, 3402), (8000, 7360), and (12000,10800), are explored. In the nonbinary version, regular (2304, 2048) LDPC codes are used. In this paper, we focus on the effect of PE cycles on the performance of the decoding algorithms. Therefore, in the analysis of the frame error rate (FER) performance, the value of retention time, T , is set to 1 to mitigate the effort of retention noise as much as possible, and the maximum number of iterations, I max , is set to 5.
Figures 12, 13 and 14 show the FER performance of the decoding algorithms for (3780, 3402), (8000, 7360) and (12000, 10800) binary LDPC codes. It is clearly shown that the proposed algorithm obtains the best FER performance among the 4 decoding algorithms within the range of the simulated PE cycles. The main reason is that the MP strategy exploits reliable messages to update unreliable blurry variable nodes and forbids the propagation of unreliable messages. Thus, the MP strategy can furthest reduce the number of decoded bit errors induced by the overlapping regions for fast convergence. Furthermore, the oscillating variable nodes can be processed in time, with the aid of the OB-ASS strategy. From Figs. 12, 13 and 14, we can observe that the performance gain of the proposed algorithm becomes increasingly outstanding with the increase of the block-length of LDPC codes. The similar FER performance for (4032, 3264) LDPC codes are shown in Fig. 15 . Compared to the SBP algorithm, when FER is 1.0 × 10 −4 , the proposed algorithm earns about 1400 PE cycles. In Figs. 12, 13, 14 and 15, the LLRBP algorithm suffers from the worst FER performance, since the latest available information cannot be utilized at the same iteration.
To investigate the convergence speed of the algorithms, the FER vs. the number of iterations is simulated. The performance of the FER vs. the number of iterations for (8000,7360) LDPC codes at PE = 16000 is presented in Fig. 16 , where the maximum number of iterations, I max , varies from 1 to 20. The similar simulations are also performed for (4032, 3264) LDPC codes at PE = 30000, as shown in Fig. 17 . In Figs. 16 and 17 , the QABP algorithm achieves faster convergence speed compared to the SBP algorithm, since a part of variable nodes are skipped during the initial stage of iterations. However, as the above two algorithms converge, the FER of the QABP algorithm is nearly the same as that of the SBP algorithm. In addition, it can be demonstrated that, for different LDPC codes constructed with different matrices, the proposed algorithm always converges faster than any other decoding algorithms within 20 iterations. Figure 18 shows the FER performance among FFT-BP, FFT-SBP and proposed NVNBP-MP algorithms for (2304, 2048) quaternary LDPC codes. We can notice that the proposed algorithm has an outstanding improvement in the error correction performance compared with any other decoding algorithms. When FER is 1.0 × 10 −4 , the proposed algorithm can get 2000 PE cycles gain, compared with the FFT-SBP algorithm. It can be demonstrated that the proposed algorithm can adapt to worse channel condition than the conventional FFT-SBP algorithm, and prolong the lifetime of the MLC NAND flash memory. Figure 19 shows the FER performance vs. the maximum number of iterations for (2304, 2048) quaternary LDPC codes at PE = 19000. The maximum number of iterations, I max , varies from 1 to 20 to compare the convergence speed among the three decoding algorithms. Since the FFT-BP algorithm is based on the flooding scheduling, it has the slowest convergence speed. Furthermore, it is clearly shown that the proposed NVNBP-MP algorithm obtains the fastest convergence speed within 20 iterations, as a result of the MP strategy and the treatment for the oscillating set. In other words, the proposed NVNBP-MP algorithm has better errorcorrection performance with fewer iterations. After getting convergent, the error-correction performance of the proposed algorithm is better than that of the FFT-BP and FFT-SBP algorithms.
In the proposed schemes, there is no additional computation complexity in updating each variable node. In the MP strategy, to reorder the updating sequence of the blurry variable nodes, the additional complexity of comparison operations is needed. As long as each blurry variable node is scanned, d bv times of comparison operations are performed to check the types of the corresponding check nodes, where d bv denotes the average degree of the blurry ones. This operation is performed to determine whether the blurry one meets the updating condition or not. For each frame, the average number of the blurry variable nodes is denoted as N bv . The factor α is employed to intuitively show the number of the scans for the blurry variable nodes during the MP strategy operation, represented by α·N bv . In other words, to reorder the sequence of each frame, the MP strategy totally needs α · N bv · d bv times of comparisons. Table 5 shows the simulated value of the factor α with the varied PE cycles when different LDPC codes are used. At each PE cycle and each type of LDPC codes, the number of frames in simulation is set to 50000.
In the table, the value of α is small, especially in the case of (4032, 3264) LDPC code. For each frame, N bv is less than 10% of the block length N . Furthermore, since the NAND flash utilizes LDPC codes with high code rate, the average degree of variable nodes, [21] . Thus, the proposed algorithms slightly increase the complexity of the serial BP algorithms.
However, with the fast convergence speed of the proposed algorithms, the average number of iterations can be obviously reduced. Hence, the overall decoding latency is lower, compared to the serial BP algorithms. To make a fair comparison in decoding latency, the throughput is defined to represent the number of frames successfully decoded per unit time [29] at the fixed PE cycles. All simulations are performed over the MLC NAND flash channel model with Visual Studio 2015 programming, and the maximum number of iterations is up to 5. In terms of the decoding latency, the simulation results of the throughput are presented in Figs. 20 and 21 . From the figures, it is clearly shown that, as the number of PE cycles increases, the throughput of all simulated algorithms decreases. Although the complexity of proposed algorithm is slightly higher than SBP algorithm and QABP algorithm, the results of Figs. 20 and 21 can totally prove that the efficiency of decoding of proposed algorithm is better than the state-of-the-art algorithms in these cases. However, the throughput performance of the proposed algorithms surpasses that of the existing algorithms.
In the proposed work, extensive simulations over the MLC NAND flash channel model also demonstrate that the proposed algorithms perform well. The channel model established in this paper slightly deviates from the real NAND flash behavior. Nevertheless, the simulation channel is established by reference to the real NAND flash channel [18] . In order to obtain the characteristics of the channel, a large set of random data, generated with the uniform distribution of '0' and '1', is employed in the simulated model. At first, the generated data were not encoded and decoded. Thus, the error probability of each region can be calculated, by which the accuracy of each cell can be determined. There always exist overlapping regions between adjacent states in the actual channel. As the overlap becomes obvious, which is induced by the channel deterioration, more and more blurry variable nodes can be processed effectively by determining the value of read reference voltages. Thus, the proposed algorithms can work in the actual NAND flash on this occasion. Furthermore, the proposed algorithms can be easily extended for TLC and QLC cases.
V. CONCLUSION
In this paper, the MP strategy, which makes use of the characteristic of the MLC NAND flash channel where the blurry variable nodes have high error probability, is introduced. In the MP strategy, the propagation of unreliable messages associated with the blurry variable nodes is forbidden, while reliable messages associated with the non-blurry ones can be preferentially propagated to update the blurry ones. Hence, in the initial stage of decoding, the decoding process can be performed towards the right direction. Besides, the proposed OB-ASS strategy can process the oscillating variable nodes, after the MP operations. Based on the above MP and OB-ASS strategies, two decoding algorithms, the VNBP-MP over GF (2) and the NVNBP-MP over GF(q), are proposed for better error-correction performance, faster convergence speed and lower decoding latency. Simulation results demonstrate that, the VNBP-MP algorithm for binary LDPC codes and the NVNBP-MP algorithm for quaternary LDPC codes outperform the other decoding algorithms in terms of the FER performance. Furthermore, both of the proposed algorithms have faster convergence speed and larger throughput than any other decoding algorithms. Her research interests include source-channel coding and distributed source coding especially in delay-constrained applications and distributed compressed sensing localization by wireless sensor networks. VOLUME 7, 2019 
