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Abstract:  In  this paper, our  objective is  to devise a 
fidelity criterion for quantifying the degree of  distortion in- 
troduced by a speech coder. Towards this end, both original 
speech and its coded version are transformed from the time- 
domain to a perceptual-domain using a cochlear model.  This 
perceptual-domain representation provides information per- 
taining to the probability-of-firings in the neural channels. 
We introduce a cochlear discrimination measure which com- 
pares these firing probabilit.ies in an information-theoretic 
sense. This measure, in essence, evaluates the neural-firing 
cross-entropy of  the coded speech with respect to that of  the 
original one. The performance of  this objective measure is 
compared with subjective evaluation results. 
1  Introductioxi 
Distortion  measure plays  a vital role in  the evaluation as 
well  as  in the design of  a low  bit-rate speech coder.  The 
measurement of  distortion involves devising a transforma- 
tion operator for mapping the signals onto an appropriate 
domain and formulating a suitable comparison in that do- 
main.  In speech communication, the ultimate recipient of 
information  is  a human  being  and hence  histher percep- 
tual abilities govern the precision  with which speech data 
must be processed and transmitted. In this article, we  pro- 
pose  a fidelity  criterion  using  a filter  bank  approach for 
coded/distorted  speech signals.  Details of  cochlear (inner 
ear) and other auditory processing involved in the speech 
perception are imbibed for the transformation of speech sig- 
nals onto a perceptual-domain.  Subsequently, these percep- 
tual domain parameters of  the original and the coded speech 
signals are compared in an information-theoretic sense. Sec- 
tion 2 briefly  discusses the auditory system.  Section 3 de- 
scribes an electrical model  featuring auditory processing 
and defines the  perceptual domain. Section 4 introduces the 
idea of Cochlear Di~crimination,  a perceptual cross-entropy 
measure-based fidelity criterion, for speech signals. Finally, 
Section 5 provides the test results with relevant remarks. 
2 Auditory System 
An ear consists of  three sections:  the outer ear, the middle 
ear and the inner ear [I].  Speech  pressure variations are 
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directed towards the eardrum by  the outer ear and subse- 
quently they are transformed into mechanical motion by  the 
middle ear. The cochlea (inner ear) converts these mechan- 
ical vibrations into electrical excitations. The cochlear duct 
is separated from the chamber scala tympani by  the basilar 
membrane  (BXf) which  is stiff  and  thin at  the basal  end 
(where the sound enters),  but compliant and massive at the 
apical end.  Each  place  along the BM  responds best to one 
frequency termed as the characteristic frequency (CF).  The 
cochlea near  irs base  is  most  sensitive to high  frequency 
sounds and  as the wave  travels down  the cochlea, lower 
and lower frequencies are sensed.  On  the top of  the basi- 
lar membrane (within the organ  oj  Corti),  there are about 
30,000 sensory hair cells arranged in several rows along the 
length of  the cochlea. The outer hair cells function as signal 
level controllers whereas the inner hair cells are the primary 
source of  nerve pulses which are propagated axonally to the 
brain through neural fibers. 
3 Cochlear Model 
We  desire to deal with an accurate description of  human 
perception as far as possible.  But at the same time, since 
the computational speed  of  the model  is  also  of  irnpor- 
tance,  we  prefer  using  a  junctional  model  of  the  audi- 
tory  system.  Current  models  of  representing speech  in 
the auditory periphery falls into one of  four  broad  classes 
[2]:  ratelplace,  synchrony/place,  synchrony/quasi-place 
and synchrony/place-independent. In this work, we adopt a 
synchrony/quasi-placecochlear  model suggested by Lyon [3] 
and described by Slaney [4]. This model, as shown in Fig. 1, 
essentially incorporates the best features of  the place as well 
as  the  volley theory [I].  Using  this model,  time-domain 
speech signals are  mapped onto a perceptual domain where 
time-place components become  the fundamental  bases  of 
analysis. 
The outer-and-middle ear effectively adds a slight high- 
pass response to the system.  With a corner frequency of 
300 Hz  and a unity gain at DC, a simple first-order high- 
pass discrete-time filter HOM(z)  = 4.7635(1 -  0.79008~)  is 
designed to roughly model the effects of  outer and middle 
ear.  The cochlea is best modeled using a continuous dif- 
ferential equation which is very difficult to implement on a 
digital computer.  In this work,  we  use  discrete-place ap 
proximation and consider sixty-four stages in cascade, each 
of  which has different frequency sensitivity representing the 
associated resonance and is characterized by  the respective 
filter transfer function. 
Proc. Biennial Symp. Commun. (Kingston, ON), pp. 419-423, May 1992An  implementation of  the discrete-place stages involves 
combining a series of  biquadratic notch filters that model 
the traveling pressure  waves  with  a  series of  biquadratic 
resonators that model the conversion of pressure waves into 
basilar membrane motion.  Locations of  the poles and the 
zeros of  notch and resonator filters are important. Each of 
the notch filters has a high-Q zero-pair near a low-Q pole 
pair whereas each of  the resonators has a zero at DC with a 
high4  pole pair located between the previous and the next 
notch filter zero-pairs. 
In order to reduce computation, the notch and the res- 
onator filters of  each stage are integrated into a single ear- 
stage filter  by  choosing the poles of  the resonat.or filters 
to be at the same locations as the poles  of  the succeed- 
ing notch filter (41.  The composite transfer function at any 
place is an asymmetric band-pass function. In conformance 
to various psycho-acoustical experimental data. Wea,(jC). 
the 3-dB bandwidth of  a  band-pass filter with center fre- 
quency jc, is defined as MLar(jC)  = Jx  + j2  /Qcar.  where 
the ear-break frequency jeb  is 1,000 Hz  and  the constant 
Q-factor for all the bandpas filters Q,,,  is 8. To simulate 
the real situation, four successive ear-filter stages are over- 
lapped within the 3-dB bandwidth of  any one filter.  The 
filter-stage. are indexed from 1 to 64 (high to low frequen- 
cies) and the center frequency of  each  stage decreases by 
0.25 times the bandwidth of  the previous stage.  fc) 
t~.  j,  of  all the sixty-four stages has been plotted in  Fig. 2. 
To implement the zeros at DC for every resonator, a dif- 
ferentiator is required for  each stage.  Since all the filters 
used here are linear, the 'differentiator' (a  term of  the form 
1 -  z)  can be placed just once before the ear cascade. Pre- 
ceding all stages of  the ear-filter with a single differentia- 
tor causes the lower frequency stages t.o have a much lower 
output than the higher frequency stages. Thus, each stage 
is adjusted so that it ha  unity gain at its center frequency 
while within the  stage. the  gain is proportional to  frequency. 
Typical frequency responses for three stage-filters have been 
shown in Fig. 3. 
The inner hair cells act as half-wave rectifiers for the ve- 
locity of  the motion of the fluid (51.  The exact shape of  the 
half-wave  nonlinearity is not obvious; there are proposals 
for ideal as  well as soft half-wave rectification. In this work, 
an ideal half-wave rectifier is considered. 
Experimental studies of  a fully functioning cochlea indi- 
cate that the transfer characteristics of  the  basilar mem- 
brane are nonlinear [6]. This non-linearity is captured by 
the  automatic  gain control (AGC) stages which amplify the 
weak signals and diminish the  strong signals. The  most im- 
portant adaptation mechanism in sensory systems is lateral 
inhibition by which sensory neurons reduce their own gain 
as well as the gain of  others nearby.  Lyon proposed a cou- 
pled AGC that adapts  in frequency dimension and simulates 
lateral inhibition (3). The  gain control effect is not instan- 
taneous and the time required to adapt to any input signal 
is strongly dependent on the  signal level. A cascade of four 
AGC stages with different time constants, simulating differ- 
ent adaptation times in the ear, are used  in this work.  A 
longer time constant implies that the XGC takes longer to 
respond to the input.  Each AGC attenuates the incoming 
signal so that, on an average.  it remains below  the targct 
value corresponding to that AGC. The present model con- 
sists of  four stages of  .4GC whose time constants and target 
values, respectively, are chosen as:  640 ms, 160 ms, 40 ms 
and 10 ms and 0.0032, 0.0016, 0.0008 and 0.0004 (relative 
gains). 
The nerve cells (neurons) 'fire'  (an all-or-none electrical 
spike) in response to the compressed  signal as sensed  by 
the hair cells at different places of the cochlea. These neu- 
ral activity patterns for various stages, which contain infor- 
mation regarding the formant, the pitch and the timbre of 
the speech signal, can also be treated as perceptual-domain 
representations (values related  to probability-of-firing  us. 
time).  Eventually, these firing probability values obtained 
for  an  original  and  a  coded signal  are compared,  in  an 
information-theoretic sense, to obtain a simple quantitative 
measure related to the amount of  distortion. 
4 Cochlear Discrimination Information Measure 
The perceptual domain representation provides a sequence 
of  IV-dimensional vectors at all sampling times.  With each 
of  the iV  cochlear stages (here, N  = 64) and n-sampling 
times (n depending on the speech segment), is associated 
a  neural converter which generates impulses based  on  the 
probability-of-firing  information.  These neural converters 
may equivalently be considered  to be discrete information 
sources with an alphabet of  two, ie., firing and non-firing. 
We apply the concept of  discrimination information (also 
known  as Kullback-Leibler divergence, the directed diver- 
gence, the information gain or the cross-entropy), a pow- 
erful  tool [;]  for  quantifying the 'closeness'  of  two proba- 
bility distribution functions, to define a distortion measure 
for speech coders. A  cochlear discrimination measure based 
on the RCnyi-Shannon entropy [S] is introduced below.  This 
measure determines the amount of new information (the  in- 
crease in neural source entropy) associated with the coded 
speech when the neural source entropy associated with the 
original speech is known. 
The sharp rise of auditory threshold for very low or high 
frequencies is primarily due to  the  fact that a smaller num- 
ber of  hair cells are attached with these CFs than in the 
mid-frequency  range.  This side information, which affects 
the given probability disributions, are  taken into account by 
dealing with conditional probability distributions and con- 
ditional discrimination measures.  Let pip and p,(k  = 1  -plIk 
be the firing and the non-firing conditional probabilities at 
some time  i corresponding  to  the  original speech signal con- 
ditioned on the  fact that the  measurement is for k-th neural 
channel.  Similarly, qlr and qzp = 1 -  qlp are defined for 
coded/distorted speech.  Thus, the conditional discrimina- 
tion measure becomes: 
2 
D.(P;  QI~)  =  log (Q)  for a = 1 
]=I  %lk 1 
(a-  1) 
This measure is  not a  metric as it does not  satisfy the 
conditions of  (1) symmetry  [D,(P;Qlk)  is not  the same 
as D,(Q;  Plk) when P and Q  are different] and  (2) tri- 
angle  inequality  [the sum  of  the  measures  D,(P;Qlk) 
and D,(Q;  Rlk)  may  be  greater, equal  or  smaller  than 
D,(P;  Rlk) for any three  probability distributions P,  Q and 
R].  Nonetheless, this measure can be used as a fidelity cri- 
terion as it is non-negative. The  non-negativity of the con- 
ditional discrimination for a > 0  can be  shown in a simple 
manner using (1) and the inequality logz 2 1 -  5. 
2 
For  o  = 1 :  Do(P;QII)  2 EPJr  (1 - w)  = 0. (2) 
1'1  PJIk 
It is noted that pllt =  q11k (and hence also pzlk = qzp)  mui- 
mizes X, = C&l(p~,/q~<l)  for 0 < o < 1 and minimizes it 
for a > 1. Thus, we obtaln,  0 < K, 5 1  for 0 < o < 1 and 
X, 2 1 for a > 1. Hence the non-negativity of  conditional 
discrimination (the Rhyi-type) is proved. The conditional 
discrimination becomes equal to zero if  and only if  both P 
and Q become the same. 
Conditional discrimination, as has been  defined.  is  an 
asymmetric measure.  Since we  are interested in  measur- 
ing the distortion of  the coded speech with reference to the 
original one, we  believe  that this conditional directed di- 
vergence measure achieves our objective.  However. condi- 
tional divergence measure S,(P;  Qlk), a 'symmetrized' ver- 
sion of conditional directed divergence, can be defined  as 
S,(P; Qlk) = D,(P;  Qlk) + D,(Q;  Plk). 
An  expected value of  discrimination is calculated by as- 
signing different weights to  different channels. For any chan- 
nel, the neural sources corresponding to n-speech samples 
are assumed to form a  product source whose probability 
distribution is the product distribution (i.e.,  P" = n;=,  4 
and Qn  = n;,,  Q,).  Under this assumption, we can show 
D,(P;Q~I~~)  = C;=,  D0(S;QllkN). 
Several generalizations have been  attempted for  the di- 
rected divergence measure. The most promising one seems 
to be that of  Csiszir 191  being D,.(fJ;Q)  = xi=,  gJf (t) 
where f  is any convex function. This  specializes to the di- 
rected divergence if  j (I)  = I  log z and to the variational 
distance if j(z) =  11  -  1).  To  avoid any unboundedness 
in  the measure, we  impose a condition that the probabil- 
ity of  firing or non-firing for coded signal is not a complete 
certainty or uncertainty (a  very small probability is associ- 
ated). 
5 Test Procedure. Results and Remarks 
Since our primary goal is to 'closely'  match the results of 
objective measure with the opinion of  most of  the human 
listeners, we conduct subjective tests and compare the ob- 
jective  test results wjth them. For descriptions and results 
of  other distortion measures existing in  the literature, see 
P  01. 
5.1 Test Procedure 
Eight speech sentences, of  1-2 sec durations and spoken by 
male as well s  female, were used  for the test. An informal 
subjective test was administered in which the human listen- 
ers ranked five different coded signals obtained by  passing 
a speech utterance through  five  different  types of  speech 
coders of  rates ranging from 4.8  kbps (CELP) to 32 kbps 
(ADPCM). The overall perceptual quality of the coded sig- 
nals was designated as  the basis for the  order of  their prefer- 
ences. Subsequently, we carried out an objective evaluation 
of  these coded signals with reference to the original speech 
signal by considering four variations of  the  proposed fidelity 
criterion.  These four measures were:  the cochlear varia- 
tional distance and the directed divergence measure with a 
= 1, 1.5, 2. 
5.2  Test Results 
A comparison of the subjective  evaluation and the objective 
measure leads us to the following conclusions. 
A. Performance of  objective measures:  Since there 
are fewer neurons attached to the low and high frequency 
stages and the brain perceives sounds based on an ensemble 
of neural information, we presume that the  stages of higher 
and lower indices are given relatively less importance com- 
-1-  .I  I  , 
1 
pared to the remaining stages and provide weighting fac-  e  wk t t  .  . 5 (fi  PJllk) [e  log @]  tors to different stages appropriately. In Fig. 4  and Fig. 5, 
Ck=l wk k=l  ,,=I  J1=l  ,.=I  I=I  ~JII~  time-domain  signals and spectrograms of  an original and 
1 
three coded versions of a typical speech sentence, say, 'Oak 
?T 1  {Yk 2  plllk  log (m))]  (4)  1s  dmng  and  also giver  shade',  are shown.  It is empha-  $  [Tkl  wk  &=I  ,1-~  9~1lk  sized that the  lower the amount of  new information (cross- 
entropy), better is the signal quality of  the coded speech 
DP;Q"I~~)  with reference to the original one.  Table 1 provides aver- 
1  age distortion values for each timesample of the aforesaid 
speech utterance. All the  cochlear directed divergence mea- 
sures (with o  =1, 1.5,2) were found to be consistent to  the 
subjective evaluation result in  which  the listeners ranked 
(5)  'oakf8f'  as  a little  (but clearly) better than 'oakf8k'  whereas 
'oakf8b'  was  evaluated as bad.  However,  the variational distance rneasure was in  contradiction with  the subjective 
rankings when  two coded signals were  very  close in  their 
quality.  \Ye  also note that  the SSR meuurement shows 
contradiction  (incorrectly shows 'oakfdk'  to be the best) 
whereas the cochlear directed divergence shows agreement 
with subjective evaluation results. 
B.  Effect of different entropies: The value of  sr  in  the 
Rhyi-Shannon entropy-based directed divergence measure 
has a  consistent but small effect on  its performance.  For 
finer classification (i.e.,  classifying two coded signals almost 
equal in their perceptual quality), it may be useful to con- 
sider o value more than one as it  increases the dynamic 
range of  the measure values. 
Measure  Tv~e  oakf8f  oakfSt  oakl8b 
Subjective Ranking  Best  Good  Poor 
Variational Distance  8.775  8.845  11.455 
Dir. Div.  (o  = 1)  2.720  2.755  4.270 
Dir. Div.  (o  = 1.5)  4.490  4.540  6.915 
Dir. Div.  (o  = 2)  6.750  6.810  10.165 
SNR  (w/o scaling) [dB]  8.724  9.178  -2.597 
SNR (with scaline)  [dB1  8.979  9.331  0.069 
Table 1:  Typical measure values for three coded signals 
with reference to the original sentence. 'Oak is  strong  and 
alsc gives  shade'. 
C.  Effect  of gin  changes:  The AGC  st.ages of  the 
cochlear  model  provide  signal  compression  and  thus the 
output signal level  varies of  order two when the input sig- 
nal varies over order twelve or higher.  In  addition to this 
non-linearity, the directed divergence measure also gives a 
non-linear effect.  The directed divergence measure for one 
stage at a particular time (with cr = 1) has been presented 
in  Fig.  6  where we  observe that in  the neighborhood of 
X=l'  region, it is relatively small compared to those in the 
other regions.  We speculate that a linear measurement re- 
lationship in the variational distance is responsible for its 
relatively poorer performance when  two coded signals are 
very close in their perceptual quality. 
D. Speech coder evaluation:  By considering the neural 
pathway to be a noisy channel, the subjective evaluation 
of  speech coders has been treated as a hypothesis testing 
problem. Listeners were asked to listen to two coded speech 
sentences 'A'  and 'B' and then, a varying number of samples 
'C'  from one of them, not known to  the listeners which one, 
were played.  Let 7;  be the smallest probability that 'C'  is 
determined to  be samples of 'A'  when it is actually samples 
from 'B'.  This probability is smallest over all decision rules 
such that the probability of  other type of  error (ie.,  'C' 
chosen as samples of 'B'  when it is actually from 'A')  does 
not exceed B. Then, rz,  for all B in (0.1)  and with o = 1, 
can be given as (111:  7; -  ezp [- z;=,  D(S;  ~llk")].  BY 
carrying out a subjective evaluation test with a large num- 
ber of listeners  and then considering their opinions (whether 
'A'  or 'B')  about 'C',  the parameter 7,:  was estimated.  It 
was verified that for achieving the  same  probability-of-error. 
more samples had to be considered when D(S;  Q,lkN) was 
relatively 'typically'  small. 
G  Sunl~n~ry  and  Conclusio~ls 
The iormulation of  any distortion measure requires resolu- 
tion of  two important issues: (1) defining a suitable domain 
where the signal parameters should be compared and  (2) 
comparing them in  a meaningful sense.  As far as the first 
part is concerned, we  have argued that it is not sufficient 
to compare an original speech with its coded version only 
in  the time or in the frequency domain. It is important to 
consider all the major perceptual events and represent the 
speech signals onto a joint time-place domain. For this pur- 
pose, we have used a cochlear model which incorporates the 
basic features of  the hearing process.  In the second part, 
these firinglnon-firing probabilities were compared to deter- 
mine the neural channel cross-entropy associated with the 
coded speech signal with reference to the original one. The 
cochlear discrimination measure, by  conforming to subjec- 
tive evaluation results, has shown promise for its use in the 
evaluation and the design of speech coders. 
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