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Introduction {#sec001}
============

Multi-objective optimization is becoming increasingly important in many engineering fields. A multi-objective optimization problem (MOP) can have many, even an infinite number of Pareto optimal vectors. However, in some applications, the objective function evaluations could be extremely expensive computationally and/or financially \[[@pone.0201514.ref001]\]. For example, time-consuming simulation is often required in the optimal control of flexible spacecraft systems. It is practically important to develop algorithms which can approximate the Pareto front (PF) of a MOP within a tight budget on computational cost/time. Decomposition strategy is commonly used to solve multiobjective optimization. It constructs and solve a number of single objective optimization problems whose objective are weighted aggregations of the objective functions in the original MOP. The optimal solution of each problem is Pareto optimal to the MOP. All these optimal solutions form an approximation to the PF. However, a set of evenly distributed weight vectors may not results in a set of evenly distributed Pareto optimal solutions, and they may not approximate the PF very well \[[@pone.0201514.ref002], [@pone.0201514.ref003]\]. Therefore, a critical issue is how to choose a set of weight vectors. Kim proposed an adaptive weighted sum method for an MOP, in which the regions for further refinement are identified by assigning additional constraints \[[@pone.0201514.ref002], [@pone.0201514.ref003]\]. Due to its properties of localization in both space and scale, wavelet multi-resolution approximation has been recently adopted to obtain compact representations of integral and differential operators in many physical problems, especially in solving partial differential equations (PDEs) \[[@pone.0201514.ref004]--[@pone.0201514.ref008]\]. Since the goal of multi-objective optimization is to find the well-represented Pareto optimal solutions, it is very natural to use such approximation techniques for approximate the entire PF. To the best of our knowledge, our work in this paper is the first attempt to adopt a wavelet multi-resolution method for approximating the PF of expensive multi-objective optimal control problems. The basic idea of our proposed method is to embed multi-resolution approximation techniques into the MOP decomposition strategy using an adaptive wavelet collocation method \[[@pone.0201514.ref009],[@pone.0201514.ref010]\].

The remainder of this paper is organized as follows. Section II briefly introduces second-generation wavelets and demonstrates their ability on a typical example. Section III presents the traditional weighted approach for solving an MOP and describes the proposed framework for approximating the PF of an expensive multi-objective optimal control problem (MOCP) on the basis of an adaptive wavelet collocation method. Section IV demonstrates the efficiency of our scheme using two typical examples. Finally, Section 5 concludes the paper.

Approximation of second-generation wavelets {#sec002}
===========================================

Wavelet decomposition is to represent a function using wavelet basis functions that are localized in both space and level. In the second-generation multi-resolution analysis, a function *f* ∈ *L*^2^ can be approximated on a certain level of *J* as follows: $$f^{J}(t) = {\sum\limits_{k \in K^{0}}c_{k}^{0}}\phi_{k}^{0}(t) + {\sum\limits_{j = 0}^{J - 1}{\sum\limits_{l \in K^{j}}{d_{l}^{j}\psi_{l}^{j}(t)}}}$$ where $\phi_{k}^{0}(t)$ is the scaling function on the coarsest level of resolution, $\psi_{l}^{j}(t)$ and $d_{l}^{j}$ denote the wavelet coefficients, the superscript *j* is the level of resolution, the subscript *l* is related to the location in the physical space at each level, $\psi_{l}^{j}(t)$ is a wavelet function, *J* determines the finer scale, *K*^*j*^ is the index set.

The wavelet $\psi_{l}^{j^{\prime}}(t)$ belongs to the adjacent zone of wavelet $\psi_{l}^{j}(t)$ if the following relations are satisfied \[[@pone.0201514.ref004]--[@pone.0201514.ref008]\]: $$\begin{array}{l}
{\left| {j - j^{\prime}} \right| < L} \\
{\left| {2^{j - j^{\prime}} - k} \right| < M} \\
\end{array}$$ where *L* determines the extent to which coarser and finer scales are included in the adjacent zone, and *M* defines the width of the adjacent zone on the same level.

Given a threshold value *ε*, the approximation can be rewritten as a sum of two terms composed of wavelets whose coefficients are above and below the given threshold *ε* \[[@pone.0201514.ref008]\]: $$f^{J} = f_{>}^{J} + f_{\leq}^{J}$$ where $$f_{>} = {\sum\limits_{k \in K^{0}}c_{k}^{0}}\varphi_{k}^{0}(t) + {\sum\limits_{j = 0}^{J - 1}{\sum\limits_{\begin{array}{l}
{h \in L^{j}} \\
{{|d_{h}^{j}|} > \varepsilon} \\
\end{array}}^{}{d_{h}^{j}\psi_{h}^{j}(t)}}}$$ $$f_{\leq} = {\sum\limits_{j = 0}^{J - 1}{\sum\limits_{\begin{array}{l}
{h \in L^{j}} \\
{{|d_{h}^{j}|} \leq \varepsilon} \\
\end{array}}^{}{d_{h}^{j}\psi_{h}^{j}(t)}}}$$

To illustrate the approximation ability of the wavelet multi-resolution decomposition, the following function is used as an example $$f(t) = \left\lbrack {0.3t^{2}\text{cos}(24\pi t + \frac{12\pi}{5}) + 0.6t} \right\rbrack\text{cos}(6\pi t + \frac{3\pi}{5})\mspace{720mu}\left( {0 \leq \text{t} \leq 1} \right).$$

The distribution of collocation points on the interval \[0, 1\] for level *j* = 0,1,⋯,5 is shown in [Fig 1](#pone.0201514.g001){ref-type="fig"}. The function and its wavelet coefficients for the third level are shown in [Fig 2](#pone.0201514.g002){ref-type="fig"}. It is obvious that the wavelet coefficients are small in the smooth region and large in the region with sharp features. Noting that setting a wavelet coefficient to be zero is equivalent to discarding the corresponding collocation point. A function can be approximated by deleting wavelets whose coefficients are lower than the given threshold.

![Dyadic grids on \[0, 1\].](pone.0201514.g001){#pone.0201514.g001}

![Distribution of wavelet coefficients.](pone.0201514.g002){#pone.0201514.g002}

General framework {#sec003}
=================

3.1. Multiobjective optimization problem and decomposition {#sec004}
----------------------------------------------------------

A multi-objective optimization problem (MOP) can be stated as follows \[[@pone.0201514.ref011]--[@pone.0201514.ref012]\]: $$\begin{array}{l}
{\text{min}\mspace{360mu}\mathbf{F}\left( \mathbf{x} \right) = \left( {f_{1}\left( \mathbf{x} \right),\ldots f_{m}\left( \mathbf{x} \right)} \right)^{T}} \\
{subject\mspace{720mu} to\mspace{720mu}\mathbf{x} \in \Omega} \\
\end{array}$$ where Ω is the decision (variable) space, *F*:Ω→*R*^*m*^ consists of *m* real-valued objective continuous functions, and *R*^*m*^ is the objective space. A point *x*\* ∈ Ω is said to be Pareto optimal if there is no *x* ∈ Ω such that *F*(*x*) dominates *F*(*x*\*). The set of all the Pareto optimal points is called the Pareto set (PS). The set of all the Pareto optimal objective vectors, F = {*F*(*x*) ∈ *R*^*m*^\|*x* ∈ *PS*}, is called the Pareto front (PF).

Decomposition is a basic strategy in multiobjective optimization. For the sake of simplicity, the weighted sum approach is employed in this paper. Let **λ** = \[*λ*~1~,⋯,*λ*~*m*~\] be a weight vector, i.e., *λ*~*i*~ ≥ 0 for all *i* = 1,⋯,*m* and $\sum_{i = 1}^{m}{\lambda_{i} = 1}$. Then, the optimal solution to the scalar optimization problem \[[@pone.0201514.ref011],[@pone.0201514.ref012]\] $$\begin{array}{l}
{minimize\mspace{720mu} g^{ws}\left( \mathbf{x} \middle| \mathbf{\lambda} \right) = {\sum_{i = 1}^{m}{\lambda_{i}f_{i}\left( \mathbf{x} \right)}}} \\
{subject\mspace{720mu} to\mspace{720mu}\mathbf{x} \in \Omega} \\
\end{array}$$ is a Pareto optimal point of [Eq (7)](#pone.0201514.e013){ref-type="disp-formula"}. For each optimal point, there exists a weight vector *λ* such that *x*\* is the optimal solution of [Eq (8)](#pone.0201514.e015){ref-type="disp-formula"}, and each optimal solution of [Eq (8)](#pone.0201514.e015){ref-type="disp-formula"} is a Pareto optimal point if the PF is convex. One can obtain a set of different Pareto optimal solutions by solving a set of single-objective optimization problems with different weights.

3.2. Framework for solving multi-objective optimal control problem (MOCP) {#sec005}
-------------------------------------------------------------------------

A multi-objective optimal control problem (MOCP) can be defined as follows \[[@pone.0201514.ref013]\]. Determine the state **x**(*t*), control **u**(*t*), initial time *t*~0~, and terminal time *t*~*f*~ for minimizing the following Mayer performance indices: $$J_{i} = \Phi_{i}\left\lbrack {\mathbf{x}(t_{0}),t_{0},\mathbf{x}(t_{f}),t_{f}} \right\rbrack + {\int_{t_{0}}^{t_{f}}{L_{i}\left\lbrack {\mathbf{x}(t),\mathbf{u}(t),t} \right\rbrack dt}}\mspace{720mu}\left( {i = 1,\cdots,m} \right)$$ subject to the dynamic constraints $$\overset{˙}{x}(t) = f\left\lbrack {\mathbf{x}(t),\mathbf{u}(t),t} \right\rbrack,$$ the path constraints $$C_{\text{min}} \leq C\left\lbrack {\mathbf{x}(t),\mathbf{u}(t),t} \right\rbrack \leq C_{\text{max}}$$ and bound conditions $$\Psi_{\text{min}} \leq \Psi\left\lbrack {\mathbf{x}(t_{0}),t_{0},\mathbf{x}(t_{f}),t_{f}} \right\rbrack \leq \Psi_{\text{max}}$$

The above problem is often very difficult in engineering areas, since each solution evaluation can be very computationally expensive. In this paper, we use the decomposition strategy for handling it. More specifically, we consider: $$\text{minimize}\mspace{720mu} g^{ws}\left( \mathbf{x} \middle| \lambda \right) = {\sum_{i = 1}^{m}{\lambda_{i}J_{i}\left( {\mathbf{x,u},t_{0},t_{f}} \right)}}$$ subject to the constraints given by Eqs ([10](#pone.0201514.e017){ref-type="disp-formula"})--([12](#pone.0201514.e019){ref-type="disp-formula"}).

For a given weight, we can use a standard single objective optimizer for solving the above problem and produce one Pareto optimal solution. The PF of the MOCP can be regarded as a function of the weight. We use the wavelet multi-resolution approximation for choosing weight vectors. Our basic idea is to first obtain an initial approximation of the PF using a coarsest grid with only a few weights, and to add new weight vectors successively in the regions where the PF has sharp variations. For the sake of notational simplicity, our proposed method is described in the following for the bi-objective optimal control problem. We should point out that it can be extended to more than two objectives by simply employing multi-dimensional wavelets. Our method consists of the following five steps.

1.  **Step 1** Initialization the threshold *ε*adjacent wavelet parameters *L* and *M*resolution level *j* = 0,1,⋯,*J*~max~*G*~*iter*~ = *G*~*add*~ = *G*^1^

2.  **Step 2** Solve the scalar optimal sub-problem given by [Eq (13)](#pone.0201514.e020){ref-type="disp-formula"} for all *λ*^*j*^ ∈ *G*~*add*~ and define the set $S_{i} = \left\{ {J_{i}^{j}\left| {\lambda^{j} \in G_{iter}} \right.} \right\}\mspace{2160mu} for\mspace{2160mu} i = 1,\cdots,m$

3.  **Step 3** Select the new weights that would be involved in the next step.

    Set *G*~*adj*~ = *ϕ*; then, for all *i* = 1,⋯,*m*

4.  **Step 3.1** Compute the wavelet coefficients using the forward wavelet transform for the sample data *S*~*i*~ with respect to the weights, and analyze the wavelet coefficient $d_{k}^{j}$.

5.  **Step 3.2** Select the unsmooth region where the magnitude of the wavelet coefficients is larger than the threshold *ε*.

6.  **Step 3.3** According to the parameters *L* and *M*, collect all the adjacent wavelets related to the above-mentioned unsmooth region, denote these collocation points as $G_{i}^{adj}$, and define $G_{add} = G_{add}{\cup G_{i}^{adj}}$.

7.  **Step 4** Increase *j* by 1; if *j* \< *J*~max~, set *G*~*iter*~ = *G*~*iter*~ ∪ *G*~*add*~ and go to Step 2; otherwise, terminate the algorithm and move on to the next step.

8.  **Step 5** According to the final sample value of *S*~*i*~ on the final grid points *G*~*iter*~, approximate the PF on $G^{J_{\text{max}}}$ for the highest level.

As shown in [Fig 3](#pone.0201514.g003){ref-type="fig"}, this sequential process can be simply illustrated by a flowchart.

![Flowchart of the sequential scheme.](pone.0201514.g003){#pone.0201514.g003}

Some remarks on this scheme are given below.

-   In Step 1, for *j* = 0,1,⋯,*J*~max~, a set of dyadic grids on the interval \[0, 1\] can be constructed. It is clear that each point $t_{k}^{j} \in G^{j}$ is equivalent to a unique weight for the decomposition strategy.

-   In Step 2, the MOCP is solved just for the weights from *G*~*add*~.

-   In Step 3, according to the values *S*~*i*~ at *G*~*iter*~ for each objective, the unsmooth region is identified by the given threshold *ε*; then, the adjacent wavelet collocations are selected according to *L* and *M*. It should be noted that the parameters *ε*, *L*, and *M* should be selected on the basis of some experience, because this sequential scheme is a type of heuristic algorithm to some extent.

-   In Step 5, the entire PF can be approximated according to the final set $S_{J_{\text{max}}}$ on *G*~*iter*~ with a relatively small number of weights.

With such an algorithm the grid of collocation points adapts dynamically to follow local structures that appear in solution of PF. Hence, it should be noted that overall computational cost of the algorithm is related with the size of subproblems (or the size of population) and solving strategy of optimal control problem.

Simulation {#sec006}
==========

Two typical examples are used to investigate the performance of the proposed approach. All the single-objective optimization problems are solved using sequential quadratic programming in MATLAB^®^ \[[@pone.0201514.ref014]\].

4.1. Multi-objective optimization problem {#sec007}
-----------------------------------------

The multi-objective optimization problem investigated can be stated as follows \[[@pone.0201514.ref002],[@pone.0201514.ref003]\]: $$minimize\mspace{1440mu}\left\{ \begin{matrix}
{f_{1} = x_{1}^{2} + x_{2}^{2} + x_{3}^{2} + x_{4}^{2} + x_{5}^{2}} \\
{f_{2} = 3x_{1}^{} + 2x_{2}^{} - \frac{x_{3}}{3} + {(x_{4}^{} - x_{5}^{})}^{2}} \\
\end{matrix} \right.$$ $$subject\mspace{720mu} to\mspace{720mu}\left\{ \begin{array}{l}
{x_{1}^{} + 2x_{2}^{} - x_{3}^{} + 0.5x_{4}^{} + x_{5}^{} = 2} \\
{4x_{1}^{} + 2x_{2}^{} - 0.8x_{3}^{} + 0.6x_{4}^{} + 0.5} \\
{x_{1}^{2} + x_{2}^{2} + x_{3}^{2} + x_{4}^{2} + x_{5}^{2} \leq 10} \\
\end{array} \right.$$

The PF of this problems is convex, but its curvature is not uniform \[[@pone.0201514.ref002],[@pone.0201514.ref003]\]. In the proposed multi-resolution approximation approach, a set of dyadic grids is first constructed on the interval \[0, 1\], with 17 points on the coarsest level and 1025 points on the highest level. Note that all these wavelet collocation points are equivalent to the weights used in the sub-problems of [Eq (13)](#pone.0201514.e020){ref-type="disp-formula"}. For comparison, the PF obtained from the 1025 uniform weights on the highest level is regarded as the true PF. The parameters in the optimal operation are set as *ε* = 0.0002 and *L* = *M* = 1. As shown in [Fig 4](#pone.0201514.g004){ref-type="fig"} (see [S1 Fig](#pone.0201514.s001){ref-type="supplementary-material"}), the approximation is in excellent agreement with the ground truth. As stated in Section 3.1, the conventional strategy is to decompose an MOP into a limited number of scalar optimization sub-problems, and the number of these sub-problems is exactly equal to the number of weights. Therefore, the computational resources are mainly determined by the number of weight vectors. A small number of weights involved in the decomposition approach means that less computational resources would be required in the optimization process. In this example, only 71 collocation points (weights) are required to approximate the PF; thus, resource usage is reduced by nearly 93%. The optimal objectives as well as the involved collocation points are shown in [Fig 5](#pone.0201514.g005){ref-type="fig"}(see [S1 Fig](#pone.0201514.s001){ref-type="supplementary-material"}). The distribution of the collocation points on each level is shown in [Fig 6](#pone.0201514.g006){ref-type="fig"} (see [S1 Fig](#pone.0201514.s001){ref-type="supplementary-material"}). It can be seen that most of the weights are allocated to the regions where the components of the PF have sharp variations, while only a few weights are allocated to the smooth regions. The approximation error of the optimal objectives is shown in [Fig 7](#pone.0201514.g007){ref-type="fig"} (see [S1 Fig](#pone.0201514.s001){ref-type="supplementary-material"}).

![Approximation and ground truth of the PF.](pone.0201514.g004){#pone.0201514.g004}

![Optimal objectives and the collocation points.](pone.0201514.g005){#pone.0201514.g005}

![Distribution of the collocation points on each level.](pone.0201514.g006){#pone.0201514.g006}

![Approximation error.](pone.0201514.g007){#pone.0201514.g007}

4.2. MOCP in flexible spacecraft system {#sec008}
---------------------------------------

As shown in [Fig 8](#pone.0201514.g008){ref-type="fig"}, a flexible spacecraft with a rigid mode and two flexible modes \[[@pone.0201514.ref015]\] is applied to further illustrate the efficiency of our proposed method. The nominal parameter values are assumed as *m*~1~ = *m*~2~ = *m*~3~ = 1 and *k*~1~ = *k*~2~ = *k*~3~ = 1 with appropriate units, and the time is measured in seconds. The control force *u*, which is bounded as \|*u*\|≤1, is applied to body 1. Finally, the time/fuel optimal control problem can be formulated as follows: $$\text{min}\left\{ \begin{matrix}
{J_{1} = {\int_{0}^{t_{f}}{dt}} = t_{f}} \\
{J_{2} = {\int_{0}^{t_{f}}{\left| u \right|dt}}} \\
\end{matrix} \right.$$ subject to the dynamics equation $$M = \begin{bmatrix}
m_{1} & & \\
 & m_{2} & \\
 & & m_{3} \\
\end{bmatrix}\begin{bmatrix}
{\overset{¨}{x}}_{1} \\
{\overset{¨}{x}}_{2} \\
{\overset{¨}{x}}_{3} \\
\end{bmatrix} + \begin{bmatrix}
k_{1} & {- k_{1}} & \\
{- k_{1}} & {k_{1} + k_{2}} & {- k_{2}} \\
 & {- k_{2}} & k_{2} \\
\end{bmatrix}\begin{bmatrix}
x_{1} \\
x_{2} \\
x_{3} \\
\end{bmatrix} = \begin{bmatrix}
1 \\
0 \\
0 \\
\end{bmatrix}u$$ where *x*~1~, *x*~2~, and *x*~3~ are the positions of bodies 1, 2, and 3, respectively. In addition, the boundary conditions for the rest-to-rest maneuver are given by $$x_{1}(0) = x_{2}(0) = x_{3}(0) = 0\mspace{1440mu} x_{1}(t_{f}) = x_{2}(t_{f}) = x_{3}(t_{f}) = 1$$ $${\overset{˙}{x}}_{1}(0) = {\overset{˙}{x}}_{2}(0) = {\overset{˙}{x}}_{3}(0) = 0\mspace{1440mu}{\overset{˙}{x}}_{1}(t_{f}) = {\overset{˙}{x}}_{2}(t_{f}) = {\overset{˙}{x}}_{3}(t_{f}) = 0$$

![Three-mass-spring system.](pone.0201514.g008){#pone.0201514.g008}

Based on the weighted sum decomposition approach, a single-objective optimal control problem can be constructed as follows: $$minimize\mspace{720mu} J(\lambda) = {\int_{0}^{t_{f}}{(\lambda + (1 - \lambda)\left| u \right|)dt}}\mspace{1440mu}\lambda \in \lbrack 0,1\rbrack$$ subject to the constraints given by Eqs ([17](#pone.0201514.e031){ref-type="disp-formula"})--([19](#pone.0201514.e033){ref-type="disp-formula"}).

In the optimal process, the set of dyadic grids and the true PF are constructed as discussed in the previous example. The parameters in the optimal operation are set as *ε* = 0.005 and *L* = *M* = 1. A comparison between the approximation and the ground truth is shown in [Fig 9](#pone.0201514.g009){ref-type="fig"} (see [S2 Fig](#pone.0201514.s002){ref-type="supplementary-material"}). There exist some discontinuities in the PF, which are caused by the physical constraints of the flexible mode. The distribution of the collocation points on each level is shown in [Fig 10](#pone.0201514.g010){ref-type="fig"} (see [S2 Fig](#pone.0201514.s002){ref-type="supplementary-material"}). As expected, the approximation can be obtained with only 173 weights; thus, resource usage is reduced by nearly 83%. The approximation error is shown in [Fig 11](#pone.0201514.g011){ref-type="fig"}(see [S2 Fig](#pone.0201514.s002){ref-type="supplementary-material"}).

![PF of time/fuel optimal control problem.](pone.0201514.g009){#pone.0201514.g009}

![Distribution of the involved collocation points on each level.](pone.0201514.g010){#pone.0201514.g010}

![Approximation error of the optimal objectives.](pone.0201514.g011){#pone.0201514.g011}

Conclusion {#sec009}
==========

Using the traditional decomposition approach, this paper proposed a multi-resolution method for solving expensive MOCP arising from practical engineering applications. In our proposed method, an adaptive multi-resolution approximation strategy is embedded into the decomposition approach. It starts with a few weights according to the initial coarsest grid; then, the approximation can be refined successively by locally increasing the accuracy in the unsmooth vicinity associated with large wavelet coefficients. Our method can automatically generate non-uniform weights to approximate the entire PF with minimal computational effort. Therefore, one can obtain the PF accurately and efficiently with a relatively small number of weights. The presented examples demonstrated that the proposed method can efficiently obtain the PF using the traditional decomposition strategy. Currently work is under way to develop an adaptive algorithm in the design of multi-objective optimal homing trajectory of parafoil system.
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