Abstract-In this paper, we study the sum degrees of freedom (DoF) of an uplink two-cell multiuser MIMO interference network with asymmetric number of users in the cells. The achievable DoF is devised based on a two-dimensional space-time spreading code framework with linear precoding/decoding design and finite channel extension. The derivation of the achievable DoF is shown related to a rank minimization problem, which corresponds to the minimization of the dimension of the interference subspace. The problem is solved by the proposed grouping algorithm (GA) based on aligning interfering signals into a low-dimensional subspace as a group and attaining the minimum number of groups. The achievable sum DoF derived based on the proposed GA is shown to be greater than prior arts and achieves the theoretic upper bound in several cases. We also give a closed-form expression of the maximum achievable sum DoF when there is the maximum number of admissible users in the considered finite diversity environment.
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I. INTRODUCTION

I
N multiuser wireless communications, the received signal space constitutes two subspaces, i.e., the (desired) signal subspace and the interference subspace. The sum of the dimension of the two subspaces is a constant specified by system configurations such as antenna numbers at the transmitter and the receiver. A smaller dimension of the interference subspace therefore leads to a greater dimension of the signal subspace. Interference alignment (IA), first introduced by Maddah-Ali et al. [1] as well as Cadambe and Jafar [2] , is based on the idea of aligning multiple interfering signals into a subspace of provably smallest dimension such that the dimension of the signal subspace is increased as much as possible for the multiuser environment, i.e., the degrees of freedom (DoF) is maximized [1] - [22] . The DoF has been adopted in informationtheoretic studies as the figure of merit that captures the prelog value of the capacity in high signal-to-noise ratio (SNR) regime. Conceptually, the DoF specifies the maximum supportable number of concurrent interference-free data streams or equivalently the maximum multiplexing gain of the channel [23] , [24] . The DoF of various types of multiuser interference channels has been analyzed based on the concept of IA. Jafar and Fakhereddin [3] derived a closed-form expression of DoF for the two-user MIMO interference channel. Gou and Jafar [4] as well as Ghasemi et al. [5] presented a theoretical analysis of inner and outer bounds of the number of DoF for the K-user MIMO interference channel. Iterative distributed algorithms were proposed for precoding and decoding designs with the objective of minimizing the interference leakage on the signal subspace for MIMO interference networks [6] - [10] . The feasibility of linear IA for the MIMO interference channel was studied in [8] , [25] , [26] .
The DoF in wireless cellular networks has also been studied. In cellular networks, the same frequency spectrum is reused in multiple geographic areas or cells due to the scarcity of the available spectrum. The received signal therefore contains two types of interference, i.e., inter-cell interference (ICI) and inter-user interference (IUI), which refer respectively to the interference induced when users in the adjacent cells and in the same cell occupy the same spectrum. ICI and IUI have been shown to be the performance-limiting factors in wireless cellular networks [27] . Suh and Tse [12] developed an interference management scheme based on IA which aligns multiple ICI in a one-dimensional subspace and extracts the desired signal from the IUI using a zero-forcing (ZF) based precoding and decoding design. It was also shown in [12] that K/(K + 1) DoF per cell can be achieved for a two-cell K-user cellular network where users and base stations (BS) are each equipped with a single antenna. The DoF for multiantenna cellular networks where each user has M antennas and each BS has N antennas has also been derived. Park and Lee [13] , [14] compared the DoF values between multiple-input single-output (MISO) interfering broadcast channels (IBC) and MIMO interference channels. Sun et al. [15] showed that KN/(K + min{N, K}) DoF can be achieved for uplink single-input multiple-output (SIMO) interfering multiple access channels (IMAC). Kim et al. [16] showed the achievability of min{2N, 2KM, max(M, N )} DoF in downlink MIMO IBC via a ZF-based IA scheme. Shin et al. [17] considered a twocell network with two active users in each cell and proposed 0090-6778 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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an IA algorithm which achieves the optimal 2M DoF for the case of (3/2)M ≤ N ≤ 2M . Sridharan and Yu [18] , [19] characterized the DoF of two-cell MIMO cellular networks as a piecewise linear function with either M or N being the bottleneck for both two-user-per-cell and three-user-per-cell cases, following insights from the subspace alignment approaches in [20] , [21] . While several outer bounds and achievable schemes for the DoF in wireless cellular networks are known [12] - [19] , [22] , an exact characterization of the DoF for the case of arbitrary number of users in each cell remains unsolved. In this paper, we derive the achievable sum DoF for the uplink transmission of a two-cell multiuser MIMO interference network with T transmission time (channel extension) and arbitrary (possibly asymmetric) numbers of users in the two cells. The derived achievable strategy is based on a two-dimensional space-time spreading code (2D-STSC) framework with linear coding design and finite channel extension [28] , i.e., a vector space strategy [25] . Our main results are summarized as follows: 1) To derive the achievable sum DoF, we first formulate the problem of minimizing the dimension of the interference subspace as a rank minimization problem and then solve the problem by the proposed grouping algorithm (GA). Based on the idea of IA, the GA corresponds to a procedure that aligns multiple interfering data streams into a low-rank ICI subspace as a group and attains the minimum number of groups with the greatest packing ratios [19] . We explicitly formulate the necessary and sufficient grouping rules for obtaining a feasible solution to the rank minimization problem (Theorem 1). The derived achievable sum DoF based on the GA is greater than existing results [16] , [17] and achieves the upper bounds derived in [3] , [8] , [14] , [22] in some cases. 2) We derive the achievable sum DoF for a particular case of interest. In our formulation with finite channel extension, the number of users that can simultaneously be served and be allocated at least one dimension of interference-free subspace (i.e., admissible users) is finite. We therefore obtain the maximum achievable sum DoF (η max ) when there is the maximum number of admissible users in the network. The result is given by a closed-form expression, i.e., η max = (2NT −2)/T when N = M and
The outline of this paper is as follows. In Section II, we present the system model. Problem description is presented in Section III with the proposed solution method given in Section IV. Section V presents the achievable sum DoF results. Numerical verifications and discussions are presented in Section VI. Finally, Section VII concludes the paper.
Notations: Boldface lowercase letters denote vectors and boldface uppercase letters denote matrices. (·) denotes the transpose operation. A = (A 1 , . . . , A K ) or A = {A l } l=1,...,K represents that matrix A is a horizontal concatenation of matrices A 1 , . . . , A K . rank(A), vec(A), null{A}, col{A}, and A denote the rank, the vectorization, the null space, the column space, and the Frobenius norm of matrix A, respectively. diag(·) represents a block diagonal matrix formed by its elements. 0 m×n denotes an m × n zero matrix. N, N + , and R represent the set of nonnegative integers, positive integers, and real numbers, respectively. Calligraphic letters denote the sets, and |A| is the cardinality of set A. · and · represent the ceiling and floor operations, respectively.
II. SYSTEM MODEL
We consider the uplink transmission in a two-cell MIMO interference network with possibly asymmetric numbers of users in the two cells. The K [a] users in the a-th cell communicate simultaneously with the base station (BS) in the a-th cell over T time slots, a = 1, 2. The BS, with N antennas, and the k-th user (k = 1, . . . , K [a] ) in cell a, with M antennas, are denoted as BS [a] and user (k, [a]), respectively. We assume N ≥ M to reflect practical scenarios. At time t (t = 1, . . . , T ), the received signal at BS [a] can be represented from the perspective of user (k, [a]) as
is the transmit signal from user (k, [a]) satisfying an average power constraint over T time slots, i.e.,
is the additive white Gaussian noise (AWGN) with zero mean and variance σ 2 z . Throughout the paper, we use indexā = 3 − a to denote specifically the other cell from the perspective of cell a, and indices a, b ∈ {1, 2} to denote any possible cell combination. Each entry inH
is independent and identically distributed (i.i.d.) according to some continuous distribution. The channel matrix from different users to the BS are assumed to be independent in the matrix space R N ×M and are perfectly known at all nodes. We consider an achievable scheme of interference alignment based on the 2D-STSC structure [28] , where each user transmits a precoded signal over T time slots under a time-varying channel. User (k, [a]) sends d [a] k ∈ N data streams to BS [a] , and the i-th
) is multiplied by a precoding matrix specific to the i-th data stream before transmission. Thus, the transmit signal of user (k, [a]) over T time slots can be expressed as where s [a] k,i ∈ R and W [a] k,i ∈ R M ×T are the i-th data stream of user (k, [a] ) and the corresponding precoding matrix, respectively. We consider that the data streams for all users are linearly independent and each data stream is decoded individually at the BS. The total received signal at BS [a] over T time slots is given by (from the perspective of user (k, [a]))
where
Note that we consider that a diversity of order T is achieved from the frequency/time diversity of the wireless channel over T time slots [29] by representing H 
k . The decoded data stream vector for user (k, [a] ) is thus given bŷ
The described space-time transmission system is illustrated in Fig. 1 . The information-theoretic sum DoF specifies the number of interference-free signaling dimensions in the spatial domain or equivalently the maximum number of interference-free data streams that can be transmitted concurrently per channel use. The information-theoretic sum DoF is defined as the pre-log factor of the maximum sum rate [2] - [4] , i.e.,
whereR [a] k (ρ) denotes the achievable rate of user (k, [a]) at SNR ρ, and C(ρ) denotes the capacity region which is the set of all achievable rate tuplesR(ρ) = (R [1] 1 (ρ), . . . ,R [1] K [1] (ρ), R [2] 1 (ρ), . . . ,R [2] K [2] (ρ)). Instead of studying the informationtheoretic notion of DoF where the codewords may span arbitrarily long channel extensions to achieved the theoretic bound, in this paper, we focus on a practical precoding/decoding design scheme (i.e., a 2D-STSC scheme) with given T transmission time (channel extension). The 2D-STSC scheme-specific sum DoF, which is also referred to as the spatial multiplexing gain [30] and is defined below, is considered as the figure of merit for our precoding and decoding design.
Definition 1 (2D-STSC Scheme-Specific Sum DoF):
Based on the 2D-STSC structure with system configurations of (K [1] , K [2] , M, N, T ), the 2D-STSC scheme-specific sum DoF for a two-cell MIMO interference network is described by
where R [a] k (ρ) is the data rate for user (k, [a]) at SNR ρ based on the 2D-STSC structure, as shown in (8), shown at the bottom of the page, where a andā = 3 − a are cell indices, and
Note that a specific coding scheme in the considered 2D-STSC structure yields a DoF value that is always nongreater than the theoretic value, i.e., η * ≤η [25] . For simplicity, in the following discussions we will use "sum DoF" to refer to "2D-STSC scheme-specific sum DoF".
III. PROBLEM DESCRIPTION
Precoding and decoding designs based on the maximization of the sum rate in (8) using an iterative algorithm have been proposed in [30] , [31] . This approach has several disadvantages: 1) the global optimal solution is not guaranteed, 2) the feasibility of the solutions is open for asymmetric cases, and 3) the complexity of the iterative method is prohibitively high. In this paper, we propose a precoding and decoding design based on the sum DoF in (7) without iterative computations, and examine the allocation of the sum DoF to users with the consideration of the maximum supportable number of users in a given finite channel diversity of MNT .
From Definition 1, the sum rate is dominated by the interference (IUI and ICI) when the SNR goes to infinity. Thus, the interference should be nullified by the decoding matrix in order to maximize the data rate. With the asymptotic rate approximation R [32, Chapter 7] , where o(·) is the Landau symbol that gives o(log(ρ))/ log(ρ) → 0 as ρ → ∞, it follows that the sum DoF η * specifies the maximum number of interference-free data stream transmission per time slot. Therefore, the sum DoF η * for the two-cell MIMO interference network with system configurations of (K [1] , K [2] , M, N, T ) is specified by the solution to the following problem:
are equivalent IUI and ICI channels for user (k, [a]), respectively. Constraint (10) represents that the decoding matrices project the interference onto the interference subspace which is separated from the desired signal. Constraint (11) ensures that the desired signal vectors at each BS span all the available interference-free subspace. The interference subspace and the interference-free subspace are orthogonal complements of each other at each BS. Constraint (12) represents the fact that the precoding matrix W [a] k maps the data stream vector s [a] k to an MT -dimensional transmit signal and the number of data streams is upper bounded by MT .
The IUI and ICI subspaces for user (k, [a] ) are spanned by the columns of Q [a] IUI,k and Q [a] ICI , respectively, denoted by col{Q
IUI,k } and col{Q [a] ICI }. The total interference subspace for user (k, [a] ) is thus given by col{Q
ICI }. Since (11) stipulates the independency of all desired signal vectors at each BS, the rank of the IUI subspace for the signal from user (k, [a] ) is the sum of data streams from all other users in cell a, i.e., rank(Q
l . Also, the IUI and ICI subspaces are linearly independent. Thus, the dimension of
ICI )). According to (10) , in order to ensure interference-free transmission for user (k, [a]), the number of transmit data streams for user (k, [a])
should not exceed the nullity of (Q
In addition, from (12) we have
where γ * [a] specifies the minimum rank of Q [a] ICI (i.e., the minimum dimension of the ICI subspace) and is a function of the number of data streams from the other cell (i.e., cellā). When (15b) is met with equality, according to the problem in (9), the sum DoF can be expressed as
. (16) Clearly, the smaller the dimension of the ICI subspace, the greater sum DoF will be yielded. The problem of minimizing the dimension of the ICI subspace with given numbers of data streams is formulated as the following rank minimization problem:
The full-rank constraint of W [ā] k inherits the constraint in (11) which ensures that the transmit signal of user (k, [ā] ) spans all the available interference-free subspace. The optimal solution to Problem P is specified by γ * [a] . Problem P is challenging to solve for two reasons: 1) the fullrank constraint is defined over a nonconvex set; and 2) even by relaxing the constraint to a convex feasible set with positivedefinite precoding matrices [33] , the problem is still a nonconvex optimization problem with exponential running time [34] - [36] . To solve Problem P, we propose a noniterative algorithm, which is termed the grouping algorithm (GA), based on the concept of IA. The GA produces a feasible solution γ [a] to Problem P 1 as it provides a low-complexity precoding/decoding design (Section IV). Then, we derive the achievable sum DoF for some precoding/decoding scheme based on the results of the GA, i.e.,
where η ≤ η * , and
is the dimension of the ICI subspace realized by the precoding/decoding scheme (Section V).
IV. PROPOSED GROUPING ALGORITHM BASED ON INTERFERENCE ALIGNMENT
In this section, we present the proposed GA which solves Problem P by dividing all data streams of users in the other cell (cellā) into groups and aligning the ICI signal from the same group into a low-rank ICI subspace at BS [a] . We adopt the concept of packing ratio [19] , defined as the ratio between the number of data streams in a group and the dimension of the ICI subspace spanned by the data streams in this group. For example, if the i-th data stream of user (k, [2] ) and the j-th data stream of user (l, [2] ) are assigned to the same group with packing ratio 2 : 1, we have col H [ 
k,i ) represents the equivalent ICI channel corresponding to the i-th data stream of user (k, [ā] ). In this case, the two equivalent ICI channels are linearly dependent and the dimension of the ICI subspace spanned by the data streams in this group is one.
Consider that the GA divides the data streams into a total of ζ ∈ N + groups. Let κ g ∈ N + be the number of data streams in the g-th group, where
k , and let r g ∈ N be the dimension of the ICI subspace spanned by the equivalent ICI channels corresponding to the data streams in the g-th group. Then, the packing ratio of the g-th group is κ g : r g (where κ g ≥ r g ), and the solution to Problem P yielded by the GA is given by the relationship
Clearly, the greater the packing ratios, the smaller the dimension of the ICI subspace for a given number of data streams. Define the set of data streams in the g-th group with a packing ratio κ g : r g as
where D [2] k,i denotes the i-th data stream from user (k, [2] ); k, l, p and i, j, q refer to certain users and certain data streams in general, respectively; and |G g | = κ g . The i-th data stream from user (k, [2] ), the j-th data stream from user (l, [2] ), and the q-th data stream from user (p, [2] ) are grouped together in the g-th group. There are many possible coding structures or aligning strategies to find the precoding matrices that satisfy (21). However, not every coding structure or aligning strategy will lead to a feasible solution to Problem P. To find a feasible solution we need: 1) a coding structure that produces non-trivial precoding vectors for every data stream in each group, and 2) a proper composition of data streams in each group that ensures the independence of the precoding vectors of each user.
For 1), it is in general difficult to establish a coding structure that produces non-trivial precoding vectors for the data streams in a group with an arbitrary packing ratio, as the problem is related to algebraic geometry and is open in general [8] , [22] . Thus, we consider a restricted form of the problem by focusing on two types of packing ratios, namely, κ g : 1 (where κ g ∈ N + ) and κ g : κ g − 1 (where κ g ∈ N + and κ g ≥ 3), for which we can show that they lead to a feasible solution to Problem P. Note that any arbitrary packing ratio can be treated as a combination of one or both of these two types of packing ratios (e.g., the packing ratio 5 : 3 can be decomposed into 3 : 1, 1 : 1, 1 : 1; or 2 : 1, 3 : 2; or 2 : 1, 2 : 1, 1 : 1), although the resulting coding structures will lead to suboptimal solutions compared to what would be yielded with a general coding structure. With our consideration, the problem of finding the precoding matrices that satisfy (21) can be described by the following problem of solvingw g :H
wherȇ
The dimension ofH g andw g are (κ g − r g )NT × κ g MT and κ g MT × 1, respectively. Clearly, each precoding vector corresponding to the data stream in the g-th group lies in the precoding vector set ofw g ⊆ null{H g }. Consider a general case that the data streams in the g-th group are from
It is easy to show that we can find a nonzero vector for every precoding vector in the solution set of w g if and only ifH g is full rank and has more columns than rows, i.e., the relation
For 2), we establish three grouping rules in the following based on the coding structure in (22) to find a proper composition of data streams in each group. The three grouping rules will be shown to be necessary and sufficient conditions for the GA to produce a feasible solution to Problem P. Then, we present the general procedure of the GA based on the three grouping rules. Without loss of generality, we focus on cell 1's perspective, i.e., a = 1 andā = 2.
A. Grouping Algorithm: Grouping Rules
Theorem 1: The GA will produce a feasible solution to Problem P if and only if the following three grouping rules are all satisfied: (R.1) The maximum number of data streams from the same user that can be grouped together in the same g-th group is r g . (R.2) If the data streams in the g-th group are from χ g different users, the number of data streams that can be grouped together in the g-th group is upper bounded by
(R.3) We say two groups are homogeneous when two groups have the same packing ratio and contain the same number 1 , d [2] 2 , d [2] 3 , d [2] 4 ) = (2,
of data streams all from the same set of users. The maximum number of homogeneous groups is
where κ h : r h is the packing ratio in each homogeneous group, and (x) + = max{x, 0}.
Proof: See the Appendix. Remark 1: It is useful to consider a more restrictive set of rules in practice to produce a feasible solution to Problem P efficiently without compromising the optimal solution. Specifically, it can be easily seen that substituting χ g = κ g (meaning the data streams in the g-th group are each from a different user) into (R.2) allows the greatest packing ratios and consequently leads to the smallest dimension of the ICI subspace. The alternative rules as a result of setting χ g = κ g are as follows: (R.1 * ) Data streams from the same user cannot be grouped together in the same g-th group. (R.2
* ) The number of data streams that can be grouped together in the g-th group is upper bounded by
The GA will produce a feasible solution to Problem P if (R.1 * ), (R.2 * ), and (R.3) are all satisfied (i.e., these three grouping rules are sufficient conditions for the GA to produce a feasible solution to Problem P).
Example 1: Consider a two-cell MIMO interference network with system configurations of (K [2] , M, N, T ) = (4, 3, 5, 1) and (d [2] 1 , d [2] 2 , d [2] 3 , d [2] 4 ) = (2, 1, 2, 1). According to (R.2 * ), which gives κ g ≤ (1/2)(5r g − 1) , we have all possible packing ratios in descending order as follows: (κ g : r g ) = (2 : 1), (3 : 2), (4 : 3), (5 : 4), (6 : 5), (1 : 1). Starting from the largest packing ratio 2 : 1, where each group can contain two data streams each from a different user according to (R.1 * ),
we can divide
k = 6 data streams into ζ = 3 groups, as shown in Fig. 2 . The precoding vectors in each group can be derived by (22) . The solution to Problem P is given by γ [1] = min{ ζ g=1 r g , NT } = min{3, 5} = 3. Example 2: Consider a two-cell MIMO interference network with system configurations of (K [2] , M, N, T ) = (2, 2, 3, 1) and d [2] k = 2, ∀ k. According to (R.1 * ) and (R.2 * ), the largest packing ratio is 2 : 1, where each group contains two data streams each from a different user. The equivalent ICI channels H [1, 2] k W [2] k ∈ R 3×2 from user (k, [2] ) span a two-dimensional (2D) plane in R 3 , for k = 1, 2. The intersection of the two 2D planes in R 3 is a line, as illustrated in Fig. 3 , which suggests that at most one equivalent ICI channel from user (1, [2] ) can be dependent with another equivalent ICI channel from user (2, [2] ). In other words, there will be at most one homogeneous group after grouping, i.e., ψ(2, 1) = 1 as shown in (R.3). Also, the following equation has a rank-one solution set:
The nullity of matrixH = [H
] corresponds to the maximum number of the homogeneous groups, which is 2MT − rank(H) = 2MT − NT = 4 − 3 = 1. As a result, the GA divides the data streams into ζ = 3 groups and the solution to Problem P is given by γ [1] = min{ ζ g=1 r g , NT } = min{3, 3} = 3.
B. Grouping Algorithm: General Procedure
Based on the rules and examples presented in the previous subsection, we now describe the general procedure of the GA. The algorithm is presented in Algorithm 1 and proceeds by the following steps.
Step 1): A distinct grouping of data streams is called a reference group. The algorithm performs grouping by referencing the reference groups. In this initialization step, the set of reference groups, A, is established. The set A can be divided into K [2] disjoint subsets according to the number of data streams in a group, i.e., A = A 1 ∪ A 2 ∪ · · · ∪ A K [2] . Each subset A k is comprised of J k reference groups each containing k data streams, i.e.,
k . The total number of reference groups is |A| =
Steps 2-15): All possible packing ratios are collected in the set L PR by considering (R.1 * ) and (R.2 * ).
Steps 16-31):
The grouping begins with the largest packing ratio in L PR , denoted as κ max : r max at each iteration. Then, L PR is successively updated and grouping is successively performed in accordance with the reference groups with κ max elements until a) all data streams have been grouped, or b) the remaining data streams are fewer than κ max elements or the reference groups with κ max elements have been adopted for the maximum number of ψ(κ max , r max ) times according to (R.3). In case a), the algorithm terminates and returns the solution, and in case b), the same procedure is continued on the remaining data streams with a smaller packing ratio until all data streams are grouped. Note that we set an extra stopping criterion in Steps 24-26 to avoid redundant computations. The stopping criterion occurs when the interfering signals span all NT -dimensional received space due to the large number of input data streams.
Example 3: Consider a two-cell MIMO interference network with system configuration of (K [2] , M, N, T ) = (4, 4, 5, 1) and d [2] k = 3, ∀ k, which gives the set of packing ratios L PR = {(4 : 1), (3 : 1), (2 : 1), (3 : 2), (4 : 3), (1 : 1)}. All reference groups are shown in Fig. 4(a) . The grouping begins with the largest packing ratio 4 : 1 by referencing the only reference group in A 4 , as shown in Fig. 4(b) . Since ψ(4, 1) = 1, this reference group may be adopted only once. Thus, we proceed with the second-largest packing ratio 3 : 1 and reference the groups in A 3 . The process repeats. Upon completion of the process, all data streams are collected into ζ = 4 groups. The solution to Problem P is given by γ [1] = min{ ζ g=1 r g , NT } = min{4, 5} = 4. Consider a similar system configuration but with T = 3, which gives the same set of packing ratios L PR . The procedure proceeds similarly; however, since ψ(4, 1) = 3, the reference group in A 4 can be adopted for a maximum of three times. This results in a smaller number of groups (ζ = 3) and a different solution to Problem P (γ [1] = 3), as shown in Fig. 4(c) . Comparing the two system configurations in this example, we can deduce that it is possible to reduce the dimension of the ICI subspace by increasing the transmission time T .
V. ACHIEVABLE SUM DEGREES OF FREEDOM FOR THE TWO-CELL MIMO INTERFERENCE NETWORK
In this section, we describe the procedure to derive the achievable sum DoF for the two-cell MIMO interference network using the results of GA. Additionally, we consider the notion of the maximum achievable sum DoF under a practical condition, which can be concisely written in a closedform expression in terms of (M, N, T ), as opposed to the complicated form of the achievable sum DoF in terms of (K [1] , K [2] , M, N, T ).
A. Algorithm for Deriving the Achievable Sum DoF
We refer back to the GA for the derivation of the achievable sum DoF. Since data streams from the same user cannot be grouped together, it is clear that the number of groups will be greater than or equal to the maximum number of data streams from a user, i.e., ζ ≥ max k {d [2] k }. Also, since the packing ratio is always greater than 1 : 1, the dimension of the ICI subspace grows with the increasing number of groups according to (20) . Therefore, to achieve a smaller dimension of the ICI subspace or a greater sum DoF, we should make max k {d [2] k } as small as possible. This suggests a "roughly equal" allocation of the total interference-free data streams among users in search for the largest achievable sum DoF. Note that exactly equal allocation may be suboptimal, since the number of the interference-free data streams for each user is a nonnegative integer and the sum DoF value may be fractional. We thus consider that the numbers of interference-free data streams only differ by one among users, i.e., |d [2] k − d [2] l | ≤ 1 for any user (k, [2] ) and user (l, [2] ).
The general procedure for deriving the achievable sum DoF by using the GA is based on the idea of substituting all possible combinations of the number of data streams into the GA and selecting the combination with the greatest sum of data streams that satisfy (15b). The algorithm is presented in Algorithm 2 and proceeds by the following steps.
Steps 1-20):
The number of data streams for each user is continuously increased up to MT in a round-robin fashion. For each possible combination of the number of data streams, the GA returns a solution γ [1] (and likewise, γ [2] ). According to (15b), the dimension of the subspace spanned by both the desired and interfering signal is upper bounded by the dimension of the received signaling space, i.e., (
Thus, all combinations of data streams that satisfy this relationship are collected in a set (Step 13) and the largest value in the set is the achievable sum DoF (Step 20) .
B. Closed-Form Expression of the Maximum Achievable Sum DoF in a Practical Scenario
As can be seen in Algorithm 2, for some given number of users in each cell, finding the achievable sum DoF involves an iterative procedure. Also, the achievable sum DoF is nondecreasing with an increasing number of users in the network. In the considered 2D-STSC scheme with a finite channel diversity of MNT , the number of users that can simultaneously be served and be allocated at least one dimension of interferencefree subspace is finite [37] . Here, we aim to obtain the maximum achievable sum DoF when there is the maximum number of admissible users in the network. The notion of the maximum number of admissible users specifies the maximum number of users that can be admitted to the network where each user is guaranteed at least one dimension of interference-free subspace in this finite diversity environment [38] - [40] . We obtain a closed-form expression of the maximum number of admissible users (denoted by μ) and the maximum achievable sum DoF (denoted by η max ), both in terms of (M, N, T ), without need of an iterative procedure. Note that the achievable sum DoF will remain constant at η max after the number of users in the network reaches μ.
The maximum number of admissible users can be described by
where L [a] represents the number of users in the a-th cell as a variable 2 and the achievable sum DoF η is expressed as a function of L [1] and L [2] . According to the expression of the achievable sum DoF in (18) , the constraint in (30) can be expressed as
or equivalently
whered is the average number of data streams from the L [1] + L [2] users. Then, the maximum number of admissible users can also be formulated as
Note that bothd and γ [ā] are related to d [a] k , ∀ k, a. Clearly, from (33) , to maximize the achievable μ each user can only transmit one data stream, i.e., d [2] k =d = 1, ∀ k, since bothd and γ [a] increase with an increased number of data streams.
Theorem 2: For a two-cell MIMO interference network with system configurations of (M, N, T ), the maximum achievable sum DoF is given by
is used to differentiate from notation K [a] which denotes the given number of users in the a-th cell. where
Proof: The maximum number of admissible users can be derived by substituting d [2] 
Since each user transmits only one data stream, according to (R.2 * ) and (R.3), all groups in cell a must be non-homogeneous with each other and can be constructed based on the largest packing ratio κ [a] max : r [a] max , where
The minimum dimension of the ICI subspace in cell a is thus
where ϕ is defined in (35) . Equivalently,
The maximum number of admissible users μ is derived by finding the largest integer that satisfies (39) . Then, the maximum achievable sum DoF is
k=1 {1} = μ/T , which leads to (34) .
VI. RESULTS AND DISCUSSIONS
Average Sum Rate vs. Log-SNR Performance: Fig. 5 illustrates the achievable sum rate vs. log-SNR performance of the proposed scheme with different system configurations. Both the achievable sum DoF (η) and the maximum achievable sum DoF (η max ) are shown beside each configuration. Configurations in the group represented by the solid, dashed, or dotted line differ only in N , (K [1] , K [2] ), or T , respectively. Several observations can be made. First, the achievable sum rate increases linearly with log-SNR with a slope given by the achievable sum DoF. Second, both the achievable sum rate and the achievable sum DoF increase with increasing values of N or K [1] + K [2] . Third, asymmetric numbers of users may result in a different achievable sum DoF even though the total number of users in the network is the same, as shown by comparing (K [1] , K [2] , M, N, T ) = (5, 5, 5, 6, 1), (4, 6, 5, 6, 1) , and (2, 8, 5, 6, 1) . Fourth, the achievable sum DoF remains constant at η max after the total number of users reaches the maximum number of admissible users in the network (μ), as shown by comparing (K [1] , K [2] , M, N, T ) = (5, 5, 5, 6, 1) and (6, 7, 5, 6, 1) . For both configurations we have η max = 10 and μ = η max T = 10 from Theorem 2. Thus, both configurations overlap as they both achieve the maximum achievable sum DoF for the two-cell MIMO interference network with (M, N, T ) = (5, 6, 1). Fifth, η max increases with an increasing T , as shown by comparing the last four configurations (represented by dotted lines). This is because a larger T increases the channel diversity, thus allowing more admissible users in the network and yielding a larger η max according to Theorem 2. On the other hand, η does not increase with an increasing T , because K [1] and K [2] are fixed. The fractional differences in the value of η in the four configurations are due to the division by T in (8) .
Comparisons of the Sum DoF: We compare the achievable sum DoF of the proposed scheme with several existing schemes described as follows. We compare our results with the combined results from [16] , [17] for the achievable sum DoF, and we compare our results with the results in [3] , [8] , [22] adapted to the two-cell MIMO interference network for the upper bound on the DoF. Specifically, it was shown in [3] 
1 }} DoF can be achieved for a two-user interference network, where N k and M k denote the numbers of antennas for user k's receiver and transmitter, respectively. Since the two-cell MIMO interference network with (K [1] , K [2] ) users can be considered as a two-user interference network with users in each cell cooperating with each other, we can extend the result in [3] to obtain an information-theoretic upper bound on the sum DoF for the two-cell MIMO interference network, which is given by min{2N, (
Furthermore, using the claim in [8] , [22] that the precoding and decoding design will be infeasible if the number of variables is less than the number of equations, we can obtain a linear-scheme-based upper bound on the sum DoF, which is given by min{(
Note that when K [1] = K [2] = K, N = M = 1, and T = K + 1, the proposed scheme achieves the sum DoF of (2K)/(K + 1), which is equal to the IA scheme proposed in [12] for the single-antenna two-cell multiuser MIMO interference network. Fig. 6 plots the sum DoF vs. N with (K [1] , K [2] , M) = (5, 5, N − 2). Dotted lines represent the upper bounds on the sum DoF from previous studies, and solid lines represent the achievable sum DoF derived in [16] , [17] as well as by ourselves. We show our achievable sum DoF with two considerations of T : i) when T = 1, and ii) when T = 1, . . . , 10 where we show the maximum value obtained from these time configurations (which is similar to the spatial normalization in [18] - [20] ). As compared to [16] , [17] , the proposed scheme achieves the same sum DoF when N = 6 and a greater sum DoF when N < 6 and N > 6. Furthermore, our achievable sum DoF result with time consideration ii) approaches the linear-scheme-based upper bound derived in [8] , [22] with a difference less than 1 for various values of N . This suggests that the proposed scheme takes nearly full advantage of the space/time dimensions. Fig. 7 shows the sum DoF vs. K [1] = K [2] = K with (M, N, T ) = (1, 4, 4) . In this configuration, each user has a single antenna, which allows us to further compare our results with [14] . In [14] , an information-theoretic upper bound on the sum DoF was derived, which is given by min{2K, N } when N ≥ K and min{K, ((max{2N, K})/(max{2N, K} + 1))2N } when N < K. Also, in [14] an achievable sum DoF based on ZF coding scheme was derived as min{N, 2K, max{N, K}}. As can be clearly seen in Fig. 7 , our result overlaps with the information-theoretic upper bounds in [3] and [14] for K ≤ 4, indicating that the proposed GA achieves the precise number of the sum DoF in this case. For K > 4, the proposed scheme cannot achieve the information-theoretic upper bounds in [3] and [14] , but approaches the linear-scheme-based upper bound in [8] , [22] with a difference less than 1 for various values of K. As compared to the achievable sum DoF in [14] and in [16] , [17] (note that the two achievable results overlap in this configuration), the proposed scheme achieves the same result of the sum DoF when K ≤ 4 and a greater result when K > 4. This figure also confirms that the achievable sum DoF remains constant at η max = 4.25 (shown by the dotted horizontal line) after the number of users per cell reaches the maximum number of admissible users per cell (shown by the vertical line), i.e., when K ≥ μ/2 = 8.5. 
VII. CONCLUSION
This paper studies the sum DoF for the uplink transmission in a two-cell multiuser MIMO interference network with a finite transmission time and asymmetric numbers of users. The derivation of the achievable sum DoF is shown related to a rank minimization problem which is solved by the proposed GA. The GA corresponds to a grouping procedure that aligns the interfering data streams into a low-dimensional subspace as a group and collects as many data streams into a group with a packing ratio as large as possible. The GA provides a joint precoding and decoding scheme which is essentially a 2D-STSC. It is shown that the achievable sum DoF derived based on the GA is greater than previous results and achieves the theoretic upper bound in some cases, suggesting that the proposed scheme takes nearly full advantage of the space/time dimensions. We derive the maximum achievable sum DoF when there is the maximum number of admissible users in the network. We obtain the maximum achievable sum DoF to be
Since this paper assumes that all users demand for interference-free data streams, relaxing this assumption for a further analysis and design could be a worthwhile future work.
APPENDIX PROOF OF THEOREM 1
We first show the necessity and then the sufficiency of the three grouping rules.
Necessity: We will show that if any of the grouping rules (R.1)-(R.3) is not satisfied, the GA will not produce a feasible solution to Problem P.
(R.1): Suppose that r g + α (where α ∈ N + ) data streams of user (k, [2] ) are assigned to the same g-th group with packing ratio κ g : r g . This suggests that the dimension of the ICI subspace spanned by the equivalent ICI channels corresponding to these data streams is upper bounded by r g , i.e., rank col H [1, 2] 
Since H [1, 2] k is full rank and NT ≥ r g +α, (40) is equivalent to rank col vec W [2] k,1 , . . . , vec W [2] k,r g +α ≤ r g . (41) However, this violates the constraint of Problem P because rank W [2] 
where inequality (a) holds since rank(A 1 , A 2 ) ≤ rank(A 1 ) + rank(A 2 ) for arbitrary matrices A 1 and A 2 [41] .
(R.2): When N = M , (R.2) degenerates to a trivial statement. When N > M, suppose that there are κ g + α data streams in the g-th group, where κ g is equal to the upper bound (χ g MT + r g NT − 1)/(NT ) in (24) and α ∈ N + . This results in not all precoding vectors in the solution set of w g being nonzero vectors, sinceH g is either a non-full-rank matrix or has no fewer rows than columns, i.e.,
where β = κ g when r g = 1, and β = χ g when r g = κ g − 1.
When r g = 1, we need only to consider the case where χ g = κ g (i.e., (R.1) is satisfied), which leads to χ g − β = κ g − κ g = 0 and thus inequality (a) holds. When r g = κ g − 1, we have χ g − β = χ g − χ g = 0 and thus inequality (a) also holds. Clearly, the zero precoding vectors violate the full rank constraint of Problem P. (R.3): Suppose that there are ψ(κ h , r h ) + α (where α ∈ N + ) homogeneous groups after grouping, each consisting of κ h data streams. We need only to show the case where (κ g − r g )NT < χ g MT (i.e., (R.2) is satisfied). For the g -th homogeneous group, g = 1, . . . , ψ(κ h , r h ) + α, we can similarly define (22) withH g andw g . Since these homogeneous groups are composed of data streams from the same set of users, col{H g } is identical for all g , which is denoted by col{H h } for convenience. + rank vec W [2] k,ψ(κ h ,r h )+α+1 , . . . , vec W [2] k,d
where inequality (a) holds since vec(W [2] k,g ) lies in the precoding vector set ofw g and {w g } g =1,...,ψ(κ h ,r h )+α is full rank.
Sufficiency: We will show that if the grouping rules (R.1)-(R.3) are all satisfied, the GA will find a feasible solution to Problem P. Without loss of generality, we focus on the perspective of user (k, [2] ), k = 1, . . . , K [2] . Suppose that all data streams are divided into ζ groups, denoted as G 1 , . . . , G ζ . The precoding vectors in the g-th group can be derived by solvingw g in (22) . To show that the precoding vectors obtained from (22) are feasible, we consider two data streams, i.e., the i-th and j-th data stream of user (k, [2] ) (where 1 ≤ i, j ≤ d [2] k and i = j), denoted by D [2] k,i ∈ G i and D [2] k,j ∈ G j , which belong to the i-th and j-th groups, respectively. We consider two cases separately.
1) i-th Group and the j-th Group are Homogeneous:
In this case, two groups contain the same number of data streams and have the same packing ratio, i.e., κ i = κ j and r i = r j . Also, sinceH i andH j are composed of the channels from the same set of users, we have col{H i } = col{H j }, and the corresponding precoding vectors have the same solution set, i.e.,
Since (R. = rank col vec W [2] k,i , vec W [2] k,j .
Thus, we have two independent precoding vectors for user (k, [2] ).
2) i-th Group and the j-th Group are not Homogeneous: Denote null{H i } and null{H j } as the solution set of the precoding vectors of the i-th and j-th group, respectively. We discuss two subcases separately: i) null{H i } ⊆ null{H j } (or null{H j } ⊆ null{H i }), and ii) null{H i } ⊆ null{H j }.
Subcase i) corresponds to the situation where the users in the i-th group are a subset of the users in the j-th group. Thus, we can always design two independent precoding vectors for user (k, [2] ) as long asw i ⊆ null{H i } andw j ⊆ col{null{H j } \ null{H i }}, where rank(col{null{H j } \ null{H i }}) = (κ j − κ i )MT is positive since κ j > κ i always holds in this case.
Subcase ii) corresponds to the situation where the coding structures of two precoding vectors corresponding to data streams D [2] k,i and D [2] k,j are different. As a result, the two precoding vectors are independent, i.e., rank vec W [2] k,i , vec W [2] k,j = rank(w i ,w j ) = 2 (49)
The above strategy can be generalized to more than two data streams of user (k, [2] ) to show independency for the corresponding precoding vectors. In summary, we can always find d [2] k independent precoding vectors from the following precoding set when (R.1)-(R.3) are all satisfied: [2] k , D [2] k,i ∈ G g , i = 1, . . . , d [2] k , g = 1, . . . , ζ . (50)
