We consider random walks in a balanced random environment in
Introduction
In recent years, there has been much interest in the study of invariance principles and transience/recurrence for random walks in random environments (on the d-dimensional lattice Z d ) with non uniformly elliptic transitions probabilities. Much of this work has been in the context of reversible models, either for walks on percolation clusters or for the random conductance model, see [1, 19, 15, 4, 16, 14, 2] . In those cases, the main issue is the transfer of annealed estimates (given e.g. in [6] ) to the quenched setting, and the control of the quenched mean displacement of the walk. On the other hand, in these models the reversibility of the walk provides for explicit expressions for certain invariant measures for the environment viewed from the point of view of the particle.
The non-reversible setup has proved to provide many additional, and at this point insurmountable, challenges, even in the uniformly elliptic setup, see [21] for a recent account, and it is therefore premature to study in that generality the effects of non uniformly elliptic transition probabilities. However, a particular class for which the (quenched) invariance principle has been established in the uniformly elliptic setup is that of walks in balanced environments, see [13] . In that case, a-priori estimates of the AlexandrovBakelman-Pucci type give enough control that allows one to prove the existence of invariant measures (for the environment viewed from the point of view of the particle), and the fact that the walk is a (quenched) martingale together with ergodic arguments yield the invariance principle (obviously, control of the quenched mean displacement, which vanishes, is automatic). The establishment of recurrence (for d = 2) and transience (for d ≥ 3) requires some additional arguments, due to Kesten and Lawler, respectively, see [20] for details.
It is our goal in this paper to explore the extent to which the assumption of uniform ellipticity can be dropped in this non-reversible, but balanced, setup. Not surprisingly, it turns out that some moment assumptions on the ellipticity constant suffice to yield the invariance principle in the ergodic environment setup, after some analytical effort has been expanded in obtaining a-priori estimates. What is maybe more surprising is that for i.i.d. environments, no assumptions of uniform ellipticity are needed at all.
We describe now precisely the model we consider. Let M be the space of all probability measures on V = {v ∈ Z d : |v| ≤ 1}, where | · | denotes the l 2 -norm. We equip M with the weak topology on probability measures, which makes it into a Polish space, and equip Ω = M Z d with the induced Polish structure. Let F be the Borel σ-field of Ω and P a probability measure on F.
A random environment is an element ω = {ω(x, v)} x∈Z d ,v∈V of Ω with distribution P . The random environment is called i.i.d. if {ω(x, ·)} x∈Z d are i.i.d. across the sites x under P . The random environment is called balanced if P {ω(x, e i ) = ω(x, −e i ) for all i and all x ∈ Z d } = 1, and elliptic if P {ω(x, e) > 0 for all |e| = 1 and all x ∈ Z d } = 1. The random walk in the random environment ω ∈ Ω (RWRE) started at x is the canonical Markov chain {X n } on (Z d ) N , with state space Z d and law P x ω specified by
The probability distribution P x ω on ((Z d ) N , G) is called the quenched law, where G is the σ-field generated by cylinder functions. Note that for each
The joint probability distribution P x on F × G:
is called the annealed (or averaged) law. Expectations with respect to P x ω and P x are denoted by E x ω and E x , respectively. Define the canonical shifts {θ y } y∈Z d on (Ω, F) by (θ y ω)(x, v) = ω(x + y, v). Throughout the paper, we always assume that the system (Ω, F, P ) is ergodic with respect to the group of shifts {θ y } and that the environment is balanced and elliptic.
Let o = (0, · · · , 0) denote the origin and
We say that the quenched invariance principle holds with nondegenerate covariances if for P -almost every ω ∈ Ω, the P o ω law of the path {X n t } t≥0 converges weakly to a Brownian motion on R d with covariance matrix (a i δ ij ) 1≤i,j≤d , a i > 0, as n → ∞.
Lawler [13] proved a quenched invariance principle for random walks in a balanced random environment under the assumption that the random environment is uniformly elliptic, i.e. P {ω(x, e) ≥ ε 0 for all |e| = 1} = 1 for some ε 0 > 0.
As mentioned above, our goal in this paper is to study the extent to which the uniform ellipticity assumption can be dropped. Let
Our first main result is that if Eε(o) −p < ∞ for some p > d, then the quenched invariance principle holds and moreover, the RWRE is transient P -almost surely if d ≥ 3. (Recurrence for d = 2 under the condition Eε(0) −p < ∞ follows from the quenched invariance principle and ergodicity by an unpublished argument of Kesten detailed in [20, Page 281] . Note that this argument cannot be used to prove transience in dimensions d ≥ 3, even given an invariance principle, since in higher dimensions the invariance principle does not give useful information on the range of the random walk; the behavior of the range is a crucial element in Kesten's argument.) Theorem 1. Assume that the random environment is ergodic, elliptic and balanced.
(i) If Eε(o) −p < ∞ for some p > d ≥ 2, then the quenched invariance principle holds with a nondegenerate limiting covariance.
(
That some integrability condition on the tail of ε(o) is needed for part (i) to hold is made clear by the (non-Gaussian) scaling limits of random walks in Bouchaud's trap model, see [5, 3] . In fact, it follows from that example that Theorem 1(i), or even an annealed version of the CLT, cannot hold in general with p < 1. The proof of Theorem 1 is based on a sharpening of the arguments in [13, 18, 20] ; in particular, refined versions of the maximum principle for walks in balanced environments (Theorem 3) and of a mean value inequality (Theorem 12) play a crucial role.
When the environment is i.i.d. and elliptic, our second main result is that if |X n+1 − X n | = 1 a.s., then the quenched invariance principle holds. Moreover, the RWRE is P -almost surely transient when d ≥ 3. The proofs combine percolation arguments with Theorem 1.
Theorem 2. Assume that the random environment is i.i.d., elliptic and balanced.
(i) If P {max |e|=1 ω(o, e) ≥ ξ 0 }=1 for some positive constant ξ 0 , then the quenched invariance principle holds with a non-degenerate limiting covariance.
(ii) When d ≥ 3, the RWRE is transient P -almost surely.
Because the transience or recurrence of the random walks does not change if one considers the walk restricted to its jump times, one concludes, using Kesten's argument and the invariance principle, compare with Theorem 1, that for d = 2, a random walk in a balanced elliptic i.i.d. random environment is recurrent P -a.s.
Our proof of the invariance principles, like that of [13] , is based on the approach of the "environment viewed from the point of view of the particle". Specifically, setω(n) = θ Xn ω, then the processω(n) is a Markov chain under P o with state space Ω and transition kernel
Since {X n } is a (quenched) martingale, standard arguments (see the proof of Theorem 6.2 in [4] ) show that the quenched invariance principle holds whenever an invariant measure Q ∼ P of {ω(n)} exists. The approach of Lawler [13] , which is a discrete version of the argument of Papanicolaou and Varadhan [17] , is to construct such a measure as the limit of invariant measures of periodized environments. We will follow this strategy using, as in [18, 20] , variants of [11] to derive estimates on solutions of linear elliptic difference equations. In the i.i.d. setup of Theorem 2, percolation estimates are used to control pockets of the environment where those estimates are not strong enough.
For the proof of the transience in the ergodic case, we use a mean value inequality and follow [20] . To prove the transience in the iid case, we employ percolation arguments together with a new maximum principle (Theorem 15) for walks with (possibly) big jumps.
The structure of this paper is as follows. In Section 2 we construct the "periodized environments" as in [18, 20] , and show that the proof of Q ∼ P can be reduced to the proof of the inequality (3). Using the maximum principle, we then prove (3) in Section 3 under the assumptions of Theorem 1(i). In Section 4, devoted to the i.i.d. setup, we prove Theorem 2(i), using percolation tools. Section 5 is devoted to the proof of the transience of the RWRE for d ≥ 3, thus providing a proof of Theorem 1(ii). In Section 6, we will show a modified maximum principle for balanced difference operators, and use it to prove Theorem 2(ii).
Throughout the paper, C denotes a generic positive constant, that may depend on dimension only, and whose value may change from line to line.
The periodized environments
As in [18, 20] , the following periodic structure of the environment is introduced.
Let
For any fixed ω ∈ Ω, we define ω N by setting ω N (x) = ω(x) for x ∈ ∆ N and ω N (y) = ω N (x) for y ∈ Z d wheneverŷ =x. Let Ω N = {ω N : ω ∈ Ω}. Let {X n,N } denote the random walk on Z d in the environment ω N . Then {X n,N } is an irreducible finite-state Markov chain, hence it possesses a unique invariant probability measure, which can always be written in the form 1
Here Φ N is some function on ∆ N and (2N + 1) −d Φ N (·) sums to 1, so that Φ N can be interpreted as a density with respect to the uniform measure on
This implies that Q N is the invariance probability measure (with respect to the kernel M ) for the Markov chain {ω N (n)} on Ω N . We will show that Q N converges weakly to some measure Q with good properties. To do this, we first introduce a sequence of measures
which by the multidimensional ergodic theorem (see Theorem (14.A8) in [8] and also Theorem 1.7.5 in [10] ) converges weakly to P , P -a.s.
we have that for any measurable function g on Ω,
where α ′ is the Hölder conjugate of α, 1/α + 1/α ′ = 1, and we used Hölder's inequality in the first and the second inequalities. Since Ω is compact with respect to the product topology, along some subsequence N k → ∞, {Q N k } converges weakly to a limit, denoted Q. Assume for the moment that
We show that then, for a.e. ω ∈ Ω,
Indeed, let A ⊂ Ω be measurable. Let ρ denote a metric on the Polish space Ω. For any closed subset F ⊂ A, δ > 0, introduce the function
Then by (2), (3),
Taking supremums over all closed subset F ⊂ A, one concludes that QA ≤ C · (P A) 1 α ′ , which proves (4). Once we have (4), it is standard to check, using ellipticity, thatω(n) is ergodic with respect to Q and Q ∼ P (see [18, 20] ). (Thus, by the ergodic theorem, Q is uniquely determined by Qg = lim n→∞ E n−1 j=0 g(ω j )/n for every bounded measurable g. Hence Q is the weak limit of Q N .) Therefore, to prove the invariance principle it suffices to prove (3). Sections 3 and Section 4 are devoted to the proof of (3), under the assumptions of Theorems 1 and 2.
Maximum Principle and proof of Theorem 1(i)
Throughout this section, we fix an ω ∈ Ω. For any bounded set
The following discrete maximum principle is an adaption of Theorem 2.1 of [11] .
Theorem 3 (Maximum Principle). Let E ⊂ Z d be bounded, and let u be a function onĒ. For all x ∈ E, assume ε(x) > 0 and define
In particular,
Proof: See the proof of Theorem 2.1 in [11] .
Define the stopping times τ 0 = 0, τ 1 = τ := min{j ≥ 1 :
Lemma 4. Let ω N , {X n,N } be as in Section 1 and τ as defined above, then there exists a constant c such that, for all N large,
Proof: Since P is balanced, X n,N is a martingale and it follows from Doob's inequality that for any K ≥ 1,
where X n,N (i) is the i-th coordinate of X n,N . Hence
where
Proof: Let c be the same constant as in the previous lemma. For any function h ≥ 0 on ∆ N ,
we can apply the maximum principle (Theorem 3) and get
This together with Lemma 4 and x∈∆
Hence by the duality of norms,
Proof of (3) under the assumption of Theorem 1(i) :
Take
We use Hölder's inequality and Theorem 5 to get
Remark 6. Without the assumption (8), the conclusion (3) may fail. To see the difficulty, let
By (6) we have
In order to proceed as before, we need to show that lim N →∞ Φ N 1 A ∆ N ,α ≤ C for some 1 < α ≤ β . As Bouchaud's trap model [5, 3] shows, this is not always the case. However, if P {max |e|=1 ω(o, e) ≥ ξ 0 } = 1, then for x ∈ A, we have, using that the environment is balanced, some control of Φ N (x) by Φ N | A c (see Lemma 7) . Further, in the i.i.d. case, A corresponds to a 'site percolation' model, whose cluster sizes can be estimated. We will show in the next section that these properties lead to a proof of (3) in the i.i.d. setup, without moment assumptions.
A percolation estimate and proof of Theorem 2(i)
In this section we consider the RWRE in the i.i.d. setting where max |e|=1 ω(x, e) ≥ ξ 0 for all x ∈ Z d and all ω ∈ Ω. We begin by introducing some terminology.
The l 1 -distance (graph distance) from x to y is defined as
In
A percolation cluster is a connected component of A. (Although here a percolation cluster is defined as a graph, we also use it as a synonym for its set of vertices.) The l 1 diameter of a percolation cluster B is defined as l(B) = sup x∈B,y∈∂B d(x, y). For x ∈ A, let A x denote the percolation cluster that contains x and let l x denote its diameter. Set A x = ∅ and l x = 0 if x / ∈ A. We let ε 0 be small enough such that l x < ∞ for all x ∈ Z d .
We call a sequence of sites (x 1 , · · · , x n ) a path from x to y if x 1 = x, x n = y and |x j − x j+1 | = 1 for j = 1, · · · , n − 1. Let
We say that a path {x 1 , · · · , x n } is a κ-path, κ ∈ , if
Observing that for each site there exist at least two neighbors (in opposite directions) to whom the transition probabilities are ≥ ξ 0 , we have the following property concerning the structure of the balanced environment:
• For any x ∈ A and any κ ∈ , there exists a κ-path from x to some y ∈ ∂A x , and this path is contained inĀ x .
This property gives us a useful inequality.
Proof: Suppose that A x = ∅ (otherwise the proof is trivial). Since l x ≤ N , A x ⊂ ∆ N (x). Note that at least one of the 2 d corners of ∆ N (x) is contained in ∆ N . Without loss of generality, suppose that v = x + (N, · · · , N ) ⊂ ∆ N . Then there is a (1, · · · , 1)-path inĀ x from x to some y ∈ ∂A x ∩ ∆ N , as illustrated in the following figure:
Recalling that Φ N is the invariant measure for {X n,N } defined in Section 1, we have
Here P m ω N (ẑ,ŷ) denotes the m-step transition probability of {X n,N } fromẑ toŷ.
Let S n = {x : |x| ∞ = n} denote the boundary of ∆ n . Let x → y be the event that y ∈Ā x and o → S n be the event that o → x for some x ∈ S n . The following theorem, which is the site percolation version of the combination of Theorems 6.10 and 6.14 in [9] , gives an exponential bound on the diameter of the cluster containing the origin, when p is small.
Theorem 8. There exists a function
and lim p→0 ϕ(p) = ∞.
Let A x (n) denote the connected component of A x ∩ ∆ n (x) that contains x and set q n = P {o → S n }.
The proof of Theorem 8 will proceed by showing some (approximate) subadditivity properties of q n . We thus recall Fekete's subadditivity lemma ( [7] ):
Proof of Theorem 8:
We follow the proof given by Grimmett in [9] in the bond percolation case. By the BK inequality ( [9] , pg. 38),
But P {o → x} ≤ q m for x ∈ S m and P {x → x + S n } = q n by translation invariance. Hence we get
By exchanging m and n in (10),
On the other hand, let U x be the event that x ∈ A o (m) and let V x be the event that A x (n) ∩ S m+n = ∅. We use the FKG inequality ( [9] , pg. 34) to find that q m+n ≥ P {U x }P {V x } for any x ∈ S m .
However, x∈Sm P {U x } ≥ q m , which implies that
and then
Note that
one checks using (11) that the sequence {b k } is subadditive. Similarly by (12) , {− log q k + log(2dC d ) + (d − 1) log(2k)} is subadditive. Thus, using Lemma 9,
The first part of the theorem follows simply from (14) , and the second by noting that with p ↓ 0 in (13) we have q k ↓ 0 and then ϕ(p) → ∞.
Remark 10. It follows from Theorem 8 that
With (15) and the Borel-Cantelli lemma one concludes that P-almost surely, l x ≤ N is true for all x ∈ ∆ N when N is sufficiently large and p is such that ϕ(p) > 0. Hence the inequality (9) holds for all x ∈ ∆ N when N is large.
Proof of (3) under the assumption of Theorem 2(i): By Hölder's inequality,
so when N is large enough we have by Lemma 7 that for any x ∈ A ∩ ∆ N ,
Hence for any α ∈ (1, β),
where we used (16) in the first inequality and Hölder's inequality in the second.
Observe that
where A 1 , · · · , A n are different clusters that intersect with ∆ N . On the other hand, the multidimensional ergodic theorem gives (18) which by (15) is finite when ε 0 is small.
Transience in general ergodic environments
In this section we will prove (ii) of Theorem 1 by an argument similar to [20] . The main differences in our method are that we use a stronger control of the hitting time (Lemma 11), and that we apply a mean value inequality (Theorem 12) instead of the discrete Harnack inequality used in [20] .
Lemma 11. Let {X n } be a random walk in a balanced environment ω such that ω(x, o) = 0 for all x. For any r > 0, define τ = τ (r) = inf{n :
Proof: Observe that {|X n | 2 − n} is a (quenched) martingale with respect to {F n = σ(X 1 , · · · , X n )}. Thus by optional stopping,
To prove Theorem 1(ii), we shall make use of the following mean-value inequality, which is a modification of Theorem 3.1 in [11] . Let B r (z) = {x ∈ Z d : |x − z| < r}. We shall also write B r (o) as B r .
Theorem 12. For any function
and any σ ∈ (0, 1), 0 < p ≤ d, we have
where C depends on σ, p and d.
We postpone the proof of Theorem 12 to the next section, and bring now the Proof of Theorem 1(ii): As mentioned in Section 1, the transience of the random walk would not change if we considered the walk restricted to its jump times. That is, the transience or recurrence of the random walk in an environment ω is the same as in an environmentω, whereω is defined byω(x, e) = ω(x, e)/ (1 − ω(x, o) ). Therefore, in the sequel we assume ω(x, o) = 0 for all x and almost all ω.
Let K be any constant≥ 3. We denote B K i (x) by B i (x) and define τ i := inf{n : |X n | > K i }. Our approach is to bound the (annealed) expected number of visits to the origin by the walk; this requires some a-priori bounds on the moments of ε(o) −1 .
where we used Theorem 12 in the third inequality. Take p = d/q (without loss of generality, we always assume that q < d). Then by (19) and Lemma 11,
Taking expectations and using translation invariance we have
Therefore, if Eε −q < ∞ for some q > 2 , then
This proves Theorem 1(ii) for {Ω, P } such that ω(x, o) = 0 for all x and almost all ω. As mentioned earlier, the general case follows by replacing ε with ε/ (1 − ω(o, o) ).
Remark 13. It is natural to expect that arguments similar to the proof of the invariance principle also work for proving the transience in the i.i.d. case. Namely, one may hope to control P x ω {visit o in [τ i , τ i+1 )} using some mean value inequality (like Theorem 12), and to use percolation arguments to handle "bad sites" where the ellipticity constant ε is small. This suggests considering walks that jump from bad sites to good sites. In [12] , Kuo and Trudinger proved maximum principle and mean value inequality for balanced operators in general meshes, which may be applied to balanced walks with possibly big jumps. However, their estimates in the presence of a small ellipticity constant are not strong enough. To overcome this issue, we will prove a modified maximum principle that involves only big exit probabilities, and then use it to prove the transience in the i.i.d case with no moment assumptions.
Transience in i.i.d. environment
In this section we prove a modified maximum principle for balanced environments. We then prove Theorem 2(ii) using the corresponding mean value inequality (Theorem 16) and percolation arguments.
Balanced difference operators
Following [12] , we introduce general balanced difference operators. Let a be a nonnegative function on Z d × Z d such that for any x, a(x, y) > 0 for only finitely many y. Define the linear operator L a acting on the set of functions on
We say that L a is balanced if
Throughout this section we always assume that L a is a balanced probability operator, that is, y a(x, y) = 1.
For any finite subset E ⊂ Z d , define its boundary
a(x, y) > 0 for some x ∈ E}, and setẼ
Define the upper contact set of u at x ∈ E as
The following lemma is useful in the proofs of various mean value inequalities. It is similar to Theorem 2.2 in [12] , except that the proof in [12] contains several unclear passages, e.g. in the inequality above (2.23) in [12] , and so we provide a complete proof. Throughout, we set u + = u ∨ 0.
where C(β) is a constant that depends only on β.
Proof: We only need to consider the nontrivial case that v ≡ 0. For s = s(x) ∈ I v (x) = ∅, recalling the definition of I v one has that |s| ≤ 2v(x)/(R − |x|).
Note that I v (x) = ∅ implies u(x) > 0. If further R 2 − |x| 2 ≥ 4R|x − y| , computations as in [12, pg. 426 
where ∇η is the gradient of η. Following [12] , we set w(z) = v(z)− s ·(z − x). By the definition of s, we have w(x) ≥ w(z) for all z ∈Ẽ and
Consider first x such that R 2 − |x| 2 ≥ 4Rh x . Then (recalling that u(x) > 0 because
where we used (23), (24), (25) in the last inequality. Moreover, by (21), (23), (24) and (26),
Hence, combining (27), (28) and (29), we conclude that
Proof of Theorem 12: Since L ω is a balanced operator and h x = 1 in this case, by the above lemma,
Applying Theorem 3 to v and taking β = 2d/p ≥ 2, we obtain
A new maximum principle and proof of Theorem 2(ii)
For any fixed environment ω ∈ Ω, let ε 0 > 0 be a constant to be determined, and define site percolation as in Section 4. Recall that for x ∈ Z d , A x is the percolation cluster that contains x and l x is its l 1 -diameter. As mentioned in the introduction, the transience would not change if we considered the walk restricted to its jump times. Without loss of generality, we assume that ω(x, o) = 0 for all x, P -almost surely.
Recall the definition of and κ-path for κ ∈ in Section 4. Note that under our assumption, max i ω(x, e i ) ≥ 1/2d, so we take ξ 0 = 1/2d in the definition of κ-paths.
For each κ ∈ , we pick a site y κ = y(x, κ) ∈ ∂A x such that
and let Λ x ⊂Ā x be the union of (the points of the) κ-paths from x to y κ over all κ ∈ . From the definition of y κ one can conclude that
• For any q ∈ R d , we pick a κ = κ q ∈ such that
In the sequel we let τ Λx = inf{n > 0 : X n / ∈ Λ x } and
By the fact that X n is a (quenched) martingale, it follows that L a is a balanced operator. For the statement of the next theorem, recall the definition ofẼ, see (22).
Proof: Without loss of generality, assume g ≥ 0 and
for some x 0 ∈ E. Otherwise, there is nothing to prove.
for all x ∈ E b , which implies that max z∈Ẽ u(z)− s ·z is achieved in E. Hence s ∈ x∈E I u (x) and
Further, if s ∈ I u (x), we set
Then w(z) ≤ w(x) for all z ∈Ẽ and
Since for any q ∈ I w (x), there is κ = κ q ∈ such that
Moreover, for any i ∈ {1, · · · , d}, if q i > 0, then y κ − e i / ∈ Λ x and we have w(x) − w(y κ − e i ) ≥ |q i |. Similarly, if q i < 0, then y κ + e i / ∈ Λ x and w(x) − w(y κ + e i ) ≥ |q i |. We conclude that
On the other hand, from the construction of Λ x we obtain (note that y κ ∈ ∂A x ) a(x, y κ ± e i ) ≥ ( 1 2d
Hence, since L a is balanced, 
Combining (30), (31) and (32) we conclude that
As with Theorem 12, we have a corresponding mean value inequality.
Theorem 16. For any function u on B R such that
where C depends on σ, p and d. 
Since
taking P -expectations on both sides of (34) and using (33) we get
By (15), we can take ε 0 to be small enough such that El 2d o (2d) dlo < ∞ and
Concluding remark
While Bouchaud's trap model (see [5, 3] ) provides an example of an (i.i.d.) environment where local traps can destroy the invariance principle, it is interesting to note that a counter-example to Theorem 2 in the ergodic setup also can be written. Namely 
It is easy to verify that {X n t } t≥0 satisfies the quenched invariance principle, but that the limiting covariance may degenerate if the tail of ε z is heavy.
