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On the exit law from saddle points 
Abstract 
We consider the effects of adding an asymptotically small random (Brownian) perturbation to 
a planar dynamical system with a saddle point equilibrium. By applying techniques developed 
for the problem of exit from a stable equilibrium, we obtain a new limit law for the exit time 
from a neighborhood of the saddle, assuming the initial point is on the stable manifold. The 
limit law shows that the exit distribution depends on (the logarithm of) the noise parameter in 
an additive way. This gives a more accurate description of the exit law than the previous (but 
more general) results of Kifer and Mikami. Generalization to higher dimensions seems likely. 
although only if the unstable manifold has dimension 1. 
.4 MS 1991 Subject Cluss~fication: Primary 6OH10, 60560; secondary 60FlO. 34E20 
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1. Introduction 
The effect of a small random perturbation on a dynamical system is most interesting 
when it causes a qualitative change in behavior. Situations in which random pertur- 
bations eventually overcome local stability have been studied extensively. Interesting 
questions also arise in the vicinity of a saddle point, especially for initial conditions on 
the associated stable manifold. Kifer ( 198 1) is the primary reference on such problems 
to (date. Our purpose in this paper is to apply to the saddle point case some of the 
techniques developed in Day (1992) for the stable case. As will be explained, this 
approach should generalize in higher dimensions to critical points with unstable man- 
ifolds of dimension 1, but not to the general case considered by Kifer. To keep our 
exposition as simple as possible, we limit our discussion to systems 
Although the applicability of our method is limited, it does yield a 
description than existing general results. 
in two dimensions. 
sharper asymptotic 
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We begin with a first-order system in the plane (xt E R2) 
it = b(Q), (1.1) 
for a smooth vector field 6. (For simplicity we take smooth to mean C”.) We assume 
the origin is a critical point 6(O) = 0, at which its linearization 
A = WO) - has eigenvalues i2 < 0 < Ri. ax (1.2) 
Following Kifer’s notation, &i will denote the stable manifold (associated with n,) and 
&2 the unstable manifold. We consider (1.1) in a bounded region D which contains 0 
but is sufficiently small to contain no other critical points or limit cycles. In particular, 
we assume ~~22 intersects 80 in two points: 
-cgz n ZD = {Q+l,Q-11, 
one on each of the two halves of &‘2. Similarly we assume each of the two halves of 
~~21 intersect dD in single points. The initial points x0 E &‘I n D are the only ones for 
which the solution _q of (1.1) has xt E D for all t 30. For all other initial points in D 
the solution xt will exit D in some finite amount of time. 
We add a small random perturbation to (1. l), obtaining the diffusion process xl’ 
described by 
d_$ = b(x;)dt + E1i2@;)dmt; x; = x0. (1.3) 
Here wI is a two-dimensional Wiener process and (1.3) is understood in the sense 
of It& G(X) is a smooth nonsingular 2 x 2 matrix function. One effect of the random 
perturbation is that even for x0 E di, x: will leave D after some finite amount of time. 
We are interested in the behavior of the first exit time 
rb = inf{t > 0 : .xF $! D} 
in the “small noise” limit: E J 0. 
Kifer’s study of this problem considers higher dimensions in which the arrangement 
of eigenvalues can be more complicated. Suppose the matrix /1 of (1.2) has eigenvalues 
lLi and that the maximal real part A = maxi R& is positive. Along with many other 
things he proved the following results for x0 E LX!, n D. (See the end of this section 
regarding the notation “=P”.) 
Theorem 2.1 (Kifer, 1981). $Jlog(&-‘/2) + 1. 
Theorem 2.2 (Kifer, 1981). 3,E[r~]/log(a-‘“2) + 1. 
We have replaced his c with our E ‘j2 in these statements. He also proved that xii, 
concentrates on a set dDn W,,, which in our case is just {Q+l , Q-1 }, Kifer includes an 
additional O(E) drift term in (1.3). Our arguments regarding “asymptotically negligible” 
perturbations in Section 4 below provide one explanation of why such O(E) drift terms 
have a negligible influence on rb. 
Our main result (Theorem 4.2) is the following asymptotic description of r& for 
xi E &‘i n D: 
;IITb - log(c-‘!2) =+ X + c,,. (1.4) 
Here .X and v are a pair of independent random variables described as follows. .#‘ is 
real-valued with probability density 
(1.5) 
The random variable v is the result of flipping a fair coin with + 1 =heads, - I =tails: 
P[v = i-11 = P[v = -I] = ;. (1.6) 
C+I are a pair of constants (which depend on x0, D, n(.) and a(.).) Thus C,, is a 
random variable taking values C+t and C- 1 with equal probability. Notice that ( 1.4) 
implies Kifer’s Theorem 2.2 above, as well as his Theorem 2.1 (by virtue of the 
uniform integrability implied by Theorem 2.3). 
The asymptotic description (1.4) shows that the dependence of T; on c is in fact an 
additive translation. The multiplicative scaling by log(r:-‘:2) in Kifer’s results damps 
out the finer structure of the distribution of r;?, as described here by X. This is quite 
different from the case in which 0 is a stable equilibrium of (1.1). In that situation 
zi,/E[rb] converges to an exponential random variable (see Day, 1983) so that mul- 
tiplicative scaling is more appropriate. 
A. recent paper of Mikami (1994) also considers the case of saddle points, at cs- 
sentially the same level of generality as Kifer. With i = max %A, > 0 as above, his 
results for xg t .dl f’ D include the following: 
Theorem 1.2 (Mikami 1994). For 0 < T < I 
1 
__ log 
log(c) 
T; < T --T-l. 
Theorem 1.3 (Mikami 1994). For- 1 6 T 
1 
-P 
WE) [ 
i. 
log(r”*) 
z;> T 
1 
+;(T-I). 
(Mikami only proved Theorem 1.3 in a single space dimension; an extension is con- 
jectured in general.) If we rewrite 
A 
log( i:- ’ ‘2 ) 
T; < T as 
i.Tb - log(c-‘:2) < T _ ,, 
log(E-1:“) 
we see that Mikami’s results involve the tails of the distribution of A$, - log(i:-’ ’ ) 
at distances of order log(a-I’*) from 0. The weak convergence in our result (1.4) is 
not quite strong enough to imply Mikami’s results. However the limiting distribution 
on the right side of (1.4) is consistent with Mikami’s two results. In other words, we 
claim that 
log - ( log P [x + c,, < cl log (Ee )I) /log(c) 4 x for :, < 0, (1.7) 
log P[X’ + C,, > alog (~-l/*)1/’ log(c) + cc!‘2 for 2 > 0. (1.8) 
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To verify these first notice that the following asymptotic formulas for the tails of the 
distribution of 2 are elementary implications of L’Hopital’s rule (see the end of this 
section regarding the notation “N”): x P[X <xl= J k(t)dt N -e --03 $;; x--e-*' as x + -co, (1.9) 
J +30 P[X > x] = k(r)dt - -e X & --x as x --f -too. (1.10) 
First consider a < 0. Define 
pC = P[x- + c,, < a log(&-“2)] = P[X < a log(e_“2) - C,,]. 
Then starting from (1.9) we see that as E I 0 
log(p”) N log 
( ) 
$ePct + cI log(e-‘/2) - e2’l 6’ 
,-_ _e2CiEa, 
h(- WP”)) - 2c, + a log(E) 
N 1 log(s), 
which is (1.7). (For simplicity we have treated C, as a constant, though the same 
conclusion is true if it is two-valued.) Next, for CI > 0, let 
qi: = P[x + C,, > CI log (&d2)] = P[x > C! log (E-l”) - c,,]. 
Then from (1.10) we find 
qi: ~ N 2,c> E@, 
2 
log(q”) N log -eC’ + ; log(E) 
( > 7t 
N ; log(s), 
which is (1.8). 
Our approach to (1.4) is to reduce the general case to a prototype which can be 
analyzed explicitly. Sections 2 and 3 provide the analysis of the prototype. Section 
4 describes the reduction of the general case (1.3) to the prototype. This involves 
the use of a very carefully chosen coordinate system, a random time change and a 
Girsanov change of measure transformation. Since these tools have been developed in 
Day (1992), our discussion here will be somewhat abbreviated. Finally in Section 5, 
we consider this approach and its limitations in higher dimensions. 
Notation. The symbol “+” denotes convergence in the sense of distribution (i.e. 
weak convergence) throughout, as is customary. We also adhere to the strict meaning 
M. V. DuylStochastic Procesm und their Applications 60 (1495) 2X7 311 
Of “-J”. For instance .f(s) N g(a) as I: J, 0 means 
,im J’(s) __ = 1. 
If c # 0 is a constant then f(c) - c is equivalent to j’(a) + c. Moreover, the reader 
can verify that if f(i:) - g(e) as a 10 and log(g(c)) 4 30 then log(f’(r:)) +- log(g(r:)). 
This was used several times in the verifcation of ( 1.9) and (1.10) above. 
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2. The prototype, part I 
The foundation of our treatment is explicit asymptotic calculation of the exit law for 
the following one-dimensional prototype: 
d/j’; = p; ds + E’:~ d/I,, p; = 0. (2.1) 
(/Is is a standard one-dimensional Wiener process.) For R > 0, define 
ok = inf{s > 0 : lpI13R). (2.2 ) 
The primary result of this section is the following limit law for ak. 
Theorem 2.1. Let .X und v be independent random variubles, .iy‘ havimq densit) 
k(t) = ?- exp(--t - e-“) 
J;; 
und P[v = -11 = P[v = +l] = i. Then the jbllowing hold ,jointly us E 1 0 : 
crk - log(c -‘!‘R) =+ X und sgn(/ji,) + r. 
Proof. Observe that (2.1) is solved explicitly by 
.I’ 
s 
pi = E’/2es e-” d/J,. 
0 
Since pi, = R. sgn(pz,), we have 
R, Sgn(p;;Y) = e’+bt~-’ ‘N’:, 
or 
sgn(pk, )e- 
[gk--lo&-’ ‘R)] = Ne, 
where 
Next notice that, as E J, 0, N” converges in distribution to 
(2.3) 
292 M. V. DaylStochastic Processes and their Applications 60 (1995) 287-311 
Indeed the convergence is L2: 
E[(N” - J”)‘] = E = iE[e-?““] -+ 0, 
by Kifer’s Theorem 2.1 (cited above). Now &JV is a standard normal random vari- 
able. From this it follows that X = - log [Jlrl and v = sgn(J) are distributed as in 
the theorem and provide the decomposition 
JV = veeX. 
Thus we have shown 
sgn(pt,, 
R 
)e-bk-lwA-’ 2W1 +, ve-.f 
The theorem follows from this since x H (sgn(x), - log 1x1) is continuous except on a 
set of measure 0. 0 
The proof actually provides convergence in probability for the particular v and X 
constructed. 
Theorem 2.1 is a special case of Theorem 4.2 below, with C&i = log R. Consider 
more generally a nonsymmetric interval (a,b) with a < 0 < b, and exit time 
o;~,~, = inf{s > 0 : pi $ (a,b)}. 
Define constants C-1 = log(-a) and C +I = log(b). The generalization of Theorem 2.1 
would be that 
afa,bl - log(&-l’*) =+ X + c,, (2.4) 
jointly with sgn(pziU,h, ) + v. This can be proved from Theorem 2.1 following the same 
argument as in Theorem 4.2, or directly by the method of moments. (See the remarks 
following Lemma 2.2.) 
The proof above suggests a simple heuristic which is helpful in understanding (2.4). 
For large t, (2.3) is approximated by ps = eSa’i2J. This ps is the solution of the 
limiting (noiseless) version of (2.1), 6, = ps, with a random initial point po = E’/~_V. 
With M = ve-~r the exit time cr of p.$ from (a, b) will have precisely the distribution 
described in (2.4). For v = +l, exit will occur through b at the time (T determined by 
b = eaEi/2e-.fll 
CT - log(a-1’2) = X + log(b). 
Likewise for v = - 1, exit occurs through a with 0 - log(a-‘1”) = ~$7 + log(-a). The 
lesson of this heuristic is that, for purposes of the exit problem, the effect of the noise 
is well approximated by simply randomizing the initial condition. 
The remaining task of this section is to establish to some results on exponential 
moments needed in Section 4. 
Lemma 2.2. Consider any /I < 1. For all E > 0 E[e”“R] < cm. Moreover, as t‘ J 0, 
Proof. The finiteness of the exponential mean is related to the existence of positive 
solutions u” = II of the equation 
gd’ + YU’ + l”2.d = 0. (2.5) 
Observe that the scaling z = E -‘!2r eliminates f: from (2.5). I.e. U’(Y) -= v(i:Y ‘1.) 
where 
$ c” + 3” + Rt = 0. 
One positive solution of (2.6) can be given explicitly: 
J’ 
X 
P,)(z)= s -“e-(Z+‘)’ ds, 
0 
(2.6) 
The (unique) even solution with c(O) = 1 is given by 
/l(Z) = c[c[)(z) + Q-z)], c-’ = 2C,j(O). 
Then U’.(Y) = C(K “‘r) is the even solution of (2.5) with U’,(O) = I. Clearly II’ is 
everywhere positive, for each c > 0. 
It6’s formula implies that u”(&)e” is a nonnegative martingale. Since (TX A II + cik. 
Fatou’s lemma implies 
E[e”““u’.(,~x)] < lim inf E[e 
II 
~(w4typ;,*,,)] = E[d(p;;)] < z-z:. 
Since u”(pi,) = u’,(M) are both positive, E[e’“f3] is bounded by a constant times the 
above. This proves the finiteness assertion of the lemma. 
For a fixed E > 0, U” is bounded on [-RR]. We can repeat the limit argument 
above using dominated convergence to obtain 
E[e’“l~~,‘(,)~R)] = E[uL(pi)] = U’(O) == 1. 
Since II’ is even and /)L, = 33 we conclude that 
E[e’““] z I/zr’,(R) = l/c(::P”‘R). 
It remains only to identify the asymptotic behavior of t’(z) as z - t-x. A simple 
calculation shows that 
r,(O) = if q ( ‘1 
By rewriting 
.X 
C”(Z) = 
.i 
( JJ - z)-‘e- ‘- dl 
it is not difficult to check that as z + fcxj 
i’ 
a 
zi Q)( -z ) - e--” dy = fi and z’co(z) - 0. 
. --Ix 
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Therefore 
Z’.V(Z) -+ fi/$$. 
Since z = E-~/‘R --) co as E L 0 we conclude that 
R’ 1 
sI”2E[e’0R1 = (s-t/2R)).u(s-i1/2R) ---) Tr( 2 
1-3, )@. 0 
We have gone a bit out of our way to obtain the precise asymptotics of E[eiub] 
because it indicates an alternate proof of Theorem 2.1 which is independent of Kifer’s 
results. The lemma says that the moment generating mnction of ok - log(E-‘/*R) con- 
verges to r(( I-3,)/2)/fi, which is the moment generating function of X. This proves 
0: - log(e-‘/*R) 3 X by the method of moments. (See Billingsley, 1986, Section 30 
and note that the 1, values above include an interval about 0.) The generalization (2.3), 
jointly with sgn(pi;) + v, can also be proven in this way. Using a solution of (2.5) 
satisfying r/(a) = 0, u”(0) = 1 one obtains 
E[e~[~i~,,h~-‘og(c-’ ')I; PE 
,n;z 
q<,, h] 
=b]=- 
u”(b) 
This can be shown to converge as E 1 0 to E[e”(~“f’og(b); v = fl], for all 3, < 1. 
Detailed asymptotics of the solutions to (2.5) are available by appeal to Abramowitz 
and Stegun (1972). (Specific equations from that reference are numbered (n.m.k) in the 
rest of this paragraph.) The transformation u(z) = e- “i23;(&z) converts (2.6) to the 
standard equation (19.1.2) for parabolic cylinder functions, with a = 3 - A. The even 
solution u” used in our proof of Lemma 2.2 transforms to the standard even solution yt 
of (19.2.1). The complimentary odd solution y2 is given by (19.2.3). The asymptotics 
follow from those of Kummer’s function M(., ., .) given in (13.5.1). 
Theorem 2.3. For any constant c: 
E[e”‘“k] + 1, and E[E&] + 0 
as & I 0. 
Proof. Given c > 0 let 7 = (2x-’ and use Jensen’s inequality to write 
E[eL”“k] <E[ef”k,l/~ = E [e;(O,-tOs(::-’ ‘))I ‘i’ef’.-’ lOs(C-’ ‘), 
(2.7) 
Lemma 2.2 tells us that E [e~(“~-‘Og(f’-’ ‘R))] converges to a positive constant. Since 
y-’ = 2cc + 0, we see that the right side converges to 1. Since 1 GE [e”‘“;] we 
conclude 
E [e”c’k] -+ 1 (2.8) 
for any c > 0. For c < 0 use the inequality 2 - e-‘de” to write 
2 _ E[e-“‘“k] <E[e”‘“k] < 1 
We know the left side converges to 1. Hence (2.8) hold for all c. 
Finally from x <e” - 1 we have that 
3. The prototype: part II 
We now add a second 
dimensional system: 
dp’, = /I’;: ds + I:’ = dJf 
d(I’, = B(p;, (If) ds + I:’ 
equation, enlarging our prototype to the following two- 
We assume that the functions B and A are smooth. The pair (/II, B) is a standard 
two-dimensional Wiener process. 
The deterministic part of (3.1) is the system 
p, = p,, & = B(ps, U,s). 
To satisfy the hyperbolicity assumtions (1.2) we must have 
(3.2) 
$(O,O) = -;’ < 0. 
The stable manifold & of (3.2) consists of points with p 
given initial point (0, ()a) E ,d, is described by 
(3.3) 
0. The solution with a 
(3.4) 
The unstable manifold .d is traced out by the pair of solutions which we will denote 
/I,? ’ , tP ’ : .Y 
We consider a simple box 
D’ = {(,Lfl) : lp( < R, lfr < M} (3.6) 
for the domain. We assume A4 > 0 is small enough so that B(O,O‘) # 0 for 0 < IO/ < 
M, else (3.2) would have multiple critical points in D’. Then taking R > 0 sufficiently 
small we insure that the unstable manifold .d2 intersects ?D’ on the 1pl = R sides, 
specifically .d n SD’ consists of the two points y* 1 where the special trajectories (3.S ) 
pass through (pl = R: 
with I():’ 1 < A4 for all s< log(R). Fig. 1 illustrates this notation (in curvilinear coor- 
dinates, anticipating the connection to the original Cartesian coordinates x). 
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:. 
{p= -I$} ‘... 
{S = -M} 
Fig. I. 
The initial point for (3.1) will be 
(PFj, 0;) = (O,eo) E &I. 
We continue to use aj+ for the exit time from the strip (~1 
time of a Q-level (81 = M will be denoted 
yh = inf{s > 0 : IO:/ = M}. 
< R, as in (2.2). The hitting 
(3.7) 
(3.X) 
& will be the corresponding quantity for (3.2). Thus the exit time of (3.1) from D’ 
is the minimum, 
The significance of these assumptions is that the exit time of (p$fIi) from D’ is 
essentially determined only by the p” equation and so should be described by Theorem 
2.1, with the exit point itself being q,, in the limit. 
Lemma 3.1. Suppose (3.7) hold und l&j < M. Then as E J, 0 we have 
and, with X, v us preciously, 
a; A r&, - log (F~“~) =+ X + log(R), 
hold joint/y. 
Proof. We only give a rough sketch. Wentzell-Freidlin (1984) large deviations theory 
implies that for small a, (pg, 0:) will approximate a path from (0, %a) to lpl = R of‘ 
minimal action. There are exactly two such paths, both following (0, 0:) into (0,O) 
and then one of the two routes (p, . ,~ *’ %*’ ) to exit D’ at points approximating q, 1 on 
the IpI = R sides. This reasoning implies that P[crk < #ill + I and 
in probability. (See also Theorem 2.3 (ii) of Kifer, 1981.) The second half of the 
lemma now follows from Theorem 2.1. 0 
The following technical lemma will be important in the next section, where the 
general case of (1 .I ) will be reduced to our prototype (3.1). 
Lemma 3.2. Suppose ,J’(p, 9) is u bounded continuous fimction wd f’(p, fl) = 0(/p t 
101) as (p.0) + (0,O). lf(3.7) holds und %,z is us in (3.4) then us i: 10 uv hcrw 
/’ 
fl/< 
,f’(p;, %;)ds 3 
.I’ 
x J'(0, 9; ) ds i- 
s, 
log(‘) ,f(,~:‘, %:‘) ds, 
. 0 0 
holdins ,jointly izith ok A r& - log(t:-‘!2) =+ .X’ + log(R) und sgn(,pip) =+ v. 
Proof. The two minimal action exit paths described above spend an infinite amount 
of time near the origin. Because of the exponential convergence to (0.0) in (3.4) and 
as .F + --x in (3.5) the assumption of f = O(/II/ + 101) in Lemma 3.2 implies 
. oX I,f(O, flg)I ds < 30 and 
/’ 
/ 
lo&R )
If@, %:‘)I ds < 3~. (3.9) 
x 
Consider a small d > 0 (at least so that 6 < l%ol). Define u:,, 17:; analogously to 
(2.‘2) and (3.8). By Lemma 3.1 we can ignore the possibility of I&, < mh. Write the 
left integral in Lemma 3.2 as 
1” f= ~V’Y+~;i+.i,O’ .f‘. (3.10) 
, 
This holds except on {cri < vi}, which will have vanishing probability as c 1 0. by 
lar,ge deviations considerations again. With regard to each of the pieces in (3.10) we 
claim that 
! 
‘“K 
s 
log R 
.f‘(P~>~~) * .flp,;, fit’ 1, 
* 0 log 6 
jointly with the convergences of Lemma 3.1; and 
(3.12) 
-.I’ 
5 
lim lim f (pi, %“,) = 0 in probability. (3.13) 
o-0 1:-o ‘1:) 
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By this last statement we mean that for each c > 0, 
The integrability in (3.9) says that the discrepancy between the limits in (3.11) plus 
(3.12) and the limit in the lemma can be made arbitrarily small for sufficiently small 6. 
(3.13) says that the contribution of the middle term of (3.10) can be made arbitrarily 
small for sufficiently small 6. Thus we see that Lemma 3.2 follows from (3.11) - 
(3.13). 
The validity of (3.11) and (3.12) also follow from large deviations considerations 
and Lemma 3.1. In (3.11) the convergence is in probability, so that it does indeed 
hold jointly with the weak limits of Lemma 3.1. With regard to (3.12) the left side 
converges in probability to 
a function of the discrete random variable sgn(&;). Thus the joint convergence of 
(3.12) with Lemma 3.1 follows from Lemma 3.1 itself. 
To finish we focus our attention therefore on (3.13) which requires some care. 
(Readers not interested in the technical details may want to skip ahead to Section 4.) 
It is sufficient to prove (3.13) for the two particular cases f = p and f = 0. The case 
of f = p will follow from 
(3.14) 
which in turn is implied by the estimate of Lemma 3.3. Lemma 3.6 will take care of 
the case f = 0. Thus the lemmas to follow will complete the proof. 0 
Lemma 3.3. For any 6 > 0, 
Proof. 
L A 
where p,:(y) is the density of pi. As 
by 
p”(Y) = (2nEv(s))-1/2e-Y*!2”U(s) s 
_I JO J-6 
follows from (2.3) this density is given explicitly 
where v(s) = i(e2’ - 1). 
(i 
2 
.I’ 
“d 
z yp;( y) dy ds = -2i:c(s) - pt( y ) drs 
,-,dq’ ’ 
= &(2RL,(s))I~2[1 _ e-6z 2li’(.\)], 
On an interval [0, T], use 
M(s) < $(2EX(s))‘:2 
to obtain the bound 
= fi [&K?+ arcsin(e-‘) - arcsin(l)j 
From the inequality 1 - eeX <x we obtain a different bound, 
(3.15) 
which we use on [r, 3c1) to obtain 
d2 
= s arcsm(eCr ). (3.16) 
Now choose T = log(ii~-‘~2) in (3.15) and (3.16). For each fixed 6 > 0 we have 
e-;’ = ,;1,2q + 0 as c IO, so that from arcsin(ePT) - eP7’ we find 
-2 
s arcsin(eC’) 
62 pT 6 
m---e =-, 
Jnc: fi 
and 
Ji [v’ez7_r + arcsin(eCT) - arcsin( 1)) - &et ‘eT = -j;o 
We conclude that 
Our proof of (3.13) for 
to establish an estimate for 
< r&] + 0. 
M(s)ds< -Z-d. 
fi 
f = 0 is separated into three lemmas. The first step is 
a stochastic integral term. We remind the reader that P[a:; 
0 
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Lemma 3.4. Suppose thut for each E > 0 Ai is u progressively measurable process 
satisfying a uniform bound 
IA;/ <<K all s < 0’: ’ b’ 
Then for any constant r > 0 we have 
0,) 3 
T- 
lim lim 
s-0 cio J I/ c”2er(“-s)AE d/?% ds = 0 in probability, ‘?;, ‘6 
in the same sense as (3.13). 
Proof. Consider any 6 > 0. Theorem 2.1 implies that P[crj > log(i)] 4 0 as E J, 0. 
Hence $os’! ) 3 &$ except on a set of vanishing probability as F J, 0, each 6 > 0. It 
is sufficient therefore to show that 
Now 
E KJ 
s 
er(L:--s)l 
v;, <VAIL; dp; s( 1 er(u-s) ‘1:, < ,A;)2 du 
0 1 
(3.17) 
J 
s K2 
d K2e2r(c-S) &, < _. 
0 2r 
Using the inequality (xi < i(l +x2), we find 
Thus the limit in (3.17) is bounded by 
~Plog(~) [I+$] =O. 0 
- 8 
Lemma 3.5. lim,+o kin Jo? iej]” ds = 0 in probability. 
d 
Proof. Since B is smooth we can write B(p, 0) = B(O,H) + &(p, 0) for a continuous 
4(p, (3). From (3.1) and Ito’s formula we can calculate 
;d(0;)’ = O;B(O, 0;) ds + [y;B’F+(p;, 0;) + ;A(& 0;)2] ds + ~‘~~0;A(p,“, 0;) dp,2. 
From (3.3) it follows that a constant r > 0 exists for which 
8B(O,0)< - riB2, all 101 <AL 
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Thus we can use e-‘“’ as an integration factor in the above to deduce 
i 
s 
e“(flt)’ <er’T,~(fl~~t)Z + e)“‘[pf. 20: $(p’;, 0::) + tA(p:, fl:)‘] dr: 
T, 
.C 
+ 
I,> 
2errc”2B~A(pj:. Of.) d/l;, 
. ‘, 
and so 
Sll 
that 
io I 
(3.18) 
To (establish the lemma we consider the integral ,$’ ! Ids of each term on the right. 
Next, since .4(&O:) is bounded by some constant K, 
which + 0 in probability as c J, 0 for each li > 0, by Theorem 2. I. Since (I;:& ,j;. 0; ) 
is also bounded by a constant K, 
= 2K 
2K ‘n, <- I. I,, ‘, I,): I dr, 
which converges to 0 by Lemma 3.3. Lemma 3.4 takes care of the remaining stochastic 
integral term in (3.18). 0 
F’inally we can deduce (3.13) for the case of ,f’ = 0. 
Lemma 3.6. lim,j,o - CT F&rc *LY I’ 10: 1 ds = 0 in prohdilit~ 
it 
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Proof. We can write B(p, 0) = -yB + d2g(8) + p&p, 0) where g(0) and &I, 0) are 
continuous. By calculating as in the previous lemma we obtain 
+cl/2 1 e-;‘(S-“)A(p;, (jf:)@. 71, (3.19) 
We now estimate sq: of each term on the right, just as previously. The only new type 
of term is the one involving (8i)2. Since lg(0i)l b IS ounded by a constant K we have 
= K I’“” 1 /-” ,-PCS-0) dsl IQ;12 dv 
which we know converges to 0 from Lemma 3.5. 0 
4. Reduction of the general case 
The preceeding sections depended on explicit calculations which were possible only 
because of the specific form of the prototype. Such direct calculations are not possible 
in the general case of 
dx; = b(x;)dt + a”2+;)dot; xi = x0. (4.1) 
However, this general equation can be reduced to the prototype by a careful choice 
of coordinates x = (p, 0) in a neighborhood of A&‘, a random time change to a new 
time scale s, and a Girsanov change of measure transformation to eliminate unwanted 
terms. These techniques were developed in Day (1992, 1993). To keep the main ideas 
clear in our discussion below we will refer technical issues to those papers as much 
as possible. 
4.1. Coordinates and time scale 
The key link between the general case (4.1) and the prototype (3.1) is the existence 
of a special coordinate system x = (p, 0) defined in a neighborhood D,J of the stable 
manifold &, This consists of a pair of smooth functions p, 8 : DO + R satisfying the 
following properties: 
(a) The map x i--) (p(x), Q(x)) is injective with nonvanishing Jacobian. 
(b) &, = {X E Do : p(x) = 0}, so that 0 provides a parameterization of &, . 
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(c) y satisfies the following equation in Do, where a(x) = oar is the diffusion 
matrix associated with (4.1): 
(VP, b) 
(Vp,aVp) = ’ 
(4.2) 
(d) (Vp,aVH) = 0 everywhere in Do. 
We note as a consequence that the functions 
x(x) = (V/j,aVFj) and T(x) = (V(I,aVO) (4.3) 
are positive in Do. Indeed a = 0-0 T is nonsingular since cr is assumed to be and (d) 
implies that 
(y)a(*)(y)‘= [3(01)r:i)] (4.4) 
The determinant of this is positive on Do, by virtue of (a). 
The existence of II(X) and H(x) satisfying the above is nontrivial. We come back to 
that issue later in this section. For now we proceed with their use in the redcuction of 
(4.1) to the prototype equations. 
For the time being we will take the region D = D’ to be a simple box in the I). (I 
coordinates, 
D’ = {(p,fl) : IPI -=z R 101 < M}, (4.5 1 
just as in the previous section with M,K > 0 such that D’ is contained in a compact 
subset of Do. Then the application of Ito’s formula shows that the processes /)(_Y:) and 
0(x;,) are defined for all t < T;, , and satisfy the equations 
dp(x;) = [(VP, b) + cF] dt + e”‘dc;, 
(4.6 1 
dO(x)) = [(VO, b) + EG] dt + &‘d<;. 
Here the functions 
F= ixa,j&, 
P0 
’ J 
G = fca,i- 
sxj c;x, 
are continuous and bounded in D’. The processes & = (9:) <f ) are defined by 
(4.7 1 
In both (4.6) and (4.7), all functions on the right side are evaluated at xi. It follows 
from (4.4) that the quadratic variations of the ti are given by 
[d<) ,di’t’] = X(x)) dt, 
WC: now make a random 
by 
ds = z(.Y;) dt. 
[d&d<:] = 0, [d<f,dl;] = T(x;)dt. 
time change to a new s-time scale, related to the original 
(4.8 
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On this time scale ti becomes a Wiener process: 
and with a second independent 8: we have 
again with evaluation of T/r at xj. 
We use pi = p(xF) and 0: = 0(x:) to refer to the (p, 0) coordinates of X” on the 
new time scale 
The first equation of (4.6) translates to 
dp’,; = [(VP, b) + &F]/cr ds + c’!’ d/II; 
By virtue of (4.2) 
(VP, b)la = P> 
so that we have 
dp,; = p; ds + e; ds + sli2 d&. 
The second equation of (4.6) translates to 
d0,c =B(~~,H:)ds+F~d.F+c’.?A(p::,He)d/l. 
Here 
(4.9) 
(4.10) 
expressed as a function of the new coordinate variables, and likewise 
A(p, 0) = P/P. 
These also are bounded smooth functions on D’. 
We recognize that (4.9) and (4.10) agree with our prototype system (3. I) except for 
the O(E) drift perturbations. The original deterministic system (1.1) becomes 
P, = P.0 & = NPS, 0,) 
in the new coordinates and on the new time scale ds = ~(x,)dt. Our hyperbolic 
hypothesis on the critical point at the origin implies that (3.3) holds. In fact, as we 
will explain below, the value of 
$(O,O) = -7 = 2 < 0, 
is determined by the eigenvalues 3”~ < 0 < i1 of b at the origin. The descriptions 
of the stable and unstable manifold given following (3.3) apply. We assume A4,R are 
sufficiently small as described there. 
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The final link between (4.1) and our prototype equations is the removal of the O( i: ) 
perturbations in the drift terms of (4.9) and (4.10). A Girsanov transformation is the 
natural tool. Suppose we take (&, 0:) to be defined by the prototype Eqs. (3. I ) (exactly, 
without drift perturbations) with reference to a probability measure P. Now define the 
Girsanov density 
where 
Then under the probability measure dP = ii dP, the distribution of (p\, Ol) will be as 
determined by (4.9) and (4. IO). To employ this simultaneously for all .Y < II\, A r~j, we 
want to know that It is uniformly integrable over s<& A ok. A sufficient condition 
for lthis (the Novikov condition) is that 
(3.1 I) 
Since g is bounded (independently of c), Lemma 2.2 implies (4.11). So we can take 
dP = ;;;,!,,,< dP. 
and work simultaneously with all ‘b,?ii, f\ CT;. 
The convergence of moments of G); in Theorem 2.3 implies that I$,,,,~,, - I in a 
very strong sense: 
for every r-3 1. This is proved as Theorem 4.3 in Day (1992). This means that the 
results we proved above for our prototype, i.e. under the measure P, all also hold fol 
(4.9) and (4. lo), i.e. under the measure p. (See Day, 1992. Lemma 4.2 regarding the 
moments of our Theorem 2.3.) In other words, the O(c) perturbations to the drift terms 
in (4.9) and (4.10) are negligible with regard to the validity of the results we have 
established for the prototype in the preceeding sections. 
4.3. Thc~ ori~qiwl csit time 
We can now assemble the pieces and state the core result for (4.1) in the special 
“box domain” of (4.5). 
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described in Theorem 2.1. There exist a pair qf‘ constants c*l so that the following 
weak convergences hold (jointly) as E L 0: 
A]$), - log(e _-1/2) * X + c,,, 
Xi;], * 4V. 
Proof. We have discussed the exit time ai A $_, on the s-time scale. The value of r$, 
on the original t-time scale is recovered by 
.I’ 
$&;, 
r;, = 
1 
___ ds. 
0 e?;, e> 
By cr(p,0) we simply mean a(x) (of (4.3) and (4.8)) expressed as a function of the 
(p,B) coordinates of x E Da. I.e. with an abuse of notation C&Q) = a(x(y,H)), 
where x(p, d) is the smooth inverse of n H (p, 0). Now we know CJ~ A $,, = a; with 
probability approaching 1 as E J, 0. As we will explain below, ~(0, 0) = 3,i. Thus except 
for a set of vanishing probability we can write 
“iAd+, 
?.,r$, - log(c-“2) = rrc - log(&-‘!2) + s 21 R ___ - 1 ds. 0 4P$Q) 
Since f(p, (3) = & - 1 is a smooth function vanishing at (0,O) we can apply Lemma 
3.2 to establish the theorem. The constants are given explicitly by 
C&l = log(R) + 
.I 
mf(O,B;)ds+ 
.I 
ios(R) 
f@:‘J?‘)ds 
0 -cc 
with f as indicated. ??
The final step is to extend Theorem 4.1 to a more general domain D, subject to the 
hypotheses described in the introduction. 
Theorem 4.2. Under the hypotheses and notation of the introduction, there exist a 
pair of constants C&I so that 
hold jointly, where X, v is a pair of independent random variables distributed as 
described in (1.5) and (1.6). 
Proof. This is another application of large deviations techniques. We again present 
only an outline of the argument. Given an initial x0 E &I n D, take D’ to be a box 
domain as in (4.5), containing x0, contained in D and with A4,R > 0 satisfying the 
hypotheses of Section 3. Then rb, < rh so we can write 
Let _Y,” be the two solutions making up A$, parameterized so that .x:’ = q+l. Let 
T*t > 0 be the times to reach the points 
$1 xr*, = Qk, E .d2 n dD. 
Theorem 4.1 tells us that xtu, + q,,. Large deviations considerations imply that 
XI.. T,,,+t - x:‘. 
uniformly on any compact interval 0 <t < T. It follows from this that 
7.x - T;,, =+ T,,, x;;, =+ Qr. 
Putting the pieces together, 
;.,T;; - log(C”2) = i.,r’b, - log(F-’ ?) + ;,(r;> - r;,, 
=+ X + C,, + i, r, 
=jy‘+c,.. 17 
4.4. The coordinute systm 
Finally, we should say something about the existence of the coordinate system p, (I, 
since it is clearly central to our whole approach. The existence of p(x) is the main 
issue. Indeed suppose we have a smooth p(x) in a neighborhood Do of .-I, with 
r(x) = (Vp,aVp) > 0 
and p = 0 on .d It Take any smooth parameterization of .d, by 0 and extend this to a 
function O(x) defined on Do by specifying that O(X) be constant along the trajectories 
of 
i = a(x)Vp(x). (4.12) 
Since Vp # 0 but p(x) = 0 on ,cJ,, these trajectories will be transverse to .c/, It 
follows that 
T(x) = (VH,aVfl) > 0 
in Do. Eq. (4.12) implies 
(vp,uofr) = 0. 
No,w (4.4) shows that p,U is a valid coordinate system, provided Do is a sufficiently 
narrow neighborhood of s&‘, . 
The existence of p satisfying (4.2 ) with 
L>(X) = O,Vp(x) # 0 on .d, 
wa:s proved in Day (1993, Section 4). There dD plays the role that .aJ, does here, but 
otherwise the situation is the same. The key idea is to consider W(X) = p(x)‘. The 
Eq (4.2) is equivalent to 
H(x. -VW(x)) = 0, (4.13) 
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where H(x, p) is the Hamiltonian function defined by 
H(A P) = f (P> @)P) + (P, b(x))> 
for (x, p) in the four dimensional “phase space” R2 x R2. The existence of W is 
established by recognizing that the graph of p = -VW(x) in phase space is the stable 
manifold ~62 for the associated Hamiltonian system 
X = H,(x, P); P = -HAP) (4.14) 
at its critical point x = 0, p = 0. Let A = z(O). Linearizing (4.14) at x = p = 0 
yield the matrix 
f l= n 40) 
[ 1 0 -/IT 
Since A has eigenvalues 22 < 0 < 21 it follows that 2 has eigenvalues 22, -21 < 
0 < 3.1, -3-2. Thus the stable manifold JCJ is two-dimensional, with tangent space at the 
origin spanned by the eigenvectors of 2 corresopnding to eigenvalues 22, -11 < 0. It 
is easy to check that &i x {p = 0} c A. It turns out that the projection of (x, p) E .&’ 
onto the spatial coordinate x is nonsigular near &i x {p = O}. This means that the 
portion of A’ near .d, x {p = 0} can be expressed as the graph of a smooth function 
p = p(x) for x in some neighborhood Do of &‘, W is constructed in D,J by viewing 
it as 
W(x) = Sk P(X))> 
where S is a smooth function on .A’ defined (up to a constant) by 
S(x, P) = S(O,O) + 
./ 
P.k (4.15) 
where 7~ is any path joining (x, p) E J2 to (0,O) and lying entirely in ~‘2’. (The 
differential l-form p. dx turns out to be independent of path on A%.) We fix the 
constant by stipulating that S(O,O) = 0. 
H(O,O) = 0 at the critical point. Since H is itself a first integral of (4.14), it follows 
that H = 0 everywhere on AZ. Eq. (4.15) now says that 
p(x) = -VW(x) 
so that (4.13) is just the fact that H = 0 on A’. It can be shown moreover that W = 0 
on &‘, , W > 0 off _d, and the minimum of W along &, is nondegenerate in the 
transverse direction. This allows a version of the Morse lemma to be used to deduce 
that there exists a smooth function p(x) with VP(X) # 0 in DO with W = p2. 
The original system (1.1) when rewriten in the new coordinates, becomes 
P = bl (P, e>, 4 = b2(P> Q>, 
where bj are the functions 
h = (VP,~), b2 = (V&b), 
expressed in terms of the coordinates x = (p, 0). Note that hr(0.0) = 0 since .pJ = 
{p =: 0) is an invariant manifold. Therefore 
^ 
$0.0) = 0. 
Since the tangent to .d, at the origin is the j.1 eigen-direction we also know that 
Hence the matrix of partial derivatives of h, has the form 
~(O,O) = 
$(O,O) 0 1’ I $(O,O) jL2 
On the other hand this matrix is similar to A of (1.2) and so has eigenvalues i,. il. 
We deduce then that 
Now notice that with the functions B and :! defined above we have 
h, =p.x. h2 = B x. 
Indeed the first of these is (4.2). Therefore 
i., = $0.0) = x(0,0), 
a fact used in the proof of Theorem 4.1. Moreover, since B(O,O) I= 0, 
5. Extensions and limitations 
We want, in closing, to explore the comment that our approach does not readily 
generalize to the general case in higher dimensions. Suppose the eigenvalues of y 
are i,, i = I,. .n numbered so that 
Thus the stable manifold ~1, is q-dimensional, associated with the eigenvalucs AI, _ i,, 
Kifer’s results tell us that as c 1 0 the exit path (for _I$ E .c/, ii D) follows the in- 
variant manifold IV,,,,, associated with only the dominant eigenvalues j.,‘+ , , . . i,,. To 
generalize our approach would require, first, that we identify coordinate functions 11 == 
(@), i = p + 1,. . . ,n which will, after a time change ds = r(s,)dt, linearize the 
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dominant growth components 
where A is a constant matrix with eigenvalues ?“p+l,. , A,. The existence of such a 
partially linearizing transformation seems difficult, though there is some precedent for 
it in the theory of ODES; see Hartman (1982). Secondly we would need an analysis 
of the exit behavior for the prototype 
dp; = Ap; ds + a’,!’ d&. 
Moreover it is not clear how much simplification of the noise process 5, can be 
achieved though the choice of p’(x). Thus there would be substantial questions to 
answer before our approach can be generalized to the case of p + 1 < n. 
Suppose there is a unique eigenvalue with maximal real part: p = n - 1. Then p need 
only be one-dimensional and we are not faced with the above difficulties. If however 
q < p, i.e. there are some “subdominant” eigenvalues with positive real part, we will 
still have difficulty in our construction of p. That construction proceeded from the 
study of the manifold A! which provided the graph of p = -VW(x) = -2pVp(x) in 
phase space. Now we want p(x) = 0 along the (n - 1 )-dimensional stable manifold &, 
associated with the eigenvalues 2-1 , . . ,2,_1. Hence the (x, p) with x E d, and p = 0 
must be part of A! in phase space. Now A itself was obtained as an invariant manifold 
of the Hamiltonian system in phase space. The eigenvalues of the Hamiltonian systems 
are fAj. The typical means of obtaining an invariant manifold associated with certain 
orders of growth of the linearization of the Hamiltonian systems requires a separation 
in the real parts of these eigenvalues (see Hartman, 1982): !R(Gi) < CI < !R(*Aj). We 
know our A is associated with 3.1,. . . , A,_1 but not An, because A? contains d2 x (0) 
as a subset, but does not contain _czZ~ x (0) because p must be nonconstant along JZ?‘~. 
This means that 
R%,_, < c? < m,. (5.1) 
Since A’ is n-dimensional only one of the remaining eigenvalues -!RA, ,< . . < - YUbl 
(of the Hamiltonian) can fall to the left of CL Hence 
-!Ri,_, < LY < -m,_,. (5.2) 
Eqs. (5.1) and (5.2) imply that !RA,_t < 0, or that p = q. In other words our con- 
struction of p(x) does not generalize easily unless the unstable manifold has dimension 
equal to 1: 
Suppose that (5.3) is satisfied. Then we see no fundamental obstacle to extending 
our arguments and constructions to (1.1) in R”. p(x) would be constructed as before. 
We would take n - 1 smooth functions aj providing a coordinate system for the stable 
manifold .d, and extend them to a neighborhood Do of .d, according to (V/I, aVOJ) = 
0. Then we would have 
?(P, 0) _[!5!$]‘_ [; uy]; 
iX 
where 
f = [(on’,aou”)] 
is a symmetric positive definite (n - 1) x (n - 1) matrix. 
will be an M-dimensional Wiener process. After the time change ds = adt we get 
Here A = ~“~f’ ” is an (n ~ 1) x (n ~ 1 ) matrix function and the component functions 
of B are B’(p, 0) = (OUj, b)x. The analysis of the p,; equation would be unchanged. 
The one place where some revision would be needed is in generalizing Lemma 3.2 to 
the higher dimensional setting. 
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