































































































































Embryonic  stem  cells  serve  as  powerful models  for  the  study  of  development  and  disease  and  hold 
enormous  potential  for  future  therapeutics. Due  to  the  potential  for  embryonic  stem  cells  (ESCs)  to 
provide  a  variety  of  tissues  for  use  in  regenerative medicine,  there  has  been  great  interest  in  the 
identification  of  factors  that  govern  the  differentiation  of  ESCs  into  specific  lineages. Much  of  this 
research builds on previous studies of the role of intercellular signaling in the specification of various cell 
types  in  the developing embryo. However,  relatively  little work has been done on understanding  the 
role of cell‐cell communication in the self‐renewal of ESCs. 
In  the  first  part  of  this  thesis  I  describe  the  development  and  testing  of  new  devices  for  studying 
intercellular signaling ‐ the nDEP microwell array and the Bio Flip Chip (BFC). We used the BFC to show 
that  cell‐cell  interaction  improves  the  colony‐forming  efficiency  and  the  self‐renewal of mouse  ESCs. 
Further, we demonstrate that the interaction is at least partly diffusible. 
In  the  next  part  of  the  thesis  I  describe  our  use  of more  traditional  assays  to  validate  the  results 






responsible  for  the decrease  in growth at high plating densities  (>104 cells/cm2). We use a numerical 


















The  growth  of  cells  in  culture  has  been  studied  quantitatively  for  almost  80  years.  Oscar  Richards1 
appears  to be  the  first person  to attempt  to  fit microbial  (yeast) growth data with numerical models 
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ቁ ݊, where n  is  the concentration of cells, µm is  the 
maximum  growth  rate,  s  is  the  concentration  of  the  limiting  nutrient,  and  Ks  is  the  nutrient 
concentration which supports half the maximum specific growth rate. 
Starting around 1990, with  the advent of packaged  frozen  foods,  there was much greater  interest  in 
understanding  the growth of  cells, especially bacteria  such as  Listeria monocytogenes  (the bacterium 
responsible  for  listeriosis,  a  potentially  lethal  condition)  on  various  kinds  of  (food)  substrates3. 
Additionally, around the same time, there was growing interest within the biotechnology industry, in the 
growth  of  cells  for  the  production  of  proteins  for  therapeutic  and  diagnostic  purposes4,  5.  This 
production of proteins required the use of large bioreactors and  led to increased interest in the use of 
models to optimize the yield of proteins in these reactors6. Most of these models were still Monod‐type 
models  except  that  the  availability  of  computers  made  it  much  easier  to  simulate  the  effects  of 
depletion of more  than one nutrient. Typically, glucose and glutamine were  found  to be  the  limiting 
nutrients.  Additionally, models  incorporated  the  effects  of  the  accumulation  of metabolites  such  as 
lactate and ammonia  in  the medium, and  the  (usually)  inhibitory effects of  these metabolites on cell 
growth6. Such models appear  to  sufficient  for describing  the growth of  certain  types of  cells  such as 
bacteria, yeast, Chinese hamster ovary (CHO) cells and hybridomas (the two types of cells often used for 
producing proteins) etc. However, for most mammalian cells, in addition to nutrient depletion, cell‐cell 













(i) Diffusible  signaling.  In  this  type  of  signaling,  one  cell  produces  a  molecule  (ligand)  which  is 
subsequently  released  from  its  surface.  The  ligand  then  diffuses  in  the medium  or  through  the 
extracellular matrix (hence the name diffusible signaling), until it is bound by a receptor molecule on 






by  cells  responding  to  an  excess  of  growth  factors  (GFs)  that  they  secrete  themselves.  This 
hypothesis  is  usually  ascribed  to  Sporn  and  Todaro7.  One  known  oncogene,  the  sis  oncogene, 
encodes  a  protein  similar  to  a  growth  factor,  the  platelet‐derived  growth  factor  (PDGF)  and 
produces  cancers  via  this mechanism8.  Some  cancers  are due  to overproduction of GF  receptors 
(Her2  in  some  breast  cancers) which make  these  cells  proliferate  rapidly  in  response  to  normal 
levels  of  growth  factors. However, many  oncogenic mutations  are  in  proteins  downstream  from 
growth factor receptors.  
Autocrine  signaling  via  growth  factors  can modulate  the  growth  rate  in  two ways8‐10.  The  total 
growth rate is the difference between the rate at which cells divide (proliferation rate), and the rate 









play a vital role  in the regulation of adult stem cells by niche cells11 –  it  is thought that adult stem 











a. Signaling  through  gap  junctions.  Gap  junctions  provide  channels  through which  two  cells  in 
contact can exchange small molecules and  ions (generally < 1.5 kDa)12. The channels consist of 
two  connexons, which  are  each made  up  of  six  connexin  proteins  (Figure  1.1).  In mammals, 
more  than  20  kinds  of  connexins  have  been  identified.  Gap  junctional  communication  is 






b. Signaling  via  cadherin molecules.  Cadherins  are  the molecules  that  hold  cells  together.  It  is 
these molecules that are believed to be responsible for the well‐known phenomenon of contact 















adult animal. This property  is  referred  to as pluripotency. These  cells are derived  from  the  inner  cell 
mass of an early stage embryo, called the blastocyst (Figure 1.2). Human embryos reach the blastocyst 
stage 4‐5 days after  fertilization, and consist of 50‐150 cells. ESCs have been  isolated  in a number of 





cells –  inner cells  (on the  inside) and trophoblast cells  (on the outside). Embryonic stem cells are derived  from the  inner cell 
mass of a blastocyst. Embryonic cells are pluripotent  i.e. they can  form any cell type  in the adult animal via a process called 
differentiation. However,  ESCs  cannot  generate  the whole  organism without  the  aid  of  trophoblast  cells. Only  cells  in  the 
morula can form the whole organism and are referred to as totipotent cells. Figure courtesy of Mike Jones (Wikicommons). 
ESCs  generate  organ‐specific  cells  such  as  neurons,  cardiomyocytes  etc.  via  a  process  called 
differentiation or commitment. Cells that are partially committed (relative to ESCs) will be able to form 
some subset of cell types found  in the adult animal and are referred to as multipotent cells. Cells that 
are  completely  committed  will  either  not  divide,  or  divide  to  form  daughter  cells  with  the  same 
phenotype as the parent (unipotent cells). While ESCs can differentiate to form various cell types, they 
can  also  divide  to  form  two  daughter  ESCs,  a  process  referred  to  as  self‐renewal.  Self‐renewal  is 
obviously crucial for the expansion of ESCs while maintaining their pluripotency.  
Given  that  there  are  ~36000  known  (mouse)  genes  as  of  this  writing,  a  complete  molecular‐level 




Ivanova  et  al.19  and  Ramalha  Santos  et  al.20)  by  comparing  the  transcriptional  profile  of  ESCs  with 
committed cells such as bone marrow cells using microarrays. Several hundred genes were found to be 
differentially  expressed by ESCs. However,  the  candidate  genes obtained  from  such experiments will 
have to be validated. Additionally, the overlap between candidate genes determined by different studies 
is  far  from  complete21.  Finally,  a  recent  study  has  indicated  that  several  proteins  are  expressed 
differentially by ESCs as compared  to committed cells, but  there are no significant differences  in RNA 
concentrations  indicating  that  post‐translational  regulation may  be  important  for maintenance  of  a 
pluripotent state22. 
Nevertheless, smaller‐scale studies have  implicated a  large number of genes as being required for the 
maintenance of pluripotency. Perhaps not  surprisingly, almost all major  signal  transduction pathways 
seem  to  play  a  role  (reviewed  in  Liu  et  al.23).  For  historical  reasons,  one  pathway  that  has  received 
considerable  attention  is  the  Stat3  pathway. mESCs  were  initially  propagated  using  a  feeder  layer 
consisting  of  embryonic  fibroblast  cells16,  17  (in  a  medium  supplemented  with  bovine  calf  serum). 
Subsequently,  it was  found  that  the  requirement  for  the  feeder  layer  could  be  replaced  by  adding 
leukemia inhibitory factor (LIF) to the medium24, 25. LIF binds to a heterodimer complex consisting of the 
LIF  receptor  (LIF‐R)  and  another  receptor  subunit  called Membrane  glycoprotein  130  (gp130).  This 
binding event  leads  to  the activation of  several pathways, of which,  the activation of Stat3 has been 
shown to be essential  for the maintenance of a pluripotent state  in mouse ES cells26, 27, though not  in 




Circling  back  to  self‐renewal,  note  that  it  actually  consists  of  two  processes  –  maintenance  of 
pluripotency, as well as cell division. While most research on self‐renewal has focused on understanding 
the  signaling  and  transcriptional networks  involved  in  the maintenance of  the  ESC pluripotent  state, 











unlikely that cell  interactions could modulate the  length of the cell cycle. However,  it  is plausible that 
cell interactions could modulate the survival of these cells. mESCs typically have survival/colony‐forming 
efficiencies of  ~30%38, while hESCs have  survival/colony‐forming  efficiencies  in  the  range of 1‐10%39. 
12 
 
Studies have shown  that  the addition of EGF, ANG‐2, Activin, or Nodal proteins  to mouse ESC  (mESC) 
cultures results in improved growth40, 41, 154. However, in these studies they did not test for secretion of 
these  proteins  by  ESCs,  i.e.  they  did  not  (attempt  to)  fully  demonstrate  that  these  pathways  are 
constitutively active  in mouse ES cultures and  that  the  factors are acting  in an autocrine  fashion. For 
example, Ogawa et al.40 demonstrated that addition of Activin or Nodal proteins to a culture  improves 
their  growth.  Additionally  they  show  that  inhibition  of  Activin‐Nodal  signaling  downstream  of  the 





















Now  let  us  consider  a more  concrete  example. Most mammalian  cell  types  seem  to  produce  and 
respond to one or more growth factors in an autocrine fashion8. This provides a positive feedback to the 
rate of growth. Such systems have been studied  in considerable detail by  the Lauffenburger  lab  (MIT) 
and  the Shvartsman  lab  (Princeton).  In particular, one  can modulate  the  strength of  the  feedback by 
altering  the density at which cells are cultured  ‐ higher  cell densities  result  in higher densities of  the 
growth factor  in the medium, which will result  in a higher growth rate  (until one reaches a saturation 
regime). Thus, in general, growth rate increases with cell density43.  
However,  eventually one will  enter  a  saturating  regime, where  additional  increases  in  growth  factor 
concentration  do  not  result  in  improved  growth127.  Additionally,  at  high  plating  densities we  expect 





in  the existence of a single density at which  the growth will be optimal. While  it  is possible and even 
likely  that  biologists  have  had  experimental  evidence  for  this  hypothesis  for  a  long  time,  published 
observations  demonstrating  an  optimal  density  for  cell  cultures  have  been  available  only  recently44. 
Additionally,  while  the  above  mechanisms  qualitatively  account  for  such  an  optimal  density,  a 





the  treatment  of  injuries  and  disease45.  According  to  the  2007  report  of  the  Scientific  Registry  of 
Transplant  Recipients,  every  year  this  decade  ~2000  people  have  died  while  waiting  for  a  liver 
transplant. The waiting list for kidney transplants at the end of 2007 consisted of ~80,000 patients. Thus 
there  is  clearly a  large unmet need  for new  sources of  cells and  tissues. However, perhaps  the most 
exciting applications of regenerative medicine will be  in developing  therapies  for conditions  for which 
there  are  no widely  successful,  existing  therapies.  Examples  of  such  conditions  include  degenerative 
diseases of the central nervous system (Alzheimer’s disease, Parkinson’s disease) and spinal cord injury. 
Another possibility is that tissue‐engineered organs may function better than transplanted organs – for 
e.g., according  to  the above  report,  the 5‐year  survival  rate  for  liver  transplant  recipients  is currently 
only around 50%. 
In most research to‐date, researchers have used more committed cells for developing new tissue46. For 
example,  in a  landmark  study  in 2006, Atala et al. expanded patient bladder  cells on bladder‐shaped 
collagen  scaffolds  and  implanted  the  resulting  constructs  back  into  patients,  resulting  in  successful 
enhancement of bladder volume47. Similarly, neonatal cardiac myocytes have been used for developing 
cardiac  tissue  constructs48.  Finally, while  embryonic  stem  cells  are  derived  from  an  embryo  and  are 
pluripotent, adult organisms also contain stem cells  (adult stem cells, ASCs)  that are multipotent, and 





for  use  in  the  clinic.  An  important  step  forward  in  this  regard  is worth  noting;  Geron  Corporation 
received FDA clearance in early 2009 to begin the world’s first human clinical trial of ESC‐based therapy 
for  spinal  cord  injury.  The  therapy  involves  the  injection of hESC‐derived oligodendrocyte progenitor 
cells directly  into  the  lesion site of  the patient's  injured spinal cord. However,  the  trial was placed on 
hold in mid‐August 2009 because “in one preclinical study a higher frequency of animals developed cysts 











For e.g., the doubling  time  for mESCs  is 11‐16 hours35, while the doubling time  for mouse 
hematopoietic stem cells is approximately 3 days52, and for mouse mesenchymal stem cells 
is  approximately  2.5  days164. Mature  hepatocytes  do  not  appear  to  divide  at  all  (unless 
injured)46. For  (more) committed that do divide  in culture, this still means that developing 
tissues  from  them may  take  longer, depending on  the  time  required  for differentiation of 
ESCs.  
(iii) While  conditions  for maintaining ESC  self‐renewal are well established, conditions  for  the 
self‐renewal  of  adult  stem  cells  are  not.  For  e.g.,  ESCs  can  be  propagated  practically 
indefinitely53, but current protocols allow HSCs to be expanded only ~20‐fold in vitro155.  
Certainly,  there  are  many  challenges  to  be  addressed  before  hESCs  can  be  used  for  developing 
therapeutic constructs. The most important is the development of reliable differentiation protocols for 
obtaining functional committed cells. Another is the reliable expansion of hESCs. hESCs are propagated 
in most  labs using a combination of mouse  fibroblast  feeder  layers, and bovine  serum‐supplemented 
medium54. However, when expanding cell populations for clinical use, it is preferable to do so in feeder‐
free, serum‐free medium, to avoid the risk of transmitting pathogens and immunoreactive substances55. 




challenging. A  third  issue  is  that  ESCs  seem  to  be  prone  to  karyotypic  instability57.  Finally,  it  is  very 
important to exclude undifferentiated cells from the transplanted population, because these cells may 
form teratomas16, 17. 




















find  mechanisms  already  used  by  mESCs  to  self‐regulate  their  growth,  and  see  whether  these 

















As  described  above,  there  are  several  reasons  why  the  study  of  the  growth  of  ESCs  in  culture  is 







their  effects  on  particular  processes  and/or  phenotypes.  In  chapters  2  and  3  I  will  describe  my 










Aim  2a)i.  is  one  of  the  primary  aims  of  the  thesis  and  experiments  related  to  this  aim  are 
described  in  chapters  2‐5.  Experiments  related  to  nutrient  depletion  and  related  effects  are 
described in chapter 6. 
 







In  this chapter  I provided some basic  information about  the growth of cells  in culture and embryonic 
stem cells – their origin, properties, and the role they may play in regenerative medicine in the future. I 
also  discussed  some  of  the  motivation  for  studying  the  growth  of  ESCs.  In  addition  to  making 



















the  transcription  of  a  gene  can  be  controlled  by  inserting  DNA  into  the  cell,  in  which  the  gene  is 
downstream of an inducible promoter.  
(b) RNA  interference: A  relatively new  technique which  is gaining popularity  is  the disruption of RNA 




interested  in  screening  for  the  existence  of  an  interaction.  Alternately,  large‐scale  RNAi  screens  are 
performed, which, however,  are  currently  very expensive  to perform  (see  also 7.1.1).  Finally,  certain 
signaling proteins have both  intracellular and extracellular  roles. For example, Cyclophilin A which we 
will discuss later in this thesis is found in the cytoplasm as well as extracellularly. Intracellularly it aids in 
the  folding of proteins63 while  extracellularly  it  is  a diffusible  factor64.  Similarly,  some  recent  studies 
suggest that certain connexins such as Connexin43 have intracellular as well as extracellular functions65. 





reduce  the  ability  of  the  natural  ligand  to  then  bind  those  receptors8. Note  that  for  such  a 




(ii) Density  variation:  A  common method  for  varying  diffusible  signaling  is  to  vary  the  plating 




when  screening  for  the  presence  of  a  diffusible  interaction  because  changing  the  density 
modulates the amount of signal exchanged across all diffusible species. 
(iii) Conditioned medium studies: Another popular method for studying diffusible signaling involves 
collecting medium  from one culture and  then growing a  fresh set of cells  in  this “conditioned 
medium”. This conditioned medium will contain cell‐secreted factors. As a control, another set 





secreted  factors  to  reach physiologically  relevant  values,  so  the  culture with  the  conditioned 

















c) Approaches  (i)‐(iii) above are widely used. The microtechnology‐based approaches are  recent 
and  have  not  been widely  adopted  as  yet. We  are  unaware  of  any widely  used,  specialized 
techniques  for  studying  the  effects  of  contact‐based  cell  interactions.  Of  course,  the more 
general methods described above can certainly be used to modulate the levels of expression of 
a particular cadherin or connexin. One technique that is used to determine the existence of gap 









My  initial research was done  in collaboration with Adam Rosenthal, an alumnus of our  lab. Adam had 
been working on  this project before  I  joined  the  lab,  and had  started  to develop devices  that  could 
modulate the amount of interaction between cells67. As shown in the schematic below (Figure 2.1a), one 
way  to  increase  the amount of  contact between  cells  is  to  create  clusters of  cells with an  increasing 
number of  cells per  cluster. Of  course, as one does  this, one also  increases  the amount of diffusible 
signaling between the cells. As a result, the system can be used as a screening tool, to look for the role 
of  both  types  of  signaling  in  a  particular  phenotype.  A  very  similar  approach  has  been  developed 
independently by Chris Chen’s group (see section 3.4 for a detailed comparison). 
If  one  specifically wants  to modulate  only  the  contact  signal,  one  could  then  imagine  placing  these 
clusters in a perfusion bioreactor, such that factors produced by the cells are swept away downstream 
(Figure 2.1b). However, some fraction of factors will diffuse through the extracellular matrix (ECM), and 
the  flow may not penetrate  into  the ECM,  so  it  is plausible  that  some diffusible  signaling will persist 
(unpublished data from our lab).  
A  second  way  to modulate  contact  signaling  would  be  to  change  the  shape  of  cells  (Figure  2.1c). 
Cuboidal cells could be made to have a larger surface area in contact with another cell as compared to 
spherical cells, which could result in increased contact interaction. However, changing the shape of cells 
also  leads  to  changes  in  cytoskeletal  tension68,  and  it would  be  difficult  to  segregate  the  effects  of 





µm in a substrate, and trap cells in these wells.   If  the wells are seeded  randomly, we would expect  to 
obtain clusters containing different numbers of cells. Such an approach does, in fact, work (Figure 2.2a). 
However, when working with adherent cells, the cells  in the resulting clusters have no room to attach 
(spread)  and  grow.  A  potential way  to  fix  this would  be  to make  larger wells,  but  now  one  cannot 






does not experience any contact  interaction.  In a cluster of two cells, each cell has one neighbor;  in a cluster of 4 cells, each 
cells is in contact with two neighboring cells. But the making of clusters also results in an increase in the local cell density, and a 

























There  are  primarily  three  kinds  of  electrical  traps  used  to  pattern  cells,  they  are  traps  based  on 




well as create cell clusters73, 74,  it requires cells  to be  in a medium with  low conductivity  to guarantee 










cell adhesion  (Figure 2.3)  and determining operating parameters  that minimized heating and electric 
field exposure.  The resulting structures are termed nDEP microwells to reflect the fact that they present 
an electrical microwell  to  incoming cells, only allowing cell‐substrate attachment  inside  the DEP  trap. 
While  the  initial  device  was  designed  to  trap  only  single  cells,  we  believe  that  it  would  be 
straightforward to increase the well size, so as to be able to create and trap clusters of cells. 
 









We  extracted  electric‐field  data  from  simulations  using  the  commercial  field  solver  Comsol 
Multiphysics  (Comsol,  Inc.,  Burlington, MA).  Temperature modeling was  also  done  using  Comsol 
Multiphysics.  After  using  the  Electromagnetics module  to  determine  the  resistive  heating  in  the 




the  electric  field  experienced  by  a  trapped  cell.  For  cell  parameters,  we  used  a  membrane 
capacitance of 1.6 µF/cm2, membrane conductivity of 0.22 S/cm2, cytoplasmic conductivity of 0.75 
S/m  and  cytoplasmic  dielectric  constant  of  75.  Medium  conductivity  is  1.5  S/m  and  dielectric 
constant is 80. These values are all taken from Huang et al.  
Modeling  temperature  rises  in microsystems  is  often  inaccurate  because  the  exterior  boundary 
conditions (between the device and ambient) are not known or well controlled.  In our case, we set 








Figure 2.4 Validation of  temperature modeling: Modeled  temperatures  (solid  line) and measured  temperatures  (dots) versus 
voltage. 
Electrode traps 
We designed  the DEP microwells as square electrodes with an  inner square side  length of 25 µm, 
and two other line electrodes spaced 10 µm away. All electrode widths were 10 µm. The microwells 
were  in  a  10  x  10  square  array,  with  a  trap‐to‐trap  distance  of  200  µm.  In‐between  the  DEP 











OR). A 4‐5 mm  thick  sheet of baked PDMS  (Sylgard  184, Dow Corning, Midland, MI) was used  to 
form the roof of the chamber. We cored two holes in the PDMS sheet using syringe needles (0.065’’ 
outer diameter; Hamilton, Reno, Nevada). We then  inserted PEEK tubing  (Upchurch Scientific, Oak 
Harbor, WA)  through  these holes  to provide  fluidic  access  to  the  chamber,  and  applied  epoxy  to 
hold it in place. Finally, we clamped the chamber top and gasket to the bottom electrode slide using 
two binder clips  for easy assembling and disassembling. The chamber was clamped at an angle  to 












streptomycin  and  incubated  in  7.5%  CO2  at  37  °C. We  passaged  them  at  preconfluency  no more 
than 25  times. HL60  cells  (ATCC, Manassas, VA) were  cultured  in RPMI medium with additions as 
above. Prior to patterning experiments, we released cells into suspension and concentrated them to 
106 cells/ml. HL60 cells were fluorescently  labeled with chloromethylfluorescein diacetate (CMFDA; 
Molecular  Probes,  Eugene,  OR;  20  µM,  30  minutes)  for  identification  at  (ex/em)  492/517  nm 
wavelengths. 
Imaging 
Images were  taken on a Zeiss Axiovert 200 microscope  (Carl Zeiss MicroImaging,  Inc., Thornwood, 
NY)  using  a  Spot  RT  Color  camera  (Diagnostic  Instruments,  Inc.,  Sterling  Heights,  MI).  For 
fluorescence imaging we used a X‐Cite 120 illumination system (Exfo Life Sciences, Ontario).  
Proliferation experiments 
To demonstrate  that cells patterned  in our device are able  to proliferate, we  first patterned GFP‐
expressing  HeLa  cells  in  our  device.  After  allowing  the  cells  to  attach  for  30  minutes,  we 
disconnected  the patterning  fluidics described  above  and  attached  a media  containing  syringe  to 
25 
 
the  fluidic  input port of  the device. Then we gently placed  the device  in a dish containing DMEM. 









Biocompatibility  is  one  of  the  basic  requirements  of  any  device  meant  for  use  with  cells.  Three 
mechanisms have been described by which alternating electric fields can affect normal cell physiology77, 
namely,  (i)  Joule  heating  of  the  cell  suspension,  (ii)  induction  of  large  transmembrane  potentials 


















our  chip  for  different  peak  voltages  at  10 MHz.  Similar  values were  obtained  for  cells  levitated  above  the  interdigitated 
electrodes. 
Transmembrane potentials are  the second way by which electric  fields have been shown  to affect 
cell physiology.   When cells are placed  in AC electric  fields, an  imposed AC voltage appears across 
the cell membrane.   Since cells already maintain a constant  (DC)  transmembrane potential of ~60 
mV  across  their membrane,  adding  an  additional  potential  could  alter  cell  physiology77.    For  a 
spherical  cell  in a uniform electric  field,  the maximum  imposed  transmembrane potential  (VTM)  is 
given by82,  
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where E is the maximum electric field, R is the cell radius (we used 5 µm), ω is the frequency of the  
applied   voltage, Cm  is  the capacitance of  the cell membrane, σcyto  is  the cytoplasmic conductivity, 
σmed  is the conductivity of the medium, and Gm  is the membrane conductivity for the cell.   We see 
that  the  imposed  transmembrane potential scales  linearly with applied electric  field and  inversely 
with  frequency  above  the  critical  frequency  1/τ.    Thus,  minimizing  electric  field  intensity  and 
increasing field frequency minimize VTM. 
We  used  our  field  modeling  tools  and  the  expression  above  to  simulate  the  transmembrane 
potential  experienced  by  cells  due  to  the  applied  electric  fields  (Figure  2.5).  As  expected,  the 
simulated transmembrane potential scales linearly with the applied voltage.  
To  use  these  simulations  as  a  design  tool, we must  know  the maximum  potential  that  does  not 
adversely affect cell health. Unfortunately, this value is not known, since the mechanism by which a 
rapidly oscillating potential affects cell physiology is not well understood. In addition, electric fields 




mV  do  not  adversely  affect  cell  physiology77, 78,  and  this was  the  value  used  to  obtain  operating 
conditions for our array. As can be seen from (Figure 2.5), for our operating conditions (<2.5 Vpp, 10 
MHz), the transmembrane potential does not exceed 50 mV. 
Finally, while we designed  the nDEP microwell array  to operate well beneath  the damage  thresholds 
associated  with  cell  heating  and  membrane  loading,  an  experimental  demonstration  of  its 
biocompatibility must nevertheless be performed. In Figure 2.6 we show results of patterning HeLa cells, 
an adherent human  tumor cell  line. First, note again  the high patterning  fidelity  (Figure 2.6 a, Day 0). 


















I came up with two  improvements to the above  loading protocol. The first  improvement was a simple 
adjustment  to  the  loading  protocol:  it  is  natural  to  think  of  loading  cells  into  the  traps  by  applying 
pressure‐driven flow along the  line of traps, which  leads to a relatively small  loading zone (Figure 2.7). 
I.e. a cell must land in the region indicated by the top white rectangle to fill the trap directly in front of 
it. However,  flowing at an angle allowed us to  increase the  loading zone by a factor of ~4  (Figure 2.7, 





white  rectangle)  for  each  trap.  The  blue  arrows  indicate  the  direction  of  flow,  while  the  white  regions  indicate  the 
corresponding  loading zone associated with a trap. 
Additionally,  I  developed  an  alternate  protocol  for  loading  the  array  (Figure  2.9)  where  we  take 
advantage of the global electrohydrodynamic (EHD) flows to obtain transverse flow in our device. There 
are  several ways  that AC  electric  fields  can produce  fluid  flow, most notably buoyancy‐driven  flows, 
electrothermal flows, and AC electroosmosis83.  Buoyancy‐driven flow occurs when Joule heating causes 
a gradient  in density  that  sets up a  convective  flow.   Electrothermal  flows occur when  Joule heating 
causes  gradients  in  electrical  properties  that  are  then  acted  upon  by  electric  fields,  while  AC 
electroosmosis  describes  coupling  between  double‐layer  charge  and  a  transverse  electric  field.   We 
believe that buoyancy‐driven flow  is the cause for the flows seen  in our systems. AC electroosmosis  is 

















 is  the  rate of change of density with  temperature  (for  the medium),  r  is  the characteristic 





































Finally,  in our  current devices,  cells often  settle outside of  the  traps,  in  the  region between  the  trap 












my contributions to the  first generation device built  in our  lab  for achieving this objective – the nDEP 
microwell  array.  We  have  demonstrated  that  our  device  allows  for  the  subsequent  unrestricted 
spreading, movement, and proliferation of cells, enabling  the study of  these vital aspects of gross cell 
physiology.  Finally,  we  have  presented  a  new  manipulation  method  that  uses  convective  flows  in 
combination with  pressure‐driven  flows  to  achieve  the  two‐dimensional  positioning  of  cells.  Besides 


















technique –  the nDEP microwell array.  In  this chapter  I will describe  the  second  implementation of a 




While  the nDEP microwell array demonstrated potential as a  tool  for making clusters of cells, our  lab 
subsequently  developed  an  alternate method  for making  cell  clusters  using  the  Bio  Flip  Chip67.  This 
device  is considerably easier  to work with as compared  to  the nDEP microwell array and as such, we 
used this device to investigate cell‐cell signaling in mESC cultures.  
There  is  also  a  second  advantage  associated  with  using  the  BFC  over  nDEP microwells  or  physical 
microwells (Figure 2.2), which has to do with the substrate for cell culture. Tissue culture of especially 
adherent cell types (such as mESCs) is commonly done on treated polystyrene and the BFC enables the 
“printing” of  cell  clusters onto  any  substrate of  choice.  In particular,  this  allowed us  to perform our 
assays on tissue culture polystyrene. 
 
Figure 3.1 Schematic of  the main steps  in  the operation of  the BFC. After  forming cell clusters within microwells  in a PDMS 
substrate, a watertight chamber is formed by clamping the substrate to a tissue culture dish with a gasket. The system is then 








made  by  us).  Below  I  provide  a  text  description  of  the  process,  along  with  some  suggestions  (in 
parentheses) for a reader who may want to use BFCs. 
We made the BFCs by molding polydimethylsiloxane (PDMS) onto a 4" Si master wafer. For preparation 

















and  to  distribute  the  pressure  resulting  from  clamping  the  chip  to  the  gasket  and  substrate  (a 
subsequent step). 
We  soaked  the BFC overnight  in PBS  to hydrate  it  and  thereby  reduce  absorption of media  into  the 
PDMS during  the  experiment, which otherwise  led  to  the  formation of bubbles  in  the  chamber. We 
coated  the BFC  surface with 200  μL of 7.5% Bovine Serum Albumin  (BSA)  (Invitrogen) and  scraped  it 
gently with a pipette  tip  to disperse the BSA and remove any bubbles  from the wells.  (Scraping  it too 
hard will  result  in  tearing  of  the microwells.  Some  practice may  be  required  to  achieve  the  correct 
pressure level.) The BSA helped to prevent cells from sticking to the PDMS. We left the BSA on the BFC 
surface  for ~30 min. We made gaskets out of a 0.5 mm  thick  silicone  sheet  (Invitrogen). This  spacer 
gasket  is  required  in order  to provide  the cells with enough media  to prevent nutrient depletion  (see 
Discussion for a more detailed discussion of this issue).  
We  sterilized  the  gasket,  BSA‐coated  chip,  and  2  binder  clips  under UV  light,  in  a  Class  II  biosafety 
cabinet, for 1 minute. We then applied the gasket to a sterile tissue‐culture polystyrene (PS) slide (Nunc 













of media  to  the  opposite  BFC  corner. Upon  tilting  the  BFC  again,  this media  collected  in  the  lower 
corner, and we again pipetted it off. We observed the BFC under the microscope to make sure cells were 
















evaporation  from  the sides of  the chip. Biocompatibility of  the device was assessed by measuring  the 
single cell colony‐forming efficiency in the device (Appendix 2). 
Cell culture 
We cultured ABJ1 and CCE mESCs without  feeders  in mESC media: DMEM  (Invitrogen)  supplemented 













After making  clusters  of mESCs  on  a  substrate, we  counted  the  number  of  cells  in  each  cluster  by 
imaging  them on a microscope  (Zeiss Axiovert 200), using a 10X objective  (Zeiss, phase contrast). We 
then returned them to a dish placed  in the  incubator. After two days, we removed the BFCs from the 
incubator,  and  again  imaged  them  as  described  above,  to  determine  the  colony‐forming  efficiency. 
Colony‐forming  efficiency  measurements  were  made  in  collaboration  with  Stephanie  Flavin,  an 
undergraduate researcher in our laboratory. Very rarely we saw colonies with a combination of necrotic 
and live cells; such colonies were still scored as live when determining the colony‐forming efficiency. To 
determine  the  self‐renewal potential  (see Results), we  imaged colonies using  the  same objective, but 
using  the  fluorescence  channel.  For  fluorescence  imaging we used  an X‐Cite 120  illumination  system 
(Exfo Life Sciences, Ontario) and a Spot RT Color camera (Diagnostic Instruments, Inc., Sterling Heights, 
MI). We quantified  the  fluorescence and areas of  colonies using Metamorph  (Molecular Devices). To 
measure  the background  fluorescence, we drew  circles on 4  sides of  the  colonies and measured  the 







towards  the edges  (see Appendix 2  for details). Thus only colonies within a  radius of 4 mm  from  the 






chambers with  a  gasket  so  as  to  not  allow  factors  from  one  side  to  diffuse  to  the  other  side.  Two 
experiments were performed for each cell‐line (ABJ1 and CCE mESCs), and 1‐2 chips were used in each 











For  the  seeding  density  experiments, we  counted  the  number  of  cells  by  using Metamorph’s  auto‐
thresholding  function on phase contrast  images. This  function  selects  for  the bright border of cells  in 
phase contrast images. The number of thresholded objects can then be counted by using the Integrated 
Morphometry  Analysis  tool.  These  numbers were  confirmed manually,  and  ghost  cells  (see  Results) 


















coated  substrate  can be of  the order of nN87.  So  it  is  conceivable  that  the  adhesion  forces between 







 Figure 3.2 Making  clusters of mESCs using BFCs. a. Clusters of 1‐6  cells  can be easily deposited and  counted using  the BFC 







Figure  3.3  Two  examples  of  clusters  re‐organizing  after  they were  deposited  onto  a  gelatin‐coated  slide.  The  locations  of 
uropod‐like structures are indicated by white arrows. Scale bar represents 30 µm. 
The movement of  cells was  likely  facilitated by uropod‐like  structures visible using phase microscopy 
(Figure 3.3, Figure 3.4, white arrows). Some structures were thin and string‐like akin to filipodia88 (Figure 














dependent  (ii)  boundaries  between  cells  are  indistinct  even  under  phase  microscopy.  For 
example,  Figure  3.5  shows  a magnified  phase  contrast  image  of  a  typical mESC  colony.  The  colony 





As a  result, growth  rate measurements  could not be made  in our  laboratory. We  instead decided  to 








Growth  encompasses  cell  proliferation  and  cell  death,  therefore measuring  survival/death  provides 
information on one aspect of growth. In fact, we will see later in this thesis that diffusible interactions in 
mESC  culture  only  modulate  cell  survival  and  not  the  division  rate.  The  CFE  is  straightforward  to 
determine since cells that die disintegrate. So on day 2 (48 hours after plating) one either sees a colony 
at  the  location  that  the  cluster was  initially present, or  an unpopulated  region. Occasionally we  saw 
clusters  of  necrotic  cells  that were  similar  in  appearance  to  the  dark  cells  in  Figure  3.2c,  and  such 














cluster. We  fit  this  function  to our data  (see methods  for details). As can be  seen  in Figure 3.6a,  the 
measured CFE increases faster than CFENI, indicating that the cells do interact with each other (statistics 
are  described  below).  Also,  the  measured  CFE  is  higher  than  CFENI  (for  n=5),  indicating  that  the 
interaction improves survival. 





















functional assay  for  the developmental potential of a cultured cell  is  in vitro differentiation  followed, 
with  increasing stringency, by the generation of teratomas (germ cell tumors), chimera formation, and 
germ line contribution90. The most rigorous test for developmental potency is the injection of cells into 
4n host blastocysts91, 92, which  results  in  animals  composed only of  the  injected donor  cells  (“all  ES” 
embryos  or  animals)  rather  than  a  chimeric  composite  of  injected  and  host‐derived  cells. However, 
these approaches are challenging  to perform with single cells, and when one  is  interested  in assaying 
large  numbers  of  cells.  A  commonly  used  alternative  is  to measure  the  expression  level  of  certain 
proteins  that are  referred  to as pluripotency markers157, 158. These proteins are highly expressed  in ES 
cells,  but  not  in  differentiated  cell  types.  Three  proteins  that  are  widely  accepted  as  pluripotency 
markers  for mESCs  are  the  transcription  factors Oct‐4,  Sox‐2,  and Nanog23.  Ideally one would  like  to 
separately measure  the  growth  rate  and marker  expression of  cells. However,  as mentioned before, 
measuring  the  growth  rate  for  ESCs  is  challenging  in  a  system  such  as  ours  where  the  readout  is 
microscopy based. Therefore we decided  to  instead measure  the  total Oct‐4 expression of  the colony 
formed from a cluster of cells, i.e., the product of the Oct‐4 expression level per cell and the number of 
cells  in the colony. We call this quantity the self‐renewal potential (SRP) of a cluster of cells. Since the 












Further evidence of  intercellular  interaction can be  found by examining  the standard deviation of  the 
SRP.  Figure  3.8a  shows  the  standard  deviation  of  the  SRP  versus  initial  number  of  cells.  The  total 
variance in the self‐renewal potential (ݒ௧) has contributions from measurement error (ݒ௠) and the true 
biological variance  (ݒ௕). Since the measurement error and biological variance come from  independent 
processes, ݒ௕ ൌ ݒ௧ െ ݒ௠. The sta r at   f the variance. Then, nda d devi ion is the square root o  




that  the best‐fit exponent was 0.97. For a non‐interacting  system of cells, we would expect  standard 
deviation to increase much slower – with an exponent of only 0.5. The best‐fit with an exponent of 0.5 is 










Finally, we wished  to determine whether diffusible signaling may play a role  in  the effects mentioned 
above. To do this we investigated the effect of plating density on the CFE; by varying the plating density 

















































assessment of  attachment  for mESCs  –  for  example,  the  cells  in  Figure 3.3a or  Figure 3.4c have  the 
ability  to move and  re‐organize, and  show  the presence of uropods,  suggesting  that  they have made 
attachments with the substrate, but the cells still exhibit a round morphology. In contrast, for other cell 
types  such  as  fibroblasts  or  endothelial  cells,  attachment  is  associated  with  distinct morphological 
changes  (spreading).  For  such  cells  it  should be  fairly  straightforward  to  separately measure  survival 





cells/cm2.  In  those experiments  the height of  the medium was ~2.5mm.  In  the BFC,  the height of  the 
medium  layer  is  only  0.5mm,  so  we may  expect  nutrient  depletion  to  become  an  issue  at  plating 
densities  of  greater  than  2000  cells/cm2.  So  if  one  were  to  control  for  nutrient  depletion,  it  is 
conceivable that one may see an even greater difference in the CFE at low versus high densities. 
It  is  interesting  to  compare  our  technique  with  one  developed  by  Christopher  Chen’s  lab156.  Their 
technique  is  analogous  to  that  shown  in  Figure 2.2, where  they  trap  cells  in  agarose wells  to  create 




assessed  growth  by measuring  the  amount  of  incorporation  of  5‐bromo‐2′‐deoxyuridine  (BrdU)  into 
cells, which  is  a measure  of  the DNA  synthesis  rate. One  advantage of  constraining  cells  using  their 
method  is that  it prevents the movement of cells. Thus they can easily measure growth separately for 
each of  the  cells  in  the  cluster.  The  cell  in  the  center has 2‐3 neighbors  (clusters with 3  and 4  cells 
respectively)  while  the  cells  at  the  corners  contact  only  one  cell.  Thus  good  internal  controls  are 
obtained.  In  future  it may be  interesting  to  track  individual cells within clusters  in  the BFC,  though as 
mentioned earlier,  for mESCs  this may not be  feasible. Another advantage of  their design  is  that  the 
length of the contact boundary between cells is constrained to be fairly constant. On the other hand, it 
is  not  clear  as  to  how  constraining  cells  in  this manner  affects  their  physiology.  The BFC  provides  a 
complementary approach  for studying cell signaling.  In  the BFC cells are able  to move and grow. This 
necessitates the use of timelapse imaging for tracking the fate of individual cells. For example, in Figure 
3.10G all cells within  the 3 cell  cluster have  two contacting neighbors, while  in Figure 3.10E only  the 
central cell contacts two other cells.  In principle cells within 3 cell clusters could switch between such 




in  the BFC are very  likely  in a physiological state  that  is much closer  to  that of cells studied via more 
traditional assay methods.  
 




Finally, we discuss the various possible  implications of the  increase  in the self‐renewal potential (SRP). 
An increase in the SRP could be the result of increases in growth rate, or increase in Oct‐4 expression, or 
both. We will  show  in  the next  chapter  that  the growth  rate  for mESCs  is dependent on  the plating 
density. Thus it is certainly plausible that the growth rate could increase with the number of cells in the 
cluster.  The  other  possibility  is  that  signaling  (also)  leads  to  an  increase  in  the  expression  of Oct‐4. 
Results from Davey and Zandstra94 suggest that mESCs also secrete factors that increase the expression 
of Oct‐4 and Nanog, though  it  is worth noting that  in their experiments the substrate was coated with 
fibronectin, which  is atypical when culturing mESCs. One caveat associated with  the use of Oct‐4 as a 
pluripotency indicator is that overexpression of Oct‐4 has also been shown to lead to differentiation152. 
However,  Oct‐4  is  still  widely  used  as  a  pluripotency marker23,  suggesting  that  without  the  use  of 
transgenes  it  is perhaps unlikely that Oct‐4 will be overexpressed by mESCs. Finally,  it  is worth noting 
that  Oct‐4  appears  to  be  downregulated  rapidly  in  cells  undergoing  differentiation  because  the 









that mESCs  interact with one another  in a manner  that  improves  their  colony‐forming efficiency and 
self‐renewal  potential.  In  the  first  two  experiments we  used  the  BFC  as  a  screening  tool  to  create 
clusters  of  different  numbers  of  cells,  thereby  varying  the  level  of  diffusible  and  contact  signaling 





the CFE  is proportional  to  the plating density. This  suggests  that  the  increase  in CFE  seen  in  the  first 
experiment is at least partially due to a diffusible signal.  





















Serum‐containing  medium:  For  some  experiments  (see  Results)  we  cultured  ABJ1  and  CCE  mESCs 
without  feeders  in  serum‐containing mESC media: DMEM  (Invitrogen, 11960‐044)  supplemented with 
15% ES‐qualified fetal bovine serum (Invitrogen, 16141‐079), 4 mM L‐glutamine (Invitrogen, 25030‐081), 
1 mM non‐essential  amino  acids  (Invitrogen, 11140‐050), 50 U/mL penicillin, 50  μg/mL  streptomycin 
(Invitrogen,  15140‐122),  100  μM  β‐mercaptoethanol  (Sigma‐Aldrich, M7522),  and  500  pM  leukemia 
inhibitory factor (Chemicon, ESGRO ESG1107).  
Serum‐free medium:  The  second  set  of  experiments  described  in  this  chapter were  performed  in  a 
serum‐free medium  formulation  developed  for mESCs  by Austin  Smith’s  group159.  They  refer  to  this 
medium as N2B27, supplemented with LIF and BMP‐4. N2B27  is a 1:1 mixture of N2 medium and B27 
medium,  where  the  N2  formulation  is  slightly  modified  from  the  original.  The  N2  medium  was 
developed for growing of neuroblastoma cells96. The original N2 formulation consists of 5 µg/ml insulin, 
100 µg/ml transferrin, 20 nM or 6 ng/ml progesterone, 20nM sodium selenite, and 100 µM, or 16 µg/ml 
putrescine  added  to DMEM/F12.  The modifications  to  the  formulation  for mESCs  include  additional 
insulin and  the addition of BSA. The  final concentration of  insulin and BSA  in  the modified N2 are 25 
µg/ml  and  50  µg/ml  respectively.  The  B27  supplement  was  developed  for  growing  embryonic 
hippocampal neurons97. It  is a proprietary formulation by GIBCO, and  is added to Neurobasal medium. 
N2B27  is  supplemented  with  500  pM  LIF  and  10  ng/ml  BMP‐4.  For  growth  in  this  serum‐free 
formulation, plates must be coated with gelatin. Plates were incubated with 0.1% gelatin (Millipore) for 
15 minutes at room temperature and then washed once with PBS prior to plating cells. Additionally, cells 











Growth versus density experiments were performed  in 12‐well plates  (Nunc, Delta surface).  In smaller 
wells we found that the meniscus effects were strong and led to the accumulation of cells in the center 




For  experiments where we measured  the  fold  growth  at  two  different  time  points, we  created  two 
copies of  the  experiment  and  counted  each  at one  time point. Data  for  the  growth of ABJ1  cells  in 
serum‐containing medium  are  from  2  separate  experiments, with  two wells  corresponding  to  each 
density.  Data  shown  for  CCE  mESCs  shown  is  from  a  single  experiment  done  in  triplicate.  This 
experiment was  repeated  for confirmation, and  the  same  trend was observed  though values differed 








nutrients before performing  further growth assays. To do  this, since all  the nutrient molecules are <1 






plated  at  2e3  cm‐2.  For  CCE mESCs  in  serum‐containing medium  (Figure  4.3),  3  experiments  were 









Cells were plated  in 12‐well plates with one plate  for each  time point. 3 wells were plated  for each 
density. At each  time point each well was gently washed once  in  its own medium and  this medium, 
along with unattached cells, was collected for counting. We then washed each well with PBS, detached 
the  attached  cells  using  TryplE  (Invitrogen),  and  counted  the  number  of  attached  cells.  Finally  we 










plating density. We  then decided  to check whether  the growth  rate  is also dependent on  the plating 
density. As mentioned  in section 3.3.2, determination of  the growth  rate using  the BFC  is challenging 
(for mESCs) since the readout has to be visual.  Thus we decided to resort to more traditional dish‐based 
assays  for  the  second portion of  this  thesis.  Since  these  assays  are much  simpler  to perform,  it  also 






250 to 5000 cells/cm2, then  levels off, and finally starts to decrease. The  increase  in fold growth  in the 
range  of  250  to  5000  cells/cm2  is  in  agreement with  the  results  of  section  3.3.4 where  the  colony‐
forming efficiency was higher for cells plated at 3000 cm‐2 versus those plated at 300 cm‐2. The decrease 
in  fold  growth  at  higher  densities  is  likely  due  to  the  combined  effect  of  nutrient  depletion  and 





Next,  we  decided  to  investigate  the  time  dependence  of  the  fold  growth  in  further  detail.  The 




cells  will  attach.  One  might  hypothesize  that  this  is  due  to  injury  of  cells  during  the 







its  substrate.  However,  biologists will  often  distinguish  between  attachment  (and/or  survival  during 
attachment)  and  post‐attachment  survival  (personal  communications). We  hypothesize  that  survival 
during  the  attachment  phase  may  include  different  mechanisms  as  compared  to  post‐attachment 




affected.  The molecular  circuitry  associated with  the  lag  phase  is  just  starting  to  be  explored99,  100, 




of genes are more  than 5‐fold  induced and ~2.5% are more  than 5‐fold  repressed100. Their  study and 
work by others99  suggests  that differences  in glucose  concentration may be primarily  responsible  for 
these changes in transcription. 
Perhaps  the most  interesting aspect of growth  is post‐attachment, post‐lag‐phase growth, because  it 
reflects a more normal, in vivo‐like state of a cell, free of artifacts associated with having to re‐attach to 






in  a  different  (serum‐free) medium  formulation.  To  assess  post‐attachment  post‐lag  growth  in  the 
serum‐containing medium used  in all our assays  thus  far, we measured  the  fold growth at 24 and 48 
hours after plating. Figure 4.2 shows  that a density‐dependent  increase  in  fold growth  is observed on 
Day 1‐2c as well  (for some range of densities). These trends are statistically significant  ‐  for ABJ1 cells 
(Figure  4.2a),  for  Day  0‐1,  p(ANOVA)  is  5.7e‐6.  For  Day  1‐2,  since we  are  particularly  interested  in 
knowing whether the increasing trend is statistically significant, we applied the ANOVA analysis only to 
the  range  500‐2500  cells/cm2  (see Methods  for  details);  this  yielded  a  p‐value  of  2.6e‐3.  Thus  the 
density‐dependent growth is not caused by differences in attachment or length of lag phase alone. CCE 
mESCs show similar growth trends (Figure 4.2b) and similar analyses yielded p values of 1.4e‐4 for Day 0‐
1,  and  1.1e‐11  for  Day  1‐2.  Additionally, we  found  that  the  cells  grew much  faster  on  Day  1‐2  as 
compared to Day 0‐1; this is likely due to a combination of the effects of the lag phase and the fact that 
the attachment efficiency  is <100%. Since density‐dependent  increases  in growth  rate are one of  the 


















by varying  the plating density, one actually varies  two  rates:  the  rate of  secretion of  factors  into  the 
medium,  and  the  rate  of  uptake  of  factors  from  the medium.  Similarly, while  the  CM  contains  cell‐
secreted  factors,  some of  the proteins present  in  the original medium may have been depleted  to a 
greater extent  than  in  the control medium.  (Note  that even  in  the control medium one would expect 
some depletion of proteins to occur via adsorption to the tissue culture surface.) Therefore, the effects 
that we observe could also be produced by the depletion of a growth‐inhibiting protein from the culture 








all  the original proteins  in  the CM and control. A second approach  is  to  find a medium  that does not 
contain growth‐inhibiting proteins, and do experiments in this medium. Finally, a third approach would 
be to compare (numerically) the benefit provided by CM with the effects of depleting growth inhibitors. 




determine  the  levels  of  all  the  proteins  (typically  ~10)  prior  to  equalization.  This  is  not  only  time‐
consuming and expensive, but since  there will be ranges associated with each measurement,  it  is not 
clear  that  such  an  approach would work,  in  practice.  The  second  approach  i.e.  finding/developing  a 
medium  without  growth  inhibitors  appears  challenging,  except  that  it  is  likely  that  defined  media 
developed by other  laboratories  in  the past  are unlikely  to  contain  growth  inhibitors,  given  that  the 
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usual  objective  of  a  medium  is  to  provide  conditions  for  expansion  of  cultures.  While  this  is  the 
approach we used ultimately, a  caveat  related  to  the above  statement must be noted:  for  stem  cell 
media, in addition to facilitating the expansion of cultures, since one is usually seeking to propagate the 
cells as stem cells, it is important that the medium be able to maintain the cells in a self‐renewing state. 






by  Ying  et  al.159  specifically  for  expanding mESCs while maintaining  them  in  a  pluripotent  state. We 
created conditioned media from this culture, dialyzed  it against fresh media using a 3 kDa membrane, 
and compared growth of cells in dialyzed CM against control medium that was treated identically except 







were  removed.    Removal  of  BSA  or  insulin  (Ins)  from  N2  resulted  in  no  significant  decrease  in  proliferation.  Removal  of 
transferrin from N2 (Trans), or of the high MW components of B‐27 entirely, caused significant growth reduction (p=7e‐4 and 
1e‐3 respectively). Reduction of LIF or BMP‐4 concentrations by 50% resulted in no change in fold growth. 
The  serum‐free medium  (N2B27)  actually  consists  of  a  1:1 mix  of N2 medium  and Neurobasal/B‐27 
medium,  to which LIF and BMP‐4 are added  to prevent  the differentiation of  the mESCs. There are a 













(Invitrogen), we were unable  to  remove  the protein  components on  an  individual basis.    Instead we 
removed the protein components of N2 (BSA, transferrin, and insulin) and then removed the high MW 
components  of  the  B‐27  formulation  entirely.   When we  removed  the  BSA  or  insulin  from  N2, we 
observed no significant change  in the growth of mESCs over two days (in N2B27 + LIF + BMP‐4, Figure 
4.4b), indicating that unless there is a substantial decrease in the concentration of these proteins, they 
are  neither  growth  supportive  nor  inhibitory  (these  proteins  are  present  in  B‐27  as well). When we 
removed  transferrin  from N2 we  found  that  the  growth  rate of mESCs decreased by ~15%  (p=7e‐4), 
demonstrating  that  transferrin  is  growth  supportive  for  mESCs.  When  we  removed  the  high  MW 
components of B‐27 altogether, there was a sharp decrease in mESC growth indicating that B‐27, which 
consists of BSA, transferrin, insulin, SOD, and catalase, is strongly growth supportive, perhaps due to the 
synergistic  action  of  some  of  these  proteins.  Separately,  we  also  examined  the  impact  of  catalase 











To  summarize, we have  shown  that  the  large‐molecule  fraction of CM  is growth  supportive and  that 
there are no  large growth‐inhibitory molecules  in  the original medium.   Thus,  the growth  supportive 
effect of the CM must be due to the production of a large growth‐supportive factor by the cells used to 
condition the medium. This further implies that the density‐dependent growth observed in Figure 4.2 is 









the  assumption  that  attachment  and  the  lag  phase  are  complete  on  Day  0‐1.  To  validate  this 
assumption,  we  measured  the  attachment  rate  and  the  length  of  the  lag  phase  for  mESCs  in 
N2B27+LIF+BMP‐4. In Figure 4.7a we show the percentage of unattached ABJ1 cells as a function of time 
for two plating densities. The cells plated at the higher density attach at a faster initial rate (p=1e‐3), but 




the S‐phase. The return of the percentage S‐phase cells  to  its baseline  level represents the end of  lag 
phase. The lag phase for cells plated at 10,000 cells/cm2 lies between 3 and 6 hours, while the lag phase 
for cells plated at 2500 cells/cm2 lies between 6 and 9 hours. We used cell counting to confirm that the 
lag phase  is  indeed  in  the 6‐12 hour  range  (Figure 4.7c). Thus  attachment  and  lag phase  are  indeed 
complete  within  24  hours  after  the  commencement  of  culture.  Additionally,  density‐dependent 
58 
 










wanted  to  determine  whether  the  enhanced  growth  of  mESCs  at  particular  densities  was  due  to 
increased mitogenic activity and/or improved survival. If a mitogenic factor was being produced by the 
cells, one would expect that the G1 phase would be shorter (because S and G2/M are typically fixed), 
and  hence  the  proportion  of  cells  in  G1  would  decrease.  Using  flow  cytometry,  we measured  the 




















Since  the  colony‐forming  efficiency  improves with  increasing  density  (Chapter  3),  this  suggests  that 

















the culture. We counted  the  fraction of cells  that were detached at 24 hours and   48 hours, at 1000 
cells/cm2 and 5000 cells/cm2, the  latter being the density that shows the highest growth on Day 1‐2  in 
serum‐free conditions (Figure 4.6a). From this, we calculated the fraction of cells that detached on Day 








between  the positive  feedback  provided  by  autocrine  growth/survival  factors  and negative  feedback 
provided by nutrient depletion etc. could,  in  the  simplest case,  lead  to  such a  trend  (chapter 1). The 
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4.11). Given  that  the  attachment period  and  lag phase  lengths  are  very  similar  (Figure 4.7), we  also 
hypothesize  that  they may be  causally  related  in our  cultures  i.e.  that perhaps mESCs  are unable  to 
progress into G2/M without first attaching to the substrate. 
Interestingly, ICM (inner cell mass) cells have also been found to undergo apoptosis in vivo; ~10‐20% of 
cells  in  the mouse and human  ICM are undergoing apoptosis on Day 5 post‐fertilization107. Again,  the 






and  lag  phase  length  and  shown  that  these  increase  and  decrease  respectively  at  higher  densities. 








 Figure 4.10 a‐c  (Left) Fluorescence  images of Oct4‐GFP mESCs  labeled with YO‐PRO‐1  Iodide  (bright green) and PI  (red). The 
bright green cells  labeled with YO‐PRO are cells  in the early stages of apoptosis. In some cases, fragmentation of the nucleus 
can be seen (see especially c). The dim green signal is the Oct4‐GFP signal. The orange cells which are labeled with PI and YO‐
PRO are  likely  late stage apoptotic (or alternately necrotic) cells. (Right) Phase contrast  images of the corresponding colonies 
shown in the left panel, showing that the apoptotic cells are rounded and likely loosely attached to other cells in the colony. d. 

















mouse  embryonic  stem  cells. We  were  interested  in  verifying  the mechanisms  that  determine  the 
existence and value of this optimal density. A likely candidate mechanism for the initial increase in fold 
growth with plating density  is the production of autocrine growth/survival factors43. We demonstrated 
in  chapter  4  that mESC  cultures  do  indeed  contain  one  or more  such  factors.  In  order  to  obtain  a 
quantitatively accurate description of  the  role of  these  factors  in growth  it  is necessary  to obtain  the 
production rate of these factors as well as the variation of growth rate with factor concentration. To do 




Numerical  modeling  of  autocrine/paracrine  signaling  was  performed  using  the  Diffusion  (time‐
dependent) module in COMSOL Multiphysics. The geometry we used is shown in Figure 5.1. The effect 
of plating density (σ) is included in the model by varying the parameter L (Figure 5.1). The height of the 
liquid  layer was  2.5 mm, which  corresponds  to  the  liquid  height  in  our  experiments, which  is  fairly 
typical. The cell was modeled as a hemisphere with a radius of 7 µm.  
The  diffusion  constant  of  the  factor  in  the medium was  taken  to  be  10‐6  cm2/s which  is  typical  for 
proteins  in  the  5‐40  kDa  range108; most  diffusible  proteins  are  in  this mass  range. No‐flux  boundary 





colleagues109  has  shown  that  the  receptor  number  reaches  a  steady  state within  2  hours  after  the 
commencement of culture. Therefore  this assumption  is  justified.   We have also briefly  investigated a 
model that included unbinding events and receptor dynamics (Appendix 3). 
The geometry was meshed using the default mesh parameters to generate a triangular mesh with 1696 










Cell  culture was performed  in  serum‐free medium with adapted  cell  lines, as described  in  chapter 4. 
Recombinant mouse  (rm) Cystatin C,  rmTIMP‐1,  rmOsteopontin and  rmClusterin,  recombinant human 
(rh)  FGF‐4,  and  rhCyclophilin  A  were  purchased  from  R&D  Systems. Human  CypA  shares  a  96% 
sequence  similarity  with mouse  CypA,  while  human  FGF‐4  shares  an  80%  sequence  similarity  with 
mouse FGF‐4.  
5.1.3 SDS‐PAGE and mass spectrometric analyses 
Cells were  plated  at  30,000  cells/cm2,  fed  at  24  hours,  and CM was  collected  at  48  hours.  Control 
medium  (RM)  was  similarly  incubated,  but  without  cells.  4  ml  CM  and  RM  were  concentrated  to 
approximately 100 µl using a 3 kDa centrifugal filter unit  (Millipore). CM and RM were mixed 1:1 with 









effects, we  examined  literature  as well  as  the  CM  itself.    Several  proteins  have  been  shown  to  be 
secreted by mESCs, but when testing for the effects of potential autocrine ligands, it is important to test 
the response of cells to these ligands in the concentration ranges found in cultures. Using ELISA it is easy 















The model  has  three  parameters:  the  factor  secretion  rate  (r),  the  binding  constant  (kon),  and  the 







Figure  5.2  Concentration profiles  above  single  cells  from our  simulations,  for  cells plated  at  1000  cells/cm2  (a)  and  10,000 
cells/cm2  (b) at  t = 48 h. Concentration  is shown  in units of picomolar  (pM).  (c) Graph of α versus time. Circles are obtained 
from  the  simulation.  The  lines  shows  the  best‐fit  power  function  and  are  only meant  as  a  guide  to  the  eye.  For  these 
simulations, r = 5e‐13 moles/m2/s, kon = 1e8 1/(M.min), R = 1e5 receptors/cell.  
In Figure 5.2 we  show  some  typical  concentration profiles above  single  cells,  for  cells plated at 1000 
cells/cm2  (a) and 10,000 cells/cm2  (b) at  t = 48h. Using  the model we  then computed  the ratio of  the 






We  focus on  the value of α - 48 hours after  the  start of  culture  (α48). We  report  results at 48 hours 
because  in  the ELISA experiments  that will be described  in  the next  section, Singla et al.110  collected 
conditioned medium from cells after 48 hours. Let us first consider the dependence of α on the plating 
density. One would expect α to be  inversely  correlated with density;  for example,  the  concentration 
from a point source drops off as a‐3, where a is the distance from the source; but if there are “several” 
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mESCs  grown  in medium  containing  LIF19.  FGF‐4 has been  separately  identified  as being  secreted by 
mESCs, but does not affect  the survival or cycling  rate of mESCs111. We examined  the effect on mESC 
growth of supplementing the media with recombinant versions of each of these proteins at levels likely 
to be present in the culture. 
In  Figure  5.3 we  show  the  effects  of  adding  these  proteins  to mESC  cultures  at  the  concentrations 
measured  by  Singla  et  al.  to  be  present  in  the  conditioned  medium  (CM),  and/or  twice  those 
concentrations.  For  Cystatin  C  and  Clusterin  we  found  that  there  was  no  effect  on  growth  at  the 
concentration measured in CM, but a reduction in growth at twice that concentration. For Osteopontin 
and  TIMP‐1, we  found  that  there was  no  significant  change  in mESC  growth  relative  to  the  control. 
Finally, the concentration of FGF‐4 in mESC CM was not measured in the above study, but other studies 
have  shown  that  2  ng/ml  FGF‐4  can  increase  the  number  of  neural  precursor  cells  obtained  by 





















medium  (N2B27 +  LIF + BMP‐4), as well as  conditioned medium  from ABJ1 and D3 mESCs. The most 
likely  constituents  of  bands  in  the  control  medium  are  mentioned  in  parentheses,  based  on  the 
molecular weights of the corresponding proteins. The other bands are “contaminating” proteins, coming 
from the BSA and transferrin. Thus, even this defined medium is not completely defined. We also tried 











from control (serum‐free) medium. The arrows  indicate the  location of two additional bands observed  in the CM media. The 
most likely constituents of bands in the control medium are mentioned in parentheses, based on the molecular weights of the 
corresponding proteins. 
In our gel analysis we were primarily  interested  in the  locating bands  in the range of 15‐35 kDa, since 
most cytokines are in this size range.  As can be seen in the figure above, there is a dark, wide band at 
~30  kDa  in  all  three  lanes, which most  likely  corresponds  to  SOD‐1  (predicted MW  is  32  kDa). We 
wondered if this band may be concealing the presence of other proteins in the CM. Since SOD‐1 comes 
from the B‐27 added to the medium, we also analyzed CM collected from mESCs grown in N2 medium 













present  in  the  control  (7), or darker  than a  corresponding band  in  the  control  (3, 4, 8 & 10). Finally, 
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The major component of band 2 was  found  to be Cyclophilin A  (CypA), also known as peptidyl‐prolyl 
isomerase  A  (Ppia).  It was  also  the  only  detected  protein  in  this  band  that  is  known  to  be  present 
extracellularly. 
As mentioned  in  the previous  section, bands  3‐11 were only  evident when  cell were  cultured  in N2 




without  the high molecular weight components of B‐27  is very poor  (Figure 4.4b). We did detect  four 
extracellular  proteins:  TIMP‐1  (predicted  MW  22.6  kDa),  Hepatoma‐derived  growth  factor  (HDGF, 













It  is  possible  that  the  HDGF,  IBP‐2  and  KLK‐8  are  present  in  the  original medium  at  relatively  high 
concentrations  and  were  therefore  detected  in  our  slices  –  it  is  common  to  find  traces  of  highly 
abundant proteins across the whole gel (Dr. I. Papayannopoulos (Biopolymers Lab, MIT Cancer Center), 
personal communication). For e.g., we even detected peptides from transferrin (MW 80 kDa) and BSA 
(MW 66kDa)  (which are supplied  in the medium)  in our MS analysis.  IBP‐2  (also known as  IGFBP‐2) at 





We  next  sought  to  determine whether  supplementing media  with  any  of  the  above  factors would 
improve mESC growth.  We were especially interested in the extracellular proteins detected in bands 1 
and  2  since  these were  the bands  visible when  the CM was  collected  from  cells  incubated with  the 
complete medium (N2B27+LIF+BMP‐4, Figure 5.4). As mentioned above, we found that Cystatin C was 
not  growth  supportive  for mESCs  (Figure  5.3a).  CypA  secretion  has  been  shown  to  be  induced  by 
oxidative  stress117, 118,  and  CypA  has  been  shown  to  protect  various  types  of  cells  against  cell  death 
induced by  such  stress117, 119. Additionally, CypA‐/‐ embryos  show  slightly  reduced  fertility120  indicating 
that it may play a protective role in embryos, and Cypa protein is expressed in mouse ESCs121. Given the 










and  glycine  181  residues  in  the  extracellular  domain  of  CD147  are  critical  for  signaling  induced  by 
extracellular  CypA.  mESCs  have  been  found  to  express  the  Cyclophilin  A  receptor  CD147122,  with 
expression decreasing as the cells differentiate. No monoclonal antibody against mouse CD147 appears 








in growth was  less  (p=2e‐3)  than  the  corresponding decrease  for ABJ1 mESCs, which  consistent with 













assays  the conditioned medium collected  from cells plated at a  relatively high density  (>1e4cm‐2) and 
finds that protein A is only present at 10 ng/ml. Our analysis indicates that the concentration at the cell 
surface is not likely to be more than 20 ng/ml. In such a scenario it is not likely that protein A acts as an 







It  is  also  worth  noting  that  response  to  exogenously  added  ligands  may  not  be  necessary  for 
demonstrating the existence of an autocrine  loop. Models developed by Lauffenburger and colleagues 
predict that a cell may bind as much as 65% of the ligand it secretes109. Thus it is conceivable that such a 
cell may already be  in a  saturation  regime and may not  respond  to exogenously added  ligands. Such 
“saturated  autocrine  loops”  cannot  contribute  to  density‐dependent  growth.  Saturation  could  result 
from binding of all receptors, or saturation of activity within the internal pathway that processes ligand 




analysis  method  such  as  two‐dimensional  protein  separation  where  an  additional  charge‐based 
separation of proteins  is performed. Using 2‐d separation may clarify whether mESCs actually secrete 
some of  the higher MW proteins we detected  in our bands, namely HDGF,  IBP‐2, and perhaps KLK‐8. 
Additionally, we did not assay the effects of Thioredoxin which was detected  in band 1; this would be 
interesting to do in the future. Alternately, the SILAC method could be used to look for secreted proteins 




We  have  observed  that  D3 mESCs  produce  considerably  less  CypA  as  compared  to  ABJ1 mESCs  – 









Finally, over  the  last  few  years  it has been  found  that CypA and CD147 are overexpressed  in  several 
cancers123, 124, 166, 167, suggesting that they may support growth in other cell types as well.  
5.4 Summary 
In  this chapter  I have described our efforts at probing  the mESC secretome and  the effects of several 
secreted proteins on growth.  Initially, using numerical modeling we demonstrated that for cells plated 
at  ~10,000  cells/cm2  the  concentration  of  secreted  factors  at  the  cell  surface  is  quite  similar  to  the 
average  concentration  in  the  bulk  medium.  Thus,  to  assay  physiologically  relevant  protein 
concentrations,  it  is enough  to  titrate up  to  twice  the  concentration present  in  conditioned medium. 
Next,  we  assayed  the  effects  of  previously  known mESC  secreted  proteins  –  Cystatin  C,  Clusterin, 
Osteopontin,  TIMP‐1,  and  FGF‐4,  and  found  that  none  of  them  improved  growth  in  the  relevant 












due  to  the  effects  of  an  autocrine  survival  factor,  and  that  Cyclophilin  A  is  one  such  factor.  In  this 







proteins  from  cells  cultured  in  bioreactors6.  Most  of  these  models  were  Monod‐type  models 
incorporating  the effects of nutrient depletion and metabolite production.  In  these models,  the  cells 
were assumed to be in a well‐stirred bioreactor, thus there were no spatial gradients of nutrients.  
As we have seen, a second important mechanism that is responsible for modulating the growth rate in 
cultures  is autocrine  signaling via growth  factors. Cell‐cell  interaction via diffusible  signaling has been 
investigated primarily by Doug Lauffenburger’s group at MIT, and Shvartsman’s group (Princeton). While 
it  is  reasonable  that  the  production  of  a  growth  factor  by  cells  should  lead  to  a  density‐dependent 
increase  in  growth  rate,  this hypothesis was  first quantitatively  examined  via numerical modeling by 
Lauffenburger  and Cozens  in 198943,  and  they demonstrated  that  such  a process  indeed  leads  to  an 
increase in growth that is consistent with experimental data. 
However, we are unaware of any efforts at combining  the two above types of models so as to better 
understand  the growth of mammalian cells  in culture over  longer periods of  time.  In  the models and 
experiments  by  Lauffenburger’s  group43,  growth  over  short  periods  of  time,  typically  <  24  hours,  is 
examined such  that nutrient depletion  is not an  issue. Additionally, a  few studies have examined  (via 
numerical  modeling)  the  role  of  the  competing  effects  of  growth  factor  production  and  nutrient 
depletion  in  tumor  growth125, 126.  Byrne  and Gourley125  showed  that  such  competition  could  lead  to 
interesting effects  such as oscillations  in  tumor  size over  time. Ferreira et al.126 examined  the  role of 
growth  factors  in  determining  the  fractal  dimension  of  tumor  boundaries.  However,  experimental 
testing  of  these models  does  not  appear  to  have  been  performed.  This  is  not  surprising  given  the 








Approximately 20% of  the  liquid was  found  to evaporate  in our experiments. Therefore we applied a 
correction factor of 0.8 to all AA concentrations.  
Glucose consumption rate was measured using a commercially available kit  (GAHK20 Sigma). 5e5 cells 
were  plated  in wells  in  a  96‐well  plate.  After  allowing  them  to  attach  overnight,  the medium was 
replaced  and  then  collected  after  6  hours.  The  number  of  cells  at  the  beginning  and  end  of  the 
incubation was counted using similarly plated wells. By fitting an exponential function to these values, 
the  average  number  of  cells  during  the  incubation  period  was  calculated.  Glucose  titration  was 
performed in N2 medium by replacing DMEM/F‐12 with glucose‐free DMEM (Invitrogen) supplemented 
with non‐essential amino acids  (glucose‐free neurobasal medium  is not  commercially available). Data 
shown  is Day 2‐3 data. Cells were plated  in N2B27+LIF+BMP‐4 and allowed to attach  (24 hours). Then 
cells were placed in various concentrations of glucose and allowed to adapt for 24 hours. The assay was 
performed  following  this  adaptation  period;  cell  counts were  performed  before  and  after  the  assay 
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manner on the concentration of epidermal growth factor  in the culture. The  linear model  is presented 
because the linear term represents the first term in a Taylor expansion for arbitrary functional forms. 








cells,  the  difference  in  fold  growth  on Day  1‐2  between  cells  plated  at  10,000  cells/cm2 and  20,000 
cells/cm2 was 10.2 ± 1.6%. To assess the role of nutrients and metabolites i.e. the low MW components 
of  the medium,  in  this  decrease we  used  a  complimentary  strategy  to  that  used  in  chapter  4. We 
collected Day 0‐2 and Day 1‐2 conditioned medium from cells plated at 20,000 cells/cm2 (cells were from 










and  20,000  cells/cm2  (10.2  ±  1.6%),  suggesting  that  alterations  in  the  low MW  composition  on  the 





concentrations  for  the above nutrients, and developed a  “minimal essential medium”  (MEM)128‐130.  (I 
have only referenced a few of his multiple papers on this subject.) Using values measured by him and 
others, we  tried  to  determine which  nutrient(s)  is  (are)  likely  to be depleted below  the  threshold(s) 
required  for  maximal  growth.  Unfortunately,  our  survey  of  the  literature,  in  combination  with 
experiments, was not  able  to unearth which  species  is  likely  to be depleted  in our  system. Below,  I 
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There  appears  to  still be  some debate  in  the  literature  as  to which  amino  acids  are essential  versus 
nonessential  for  the  survival of humans  (see,  for e.g. Reeds131). However, of  the  twenty amino acids 
found  in  nature,  nine  cannot  be  synthesized  by  adult  vertebrate  animals  and  therefore  must  be 




To  determine  whether  AA  may  be  limiting  in  our  cultures,  we  measured  the  percent  amino  acid 
remaining  in  the  culture  for  ABJ1  cells  plated  at  10,000  cells/cm2,  at  the  end  of  day  2,  in  serum 
containing medium. At this density, there is a decrease in growth rate on day 2 (chapter 4), suggesting 
that a nutrient is depleted.  The reason for performing this measurement in serum‐containing medium is 




mammalian  cell  growth,  as  determined  by  Eagle129  (Table  6.1).  In  fact,  Eagle  measured  the  AA 
requirements for several cell lines, as mentioned above, and we have reported below the highest values 
we  could  find, which  are  for  a  kidney  cell  line129. Additionally, more  recent  studies  suggest  that  the 
values measured by Eagle may be somewhat high133. However, it is easy to see that the concentrations 
in our cultures are greater  than  (typically by a  factor of 4‐5)  that  required  for optimal cell growth  (as 
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1  L‐Arginine  550  23 424 100 4.2 
2  L‐Histidine  175  11 156 100 1.6 
3  L‐Isoleucine   600  14 516 100 5.2 
4  L‐Leucine   625  18 513 100 5.1 
5  L‐Lysine∙HCl   650  4 624 100 6.2 
6  L‐Methionine   157.5  18 129 30 4.3 
7  L‐Phenylalanine   300  14 258 30 8.6 
8  L‐Threonine   625  33 419 100 4.2 
9  L‐Tyrosine  300  15 255 100 2.6 
10  L‐Valine   625  11 556 100 5.6 
 
The  following  caveats  must  be  noted:  a)  concentrations  of  cystine  and  tryptophan  could  not  be 
measured at Dana Farber (see methods); b) all values for final AA concentrations have been corrected 
for evaporation  (see methods).  In other words,  the actual  final  concentrations are about 20% higher 
than presented above due to concentration of molecules as a result of the evaporation of water.  
We also measured the depletion of non‐essential amino acids (Table 6.2). However, the concentration 




of 200 µM, which  is also  lower  than our measured concentration, and  that asparagine, aspartic acid, 
glutamic acid and proline had no effect on the growth rate of  lymphoma cells. Alanine  is produced by 
most  cell  types and we also detected a  small  increase  in alanine  concentration  in our media. Finally, 
asparagine and aspartic acid, and glutamine and glutamic acid are pooled  for analysis  in  the Applied 
Biosystems 420A Amino Acid Analyzer. The pooled result for asparagines and aspartic acid are presented 




















3  L‐Aspartic Acid  25  21.5
4  Glycine  325  21 256.75
5  L‐Proline   108.5  7.5 100.3625





in  the published data  (reviewed by Portner and Schaffer6;  interestingly,  the authors mention  that  this 
may  be,  in  part,  because  concentrations  of  glutamine  and  glucose  are  relatively  easy  to measure). 
Therefore  we  investigated  the  role  of  L‐glutamine  in  further  detail.  Typical  Monod  constants  for 
glutamine  (KGln) are 60‐150 µM
6, where the Monod constant  is the concentration at which the growth 







The  pooled  analysis  of  glutamine  and  glutamic  acid  in  our  culture  yielded  that  there  was  a  net 
consumption of these AA of 14.6%. This suggests that the final glutamine concentration is approximately 
1.2 mM, which is in the saturation regime of the above graph. To complement our analysis we looked at 
glutamine  consumption  rates measured  by  other  authors136,  137  are  40‐60  nmol/106  cells/h.  At  our 
highest densities for ABJ1 cells (20,000 cells/cm2), we have on average ~1.5e5 cells/well (24 well plates), 
which,  in 50 h, at the highest measured rate of 60 nmol/106 cells/h would consume < 500 nmoles and 






Glucose  is an  important source of energy for most cell types. During glycolysis, glucose  is converted to 
pyruvate, and then pyruvate is further metabolized to lactate (anaerobic respiration) or carbon dioxide 
and  water  (aerobic  respiration)8.    All  these  processes  result  in  the  generation  of  energy  which  is 
ultimately  stored  as  ATP.  Additionally,  glucose  serves  as  an  intermediate  for  the  synthesis  of  other 
compounds such as lipids and nucleotides. 
Monod constants for glucose have been measured by several authors, and are  in the range of 30‐300 





Additionally,  uptake  rates  for  glucose  are  typically  1‐4  x  10‐10 mmoles/cell/h6, 135. While  the  glucose 
uptake  rate  is  a  function  of  the  extracellular  glucose  concentration,  the  above measurements  are 
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typically  performed  in  the  10‐25  mM  range  where  the  uptake  rate  is  relatively  independent  of 
concentration. The glucose uptake rate for a mESC line was measured by Cochran et al. to be 3.3 x 10‐10 
mmoles/cell/h139. We measured the glucose uptake rate for ABJ1 mESCs to be 4.6 x 10‐10 mmoles/cell/h. 





Uptake  of  vitamins  does  not  appear  to  be  commonly  measured.  We  were  only  able  to  find  one 
publication that tried to comprehensively measure uptake rates for most vitamin species. In this paper 
by Blaker and Pirt140, they measure vitamin uptake rates for a mouse fibroblast cell line. However, values 
















Thiamine∙HCl (B1)  3  0.03 Retinal141 1 Depletion not detectable in LS
Riboflavin (B2)  0.3  0.00165 Fibroblast (LS) 0.55
Niacinamide (B3)  3  0.07 Fibroblast (LS) 2.33
D‐Pantothenic Acid 
(B5)  3  0.0055  Fibroblast (LS)  0.18 
Pyridoxine∙HCl (B6)  3  0.075 Fibroblast (LS) 2.5
D‐Biotin (B7)  3.65e‐3  0.00002 Kidney142 0.55 See Appendix 4 
Myo‐Inositol (B8)  10  0.215 Fibroblast (LS) 2.15
Folic Acid (B9)  3.3  0.033 Intestinal143 1 Depletion not detectable in LS
Cobalamin (B12)  0.5  3E‐07 Fibroblast144 6e‐5 Depletion not detectable in LS
Choline Chloride   6.44  1.7 Fibroblast (LS) 26.4
 
Finally, the salt contents of mammalian cells are well described and typical intracellular concentrations 









glucose  and  glutamine  respectively.  In  section 6.3.1.2 we  showed  that  glucose  consumption  rate  for 
mESCs  is  in  the range of 3‐5 x 10‐10 mmoles/cell/h. Based on our measured value of the consumption 
rate of 4.6 x 10‐10 mmoles/cell/h for ABJ1 cells, the decrease in glucose concentration in our experiments 
is less than 5 mM for ABJ1 cells, which implies that the lactic acid concentration is less than 10 mM. We 
measured  the  growth  of  ABJ1  cells  in  various  concentrations  of  lactic  acid  and  found  that  a 
concentration of 13 mM did not decrease  the growth of ABJ1 cells  (Figure 6.4). At 26 mM  lactic acid 
there was a ~10% decrease in fold growth that tended towards significance (p=0.06). Finally, at 40 mM 
lactic  acid  there was  a  significant  decrease  in  growth  rate  (p=4e‐8).  These  values  agree with  those 
measured by other investigators, who have shown that lactic acid concentrations of up to 60 mM do not 








of ammonia  is not  likely  to be the cause  for decrease  in growth  for our cells. Additionally,  the rate of 









developed a numerical model of cell growth  including  the above  two processes  (methods) and  fit  the 
resulting behaviors to our data.  
In Figure 6.5 we see  that density‐dependent growth over  two days  for ABJ1 mESCs  is consistent with 
such models. The solid  line shows the behavior of a model where growth  is  linearly dependent on GF 
concentration while  the  dashed  line  shows  the  behavior  of  a model where  growth  has  a  sigmoidal 






of  growth  rate  on  growth  factor  concentration, while  the  solid  line  represents  similar  data  from  a model with  sigmoidal 
dependence. 
Fitting was performed by  computing  solutions  for  a  range of parameter  values  and  determining  the 
values  that provided  the  least  square  error. Our  solutions  represent  local minima  in  the parameters 
space, and we cannot  rule out  the existence of other best‐fit parameter values. For  f(c) =  (1+ kcc) we 
obtained a best‐fit basal doubling time of 18 hours (rbasal = 0.0389 h
‐1) and a factor half‐life of 12 hours (γ 
= 0.0583 h‐1). For  f(c) =  [1 + kcc/(1+c)] we obtained a best‐fit basal doubling  time of 11 hours  (rbasal = 
0.0636 h‐1) and a factor half‐life of 5 hours (γ = 0.14 h‐1). The doubling time values are within the range 
expected for mESCs. The factor half‐lives appear to be within the physically acceptable range; while not 




















contains  ~20  additional  components.  These  components were  presumably  added  to  the medium  by 




effects of  titrating  the 10s of  ingredients  that are  included  in media. This  is an especially  challenging 
exercise because different components may have synergistic effects on growth and other properties of 
cells. Thus determining what nutrient(s) is(are) depleted in cultures would also, in general, benefit from 




factors and nutrients. We have seen  in Chapter 5  that gradients of soluble  factors are not very  large; 
therefore  such  an  assumption  is  not  unreasonable. However,  efforts  to model  cell  behaviors would 
certainly benefit from a more complete characterization of transport  in culture dishes, and  if required, 
subsequent modification of the model to include the effects of gradients in concentrations. 
In our model we have not  included  the effects of cell‐cell contact, but  it  is plausible that contact may 




is via a phenomenon called contact  inhibition  (chapter 1). Our data suggest  that nutrient depletion  is 
sufficient to account for the decrease in growth seen at high densities in our experiments. Indeed, for ES 
cells,  the general perception  in the  field seems  to be that ES cells do not possess contact  inhibition60. 
This  is  because  they  form  cancers  when  injected  into  mice,  and  tumor  cells  usually  lack  contact 
inhibition. Additionally,  in the blastocyst, cells are generally dividing rapidly so as to form germ  layers, 
even though they are  in contact with other cells36. A third piece of evidence that  is sometimes cited  is 
that mESCs grow as multilayer colonies. It is thought that cells in the upper layer come from cell division 
in  the  lower  layers. Thus cells  in  the  lower  layers appear  to be able  to divide even  though  these cells 
contact other cells. This  implies  that  they are not contact  inhibited. While  these observations suggest 
90 
 











glucose depletion  in particular because  it  is one of the main energy sources for cells, and showed  it  is 
not  likely  to occur  in our experiments. For amino acids we measured  the  levels present at  the end of 
culture and compared these values to those required for optimal growth, as determined for other cell 
lines. We  found  that  for  those amino acids  that were analyzed, none of  them appear  to be depleted 
below the required levels.  
We  have  also  developed  a  simple  numerical model  to  check  whether  GF  production  and  nutrient 
depletion can account for the density‐dependent growth observed  in our experiments. We found that 
our numerical model can provide a good fit to the data. Further characterization of autocrine processes 














interactions  in  the process/phenotype of  interest by using  the BFC. While  it  is possible  to  screen  for 
interactions  by performing  large‐scale RNAi  screens,  these  are  expensive  to perform  and only  a  few 





mould.  The  cost  of  a  single  chip  is  thus  of O($10).  Therefore  the  BFC  is  a  cost‐effective  device  for 




If  the BFC  indicates  that  signaling  is  involved  in  the phenotype of  interest, a different BFC, or plating 
density  variation  in  traditional  culture  (depending  on  the  phenotype  under  study)  could  be  used  to 
investigate whether diffusible signaling affects the phenotype  intensity. Further, a positive result from 
the  BFC  could  justify  the  investment  of  greater  resources  into  trying  to  discover  the  identity  of  the 
proteins involved. For example, in our study, BFC experiments suggested that cell interactions modulate 





perform  proteomic  analysis  of mESC  conditioned medium  to  try  to  unearth  the  identity  of  growth 
factors in the medium.  
Additionally,  pre‐screening with  the  BFC  prior  to  an  RNAi  or  similar  screen  could  reduce  the  search 
space. For example, according  to  the Gene Ontology database only about 4% of  currently annotated 
human  genes  consist  of  proteins  that  are  directly  involved  in  cell‐cell  signaling.  This  list  includes  all 
known ligands, receptors, connexins, and cadherins. If by using the BFC one were able to associate the 
development of a phenotype with cell  interaction,  then  instead of screening  the whole genome using 
RNAi one might choose to screen that 4% of genes that are known to be involved in cell –cell interaction. 
Additionally, we have used numerical modeling  to establish  the  range of protein  concentrations  that 
must be tested in biological assays downstream of proteomic efforts. The final step of the workflow has 
not been explored  in depth  in  this  thesis because of  the process studied  (growth) and  the  inability  to 
identify  the  depleted  nutrient(s)  (or  the  metabolite(s)  responsible  for  growth  reduction  at  high 
densities).  However,  in  general  it may  be  possible  to  use  numerical modeling  in  combination  with 
quantitative  experiments  to  assess  the  sufficiency  of  the  discovered  proteins  in  accounting  for  the 
phenotype/process under  study. These  last  two  steps could be used  iteratively  to obtain  satisfactory, 
quantitative descriptions of cellular processes. 
7.1.2 Discovery of Cyclophilin A as an autocrine survival factor in mESC cultures 
The  discovery  of  CypA  as  an  autocrine  survival  factor  in mESC  cultures  should  be  of  interest  to  the 
biology  and  bio‐engineering  communities.    Cyclophilin  A  also  appears  to  be  produced  by  human 
embryonic stem cells (hESCs; Bendall et al.146, supplemental data), and the CD147 precursor protein was 
detected  in  the  plasma  membrane  of  hESCs  via  mass  spectrometry147,  raising  the  possibility  that 




















held stationary against the  flow, which  is a  function that our array can provide. Additionally, with  the 
BFC ~50% of the array can typically be filled when loading single cells. With the nDEP microwells and our 
development  of  a  technique  for  positioning  cells  we  can  reach  loading  efficiencies  of  ~90%.  This 
additional functionality may have useful applications, for example for engineering neuronal networks in 
vitro. With  regard  to  improving  the operation of  the device  the  following areas may be  interesting  to 
explore in the future: 
i. Including  constraints  resulting  from  the  generation  of  reactive  oxygen  species  (ROS)  in  device 
design. We used modeling of the effects of the device on cell health as a design tool. However, we 
did not explore the role of ROS. Experimental studies by Wang et al.80 as well as  in our own  lab81 
have demonstrated that AC electrical  fields can  lead to  the generation of ROS, which can activate 
the  stress‐response  in  cells.  These  studies  also  demonstrated  that  the  effect  of  ROS  is  lower  at 
frequencies  above  1 MHz which  is  the  region we  typically  operate  in. Nevertheless,  the  cellular 
response  is dependent on voltage and  frequency, and  it may be useful  to  include  the constraints 
resulting from ROS generation in future array designs. 
ii. Chip architecture and loading protocol. In the current device design process, the primary emphasis 
was  on  the  holding  strength  of  the DEP  traps67, 76.  Subsequently,  interdigitated  electrodes  (IDEs) 
were added  to  the device  to mitigate  the sticking of cells. While  the  influence of  these additional 
electrodes on trapping strength has not been assessed quantitatively, we have observed that they 
are indeed able to trap cells against flowrates of ~10 µm/s. Future designs could focus on methods 
by which to  improve the  loading efficiency of the device. Currently, even using EHD flow,  it  is only 
possible to load ~25 out of the 100 traps in each array. This is why loading efficiency was calculated 
over  25‐site  regions.  This happens because  loading  25  traps  takes  approximately  30 minutes, by 
which time cells settle in the syringe, tubing, and device; thus there are no more cells available for 
filling  the  remaining  traps. A  simple  fix  for  this may be  to  re‐orient  the  syringe pump  so  that  the 
syringe is vertical instead of horizontal. This technique has been used with yeast cells in our lab, and 
appears  to work well. Additionally,  it may be useful  to  incorporate bubble  traps  into  the  fluidics, 
since  switching  between  the  syringe  containing  the  cell  suspension  and  the  one  containing  just 
medium (for washing away the untrapped cells) can lead to the formation of bubbles.  
Another way  to  improve  the supply of cells may be  to create a cell storage  region  in  front of  the 
array. Currently, most cells in the region upstream (and downstream) of the array stick to the device 
surface  and  are  unable  for  loading  into  wells  (Figure  7.2a).  This  makes  it  challenging  to  load 
especially the initial rows of the array. By either extending the IDEs to cover the entire chamber, or 























hours  to  determine  the  number  of  cells.  In  the  24‐48  hour  period  we  observed  that  cells moved 
considerably and did not retain contact with each other, therefore we present the result of growth over 
the first 24 hours only. Interestingly, we found that growth over this period shows an  initial  increasing 




contact  inhibition. However, when we plot growth as a  function of  the average number of neighbors 
(Figure 7.3b), we see that for n~3 neighbors there is actually a wide range in fold growth. This suggests 
that other mechanisms such as  local nutrient depletion may also be  involved. Further work  is required 
to assess whether contact effects can indeed be detected by the BFC method.  
 
Figure 7.3 a. Fold growth  (3‐24 hours) versus the  initial number of cells  in a cluster  for HUVECs. b. Fold growth  (3‐24 hours) 
versus the average number of neighbors for HUVECs. 
Additionally, it would be interesting to study processes other than growth. In chapter 3 I described our 




system  that  contains  “active  wells”,  and  could  be  used  to  study  heterotypic  interactions163.  The 
microwells in this system have electrodes at the bottom that are used to provide a repulsive nDEP force 
which enables cells to be ejected from the microwells. By addressing these electrodes  individually, we 
are  able  to  selectively  clear particular wells. We used  this device  to  iteratively pattern  two  celltypes 


















differentiation. However,  in  such devices  it  is  important  to distinguish between  the effects of altered 
signaling  and  those  associated  with  application  of  shear  stress  (such  investigations  are  currently 
underway in our lab). Additionally, it will be important to ensure that diffusible signal from one cluster 







 Figure  7.5  Schematic of  a device  for modulating  contact  signaling  alone. By making  clusters of  cells one  can modulate  the 
amount of contact and diffusible signaling. By then flowing away diffusible factors one obtains a method for modulating contact 









further  investigate  the mESC secretome. Alternately,  the SILAC method could be used  (Stable  Isotope 





found  that CypA  is also produced by human ESCs146 and the CD147  (CypA receptor) precursor protein 
was  detected  in  the  plasma  membrane  of  hESCs  via  mass  spectrometry147.    It  would  certainly  be 
interesting  to  test whether CypA also acts as an autocrine  survival  factor  in hESC cultures. This could 
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DEP refers to the force on a cell  in a spatially non‐uniform electric field.   When a cell  is placed  in any 
electric  field,  an  electric  dipole  is  induced  in  the  cell. When  this  field  is  spatially  non‐uniform,  the 
electrical forces pulling on each half of the cell are unbalanced, resulting in a net force that propels the 







The DEP force (FDEP) on a spherical  rtic  bpa le is given y 
ܨ஽ா௉ ൌ 2ߨߝ௠ܴଷܴ݁ሼܥܯሽ. ׏ܧଶ   
where εm is the electrical permittivity of the surrounding media, R is the radius of the particle, and E is 
the  applied  electric  field.  CM  is  the  Clausius‐Mossotti  (CM)  factor,  which  describes  the  electrical 

































t  is  typically  ~5nm8. Given  these  values,  it  is  possible  to  simplify  the  above  equation  to  obtain  the 
effective permittivity and conductivity o  af  cell. 

























































frequency  represents  the  frequency at which  the  cell  impedance as a whole  switches  from primarily 
capacitive,  to  primarily  resistive.  The  impedance  of  the  cell  as  a  whole  is  the  sum  of  these  two 
111 
 




































mouse ES cells plated  in  the device, or  in a culture dish at a  low density of 100 cells/cm2. Figure A2.2 
shows  that  these  survival  probabilities  are  similar,  demonstrating  that  the  BFC  does  not  reduce  cell 


































collect  less cells and as a  result have  smaller clusters. Thus one obtains more data  for  larger clusters 


















High  1  1  153  90  58.8 
High  2  1  143  89  62.2 





Low  1  1  43  18  41.9 
Low  1  2  57  26  45.6 













High  1  1  150  88  58.7 
High  2  1  199  129  64.8 





Low  1  1  25  13  52.0 
Low  2  1  43  24  55.8 







densities.  In c and d we  show  images of cells  taken  shortly after  inverting  the BFC, clearly  showing a 
large difference in the plating density. Images e and f show the resulting colonies in the same region of 




























simulation  we  actually  found  that  the  unbound  receptor  number  varied  over  the  duration  of  the 
simulated culture (48 hours). In this regard the results of Shvartsman et al.109 are somewhat confusing 
because while  they provide values  for  receptor production and  internalization  rates,  in  the  text  they 













grown  in N2 medium  alone,  sorted by  the bands  that  they  likely  contribute  to  (bands 1  and 2 were 
analyzed separately, bands 3‐10 were analyzed as a pool). For some of the more abundant proteins, we 
have  mentioned  their  apparent  MW,  by  looking  up  datasheets  for  corresponding  antibodies  at 
SCBT/Abcam. For comparison, we show the number of peptides of the same proteins detected in an MS 
analysis of mESC  lysate: Molecular &  Cellular  Proteomics  5:1261‐1273,  2006. A  comparison  of 
their  and  our  results  reveals  that  ~  75%  of  the  highly  abundant  (>15  peptides  detected), 
intracellular,  non‐ribosomal  proteins  in  the  range  of  19.5‐30  kDa  seen  in  their  study, were 












Ubiquitin‐conjugating enzyme E2 N  16104 1  8
Eukaryotic translation initiation factor 5A‐1 17049 3  9
Fatty acid‐binding protein, heart  14810 1  9
Tubulin‐specific chaperone A  12807 1  4
Small ubiquitin‐related modifier 3 precursor  12593 3  ‐
Transcription elongation factor B polypeptide 1  13219 1  4
Band 2 in addition to Cyclophilin A 
Eukaryotic translation initiation factor 5A‐1 17049 3  9
Small ubiquitin‐related modifier 3 precursor  12593 3  ‐
Ubiquitin‐conjugating enzyme E2 variant 1  16458 1  4
Ubiquitin‐conjugating enzyme E2 L3  18033 1  9
Band 3 
CNBP  Cellular nucleic acid‐binding protein   19578 4  10 20
TCTP  Translationally‐controlled tumor protein   19449 2  14
PARK7  Protein DJ‐1  20008 1  12
Band 4 
PRDX1  Peroxiredoxin‐1   22162 2  35 22
DUTP  Dutp protein   21238 2  10
CBX1  Chromobox protein homolog 1  21404 1  7
LSM12  Protein LSM12 homolog  21687 1  ‐
YKT6  Synaptobrevin homolog YKT6  22300 1  5
Band 7 
TPIS  Triosephosphate isomerase  26695 8  19 26
121 
 
HMGB2  High mobility group protein B2  24146 5  24 ~27
CYBP  Calcyclin‐binding protein   26493 3  18
CPSF5  Cleavage and polyadenylation specificity factor subunit 
5  26223 2  10
IDI1  Isopentenyl‐diphosphate Delta‐isomerase 1  26272 2  5
AK2  Adenylate kinase 2, mitochondrial  26451 2  9
UCHL4  Ubiquitin carboxyl‐terminal hydrolase isozyme L4  26433 1  ‐
EFHD1  EF‐hand domain‐containing protein D1   26982 1  ‐
Band 8‐9 
PGAM1  Phosphoglycerate mutase 1   28813 7  19 29‐30
GDIR1  Rho GDP‐dissociation inhibitor 1  23392 7  14 29
YHWAZ  14‐3‐3 protein zeta/delta   27753 5  22 30
TIMP1  Metalloproteinase inhibitor 1   22613 3  ‐ 29
HMGB1  High mobility group protein B1  24878 3  12 29
TPM3  tropomyosin 3, gamma   28840 2  20
CAH2  Carbonic anhydrase 2   29014 2  6
NIT2  Nitrilase homolog 2   30482 1  11
HAGH  Hydroxyacylglutathione hydrolase   28882 1  ‐
DNJC8  DnaJ homolog subfamily C member 8   29794 1  5
CN166  Protein C14orf166 homolog  28134 1  9
Band 10 
TPM1  Tropomyosin alpha‐1 chain   32660 2  8
CPIN1  Anamorsin  33407 1  5
SPEE  Spermidine synthase   33972 1  10
Do not appear to correspond to any band  
HDGF  Hepatoma‐derived growth factor   26252 3  6 40
IBP2  Insulin‐like growth factor‐binding protein 2   32740 3  3 35









As  in  section  6.3.1.1, we  collected  either  Day  1‐2  or  Day  0‐2  CM  from  D3 mESCs  grown  at  40,000 
cells/cm2. We also collected control medium that had been incubated for the identical length of time in 
a similar dish. We dialyzed both media to obtain the <3kDa fraction and replenished the proteins. We 
applied  either  25%  CM  or  100%  CM  to  a  fresh  batch  of  cells  and measured  growth  over  a  24  hour 
period. In a separate experiment with the same set of cells, we measured growth over Day 1‐2 for cells 
plated at 10,000 cells/cm2 and 40,000 cells/cm2  (Figure A4.1). We observed  that  relative Day 1‐2  fold 
growth for cells plated at 40,000 cells/cm2 (0.62 ± 0.03) lay between the value for relative fold growth in 
Day 0‐2 CM (0.57 ± 0.06, p=.03) and the value for Day 1‐2 CM (0.77 ± 0.03, p=1.6e‐4). This data suggests 






Of  the  three  cell  types described  in Griffiths et al.136 and Duval et al.137,  the 6H2 hybridoma  cell  line 
described by Duval137 has the highest amino acid uptake rate for most species. We used the uptake rate 
of this cell type to determine the amount of amino acids taken up by 1.5.105 cells  in 50 hours. 1.5.105 
cells corresponds to the approximate average number of cells per well  for  the density used  in our AA 
depletion  experiment.  From  this, we  determined  the  percentage  of  amino  acid  consumed  for  each 
species (Table 1), and the residual amount of AA  in the medium at the end of the culture. It  is easy to 
see that the amount of AA remaining is typically 4‐5 more than that required by cells for optimal growth 






Amino Acid  % consumed  µM remaining  µM required 
% consumed 
mESC 
L‐Arginine  17  459  100  23 
L‐Cystine  31  34  10   
L‐Glutamine   31  1038  300   
L‐Histidine  7.5  162  100  11 
L‐Isoleucine   12.4  525  100  14 
L‐Leucine   14  537  100  18 
L‐Lysine∙HCl   8  600  100  4 
L‐Methionine   12  140  30  18 
L‐Phenylalanine   7.6  277  30  14 
L‐Threonine   6  588  100  33 
L‐Tryptophan   13.5  54  10   
L‐Tyrosine  9  273  100  15 
L‐Valine   8  576  100  11 
 
More vitamin uptake rate references 








































































































with DNAase  I  (Invitrogen). We prepared cDNA using SuperScript  II Reverse Transcriptase  (Invitrogen) 
and Oligo(dT)20  primer  (Invitrogen).  Primers were  designed  using  PCR3,  and  the  PCR  reactions were 
























cells  had  been  cultured  in  N2B27  +  LIF  +  BMP‐4  for  15  generations.  As  can  be  seen  below, 
undifferentiated  cells  expressed  transcripts  for Oct‐4, Nanog  and  Sox‐2,  and  the  relative numbers of 
transcripts  decreased  with  increasing  differentiation.  Gata‐4,  Brachury,  and  Fgf‐5  were  chosen  as 
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