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ABSTRACT
This thesis reports work in three topics - I) isotropic strain-induced rigidity transitions in
under-constrained spring networks II) uniaxial strain-induced stiffening transitions in semiflexible networks with area-conserving inclusions and III) non-linearities in the buckling without
bending morphogenesis model for growing cerebella. All models are two dimensional and
we employ either discrete and continuum models to study these systems. In I), motivated
by the rigidity transitions in isotropically strained disordered spring networks, we study rigidity transitions in isotropically strained area-conserving random polygonal loops. We find a
crossover transition in these loops. We also provide arguments towards showing convexity
as a necessary condition for the transition and cyclic polygonal configurations, a sufficient
condition. In II), towards modeling the uniaxial compression stiffening experiments in mEF
cells and composite systems of fibrin and dextran beads, we construct area-conserving regular
polygonal loops. These loops demonstrate compression stiffening. We also report the compression softening of on-lattice semiflexible polymer networks. The softening mechanism is
independent of Euler-buckling instabilities. Introduction of area-conserving regular polygons
as inclusions in the semiflexible network introduces non-affinities in the elastic response of the
system. The non-affine bending of filaments leads to compression stiffening of the semiflexible network. In III), we find that by adding non-linearities to the buckling without bending
morphogenesis model, we obtain cusped folds which visually resemble the cusped folds of
the cerebellum. Introduction of non-linearities in the energy functional of the model robustly
develops a quadratic non-linearity in the Euler-Lagrange equations. We study the effect of
such a non-linear force for a simple harmonic oscillator like system and see that there too we
obtain cusped ‘folds’. We also discuss steric confinements on the growing cerebellum and a
paradigmatic demonstration of hierarchical folds in the cerebellum.

Interplay of geometry and mechanics:
disordered spring networks and shape-changing cerebella

By
Mahesh Chandrasekhar Gandikota
Integrated M.Sc. Physics
National Institute of Science Education and Research, Bhubaneswar, 2015

Dissertation
Submitted in Partial Fulfillment of the Requirements
for the degree of
Doctor of Philosophy in Physics

Syracuse University
August 2021

Copyright © 2021 Mahesh Chandrasekhar Gandikota
All rights reserved.

ACKNOWLEDGEMENTS
I would like to thank my advisor for her guidance and consistent enthusiasm towards
research. I am thankful to her for granting me sufficient independence and easily forgiving
my mistakes. I thank my thesis committee: Teng Zhang, Alison Patteson, Joseph Paulsen,
Lisa Manning and Chris Santangelo for their comments on my thesis. As a teaching assistant,
it was nice to have students who found use in what I conveyed. I thank Patty for taking
initiative in securing me a fellowship for a salary-less summer. I thank Yudy and Patty for
their exceptional capacity in handling our administrative affairs. I thank Larne for his quick
and useful replies to questions regarding the cluster. I am indebted to the contributors of
Wikipedia, StackExchange and other internet forums for their invaluable help. I am grateful
to my family, friends from India and Syracuse whose support made this easier.

iv

Contents
1 Introduction
1.1 Disordered spring networks . . . . . . . . . . . . . .
1.1.1 Rigidity transitions in spring networks . . . .
1.1.2 Stiffening transitions in semiflexible networks
1.2 Shape-changing cerebella . . . . . . . . . . . . . .
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

.
.
.
.
.

1
3
4
9
14
18

2 Shape-induced rigidity transitions
2.1 First-order rigidity . . . . . . . . . . . . . . . . . .
2.2 Random polygonal loop model . . . . . . . . . . . .
2.2.1 Numerical results . . . . . . . . . . . . . . .
2.2.2 Crossover transition . . . . . . . . . . . . .
2.2.3 Convexity is a necessary condition for rigidity
2.2.4 Are cyclic polygons sufficient for rigidity? . .
2.2.5 Prediction of critical strain . . . . . . . . . .
2.3 Spring networks . . . . . . . . . . . . . . . . . . .
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

20
24
28
30
32
34
35
41
46
47

3 Compression stiffening in semiflexible networks with inclusions
3.1 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.1.1 Global uniaxial compression of cell . . . . . . . . . . . . .
3.1.2 Fibrin network compression . . . . . . . . . . . . . . . . .
3.2 Cell as an area-conserving interior surrounded by actomyosin cortex
3.2.1 Central-force, area-conserving loop . . . . . . . . . . . . .
3.2.2 Semiflexible, area-conserving loop . . . . . . . . . . . . . .
3.3 Cell as a collection of organelles within a fiber network . . . . . . .
3.3.1 Central-force spring network . . . . . . . . . . . . . . . . .
3.3.2 Semiflexible network . . . . . . . . . . . . . . . . . . . . .
3.3.3 Affine response and compression softening . . . . . . . . .
3.3.4 Area-conserving loops and compression stiffening . . . . . .
3.4 Angle-constraining crosslinker network . . . . . . . . . . . . . . . .
3.5 Comparison with experiments . . . . . . . . . . . . . . . . . . . .
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

50
52
53
55
57
59
64
72
73
75
77
80
85
88
95

4 Nonlinear buckling without bending morphogenesis model of cerebellum
4.1 Linear buckling without bending morphogenesis model . . . . . . . . . . .
4.2 Nonlinear elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.2.1 Assisting-dampening oscillator . . . . . . . . . . . . . . . . . . . .
4.2.2 A measure for crest - trough asymmetry . . . . . . . . . . . . . .
4.3 Spatial confinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4 A branching hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.6.1 Uncoupling general Euler-Lagrange equations for r, t . . . . . . . .
4.6.2 Higher order corrections to the Simple Harmonic Oscillator . . . . .
4.6.3 Phase portraits . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.

102
105
108
111
114
115
118
120
123
123
124
127

v

CONTENTS

5 Discussion

128

vi

List of Figures
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
1.10
1.11
1.12
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10
2.11
2.12
2.13
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14

Cauchy’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Geometrical constraints in model systems and biological systems . . . . . . .
Bonds influence elastic behaviour in networks . . . . . . . . . . . . . . . . .
Strain influences elastic behaviour in networks . . . . . . . . . . . . . . . .
Rigidity transitions in spring networks . . . . . . . . . . . . . . . . . . . . .
‘Time-lapse’ of an expanding random polygonal loop . . . . . . . . . . . . .
Extension stiffening and compression softening in a single semiflexible filament
Stiffening transitions in semiflexible networks . . . . . . . . . . . . . . . . .
Compressing an area-conserving loop . . . . . . . . . . . . . . . . . . . . .
Bending modes of on-lattice semiflexible network with inclusions. . . . . . .
Brain folding models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Nonlinear springs bring sharp folds in the buckling without bending morphogenesis (BWBM) model for the growing cerebellum . . . . . . . . . . . . .
Isotropic strain-induced rigidity transition in under-constrained periodic spring
networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Configurations of 2D closed loop at critical pressure. . . . . . . . . . . . . .
Initialization of random closed polygons . . . . . . . . . . . . . . . . . . . .
Isotropic expansion of a regular 8-gon . . . . . . . . . . . . . . . . . . . . .
Isotropic strain-induced rigidity transition in random polygonal loop . . . . .
Critical strain of rigidity transition as a function of N . . . . . . . . . . . .
Convexity is necessary for rigidity . . . . . . . . . . . . . . . . . . . . . . .
Direction of forces of area-conserving spring . . . . . . . . . . . . . . . . .
Numerically energy minimized configurations of an isotropically strained octagon
Predicting critical strain using floppy modes . . . . . . . . . . . . . . . . . .
Regular polygons predict critical strain of irregular polygons . . . . . . . . .
Convexity in spring networks . . . . . . . . . . . . . . . . . . . . . . . . . .
Convexity transition in spring network coincides with the rigidity transition .
Compressive stress versus compressive strain for wild-type mouse embryonic
fibroblast cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Compressive stress versus compressive strain for a fibrin fiber network with and
without adherent dextran beads . . . . . . . . . . . . . . . . . . . . . . . .
Schematic of area-conserving loop with central-force springs on the perimeter
Schematic for finding closed-form expression for energy under compression for
area-conserving loop with stretching springs . . . . . . . . . . . . . . . . . .
Compression stiffening in loop with central force springs . . . . . . . . . . .
Schematic of area-conserving loop with central-force and bending energy springs
on the perimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Compression stiffening in loop with central force and angular springs . . . . .
Heat map for stretching and bending energy in loop . . . . . . . . . . . . .
Cell as an area-conserving interior surrounded by actomyosin cortex with a soft
area constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schematic of bond-diluted network with central-force springs . . . . . . . . .
Collapse and compression softening in central force spring networks . . . . .
Affine response of a fully occupied network causes compression softening . .
Compression softening in disordered semiflexible networks . . . . . . . . . .
Collapse of springs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
vii

1
2
5
6
8
9
10
12
12
13
15
17
22
23
29
31
31
32
34
37
41
44
45
46
47
55
57
59
61
64
65
68
70
71
73
74
75
76
76

LIST OF FIGURES

3.15 Schematic for calculation of closed-form expression for compression softening
in on-lattice semiflexible network . . . . . . . . . . . . . . . . . . . . . . .
3.16 Compression softening is generic to choice of spring orientation in network .
3.17 Schematic for semiflexible network with area-conserving inclusions . . . . . .
3.18 Area-conserving inclusions bend fibers around them . . . . . . . . . . . . . .
3.19 Force-balance requires fiber-bending around area-conserving inclusions . . . .
3.20 Bending modes and compression stiffening in semiflexible networks . . . . .
3.21 Compression stiffening in semiflexible networks with area-conserving inclusions
3.22 Dependence of compression stiffening of semiflexible networks on size of inclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.23 Schematic of angle-constraining crosslinker network . . . . . . . . . . . . .
3.24 Compression stiffening in networks with angle-constraining cross-links . . . .
3.25 Energetic contributions for angle-constraining crosslink fiber network . . . .
3.26 Comparison of the mEF experiment with semiflexible, area-conserving loop model
3.27 Fit of the mEF cell data with the stretching energy of a single semiflexible
filament . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.28 No compression stiffening for PAA gel with dextran beads . . . . . . . . . .
3.29 Comparison of fibrin-dextran bead system with semiflexible network embedded
with rigid inclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.1
4.2
4.3
4.4
4.5
4.6
4.7

Schematic of the buckling without bending morphogenesis (BWBM) model .
Visual comparison of experiment and BWBM model . . . . . . . . . . . . .
Asymmetry in the widths of gyri (crests) and sulci (troughs) . . . . . . . . .
Space constraint locally flattens the lobes of the linear BWBM model . . . .
Branching morphogenesis in the cerebellum and length-scale invariance in
BWBM foliation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Chapter 1
Introduction
Geometry as we refer to, involves the shape of a physical system and the relative ordering of
its constituents. It serves as a constraint which the mechanics of a physical system obeys,
while responding to the strains imposed on it. Cauchy’s theorem, a central result in rigidity
theory, establishes a connection between the geometry of the system and the character of
response it has, when responding to external strain. The theorem states that all convex
polyhedrons are rigid [1, 2]. A convex polyhedron cannot be deformed without deforming at
least one of its faces. Given that the polyhedron face deformation has an elastic energy cost,
all convex polyhedrons are thus rigid. The importance of this theorem lies in the notion that
the geometry of the polyhedron is sufficient to judge the rigidity of the polyhedron.

Figure 1.1: Cauchy’s Theorem: All convex polyhedrons are rigid.
The notion of the correspondence between geometry and rigidity is also important in spring
networks. Under an externally imposed strain, a spring network as in Fig. (1.2 a) can remain
floppy and not pay any elastic energy cost as long as all the edge lengths in the network
are conserved. Once these geometrical constraints of the network can no longer be satisfied,
the network becomes rigid i.e. there is an energy cost to strain it. Geometrical constraints
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such as the preservation of edge lengths reduce the degrees of freedom of the system. In a
founding work of rigidity theories, Maxwell showed that the rigidity of spring networks simply
depends on the number of non-redundant geometrical constraints. If these constraints equal
the degrees of freedom in the network, the network turns rigid [3].
Biological systems being physical systems themselves, have an interplay between the geometrical constraints and its elastic response. When an isolated animal cell is compressed, it
attempts to conserve its volume [4]. This geometrical constraint then determines the system’s
nonlinear elastic behaviours. In the mouse cerebellum, the faster growth of the outer cortex
establishes a differential growth between the outer cortex and the inner core [5]. On a short
time scale of comparisons, a cerebellum thus grows with the constraint of conserving the
cross-sectional area of the cerebellum core. This constraint is closely involved in determining
the shape of the cerebellum where the outer cortex has sharp valleys as seen in Fig. (1.2 d).
Thus, area conservation influences the elastic response of the growing cerebellum which in
turn determines the sharp folds of the outer cortex.

Figure 1.2: Geometrical constraints in model systems and biological systems. a) Non-convex
loops in a spring network. b) Immuno-fluorescence images of vimentin (green) and F-actin
(red) in mouse embryonic fibroblasts (mEF) [6]. c) Dextran beads in fibrin network [7]. In our
two dimensional models of mEF cell and dextran beads, both are considered as polygons with
area-conserving constraints. d) In a growing mouse cerebellum [8], the slow growth of the
inner sub-cortex relative to the outer-cortex translates to a cross-sectional area conservation
constraint of the sub-cortex on short time scales. Permissions: a) Figure courtesy: Amanda
Parker. c) Reprinted with permission from Springer Nature. d) Reprinted with permission
from Springer Nature.
In the introduction to this thesis, we introduce questions that deal with the rigidity tran-
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sition in a floppy spring network in Sec. (1.1.1), the elastic response of a mouse embryonic
fibroblast cell under uniaxial compression in Sec. (1.1.2), nonlinear stiffening behaviour in a
composite system of fibrin-dextran beads in Sec. (1.1.2) and finally the nonlinear elasticity
which determines the sharp folds in a growing cerebellum cortex in Sec. (1.2). As we will be
dealing with disordered spring networks at multiple points in this thesis, we first start with a
brief introduction for the same.

1.1

Disordered spring networks

Physical quantities like resistance, conductivity, which are meaningfully defined and measured
for a macroscopic system, cannot be defined for microscopic constituent atoms. While elastic
moduli can be defined for both a simple spring and a network constructed by a connected
system of springs, network properties can be very different from the constituent filament
properties [9]. The mechanics of the network depends on the choice of the architecture of
the lattice we choose to study the problem [10].
Disordered networks can be generated in multiple ways and each brings in advantages
and disadvantages. One method is to randomly drop straight rods onto a two dimensional
surface and every overlapping point between rods is considered a node of the network. These
are called the Mikado networks [11, 12, 13]. Jammed packings of bi-disperse particles can
be used to generate random networks by connecting the centers of the particles [14, 15, 16].
While a uni-disperse network crystallizes into an ordered structure when jammed, a bi-disperse
network negates that risk. These two methods produce off-lattice networks. A numerically
simple way to form disordered networks from ordered networks is to have a regular lattice and
introduce disorder by bond dilution [17, 18, 19]. A bond between two neighboring vertices
exists with a probability p with 0 < p ≤ 1. For the case of p = 1, we recover the ordered
regular lattice. The downside to this method is that the underlying order of the lattice can
play a role in the elasticity of the disordered network we attempt to study. However, unlike
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Ref. [10] which asks us to pay close attention to the method we choose to create disorder,
a study on fiber networks suggests that the on-lattice/off-lattice behaviour is essentially the
same as long as the average connectivities are the same [20].
An elastic network is rigid if it cannot be deformed without deforming at least one of its
constituent elastic bonds. To deform an elastically rigid network, there is an energy cost to
be paid. Strictly stating, if a network has even one mode of deformation which does not
cost energy, the network is considered floppy. Loosely stating, if the network shows nonzero macroscopic elastic moduli, the network is considered rigid. We will consider the latter
definition in this work for simplicity of computational measurements.
A floppy network can be turned rigid either by adding bonds or by imposing special distributions of tensions in networks that satisfy mechanical equilibrium of the network. These are
termed density-induced or strain-induced rigidity transitions respectively and mark the transition between the floppy phase and the rigid phase. We will consider these rigidity transitions
in spring networks where central force springs are freely hinged at the vertices in Sec. (1.1.1).

1.1.1

Rigidity transitions in spring networks

A network is a set of vertices connected by bonds (see Fig. 1.3). While the vertices represent
the degrees of freedom of the network, the bonds bring central-force interactions between the
vertices at their ends. For simplicity, we always consider simple harmonic springs. The bonds
at the vertices are freely hinged. The network may have floppy modes which are modes of
motion of vertices that preserve the lengths of all bonds (see Fig. 1.3a). In the language
of elasticity, they are the motions that do not cost any elastic energy. Maxwell showed that
for networks with central force interactions, the rigidity of a network is decided simply by
setting the number of degrees of freedom equal to the number of non-redundant bonds [21].
For a network embedded in a d−dimensional space, possessing N number of vertices and
Nb number of bonds, there are N0 number of non-trivial floppy modes which is given by the
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Maxwell counting scheme N0 = dN − Nb −

d(d + 1)
.
2

(1.1)

The d(d + 1)/2 are the trivial number of floppy modes which are the global translations
and rotations of the network. In two dimensions, these amount to translational modes and
one rotational mode. Networks with N0 = 0 are iso-static. Networks with N0 > 0 are
under-constrained/sub-static. Networks with N0 = 0 and additional redundant bonds are
over-constrained/super-static.

Figure 1.3: Bonds influence elastic behaviour in networks. In a freely-hinged spring network
with four vertices, we have floppy motion in the sub-static network of (a), which can deform
and change shape without deforming any of the edges. We have an iso-static network in (b),
which is rigid in two dimensions. We have a super-static network in (c), which can sustain a
state of self-stress.
In the important problem of rigidity percolation which concerns itself with the appearance
of a system-spanning rigid cluster in a network, Maxwell’s simple result has proven to be
very useful. These problems were first studied in two dimensional networks with central force
bond interactions. Disorder is introduced in the network by randomly occupying bonds on a
regular lattice with probability p. At a critical occupation probability p = pc , the network is
seen to have a non-zero bulk modulus and shear modulus [22, 23]. Such a transition is also
termed as a density-induced rigidity transition. Maxwell’s counting here is used as a mean
field argument i.e. instead of counting non-redundant bonds in the network, one counts all
bonds to predict the transition. This simplifies the counting as every bond is counted without
bothering about its possible redundancy. For a triangular network with N number of vertices,
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3N number of possible bonds and 2N degrees of freedom, the critical occupation probability
density is pc = 2/3, which is the mean field estimate of the iso-static point.
Redundant bonds over-constrain the degrees of freedom. They set up states of self-stress
where the bonds can sustain non-zero tensions while maintaining force balance1 at each vertex
(see Fig. 1.3 c). Every bond added to a spring network may prevent an existing floppy mode or
set up a new state of self-stress. A revised counting scheme [24, 25, 26] counts the difference
of the number of floppy modes and the number of states of self-stress in the network. This
is the Maxwell-Calladine counting scheme N0 − NS = dN − Nb −

d(d + 1)
.
2

(1.2)

The rigidity of networks has been formally studied at various orders of preserving the constraints [27]. In Sec. (2.1), the above mentioned counting scheme is derived via the ranknullity theorem by allowing motion of vertices which preserve the constraints to first-order.
Such motions of vertices are termed infinitesimal floppy modes.

Figure 1.4: Strain influences elastic behaviour in networks. a) A floppy 1D chain rigidifies
when straightened [28]. b) An area-conserving crumpled polygon can be blown up isotropically
to rigidify the system. c) A ‘spider-web’ made of cables where the external cables outside the
polygon are connected to fixed notes. The spider-web is rigid if all the cables have positive
tension3 , force balance is satisfied at the polygonal vertices and all the tensions in the external
cables when extended with imaginary lines, meet at a single point. The web on the left is not
rigid while the one on the right is rigid [29]. Permissions: c) Reprinted with permission from
Elsevier.
While rigidity transitions in a network can be induced by increasing the number of bonds
in the network, we can also have strain-induced rigidity transitions in under-constrained networks [28]. On a triangular network, with bond occupation probability being p, it has been
1

Net force on each vertex is zero.
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found that the rigidity percolation transition can be tuned to lay between pc = 2/3 as
in [22, 23] for zero tension and pc = 1/3 for high strain [30]. The latter value is the bond
occupation critical probability for connectivity percolation. All the values between these critical probabilities can be spanned by appropriate tensions. In a shear strained random Mikado
network, a single state of self-stress is seen to support the elastic load of the network at the
transition [31].
Numerical studies and effective medium theories developed for isotropic expansion for onlattice models can not definitely conclude the order of transition with the bulk modulus as
the order parameter [32]. Effective medium theories do not predict the order of transition
but rather the order must be supplied to the theory. By assuming both a discontinuous and
continuous transitions, it was found that a continuous phase transition was a better match
to the numerical results. On the other hand, isotropic expansion of periodic spring networks
derived from packings of bi-disperse jammed particles are shown to exhibit a discontinuous
transition in the bulk modulus [16]. A geometric criterion discussed here determines the critical
strain of transition in different classes of underconstrained materials such as spring networks,
vertex models and Voronoi models. The geometric-incompatibility-induced rigidity developed
here correctly predicts the scalings of the elastic moduli and the size of discontinuities in the
bulk modulus at the transition. Here too, as in [31], a unique state of self-stress emerges at
the transition that stiffens all bonds.
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Figure 1.5: Rigidity transitions in spring networks a) A density-induced continuous transition
in triangular lattice based networks is shown to occur at pc =2/3 as estimated by the mean
field argument of Maxwell counting. The inset shows the fraction of floppy modes as a function of bond density p [23]. b) An isotropic strain-induced discontinuous transition in spring
networks [16]. c) A shear strain-induced continuous transition in networks is demonstrated
in the collapsed stress-strain curves for under-constrained and over-constrained spring networks [33]. Permissions: a) Reprinted with permission from the American Physical Society.
b) Copyright (2019) National Academy of Science. c) Reprinted with permission from the
American Physical Society.
In an under-constrained periodic spring network with n springs obeying the two body
P
Hamiltonian ni=1 (li − l0i )2 , isotropic expansion can be induced by decreasing the rest lengths
l0i of springs in the network initialized at zero elastic energy [16]. This promotes the network
to reduce its bond lengths since they are under tension. Thus, reducing the rest lengths
of bonds is equivalent to isotropic expansion of the network which too produces tensions in
the network. Average network tension for such networks can be seen in Fig. (2.1). Here
pPn
2
`0 =
i l0i /n. As the rest lengths l0i are decreased, at a particular value of `0 , a unique
state of self-stress emerges making the system rigid.
To better understand this transition, we seek to isolate the effect of one constituent loop
towards the behaviour of the network. For this purpose, we study isotropic expansion of a
stand-alone random polygonal loop model. We initialize random polygons with N number
of vertices. The two body springs Hamiltonian of the bare spring network is not sufficient,
since, in response to decreasing `0 , an isolated loop simply scales down its size and not pay an
energy cost. While the two-dimesional periodicity of the spring network allows it to sustain a
state of self-stress, this is lacking in the isolated random polygonal loop. It cannot sustain a
8
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state of self-stress by itself. Thus, we need a simple energy term which can sustain a state of
self-stress in conjunction with the two-body springs. To have a non-trivial transition at zero
temperature, we use an area-conserving spring with the energy term of (A − A0 )2 .

Figure 1.6: ‘Time-lapse’ of an expanding random polygonal loop. The initial configuration of
this random polygonal loop of 64 vertices encloses the white central area. Stiffened polygons
are the outermost polygons which have attained a circular shape. While the initial configuration and the final rigid configurations are non-intersecting polygons, the energy minimized
polygons at intermediate strains are not ensured to be so. Edges have a phantom character
and intersect one another.

1.1.2

Stiffening transitions in semiflexible networks

A rigid elastic network can exhibit stiffening transitions. These are transitions where the elastic
response of the network can switch smoothly from a linear to a nonlinear regime or transitions
where the elastic moduli of the network jump by orders of magnitude. We particularly consider
these transitions in semiflexible networks.
In thermal microscopic flexible filaments, the entropic tendency of the filaments to coil
up grants a macroscopic stretching energy cost to materials like rubber. A microscopic semiflexible filament is much more stiffer than flexible filaments. Naturally occuring semiflexible
biopolymer filaments also have much larger diameters than their synthetic flexible counterparts. Since, the bending stiffness scales as ∼ Ea4 where E is the Young’s modulus and a is
the diameter [34], semiflexible filaments have a large bending stiffness κ. A thermal micro-
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scopic semiflexible filament has a stretching energy cost due to entropy of the polymer and
a bending energy cost. Setting the bending energy equal to the thermal quanta of energy,
provides a length scale termed the persistence length, lp = κ/(kB T ). Unlike a flexible polymer
which remains a random walk at all length scales of observation, lp divides the observation
length scales l into two regimes. For l  lp , the semiflexible polymer is a rigid rod where
bending energy dominates the thermal effects and for l  lp , it behaves as a flexible polymer
where the thermal effects overpower the bending energy [35, 36].

Figure 1.7: Extension stiffening and compression softening in a single semiflexible filament. a)
Long wavelength mode of Euler buckling instability under a compression force. b) Longitudinal
extension of a thermal semiflexible filament with a contour length l . lp . Reduced force φ
diverges as  → 1 and softens as  → −1. The divergence is due to the inextensibility of the
chain and the softening is due to the buckling of the chain under compression at the critical
force φc = −1 [36]. Permissions: b) Reprinted with permission from the American Physical
Society.
Just like in spring networks, rigidity or stiffness transitions in semiflexible networks can be
density or strain-induced [13, 37, 12]. However, we need lesser number of bonds to achieve
rigidity since bending constraints of the filaments provide additional constraints. First, we will
deal with bond density-induced transitions.
A mean field application of Maxwell’s counting scheme by solely counting the stretching
constraints of the network tells us that the critical coordination number for two dimensional
networks is four. Bending energy springs provide additional constraints. Even when the system
is expected to be floppy for z < 4, the bending energy springs stabilize the otherwise floppy
modes [37, 38]. This lowers the bond density-induced rigidity transition from pc = 2/3 to
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a new point of transition pb < pc . A mean field value for pb can be calculated for different
lattice choices [37]. In-vivo biopolymer networks are generally under-constrained. The cross
linkers that bind the fibers together have only two heads enabling them to construct only
two/three/four-fold nodes. This makes the average connectivity less than four making it
under-constrained both in two and three dimensions [39]. The judgement that the network is
under-constrained is made by counting only the central-force constraints in the system.
The two transition points pb and pc divide the behaviour of semiflexible networks into three
distinct regimes. i) For p < pb , the network is floppy, ii) at p = pb , the network undergoes
a rigidity transition and in pb < p < pc , it is bending dominated, iii) At p = pc , the network
undergoes a stiffness transition and in p > pc , becomes stretching dominated. For networks,
with small bending stiffness κ, the modulus changes over orders of magnitude [37].
In shear strain-induced stiffening transitions of under-constrained semiflexible networks (see
Fig. 1.8 b), the energetics again change from a bending dominated regime to a stretching
dominated regime across the critical strain. Shear strain stiffening has been attempted to be
described by single filament properties with the assumption that the network deforms in an
affine manner [40]. An alternative explanation which relies on network effects instead of single
filament effects argues that shear strain stiffening is due to the rotation of the filaments in
the direction of the strain. This is a non-affine mechanism which effects a transition from the
bending to stretching regime [41].
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Figure 1.8: Stiffening transitions in semiflexible networks [42] a) Schematic phase diagram for rigidity/stiffening transition in under-constrained networks. Across the solid red
line and along the black arrow, flexible/semiflexible networks transit from floppy/bendingdominated regime to rigid/stretching-dominated regime and undergo a rigidity/stiffening
phase-transition/crossover respectively. b) Shear modulus changes by orders of magnitude
at the critical strain γc for different values of bending stiffness. Permissions: a,b) Reprinted
with permission from Springer Nature.
In this thesis, we present semiflexible network models to study strain-induced stiffening
behaviour in two experiments. The first of these is the uniaxial compression of a single mEF
cell using atomic force microscopy techniques (see Fig. 1.2 b). The second experiment is
the uniaxial compression of a fibrin network with dextran beads (see Fig. 1.2 c). Both these
experiments show nonlinear stiffening response where the stress-strain response deviates from
linearity and slope of stress-strain curve increases with strain.

Figure 1.9: Compressing an area-conserving loop. a) A closed loop with stretching and
bending energy springs on the edges of the loop. Uniaxial compression proceeds by conserving
the area enclosed by the loop. Compression of 32-gon at 0% (red) and 30%(blue) strain.
A cell’s structural integrity is supplied by the semiflexible networks within it. A cell has both
a cytoskeletal network within it and an actomyosin network just beneath its membrane. As a
12
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first attempt at modeling the cell, we construct two dimensional models where the actomyosin
network is a closed loop of semiflexible springs i.e. stretching and bending energy springs.
The volume conservation of the cell is translated to area conservation of this closed loop.
As we have ignored the insides of the cell in the above model, we study a two dimensional
cytoskeletal network embedded with organelles. We work in over-constrained networks to
avoid the collapse of the network under compression. For a fully occupied lattice, with no
inclusions, we see an affine response leading to compression softening. This is not due to the
buckling of semiflexible filaments as our model does not allow for this instability. This is an
effect of the collapse of the springs onto themselves making compression energetically cheaper
at larger strains.
We see that even for a small number of inclusions4 , we see compression stiffening. While
the angular springs did not participate in the affine response of the network without inclusions,
the addition of inclusions induces the fibers to bend, making compression stiffening possible
(See Fig. 1.10). Note that the inclusions do not themselves contribute energetically. They
only act as agents of non-affinity. Force balance arguments show that shape conserving
inclusions necessarily imply bending of filaments around them. We also use this model to
study the second independent experiment done at a larger length scale - fibrin network with
embedded dextran beads.

Figure 1.10: Bending modes of on-lattice semiflexible network with inclusions. Areaconserving inclusions are agents of non-affinity in super-static semiflexible networks. They
induce the filaments to bend around them and change the elastic response of the network
from compression softening to stiffening.
4

To avoid jamming of inclusions.
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1.2

Shape-changing cerebella

In this section, we introduce a morphogenesis problem in cerebella. Morphogenesis means
‘beginning of shape’ in Greek. The classic work ‘Growth and form’ [43] by D’arcy Wentworth
Thompson was the first to extensively document the problems of morphogenesis. It stated
that not just genes, life forms obey the laws of physics and this constraints the way they grow.
In this thesis, our focus is on the application of physical principles to study the formation of
folds in the brain.
The evolutionary perspective for higher mammals to have folds in their cerebrum is to
accomodate a larger number of neurons on the surface. This necessitates an increase of
surface area to volume ratio of cerebrum which would otherwise scale as ∼ Volume2/3 . A
study conducted on human cerebrums showed that the surface area instead scaled as ∼
Volume0.85 [44]. Some aspects of the folding problem, for example, monozygotic twins show
a strong correlation between the pattern of their cerebrum folds [45] in an otherwise highly
variated distribution of folds among humans [46]. This cannot be explained by a mechanistic
perspective and genetic factors alone could be appealed to. Models which explain folds from
an evolutionary point of view - for example to reduce wiring length of neurons have also been
employed [47].
The effect of compressive forces on a thin elastic sheet leads to stress focussing over regions which is negligible in comparison to the area of the sheet [48]. This has been found
to be the interplay of elasticity and the geometric constraint of inextensibility of the sheet.
However, an elastic membrane resting on another elastic foundation leads to a smooth continuous distribution of energy on application of a compressive force (see Fig. 1.11 b) [49, 50].
Smooth sinusoidal deformations of surface are generally referred to as wrinkles and localized
deformations where stress is non-uniformly concentrated are referred to as folds. Wrinkle to
fold transitions as a function of increasing strain in bilayers where the substrate is liquid/elastic
base have been studied carefully [51, 52].
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We can attempt to explain the genesis/formation of folds from a mechanical viewpoint
using this elastic phenomenon. These are termed the wrinkling models. These models invoke
the buckling instability which occurs as a competition between stretching and bending energy.
When the outer layer grows faster than the inner layer, a compressive stress is generated in the
outer layer leading it to buckle [53] This results in smooth sinusoidal wrinkling. Depending
on the details of the model, wavelength scales as 1/3,1/4,1/6 powers of the ratio of the
stiffness of the layers [50]. The wrinkling models demand a stiffness ratio of several orders
of magnitude to match experimentally observed wavelengths. However, experiments show
that white and gray matter have almost similar stiffness [54, 55] which make these models
inapplicable to the folding problem of the brain.

Figure 1.11: Brain folding models a) Axonal tension model: the tensions in the axons connecting the top layer of cortex draws the folds together to minimize wiring cost [56]. b) Differential growth model: the top layer grows faster than the bottom layer leading to buckling
instabilities [57]. c) A layered cortex with downward pulling tension forces leads to buckling. Permissions: Reprinted from [58] which was published under the Creative Commons
Attribution 3.0 licence.
The axonal tension model utilizes tensions in the axons connecting the cortex of the
cerebrum (see Fig. 1.11 a). This draws the folds together causing sharp valleys. Such
a mechanism reduces the wiring cost of connecting different parts of the brain and avoids
elastic instabilities to bring about folds [56]. However, experiments show that axonal tension
is not sufficiently strong to create such folds [59]. A revised axonal model has been proposed
where tensions are directed not across the cortex but radially span the brain. Here, the layers
of cerebrum are considered as smectic liquid crystals [58]. The axonal tension model and
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differential growth model have been effectively combined to produce folds [60, 61] even when
the stiffness of the layers do not differ by un-physiologically large values. The inner core is
allowed to grow due to the tension imposed on it.
Another independent instability - the sulcification instability has been used to explain
cerebrum folds. First studied by Biot [62] who showed via a linear analysis that incompressible
rubber with a free surface should develop sharp inner folds at a strain of 45.3%. Experiments
showed that the transition happens at a lower strain of 35%. Hence, the transition is subcritical. Recent numerical and experimental work now supports this observation [63] and the
mismatch of the experiment with theory can be mended by using nonlinear elasticity. Such
an instability produces sharp inward folds akin to the ones observed in a human’s cerebrum
for example [64, 65]. It is also consistent with the observation that cerebrums of smaller
mammals do not have folds.
We pay particular attention to model the morphogenesis of folds in the cerebellum. Both
cerebrum and cerebellum have folds. The number of lobes in cerebella appears to be conserved
across species unlike the cerebrum whose formation of folds depends on the scale of the
organ [66]. Mouse, for example is devoid of cerebral folds but its cerebellum has folds just
as a dog, pig and a human [64, 58]. Also, unlike the cerebrum, cerebellum has a cylindrical
symmetry and is thus pliable to two dimensional modeling where we can model the cross
section of the organ in an attempt to understand the whole organ. Elastic wrinkling models
have been used for the cerebellum in the form of a tri-layer elastic model which involves an
extra layer called the Purkinje cell layer [67]. Another work provides evidence that such a layer
is not found during the onset of morphogenesis [5].
Modeling the folds in brain morphogenesis has largely relied on elastic instabilities. Recent observations on a growing mouse cerebellum show that the thickness of the cortex is
thinnest/thickest at the crest/trough of the cerebellum (see Fig. 1.2 d). This observation
cannot be incorporated within the elastic models of morphogenesis. It has also been observed
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that cell growth during mouse cerebellum morphogenesis occurs on a time scale of minutes
compared to the time scale of shape change of cerebellum which is in the order of days [5].
This brings the elastic perspective of modeling the cerebellum growth into question. In a
recent work [68], a bi-layer of a fluid cortex and a non-growing solid sub-cortex was employed
to study the cerebellar folds. The model has radially spanning springs which model the glial
fibers and Bergmann glial fibers. This model, termed the buckling without bending morphogenesis (BWBM), naturally reproduces the character of the cortex thickness. The model also
offers an explanation for the genesis of cerebellar folds irrespective of organ size.

Figure 1.12: Nonlinear springs bring sharp folds in the buckling without bending morphogenesis
(BWBM) model for the growing cerebellum. a) BWBM model with linear radial springs
produces smooth harmonic oscillations. b) BWBM model with nonlinear radial springs have
cusped troughs akin to the folds in the cerebellum.
The linear BWBM model produces smooth sinusoidal oscillations of the cortex. For a
longer time-span of growth, the cerebellum develops deeper folds which cannot be reproduced
in the linear BWBM model. The growing cerebellum also encounters steric effects and undergoes secondary foldings developing a hierarchical character of folds. In this thesis, we study
the effect of adding nonlinearities in the BWBM model.
The first nonlinearity we study is to add higher-order energy terms to the radially spanning
springs in the model. We see that these nonlinearities establish an asymmetry in the folds.
The troughs are seen to become sharper which is a defining character of the shape of folds
in a growing cerebellum (see Fig. 1.2 d). The second nonlinearity we study is the effect of
steric constraints. By adding a radial constraint wall, while the crests get squashed, contrary
to our expectations, there is no change in the sharpness of the troughs. Finally, we present a
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paradigmatic example of setting a hierarchical structure of the multi-generation folds in the
cerebellum. This makes a fractal like structure.

1.3

Outline

The questions we address in this thesis are on these three topics:
I) Isotropic strain-induced rigidity transitions in under-constrained spring networks (Chapter
2)
• What is the nature of the isotropic strain-induced transition in an area-conserving
random polygonal loop?
• How can we predict the approach to this rigidity transition by using only the shape
information of the loop?
• What are the geometric signatures of the isotropic-strain induced rigidity transition
in spring networks?
II) Uniaxial strain-induced stiffening transitions in semiflexible networks with area-conserving
inclusions (Chapter 3)
• Does an area-conserving regular polygonal loop exhibit compression stiffening?
• In an otherwise compression softening semiflexible network, do area-conserving inclusions make compression stiffening possible ?
• How do these models compare against the uniaxial compression experiments on the
mouse embryonic fibroblast (mEF) cell and fibrin-dextran bead system?
III) Nonlinearities in the buckling without bending morphogenesis for a growing cerebellum
(Chapter 4)
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• Can nonlinear spring constants in the BWBM model reproduce sharp-trough features in cerebellum folds?
• What is the effect of steric walls on the growth of cerebellum?
• What can we say about the hierarchical folds in the cerebellum in the context of
BWBM?
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Chapter 2
Shape-induced rigidity transitions
This work was done in collaboration with Amanda Parker who performed simulations of the
spring network and J. M. Schwarz who was involved in designing the project. We plan to
publish this chapter in a journal in the near future.
We intuitively understand the differences between rigid structures and floppy structures.
A cardboard box is rigid and a door hinged to a frame is floppy [27]. Determining whether or
not a disordered structure is rigid or floppy is a nontrivial problem. This nontrivial problem
can be contrasted with determining whether a disordered structure is connected or not. To
do so, one simply needs to trace out the connected pathways of a structure and look for a
connected pathway involving all the constituent entities making up the structure [69]. Is there
a similar means of “looking” to determine a rigid or floppy structure? We introduced the
notion of constraint counting for determining rigidity in Chapter (1). Counting independent
constraints is a means to determine rigidity by “counting” or “looking”. Yet, while it may
be difficult to identify the independent constraints in general, for two-body interactions in
two-dimensions, a combinatorial theorem from Laman tells us how to identify the number
of independent constraints. We can then determine whether a network is rigid as it often
becomes with addition of springs [70]. By increasing the density of springs in an ensemble
of spring networks in two-dimensions, we can identify what is known as a rigidity percolation
transition point. The transition point is defined as the density of springs at which the network
rigidifies [71, 22, 72]. Laman’s theorem is less general than the Maxwell-Calladine theorem
discussed in Chapter (1) [24, 26] and first-order rigidity theory (see Sec. 2.1). Using these
tools, we can judge the rigidity of the system, find the number of floppy modes N0 and the
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associated floppy motion of vertices.
On the other hand, there are examples of disordered structures becoming rigid below
the rigidity percolation threshold. In such networks, deformations of the under-coordinated
structure rigidify the network at large enough strains. The common, yet beautiful, spider web
is one such example. See Fig. (1.4 c). How is such a rigidification possible? In the case
of the spider web, it is rigid because there are nonzero tensions in its “cables”1 . In other
words, a state of self-stress is created which are distributions of cable tensions that satisfy
force balance at all vertices. The geometry of the network is crucial to establish an existence
of the state of self-stress.
Rigidity transitions in disordered networks have been studied as a function of applied
strain in the form of shear [73, 74]. These rigidity transitions are phase transitions with
Ising model-like scaling functions to measure non-mean-field-like exponents characterizing
the transition [73]. In diluted two dimensional lattice networks, numerical data could not
decidedly find the order of the transition [32]. However, a continuous phase transition in the
bulk modulus appears to agree better with the numerical results. In disordered spring networks
derived from jammed bi-disperse particles, strain in the form of isotropic expansion establishes
a discontinuous rigidity transition in the bulk modulus (see Fig. 1.5 b). These transitions
are driven by geometric frustration [16] and the exponents characterizing the transition are
mean-field-like [16]. Strain-induced rigidity transitions are being studied in a varied class of
models via several approaches [75, 76, 31]. Given these interesting rigidity transitions of the
spring networks, we here ask the question as to how a single constituent ‘loop’ of springs
responds to isotropic strains, paying particular attention to the geometry at hand.
1

Cables can sustain tensions but not compressions.
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Figure 2.1: Isotropic strain-induced rigidity transition in under-constrained periodic spring
networks. a) Floppy spring network. b) Strain-rigidified spring network. c) Rigidity transition
as a function of isotropic strain. Lower the l0 , more the strain. Note the scale bar difference
in color map of tensions in springs pre/post transition. Figure courtesy: Amanda Parker.

There has been considerable work in the study of shape transitions in random polymer rings
in two dimensions with such a pressure energy term. These were studied as idealized models
for membrane vesicles [77, 78, 79, 80]. The polymer rings are constructed as N number of
linear springs and a pressure p coupled with the enclosed area A. While the pressure term
favors inflation of the ring, entropic effects in these non-zero temperature models favor the
roughening of the ring2 . Thus, entropy counters the pressure force and serves as an ‘inward’
pressure. In these shape-transition studies, the mean area hAi is used as the order parameter
and pressure is the tuning parameter i.e. the system is studied in a pressure ensemble. For nonintersecting rings, using a model adopted from tethered surfaces [81], with p > 0, three scaling
regimes were found [78]. These being the i) weak-inflation crumpled regime for 0 < pN 2ν . 1,
where the order parameter scales as hAi ∼ N 2ν fA (pN 2ν ) ii) strong-inflation crumpled regime
for 1 . pN 2ν  N 2ν−1 where the scaling of the order parameter remains the same but the
scaling function turns into a power law and iii) smooth regime for pN 2ν & N 2ν−1 , where order
parameter hAi ∼ N 2 . The transitions between these regimes are smooth crossovers and do
not incur the singularities of phase-transitions.
By allowing self-intersections, it was found that there is a critical pc ∼ N −1 where the
loop blows up achieving infinite area at the transition point [77, 82]. By replacing stretchable
2

There are more possible configurations for a crumpled polygon as compared to the inflated configurations.
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rods with rigid rods, it was found that the regime (ii) of [78] disappears and the transition
between regime (i) and (iii) becomes a continuous phase transition [79].

Figure 2.2: Configurations of 2D closed loop at critical pressure. Random thermal closed
polygons with rigid and self-intersecting edges exhibit a continuous phase transition. The
dotted circle represents the mean radius for reference [79]. Reprinted with permission from
Springer Nature.
In these studies, the critical pressure at which the transition happens is pc = 4π KB T l2 /N .
Here l is the length of each edge of the loop. At zero temperature, the critical pressure for
the polygon to blow up into a regular, cyclic polygon will be pc = 0+ . However, the zero
temperature spring networks which we are motivated by have a transition at finite strain [16].
To have a non-trivial transition in the polygons by tuning pressure at zero temperature, we
need a slightly more complicated area energy term. Thus, we add the nonlinearity of kA A2
to the energy with kA > 0 as a constant. By completing the square as kA (A − p/(2kA ))2 , we
can write the new term in the Hamiltonian as kA (A − A0 )2 . Here, A0 = p/2kA appears in
the same energetic capacity as the tuning parameter p in earlier work. However, here it has
the interpretation as the enclosed area of the loop instead of pressure.
The questions we attempt to address in the random polygonal loop model are,
i) Is there a unique configuration at which the transition happens?
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ii) Can we predict the rigidity transition point apriori by knowing the initial configuration of
the random polygon?
iii) Can we predict the approach to the rigidity transition?
iv) What is the nature of the rigidity transition?
v) What does the rigidity transition in the random polygonal loop say of the rigidity transition
in the disordered spring network?
We now briefly discuss elementary rigidity theory since we use associated terminology in
this chapter.

2.1

First-order rigidity

The problem of rigidity is a NP hard problem. Formulating a first-order rigidity theory makes
it a linear transformation problem which is simple to solve. In this section, we construct the
rigidity matrix by preserving the constraints to first-order in vertex displacements. We derive
the Maxwell-Calladine index theorem using the rank-nullity theorem and discuss the state of
self-stress [27].
Notation: We represent vectors by lower case bold letter variables (r) and matrices by
upper case bold letter variables (R).
Let p(t) be a continuous, analytic deformation of a network with N vertices such that
p(0) = r. Here, t is time and r is the position vector of a network in a 2N dimensional
configuration space. Let constraints be written as,
|ri − rj |2 = d2ij

(2.1)

where i, j are the vertices which flank the constraining edge of length di . ri is the position
vector of the ith vertex. Taking the derivative of Eq. (2.1) with respect to t at t = 0, we
have,
(ri − rj ).(p0i − p0j ) = 0.
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Rigidity matrix
Instead of preserving the constraints exactly as in Eq. (2.1), we only ensure that they
are preserved to first order i.e. the first derivative of the constraints with respect to vertex
displacements is zero as in Eq. (2.2). This makes it a first-order theory. The system of
equations may be written in terms of matrix multiplication as,
R(r)p0 = 0.

(2.3)

R(r) is the rigidity matrix. p0 = p0 (0) is the velocity of vertices which deforms the network
infinitesimally. The rows of the rigidity matrix correspond to the constraining edges and the
columns correspond to the vertices in the network. For a quadrilateral loop, the rigidity matrix
is,

−r12 r12
0
0
 0
−r23 r23
0 
,
R=
 0
0
−r34 r34 
−r41
0
0
r41


(2.4)

where the rij correspond to the vector of bond direction from the ith to j th vertex. In the
short form representation here, each element vector in the matrix corresponds to two numbers.
Thus, this is a 4 × 8 matrix.
A network is first-order rigid if there are no non-trivial solutions to Eq. (2.3). A non-trivial
solution to this equation is called a flex/floppy mode. Floppy modes are vectors that span the
null space of the transformation. The motion of the bonds in a floppy mode is such that the
velocity of each directed bond p0i − p0j is perpendicular to the direction of the bond ri − rj ,
thus satisfying Eq. (2.2). For a system to be floppy at all orders, every derivative of Eq. (2.1)
does not allow non-trivial solutions.
In Maxwell’s counting scheme [3], if the number of non-redundant constraints Nb are equal
to the number of degrees of freedom dN , then the only floppy modes N00 possible are global

25

2 Shape-induced rigidity transitions
trivial motions3 .
N00 = dN − Nb

(2.5)

Here the constraints are expected to be non-redundant. If there is no knowledge regarding the
redundancy, then the Maxwell scheme reduces to an effective mean-field result. Even in this
capacity, it is known to work well to predict rigidity transitions [22, 23]. Maxwell’s condition
is a topological condition which does not care about the geometric details of the network.
It is a necessary but not sufficient condition for the rigidity of the network when used as a
mean-field result.
Calladine [83] improved upon this counting scheme by introducing the counting of states
of self-stress NS . A state of self-stress is a distribution of stresses in the network with net
force on all vertices being zero [26]. The simple proof for Calladine’s counting scheme involves
the rank-nullity theorem (Eq. 2.6).

Rank-Nullity theorem
Let V, W be vector spaces, where V is finite dimensional. Let T : V → W be a linear
operator. Then,
Rank(T ) + Nullity(T ) = dim V.

(2.6)

We apply this theorem to the rigidity matrix. Given that,
R : dN → Nb ,
(2.7)
RT : Nb → dN,
we have,
Rank(R) + N00 = dN
and
Rank(RT ) + NS = Nb .
3

In the introduction of the thesis, we use N0 to represent the non-trivial floppy modes.
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Here, N00 = Nullity(R) and NS = Nullity(RT ). We know, in general that Rank(R)=Rank(RT ),
so we have,
N00 − NS = dN − Nb ,

(2.8)

which is the Maxwell-Calladine theorem. We recover Eq. (1.1) by subtracting the number of
trivial floppy modes d(d + 1)/2 on the RHS of the equation and replacing the variable N00 by
N0 since we are now solely counting the non-trivial floppy modes. If N0 = 0 and NS = 0, we
have a system that is said to be isostatic.
When dN − Nb = 0, but some regions of the network are over-constrained and some
are under-constrained, the former can support states of self-stress while the latter becomes
floppy. Thus, by rearranging the constraints in the network while keeping the total number
of constraints constant, a gain in a state of self-stress is accompanied by a gain in a floppy
mode. Interestingly, the rigidity percolation transitions in [22, 23] have been found not to be
mean field transitions even though Maxwell counting’s mean field argument closely predicts
the transition. With addition of bonds, states of self-stress at the transition point make the
network rigid before floppy modes in the network fall to zero [84]. An alternate way of stating
Maxwell’s non-redundancy condition for constraints would be to state that Maxwell’s counting
scheme holds as long as there are no states of self-stress in the network.
State of self-stress
A state of self-stress is a distribution of non-zero forces in the network that satisfies force
balance at each vertex. To establish a state of self-stress, we need elastic rods which can be
deformed unlike the rigid rods, so that the network can set up internal stresses. Force balance
at each vertex can be satisfied if,
fi +

X

tij n̂ij = 0,
(2.9)

j

f = A t,
where t is the vector of bond tensions in the bonds and f is the vector of forces on the vertices.
A is termed the equilibrium matrix. A and R have the same rank as RT = A diag(l) where
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l are the edge lengths. The above equation can be re-written in terms of the rigidity matrix
by ignoring the l factors since we are only interested in studying the rank of the system of
equations,
tT R = f T .

(2.10)

While the right null space of the rigidity matrix is spanned by the floppy modes (see Eq. 2.3),
the left null space of the rigidity matrix is spanned by the states of self-stress,
tT R = 0.

(2.11)

A state of self-stress can rigidify an under-constrained network [28, 27]. This class of rigidity is
called prestress stability and does not fall in the category of first-order rigidity [27]. A system
is called prestress stable if the configuration in a state of self-stress is the energy minimum of
the system i.e. any deformation raises the energy of the system.

2.2

Random polygonal loop model

To generate a random N −gon, we use Graham’s algorithm [85]. We first randomly pick N
points in a two dimensional box of dimensions LB × LB . The nearest of these points to the
‘center of mass’ of this set is chosen to be the first vertex of the polygon4 . The rest of the
points are sorted according to the angle of the vector joining the first vertex with each of the
other N − 1 points. This sorting assigns the set of points with vertex indices 2, 3, ..., N . The
polygon is constructed by joining these vertices according to the assigned indices. The area
enclosed by this random polygon is a0 and the ith edge length is l0i .
The Hamiltonian of the system is,
N

1 X˜ ˜ 2 1
H̃ = Kl
(li − l0i ) + KA (Ã − Ã0 )2 .
2
2
i=1
4

Graham’s algorithm picks a point within the convex hull of these set of points. We are assuming here
that the ‘center of mass’ of the points is within the convex hull of the points. We perform this approximation
for numerical simplicity.
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Figure 2.3: Initialization of random closed polygons. a) Initialized irregular simple polygon
using Graham’s algorithm b)The area of the initialized polygon does not scale with N for large
N . Data averaged over 100 runs and error bars are standard deviation about the average.
Kl and KA are the spring constants of the connected two-body springs and the area-conserving
spring respectively. li and A are the lengths of the ith spring and the area of the enclosed
loop respectively. li0 ’s and A0 are the rest lengths of the springs. They are chosen to be
equal to the edge lengths and initial area a0 of the initialized random polygon. At zero strain,
H̃ = 0. In this work, we measure lengths in units of LB and energies in units of KA L4B . In
non-dimensionalized units, we write the Hamiltonian as,
N

1
1 X
(li − l0i )2 + (A − A0 )2 .
H = Kl
2
2
i=1

(2.12)

The area of the loop is calculated as the algebraic area [86, 77, 87, 88, 82, 79],
N
X
A(r) =
(rj × rj+1 ).ẑ,

(2.13)

i=1

which can either be positive or negative as opposed to the true geometric area which can
only be positive. Here the polygon is embedded in R2 and ẑ is the direction perpendicular to
this plane. While Graham’s algorithm ensures a non-intersecting polygon, to retain simplicity
of the system, we do not ensure non-self-intersecting polygons at intermediate strains (see
Fig. (1.6)). In other words, we employ phantom polygons. At the rigidity transition and post
transition, we always have non-self-intersecting polygons.
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2.2.1

Numerical results

We can equivalently impose strain on the system by decreasing l0i of each spring proportionally
√
or by increasing A0 in Eq. (2.12). The dimensionless ratio l0i / A0 decides the imposed
strain. While either method of strain imposition does not change the strain at which the
rigidity transition occurs in the loop, post-transition energetics is influenced by the choice.
Increasing area to impose strain costs more energy for the two-body springs in comparison to
decreasing their rest lengths. We hereon deal with only the method of isotropically straining
the system via increasing A0 . The strain γ is defined as,
γ=

A0 − a0
.
a0

(2.14)

Energy minimization for each imposed strain is performed numerically in C++ using the
multimin package of GNU scientific library [89]. We denote the minimized energy as E.
Stress σ and stiffness K is defined as derivatives of the energy density,
σ=

1 dE
,
A dγ

(2.15)

K=

1 dσ
.
A dγ

(2.16)

and,

For a regular polygon, we can analytically solve for the minimized energy configuration
under isotropic strain. A regular polygon has only one degree of freedom - the edge length l.
The area of the regular polygon is N l2 /(4 tan(π/N )). The analytical solution can be found
by minimizing Eq. (2.12) with respect to l at each strain. This gives a cubic equation in l
which was solved in MATHEMATICA. Instead of using, strain γ as defined in Eq. (2.14), we
increase A0 as A0 = a0 /(1 − γ 0 2 ) with 0 ≤ γ 0 < 1 to capture the full range of possible A0 ’s.
See Fig. (2.4) where we use this solution as a check against numerics.
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Figure 2.4: Isotropic expansion of a regular 8-gon. Note that we use γ 0 strain where A0 spans
to very large values. Analytical solution is possible due to the symmetry of regular polygons.
For irregular polygons, we see a floppy to rigid transition in the system. For a single run,
stress is continuous across the transition point γc and stiffness jumps. However, the size of
this jump decreases with N . γc ∼ N 1.32 and the same scaling holds for A0 at critical strain
due to the linear relationship between them (see Eq. 2.14). Even though a0 does not scale
with N for large N , the area of loop at the transition point Ac also scales with N . This is
because, for higher N −gons, there are more non-convex edges to flip out and increase area
(see Fig. 2.7 a). This delays the transition. Results are reported in Fig. (2.5).

Figure 2.5: Isotropic strain-induced rigidity transition in random polygonal loop. A floppy to
rigid transition is seen in these curves for varying N . Note that this is for a single run. a)
Energy as a function of strain. Critical strain of transition γc increases with N . b) Stress
remains continuous across the transition. c) Stiffness jumps at γc . Note that larger N have
a smaller step-size at transition. More the degrees of freedom in the polygon, less the energy
cost for transition.
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Judging from the decrease in step-size of the stiffness with increasing N , we do not see
a true phase transition i.e. a transition where derivatives of the energy show singularities in
the thermodynamic limit of N → ∞. We see a smooth crossover between the floppy and
rigid regimes. The energy difference between the rigid and floppy loop at the transition falls
as ∼ N −1 as we will see in the next section.
104
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Figure 2.6: Critical strain of rigidity transition as a function of N . Transition strains are
obtained from the numerical stress-strain curves. The transition strain scales as ∼ N 1.32 .
Data averaged over 100 runs. Error bars are standard deviation about the average.

2.2.2

Crossover transition

We see that in Fig. (2.5), that the energy of the system post transition decreases with increasing degrees of freedom. A simple explanation for the same can be provided by arguing that
more degrees of freedom simply allow a more optimum energy minimization. Quantitatively,
we can show that the energy of the system post-transition scales as N −1 for both stretching
out a one dimensional chain or for the isotropic expansion of the polygonal loop.
Stretching a 1D chain
When a straightened out chain of N springs is stretched by a length ∆L, the energy of the
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chain can be written as,
N

1X
E(N ) =
2 i=1



∆L
N

2
.

(2.17)

Thus, E(N ) ∼ N −1 .
Isotropic expansion of 1D chain
Let us increase the rest area A0 of a regular polygon by γA0 . In the limit of K → 0, the loop
has to simply scale up. The new edge lengths would be,
l00 = l0

p
1 + γ.

(2.18)

The energy of the system is,
E(N ) =

2
N 2 p
l0
1+γ−1 .
2

(2.19)

As the edge of a regular polygon l0 = sin(π/N ), for large N , l0 ∼ N −1 . Thus, from Eq.
(2.19), we again see that E(N ) ∼ N −1 . We cannot then expect a true phase transition
from the system since energy and consequently, its derivatives will not show divergences in
the thermodynamic limit of N → ∞.
Equilibrium configurations under the isotropic expansion of an irregular polygon are different from the stretching of a 1D chain in one aspect. While the tensions in the irregular
polygon will in general not be the same across bonds, they will be so for the case of the 1D
chain.
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2.2.3

Convexity is a necessary condition for rigidity

Figure 2.7: Convexity is necessary for rigidity. a) The initial non-convex configuration represented by dashed-line edges can flip themselves over into the solid-line edges without changing
edge lengths. b) An outwards pressure force of area-conserving spring (in blue outward arrow)
and tensions in the two body springs (in green arrows along edges) cannot satisfy force balance
at the ‘non-convex vertex’.
In this section, we argue that convexity is necessary for the loop to sustain a state of selfstress. To prove necessity, we need to show that without convexity, there can be no state of
self-stress i.e. force-balance at the vertices of the loop.
Flipping of edges
When the tuning parameter for isotropic stain expansion, A0 is increased (see Eq. 2.12), the
system attempts to increase its area without changing edge lengths. If it achieves this, the
system remains floppy. As seen in Fig. (2.7a), when the loop is not convex, it can always
increase its enclosed area without changing edge lengths via this finite floppy mode motion.
Non-convex loops thus cannot be expected to be rigid under isotropic strain expansion.
Achieving force balance
Non-convex vertices can not support force balance as seen in Fig. (2.7 b) when there is any
outward pressure force due to the area-conserving spring and the two body springs are in
tension. Since, force balance cannot be satisfied by non-convex loops, they cannot sustain a
state of self-stress that makes the system rigid. The necessity of convexity is demonstrated
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in Fig. (2.10) where convexity transition precedes the rigidity transition.

2.2.4

Are cyclic polygons sufficient for rigidity?

In three dimensional spaces, Cauchy established an important connection between geometry
and rigidity [1, 2]. This congruence theorem proves that two convex polyhedrons (see Fig.
1.1) are congruent if corresponding faces of polyhedrons are congruent. A corollary of this
theorem shows that a convex polyhedron with elastic faces is rigid i.e. the shape of the
polyhedron cannot be changed without changing the shape of at least one of its faces. The
geometry of the polyhedron is thus sufficient to judge the rigidity of the polyhedron. For the
polygonal loop constrained to two dimensions, we find that the transition point is again purely
determined by the geometry of the polygon approaching the cyclic polygon. A cyclic polygon
is a polygon whose vertices can be inscribed on a circle. This circle is known in elementary
geometrical terminology as the circumcircle. In this section, we discuss whether the geometry
of the cyclic polygon is a sufficient condition to sustain a state of self-stress in conjunction
with the area-conserving spring. If so, will this self-stress rigidify the system?
In the case of the polygonal loop constrained to a two dimensional space, a fundamental
result in Euclidean geometry shows that the maximum area of a flexible polygon is the polygon
whose vertices lie on a common circle (Theorem 12.5a of [90]) of radius R which satisfies the
implicit equation,
N
X
i=1

sin

−1



lio
2R


=π

(2.20)

In the limit of large N , we have, lio /2R → 0. Eq. (2.20), under this limit leads to
PN
i=1 li0 /2R = π, which is the perimeter of a circle of radius R. Thus, in the limit of
N → ∞, the irregular cyclic polygon approaches the shape of a circle.
It is very intuitive to expect that when the loop cannot expand any more, it will become
rigid. The subtlety here is displayed by the question - how can the polygon shape which
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cannot increase area any more without changing edge lengths be the same shape that can
support a state of self-stress? We present some numerical and analytical arguments to show
that the configuration of a cyclic polygon is a sufficient condition to support a state of selfstress. Tangential force balance will be among the edges themselves and normal force balance
between the edges and the area-conserving spring5 .
Numerical results show that at the critical strain, the configuration of the polygon is cyclic.
For the special case of a polygon with equal edge lengths, at mechanical equilibrium, the forces
due to the area spring are normal to the circumcircle. This makes it simple to show that a
cyclic polygon6 is a sufficient condition for rigidity via a system spanning state of self-stress.
For irregular polygons, to show the possibility of mechanical equilibrium, we need to solve a
set of nonlinear differential equations. To make progress towards this, we work under some
simplifying assumptions.
Force due to area-conserving spring
The force on the ith vertex due to the area-conserving spring is given by the negative gradient
of the corresponding energy term in Eq. (2.12),
FAi = (A0 − A) (yi+1 − yi−1 , xi−1 − xi+1 ) .

(2.21)

This vector is perpendicular to the line joining the adjoining vertices of the ith vertex. This is
easily seen by noticing that the dot product of this force with (xi+1 − xi−1 , yi+1 − yi−1 ) is zero.
Thus, the force due to the area-conserving spring at any given vertex can be geometrically
constructed. See (Fig. 2.8a,c).
For the case of regular polygons, this force can be verified to be normal to its circumcircle7
at the ith vertex. With respect to the center of the circumcircle of radius r, the position vector
5

In the case of stretching out a floppy 1D chain, when the chain turns straight, it cannot stretch anymore
without increasing edge lengths. This configuration is sufficient to sustain a state of self-stress [28].
6
A regular polygon in this case.
7
Regular polygon being a cyclic polygon can be inscribed in a circumcircle.

36

2 Shape-induced rigidity transitions
of the ith vertex for a regular polygon is,
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The cross product of this radial vector with the force as in Eq. (2.21) translates to,
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Using trigonometric addition identities, this simplifies to,
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Thus, FAi is parallel to the radial position vector ri . This is represented in Fig. (2.8a).

Figure 2.8: Direction of forces of area-conserving spring. The direction of force on the ith
vertex is perpendicular to the (green dashed) line joining the (i − 1)th and (i + 1)th vertex. a)
For a regular polygon, this force is along the radial direction. When extended backwards, the
imaginary lines of forces meet at a common point which is the center. b) The forces due to
the area-conserving spring can be considered to be external tension forces of cables attached
to (dark-gray filled square) fixed points. Since the imaginary lines of cable forces meet at a
common point, application of the spider-web theorem is possible. c) For an irregular cyclic
polygon, the force of area-conserving spring is seen not to be radial.
Regular polygons
For a state of self-stress to be set up, we need non-zero tensions in the springs while satisfying
force balance on the vertices. At every vertex of the regular polygon, we can define a tangent
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and a normal direction using the circumcircle. Tangential force balance at the vertices is
always satisfied in a regular polygon due to the symmetry present. Normal force balance can
be satisfied if tensions T in the edges obey the constraint,
N = 2T cos(θ).

(2.22)

where N is the force due to the area-conserving spring. θ is the angle between the edge of the
polygon and the normal direction at the vertex. For every normal force N , there is a tension
which satisfies this force balance. Given that force balance can be established and a state
of self-stress can be established, we now verify that this is a rigidifying state of self-stress by
invoking the spider-web theorem [91]. We map all the positive normal forces on the vertices
as external forces on the vertices due to external fixed points (see Fig. 2.8b). Spider-web
theorem states [29],
Spider webs with the graph as the right-side schematic in Fig. (1.4 c) are rigid
only if the lines through the outside cables intersect in one point. In general, a
spider web is rigid if there is a proper self-stress that is positive on all cables.
In our case, the point of intersection is the center of the circumcircle of the cyclic polygon.
We have a proper self-stress which satisfies force balance in the network and all edges and
external cables are in positive tension. Thus, we conclude that due to the attainment of the
cyclic polygon configuration at the transition point, the regular polygon attains rigidity via
a system spanning state of self-stress at the point of transition. For all higher strains, the
polygon remains regular and cyclic albeit inscribable in a larger circumcircle. This is again,
since, cyclic polygons have maximum area for any given distribution of edge lengths. Energy
minimization thus ensures that we remain in cyclic polygon configurations post-transition. In
Fig. (2.4), we see energy minimization results for such a regular polygon.

38

2 Shape-induced rigidity transitions

Irregular polygons
While the forces due to the area-conserving spring in regular polygons is along the radial
direction, it is not so for irregular polygons (see Fig. 2.8c). Here, we ask a question whether
any cyclic polygon can support a state of self-stress. This question is equivalent to the
question - does a solution exist to the set of 2N simultaneous equations, ∇i E = 0 for
i = 1, 2, ...N ? A cyclic polygon is completely defined by the radius r of the circumcircle it
is inscribed on and angles θi bisected by the edges at the center of the circumcircle. Thus,
in effect, we only need to find the minimum of the energy in a N dimensional space of r
P −1
and θi for i = 1, 2, ...N − 1. Note that θN is constrained to be 2π − N
i=1 θi . To make
progress analytically, let us assume that θi ’s do not change for infinitesimal isotropic strain
on the cyclic polygon. This assumption clearly does not hold for large strains as can be seen
in Fig. (2.9) where the irregular cyclic polygon tends to a regular polygon by changing θi
for increasing strains. In future work, we will attempt to substantiate this assumption and
also attempt to find the simultaneous solution for the set of N nonlinear equations in r, θi .
Under the present assumption, we have to solve only one independent equation in r to find
the energy minimum. First, let us use a simpler Hamiltonian Hp which is linear in area as in
[79] where pressure is coupled to area,
N

1 X
(li − l0i )2 − pA.
Hp = Kl
2
i=1

(2.23)

Under the imposition of an infinitesimal strain, under our assumption of constant θi ’s, the
irregular polygon simply scales from a circumcircle of radius r0 at zero strain to r. Hp can
then be written as,
Hp =
where α =

PN

2
i=1 θi

and β =

PN

Kl α
pβ 2
(r − r0 )2 −
r ,
2
2

i=1 (cos(θi )

(2.24)

sin(θi+1 ) − cos(θi+1 ) sin(θi )). To find the energy

minimum, we set dHp /dr|r=rc = 0 and find,
rc =

r0
,
1−δ
39
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where δ = pβ/(Kl α). The self-stress will rigidify the system i.e. d2 E/dr2 |r=rc > 0 for δ < 1.
For a regular polygon, this calculation is exact since θi ’s do not change due to the symmetry
of the polygon. This method is an alternative to the preceding section’s use of spider-web
theorem to prove rigidity of a system.
Switching to our nonlinear area-conserving energy of the form in Eq. (2.12), we follow the
same procedure. On an irregular cyclic polygon inscribed in a circle of radius r0 , we impose
an isotropic strain by A0 = β/2 rs2 . Here again, we assume that the cyclic polygon inscribed
on a circle of radius r minimizes the energy such that all angles of the polygon are preserved.
Rewriting H, we have,
H=

Kl α
β2
(r − r0 )2 + (r2 − rs2 ).
2
8

(2.26)

β2 2
r(r − rs2 ) = 0.
2

(2.27)

Setting dH/dr|r=rc = 0, we have,
Kl α(r − r0 ) +

This cubic equation in r was solved in Mathematica and the real solution was found to be,
 q
1/3
3
2
2916β 4 Γ2 rc2 + 4 (6Γ − 3β 4 rs2 ) + 54β Γrc
1 


3β 2 
21/3

21/3 (6Γ − 3β 4 rs2 )

− q
2916β 4 Γ2 rc2 + 4 (6Γ − 3β 4 rs2 )3 + 54β 2 Γrc

(2.28)



1/3  ,


where Γ = Kl α β 2 . Finding the stability of the solution is not straight-forward as it was for
Hp .
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Figure 2.9: Numerically energy minimized configurations of an isotropically strained octagon.
The irregular polygon rigidifies when a cyclic polygon configuration is achieved (shown in red
lines). A simulation for a polygon with 256 vertices can be seen in Fig. (1.6).

In future work, we will attempt to prove sans the assumptions, that cyclic polygon configuration is a sufficient condition to sustain a rigidifying state of self-stress. Such a result can
be a useful building block for understanding rigidity in two dimensional loops. Furthermore,
convex cyclic polygons are also known to be unique for given edge lengths [92]. Given the
uniqueness of the cyclic polygon for any given edges of an initialized random polygonal loop,
we will have a unique configuration at the point of the rigidity transition. A unique state
of self-stress supporting the network’s rigidity is seen in other strain-induced transitions as
well [93, 16, 31].

2.2.5

Prediction of critical strain

Finding critical strain is purely a geometrical question in these random polygonal loops. In
this section, we attempt to find the critical strain by two methods. Unlike the measurement
of critical strain reported in Fig. (2.6), both these methods employ only the configurations of
the polygons and do not require energy measurements to predict the rigidity transition. The
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first method analyzes the energy minimized configuration for a given strain and quantitatively
finds whether the floppy modes8 in the polygon can increase the area of the polygon or not.
The second method approximates the area of the cyclic irregular polygon by calculating the
area of the corresponding regular polygon. These methods are reported in Sec. (2.2.5) and
Sec. (2.2.5) respectively.
Change in area as a function of floppy mode variables
In this section, we attempt to predict the critical strain by not measuring the energy but by
observing the geometry of the loop. At every strain, we use the energy minimized configuration
to construct the rigidity matrix R for the two-body spring system to find the floppy modes.
We do not attempt to encapsulate the area energy constraint here. At every strain, we then
predict whether the area of the polygon can be changed via the motion of floppy modes by
evaluating the gradient of area A with respect to the variables that execute the floppy motion
of the polygon. The modulus of this gradient continuously decreases and falls to zero at the
rigidity transition. This serves as a measure to judge the approach of the transition i.e. to
address the question as to how ‘far’ we are from the critical strain.
When isotropic strain is imposed on the system by changing the tuning parameters, the
system responds by moving to a configuration that minimizes the elastic energy E. Uptil the
rigidity transition, this can be achieved via floppy motion: motion that preserves the lengths
of the springs while also keeping the area constant. Let the set of position vectors of all
vertices be denoted by,
r := {r1 , r2 , ...rn }

(2.29)

We seek to write the change in position vectors ∆r in terms of N0 = N − 3 independent
floppy variables,
u := {u1 , u2 , ...uN0 }.
8

Modes that preserve the lengths of edges.
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Towards this purpose, Eq. (2.3) provides a set of N equations as R(r)∆r = 0. We need
to obey these equations to preserve the constraints to first order. Three more equations are
provided by fixing the two translations and rotation of the system. We denote the associated
matrix by G. We finally choose independent definitions for floppy variables in the matrix F .
All equations can be denoted as matrix equations,
Dimensions
Nb × 2N
3 × 2N
N0 × 2N

Matrix equations
R ∆r = 0
G ∆r = 0
F ∆r = u

By stacking all these equations, we have,
R0 ∆r = u0 .

2N × 2N

Here, we assume the invertibility of R0 . Choosing independent definitions for floppy variables
is crucial to achieve invertibility of this matrix. We then obtain,
∆r(u) = (R0 )−1 u0
On imposition of strain, the non-trivial change in position vectors of vertices which obey
all the spring constraints to first-order and that exclude the trivial translations and rotation is
a function of the independent floppy variables.
The area of the polygon can be found using Green’s theorem/shoelace formula,
N

1X
(xi yi+1 − xi+1 yi ),
A(r) =
2 i=1

(2.31)

where (xi , yi ) are components of the position vector of ith vertex ri . Upon strain imposition,
we have,
r 0 (u) = r + ∆r(u).

(2.32)

The geometric measure for the rigidity transition is,
∇A[r] =

dA[r + ∆r(u)]
du

=
u=0

43

dA[r 0 (u)]
du

= 0,
u=0

(2.33)
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i.e. the gradient of the area function with respect to the independent floppy variables is
uniformly zero. If an isotropic area strain is imposed at this configuration, it cannot be
achieved via the motion of floppy variables. An energy cost has to be paid. Equivalently
one cannot decrease l0 ’s post this transition without paying an energy cost. This geometric
measure matches the intuitive reasoning that as you keep expanding the area of the loop, at
some point, the area cannot increase without increasing the lengths of springs.

Figure 2.10: Predicting critical strain using floppy modes. Convexity being a necessary condition for transition precedes the rigidity transition. The rigidity transition coincides with the
normalized gradient square of area, 1/N0 (dA/du)2 approaching zero. An 8-gon was used
here which has five floppy modes (see Eq. (1.1)).

Inversion of the rigidity matrix to denote the position vectors in terms of floppy variables
was done using the SymPy package of python [94]. The results are reported in Fig. (2.10).
We see that every component of the gradient of area goes to zero at the critical strain. The
gradient of the area function approaching zero foreshadows the critical strain in a similar fashion as the approach to the rigidity transition in a shear strained network being foreshadowed by
the singular value of the equilibrium matrix approaching zero [31]. We cannot use the equilibrium matrix approach since in our case the state of self-stress is established by achieving force
balance between two body springs and the area-conserving energy term. The latter cannot
be encoded within the equilibrium matrix. Regarding the uniqueness of the state of self-stress
44

2 Shape-induced rigidity transitions

at transition, the sheared network is also seen to have a unique state of self-stress carrying
the load of the strain just like the unique cyclic polygon state for the random polygonal loop
under isotropic strain.
Approximation of irregular polygon as regular polygon
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Figure 2.11: Regular polygons predict critical strain of irregular polygons. Ac is the numerically
determined area of a cyclic polygon at critical strain and Areg is the area of the approximated
regular polygon. The approximation works well in the N → ∞ limit.
To predict the strain at which the transition occurs, we need to know the area of the cyclic
polygon that can be constructed using the initial edge length distribution of the polygon.
However, this geometrical problem is an area of ongoing research in mathematics and uptil
now, we only know the solution for N = 4 via the Brahmagupta’s formula,
Area cyclic quadrilateral =

p
(s − a)(s − b)(s − c)(s − d),

(2.34)

where a, b, c, d are the lengths of edges and s is the semi-perimeter. For N = 5, 6, the area of
cyclic polygon has been found in more recent work [95, 96]. It is not trivial to come up with
an analytical expression for the maximum area of the polygon. However, we know the area
of any regular polygon9 . By approximating an irregular polygon with a regular polygon whose
edge length is the average edge length of the irregular polygon, we provide an approximation
9

Polygons with equal edge lengths.
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for the critical strain of rigidity transition. This approximation holds very well in the limit of
N → ∞.

2.3

Spring networks

In Sec. (2.2.3), we saw that convexity is necessary for rigidity. Is this the case for the spring
networks too? At the rigidity transition, do all polygons get to become cyclic polygons? These
are the two main questions we address in this section.
At the point of the rigidity transition, a unique state of self-stress emerges in the spring
network [16]. In Fig. (2.12), we see that at the rigidity transition, all constituent loops in
the network become convex. We also see in Fig. (2.13) that the convexity transition in the
spring network - the strain at which all the loops in the network become convex - is the same
as the point of rigidity transition. Additionally, the approach to transition can be judged by
measuring the fraction of convex polygons since this fraction increases linearly with strain (see
Fig. 2.13). Finally, while all polygons become convex at transition, not all become cyclic as
seen in Fig. (2.12).
,- = 0.6255
Spring tension

,- = 0.6420

Convex
Not convex

Figure 2.12: Convexity in spring networks. A floppy network does not have any spring tensions
and constituent loops in the network need not be convex. Right: A rigidified network has
non-zero spring tensions and all polygons are convex. Figure courtesy: Amanda parker
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Figure 2.13: Convexity transition in spring network coincides with the rigidity transition. The
blue dashed line marks the point of rigidity transition. The snapshot of the network at this
critical strain can be seen in Fig. 2.12 for the case of l0 = 0.6255. Finite size effects are seen
to be weak in the system sizes studied. Figure courtesy: Amanda Parker.

2.4

Discussion

In the context of rigidity theory, Connelly proved that for a closed loop of edges, there exists
an expanding motion that conserves the edge lengths. Such a motion convexifies the loop and
increases its area [97]. The proof involved addition of struts10 connecting the edges in the
polygon. This is reminiscent of a ‘pressure’ within the loop. In another work, such an expansive
motion inspired by electrostatic charges has also been studied [98]. In the context of nonzero temperature phase transitions in closed loops confined to two dimensions, several model
systems have been studied [77, 78, 79, 80]. All these models involve a pressure coupled to the
enclosed area. Such models cannot have zero temperature transitions as under-constrained
10

Struts are elastic rods which are in compression and hence want to expand.
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spring networks do [28]. The minimal way to obtain a zero temperature transition is to have
an energy term of the form A2 , a term quadratic in the enclosed area. While we do find
rigidity transitions sustained via a state of self-stress in the system, the transitions are not
true phase transitions that hold in the thermodynamic limit.
The smooth crossover in the random polygonal loop model provides evidence that the
transition happening at the scale of the network is a network phenomenon and the result of
a geometric-incompatibility as suggested in Ref. [16]. It is important to note that we are
comparing the polygonal loop with an additional energy term (A − A0 )2 against the bare
network with only two-body springs. However, this complication is unavoidable, since devoid
of the area spring, decreasing l0 to impose an isotropic strain simply results in a scaled down
loop without an energy cost and there can be no state of self-stress to support macroscopic
rigidity. The geometry of the polygon being a cyclic polygon at the critical strain of rigidity
transition, is independent of the details of the nonlinearities in the Hamiltonian. Since, cyclic
polygon is the polygon which maximizes the area enclosed for any given set of edge lengths
that make a polygon.
Random polygons as described in this section cannot tile a surface in general. In a two
dimensional surface, tileable polygons that tile the surface are all seen to become cyclic at the
rigidity transition [99]. However, in disordered spring networks such as these, not all polygons
can become cyclic. This is clearly seen in Fig. (2.1 b, 2.12) that post-transition or at the
critical strain, all polygons do not look circular as cyclic polygons do. Also, interestingly,
the polygons which carry above-average tensions in the network appear less cyclic than the
polygons that carry less than average tensions (see Fig. 2.1 b). It will be an interesting
exercise to study the correlation of the ‘cyclicity’ of the constituent polygons in the network
and the average tensions in such a loop. We expect this to be anti-correlated. Polygons which
are less cyclic could become part of the ‘force chains’ in the network that sustain a state of
self-stress.
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While removing a cyclic polygon to create a defect may not affect the overall rigidity
of the network to a large extent, removing a non-cyclic polygon would disrupt the state of
self-stress and affect the rigidity of the network. Thus, if we have to get rid of polygons11
while maintaining the integrity of the network, it is better to lose the cyclic polygons. We can
make this judgement just from looking at the network and without measuring the tensions.
Visual aids such as this could potentially be useful in material design.

11

Perhaps to save material in constructing the network.
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Chapter 3
Compression stiffening in semiflexible networks with inclusions
This chapter is based on work reported in the paper [6]. Please see this paper for a condensed version of this chapter. Considerable amount of text has been taken from this paper.
Katarzyna Pogoda, A.E. Patteson and P. A. Janmey performed the mEF cell compression
experiment. Anne van Oosten, A.E. Patteson and P. A. Janmey performed the fibrin-dextran
bead system compression experiment. Fiber network code was based on the python code
written by T. A. Engstrom. Theory was designed by J. M. Schwarz and I. I wrote codes and
analyzed numerical data. The paper was largely written by J. M. Schwarz and parts of it were
written by me. All authors provided valuable suggestions to improve the writing of the paper.

Compression stiffening is a nonlinear rheological property in which a material’s macroscopic
elastic moduli increases with increasing uniaxial compressive strain. This has been observed in
several animal and plant tissues [100, 101, 102]. Some of these tissues contain a filamentous
extracellular matrix. Given that individual cells are the building block of tissues, do individual
cells compression stiffen? The compression stiffening at the tissue scale can alternatively be
an emergent collective mechanical phenomena. However, it is worth exploring the question
whether a cell compression stiffens just as a tissue does.
From a mechanical perspective, the cytoskeleton gives the cell its structural integrity. The
cytoskeleton consists of actin filaments, intermediate filaments, and microtubules [103], all of
which are semiflexible biopolymers [104]. Semiflexible polymers have a characteristic persistence length lp such that for length scales much lower than lp , they act as rigid rods, while for
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length scales much larger than lp , they act as flexible polymers. A typical persistence length
for intermediate filaments is approximately 1 micron [105], while for actin it is approximately
17 microns [106, 107]. These semiflexible polymers crosslink to form a composite semiflexible
polymer network. Actin dominates near the periphery of the cell [103]. Vimentin, an intermediate filament, is localized more around the nucleus and other organelles to presumably
anchor them in place [108, 109].
If the mechanics of the cell is dominated by the cytoskeleton, then one can directly probe
the mechanics of in vitro semiflexible biopolymer networks to understand the mechanics of
a cell. Such networks strain-stiffen under shear [110, 40]. On the other hand, semiflexible biopolymer networks typically soften under uniaxial compression [111]. Both mechanical
responses are related to the mechanics of a single semiflexible polymer. An individual semiflexible polymer extension stiffens, i.e. its elastic modulus increases with extension strain,
and compression softens, i.e. its elastic modulus decreases with compressive strain [112, 36].
Stiff and semiflexible polymers compression soften as a consequence of the Euler-buckling
instability1 [34] with the transition being more gradual in the latter case due to the presence
of thermal fluctuations [113]. Shear strain stiffening of semiflexible polymer networks is due
to stretching out the polymers, combined with semiflexible polymers buckling orthogonal to
the ones that stretch the most [110]. In such systems, the filament density must be small
enough to allow for the lengthening of the polymers. Compression softening at the network
scale is attributed to filaments buckling, which then no longer contribute to the stiffness of
the network as it is compressed [111]. Compression softening under isotropic strains have also
been observed in spring networks which are devoid of bending springs [32].
If the cytoskeleton compression softens, such as in vitro semiflexible polymer networks
do [111], then how do cells protect themselves against compressive strains? Cells are not
just bags containing semiflexible biopolymer networks that can rearrange, they are also filled
1

Tensions in the network can bring rigidity to the network by establishing a state of self-stress, compressive
forces lead to structural buckling and destabilize the network [28].
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with vesicles and organelles. Does the presence of vesicles and organelles help protect the
cell against compressive strains? More specifically, if vesicles and organelles are modeled as
regions of incompressible fluid, does the presence of such structures promote compression
softening or stiffening? A majority of our modeling will focus on fluid-like organelles. In
this paper, we also address the typical mechanics of semiflexible biopolymer networks in the
presence of angle-constraining cross-linkers. Most modeling until now has focused on freelyrotating crosslinkers [36] with the exception of Refs. [114, 115, 116]. With angle-constraining
crosslinkers, one introduces semiflexible polymer loops at the network mesh scale. Unlike a
semiflexible filament, a semiflexible loop does not buckle in plane and so one may expect the
mechanics to differ.
We will answer some of these questions by first conducting an experiment to determine
whether cells compression stiffen or soften. We find that cells do compression stiffen. We will,
therefore, investigate the role of vesicles and organelles embedded in a semiflexible polymer
network (hereafter termed a fiber/fibrous network) and semiflexible polymer loops at the
network mesh scale and at the cortex scale—to look for various mechanisms of compressional
stiffening. We will also experimentally study an in vitro fiber network embedded with beads
so that we can more directly test ideas developed in our modeling.
The chapter is organized as follows. We first present our experimental results, then
we present our modeling and discuss how the modeling results can be used to interpret
the experimental results. We conclude with a summary and discussion of implications of
compression stiffening at the cell scale and how it may inform how compression stiffening
occurs at the tissue scale [100, 101].

3.1

Experiment

A single cell’s mechanical probes can be probed at multiple length and time scales [117]. In
this work, we report the macroscopic elastic properties of a mouse embryonic fibroblast (mEF)
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cell by investigating large length scales. Compression plates whose surface area is larger than
the cross-section of the cell ensures the same. The compression is done on a timescale of
seconds so that there is no time allowance for the cytoskeleton to rearrange in response to
the strain. In other words, the passive mechanical response of the cell is being probed. Thus
this experiment investigates the long length scale and short time scale of a cell.
To study the nature of compression stiffening in cells, we conduct two different experiments. The first is whole cell compression of mouse embryonic fibroblasts (mEFs) and the
second is compression of a fibrin network embedded with beads. Since the cell contains both a
boundary actomyosin cortex and a bulk fiber network, the second experiment helps us identify
compression stiffening coming solely from a bulk fibrous network.

3.1.1

Global uniaxial compression of cell

Experiments with whole cell compression of mouse embryonic fibroblasts (mEFs) were performed using a JPK Nanowizard 4 atomic force microscope equipped with cantilevers of a
nominal stiffness of 2.4 N/m with a 25 µm diameter sphere attached (Novascan), according to
a previously published protocol [118] with minor modifications. Briefly, cells were trypsinized
in order to round up and detach from the surface of the TC flask. Next, cells were centrifuged
and resuspended in growing medium. Immediately round cells were placed on a Petri dish
which was mounted on the AFM stage and indented uniaxially with a constant force of 450
nN at a speed of 5 µm/s as follows: (i) the AFM cantilever was placed over the rounded cell
as controlled visually through the optical microscope, (ii) the point of contact between the
cantilever and cell surface was recorded and assumed to be the cell height, (iii) each cell was
indented until 450 nN force was reached and data were saved automatically as force (nN) vs.
distance curves (µm). Such curves were then converted into stress (kPa) vs cell height (%)
with the assumption that normal stress can be calculated as the ratio of the applied force (F)
to the area of deformation. The area of deformation A was calculated as a spherical cap of
the sphere, or A = 2πrh where r is the radius of the sphere and h is the depth at which the
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cell was indented. The cell height percentage was calculated as the percentage of the total
cell height that underwent indentation at a given force. Assuming that the strain is 0% at
100% cell height, then the cell height can be converted to a strain percentage by subtracting
the cell height percentage from 100%. Finally, the stress is then given by the ratio of the
force to the area of deformation. The data was obtained from 10 cells and averaged over with
the error bar denoting the standard deviation.
As evidenced by the stress-strain curve, these cells exhibit compression stiffening (see Fig.
3.1). Compression stiffening can be defined as a nonlinear phenomenon in which the elastic
modulus of the system increases with increasing compression, which is to be contrasted with
uniaxially straining a Hookean spring where the spring constant remains independent of the
strain. We define the strain at which the compression stiffening sets in as γc . See Table 3.1 for
the definition of this parameter and others used in the manuscript. The compression stiffening
results of the mEF cell are a surprising mechanical response of the cell. The cytoskeleton,
being a semiflexible polymer network, is expected to compression soften due to the buckling
of individual polymers. This disagreement between experiment and cell modeling necessitates
a need to find new mechanisms for the observed behavior.
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Figure 3.1: Compressive stress versus compressive strain for wild-type mouse embryonic fibroblast cells. The symbols represent the data and the line represents a linear fit to the data
for up to 20% strain. We observe the onset of compression stiffening around γc ≈ 20%. The
inset is a schematic of the experiment where the AFM tip is attached to a glass bead (blue)
which in turn applies a global strain on the mEF cell (salmon). The data is averaged over ten
mEF cells with the error bars denoting the standard deviation.

3.1.2

Fibrin network compression

The experimental protocol follows Ref. [7] in which further experimental details are provided.
To study fibrin networks with embedded inert beads, fibrinogen isolated from human
plasma (CalBioChem, EMD Millipore, Billerica, MA, USA) was dissolved in buffer. To prepare
fibrin networks, fibrinogen, thrombin, 1X T7 buffer, and CaCl2 solution were combined to yield
10 mg/mL fibrinogen, 30 mM Ca2+ , and 2 U/mL thrombin and allowed to polymerize between
the rheometer plates for 1.5-2 hours at 37◦ C and then surrounded with T7 buffer. Beads made
from cross-linked dextran (Sephadex G-25 medium, GE Health Sciences, Marlborough, MA)
were swollen with H2 O to accomplish a 92% swelling. The volume needed for 92% swelling
was extrapolated from the amount of water needed for 100% swelling. The 100% swelling
was determined by allowing pre-weighed beads to swell for 12 hours in excess amounts of
ddH2 O. The suspension was centrifuged at 2200 x g for 30 minutes, and the weight of volume
of beads and excess water were determined.
Fibrin networks with adherent beads: Fibrinogen 1 and thrombin 2 purified from salmon
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plasma (Sea Run Holdings, Freeport, ME, USA) were dissolved in 50mM Tris, 150 mM NaCl,
pH 7.4 (T7 buffer). Anion exchange chromatography beads (SP Sephadex C-25, GE Health
Sciences, Marlborough, MA) to which fibrin binds were swollen to their equilibrium size in the
same buffer.
For rheometry, fibrinogen, T7 buffer, CaCl2 solution, thrombin and water were mixed
together first and then added to a bead solution to yield a fibrin network of the required
concentration in a 1X T7 buffer with 0.5U thrombin/mL sample and the required volume of
beads. Samples were polymerized between the rheometer plates for 90 minutes at 25◦ C and
surrounded by T7 buffer.
The experimental findings are as follows. Without beads, a 0.1% fibrin network does not
compression stiffen. However, even with just 14% packing percentage of adherent beads,
the fibrin network compression stiffens around 30% compressive strain. See Fig. 3.2. This
small packing fraction is far below both the packing percentage of random loose packing
(55%) [119] and random close packing (64%) [120] of beads in three-dimensions. Thus the
effect is not due to the jamming of the beads but rather an effect of the composite system.
With inert beads and a 1% fibrin network, there is no compression stiffening until the packing
percentage of beads is 60% (See Ref. [7]).
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Figure 3.2: Compressive stress versus compressive strain for a fibrin fiber network with and
without adherent dextran beads. The symbols represent the data and the lines represent
a linear fit to the data for up to 20% strain. In the absence of beads, we do not observe
compression stiffening. In the presence of 14% packing percentage of adherent beads, we do
observe compressional stiffening around γc ≈ 30%. Error bars denote standard deviation.
As evidenced by the stress-strain curve, these cells exhibit compression stiffening (see Fig.
1). Compression stiffening can be defined as a nonlinear phenomenon in which the elastic
modulus of the system increases with increasing compression, which is to be contrasted with
straining a Hookean spring in which the elastic modulus which is the spring constant remains
independent of the strain. We define the strain at which the compression stiffening sets
in as γc . The compression stiffening results of the mEF cell are surprising however, should
the cytoskeleton determine the mechanical response of the cell. The cytoskeleton, being
a semiflexible polymer network, is expected to compression soften due to the buckling of
individual polymers. This disagreement between experiment and cell modeling necessitates a
need to find alternative mechanisms for the observed behavior.

3.2

Cell as an area-conserving interior surrounded by actomyosin cortex

The elastic aspects of compression have been dealt with in history in various contexts. Collision
between two elastic spheres was first tackled by Hertz [34]. Here, stress famously depends on
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strain as strain3/4 . This nonlinearity is a consequence of the geometry in the problem. For
instance, the compression of a thin cylinder against a plate retains the linear dependence on
strain. In the context of a ping-pong ball, compression of an elastic shell against a plate has
been solved by the aid of the Hertz theory and taking bending into account [121]. Compression
of a volume conserving sphere gives a cubic strain response for force even in the small-strain
regime [122]. This is a special result given that a system in a thermodynamically stable
state, for a small mechanical perturbation about that state, generally obeys Hooke’s law.
The authors use a continuum approach to solve this problem in 3D. A discrete approach
to solve the same problem in 2D is presented in Sec. (3.2.1). In the context of modeling
viral capsids filled with genetic material, buckling transitions in volume conserving icosahedral
shells with the Foppol-von Kármán number as the tuning parameter have been studied. See
for example, [123].
Continuum elasticity theories assuming constitutive relations [124] and specialized versions
of Hertz models [125] have been employed to model the compression of shells. Uniaxial
compression of ping-pong balls and tennis balls have been performed [121, 126]. Due to
negative tension, these hollow spheres buckle at the contact regions of the ball which is in
contact with the compression wall. However, fluid filled balloons which have the constraint of
maintaining a constant volume [127] cannot buckle, since the fluid inside creates an outward
pressure. This problem has also been explored in the context of assuming constitutive relations
for the elastic medium [128, 129, 130] and finite element simulations [131]. Interestingly, for
point indentation compression of tethered membrane shells, the shell is seen to buckle inwards
and also exhibit compression softening [132]. This suggests that volume conservation may be
important in bringing about compression stiffening.
To model the three dimensional mEF cell experiment described in Sec. (3.1.1), we investigate a mechanism for compression stiffening in two dimensional area-conserving loops. The
mechanics of the loop is determined by two kinds of springs (stretching and bending energy
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springs) on its perimeter. We first look at the stretching energy springs.

3.2.1

Central-force, area-conserving loop

We model a cell organelle as an area-conserving regular polygon.

Figure 3.3: Schematic of area-conserving loop with central-force springs on the perimeter.
The elasticity of the polygon is determined by central-force springs along its perimeter
and there is a constraint on the polygon to conserve its area. For a general n-gon loop, the
Hamiltonian of the system is,
n

Hloop,cf

X
1
(li − lo )2 + λ(A − A0 )
= Kcf
2
i=1

(3.1)

where li is the length of the ith spring, l0 is its rest length, A is the area of the polygon ,
λ is the Lagrange multiplier, and A0 is its preferred area. At zero strain, a regular polygon
is chosen as the initial configuration such that Hloop,cf = 0. This is also the mechanical
equilibrium of the system in the sense that any displacement in the configuration space of the
system would increase the energy of the system. In other words, there is no pre-stress in the
system at zero strain. The vertices forming the polygon are confined within two rigid lines.
These lines are the two dimensional equivalent of the compression plates of the experiment.
Uniaxial compressive strain is applied by updating the position of the two parallel rigid lines
and reducing the distance between them.
Numerical minimization of the energy as defined in Eq.(3.1) at various strains is performed
using the SLSQP minimization algorithm in Python since this algorithm permits minimization
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while obeying strict constraints. Stress is defined as,
σ=

1 ∂H0
A ∂γ

(3.2)

where Hloop,cf is the numerically minimized energy at a given strain. Should this loop represent
the cell as a whole, then we can compare our results to the obtained stress-strain profile with
the experiment described in Sec. (3.1).
Does such a loop compression stiffen? Systems in which vertices have central force interactions with immediate neighbors attain rigidity when the average coordination number hzi
is greater than 2d where d is the dimensions of the network [21]. This result stems from
Maxwell’s consideration that the number of constraints be equal to the number of degrees of
freedom as a necessary condition for rigidity of the system. This demand forges a relationship
between the geometry and rigidity of the system. When this condition is exactly satisfied, the
system is said to be iso-static. When the number of constraints is smaller/higher than the
number of degrees of freedom, the system is said to be sub/super-static.
In the two dimensional model presented here, Maxwell’s result demands that hzi must be
greater than four. The schematic of the loop clearly shows the coordination number of the
vertices to be two. Thus, the system of springs does not satisfy Maxwell’s counting scheme
for rigidity and so one would expect the loop not to be rigid at all. And yet, the polygon
compression stiffens (see Fig (3.5)). The significance of the area conservation is realized by
noting that in the absence of this constraint, the chain of central-force springs along the
polygon would remain floppy. In 3D, the effect of the area conservation here is similar to the
pressure in a balloon where the motion of the gas molecules striking the inside of the balloon
keeps the balloon stiff or fish nets avoiding collapse due to the constant motion of the school
of fish inside the net [83].
In the area-conserving loop, we find a cubic stress-strain profile that can be understood
via a minimal analytical calculation using a quadrilateral with equal edge lengths. It is seen
that this makes an excellent fit to numerical results for higher polygons. See Fig. (3.5).
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H ∝ γ4
(3.3)
⇒ σ ∝ γ3

Figure 3.4: Schematic for finding closed-form expression for energy under compression for
area-conserving loop with stretching springs.
We assume the simplest loop symmetric about the x−axis and y−axis, a 4-gon that will
be vertically and uniaxially compressed. We choose the arms of the loop to be oblique to
the vertical compression rather than to have the arms perfectly parallel to the direction of
compression. The latter configuration has the peculiarity that the x degrees of freedom do
not couple with the y degrees of freedom when compressed which makes it a non-generic
shape. The loop is assumed to be a square at zero strain and a rhombus (all sides equal) at
finite strain.
The central force energy, Hloop,cf is,
Hloop,cf


2
1
Kcf
l− √
=4
2
2
(r
)2
 x 2  y 2
1
= 2Kcf
+
−√
,
2
2
2

(3.4)

√
where the rest length of the springs is chosen to be 1/ 2. Since the 4-gon is compressed
along the y−axis, we define y = 1 −  with compressive strain γ = /y0 . The area of the
square is 1/2. Since area is conserved during compression,
1 x y 
4
= 1/2,
2 2
2
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we have,
1
x= .
y

(3.5)

Substituting Eq. (3.5) in Eq. (3.4),
Hloop,cf

s
2
  1 2  y 2
1 
= 2Kcf
+
−√

2y
2
2
(s
)
√
1
= Kcf
+ (1 − )2 − 2 ,
(1 − )2

where  is substituted for y. The low strain expansion of this energy is,
Hloop,cf = 2Kcf (4 + 25 + ...),

(3.6)

with  ∝ γ and implying compression stiffening.
When the number of vertices in the loop is large and κ̃ < 1, then numerical minimization
yields elliptical shapes with compressive strain. The continuum limit loop is then assumed
to be a circle at zero strain and an ellipse at finite strain. For analytical simplicity, a global
stretching energy term is used in contrast to a series of individual central force springs in
Eq. (3.4). It is seen however that the form of the series expansion of stretching energy is
unaffected by this choice (compare Eq. (3.6) and (3.12)). We have,
1
Hloop,cf = Kcf (l − l0 )2 .
2

(3.7)

An ellipse is defined by two parameters - the semi-major and semi-minor axis which are denoted
by a and b. The two constraints - the distance between the top and bottom compression walls
and the constant area constraint fixes the two parameters of the ellipse,
b=1−
(3.8)
πab = πr02 ,
where ro = 1 is the initial state of the loop at zero strain. These constraints reduce the
parameters to functions of strain  as,
a() =

1
1−

b() = 1 − .
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The circumference l of an ellipse does not have an exact expression and is expressed as the
complete elliptic integral of the second kind,
Z

π/2

4a

p
1 − e2 sin2 θ dθ,

(3.10)

0

where e =

p

1 − b2 /a2 is the eccentricity of the ellipse. Ramanujan’s approximation to l is,

l ≈ π(a + b) 1 +

3λ
√
10 + 4 − 3λ


,

(3.11)

where λ = (a − b)/(a + b). This approximation is good upto O(λ10 ) [133].
Since a, b, λ are all expressed as functions of strain , l, the stretching energy in Eq. (3.7)
consequently becomes a function of . The exact expression being dense, a series expansion
about zero strain is reproduced here instead,
Hloop,cf
≈ Kcf
9π 2




4 5 236
+ +
+ ...
4
2
32

(3.12)

The lowest order term is seen to be quartic just as the stretching energy expression for the
discrete loop calculation (Eq.(3.6) ).
The cubic stress-strain curve is qualitatively different from the curves observed in Fig.
(3.1). This model, however, is in agreement with the single cell compression experiments on
T-lymphoma cells by Lulevich, et al. [4]. Here too, the cell is compressed between surfaces
which are large compared to the dimension of the cell, thus the compression applies a global
force on the cell. However, Lulevich et al. record force. For their experiments on living cells,
they fit their data using a three-dimensional version of the same model while ignoring any
bending contributions. The authors show this fit to be good up to ∼ 30% strain. It remains
to be seen whether this model can be a good fit for strains > 30%.
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Figure 3.5: Compression stiffening in loop with central force springs. With just the central
force springs, energy is seen to be quartic at small strain. Analytical calculations shown as a
solid black line here, confirms the same.

3.2.2

γc
σ
Kcf
Ksf
lo
κ̃
Kxlink
p
φ
λ
KA
A0

Semiflexible, area-conserving loop
Definition
Value
Strain at onset of compression stiffening
Compressive stress
Central force spring constant
Semiflexible angular spring constant
Distance between neighboring vertices
at zero strain
K l2
0.006 - 0.96
Dimensionless constant - Kcfsf0
Crosslinker angular spring constant
Bond occupation probability
0.5 - 1
Packing fraction of area-conserving loops 0.04 - 0.25
Lagrange multiplier
Area-conserving loop “spring” constant
Preferred area
Table 3.1: Definitions of symbols.

Not only is the functional response of the polygonal loop model obeying the Hamiltonian
Hloop,cf does not agree with the experiment (see Fig. (3.1)) there are no tunable parameters in
the model; since the only parameter Kcf in Hloop,cf is fixed to set the scale of the stress-strain
curve. This system thus cannot model the variable γc seen in the experiment for mEF cells.
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An additional consideration is to note that the acto-myosin cortex under the cell surface is
built by semiflexible polymers which have both bending and stretching elastic energy terms.

Figure 3.6: Schematic of area-conserving loop with central-force springs and bending energy
springs on the perimeter.
These reasons motivate adding angular springs to model the semiflexibility of polymers.
As in the classical Föppl-von Kármán theory [134] where the energy functional was taken to
be the sum of the stretching and bending energy functionals, we define the polygonal loop’s
energy to be the sum of the stretching and bending energies,
n

Hloop,cf+sf

X
1
(θi − θo )2
= Hloop,cf + Ksf
2
i=1

(3.13)

where θi is the angle between the polygon edges flanking the ith vertex and θo is its rest
angle. Making the same choice as done for Hloop,cf at zero strain, a regular polygon is chosen
as the initial configuration and Hloop,cf+sf = 0.
Spherical shells cannot be bent without stretching. This is due to a linear coupling between
the curvature of the system and radial deformations in the strain tensor of such a system [135,
136]. Numerically, we cannot just keep angular springs, since there is nothing preventing the
vertices from overlapping each other which would then make calculation of angle between
edges undefined.
The perimeter of the polygon is now a stretchable semiflexible polymer. The model,
however, does not consider the possibility of buckling. This must not pose a problem since
the choice of the initial configuration of the polygon and the area-conserving constraint which
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acts as a ‘pressure’ pushing the perimeter outwards, eliminates the possibility of buckling in
this system. The numerical minimization of Hloop,cf+sf shows compression stiffening with the
added feature of having linear response at small strain. Since, an additional parameter Ksf is
introduced in the Hamiltonian, a tunable, dimensionless parameter κ̃ can now be defined and
used to tune the γc in the stress-strain curve,
κ̃ =

Kcf l02
,
Ksf

(3.14)

where l0 is the rest length of the central-force spring. κ̃ represents the competition between
the stretching energy and bending energy. This constant is reminiscent of the Föppl-von
Kármán number introduced in [137].
The one-loop problem with both stretching and bending energy terms, as in Eq. (3.13) is,
1
1
Hloop,cf+sf = Kcf (l − lo )2 + Ksf (θ − θo )2
2
2

(3.15)

For simplicity, the summation over vertices is not shown explicitly. Using the non-dimensionlized
length variable, l∗ ≡

l
,
l0

the energy can now be rewritten as,

1
1
Hloop,cf+sf = Kcf l02 (l∗ − 1)2 + Ksf (θ − θo )2
2
2
Dividing by Ksf ,
Hloop,cf+sf
1 Kcf l02 ∗
1
=
(l − 1)2 + (θ − θo )2
Ksf
2 Ksf
2
results in a non-dimensional equation of the energy,
E∗ =
where E ∗ ≡

Hloop,cf+sf
Ksf

1
1
κ̃ (l∗ − 1)2 + (θ − θo )2
2
2

is the non-dimensionalized energy and κ̃ ≡

(3.16)
Kcf l02
Ksf

(As pre-defined in Eq.

(3.14)) is a dimensionless group of parameters. From Eq. (3.16), it follows,
E ∗ ≡ E ∗ (l∗ , θ, θ0 , κ̃)
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In the thermodynamic limit, n → ∞, θo → π. Thus θ0 is just a constant in this limit and
does not influence the value of the non-dimensional energy function. In this limit,
E ∗ ≡ E ∗ (l∗ , θ, κ̃)

(3.18)

The system’s parameters affect the non-dimensional energy solely via the dimensionless group
κ̃. Since any dimensionless quantity related with the system must be a function of the
dimensionless groups of the system [138], γc which is the critical strain at which compression
stiffening occurs must be a function of κ̃.
γc ≡ γc (κ̃)

(3.19)

See Fig. (3.7) for the stress-strain curves for this model. The linear stress response at
small strain is an outcome of the adding angular springs to the polygon. The analytical
argument for the same is reported later in this section.
Finally, the small range of tunability of γc does not span the values obtained through
the experiment. This can possibly be attributed to one or more reasons - the model being
two dimensional, lack of internal structure like the cytoskeleton, dismissal of randomness in
cytoskeleton of cells or because it does not account for buckling of the semiflexible polymer.
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Figure 3.7: Compression stiffening in loop with central force and angular springs. The onset
of nonlinearity is tuned by changing κ̃. Analytical calculations show that stretching energy
is quartic and bending energy is quadratic at small strain. A smaller κ̃ is stretching energy
dominated and thus has nonlinear contributions at small strain. A bigger κ̃ is bending energy
dominated which contributes only linearly at small strain, delaying the onset of nonlinearity.
Stress curves are normalized by onset stress. The solid straight line is a guide to the eye for
identifying nonlinearity in the simulation results. Inset is the schematic of the system with
central force spring (black) between neighbouring vertices (blue) and angular spring (red)
across a vertex.
The analytical estimation for calculating energies as done in Sec. (3.2.1), can be done for
the case of the angular springs too. With Ksf > 0, we get an expression for the angular spring
energy Hloop,sf ,
Hloop,sf



10 4
2
3
= 8 Ksf  +  −  + ...
3

(3.20)

This result gives a quadratic strain term in contrast to the quartic strain term for central-force
springs only.
For the case of the continuum ellipse, we can analyze the bending contribution with,
Hloop,sf

κ
=
2

Z
0

l

2

dt̂
ds
.
ds

(3.21)

The normal and tangent vector at a point on the ellipse, parameterized by θ is,
n = (a cos(θ), b sin(θ))
(3.22)
t = (−b sin(θ), a cos(θ)).
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It can be verified that n.t = 0. The unit tangent vector t̂ is defined as,
t̂ =

t
,
r(θ)

(3.23)

where r(θ) is,
1

r(θ) = (a2 cos2 (θ) + b2 sin2 (θ)) 2 .

(3.24)

The contour derivative of the unit tangent vector can be expressed in terms of the parameter
θ as,
1 dt̂
dt̂
=
.
ds
r(θ) dθ
Eq. (3.21) can now be presented as,
Z
2
κ 2π dθ d (−b sin(θ), a cos(θ))
Hloop,sf =
.
2 0 r(θ) dθ
r

(3.25)

(3.26)

Having a, b as functions of , (see Eq. (3.9)), a series expansion of the energy about strain 
can be performed. Subsequent integration over θ gives,


15 2 15 3 405
Hloop,sf
≈κ 1+  +  +
 + ...
π
4
4
64

(3.27)

The form of energy for is again similar to the discrete loop calculation (Eq. (3.20). Even
though a circle minimizes the bending energy [139] in Eq. (3.21), it does not have zero energy.
Thus, we have a constant term, independent of strain in the energy expansion.
The energetics and the shape of the loop is determined by the dimensionless parameter
κ̃ and the compressive strain γ. The heat map in Fig. (3.8) studies the ratio of stretching
to bending energy, Ecf /Esf as a function of both parameters. The black crossover line is
obtained by equating the stretching and bending energies up to fourth order in the strain
(see Eq. (3.6, 3.20)). For κ̃ < 1, the system assumes an ellipse-like shape where angles
are more conserved than distances between the vertices. For higher κ̃, i.e. κ̃ ≈ 1 and
κ̃ >> 1, the system assumes a minimal pill shape in which distances between the vertices are
more conserved. Pill-shaped surfaces have earlier been studied in the context of sea urchin
eggs [127].
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Figure 3.8: Heat map for stretching and bending energy in loop. Heat map for the ratio of
stretching and bending energy, Ecf /Esf as a function of κ̃ and strain. The solid black line
is an analytical estimate separating the bending and stretching regimes. The shape of the
polygon at 30% strain for κ̃ = 0.006 (dark-violet) is ellipse-like and for κ̃ = 0.960 (blue) is
pill-shaped. All numerical results were obtained using a 32-gon.
At low and medium strains in the heat map, κ̃ determines the domination of stretching or
bending energy. For κ̃ < 1, the ellipse-like loop response is stretching dominated. For higher
κ̃, the strain at which the pill-shaped loop transitions from bending to stretching is inversely
proportional to κ̃. A larger κ̃ makes the loop less costly to bend and so bending energy
contributes little to the total elastic energy. At a strain of around 40%, the system’s response
to increasing κ̃ is stretching → bending → stretching dominated. This is distinctly different
from shearing a fiber network where the system’s response to increasing κ̃ is stretching →
bending dominated [140]. Of course, the loop has a very simple network topology.
At high strains, the system is stretching dominated for all κ̃. For κ̃ < 1, this is in line with
the expectation for the ellipse-like loop. For higher κ̃’s, the angular springs of the pill-shaped
loop that are in contact with the compression walls no longer contribute to the change in
bending energy. The change in bending energy of the system then is proportional only to the
number of vertices on the sides of the loop. As the number of vertices on the sides of the
loop decreases with strain, the elasticity of the system becomes increasingly governed by the
stretching energy. Incidentally, the shearing of floppy fiber networks at large strains to induce
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rigidity appears to be stretching-dominated as well.
Soft Area Constraint

Figure 3.9: Cell as an area-conserving interior surrounded by actomyosin cortex with a soft
area constraint. (a) Plot of the normalized stress versus strain curve from the experiments
and the resulting fit. (b) Plot of the corresponding fractional change in area as a function of
the compressive strain in the model.
mEF experiment work reported here was done at a speed of 5 µm s−1 . Previous finite size
element simulations work [141] to analyze yeast cell compression indicated that a high speed of
compression at 68 µm s−1 , the simulations for loss of water are very alike to the simulations
assuming no loss of water. However at slow speeds of 8 µm s−1 , such simulations differ
considerably indicating that water loss becomes important at lower speeds. To accommodate
such a loss of volume, we investigate soft area constraints where the area of the 2D loop
71

3 Compression stiffening in semiflexible networks with inclusions

decreases with strain. Even without a strict area constraint, the system is seen to exhibit
compression stiffening and proves to be a good fit to the mEF compression data.

3.3

Cell as a collection of organelles within a fiber network

We now ask how the presence of a spanning, rigid fiber network affects the compression
mechanics of a cell? While one cytoskeletal fiber type may not necessarily span the cell
in a cross-linked network, a composite one is more likely to, particularly given the various
means of couplings between the different filament types [142]. Since an individual in vitro
fiber network typically compression softens, one anticipates that a composite fiber network
compression softens as well, though we leave that as an open question. For now, we look
to other components of the cell to determine how they affect the mechanics. Cells contain
organelles that can be more fluid-based or more elastic in nature, and they contain vesicles.
We will focus on the effect of fluid-based organelles and vesicles in this section and address
elastic-based organelles in Sec. (3.5). For simplicity, our modeling will be done in twodimensions. Prior modeling has demonstrated that two-dimensional fiber network modeling
qualitatively captures three-dimensional fiber network experiments [143]. We will address the
effect of dimensionality in Sec. (3.5).
Therefore, we present a model with a network of fibers that are stretchable and bendable
and with freely-rotating crosslinks. The fiber network also contains fluid-based organelles and
vesicles as area-conserving loops randomly interspersed throughout. The compositeness of the
cell focuses on the fibers and area-conserving loop mixture. We work with a triangular lattice
whose bonds can be diluted randomly and independently to become a disordered triangular
lattice. The fibers reside on the bonds of this lattice and the area-conserving loops are
represented as triangles. See schematic in Sec. 3.3.4.
Towards this, in Sec (3.3.1), we begin by studying the response of the bare flexible net-
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work with just central force springs and observe that the network collapses under uniaxial
compressive strain. In Sec. (3.3.2), we add angular springs across vertices and observe compression softening. Then, knowing that, in Sec. (3.2.1), we see compression stiffening in
a single area-conserving loop, we observe that even a semiflexible network with embedded
area-conserving loops compression stiffens. However, this is not due to the elastic energy of
the loops themselves but because of non-affine bending of fibers in the system which result
through their presence. This is explored in Sec. (3.3.4).

3.3.1

Central-force spring network

Figure 3.10: Schematic of bond-diluted network with central-force springs.
Let us consider a central-force network with freely-rotating crosslinks. Two dimensional networks such as these which preserve their connectivity come under the class of tethered membranes [144, 145]. We choose to work with the triangular lattice since it lets us access the
sub-static and super-static regimes through bond dilution. For simplicity, we allow the lattice
lines to freely cross each other which makes this a phantom network. However, for most of
our presented results, we stay in the super-static regime to avoid such free crossings of lattice
lines and to preserve the integrity of the network by not letting it collapse as in Fig. (3.11 a).
The system’s energetics is governed by,
Hnetwork, cf =

Kcf X
pi,j (li,j − l0 )2 .
2 i,j
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The two body interaction of the central force springs is accounted for by summing over two
neighbouring indices i, j. To introduce disorder, we use the method of random dilution.
This is effected by the random variable pi,j which assumes the values 1, 0 with probability
p, 1−p respectively. The network in this thesis is not prestressed. The vertices are constrained
between two rigid lines, just as in Sec. (3.2.1).

Figure 3.11: Collapse and compression softening in central force spring networks. a) Collapse
of network at a strain of 48% for p = 1. (b) Compression softening observed for occupation
probabilities p < 1. The dip in the stress curve is due to the collapse which is then followed
by a strain-induced rigidity transition at strain of 50%. The curves are averaged over 100 runs
on an 8 × 8 lattice obeying the Hamiltonian Hnetwork,cf with Kcf = 1.
The network collapses along the rows for vertically imposed uniaxial compression. Such a
collapse is accompanied by a sudden drop in the elastic energy of the network. As would be
made apparent in the next section, the strain at which the collapse happens is the strain at
which affine deformations of fibers makes the semiflexible network attain zero elastic modulus.
Network collapse has been observed in earlier studies of triangular networks [146, 147]
where isotropic compression strain was imposed. These studies report analytical results at
zero temperature and Monte Carlo simulations for non-zero temperatures. The collapse is a
first-order transition which changes the symmetry of the unit triangles from that of equilateral triangles (C6 symmetry) to isosceles triangles/collapsed lines (C2 symmetry). The bulk
modulus becomes zero at the transition point.
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3.3.2

Semiflexible network

The cytoskeletal network being made of semiflexible polymers has a bending energy cost.
We model the bending energy by angular springs across each vertex. The Hamiltonian then
becomes,
X
1
Hnetwork, cf+sf = Hnetwork, cf + Ksf
pi,j pj,k (θi,j,k − π)2
2
i,j,k

(3.29)

The three-body interactions of the angular springs is accounted for by summing over three
neighbouring and collinear indices i, j, k. The rest angle of the angular spring is π as the least
bending energy configuration of a semiflexible polymer is the linear configuration. For a fully
occupied lattice, the above energy term would correspond to three angular springs across each
vertex. The product of the random variables for probability makes an AND gate decision, i.e.
the angular spring energy term is non-zero only if both the central-force springs flanking the
vertex are present.
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Figure 3.12: Affine response of a fully occupied network causes compression softening. Network compression softens even in absence of buckling instabilities. Data points are from
simulations of a fully occupied lattice. Solid black lines are the analytical fits obtained by
minimization of Hnetwork,cf+sf and are scaled here to fit with the numerical data.
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Figure 3.13: Compression softening in disordered semiflexible networks. Compression softening
observed for occupation probabilities p < 1. Rigidity transition occurs at around a strain of
50%. The curves are averaged over 100 runs on an 8 × 8 lattice obeying the Hamiltonian
Hnetwork,cf+sf with Kcf l02 = Ksf = 1
Angular springs prevent the collapse of the network under compression since such a collapse
has to pay a bending energy cost. Such a collapse is avoided when Ksf > Kcf lo2 . An ordered
lattice with p = 1 exhibits an affine response under compression and extension.

Figure 3.14: Collapse of springs.
In affine response, straight lines in the lattice remain straight lines and thus angular springs
do not contribute to the elastic energy. The compression response of the network of central
force springs2 is in sharp contrast to extension of the network which remains linear throughout
(see Fig. (3.12)). The central force springs are seen to compression soften for stress-strain
curves. The nonlinearity in response is expected since the central force spring obeys Hooke’s
law only when the imposed strain is collinear with the axis of the spring which is not the case
here. A physical explanation for the softening is that springs collapse onto each other when
compressed (see Sec. (3.3.3)) making it easier to compress at larger strains. It is also noticed
2

Angular springs do not contribute energetically yet prevent network collapse.

76

3 Compression stiffening in semiflexible networks with inclusions

that for the strain when modulus becomes zero is the same strain where the central-force
spring network collapsed. The signature of compression softening is seen even for disordered
lattices with p < 1 (see Fig. (3.13)). This compression softening phenomenon is independent
of the buckling of semiflexible polymers. We also note that isotropic compression softening is
seen in bond diluted lattice networks [32].

3.3.3

Affine response and compression softening

We first present an approximate calculation for the compression softening mechanism in the
absence of organelles (area-conserving loops).

Figure 3.15: Schematic for calculation of closed-form expression for compression softening in
on-lattice semiflexible network.
The energy of a single central force spring is
E=

Kcf
(l − l0 )2 .
2

(3.30)

Its differential is
∆E = Kcf (l − lo )∆l.
From geometry,
l 2 = x2 + y 2
⇒ l∆l ≈ y∆y
⇒ l∆l ≈ l sin(θ)∆y.
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Assuming ∆x ≈ 0,
∆l ≈ sin(θ)∆y.

(3.32)

Substituting the same in Eq. 3.31, we obtain
∆E ≈ Kcf (l − lo )sin(θ)∆Y
∆E
≈ Kcf (l − lo )sin(θ).
∆Y
Since ∆y is nothing but the strain imposed, using the definition of stress σ in Eq. (3.2),
σ ∝ sin(θ).

(3.33)

As θ decreases for affine response under compression, stress too decreases.
We now present a more detailed calculation that makes an exact fit with the numerical
results. For an affine deformation, angular springs do not contribute to the elastic energy
since straight lines remain straight lines and do not bend. The energy of the system is then
the energy of the central force springs in the hexagon,


 p

1
1
2
2
2
2
(2x − 1) + 8
( x + y − 1) .
Eo (x, y) ≡ 4
2
2

(3.34)

The equilibrium length of each spring is one. The integer coefficients in front of each term is
obtained by counting the number of springs which are diagonal and horizontal. For a given
compressive strain, the vertical degree of freedom - y gets fixed. E0 is then minimized over
the horizontal degree of freedom - x using Mathematica for every y. This results in the elastic
energy E0 (y) which is now a function of y. The stress is evaluated by taking a derivative with
strain. The stress-strain curve is compared against the numerics in Fig. (3.12).
Is this softening generic? For a triangular lattice rotated by 90 degrees, there would be
no compressive softening since in the direction of compressive strain there would always be
springs co-linear with the compression axis. In contrast, for any rotation less than 90 degrees,
there will be compression softening since there are no springs co-linear with the compression
axis. Therefore, the 90 degree rotation is a singular case and not generic (see Fig. 3.16).
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This compression softening phenomenon is independent of the buckling of semiflexible
polymers. The signature of compression softening is also observed for disordered lattices with
p < 1 (see Fig. 3.13). We also note that this softening is distinct from the mechanism
of mechanical collapse studied in central-force networks under biaxial compression in which a
martensite-like transition occurs during the collapse [146, 147]. This martensite-like transition
occurs in the absence of semiflexibility and in general when Ksf  Kcf l02 . Interestingly,
compression softening has also earlier been observed in a tensegrity model of a cell [11].
Compression of 2D & 3D disordered lattice networks have been studied earlier with the
intention of developing an effective medium theory for the same [32]. The disorder here comes
through the spring constants having a random distribution. Under isotropic compression of
super-static networks, softening was seen and the bulk modulus becomes zero at a strain
which is inversely proportional to the mean coordination number. This strain is independent
of the topology of the network. For a 2D lattice with average coordination number ≈ 6,
the extension of the network has a constant modulus and under compression the modulus
decreases, becoming zero at around 10%. These results should be contrasted with Fig.
(3.13) where the modulus becomes zero at a strain of 50%. The difference in the results
could possibly be attributed to the employment of different strain impositions - uniaxial in
our case and isotropic for the case of [32]. Qualitatively, under extension and compression,
for the case of super-static 2D networks, the results are in agreement.
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Figure 3.16: Compression softening is generic to choice of spring orientation in network. We
study a triangular lattice where the diagonal central force springs make an angle of π/3 with
the transverse axis of compression. Compression softening is seen for all choices of initial
orientations of springs with the exception of π/2 orientation; here the compression being
along the axis of the spring, a linear behaviour is observed. Stress has been normalized so
that the curves overlap at small strain.
When working with the area-conserving loop models, we saw that despite the system of
central-force springs being floppy, the area-conserving constraint brings rigidity to the system
along with compression stiffening. Will adding area-conserving inclusions to the semiflexible
polymer network help towards the cause of bringing a compression stiffening response to the
network? We incorporated area-conserving loops as additional constraints in the network.
There are two competing factors at work here - the network’s compression softening (see
Fig. (3.13)) and the inclusion’s compression stiffening (see Fig. (3.7)). We investigate this
competition in this section.

3.3.4

Area-conserving loops and compression stiffening

As of yet, we have considered cells to be homogeneous entities devoid of any internal entities.
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Figure 3.17: Schematic for semiflexible network with area-conserving inclusions.
However, cells have organelles like the nucleus, mitochondria, golgi complex, etc. To
investigate their role in the elasticity of the cell, we model these as area-conserving inclusions
embedded in the semiflexible polymer network.
Hnetwork, cf+sf+inc = Hnetwork, cf+sf +

n
X

λi (Ai − Ao )2

(3.35)

i=1

The Lagrange multiplier terms are implemented in the simulations by using a large spring
constant for area conservation. It is set to be three orders of magnitude more than Kcf lo−2 .
This prevents the contribution of the inclusions towards the elastic response of the network
to its compression. Soft constraints have been studied earlier, for example in the context of
a soap film anchored on an elastic rod [148].

Figure 3.18: Area-conserving inclusions bend fibers around them.
Area-conserving inclusions break the affine response of the network. Angular springs earlier
did not contribute to the elastic energy in the affine response of the ‘inclusion-free’ system.
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Now, under the non-affine deformations introduced by the inclusions, angular springs contribute to the total elastic energy of the system to see a bending mode in the network). They
exhibit a compression stiffening response as seen in Fig. (3.21).
A force balance argument shows that an inclusion necessitates the angular springs around
it to bend to ensure mechanical equilibrium of the system.

Figure 3.19: Force-balance requires fiber-bending around area-conserving inclusions.
Consider the forces acting on vertex C in the vertical direction. The summation of the
forces must add up to zero to ensure mechanical equilibrium of this vertex. Let us assume that
the loop conserves its area by conserving the lengths of each of its sides. This implies that the
central force springs around the area-conserving loop remain inactive and do not impose any
force on vertex C. The central force springs directly below the vertex, being compressed, push
upward on the vertex. The horizontal springs pull the vertex horizontally as a consequence
of Poisson’s effect. To balance the upward force on the vertex, the horizontal springs need
to bend towards each other. The vertical components of F2 would then balance the vertical
components of F1 .
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Figure 3.20: Bending modes and compression stiffening in semiflexible networks. Angular
springs give rise to compression stiffening whereas central force springs compression soften.
However, central force springs exhibit reentrant compression stiffening due to loss of degrees
of freedom when one of the rows of the lattice hits the compression plates.
Even a few inclusions are sufficient for the angular springs to subdue the compression
softening of the central force springs (see φ = 0.04 curve in Fig. (3.21)). With more
inclusions, the behaviour of the angular springs dominate over the central force springs and
help bring in compression stiffening of the semiflexible polymer network whose stress is the
superposition of the central force springs’ stress and angular springs’ stress (see Fig. (3.21)).
A physical explanation for the role of the inclusions can be offered in the light of the
‘collapse of springs’ argument which we have earlier used to explain the compression softening
in the semiflexible polymer network. The inclusions prevent the said collapse of three central
force springs onto one another, thus in turn preventing the compression softening of the
system.
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Figure 3.21: Compression stiffening in semiflexible networks with area-conserving inclusions.
Organelles are introduced via area-conserving loops, which are triangular in shape given the
underlying structure of the lattice. While the inclusions themselves do not contribute to
elastic energy, it encourages non-affine responses in the network and compression stiffening
is effected via these bending modes. The occupation probability p = 0.9 and Ksf = 1 in the
12x12 lattice used for this simulation.
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Figure 3.22: Dependence of compression stiffening of semiflexible networks on size of inclusions. The size distribution of the inclusions is seen to affect the elastic response of the
system. For a given packing fraction φ, both networks (a & b) have the same number of
inclusions, however network (b) has the inclusions clubbed together in pairs. The occupation
probability p = 0.9 and Ksf = 1 in the 12x12 lattice used for this simulation.
It is further observed that the stress response is not just determined by the number of
inclusions in the network but also by their size distribution. Keeping the packing fraction
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φ constant, when inclusions are paired up, the stresses are not as large in comparison to a
network whose inclusions are randomly distributed (see Fig. (3.22)).
A heuristic argument may be presented for such a dependence. A single triangular areaconserving inclusion can be said to be equivalent to three angular springs. Since, to change
area, is to either change the edges of the triangle or its angles. Two single inclusions are
equivalent to 4 angular springs (2 per inclusion, the third angle is decided by geometry and is
not a constraint). 1 double inclusion is equivalent to 3 angular springs. Thus the former offers
more constraints to the system and promotes stiffening. Such constraint counting arguments
for angular springs have been used for fiber networks with strong angular springs [149].
Our small strain, affine, stretching deformations versus large strain, non-affine, bending
deformations should be contrasted with earlier modeling of fiber networks. These earlier small
strain studies demonstrate a change from affine, stretching dominated response to non-affine,
bending dominated response as the fiber network is diluted [12, 37, 18]. A similar change
occurs by decreasing shear strain in substatic fiber networks, yet the strains at which the
change occurs are large [73]. In this work, we observe that a stretching-to-bending change can
be tuned by increasing the number of area-conserving loops. However, since we have reported
results in superstatic networks, even in non-affine response, the energy is not dominated by
bending, but bending only becomes comparable to stretching.

3.4

Angle-constraining crosslinker network

Crosslinks bind the fibers of the network at their point of intersection. The influence of the
cross linkers on the mechanics of the network have been studied for the crosslinks acting as
free-hinges, stiff-hinges where the angle is strictly constrained and soft constrained hinges
where the angle can change but has to pay an energy cost have been studied [13, 114, 116,
150]. These studies have concerned themselves regarding the shear modulus. Here, we study
the uniaxial compression mechanics of a network with a soft constrained hinge at points of
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intersection of fibers.

Figure 3.23: Schematic of angle-constraining crosslinker network.
Having such crosslinkers will, again, prevent the collapse of three springs into one spring
perpendicular to the compression axis because the collapse is energetically unfavorable even
in the absence of organelles. The Hamiltonian of such a fiber network with angle-constraining
crosslinks is given by
Hnetwork, cf+sf+cl = Hnetwork, cf+sf +

Kcl X
pij pjk (θijk − π/3)2 ,
2
π

(3.36)

ijk= 3

with KA = 0. Here, Kcl is the bending stiffness of the cross linker spring and π/3 is the rest
angle of the spring since we work on a triangular lattice.
In response to compressive strain, even without any area-conserving loops, this network
compression stiffens as can be inferred from Fig. (3.24). At small strain, the angles between
fibers change within each triangular loop with both stretching and angle-constraining crosslinks
dominating the response. At larger strains, the affine stretching eventually compression softens
while the angle-constraining crosslinks become increasingly distorted to compression stiffen.
When Kcl /Kcf l02  1, the stretching-dominated compression softens wins. However, as
the ratio increases, eventually the bending-dominated compression stiffening wins. Note that
bending along fibers does not play much of a role here. See Fig. (3.25).
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Figure 3.24: Compression stiffening in networks with angle-constraining cross-links. Areaconserving loops are absent in these networks. a) Compression stiffening as a function of
Kxlink /(Kcf l02 ) is shown for systems with occupation probability p = 0.58. When the ratio is
small, Hf n+axlinks reduces to Ho+f n (with KA = 0) and compression softening is observed as
expected. The onset of nonlinearity is not tunable by this ratio. b) With Kxlink /(Kcf l02 ) = 0.1,
compression stiffening for different occupation probabilities p is shown. For both figures, the
curves are averaged over 1000 runs on an 8x8 lattice with Kcf l02 /Ksf = 1.
We also explore the fiber network mechanics for different occupation probabilities with
Kcl /(Kcf l02 ) closer to unity. Note that we can explore a larger range of occupation probabilities than with freely-rotating crosslinks because the p above which the network is rigid is the
π
) = 0.347 [114].
connectivity percolation threshold for the triangular lattice, i.e. pc = 2 sin( 18

For a range of p < 0.7, the network response is similar. However, for p > 0.7, we observe
a plateau in the stress-strain response occurring at intermediate strains. This plateau corresponds to a global distortion of the lattice to weaken it. This phenomenon may be related
to a first-order transition in the collapse of the network that was studied in Refs. [146, 147],
though with bending replacing stretching. When p = 1, there is a dramatic increase followed
by a sudden decrease in the stress-strain relation at these intermediate strains.
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Figure 3.25: Energetic contributions for angle-constraining crosslink fiber network.
The
energy is governed by Hnetwork, cf+sf+cl with p = 0.58, Kcf l02 /Ksf = 1, and Ksf /Kcl = 10. The
curves are averaged over 100 such initial configurations.

3.5

Comparison with experiments

Our experiments demonstrate that mEF cells exhibit compression stiffening with γc ≈ 20%.
From the modeling side, we have identified three possible routes to compression stiffening in
cells, namely, (i) a boundary actomyosin cortex enclosing a viscous medium in the absence of
a bulk spanning fiber network, (ii) a bulk spanning fiber network with freely-rotating crosslinks
and interspersed with fluid-based organelles and vesicles, and (iii) a bulk spanning fiber network
with angle-constraining crosslinks. All three mechanisms produce a linear stress-strain relation
at small strains before compression stiffening at strains larger than γc . For the bulk fiber
network results, the compression stiffening finding is robust when bending is comparable to
stretching.
Which model is most relevant for the experiment at hand? If there is no bulk, rigid
cytoskeletal network in mEFs, then one expects that the boundary cortex enclosing a viscous
medium to be the most relevant model, at least up to strains where the nucleus is not
in direct contact with the compression apparatus since the nucleus is typically the stiffest
organelle in the cell [151]. This model is also consistent with studies of local and global cell
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stiffness using multiple methods that consistently show apparent Young’s moduli of a few
Pa in the cell interior but moduli in the range of kPa at the cell cortex [152]. If there is a
bulk, rigid cytoskeletal network, then one expects organelles and vesicles embedded within a
freely-rotating crosslinked fiber network to be the most relevant. Angle-constraining crosslinks
can help amplify the effect. Since we do not know directly whether or not there is a bulk,
rigid cytoskeletal network, let us assume there is not and explore what our two-dimensional
boundary cortex enclosing a viscous medium model can tell us about our three-dimensional
experiment.
Given the simpler two-dimensional modeling versus the three-dimensional experiment, one
does not necessarily anticipate quantitative agreement between the two. We now make a
case for the potential for quantitative comparison. Let us assume that the presence of the
compression apparatus breaks the spherical-like symmetry of the cell and so it can be treated
as a collection of two-dimensional cross-sections with minimal fluid flow between the crosssections as the cell is compressed. Then the actomyosin cortex is captured by a loop and the
volume conservation due to the viscous medium translates to area conservation within each
cross-section. In addition, energy has the same units in any dimension, while stress does not.
More precisely, the difference between a two-dimensional stress and a three-dimensional stress
is simply a length factor. Alternatively, we can rescale the experimental results by a particular
value to nondimensionalize the experimental results.
Should the presence of the compression apparatus not break the spherical-like symmetry
of the cell, if we consider the actomyosin cortex as a discrete set of loops that are connected
together at various points to form a shell, then the compressional stiffening would then be
dominated by the loop that is most likely to compression stiffen first. This argument, again,
points to our loop model as a potentially accurate description of the mechanics, as long as
the coupling between loops is weak. Should the coupling between loops be strong, then a
full three-dimensional model consisting of multiple loops is needed. Within a multiple loop
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network, fluid flow amongst the different loops (yet with overall volume conserved) results
in a change in the area of the loops. Since we do not yet know if cross-sections of the cell
change in area as compression occurs, we cannot yet rule out the role of fluid flow within
the cell. Since we cannot rule out fluid flow, we can easily extend the two-dimensional loop
model with conserved area to a loop model in which area is not-conserved by introducing a
soft area constraint to account for the possibility of a cross-section of the cell changing area
as it is compressed. See Sec. (3.2.2) for details.
If we model the actomyosin cortex as a discrete set of multiple loops (spherical symmetrybreaking or not), there is the potential for quantitative comparison between our modeling and
our experiments. We, therefore, present a quantitative comparison between the experiments
(from Fig. 3.1) and the modeling (from Fig. 3.7) in Figure. (3.26) in which the area
is conserved. After subtracting the pre-stress from experimental data and using the same
value to nondimensionalize the stress, we plot both curves on the same plot to obtain very
reasonable agreement between the experiment and the model with only one free parameter,
κ̃, that is somewhat constrained by earlier experiments. With κ̃ = 0.768, it is a regime in
which both stretching and bending energy contribute to the total elastic energy of the cortex.
Additionally, the ratio of bending energy to total elastic energy decreases monotonically with
strain and the geometry of the cell is pill-shaped. The loop model with a soft area constraint
also fits well with the experimental curves (see Sec. 3.2.2), which means we cannot rule out
either approach (area conserved or area not conserved) with the stress-strain curve alone.
So while our boundary cortex enclosing a viscous medium appears to be a reasonable
model, at least up until approximately 35% compressive strain, the model begins to deviate
from the experiment slightly beyond 35% compressive strain. What other effects are at
play? Fibroblasts contain actin, vimentin, microtubules as well as other cytoskeletal fibers
and they contain organelles such as the nucleus. With large enough compression, the plates
will encounter resistance from the stiff cell nucleus. For instance, for a nucleus that is one-
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Figure 3.26: Comparison of the mEF experiment with semiflexible, area-conserving loop model.
We subtract the pre-stress from the experimental curve and normalize the stress by the same
value. Note that there is only one free parameter in the modeling curve, κ̃.
quarter the volume of the cell, the strain at which the nucleus begins to dominate would be
around 75%. In addition, the more compressed a cell is, the more likely the fiber network will
percolate across the cell at least in the direction perpendicular to the compression. Therefore,
one cannot necessarily rule out the bulk fiber network interspersed with organelles model for
larger strains. Moreover, given that we observe compression stiffening with angle-constraining
crosslinkers even in the absence of organelles, the presence of angle-constraining crosslinkers,
such as filamin A [153], only enhances such an effect.
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Figure 3.27: Fit of the mEF cell data with the stretching energy of a single semiflexible
filament.
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A single semiflexible polymer in a thermal bath can be taken as the most barebone model
for the cytoskeleton that there is, namely the semiflexible constituent of the cytoskeleton. The
entropy of the semiflexible polymer serves as an effective central force spring. The persistence
length defined as the ratio of the bending coefficient to the thermal quanta of energy (kB T ) is
the tuning parameter. The relation between the dimensionless force φ and the strain  is [36],
√
√
π φ coth(π φ) − 1
=1−3
(3.37)
π2φ
We see the behaviour of this strain stiffening force in Fig. (1.7). With the assumption that
the force on a semiflexible polymer is linearly related to stress on the mEF cell, we fit the
analytical result of a single semiflexible polymer with the stress-strain response of the mEF
cell. We observe that the fit is reasonably good given the simplicity of our single filament
system.
At this point, we also cannot necessarily rule out any of the compression stiffening mechanisms we have just presented. Perhaps all are at play at some level when compressing various
cell types. However, we can more directly compare our fluid-based organelles within a fiber
network model if we compare to a reconstituted network of dextran beads embedded within
an in vitro fibrous fibrin network with one modification to the model [7]. Since the dextran
beads essentially act as rigid objects even at 40% strain, we modify the model accordingly
by assigning the spring constant for the central-force springs surrounding any area-conserving
loops to be 100 times larger than Kcf to more closely approximate the rigidity of the beads.
We have also added some small random variation in Kcf for the central-force springs not surrounding a loop to more closely mimic the more generic network structure of the experiment
that is presumably not based on an underlying lattice.
Is our fiber network with area-conserving loops model useful for interpreting these experimental results? Recall that the compression stiffening mechanism is robust when the
stretching of fibers is comparable to the bending of the fibers. Typically, individual fibers
such as actin and collagen are not in this regime, though bundles of such fibers that can
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slide past each other may be closer to this regime. However, fibrin is a fiber with extraordinary extensibility and elasticity [154, 155] making it a more likely candidate to be in such a
regime. Figure 3.29 is a dimensionless presentation of the data in Fig. 3.2 and demonstrates
the comparison between the modeling and the experiment. Both experimental curves have
been rescaled by 2.93 Pascals so that there would be one common data point between the
modeling curves and the experimental curves at a strain of 10%. As with the cell, if uniaxial
compression of the initially isotropic system allows one to consider the composite system in
terms of two-dimensional cross-sections, then our modeling is quantitatively applicable. Let
us assume so given our cell results and discuss the comparison.
Both the experiment and the model do not exhibit compression stiffening in the absence
of beads/area-conserving loops. In the experiment with beads, compression stiffening occurs
around 30% strain and then by 40% strain, the stress has increased about four-fold. To
compare the 3D packing fraction with the 2D packing fraction in the model, we show in the
following calculation that the average packing fraction in 2D is the packing fraction in 3D.
In a cube of dimensions l, the volume of inclusions Vincl can be written as the integral of
the area occupied by the inclusions Aincl in successive cross-sections of area Across ,
Z l
Vincl =
Aincl dh.

(3.38)

0

We also define the average cross-section of the inclusions as,
Rl
Aincl dh
hAincl i = 0
.
l

(3.39)

Thus, we have,
Vincl
hAincl i l
=
.
Vtotal
Across l

(3.40)

Thus, we have hφ2D i = φ3D .
Thus, using the same packing fraction as in the 3D experiment, the model with 14%
packing percentage of more rigid area-conserving loops, the onset of compression stiffening
occurs around 42% strain with a four-fold increase in stress by around 50% strain. This
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range can be modified by changing the spring constant stiffness of the central-force springs
surrounding the area-conserving loop.
So the most significant difference is the γc in the experiment and the model. This difference
may be due to a difference in length scales. In the experiment, the bead diameter is much
larger than the mesh size, while in the model, the two length scales are the same. We expect
more localized bending with smaller loops and less localized bending around bigger loops with
both effects leading to compression stiffening, though how γc is affected is not immediately
clear. This expectation can be numerically tested by exploring larger loops embedded in larger
lattices. There is an additional computational issue. With more rigid loops, they are more
likely to overlap given their lack of deformability as the compression occurs, even in a nearly
fully occupied triangular lattice. This overlap induces an unphysical softening in the model.
One can ameliorate this issue with vertex and edge annihilation and edge reassignment and
would presumably shift the model’s γc to be more in line with the experiments.
Since the loops do not move relative to the fiber network, our modeling is applicable to
adherent beads. If we were to consider nonadherent beads, however, then the fibers can move
relative to the beads and collect in the interstitial places between the beads such that the beads
become effectively larger and so percolate transversely to the compression at a smaller packing
fraction than random-close packing [120] and perhaps even random-loose packing [119] given
the uniaxial compression. In other words, if there is enough space for the fibers to move so
that they do not have to bend around the beads, then there will be no compression stiffening.
It is interesting to note that with inert beads, the compression stiffening does not occur until
a packing percentage of around 60% [7], which is rather different from the nonadherent case
discussed above. Interestingly, a different mechanism for compression stiffening that does not
require bending but does involve a percolation of the area-conserving loops is possible (see
Appendix B). The loops need not be rigid to drive the stiffening.

94

3 Compression stiffening in semiflexible networks with inclusions

Stress (Pa)

2000

1500

1000

500

0
0

5

10

15

20

Strain (%)

Figure 3.28: No compression stiffening for PAA gel with dextran beads. Here, we have 60%
dextran beads embedded in a PAA gel.
To further test the notion of the bending of fibers as the driving compression stiffening
mechanism, we replace fibrin with 2.4% PAA gel, where bending is negligible. Here we do not
observe compression stiffening even with 60% dextran beads. See Fig. (3.28). In fact, there
may be a slight compression softening starting to occur around 20% compressive strain. This
supports our finding that in the absence of bending, compression softening occurs due to the
alignment of springs. For large enough strains however, we expect that the beads, held in
place by the fiber network, eventually percolate transversely to the compression axis to lead
to compression stiffening even in the absence of bending, as mentioned above.

3.6

Discussion

We present a direct measurement of the compressive stress of a mouse embryonic fibroblasts
as a function of compressive uniaxial strain imposed at the cell length scale and observe the
nonlinear phenomenon of compression stiffening. The compression stiffening occurs around
a compressive strain of 20%. The implications of this finding are relevant at the cell scale
and, potentially, at the tissue scale. At the cell scale, we already know that cells stiffen
when stretched and exhibit other nontrivial rheology [156]. Our compression stiffening result
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Figure 3.29: Comparison of fibrin-dextran bead system with semiflexible network embedded
with rigid inclusions. The experimental curves are normalized axial stress versus axial compressive strain for the in vitro fibrin network with and without beads embedded. The modeling
curves are for fiber networks with and without rigid area-conserving loops embedded. For the
fiber network with no loops, the analytical curve for a central force spring with initial orientation of angle π/2.2 with respect to the transverse axis of compression is chosen, see Fig.
3.16.
demonstrates that cells can behave nonlinearly under compression as well even on fast time
scales where cytoskeletal reorganization is not feasible. Such behavior may indeed be important
for cells in environments with intermediate to large homeostatic pressures.
To interpret our compression stiffening finding at the cell scale, we study several different
models. First, we consider the cell as a viscous medium modeled as an incompressible fluid
surrounded by an actomyosin cortex modeled as a semiflexible loop and find compression
stiffening. This model does not account for any fibers in the bulk of the cell, however, and a
system-spanning bulk, rigid cytoskeletal fiber network would indeed contribute to a cell’s mechanics. Since in vitro cytoskeletal filament networks compression soften, we have constructed
a fiber network with fluid-based organelles and vesicles modeled as area-conserving loops randomly interspersed throughout the fiber network. In the absence of any area-conserving loops,
we find that the fiber network indeed compression softens due to the alignment of fibers along
the axis perpendicular to the uniaxial compressive strain. This new mechanism for compression softening demonstrates that softening can occur even in the absence of buckling. In the
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presence of area-conserving loops, we find that the network compression stiffens even for small
packing fractions. Not only do the area-conserving loops prevent the alignment of the fibers,
they also promote the bending of the fibers to contort around them. A third mechanism for
compression stiffening is due to angle-constraining crosslinks in the fiber network. As the fiber
network becomes increasingly compressed, the angles between fibers must distort resulting in
an increasing stress in the network. For this third mechanism, no area-conservation is required.
Of the three models, the one that best fits the data at least for up to 35% compressive
strain is the cell as a viscous medium enclosed by an actomyosin cortex. This model contains
only one free parameter and suggests that the cortex of the three-dimensional cell subject
to uniaxial compression can be viewed as a set of loops forming a shell. While interactions
between the loops presumably exist, such interactions do not perhaps dominate the mechanics
given our theoretical-experimental comparison using a single loop. In addition, the bulk fiber
network may be at play at larger strains and so we cannot rule out the fiber network modeling
results. On the other hand, our freely-rotating crosslinked fiber network interspersed with areaconserving loops model can be more directly tested against in vitro fibrin networks embedded
with dextran beads. Even with only 14% packing percentage of beads, the fibrin network
compression stiffens. Since the dextran beads are essentially rigid in the experiment, we
rigidify the area-conserving loops by dramatically increasing the stiffness of the central-force
springs surrounding the loops. While we find somewhat good agreement in the magnitude
of the stress increase for a given strain range in the compression stiffening regime, the γc
is approximately 30% for the experiment and just above 40% in the modeling. We have
made several speculations as to the difference in values between the experiment and the
model bearing in mind that there already exists phenomenological modeling that does agree
well with the experimental data [7]. Our purpose here is to work with a more microscopic
model with which we extract a new mechanism for the compression stiffening in terms of
fiber bending. Interestingly, our results suggest that compression stiffening is robust for fiber
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networks in which the stretching energy of the filaments is comparable to the bending energy
of filaments. This property is not applicable to actin crosslinked with, for example, fascin [104]
or to PAA gels as evidenced by the lack of compression stiffening in such gels even with a high
fraction of beads. This regime may be more accessible, however, with intermediate filaments
such as vimentin and keratin [157].
Our modeling also sheds light on the significant variation of cell stiffness measurements
among different experimental experimental techniques and the choice of cell line [158, 152]. If
there is no spanning cytoskeletal network, then the moduli can be much lower than if there is a
spanning cytoskeletal network present given the difference in changes in stress scale between
the cortex surrounding a viscous medium model versus the fiber network with organelles
model. Should the experimental method be more likely to probe the boundary of a cell as
compared to its bulk, then different measurements may indeed be observed. Moreover, we
find that the stress-strain curves are not only sensitive to boundary versus bulk measurements
but, for the freely-rotating fiber network model, to the packing fraction and size distribution
of area-conserving loops. Such stress-strain curves could, therefore, provide a mechanical
fingerprint to the size distribution of organelles in a cell. Different cell-types have different
size distributions and so one could distinguish between, say, an epithelial cell and a fibroblast
given the stress-strain curve, in principle. As noted earlier, the compression of T-cells yields a
cubic force-strain relationship up to strains about 30% [4]. As long as the force is proportional
to the stress, our boundary cortex model in the limit of no-bending is relevant. T-cells have
unusually large nuclei. Can we say something fundamental about the size of organelles such
as the nucleus with respect to the size of the cell given our insights that go beyond the
insights provided by Feric and Brangwynne for very large nuclei [159]? For cells to exhibit
larger compressive stresses, the presence of a bulk spanning fiber network is helpful. Perhaps
for more migratory cells, the presence of a bulk spanning fiber network may hinder mobility in,
say, confined environments. Recent experiments find that vimentin-null mEFs migrate faster
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in microchannels then their wild-type counterparts [160].
Now that we know individual cells compression stiffen, how do such nonlinear entities act
when together in a compressed tissue? As stated in the introduction, one cannot directly
imply that compression stiffening of tissues is caused by the compression stiffening of cells.
Since, when we move across length scales, emergent phenomena at a larger scale can exhibit behaviour otherwise unexpected from its constituents at a smaller scale. Yet, given that
liver tissues almost completely lose their compression stiffening behaviour with decellularization [101], it is plausible that one of the reasons for compression stiffening of tissues is indeed
the compression stiffening of the individual building blocks. While phenomenological models [101] and classical elasticity models [102] approach compression stiffening directly from
the tissue scale, our results here suggest that one can probe the tissue at smaller and smaller
length scales to presumably find robustness of compression stiffening. At such scales, continuum mechanics may not be relevant, particularly for either extracellular matrix fibers and/or
for cytoskeletal fibers. Tissue lacking in extracellular matrix is only as strong as its intercellular
contacts. While biology has presumably developed ways for cell-cell adhesion to depend on
the nonlinearity of the cell’s mechanics, an obvious answer presented here is to make a tissue
composite where the area-conserving loops (or shells in three-dimensions) are now cells and
the fibers are made of collagen. Given the ratio of stretching to bending moduli of individual
collagen fibers [161], a bundled network and/or one with angle-constraining crosslinks, will
exhibit compression stiffening. Cells can also remodel the extracellular matrix on long enough
time scales to make it more heterogeneous thereby adding to the complexity of the composite
material.
Limitations of the network model
It is useful to be aware of the limitations of our modeling. Here, we list some of them:
1. Two dimensional modeling of a three dimensional phenomenon.
2. Super-static networks used whereas fibrin and cytoskeleton is sub-static.
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3. Buckling of a single fiber is not incorporated. Buckling introduces an extra degree of
freedom in the fiber [162] and promotes further compression softening of the network.
4. Only small lattice sizes explored due to computational limitations in Python.
5. Fibers do not have a hard core repulsion. These phantom fibers can pass through each
other.
6. Is the model in relevant biological parameter space? We can make simple order of
magnitude calculations to check the relevance of the network model discussed in this
paper. From Eq. (3.28), we see that the dimensions of the spring constants must be
[Kcf ] = [E]/L2 and Ksf = [E] where [E] is the dimensions of energy and L is the
relevant length scale to the problem. On the other hand, Young’s modulus Y and the
bending modulus κ have the dimensions [Y ] = [E]/L3 and κ = [E] L. Thus, we can
expect the spring constants to scale as,
Kcf ∼ L Y
Ksf ∼

κ
L

(3.41)

For the model to be physically relevant, the value of the dimensionless quantity Kcf l02 /Ksf
should then be L4 Y /κ. Semiflexible filaments being an elastic rod for lengths much
smaller than their persistence lengths, the Young’s modulus of such elastic rods are
related to their bending modulus by κ =

π
4

Y a4 where a is the radius of the rod [34].

Thus,
Kcf lo2
L4
= 4 ≈ 10−8
Ksf
a

(3.42)

Here, we have chosen the relevant length scale L to be the persistence length. The
values of L, a were taken to be 1µm and 10 nm respectively for intermediate filaments
(see Table 1 of Ref. [36]). Thus, our simulation parameters are not within phenomenological parameters according to this order of magnitude calculation where we have made
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several simplifying assumptions. However, using the above parameters will lead to collapse of our network as seen in Sec. (3.11a). Thus, larger scale simulations and a wider
parameter sweep to study the compression stiffening phenomenon will be an interesting
direction to pursue in the future.
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Chapter 4
Nonlinear buckling without bending morphogenesis model of cerebellum
This chapter is based on work reported in the paper “Buckling without bending morphogenesis:
nonlinearities, spatial confinement and branching hierarchies” [163]. Almost all text is taken
from this paper. The theory was designed by J. M. Schwarz and I. I wrote codes and analyzed
numerical data. The paper was largely written by me with parts written by J.M. Schwarz.
When morphogenesis is approached via a physical viewpoint, one of the typical mechanistic
routes to take is morphoelasticity induced by varying internal stresses [164]. Shape change in
response to internal stresses, within elastic objects which tend to retain shape, provides us with
a large collection of shapes. Differential growth can be a source of such internal stress. This
reasonable viewpoint is made manifest in the widespread use of the Euler buckling instability
in purely elastic materials to explain the onset of folds in morphogenesis problems [165] as
diverse as cerebra [166, 57, 167, 168, 169, 65], intestinal crypts and villi [170, 171], airway
mucus wrinkles [172, 173], tooth ridges [174] and hair-follicle patterns [175]. Recent work
accounting for cerebellar foliation falls under the same network [176, 177]. These models
typically predict a characteristic length scale between folds and state quantitative agreement
between prediction and observation to validate such an approach.
On the other hand, tissue fluidity in early stages of developing embryos has emerged
as a driver of shape change in both zebrafish and the insect Tribolium castaneum [178,
179]. Fluids, unlike elastic solids, do not retain their shape. Then how does fluidity - the
antithesis of elasticity - affect the shape of the developing organ? Presumably biological
systems have figured out ways to combine elements of elasticity and fluidity to bring about
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an even more complex collection of shapes at later stages of development. The buckling
without bending morphogenesis (BWBM) model is one such model affirming the cleverness
of biological systems [68]. Its origin is rooted in explaining recent quantitative observations of
the developing murine cerebellum, a much less studied component of the brain as compared
to the cerebrum.
Vertebrate brains are typically divided into three different sectors – the forebrain, the midbrain, and the hindbrain. While the forebrain consists of the cerebrum, the hypothalamus, and
the thalamus, the hindbrain contains the spinal cord, medulla oblongata, and the cerebellum.
Since the shape of the forebrain varies more across species than the midbrain and hindbrain,
its development has been the focus of much study. On the other hand, by studying conserved
patterns in the hindbrain, we gain complementary insight into the morphogenetic processes
of the brain.
To be specific, let us characterize the difference in shape between the cerebrum and
cerebellum. First, the shape of the cerebellum has an approximate cylindrical symmetry,
whereas such a symmetry is absent in the cerebrum. Second, mammalian cerebellums of
all sizes produce folds [180], whereas small mammalian cerebrums do not show folds [181].
Given that the overall size of both organs increases with increasing species size, it is possible
that the differences in shape arise via different physical shape change mechanisms. If so, do
different physical shape change mechanisms lead to different emergent functionalities of the
two? Moreover, the conservation of the number of the 8-10 primary lobes of the cerebellum
across species demands a treatment on its own footing as it suggests a scale invariant shape
change mechanism. Number of secondary folds however, can differ across species.
Recent experimental observations of the developing murine cerebellum found that the
proliferating cells in the cerebellar cortex are motile with neighbor exchanges on the order
of minutes [5]. It was also observed that the developing cerebellar cortex varies in thickness
with the trend being that the cortex is thinnest at the crest (gyri) and thickest at the trough
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(sulci). Moreover, the developing cerebellum is under tension and not under compression
as evidenced by both radial and circumferential cuts. While these observations cannot be
explained by elastic wrinkling theories, all three of these findings can be explained by the
linear BWBM model in which a growing cerebellar cortex is fluid-like and the sub-cortex is
a nongrowing core [68]. The cortex is under tension due to the presence of radial glial cells
spanning the cerebellum as well as the pial membrane. Finally, Bergmann glial cells spanning
the cortex attempt to maintain constant thickness of the cortex. See Fig. 4.1. Cell growth in
the presence of such constraints drives a featureless convex cortex to form folds. In addition,
the BWBM model also offers an explanation for the length scale invariance of the formation
of cerebellum folds to understand the conservation of 8-10 primary lobes across vertebrate
species spanning a range of sizes [68].
The linear BWBM model provides a quantitative network for the onset of shape change
that manifests as smooth cortex oscillations in the developing cerebellum. However, as the
shape of the cerebellum continues to evolve, we observe cusped sulci and wide gyri (see
Fig. 4.2). The linear BWBM model, which can be mapped to a forced, simple harmonic
oscillator, cannot account for such nonlinear phenomena. These observations necessitate
the exploration of nonlinear elasticity within the BWBM model, particularly in the context
of tensioned radial glial cells given that robust nonlinearities have been observed in stretched
cells [182]. In addition to exploring the effect of nonlinear springs in the BWBM model, we will
also explore the impact of spatial confinement on shape change, which imposes a different
form of nonlinearity in the BWBM model. Finally, since we are exploring stages of shape
development beyond the onset of shape change, we note the hierarchy of folds that emerges
in the developing cerebellum. This hierarchy manifests itself as folds within folds. As the
developing cerebellum grows in size, this leads to a type of branching morphogenesis. While
branching morphogenesis has been thought of in the context of developing lungs, kidneys, and
other organs [183, 184], a hierarchical version of BWBM, given its scale invariant solutions,
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naturally emerges as a potential candidate to explain branching morphogenesis within the
cerebellum.
The outline of the manuscript is as follows. In Section 4.1, we review the linear BWBM
model focusing on the early stages of shape change in the developing cerebellum. Section 4.2
discusses the effect of nonlinear springs that describe the radial fibrous glial cells and its role
in sharpening the sinusoidal sulci of the linear model. Section 4.3 discusses the effect of steric
hindrances on the flattening of gyri and Section 4.4 discusses the hierarchy of subsequent
folds emerging at even later stages of cerebellar development. Section 4.5 summarizes the
work and addresses its implications.

4.1

Linear buckling without bending morphogenesis model

Figure 4.1: Schematic of the buckling without bending morphogenesis (BWBM) model. The
radial glial cells span the cerebellum and Bergmann glial cells span the cortex and resist
thickness variations in the cortex. The area of the sub-cortex does not grow as fast as the
cortex and so it is approximated as nongrowing over some time scale.
Within a timespan of a day, the featureless, convex developing cerebellum begins to develop
folds. The BWBM model provides a physical basis for the onset of these folds. Unlike the
cerebrum, the cylindrical symmetry of the cerebellum allows for two-dimensional modeling
of its sagittal cross section. The two-dimensional BWBM model [68] offers a quasi-static
description of the foliation i.e., it does not describe the dynamics of growth but determines
the final equilibrium shape for a given set of parameters. As the parameters change with time,
so does the shape. In polar coordinates, the radius of the cerebellum and the thickness of
the cortex, otherwise known as the external granular layer (EGL), are represented with r, t
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respectively (see Fig. 4.1). The energy functional for the bi-layer model with θ parametrizing
the two degrees of freedom is,
(
 Z
 2 )
dt
dt
E r, t,
= dθ kr0 (r − r0 )2 − kt (t − t0 )2 + β
.
dθ
dθ


(4.1)

Here, all the constants kr0 , kt , β, r0 , t0 are positive. The first term represents the elastic contribution of the radial glial fibrous cells spanning the cerebellum and the elastic pial membrane
surrounding the cerebellum. Moreover, kr is the elastic modulus for this term with r0 as its
rest length radius. The second term is a growth potential for the cortex with kt controlling the
contribution of the term and t0 setting the rest length thickness. The third term represents
the Bergmann glial fibrous cells resisting thickness variations of the cortex with β being the
accompanying elastic modulus. Note that the third term is not a bending energy term. A
bending energy term would involve the curvature as given by the second derivative with θ,
unlike the first derivative used here. Finally, given the slower growth of the sub-cortex/core,
as compared to the cortex, we demand that the area of the sub-cortex does not change, at
least over the time scale of the onset of the foliation, i.e. a day. In other words,
1
2

Z

dθ(r − t)2 = A0 = constant.

(4.2)

It is the area conservation that sets up the competition between the radial elastic energy of
the glial fibers and pial membrane with the growth potential term.
The extremum of the variational problem subject to this constraint yields a pair of coupled
Euler-Lagrange equations for r, t. The solution to these equations are linear sinusoidal functions of the form,

t(θ) = T sin(nθ + φ),




1

r(θ) =
r0 (θ) −
t(θ),
1−
1−
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where
p

ρ(1 + c/(1 − )),
s

2
√
A0
a − t0
−
.
T = 2
π
1 −  + c
n=

The dimensionless constants are c := kr0 /kt ,  := µ/kr0 and ρ := kt /β.
The linear BWBM model successfully explains the cortex thickness oscillations being out
of phase with the sub-cortex deformation for a developing cerebellum which leads to a thinner
cortex at the crest and a thicker cortex at the trough. This model also allows the amplitude
of the cortex thickness oscillation to be the same size or even greater than the amplitude of
the substrate oscillations. Such phenomena are in contrast to elastic wrinkling models which
fail to wrinkle for thicker cortices at the trough [185].

Figure 4.2: Visual comparison of experiment and model. The morphogenesis of cerebellum
involves the development of folds in an initially featureless convex cerebellum. The top
row shows midsagittal cross-sections of mouse cerebellum prior to birth. Scale bar is 200
µm. The arrowheads are from the original figures in Ref. [8] and indicate fissures. The
linear BWBM model reproduces the smooth sinusoidal like folds that occur at the onset
of folding. The BWBM model with nonharmonic radial glial springs reproduces the sharp
cusped sulci that we see at the later stages of cerebellar development. Note that time is not
explicit in the quasi-static BWBM. We start from system parameters describing the unstable
state and minimize the energy while obeying constraints to arrive at the nonlinear BWBM
configuration. We use brain folding terminology - gyri (sulci) and oscillator terminology - crests
(troughs) interchangeably to refer to hills (valleys) of oscillations respectively. Parameters:
c = 0.1, 0.155,  = 0.6, ρ = 31.3, t̃0 = 0.1, 0.37, k̃r1 = 0, −0.97, k̃r2 = 0, 1.05 for the linear
and nonlinear BWBM respectively. [r̃, dr̃/dθ]θ=0 is [2.01, −0.83]. Permissions: Top row)
Reprinted with permission from Springer Nature.
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4.2

Nonlinear elasticity

While the linear BWBM model addresses the onset of shape change, a next follow up question
to ask is – what are the limitations of the linear BWBM model in explaining the more dramatic
shape changes in the developing cerebellum at later stages of development? As the radial glial
cells and the pial membrane become more stretched by the developing crests, the enhanced
stretching may lead to detachment of the radial glial cells from the pial membrane or may
lead to nonlinear elastic effects. It has long been known that stretched cells act as nonlinear
springs [182] and that collagen, which is one of dominant fibrous proteins constituting the pial
membrane exhibits nonlinear elasticity as strain increases [40]. Such effects are not addressed
in the linear BWBM model. It would therefore be prudent to examine the role of nonlinear
elasticity in the BWBM model. To do so, we promote the radial spring constant kr0 to kr (r),
a radially dependent spring ‘constant’ kr (r) := kr0 + kr1 (r − r0 ) + kr2 (r − r0 )2 .

(4.4)

The above three terms correspond to quadratic, cubic and quartic energy terms of the radial
glial spring potential energy. The cubic energy term brings an asymmetry in the radial spring
energy across r0 and the quartic energy term counteracts the destabilizing effect of the cubic term. The more general form of the uncoupled differential equation where every spring
constant is allowed to be nonlinear is explored in Appendix 4.6.1. We nondimensionalize the
problem as Ẽ := E/(kr0 r02 ), r̃ := r/r0 , t̃ := t/r0 , t̃0 := t0 /r0 and

K̃r (r̃) :=

kr (r)
= 1 + k̃r1 (r̃ − 1) + k̃r2 (r̃ − 1)2 ,
kr0

(4.5)

where k̃r1 = kr1 r0 /kr0 and k̃r2 = kr2 r02 /kr0 . The nondimensional energy functional with
dimensionless variables and coefficients is,
 Z

 2 
dt̃
1
1 dt̃
2
2
Ẽ r̃, t̃,
= dθ K̃r (r̃)(r̃ − 1) − (t̃ − t̃0 ) +
,
dθ
c
ρc dθ
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whose minimization is subject to the constraint,
Z
1
A0
dθ(r̃ − t̃)2 = 2 = dimensionless constant.
2
r0
The variational problem at hand is,


Z
2
δ Ẽ −  dθ(r̃ − t̃) = 0

(4.7)

(4.8)

The corresponding Euler-Lagrange equations are
K̃r (r̃)(r̃ − 1) − (r̃ − t̃) +

K̃r0 (r̃)
(r̃ − 1)2 = 0,
2

1 d2 t̃ 1
+ (t̃ − t̃0 ) − (r̃ − t̃) = 0.
ρc dθ2 c

(4.9)

(4.10)

For the purpose of numerically solving these coupled differential equations, we may as well stop
here. However, the exercise of uncoupling the differential equations points to an important
source of nonlinearity. Towards finding it, we differentiate Eq. 4.9 twice with θ to arrive at
 2 

d r̃
(r̃ − 1)2 000
0
K̃r (r̃) + 2(r̃ − 1)K̃r (r̃) +
K̃r (r̃) − 
2
dθ2



2
dr̃
(r̃ − 1)2 000
0
00
(4.11)
K̃r (r̃)
+ 3K̃r (r̃) + 3(r̃ − 1)K̃r (r̃) +
2
dθ
d2 t̃
= −  2.
dθ
Here we see the nonlinear term (dr̃/dθ)2 . This is a consequence of the inhomogeneous radial
spring constant and the coupling between the Euler-Lagrange equations brought about by the
Lagrange multiplier in Eq. 4.8. Solving Eq. 4.9 for t̃, we have,
"
#
1
K̃r0 (r̃)
(r̃ − 1)K̃r (r̃) +
(r̃ − 1)2 .
t̃ = r̃ −

2
Substituting Eq. 4.12 in Eq. 4.10 leads to,



d2 t̃
K̃r0 (r̃)
2
=ρ
(r̃ − 1)K̃r (r̃) +
(r̃ − 1) − r̃
dθ2
2



1 + c
+ cr̃ + t̃0 .
×
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Substituting, Eq. 4.13 in Eq. 4.11, we find the shape equation of the system to be,

 2 
(r̃ − 1)2 00
d r̃
0
K̃r (r̃) + 2(r̃ − 1)K̃r (r̃) +
K̃r (r̃) − 
2
dθ2

2


(r̃ − 1)2 000
dr̃
0
00
+ 3K̃r (r̃) + 3(r̃ − 1)K̃r (r̃) +
K̃r (r̃)
2
dθ
(4.14)

− ρr̃
(r̃ − 1)2 0
+ ρ(1 + c) (r̃ − 1)K̃r (r̃) +
K̃r (r̃)
2




+ ρt0 = 0.
The importance of the term (dr̃/dθ)2 , a source of nonlinearity in Eq. 4.14, lies in the
robustness of its appearance. Irrespective of the form of nonlinearity in kr (r), we retain
this nonlinear term whereas the coefficients in Eq. 4.14 correspondingly vary (see Appendix
4.6.1). Such a nonlinearity is also seen when one attempts to uncouple the Lotka-Volterra
equations [186].
We use the RK45 method of scipy.integrate package in python for numerical integration of all differential equations in this paper. For generating the phase-portraits in Fig. 4.7,
we use XPPAUT [187].
Results of numerical integration in Fig. 4.3a,b, show asymmetric oscillations - sharper sulci
and smooth gyri. This holds true even with k̃r1 = 0, i.e. with no explicit imposed asymmetry
in the energy functional (see Eq. 4.6). This points to the possible role of the (dr̃/dθ)2
nonlinearity in bringing about asymmetric oscillations. In the context of explaining the sharp
sulci in the cerebral cortex of larger mammals, the sulcification instability in nonlinear elastic
materials has been used [169]. Here we observe, sans an elastic instability, sharper sulci in
comparison to their sinusoidal counterparts. Even under the influence of these nonlinearities,
the system robustly retains the thicker cortical troughs and thinner cortical crests observed in
the linear BWBM model. For small k̃r1 , k̃r2 , the number of folds does not change appreciably
in comparison to the linear BWBM model.
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Figure 4.3: Asymmetry in the widths of gyri (crests) and sulci (troughs). a,b) Numerical
solutions in polar and Cartesian coordinates for BWBM with nonharmonic radial glial springs.
Nonsinusoidal sharp sulci can be seen for systems with nonzero k̃r1 , k̃r2 (green, blue, yellow).
c) Phase space orbits of solutions in (a,b). The left-right asymmetry in the orbits seen as a
steeper drop on the left translates to sharper troughs in the coordinate space. d) Numerical
solution in Cartesian coordinates for the ADO oscillator. Sharper troughs are observed due
to the addition of the nonlinear force term (dx/dt)2 to the simple harmonic oscillator. The
acceleration of the oscillator is zero at the points marked with the asterisk. The width of the
crest and trough is shown. e) Numerical and analytical solution of the phase-space orbit for
the ADO. The velocity nullcline, in red, is the locus of points with zero acceleration. The
position coordinate (marked in asterisk) at which the nullcline intersects the orbit decides
the widths of crests and troughs in (d). The shape of the orbit is seen to be especially
similar to the orbits in (c) for the cases of k̃r1 = 0, 0.19. f) Crest - trough asymmetry
for the ADO and the BWBM model as a function of their respective tuning parameters:
Γ and −k̃r1 = k̃r2 . The dashed black line is the upper limit of the asymmetry measure.
Parameters 5-lobe BWBM in (a)-(c) and (f): c = 0.1809,  = 0.9, ρ = 15.6, t̃0 = 0.7. For
periodicity in (a), parameter c is appropriately tuned for choices of k̃r1,2 . 6-lobe BWBM in
(f): c = 0.1,  = 0.6, ρ = 31.3, t̃0 = 0.5. [r̃, dr̃/dθ]θ=0 is [1.1,0],[1.25,0] for 5-/6- lobe.

4.2.1

Assisting-dampening oscillator

In Sec. 4.2, the nonharmonic radial glial springs generate a shape equation 4.14 which
has several sources of nonlinearity. Given the assured presence of the quadratic nonlinearity
(dr̃/dθ)2 in the shape equation irrespective of the nonlinearity introduced, we seek to isolate
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the effect it has in determining the shape of the system. Towards that end, we study the
simple harmonic oscillator with a velocity dependent force in this section.
The differential equation of motion for a one dimensional, simple harmonic oscillator of
mass m with an external nonlinear forcing term, −γ(dx̃/dt)2 is written as,
 2
d2 x̃
dx̃
m 2 = −kx̃ − γ
.
dt̃
dt̃
The quadratic term assists/dampens the negative/positive velocity respectively bringing an
asymmetry in the problem. We refer to this unphysical oscillator as the ‘assisting-dampening
oscillator’ (ADO). The parameters in this equation and the length scale x0 from the initial
condition x̃(0) = x̃0 can be used to introduce non dimensional variables, x := x̃/x0 and
p
t := t̃/ m/k. The equation of motion effectively determined by a single tuning parameter
Γ := γ x̃0 /m is,
d2 x
= −x − Γ
dt2



dx
dt

2
.

(4.15)

The nonlinear forcing term is nonconservative since it cannot be written down as the gradient
of a position dependent potential. This problem can also not be formulated within the network
of Lagrangian mechanics as this velocity dependent force can not be represented by a function
U (x, ẋ) such that,
d
∂U
+
−Γẋ = −
∂x
dt
2



∂U
∂ ẋ


,

where ẋ = dx/dt [188]. However, the time reversal symmetry of Eq. 4.15 ensures all
trajectories sufficiently close to the equilibrium point, (x0 , y0 ) = (0, 0) to be closed orbits in
the phase space [189]. This translates to periodic motion in the position-time space (see Fig.
4.7).
The second order differential equation 4.15 can be represented as two coupled first-order
differential equations,
dx
= y,
dt
dy
= −x − Γy 2 .
dt
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Dividing the set of equations, we have,
y

dy
= −x − Γy 2 .
dx

(4.17)

In contrast to the differential equation of motion in position-time space (see Eq. 4.15), the
phase-space orbit is represented by a first-order differential equation. This makes finding
an exact solution to the orbit in phase-space simpler. The variable transformation, u = y 2
linearizes the above differential equation as,
du
+ 2Γu = −2x.
dx

(4.18)

The solution to the homogeneous differential equation,
du
+ 2Γu = 0,
dx

(4.19)

is u(x) = A e−2Γx where A is a constant that needs to be fixed by the initial condition. The
particular solution to Eq. 4.18 is u(x) = −x/Γ + 1/(2Γ2 ). Reverting to y, the total solution
satisfying the initial condition y(−1) = 0 is,
1
y(x) = √
2Γ

q
1 − 2Γx − (1 + 2Γ)e−2Γ(x+1) .

(4.20)

√
In the limit of Γ → 0, we have y(x) ∼ ± 1 − x2 which are semi-circular arcs as expected
for a simple harmonic oscillator.
The numerical integration of the differential equation is presented in Fig. 4.3. The sharp
troughs in the position-time space are solely due to the effect of the quadratic nonlinear term
(dx/dt)2 .
The red lines in Figs. 4.3e, 4.7 are velocity nullclines which are the locus of points in
phase-space where the acceleration, dy/dt = d2 x/dt2 = 0. From Eq. 4.15, it follows that
the nullcline is a quadratic function in x,

x = −Γ
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2
.
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It is interesting to note that the quadratic nullcline (see Fig. 4.7b) bears resemblance to
a similarly curved nullcline of the BWBM with nonharmonic springs (see Fig. 4.7d). The
nullcline’s curvature is dictated by the same quadratic nonlinear term (dx/dt)2 in both cases.
For comparison with this unphysical oscillator, we also study a conservative Hamiltonian
system and observe that it is also capable of exhibiting oscillations with sharp troughs. The
simplest such system is obtained by adding cubic and quartic potential energy terms to the
simple harmonic oscillator. The former term provides an explicit asymmetry in the energy
functional, and the latter term ensures stability about the equilibrium point. In Appendix 4.6.2,
this system is explored numerically and analytically using a perturbation series constructed via
the Lindstedt-Poincaré method [190].

Figure 4.4: Space constraint locally flattens the lobes of the linear BWBM model. a,b) Polar
and cartesian representation of the solutions to the differential equation of the linear BWBM
model under a tanh(r̃ − r̃c ) space constraint (see Eq. 4.26). The black confining circles in
(a) are the confining walls and are represented by dashed lines in (b). c) Phase-space orbits,
unlike the nonlinear BWBM model and the ADO model, remain symmetric. Parameters:
dr̃
]θ=0 is [r̃c , 0].
c = 0.07,  = 0.9, ρ = 15.6, K̃c = 30, q = 104 , t̃0 = 7q, r̃0 = 1q. [r̃, dθ

4.2.2

A measure for crest - trough asymmetry

Stokes, in his study of propagating waves approaching the shore, discussed the development of
narrow crests and wider troughs [191]. In this context, measures for velocity and acceleration
skewness have been proposed and studied. In the folds of cerebellum, which is a stationary
spatial oscillation, a similar asymmetry presents itself in the form of wide gyri/crest and sharp
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sulci/trough. We propose the following measure for quantifying the asymmetry in widths crest - trough asymmetry :=

tcrest − ttrough
.
tcrest + ttrough

(4.22)

Here, the length the parameter θ traverses between consecutive pair of points at which
d2 x/dt2 = 0 on the climbing (falling) wave, and the immediately following falling (climbing) wave defines tcrest (ttrough ), respectively (see Fig. 4.3d). These points are the points of
intersection of the phase-space orbit with the velocity nullcline (see Fig. 4.3e). The horizontal
mouthed parabolic-shaped nullclines, thus influence the position of these points of intersection and play a prominent role in bringing the asymmetry between the widths of the crests
and troughs. For the ADO, the velocity nullcline is exactly parabolic (see Eq. 4.21 and Fig.
4.7). The parabolic shape of the nullcline is due to the quadratic nonlinearity (dx/dt)2 in
Eq. 4.15. For the BWBM model with nonlinear radial glial springs, the nullcline will not be
exactly parabolic due to the presence of other nonlinearities in Eq. 4.14.
The measure in Eq. 4.22 is bounded within (−1, 1). For a sinusoidal wave, which is
perfectly symmetric, the measure equals zero. For the case of studying this asymmetry in
the lobes of the nonlinear BWBM model, we use θ in lieu of t in Eq. 4.22. Studying this
asymmetry for the ADO and the nonlinear BWBM model for a range of tuning parameters,
we see that the asymmetry scales as 1.04 ± 0.05 and the nonlinear BWBM model shows a
parameter dependent scaling of 0.61 ± 0.02 and 0.79 ± 0.08 for two chosen sets of parameters
of 5 lobed and 6 lobed systems respectively (see Fig. 4.3f).

4.3

Spatial confinement

A cerebellum does not grow in isolation. It encounters steric effects from the cerebrum,
brain-stem, and the skull. The effect of the skull on a growing cerebrum has earlier been
studied computationally [192]. We, therefore, are compelled to explore the effects of steric
confinement with the BWBM model, particularly since there may be interplay between the
area conservation of the subcortex and the imposed steric effects at a radial boundary. More
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specifically, if the lobes are not allowed to grow radially, they may grow tangentially, making
way for sharper folds in the cerebellum. To check for this, we model the steric effects on
the developing cerebellum by incorporating a logistic function (1+tanh(x))/2 into the energy
functional,


 Z

dt
E r, t,
= dθ kr (r − r0 )2 − kt (t − t0 )2
dθ
 2

dt
Kc
+β
+
(tanh[q(r − rc )]) .
dθ
2

(4.23)

The constants of the logistic function are omitted as they vanish in the resulting EulerLagrange equations. Here, Kc is the coupling constant, q −1 is the width of the step size of
the tanh function and rc is the radial position of the step. The strength of the steric interaction
is taken to be Kc q 2 , a quantity whose dimensions matches those of kr . Renormalizing the
parameters and variables by q −1 avoids singularities in the Euler-Lagrange equations in the
limit of q → 0. Dividing Eq. 4.23 by kr q −2 , we have,

 Z

dt̃
1
Ẽ r̃, t̃,
= dθ (r̃ − r̃0 )2 − (t̃ − t̃0 )2
dθ
c
 2

1 dt̃
2
+
+ K̃c tanh[r̃ − r̃c ] ,
ρ c dθ

(4.24)

where Ẽ := E/(kr q −2 ), r̃ := qr, t̃ := qt, r̃c := qrc and K̃c = Kc q 2 /kr . All parameters
and variables are now rendered dimensionless. Given that there is no explicit dependence on
q, we can be assured that it will not show up in the Euler-Lagrange equation either. The
corresponding area-conserving constraint is,
1
2

Z

dθ(r̃ − t̃)2 = A0 q 2 = dimensionless constant.
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The Euler-Lagrange equation is,

d2 r̃
{(1 − ) − K̃c sech (r̃ − r̃c ) tanh(r̃ − r̃c )}
dθ2
 2
dr̃
+ K̃c sech2 (r̃ − r̃c ) {2 − 3 sech2 (r̃ − r̃c )}
dθ
 2
+ ρ c + (1 − )γ 2 r̃


2

(4.26)

+ K̃c γ 2 sech2 (r̃ − r̃c )
+ ρt˜0 − γ 2 r̃0 = 0.
Here γ =

p
ρ(c + 1). We, again, observe the (dr/dθ)2 term. However, its coefficient is

zero for all r 6= rc , thus effectively localizing its effect. Results of numerical integration
in Fig. 4.4a,b shows local flattening of the crests/gyri at contact with the confining wall.
Interestingly, there are no nonlocal effects of the confining wall on the lobes, i.e., steric effects
do not contribute to the sharpness of the troughs/sulci, at least for the parameters we study.
The area conservation on the sub-cortex is not a strong enough constraint to affect the shape
of the lobes near the troughs as the sub-cortex can still change its shape.
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4.4

A branching hierarchy

Figure 4.5: Branching morphogenesis in the cerebellum and length-scale invariance in BWBM
foliation. a) Midline sagittal cross-section of mouse cerebellum 3 days post birth [5]. Scale
bar is 200 µm. b) Idealized geometrical example of hierarchy manifests as a fractal. c)
Representation of branching morphogenesis implemented using the geometrical idea of (b)
and the 4 lobe BWBM systems with elliptical r0 of (d). Each lobe becomes a sub-system of
its own and spawns its own folds. Here, the first and each of the second generation systems
are generated numerically with the second generation overlaying the first after a rescaling
factor of 0.28. d,e) Folds in (d) develop transversely to the major axis of the elliptical r0
(blue) in contrast to (e) which has a circular r0 . Parameters: c = 0.0026,  = 0.6, ρ =
15.6, t̃0 = 0.58, k̃r1 = k̃r2 and eccentricity e = 0, 06 respectively for the purple and green 4
dr̃
] = [0.76, 0]. The parameters
lobed systems respectively. The initial condition at t = 0 is [r̃, dθ
used for the 6 lobed system are the same as the linear BWBM values in Fig. 4.2. The 4
lobed second generation lobes in (c) are generated using the parameter values corresponding
to e = 0.6 in (b). Permissions: a) Reprinted from [5] which was published under the Creative
Commons Attribution.
Mammalian cerebellums are seen to develop folds irrespective of the size of the organ [180].
This is in contrast to small mammalian cerebrums which do not develop folds [58, 169].
A feature of the linear BWBM model is that it offers an explanation for the length scale
independence of the folding morphogenesis in the cerebellum. In the limit of small  of the
√
linear BWBM model, the number of primary folds N scales as ρ. Thus, in this limit, the
number of folds developed in the cerebellum is independent of the size of the cerebellum and
is determined solely by the material elastic constants. If the material elastic constants do not
dramatically differ across mammalian species, the linear BWBM model can potentially explain
the conservation in the number of primary folds. In this section, we discuss how the linear
BWBM can be used to describe the branching hierarchy within a given cerebellum.
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As the gyri/crests of the cerebellar cortex continue to grow, the sulci/troughs sharpen and
become anchored [193]. The anchoring is due to a combination of the radial glial cells and
the pial basement membrane, a thin sheet of extracellular matrix (ECM) made up of collagen,
laminin, and other ECM components [194]. It is known that basement membranes stick
together [195], so as the troughs sharpen, the pial membrane from each side of the trough
begins to come into contact and stick to reinforce the anchoring. The resulting anchoring
centers delineate the petal-like projections called lobules [8].
We hypothesize that when the anchoring centers serve as effective boundaries between
the lobules, each lobe becomes its own subsystem. This subsystem then consists of its own
subcortex/subcore, all within the encompassing primary cortex/core geometry. Some of these
featureless subsystems go on to develop folds of their own to, in turn, generate another
generation of subsystems and so on. See Fig. 4.5a. In other words, as the cerebellum
continues to develop, a branching hierarchy of subsystems emerges. This branching hierarchy
is yet another distinguishing feature of the cerebellum that sets it apart from the cerebrum. It
is to be noted that even though cerebellums of all sizes demonstrate folds, smaller cerebellums
have fewer hierarchical branchings.
The hierarchical generation of lobules within lobules points to a scale-invariant branching
process. Given that within the network of BWBM, the formation of crests and troughs do
not depend on system size, this network offers a natural description for the hierarchy. As the
size of the subsystems decreases with each successive generation, crests and troughs can still
form as long as the material properties do not change. The validity of the two dimensional
model to describe growth in three dimensions remains valid since the cerebellum retains its
cylindrical symmetry during development [5].
As an idealized, purely geometric example of the hierarchy, we consider an initial zeroth
generation circle. Along its perimeter, six first generation circles are generated. This process can proceed ad infinitum, to generate a fractal structure with a fractal dimension of
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log(3)/log(2). We show four generations of this hierarchy in Fig. 4.5b.
In the same vein, using the linear BWBM model, we represent the hierarchy of folds in
the cerebellum in Fig. 4.5c. The ‘zeroth’ generation is the circular r0 (not shown in figure)
which generates six first generation foliations. Each lobe formed within consecutive folds is
now considered an independent subsystem and sets the length scale for the r0 of the following,
second generation of lobes.
Fig. 4.5a suggests the free part of the first generation lobe i.e. the part that is not
sticking to its neighbors, to be ‘elliptical’ with the major axis of the ellipse being parallel
to the outermost exposed edge of the lobe. This is especially evident for the L678 lobe.
To accomodate this visual observation in generating second generation folds, we employ a
geometric nonlinearity in the form of an elliptical r0 with an eccentricity e within the BWBM
model. We assume there are no residual stresses and generate a 4 lobed BWBM system as in
Fig. 4.5d. We then use only the top half of this solution to represent the second generation
lobes in Fig. 4.5c.
It is also interesting to note that in Fig. 4.5d, the most prominent fold occurs transversely
to the horizontal major axis of the elliptical r0 . This is simply the consequence of the system
trying to minimize its energy contribution from the radial glial springs. For comparison, we
show in Fig. 4.5e, a four lobed system generated from a circular r0 .

4.5

Discussion

Inspired by cerebellar shape development, we study the effects of nonlinear elasticity, steric
confinement, and a branching hierarchy within the BWBM model. Exploring the effects
of nonlinear elasticity of the fibrous radial glial cells, the interplay between geometry and
nonlinearity is seen to give rise to troughs sharper than the troughs obtained in the linear
BWBM model and we arrive at an asymmetry between the crests (gyri) and the troughs
(sulci). This asymmetry can be understood thus: the relatively slow growth of the sub-cortex
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is taken into account by demanding area conservation of the sub-cortex in the two-dimensional
BWBM model. The associated Lagrange multiplier couples the radius of the cerebellum and
the thickness of the cortex. Nonlinear radial springs, in association with this coupling, results in
the robust quadratic nonlinear term of the form (dr/dθ)2 in the shape equation. To illustrate
the role of the quadratic nonlinear term in sharpening the sulci, we study the simple harmonic
oscillator with the same form of nonlinearity and observe its sufficiency in achieving sharp
sulci. Several other nonlinearities emerge in the shape equation including a spatially-varying
effective ‘mass’ coefficient.
The perspective of cerebellum foliation as the action of a nonlinear oscillator can be a
useful one given the extensive theoretical studies of such oscillators [196, 197]. For BWBM
of the cerebellum, the linear model with constant r0 maps to a forced harmonic oscillator
and, for small eccentricities of r0 , maps to an unconventional Duffing oscillator. For nonlinear K̃r (r), we attempt to understand the corresponding nonlinearity in the context of the
assisting-dampening oscillator. We hope the study of cerebellar foliation as a nonlinear oscillator problem continues to be fruitful. In a related work, the existence of a new morphological
instability in confined nonlinear elastic sheets was found in the context of a period-doubling
bifurcation, exhibiting an analogy with parametric resonance in another nonlinear oscillator [198].
The period-doubling hierarchy found in the Ref. [198] is very different from the new hierarchy found here. The hierarchy found here is one due to boundary conditions in the form of
anchoring centers to create sub-regions, or sub-systems, from which the same type of scaleinvariant foliation emerges, at least in the limit of small . Had the foliation mechanism not
been scale-invariant in any limit, such as with a purely elastic system, the smaller sub-lobes
would soon become featureless as the number of foliations depend linearly on the perimeter of
the sub-system. Within BWBM, therefore, we have identified a new scale-invariant branching
morphogenesis mechanism. It is not yet clear how generic this new branching hierarchy mech-
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anism is in terms of moving beyond the cerebellum. Ref. [68] addressed potential applications
of BWBM to two-dimensional brain organoids [199] and the developing retina [200].
Referring again to Fig. 4.5(a), one of the second generation sublobes labelled L45 does
not branch. Perhaps the material properties are altered in this sublobe so that features do
not form. For sublobe L678, the two new sub-sublobes are not similar in size. This could be
due to changes in curvature of the confinement from growing, surrounding tissue. So far, we
have only addressed steric, static confinement. Certainly, such variabilities from sublobe to
sublobe can be explored in less idealized conditions.
We note that within the context of purely elasticity theory, an explanation for the thickersulci/thinner-gyri of the developing cerebellar cortex was recently achieved by the addition of
surface tension [201]. While more energetic contributions can certainly be added to either the
purely elastic model or to the BWBM model, the recent experimental observations needs to be
incorporated in the modeling – the cells in the cortex are motile with cellular rearrangements
on the time scale of minutes [5] and the cerebellum is under tension as it develops (as
opposed to compression). These observations render a purely elastic model suspect. However,
the differential growth between the cortex and subcortex remains central in both classes of
models. To make progress, we need further experimental falsification tests to rule out classes
of models.
Finally, given our focus on the cerebellum here, one is led to wonder whether some form
of BWBM is applicable to the cerebrum. As mentioned previously, the cerebrum and the
cerebellum have rather different morphologies. In terms of development in the cerebellum,
the predominant growth of the cells is in the cortex [193]. Many such cells migrate inward to
become part of the core of the cerebellum. In the cerebrum, much of the cell proliferation is
in the core and the progenitor cells migrate outward to become part of the cortex [202, 203]
. In this sense, the two organs are inverse to each other. Given the presence of motile
cells in the developing cerebrum, one may wonder whether a purely elastic approach to the
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developing brain is reasonable. Without a doubt, the time scales of cell migration decide the
contest between elasticity and fluidity. Under the network of liquid crystals, earlier work on
the developing cerebrum arrived at a prediction for the bending modulus of the cortex [58].
This approach was based on a revised view of the axonal tension model for the developing
cerebrum [56, 204]. These novel approaches have the potential to build new inroads in
quantitative biology.

4.6

Appendix

4.6.1

Uncoupling general Euler-Lagrange equations for r, t

The uncoupled nonlinear differential equation in r for the case of having kr := kr (r) is shown
in Eq. 4.14. The form of such an equation is, however, dependent on the choice of nonlinear
coefficients. For general coupled Euler-Lagrange equations, we have
f (r, t) = 0,

(4.27)

t00 = g(r, t).

(4.28)

Here the prime superscript indicates a derivative with respect to θ. The derivative of Eq. 4.27
with respect to θ gives,
∂f (r, t) 0 ∂f (r, t) 0
r +
t = 0.
∂r
∂t

(4.29)

Another derivative yields,
∂f (r, t) 00 ∂f (r, t) 00 ∂ 2 f (r, t) 02
∂ 2 f (r, t) 0 0 ∂ 2 f (r, t) 02
r
+
2
t = 0.
r +
t +
rt +
∂r
∂t
∂r2
∂r∂t
∂t2

(4.30)

Eq. 4.27,4.29 can be solved to find t := t(r), t0 = t0 (r, r0 ). The uncoupled differential
equation in r would then be,
∂f (r, t(r)) 00 ∂f (r, t(r)) 00
∂ 2 f (r, t(r)) 02
r +
t (r) +
r
∂r
∂t
∂r2
∂ 2 f (r, t(r)) 0 0
∂ 2 f (r, t(r)) 02
+2
r t (r) +
t (r) = 0.
∂r∂t
∂t2
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The last two terms for Eq. 4.14 is absent and this particular case of nonlinear differential
equation is of the form,
∂f (r, t(r)) 00 ∂ 2 f (r, t(r)) 02 ∂f (r, t(r))
r +
g(r, t(r)) = 0,
r +
∂r
∂r2
∂t

(4.32)

where the implicit dependence - t(r) is to be taken into account after evaluating the partial
derivatives in t, r. This renders an uncoupled differential equation of motion for r.

4.6.2

Higher order corrections to the Simple Harmonic Oscillator

With no loss of generality, we can study the simple harmonic oscillator with cubic and quartic
corrections to the potential energy as,

Figure 4.6: Lindstedt-Poincaré perturbation method for the cubic and quartic energy corrections to the SHO. O(2 ) curve follows the leading edge of the numerical solution but does
not capture the offset in troughs and the relative difference in widths of crests and troughs.
Here  = 0.6, Γ0 = 0.25.

d2 x
= −x − x2 − Γ0 x3 ,
dt2

(4.33)

a single parameter equation where all variables are nondimensionalized. To evolve a perturbative scheme, we treat the last two terms of the above equation as a perturbation to the
simple harmonic oscillator. To that effect, with  > 0 we have,
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d2 x
= −x −  (x2 − Γ0 x3 ).
dt2

(4.34)

The Lindstedt-Poincaré method [190] introduces angular frequency ω by changing the
variable τ = ωt. This allows for coupling between the frequency and amplitude. Eq. 4.34 is
now written as,

ω2

d2 x
+ x + x2 − Γ0 x3 = 0.
2
dτ

(4.35)

The series expansions for x and ω are,

x(t) = x0 (t) + x1 (t) + 2 x2 (t) + ...
(4.36)
2

ω = 1 + ω1 +  ω2 + ...
The boundary conditions are,
x0 (0) = A0 , ẋ0 (0) = 0,
(4.37)
xi (0) = 0, ẋi (0) = 0 i > 0.

O(0 )
We substitute the series expansions of Eq. 4.36 in Eq. 4.35. All the terms at every given
order of  must add up to zero for Eq. 4.35 to hold. The response equation at the zeroth
order of  then is,
d 2 x0
+ x0 = 0,
dτ 2

(4.38)

which is just the equation of motion of the simple harmonic oscillator. The zeroth order
response that obeys the boundary conditions 4.37 is,
x0 (τ ) = A0 cos(τ ).

(4.39)

d2 x1
d 2 x0
2
0 3
+ x1 = x0 + Γ x0 − 2ω1 2 .
dτ 2
dτ

(4.40)

O(1 )
At the first-order of  we have,
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Solutions of lower order response equations are used to find solutions of higher order response
equations. ω1 is fixed by the demand that the solution to Eq. 4.40 be periodic. For this,
upon substituting the zeroth order solution (see Eq. 4.39) in Eq. 4.40 we set the coefficient
of cos(τ ) in the resulting RHS of Eq. 4.40 to vanish. We obtain

ω1 =

−3Γ0 a20
.
8

(4.41)

The amplitude-frequency dependence can be seen here. The first-order correction to x which
obeys the boundary conditions is,
x1 (τ ) =

A20




Γ0 A0 1
A2 A2
Γ0 A30
− cos(τ ) + 0 − 0 cos(2τ ) −
cos(3τ ).
32
3
2
6
32

(4.42)

O(2 )
At the second order of , we have,
d 2 x2
d 2 x1
d2 x0
0 2
2
+
x
=
3Γ
x
−
2ω
.
x
+
2x
x
−
(ω
+
2ω
)
2
1
1
0
1
2
0
1
dτ 2
dτ 2
dτ 2

(4.43)

Carrying out the same procedure at this order, we have,
1
ω2 =
384


−

9a40 Γ02

+

144a30 Γ0

−

12a20 Γ0 ω1

−

160a20

+ 128a0 ω1 −

192ω12


,

(4.44)

and
x2 (τ ) = −

1 2
a [−64cos(2τ )(3a20 Γ0 − 2a0 − 8ω1 )
384 0

+ a0 (cos(3τ )(9a20 Γ02 + 96a0 Γ0 + 216Γ0 ω1 + 64)
0

+ 60a0 Γ cos(4τ ) +

9a20 Γ02 cos(5τ )

0

− 252a0 Γ

+ 128)].
The perturbative expansions are compared with numerical solution in Fig. 4.6.
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4.6.3

Phase portraits

Figure 4.7: Phase portraits of BWBM and ADO systems. Blue lines are position nullclines:
dr/dt = 0 and red lines are velocity nullclines: d2 r/dt2 = 0. The tangent to the flow lines
are vertical when they pass the position nullcline and horizontal when they pass the velocity
nullcline. a)Linear BWBM b) ADO c) Cubic and quartic energy corrections to the SHO d)
BWBM with nonharmonic springs. In (b,c,d) left-right asymmetric orbits where there is a
steeper fall on the left translates to sharper troughs in position-time space. We see left-right
asymmetric orbits with or without bent nullclines (see b,d & c).
Closed orbits in phase-space translate to periodic motion in the position-time space. Plotting
orbits in phase space for different initial conditions builds the phase portrait of the system. The
x (dx/dt) nullcline are the locus of points where dx/dt = 0 (d2 x/dt2 = 0). The nullclines are
generally used to divide the phase-portrait into regions where the tangent of the orbit points
in the same general direction (NW, NE, SE or SW). The orbit has a vertical (horizontal)
tangent when it passes through the x (dx/dθ) nullcline. The intersection of the nullclines
gives the equilibrium point where both the ‘velocity’ and ‘acceleration’ of the system is zero.
The time-reversal symmetry of the governing differential equations (see Eq. 4.14, 4.15, 4.26)
guarantees closed orbits at points close enough to the equilibrium point. This is verified in
the phase-portraits in Fig. 4.7.
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Chapter 5
Discussion
In this thesis, we studied two dimensional models for model physical systems and biological
systems. Some key results are:
I) Isotropic strain-induced rigidity transitions in under-constrained spring networks
• We observe a crossover transition at a finite isotropic strain for an area-conserving
random closed polygonal loop. This transition is purely a geometric transition that
occurs when the area of the loop is maximized.
• Convexity is a necessary condition for sustaining a state of self-stress in the areaconserving loop.
• Cyclic polygon configuration is a sufficient condition for sustaining a state of selfstress in the area-conserving loop as seen in the numerical simulations. We presented some analytical arguments under some simplifying assumptions which suggest the same.
• Approach to the rigidity transition can be estimated using geometrical methods such
as finding floppy modes that increase area of loop or approximating the random
polygon as a regular polygon.
• We observe convexity transitions at finite isotropic strain in constituent loops of
spring networks. This convexity transition coincides with the rigidity transition.
II) Uniaxial strain-induced stiffening transitions in semiflexible networks with area-conserving
inclusions
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• An area-conserving regular closed polygonal loop compression stiffens.
• A semiflexible network on a bond-diluted triangular lattice compression softens.
This phenomenon is independent of buckling.
• Inclusion of area-conserving polygons in a semiflexible network gives compression
stiffening.
• We model the uniaxial compression stiffening of mEF cells using the area-conserving
loop model. The best-fit match of this single tuning parameter model agrees very
well with experiment.
• We model the uniaxial compression stiffening of fibrin-dextran bead system using
the semiflexible network with area-conserving polygons. The best-fit match of this
model agrees qualitatively with experiment.
III) Nonlinearities in the buckling without bending morphogenesis for a growing cerebellum
• We model the sharp troughs in the cerebellum using the BWBM with nonlinear
radial springs. This model reproduces shapes which look akin to the shapes in the
cerebellum folds.
• We find a quadratic nonlinearity of the form (dr/dθ)2 which robustly occurs for
general nonlinearities introduced in the radial springs.
• We isolate the effect of a robustly occuring quadratic ‘velocity’ nonlinearity in the
Euler-Lagrange equations of the system and study a toy problem of the ‘AssistingDampening Oscillator’. We see that even this simple oscillator can produce folds
with sharp troughs.
• We propose a BWBM approach for the hierarchical folds observed in the cerebellum as a paradigmatic model. This essentially produces a fractal structure in the
cerebellum.
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The problem of studying transitions in random polygonal loops constrained to two dimensions has had an interesting history [77, 78, 79, 80]. An highly idealized random loop
which allows edges to intersect and the pressure coupled to the enclosed area fights the nonconvexification effects of temperature. At a critical pressure, the loop blows up [77]. When,
instead of Gaussian spring edges, rigid rods are used, there is a continuous phase transition [79]. While retaining Gaussian edges but avoiding self-intersections, the system displays
crossovers but no phase-transitions [78]. All these models and the following works have used
an energy term of the form −pA. These models do not have finite-strain transitions at zero
temperature. So, we instead choose to work with an energy of the form kA (A − A0 )2 . These
energy terms appear in vertex models in conjugation with perimeter springs instead of two
body springs to study confluent epithelial cells [205]. A fundamental understanding of areaconserving loops would thus be beneficial. This model shows a finite strain crossover transition
at zero temperature. We will attempt to show definitely that the cyclic polygon configuration
is a sufficient condition to sustain a rigidifying state of self-stress in two dimensions. Also,
studying this model at finite temperatures could possibly lead to phase transitions between
the ordered convexified rigid phase and the disordered non-convex floppy phase.
The problem of compression stiffening in semiflexible networks with inclusions is interesting
since semiflexible networks minus the inclusions have been known to undergo compression
softening. This problem has been approached both from discrete network models [206] and
using continuum elastic models which use constitutive relations of fiber networks [7, 207].
Compression stiffening in the discrete modeling [206] is due to non-affine stretching of springs
in sub-static networks. These modes are activated due to the motion of stiff beads which
stretch the fibers around it. The strain induced stiffening in single semiflexible filaments
(see Fig. 1.7 b), is translated into the compression stiffening of the network. Compression
stiffening in our work is due to non-affine bending of filaments in super-static networks. Such
bending is induced by the static/adherent area-conserving inclusions. This holds true even
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when the inclusions are not rigid and shape conserving. We should, in principle, be able
to unify these two concepts as a function of coordination number, ratio of stretching and
bending moduli, ratio of inclusion size to mesh size, and packing fraction of inclusions. We
expect a rich multi-dimensional phase diagram for compression stiffening which would help
us understand the behaviour of the composite system of semiflexible networks and volumeconserving inclusions.
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