This paper examines the performance of small area welfare estimation. The method combines census and survey data to produce spatially disaggregated poverty and inequality estimates. To test the method, predicted welfare indicators for a set of target populations are compared with their true values. The target populations are constructed using actual data from a census of households in a set of rural Mexican communities. Estimates are examined along three criteria: accuracy of confidence intervals, bias and correlation with true values. We find that while point estimates are very stable, the precision of the estimates varies with alternative simulation methods. While the original Elbers et al (2002, 2003) approach of numerical gradient estimation yields standard errors that seem appropriate, some computationally less-intensive simulation procedures yield confidence intervals that are slightly too narrow. Precision of estimates is shown to diminish markedly if unobserved location effects at the village level are not well captured in underlying consumption models. With well specified models there is only slight evidence of bias, but we show that bias increases if underlying models fail to capture latent location effects. Correlations between estimated and true welfare at the local level are highest for mean expenditure and poverty measures and lower for inequality measures.
Introduction
This paper examines the performance of a method for producing small area estimates of the spatial description of economic welfare. The methodology is described in Lanjouw (2002, 2003) , henceforth referred to as ELL (2002) . These "poverty maps" offer the promise of generating useful data about poverty and inequality at the local level, information which has potential applications in both the policy and research spheres. In this paper, an unusual data set is used to compare community-level welfare measures estimated using the small area estimation method against measures created from direct observations of household expenditure collected over the entire population within those communities.
Poverty maps have two sets of uses. They can be used as tools for geographical targeting of social spending. In a number of countries they have been used by governments and non-governmental organizations to identify those areas where the poor are concentrated as a first step towards directing resources to the poor. While policymakers in wealthy nations are accustomed to having information about local level conditions and welfare readily at hand, in the typical less developed country, information compiled at the local level is scarce and only available through specialized surveys. In such environments poverty maps are a potentially valuable resource.
On the research front, poverty maps have a variety of applications. With the resurgent interest in economic growth theory, and in particular the focus on inequality's role, spatial profiles of welfare within a country can be useful. Poverty maps can also be used to investigate the spatial relationship between poverty and a variety of outcomes, including health and crime. The research applications for poverty maps are particularly strong when poverty maps can be produced for multiple years in a single country. In such cases poverty maps can be employed for policy evaluation.
The method examined here has been employed for a number of countries, and the resulting poverty maps have been utilized by both policymakers and researchers. 2 The growing popularity of the methodology adds to the need for a validation exercise.
The analysis in this paper compares the predicted poverty and inequality rates produced by the methodology for groups of rural Mexican communities to the actual poverty and inequality rates in those communities. One strength of the small area estimation approach is that it produces confidence intervals for its estimated welfare
measures. An important objective in this paper is to assess to what degree the confidence intervals produced by the ELL method capture the distribution of error in the point estimates. Bias in the point estimates is also examined. The paper is organized as follows.
Section 2 details the poverty mapping methodology. Section 3 describes the data employed, Section 4 sketches the validation exercise, and Section 5 presents the results.
Section 6 concludes with a discussion of results and their implications.
Methodology
This section reviews the poverty mapping methodology, which is explained in more detail in ELL (2002) . 3 The basic approach is straightforward and typically involves a household survey and a population census as data sources. First, the survey data are used to estimate a prediction model for either consumption or incomes. The selection of explanatory variables is restricted to those variables that can also be found in the census (or some other large dataset) or in a tertiary dataset that can be linked to both the census and survey. The parameter estimates are then applied to the census data, expenditures are predicted, and poverty (and other welfare) statistics are derived. The key assumption is that the models estimated from the survey data apply to census observations. The first stage begins with an association model of per capita household expenditure for a household h in location c, where the explanatory variables are a set of observable characteristics:
2 Poverty Maps based on this method are now underway or completed in more than 30 developing countries. Early examples include Alderman et al. (2002) , and Mistiaen , Ozler, Razafimanantena and Razafindravonona (2002) . See also Demombynes et al (2002) .
(1) The locations correspond to the survey clusters as they are defined in a typical two-stage sampling scheme. The observable characteristics must be found as variables in both the survey and the census or in a tertiary data source that can be linked to both data sets. 4 Using a linear approximation to the conditional expectation, the household's logarithmic per capita expenditure is modeled as
The vector of disturbances, u, is distributed F (0,Σ). The model in (2) is estimated by Generalized Least Squares using the household survey data. In order to estimate the GLS model, Σ, the associated error variance-covariance matrix, is estimated.
Individual disturbances are modeled as
where c η is a location component and ch ε is a household component. This error structure allows for both spatial autocorrelation, i.e. a "location effect" for households in the same area to the extent that it is not already covered by location-level explanatory variables, and heteroskedasticity in the household component of the disturbance. The two components are uncorrelated and (by construction) uncorrelated with observable characteristics in the regression equation.
The model in (2) is first estimated by simple OLS. The residuals from this regression serve as estimates of overall disturbances, given by ch û . These residuals are decomposed into uncorrelated household and location components:
3 Early variants of the methodology were presented in Hentschel et al (2000) and Elbers, Lanjouw and Lanjouw (2000) . These earlier versions differ in important ways with the approach outlined in ELL (2002 is a diagonal matrix, with household-specific entries given by 2 , ch ε σ . The sum of these two matrices is Σ , the estimated variance-covariance matrix for the original model given by equation (2). Once this matrix has been calculated, the original model is estimated by GLS.
In the second stage predicted log expenditures and subsequently local-level estimates of poverty and their accompanying standard errors can be generated via several routes. Elbers et al (2002) describe a method based on numerical gradient estimation.
An alternative approach known as parametric bootstrapping has been found to yield closely similar results and proceeds as follows. 6 10 A third potential source of error is associated with computation methods. Elbers et al (2002) show that this can be set arbitrarily small by selecting a sufficiently large number of simulations. 11 Most questions in the November 1997 survey were similar to those in the 2000 national Mexican census. They concerned household characteristics and recent income of the household.
Analysis
The approach used for the validation exercise is to estimate a first-stage model using a "pseudo-survey" drawn from the PROGRESA households, using a two-stage sampling procedure. Welfare measures are then predicted with target populations composed of groups of PROGRESA households. The PROGRESA communities themselves have too few households to produce meaningful confidence intervals for the estimates using the methodology. Previous experience, e.g. ELL (2002) , has shown that standard errors are very large for target populations with less than a few hundred households. In order to generate a group of more suitably sized target populations, the communities were grouped at random into 20 target populations. Both the pseudo-survey and the target populations were drawn repeatedly, in order to generate estimates for a large number of target populations.
Specifically, the steps in the analysis were as follows:
1) A random sample of 50 localities was drawn from the 496 localities, with probability of selection proportional to the size of the locality. From each of the 50 localities, 10
households were selected at random. The data from these households (a total of 500)
serve as a pseudo-survey.
2) The first-stage methodology described above was applied using the pseudo-survey. A set of explanatory variables for log per capita expenditure was selected from a candidate list. An additional set of explanatory variables which best explained estimated location effects were selected from a set of community-level averages. 3) The 496 localities were grouped into 4 groups of 24 communities and 16 groups of 25 communities. These serve as the 20 target populations for the poverty mapping 12 From equation (2) and (3) 5) The poverty mapping methodology was applied to predict poverty and inequality rates for the 20 target populations, using first-stage models estimated with the pseudosurvey.
6) The entire procedure was repeated 10 times, drawing a new pseudo-survey for each round of analysis.
The output of this procedure is a set of poverty and inequality estimates and associated standard errors for 200 target populations. To examine the sensitivity of the estimates to the error specification, two different specifications are used for the secondstage analysis. In the first, both the location component and the household component of the error are modeled as Student's t-distributions. For the second specification, a semiparametric approach is used for both the location and the household components. In this semi-parametric approach, instead of drawing from a t-distribution, the standardized residuals are drawn from the first-stage survey residuals. For both specifications, the household component of the error is modeled as heteroskedastic, with the predicted log per capita expenditure as the sole explanatory variables. 
Results

First-Stage Results
OLS Regression results from the first-stage models are given in Appendix 2 Tables A1-A10 . Across the ten pseudo-surveys used here, the R 2 ranges from 0.415-0.53 (see Table 1 ). The explanatory power of the models in this analysis is in the general range of models from past applications. The R 2 for models for particular strata ranged from 0.45 to 0.77 in Ecuador (Hentschel et al, 2000) , 0.29 to 0.63 in Madagascar , and 0.47 to 0.72 in South Africa (Alderman et al, 2002) . The explanatory power achieved with the PROGRESA models is rather good given that the households in the PROGRESA communities are more homogenous than those within a stratum in a typical application. All the communities in the PROGRESA sample were selected for the program because they were poor and rural, based on indicators in the 1990 and 1995 censuses. Consequently, the households are more similar to one than another than the households in an entire stratum of a country.
Household size was used in all models, and some variables were selected in models for several pseudo-surveys, but there was generally little consistency in models chosen across pseudo-surveys. The estimated location effects were generally small, with variances ranging from 0.9% to 3.1% of the overall variance of the disturbance term after the addition of cluster-level means. This can also be seen in that the models achieved levels of explanatory power very close to what would be achievable with models that employed, instead, a cluster-level fixed-effects specification (see Table 1 ).
Second-Stage Results
Point Estimates and Precision
Tables 2 and 3 present illustrative results for the headcount rate based on two pseudo surveys: 2 and 3. 15 These tables present for each of the 20 target populations a measure of the true headcount rate as well as the estimated headcount rate based on a variety of procedures. Column 1 presents estimates and standard errors based on the numerical gradient simulation procedure sketched out in Elbers et al (2002) . Columns 2-4 present estimates based on the "parametric bootstrapping" procedure outlined in section 3 and are computed using the POVMAP2 software that has been purpose-written by Qinghua Zhao in the Research Department of the World Bank. 16 The parametric bootstrapping results vary depending on whether disturbances are drawn from the empirical distribution (Column 2) or from parametric distributions (Column 3). The estimates in column 4 are based on a program written in SAS, based also on application of the procedure outlined in section 3 (with disturbances drawn from a parametric distribution), and are presented to illustrate that simulation based results do vary depending on different random number generating algorithms as well as seeds.
Finally the results presented in Column 5 are based on an alternative, non-parametric, scheme outlined in Appendix 1.
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Point estimates differ only slightly across different simulation approaches. In Table 2 , while the true headcount rate for target population 1 is 60.5% the estimated rate for this target population varies between 60.9% and 61.6% across the different estimation approaches. The approaches are more clearly at odds in terms of the estimated standard errors. In particular, standard errors deriving from the "parametric bootstrapping"
procedure described in Section 3 and summarized in Columns 2-4, tend to be somewhat smaller than those based on the numerical gradient method described in ELL(2002) -Column 1 -and the non-parametric approach of Appendix 1 (Column 5). In the case of pseudosurvey 2 the distinction is not of great significance: irrespective of methodology, the 95% confidence interval around each target population's estimated headcount rate encompasses the true poverty rate in 19 out of 20 cases. However, with other pseudo surveys the distinction does matter. In Table 3 , results are presented based on a model of consumption estimated from pseudosurvey 3. With this survey, the "classical" approach and the alternative approach outlined in the appendix yield three 16 POVMAP2 can be freely downloaded at http://iresearch.worldbank.org.
17 Note that these estimates do not show significant differences in poverty between target populations. This reflects both the relative homogeneity of the group of PROGRESA households, the random composition of target populations, and the small sizes of the target populations, about 1000 households. On the other hand, discriminating between poverty of the target populations is not the subject of the current paper and all standard errors are about the same size as one would get from survey-based estimates at the aggregate level.. cases where a target population's true poverty rate falls outside the 95% confidence interval around the estimated poverty rate. But with the parametric bootstrap approach underpinning estimates in Columns 2-4 the failure rate is higher (7 cases). For this pseudosurvey the parametric bootstrapping approach appears to produce standard errors that are too "optimistic" -suggesting greater precision of estimates than is warranted.
Given this evidence of a tendency for the parametric bootstrapping procedure to produce confidence intervals that are somewhat too narrow, we employ from now on, unless noted explicitly otherwise, the non-parametric approach outlined in Appendix 1.
Additional comparisons, not reported here, confirm that conclusions derived with this simulation procedure hold also for estimates based on the considerably more computationally-intensive numerical gradient approach outlined in ELL (2002) . The important point to take away here is that simulation methods do seem to matter (with respect to standard errors, if not point estimates). Further research is underway to understand better why the different simulation methods do not always agree.
18 Table 4 looks more closely at the confidence intervals estimated around welfare estimates produced with our non-parametric simulation scheme. If the confidence intervals accurately reflect the true uncertainty in the estimates, the fraction of cases of the "truth" falling within a confidence interval around an estimate should be approximately equal to the corresponding confidence level. Note however that twenty 'target populations' are drawn for each of the ten 'surveys' and so the experiments are not entirely independent.
For each welfare measure and each of the ten pseudosurveys the number of instances is counted when true welfare in each of the 20 target populations falls within two standard deviations around the target population's estimated welfare level. For example, in the case of pseudo survey 1, the true welfare estimate (mean, headcount, squared poverty gap, and General Entropy Class inequality measure with parameter 0) always fall within the confidence interval around the estimated welfare measure. In Table 2 we saw that for pseudosurvey 2 this occurred 95% of the time (19 out of 20 cases) for the headcount, and Table 4 shows the same was observed for the mean, while for the squared poverty gap and inequality calculated on the basis of the GE0 the truth always falls within the confidence intervals calculated around the estimates. On average, across all pseudo surveys the success rate is just under 95% for the mean consumption, headcount, and squared poverty gap measures, and just below 90% for the GE0 measure.
In Table 5 we consider how sensitive are our estimated standard errors to the presence of unobserved location effects. We saw in Table 1 that our preferred specifications for the different pseudosurveys were quite successful in proxying unobserved location effects ( 2 2ˆu σ σ η ranges between 0.9% and 3%). How much larger would standard errors be if our underlying models had not been so successful in this respect? Table 5 compares estimates and standard errors on small area estimates of the headcount rate from pseudosurvey 2 based on two models: one with our preferred specification; and the other with a specification in which no census-mean variables were included.
19 In the latter model the share of the variance of overall disturbance term that is attributable to the variance of the cluster component is now 11.9%, a four-fold increase over the 2.7% in the preferred model (Table 5) . At the all-census level, the two models predict headcount rates of 61.9% and 61.5%, respectively, both virtually indistinguishable from the 61.1% actual headcount rate in the population. However, the standard error on the model with no location variables is now 0.024, up by more than two fifths from the standard error of 0.017 obtained with the preferred model. Part of the increase in the standard error is due to the fact that the explanatory power of the model with no location variables is lower than that of the preferred model. As a result, idiosyncratic error would be expected to be higher -see Section 2 and ELL(2002).
However, at the level of the total population most of the idiosyncratic error will have cancelled out (poverty is being estimated over a population of more than 20,000 households). Thus the increase in the standard error from 0.017 to 0.024 is likely due mainly to the consequence of our failure to adequately capture unobserved location effects. At the target population level, standard errors are higher than at the level of the total population, irrespective of underlying models. Moving from the preferred specification to the model with no location variables, standard errors rise considerably, and in some cases the percentage change is even greater than at the level of the total population. For example, standard errors across the two models rise by as much as 43%
for target population 2 (0.030*1.43=0.043). However, here, the changes in standard errors are reflecting both the influence of idiosyncratic error and our failure to capture location effects.
The Level of Location Effects
Note that the location effect c η may include group effects at levels higher than the survey cluster. To see this consider the following model with group random effects at a 'district' level (v), as well a the cluster level (c).:
As before, the error components are uncorrelated. If clusters are the primary sampling unit, a district is sampled only indirectly, viz. if one of the sampled clusters happens to be located in that district. In a typical living standards survey there will only rarely be districts that have been sampled more than once in this way, making it impossible to separate the location effect in the sample into a 'district effect' ω and a 'cluster effect' η.
Assume accordingly that a district is sampled at most once, and write v(c) for the unique district sampled along with the cluster. The model now becomes
Or, with obvious relabelling:
where η c
Consequently, the estimated variance of the location effect in a model with only cluster-level random effects is in fact an estimate of σ ω 2 + σ η 2 , the combined group effects operating at the sample's cluster level.
In the simulation phase the analyst has to choose whether the location effect estimated from the pseudosurvey should be applied at the cluster or the 'district' level.
When there is no way of separating the location effect into a cluster and 'district' effect the best that one can do is to assume either that the effect is entirely a cluster-level effect, or that it occurs entirely at the district-level. The latter will be quite a conservative assumption as it will rule out that any part of the estimated location effect applies only at the cluster level. This approach might be considered as yielding an "upper-bound" on the standard error. The former will be "optimistic" in the sense that it will yield standard errors that could be under-estimates of the true-standard error -particularly if the location effect is big. In our setting, it does not make sense to apply the location effect at a level higher than the cluster, as the latter correspond to villages and these have been assembled randomly into 20 target populations. ELL (2002) illustrate in the more plausible setting of rural Ecuador, however, that when it is assumed that the location effect estimated at the cluster level applies entirely at a higher level (in Ecuador, at the parroquia level), then the idiosyncratic component of the standard error does rise appreciably. However, they also show that the impact on overall standard errors is negligible because in their setting -as in the present study -the size of the estimated location effect is small. If the introduction of cluster-means or other cluster-level variables is not successful in capturing group effects then the choice of level of aggregation at which to apply the location effect in the simulations can affect final results more substantially. In such a case there would be a larger range between the "optimistic" standard errors and the upper-bound estimates obtained by assuming that the location effect occurs entirely at the 'district' level.
Bias
Another way in which to gauge the reliability of small-area estimates of welfare is to consider whether there is evidence of bias -a systematic tendency for estimates to deviate from the truth in any way. Figures 1-4 show, for each target population and for four different welfare measures, the relationship between true welfare and the difference between true and estimated welfare. In Figure 1 we can see that there is some tendency for the estimation procedure to overestimate mean per-capita consumption for those target populations with a true mean consumption level that is low, and to underestimate the mean consumption level of rich target populations. To see this note that when true consumption is low, the bias -defined here as "truth" minus estimated consumption, is negative -while it is positive when true average consumption is high. However this relationship is not strong. Overall, the average difference between the estimated mean consumption and true consumption is about 1.5 pesos: about 1% of the mean consumption level of the poorest target population. The bias is similarly modest for the headcount (Figure 2 ), squared poverty gap ( Figure 3 ) and mean log deviation (General Entropy class measure with parameter 0) inequality measure (Figure 4 ).
The extent of bias in these estimates is related to the degree to which the model specification fails to capture location effects on the basis of census-mean variables or other variables intended to capture locality-level characteristics. As we saw in the preceding section and in Table 1 , our model specifications are quite successful in removing the effect of latent community level characteristics, and as a result the bias in our estimates is quite modest. If we produce estimates that omit village-level census means, then the bias is accentuated. Figure 5 illustrates how the slope of the line capturing the extent to which headcount is overestimated in truly non-poor communities and the headcount is underestimated in truly poor communities becomes steeper when estimates are based on a consumption model that fails to capture unobserved location effects. The intuition behind this bias is quite straightforward: if there is a sizeable location effect, and our model fails to capture it, then there will be a tendency for poverty to be over-estimated in communities that are relatively well-off, given the explanatory variables in the model, i.e. that have large positive location effects. Part of the reason that the communities are well-off is likely attributable to community-wide characteristics of the community, and this will not be reflected in estimates based on a model that fails to capture the effect of those characteristics. As a result estimates will tend to overstate poverty of such communities. Conversely, in truly poor communities, part of the reason they are so poor will be due to the broader characteristics of the community. Again, if the consumption model does not capture the impact of those broader characteristics, there will be a tendency for estimated poverty to be an understatement of true poverty in the community. We see, therefore, that not only is there a strong incentive to proxy location characteristics in order to improve the precision of estimates (Section 5.1), but also in order to minimize a systematic tendency to overstate poverty in truly non-poor communities and understate poverty in truly poor communities.
Correlation
A further way to consider the reliability of the small area estimates is to examine the correlation between the predictions and the true values. Table 6 
Discussion
The results presented here offer a rough test of the ELL methodology and point to some tentative conclusions that may inform future applications of the ELL welfare mapping method. In terms of the predictive power of the method, the results provide strong evidence that ELL estimates have important information content. Bias is low, the correlations between actual and predicted values of poverty indices and the mean are generally positive and not insubstantial. For inequality figures, the results are generally weaker. Because the signal-to-noise ratio is lower in these inequality estimates, it is particularly important to take into account error in the estimates when applying them to research or policy applications.
The ability to provide confidence intervals is a crucial advantage to the ELL method as compared with alternative approaches to welfare mapping. In the analysis presented here, it was found that alternative simulation methods do influence the size of the estimated standard errors on welfare estimates. The numerical gradient approach, originally proposed in ELL (2002) was found to produce satisfactory standard errors, and similarly for the non-parametric simulation procedure outlined in Appendix 1. However, the parametric bootstrapping procedure described in Section 3 was found to yield standard errors that are somewhat understated. It is not entirely clear why this latter procedure should suffer from this propensity, and further research is needed to resolve this concern.
An important objective of this analysis has been to document how important it is, when applying small-area estimation methods, to think hard about possible unobserved, community-level, factors that may influence welfare outcomes. Experience with "poverty mapping" in a large number of countries indicates that inclusion of censusmeans as regressors in the underlying consumption model (and/or the inclusion of household variables that capture "network" effects, or of additional community-level variables from tertiary datasets such as administrative and GIS data) can go a long way towards helping to secure specifications in which unobserved location effects are kept small. The analysis here has shown that failure to capture such location effects in this way can lead to markedly higher standard errors and also an increase in bias.
It is important to recognize the limitations of the analysis in this paper. The data used here are less well-suited to poverty mapping than those usually employed. First, the expenditure aggregate used is less comprehensive than that found in a typical developing country survey, and the general quality of the data may be worse than, for example, data collected in a World Bank LSMS survey. This reduces the potential for variation in expenditure to be explained by observed variables. Second, the data all come from poor households in rural Mexico. Consequently, there is relatively little variation in expenditure across households, and a relatively large fraction of the variation is due to measurement error or short-term fluctuations and cannot be explained by observable characteristics.
The problem associated with the small range of expenditures is compounded in this exercise by the fact that it was necessary to construct target populations by randomly assembling groups of communities. This resulted in a narrow spread of welfare measure values across the target populations. The ELL method is likely to produce estimates with a higher signal-to-noise ratio when the underlying population has greater variation in consumption.
All in all, the analysis presented here suggests that the details of poverty mapping matter. But the evidence does also suggest that the small area estimation procedure can provide useful, and reliable, estimates of welfare at fine levels of aggregation that survey data themselves would not be able to accommodate. 
Appendix 1 A Non-parametric Simulation Procedure
In this appendix we describe the procedure used for generating the welfare predictions reported in the paper. The procedure was developed to diminish the role of distributional assumptions and increase the role of bootstrapping.
A key aspect of the prediction is the way in which 'model error' is handled, or the inevitable deviation between estimated and true parameters.
20 So far we have accounted for model error using the estimated covariance matrices for the model parameters. Alternatively, sampling error of the parameter estimates can be simulated directly, by resampling the survey and re-estimation of the parameters, which is what we do in the current paper. The survey is resampled by parametric bootstrapping of the error term, based on an initial set of point estimates and residuals. This procedure also allows us to detect bias in the estimators for the parameters of the error model.
Starting from any given 'fake survey' the steps are as follows 21 :
1. For the current application, model selection must necessarily be a semi-automatic procedure. Thus we carry out an OLS regression of log per capita consumption on an extensive set of candidate variables. 2. Next we limit the number of covariates using a procedure for step-wise selection of regressors. 3. With the resulting set of regressors, we specify and estimate a linear mixed effect model accounting for both cluster random effects and household-level heteroskedasticity.
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We have used the following specification for heteroskedasticity: -point estimates for log per capita expenditure, ŷ .
-point estimates for the heteroskedasticity model, α . -the α allows us to derive point estimates for the standard deviation of householdlevel errors, s σˆ.
20 'True' is interpreted here as the parameter estimates that would result from a sample consisting of the full population. 21 The computations have been carried out using R version 2.2.1 and the nlme package, version number 3.1.66. Script files of the procedure can be obtained upon request from the authors. 22 See Venables and Ripley (1997) and Bates and Pinheiro (1998) . The procedures for estimating linear mixed effect models in R's nlme package can handle cluster random effects and household-level heteroskedasticity of a simple type.
-residuals, which we split into mean residuals per cluster, ηˆ, the standard deviation of these, η σ , and deviations from the cluster mean, εˆ.
-the standardized household residuals,
These estimates are used to check for bias in the estimation procedure. There is reason to expect such a bias, especially for the heteroskedasticity model and the variance of the cluster effects η . 23 5. The general idea to generate 100 samples by parametric bootstrapping using the above parameters as the 'true' model. We resample η 's from ηˆ, standardized household residuals from ε σˆ, multiplying the latter with each households specific standard deviation from s σˆ. The total residual is added to ŷ to yield a new value for log per capita expenditure for each household. The new value is compatible with the model estimated under 3 above, and with the value of household regressors. 6. Each bootstrapped sample is used to re-estimate the model and the mean of the estimates is used to check for estimation bias. It turns out that the bias (if any) is small and inconsequential. Nevertheless, we have compensated for bias in the estimators for η σ and α using the average bias found in this first round of simulations.
With the adjusted values for the variance estimators we again generate 100 samples by parametric bootstrapping.
7. For each sample we restimate the model, resulting in point estimates for β , α , η , and ε σ . These are used to impute log per capita consumption values for households in the 'census'. For census 'EAs' an η is drawn from the estimation result, for households a ε σ is drawn and multiplied with the household-specific variance, using the current value of α . The sum of cluster and household 'error' is added to the systematic part of log per capita expenditure, based on the household regressors and the current value of β .
Thus we generate values of log per capita expenditure for all households in the census. Using these we compute welfare statistics (poverty and inequality measures). The tables and figures in the text represent means and standard deviations of the simulated welfare statistics thus generated. 
Appendix 2: OLS Regression Results of Consumption Models
