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New Tools for the Teaching of
Communication Design.

This paper examines two software tools which although are not commercial realities
have the potential to offer designers novel and imaginative approaches to the
solution of visual design problems. Both are based on generative principles.

Paul Cleveland
Griffith University

Generative design is a term used to define a procedure of evolutionary processes
which offer multiple solutions to given problems. Computers are well suited to
working with generative problems because they can be programmed to produce
countless alternatives to a set of rules. The generative methodology is placed
between the designer and the end product. The designer can organize the inputs
but has no direct control on the outputs. The power of this methodology is in the
serendipitous nature of what the outcomes can be, and it is this feature which makes
it valuable as an ideas generating tool.
N_Gen is a software tool developed by Movedesign which has the potential of
providing aspiring designers with diagnostic tools associated with creating design
resolutions. Although in its elementary stages of development the concept of a tool
which provides data and hypothetical solutions can be a time saver for not only the
novice, but also the design professional. N_Gen questions the role of designers and
the process of design in our society. Should solutions generated by a machine
have the same value as those produced from the consciousness of a person?
The answer lies in the sophistication of the program and algorithms which control
the decision making.
The rules associated with the decision making must be able to be clearly articulated
and this would require the experience of a well experienced designer. Therefore the
computer program has imbedded into itself a degree of the professional designer’s
experience. For big picture decisions this can work well. That is why generative
solutions act as good triggers for further development. N_Gen is a valuable teaching
tool because it parodies a great many contemporary design trends and so gives the
student an understanding of the rules which govern a style.
The paper explores how n_Gen can be used as an ideas generating tool as well as
how the methodology and rules of style building can be used in a teaching context.
Secondly the paper explores the application of saliency to the design solution to
offer diagnostic tools in the recognition and prioritising of visual elements within a
design. A software tool known as the iLab Neuromorthic Vision C++ Toolkit (Vision) is
used to identify saliency within a design. Although not initially designed for such a
role it provides a great deal of information about the potential salient nature of design
imagery, and can be used in a diagnostic fashion.
Two experiments are conducted using the vision toolkit. The first compares it with
traditional top down methods of saliency recognition developed by Yarbus2. His
research indicates that humans tend to look at faces if they are present in images.
The top down approach of Yarbus2 is compared with that of the Vision Toolkit using
magazine cover designs. The second experiment tracks the design outcomes of
student projects prior and post use of the Vision toolkit.
The first experiment showed that the Vision toolkit could match the salient points of
the top down process when faces were not in the subject. The face proved to be a
powerful salient attractor. Designers have produced various strategies as a reinforcer
of saliency. The second experiment showed that the reinforcement of brand or
product in a design was more easily accomplished through the use of the Visual
Toolkit. Adjustment could be easily made and tested using this methodology. More
work however needs to be done on the AI of face element recognition as points of
saliency in visual design solutions.
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New Tools for the Teaching of Communication Design
The basics of graphic design education have remained almost unchanged
over the past 25 years. Apart from the introduction of computers and software
as enabling tools, the concepts of what makes good design still relies on a
mentoring or apprenticeship system. Knowledge and experience are
transferred to the student through project work critiques, or by the analysis of
seminal exemplars. Recent developments in generative design and
computational models of focal visual attention indicate that software
education tools for design based on professional experience and
communications research can facilitate targeted design solutions.
Keywords: graphic design, design technology, case study, design tools,
artificial intelligence

Teaching graphic design students the fundamentals of what makes good
visual design usually takes between two to four years depending on which
institution the student is enrolled. Generally teachers come from an industry
background and use their professional experience and personal aesthetic to
guide students toward achieving high quality design outcomes. Students learn
about the history of design, different stylistic periods, and study the works
from the celebrity designers. When applying this knowledge to their own
practice, students are influenced by contemporary trends as well as advice
given by their teacher. Aesthetic value judgments are often difficult to quantify
even though there are sets of rules that can be applied to give a clearer
indication. Eventually such judgments become intuitive and students start to
feel confident about their work and rely less on feedback for approval.
What the student requires is a set of tools that can give feedback to a given
design using an expert knowledge system, or offer options which are
appropriate when the teacher is not available. This does not equate to the
student taking a passive role in the learning process, but assisting in the
learning process by displaying diagnostic information about a design. Two
recent software experimental tools are making this almost a reality. Although
they are both immature at this moment they have the potential of becoming a
diagnostic resource for aspiring designers when combined with a design logic
system.
Design logic is a notoriously difficult area to quantify. Each communications
designer develops a unique set of logic systems which are then used as a
methodology for problem solving. The ability to originate variations of design
based on a particular style has been a basic product of most design briefs.
Many of the design styles which were originally based on personal style have
migrated into the public domain as design movements, Emigre is a good
example of this process. The visual grammars that are developed in this
process emerg from different cultures and sub-cultures, often inventing new
1

ways of compiling visual components out of a necessity to communicate
about ideas that have complexities which cannot be expressed in words
alone.
1 Generative design of stylistic components
Generative design is a term used to define a procedure of evolutionary
processes which offer multiple solutions to given problems. Computers are
well suited to working with generative problems because they can be
programmed to produce countless alternatives to a set of rules. The
generative methodology is placed between the designer and the end product.
The designer can organize the inputs but has no direct control over the
outputs. The power of this methodology is in the serendipitous nature of what
the outcomes can be, and it is this feature which makes it valuable as an
ideas generating tool. Fisher and Herr1 have identified three suppositions
about generative design processes. The first is that it offers unlimited
permutations of solutions, this being the strength of this process. The second
is that it supposedly enhances the designer’s creativity. This is dubious, as it
merely presents numerous permutations based on a programmed set of
rules. The nature of the solutions presented may however give the designer a
clue as to an alternative approach to a solution. It gives the designer visual
options from which to make further refinements. The third supposition is that it
can distinguish good designs. This is only true within rigorous guidelines set
by the programmed rules.

Figure 1. Three dimensional L-system based on plant proportioning.
Many designers may have used generative programs without realising.
Fractal generated landscapes, patterns and L-systems (Figure 1), which
generate life forms, are two such examples. The use of generative
methodologies in design has a close relationship with postmodern concepts
of appropriation and the juxtaposition of ideas. The deconstruction of design
into rules based actions is not a new idea. In 1934 Jan Tschichold’s lexicon
“The Placing of Type in a Given Space” illustrated the subtle variations of
2

layout using headings and body text. Don May in 1942 also produced a
manual which gave designers the most aesthetic solutions to page design2.
These were meant to be references for designers to use based on the expert
knowledge of the author. Both these publication give us an insight into the
historical aesthetic of the period. With the introduction of computing and
artificial intelligence the concept of the usefulness of publications such as
Tschichold’s and May’s has just now started to enter design thinking.
N_Gen is a software tool developed by Movedesign which uses the
methodology behind generative design to generate large numbers of designs
based on a stylistic formula. Although in its elementary stages of
development the concept of a tool which provides data and hypothetical
solutions can be a time saver for not only the novice, but also the design
professional. N_Gen questions the role of designers and the process of
design in our society. Should solutions generated by a machine have the
same value as those produced from the consciousness of a person? The
answer lies in the sophistication of the program and algorithms which control
the decision making. Peter Spreenburg the creator of n_Gen states;
We see a lot of software out there that is intended to streamline the
production process, but it's as if the design/conceptualizing process is
a sacred cow that mustn't be touched, as if creativity and hard work
go hand in hand. Of course, we don't seriously believe that a machine
will ever replace the subtle and unpredictable creative capabilities of
the human mind. But perhaps there is some middle ground, a way of
supplementing what the designer does anyway and automating the
repetitive, routine parts of the process3.
The rules associated with the decision making need to be clearly articulated
and this would require the skill of a well-experienced designer. N-Gen’s
limitations are that this process is still in its embryonic development. With a
comprehensive stylistic design structure a concept like n-Gen could become a
valuable teaching tool because it can parody contemporary design trends,
and so give the student an understanding of the rules which govern a style.
Spreenburg states that originally:
It was presented as a kind of in-joke for designers who would
recognize the work of their heroes. It was also an attempt to respond
to an undercurrent in the design world, every designer's wish for a
'magic design machine' that could crank out finished designs by
simply pressing a button3.

N_Gen has a pedigree of previous research explorations which used
algorithms to produce unexpected results. These were not just random
selections but based on an informed intelligence.
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Figure 2. n_Gen solutions using the “California Noir” module.
The rules behind the placement of the graphic elements are built on the
analysis of particular styles of design.
The idea behind n-Gen is to represent a designer's work, the 'design
language', through the use of selected source graphics, fonts and
images and the rules for applying these. Like recipes and ingredients.
The algorithms in n-Gen were created by analysis of existing design
languages, and experimentation (trial and error) to replicate these
rules in numerical form.
. . . it's a process of discovering key relationships and rules that can
be generalized and quantified4.
As an example, the “California Noir” module derives its inspiration from the
work of David Carson. A comprehensive style catalogue was produced
describing the relationships between the various elements. The selection of
4

imagery is very important, as it is a key element in the overall visual grammar
of the solution.
The pressing of the n_Gen button to generate each solution gives the
designer a sense of alienation from the design process. Not every hit returns
a design gem. In fact, a hit rate of one in five is good, but then it depends on
your own aesthetic as to which ones are accepted and which ones are
rejected.
The intellectual property value lies in the logic built into the modules. The
following simple example applied to a Jan Tschichold stylistic solution
illustrates the application of the design methodology. The beauty of this
generative process is that one could have solutions based on 100%
“Tschichold” attributions, or an introduction of varying degrees of
randomness. Figure 3 illustrates six of the possible millions of permutations
available in the logic.

Figure 3. Six solutions using the “Tschichold” generative stylistic
module.

In this experiment the logic was programmed using “Processing 0068”
developed by Massachusetts Institute of Technology. The first consideration
was the library of graphical devices which pertain to the style. In this particular
case they are geometric or illustrative as is the case of the logo. These are
sources from a library which can contain predefined elements, or allow the
introduction of custom elements. After an initial identification of the major
design elements rules are applied to their interaction. Decisions are made as
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to colour choice, background and page size. In the example these remained
constant, but variation can be applied as part of the logic process. One
element is chosen as the anchor. This object then influences the orientation
of the other graphics. In this case the red rectangular graphic was chosen as
its placement was seen to have a critical influence on the other elements.
Observation of Tschichold’s original work as illustrated in Figure 4 formed the
basic understanding of what the rules were to be. A grid was designed for the
placement of the elements. The red rectangle could not leave the edge of the
picture frame, but the starting point for the top left, and the finishing point for
the bottom right were determined randomly to the set grid.

Figure 4. Example of Tschichold style.

Text was assigned to the structural elements of the rectangle graphic. The
fonts selected were taken from a library which was attached to the particular
style. There were options for rotation at defined angles. This logic was carried
through to the placement of the line. The placement of the logo was
dependent on the size of the rectangle and provision was made for it to take a
random position based on the grid. A more sophisticated version can be seen
in Figure 5, which includes the introduction of a background bitmap which can
be scaled and positioned on a grid, as well as random colour generation,
transparency and colour tinting.

6

Figure 5. Six solutions using the “Carson” generative stylistic module.

The logic behind the placement and orientation of objects is based on user
input variables. These are associated with things such as legibility factors,
type characteristics of orientation and tracking, and the hierarchy of saliency.
Because there is no assessment of salient points intended communication
effectiveness often suffers with type running off the page and inappropriate
emphasis given to certain graphic elements. To rectify this situation a process
of saliency detection would be able to extract those designs which best fit the
design brief from the hundreds of possible solutions.
2 Saliency detection
Detecting the saliency of a design is a helpful tool as it indicates the area
within the design or image that the viewer is primarily attracted to. This has
particular relevance in the areas of product placement, positioning and
display of signage, and point of sale displays. If used on conjunction with a
generative design tool it can add a diagnostic function to the design process.
The designer could nominate which particular areas of a design were salient,
and the generative design function, with the saliency detection tool would sort
out those solutions which best match the intended outcome.
The development of a computer based perceptual saliency tool has made
significant progress in recent years. An understanding of the process of
determining visual attention within visual imagery is needed to appreciate its
value in determining saliency. It is generally recognized that there are two
processes at work when the act of attention focusing is engaged, although
there is still debate over whether one process is sufficient or both need to be
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activated to achieve visual consciousness.5 The first is the slower top down
mechanism with “with variable selection criteria, which directs the ‘spotlight of
attention’ under cognitive, volitional control”. 5 The other known as the bottom
up process is a “primitive mechanism that biases the observer towards
selecting stimuli based on their saliency (most likely encoded in terms of
center-surround mechanisms)” 5. Visual cognition studies indicate that people
use context as a means of object detection6. Also the inclusion of human
subjects and faces in particular has a significant influence in the orientation of
a subjects gaze. Yarbus conducted research into eye movements and
analysed the stopping points of subjects’ gaze in a number of experiments.
The focus areas of gaze were shown to be the human face with particular
interest in the eyes and mouth7. This approach of voluntary attention oriented
around “disengaging attention from the current focus, orienting attention to a
new locus and selectively modulating new stimulus inputs”8 is the basis of
current models of the top down process. Top down is task dependent and
therefore takes longer to process high-level cues based on elements such as
faces and gender. Less is known about this process than that of the bottom
up process.

Figure 6. A diagram of the bottom up saliency process10.
Although there are a number of computational models developed to detect
saliency The Itti and Koch10 model show remarkable application to detection
of saliency in design. Based on the Koch and Ullman9 model for bottom up
visual attention it uses a saliency map to identify saliency locations. The input
image is analysed for features such as colour, intensity, orientation, and
motion, in all 42 maps are generated. The saliency maps are then combined
into one map, see Figure 6. This method of extracting saliency is based on
spatial competition where a particular feature (Winner Takes All, WTA) wins
one or more spatial scales. Progressive saliency can also be computed by
suppressing the original location and detecting the next most salient position.
This process is known as the “Inhibition of Return”.
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Figure 7. Saliency computed for a Wired magazine cover using the Itti
and Koch model.
Figure 7 illustrates the outcome of saliency detection using five shifts. In
terms of design the composition is well developed proportionally with an
interesting use of dimension on the text. There is a correct balance between
shape, size, colour and orientation. The saliency points indicate to some
extent why the design works. The eyes are the prominent salient points. This
is something we would have expected from Yarbus’s7 work. The masthead is
the following hit and then the article title. The eyes are detected not because
they are eyes, but because of their shape, colour and orientation, which in
this case works well because we are looking at an illustration with clearly
articulated contours. Because the Itti and Koch saliency model is unconscious
to any high level cues such as face recognition its use in social images
becomes restrictive. The integration of a face detection mechanism within the
Itti and Koch model would, in theory, make the saliency model more robust as
it could incorporate some factors associated with the top down voluntary
process. To establish the factors which were important in facial features an
experiment was conducted to compare salient points from the top down to the
bottom up process.

3 Saliency Experiment
The hypothesis of the experiment was that images of facial features at
particular sizes would be important in saliency identification. The images used
in the experiment were magazine covers from The Face and the Australian
9

Woman’s Weekly. These were chosen because although they come from
differing market segments they also incorporate a predominant use of social
and human body imagery and had a similar publishing cycle. The magazine
cover designs covered a sixteen-year period from 1983 to 1998. The editions
chosen were from the same month of each year for both magazine titles.
The first experiment used a software analysis program called the
Neuromorphic Vision C++ Toolkit developed by iLab at the University of
Southern California based on the saliency model of Itti, and Koch to pick the
saliency points. Images were approximately 800 X 600 pixels and 24 bit jpeg
images. The images were processed by iLab and the data was returned in the
form of MPEG movies. The results showed the time-lapse of salient points
over the calculation period of 10 seconds. The salient points were then
recorded into a spreadsheet. Since the hypothesis was interested in
measuring the saliency of photographic images of people as well as graphic
objects a simple count of points scored on the photographic human image
compared to those off the photographic human image would indicate a
preference. For each cover analysis the salient points were grouped into
within the main photographic image and outside that image. The first five hits
were also recorded and tabulated in order.
The second experiment used a computer to show subjects images of the
covers that flashed each cover up for one second. This experiment involved
the identification of the salient point in the cover design through the use of 19
subjects visually identifying the first content item that they focused on in the
design. There were 10 female and 9 male subjects ranging in ages from 17 to
50. Each subject was shown 16 images of The Face covers and 16 images of
the Australian Woman’s Weekly covers for one second each; these being the
same covers as the previous experiment. The respondents were asked to
state verbally the first thing that caught their attention while viewing the
image. This could be an object, a colour, a shape, text or a sub part of an
object. An observer recorded their responses during the test.
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Figure 8. Analyses of images using bottom up saliency method of Itti
and Koch (yellow circles, green indicated the first salient point), and top
down volition (red circles).
4 Comparison between experiments
The responses to the top down volition test show that both magazines see the
importance of the human face as a means of attracting the viewer’s attention.
The bottom up test showed very few hits for facial features. Kahneman11
states that spontaneous looking is under the control of stimuli such as
novelty, complexity, and incongruity. This type of looking is described by
Yarbus7 as being guided by a cache of knowledge when viewing objects such
as faces. He makes the observation that lips and eyes are of particular
interest because of the expressive nature. Because of the number of
representations of faces in the designs of the magazine covers one would
expect to have a sizable percentage of responses that supported this
observation. To see if there was any validity in this statement the test data
was arranged in such a way as to make it possible to compare top down and
the bottom up approaches to face saliency.
The responses were assigned to 3 categories; these being,
a. Face hits – where an area on the face represents the salient point
b. Background hits – where the background of the main figure, overlaying
text, or masthead is the salient point
c. Figure hits – where the main figure, excluding the face, is the salient point.
Figure 9 shows a comparison of the responses for first salient points for all
magazines combined. It can be clearly seen that hits for face obtained the
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greatest responses for top down. Background was characterized by more hits
on the bottom up method than top down. The reverse was the case for figure.
25

20

15
Hits

Top Down
Bottom Up
10

5

0
Face

Background

Figure

Figure 9. Comparison of the occurrence of hit responses on saliency for
the Australian Woman’s Weekly and The Face.
If we have a closer look at the top down face hits it can be shown that the
smaller the facial image the fewer the hits. Taking the data from the top down
saliency test it was broken up into three categories (Table 1) these were (a)
Category 1, where the face is 55% or more of the depth of the page size, (b)
Category 2, where body images are from the waist up, excluding those in
category 1, and Category 3, where the body images are below the waist,
excluding categories 1 and 2.
As the size of face decreases so does its saliency. Of eleven images in
category 1 which had a face as the major element in the design, ten received
face hits in the top down experiment. There were equal numbers of hits for
both eyes and mouth. However, the mouth only recorded more hits than the
eyes when it was open and showing the teeth. The one that missed was
focused on the cleavage area, which also indicates a high social cue.
Whenever there was a clear image of a cleavage in any category it received a
salient hit. Responses identifying the face as the focus of stimuli for category
2 decreased compared with that of other parts of the body. This tends to
indicate that saliency in designs with a picture of a face tend to move from the
micro to the macro; that is from the parts that make up the components of the
face to the complete anatomical figure. This trend was also indicated in
category 3.
Table 1
Comparison of body size and hit rate for top down experiment.
One image was excluded because it had no human imagery.
Category 1
The face is 55% or more of the depth of the page size.
Total images
11
One hit for cleavage.

Majority hits to eyes
5

13

Majority hits to mouth
5

Category 2
Body images from the waist up, excluding those in category 1.
Total images
10

Majority hits to face
2

Majority hits to other parts of the body
8

Category 3
Body images below the waist, excluding categories 1 and 2.
Total images
Majority hits to face Majority hits to other parts of the body
10
0
9
One hit for an animal.

The bottom up model was valuable in describing the formal characteristics of
the design. It responded poorly where psychological aspects came into play,
such as human face recognition. The volition responses indicated that bright
colour, complex objects and layering were not the only important aspects of
saliency. The recognition of the human face, in particular the eyes and mouth
were important attributes depending on the size of the image. Therefore the
integration of a face detection system was an important function of the
saliency software.

5 Commercial application
The integration of face detection into the Neuromorphic Vision C++ Toolkit
would provide designers with a unique diagnostic tool from which they can
gauge if their audience is focusing on those parts of the design which are
deemed important. Figure 10 illustrates the application of current detection
software to pick out facial features such as eyes at particular sizes. Reference
to the proportion of face size would apply the principals of top down with
those of bottom up recognition. As an example of the application of this
diagnostic tool to a practical design outcome, Figure 11 illustrates the
outcome of a generative design for sunglasses with the identification of the
logo as the salient point. The eye in the face is also picked out in the eye
scan. The design fits the designer’s brief, however it is not yet placed in
context. The addition of environment is important in the reading of the design.
This particular design is for a billboard on a highway.
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Figure 10. Face detection software application.

Figure 11. Generative design picking the logo as the salient point.
An analysis of the scene as viewed by a driver (Figure 12) of an automobile
shows the salient points of the highway scene. The billboard has been picked
out as the most salient object in the top image, thus reinforcing the placement
of the signage and the particular design. The second image displays the
same design in a differing colour scheme. The results show differences in the
saliency of the billboard as it is related to the other objects in the scene.
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Figure 12. Billboard as designed in figure 12, and designed in a different
colour scheme placed in context.
If the layout of other imagery is known, a particular design can be fine tuned
to provide a predefined point of interest on the page. The combination of an
interface to generatively produce stylistic variations combined with the ability
to determine saliency within a design offers students a better understanding
of how design works, and the professional a quick means of experimentation
with some certainty of the desired outcome. In all cases the expert system
which underlies this software only eliminates the routine decisions. True
originality is still in the hands of the designer.
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