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Software composition systems are systems that concentrate on the composition of com- 
ponents. These systems represent a growing subfield of software engineering. Traditional 
software composition approaches define components as black-boxes. Black-boxes are 
characterised by their visible behaviour, but not their visible structure. They describe 
what can be done, rather than how it can be done. Basically, black-boxes are structurally 
monolithic units that can be composed together via provided interfaces. Growing com- 
plexity of software systems and dynamically changing requirements to these systems de- 
mand better parameterisation of components. State of the art approaches have tried to 
increase parameterisation of systems with so-called grey-box components (grey-boxes). 
These types of components introduced a structural configurability of components. Grey- 
boxes could improve composability, reusability, extensibility and adaptability of software 
systems. However, there is still there is a big gap between grey-box approaches and busi- 
ness. 
We see two main reasons for this. Firstly, a structurally non-monolithic nature of 
grey-boxes results in a significantly increased number of components and relationships 
that may form a software system. This makes grey-box approaches more complex and 
their development more expensive. There is a lack of tools to decrease the complexity of 
grey-box approaches. Secondly, grey-box composition approaches are oriented to the ex- 
perts with a technical background in programming languages and software architectures. 
Up to now, state-of-the-art approaches have not addressed the question of their efficient 
applicability by domain experts with no technical background in programming languages. 
We consider a structural visibility of grey-boxes gives a chance to provide better external- 
isation of business logic, so that even a non-expert in programming language could design 
a software system for his/her special domain. 
In this thesis, we propose a holistic approach, called Neurath Composition Frame- 
work, to compose software systems according to well-defined requirements which have 
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been externalised, giving the ownership of the design to the end-user. We show how ex- 
terrialisation of business logic can be achieved using grey-box composition systems aug- 
mented with the domain-specific visual interfaces. We define our own grey-box compo- 
sition system based on the Parametric Code Templates component model and Molecular 
Operations composition technique. With this composition system awareness of a design, 
comprehensive development and the reuse of program code templates can be achieved. 
Finally, we present a sample implementation that shows the applicability of the composi- 
tion framework to solve real-life business tasks. 
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Chapter 1 
Introduction 
At the end of the 1960s, during the NATO Conference of Software Engineering, the sci- 
entific community recognised such terms as software crisis and component technology. 
These terms influenced the field of software construction for at least 30 years. The term 
software crisis stated that the size and complexity of software systems had grown so enor- 
mously that planning, implementation, and maintenance could no longer be managed. It 
was McIlroy who proposed a way to overcome these problems with the help of compo- 
nent technology. He proposed the application of building blocks (components) to build up 
software systems instead of the traditional at that time handcraft development by skilled 
individuals. Currently, many companies in the software industry try to build software 
from prefabricated components, components-off-the-shelf (COTS). COTS reduce devel- 
opment costs and result in a better time to market of software products. Examples of de- 
veloped COTS systems include Enterprise JavaBeans (EJB) [74], COM [ 18] and CORBA 
[791. 
The nature of components is not always the same. Components appear on different 
granularity levels, deal with different stakeholder requirements, or are simply design con- 
cepts. Components themselves have no practical value without the knowledge of answers 
to the following questions: 
1. What should a component look like? 
2. How should components be composed? 
3. How is a system composed? 
A Composition System incorporates this knowledge. Composition systems are systems 
that concentrate on the composition of components. They generalise many of the ap- 
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proaches to component-based engineering that we have seen in the last 40 years. Com- 
position systems are defined through a component model, a composition technique and a 
composition language. The efficiency of a software process and products of this process 
depend on the qualities of the composition system used. 
The ideas of McIlroy influenced and resulted in a large number of approaches for 
component technology presented by both research and industry. These approaches are 
still of great importance, as not all software composition problems are solved yet. 
1.1 Motivation and Objectives of Research 
Basic traditional software composition approaches are based on components such as mod- 
ules, classes and services that were developed in the past five decades. Pamas et al. 
[71,72] discussed the modularisation as a mechanism for improving the flexibility and 
comprehensibility of a system while enabling a reduction in its development time. Mod- 
ules introduced encapsulation, combining data and behaviour in one package and hiding 
the implementation of the data from the user of the object. Modular systems can be flexi- 
bly recombined during design time. 
At approximately the same time, object-oriented composition systems were intro- 
duced in order to simplify the development of software systems and to make it possi- 
ble to change systems dynamically (during runtime). Objects were mainly introduced as 
elements of software composition during the development of Simula 67 [28] program- 
ming language, which was influential for the development of later object-oriented soft- 
ware composition models. Further, classic component-based (or service-based) composi- 
tion systems were presented. In comparison to objects, components (services) represent 
stand-alone service providers. They represented the call-by-service paradigm. 
Traditional software composition approaches are characterised by applying the black- 
box component paradigm. Black-boxes describe what can be done, rather than how it can 
be done. The black-box components represent a part of the system's implementation. 
They show the behaviour and hide the internal structure of components. Black-box com- 
ponents are structurally monolithic building blocks that could be connected and accessed 
via provided interfaces. Parameterisation of software systems based on black-boxes has 
been achieved with variables defined by the internal structure of components and by the 
interfaces. Assigning the values to variables, the black-box components could be cus- 
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tomised. With interfaces, the components could be connected in different ways. In indus- 
try, black-box approaches have been successfully applied for years. 
The growing complexity of software systems and dynamically changing requirements 
to these systems required better parameterisation of components for achieving better re- 
configuration and reuse. Starting from architecture-based composition approaches, the 
elements of composition were treated more like grey-boxes. As opposed to black-box 
components, the structure in grey-boxes is visible and therefore non-monolithic. Poten- 
tial grey-boxes are opened for structural and thereby behavioural transformations. The 
architecture-based composition introduced connectors and ports. These components rep- 
resented communication routines abstracted from the component implementations and 
could be exchanged by need. 
State of the art composition approaches, such as Hyperspace Programming [881, As- 
pect Oriented Programming (AOP) [55], Feature Oriented Programming (FOP) [14] and 
Invasive Software Composition [81 define and apply grey-box components, such as as- 
pects, features and hypermodules. Composition systems based on grey-box components 
significantly increase the structural parameterisation of software systems, potentially im- 
proving their extensibility and adaptability. 
Grey-box based composition approaches are still in their infancy. The following prob- 
lems are recognised: 
PI: Grey-box based composition approaches are too complex to be efficiently applied 
in business; 
P2: Component models for grey-box components are weak; 
P3: The value of grey-box approaches for domain experts has not yet been fully recog- 
nised. 
The P1 problem means that compared to black-box based approaches, it is more dif- 
ficult to maintain grey-box composition systems. Higher parameterisation of grey-box 
components results in a significantly increased number of entities that can take part in 
forming a software system. Typically, it costs more to create and use grey-box com- 
ponents, as specific expert knowledge is involved. Maintenance problems are the main 
obstacle in applying grey-box based composition approaches at a practical level. The P2 
problem means that the component models used to define grey-box components are not 
yet comprehensive enough. This can be optimised. The P3 problem states that grey-box 
based composition can be valuable for domain experts. The non-monolithic nature of 
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grey-boxes allow for the separation and composition of domain-specific concerns. Up to 
now, grey-box approaches have not addressed this question. 
The introduced problems result in the following objectives: 
01 : There is a need for an effective interface, or bridge, between domain experts 
and grey-box based composition systems. Such an interface shall abstract domain 
experts from the complexity of the composition system domain. With such an in- 
terface, the system can be configured at all levels of composition, such as domain- 
specific and language specific, simulateneously. 
02 : There is a need for a more comprehensive component model and composition 
technique to work with grey-box components. 
1.2 Research Questions 
During the literature review of the software composition systems, we recognised a 
tendency of applying grey-box (represented by program code templates in this thesis) 
components in the state of the art composition systems. Besides, we have seen a gap 
between the industry and these approaches. Taking these into consideration, we specify 
the main research question this thesis tries to answer: 
"There is a need for holistic engineering process to system configuration, such 
that the end-user is provided with the ahility to change the requirements at the high- 
est level with automatic realisation of the changes at the lowest - implementation 
level. The end-user does not need to know the implementation level. How this can 
be achieved? " 
Further research questions follow: 
RQI: What is the strategy to externalise business logic in template-based composition 
systems? 
- What kind of a system is developed, who are the actors, where is a composi- 
tion system going to be applied (non-functional requirements)? 
- What are the main concepts and how do they relate (functional requirements)? 
- What is the software life-cycle for such a composition system? 
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RQ2: What is the component model, the composition technique and the composition lan- 
guage of a template-based composition system? 
- How can a template be encapsulated? 
- What can be parameterised? 
- What are interfaces to components? 
- How are templates manipulated? 
- How are the adaptability, extensibility and reusability of templates provided? 
- What is a composition language for templates? 
RQ3: How to externalise business logic in template-based composition systems up to the 
level of the domain expert? 
- How are application domains described? 
- What is the component model suitable to define the repository of components 
for any domain? 
- What is the composition technique to define a repository of operations for any 
domain? 
- What is the domain-specific composition language? 
- How is the domain-specific composition language mapped onto the composi- 
tion language? 
RQ4: How is the perception and interaction with a template-based composition system 
increased? 
- How are domain-specific visual interfaces (DSVIs) formed? 
- What kind of interactions with DSVIs are possible and how they are defined? 
1.3 Scope of the Research 
The first research question, RQI, is rather global. Answering this question results in a 
broad understanding of aims and results as well as concepts and their cooperation. Those 
are presented in the form of a conceptual framework called Neurath Composition Frame- 
work (NCF). The objective during the processing of the RQI is to establish an overview 
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of facilities for the definition and application of template-based composition systems to- 
gether with business logic externalisation mechanisms. 
The research question RQ2 is related to the definition and application of template 
composition systems. We define a Template Level of composition that collects all the 
concepts needed for the template-based composition. 
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Figure 1.1: The basic model of the research 
The research questions RQ3 and RQ4 are related to the extemalisation of business 
logic in template-based composition systems up to the level of domain experts. At this 
stage the main objective is to provide a form of domain-specific representation of con- 
cepts defined at the Template Level of composition. To do this, we recognise two steps. 
The first step is a bi-directional translation between a terminology of a template composi- 
tion system and a terminology of an application domain. Concepts, which are needed to 
perform the first step, are collected within the Target Domain Level of composition. The 
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second step is a presentation of results of the first step to domain experts as well as an 
interpretation of expert's actions that are applied to this representation. Concepts, which 
needed to perform the second step, are collected within the Visualisation and Interaction 
Level of composition. 
In order to test and verify results of the investigation, the reference implementation of 
the NCF has been developed. It is important to admit that the reference implementation 
shows practical applicability of the NCF for the real-life problem, the development of 
a family of software systems for the house automation application domain. The object- 
oriented programming language Java has been chosen to program the reference imple- 
mentation. It is required that a platform with a Java Runtime Environment (JRE) version 
1.4 or higher be used to run the implementation. Basically, two tools were designed. Neu- 
rath Builder Tools (NBT) is a tool to define domain-specific visual composition systems. 
The production of the NBT is a subject of deployment into the Neurath Integratin Plat- 
form (NIP). The NIP is a tool where composition systems are used by domain experts to 
visually design software products. The reference implementation shall have a positive in- 
fluence on the acceptance of the proposed framework. Figure 1.1 depicts the basic model 
of the research. 
1.4 Original Contributions 
The main contribution of this thesis is a NCR It is a layered approach to compose software 
systems according to well-defined requirements which have been extemalised, giving the 
ownership over the design to the end-user. The NCF defines a method to create template- 
based composition systems together with Domain-Specific Visual Interfaces on top of 
these systems. We have provided a reference implementation with help of which a practi- 
cal applicability of the NCF was shown. More specifically, this thesis made the following 
original contributions: 
Al: A template-based Composition System: We define a component model for com- 
ponents, called Parametric Code Templates (PCTs), that encapsulate program code 
templates. Additionally we present a composition technique, referred to as molec- 
ular operations, to compose those templates. Additionally, we introduce a simple 
composition language, called Parametric Code Template Composition Language 
(PCT-L), to define composition expressions. We collect all concepts to define and 
apply template-based composition systems under the Template Level of composi- 
F-7-1 
CHAPTER 1. INTRODUCTION 
tion. Finally, we provide a reference implementation for the practical definition, 
application and testing of template-based composition systems. 
A2: A bridge between Composition System and Domain Experts: We specify a strat- 
egy to map domain-specific languages onto template-based composition systems. 
The objective of such a mapping is to give an ownership to domain experts over the 
template-based software composition process. We collect all the concepts needed 
within the Target Domain Level of composition. Additionally, we provide a ref- 
erence implementation to practically bridge the domain of template composition 
systems with different application domains. 
A3: An Interface for Visualisation and Interaction: We present a strategy to improve 
interaction between domain experts and domain-specific languages that are prod- 
ucts of the concepts defined at the Target Domain Level. We specify concepts to de- 
fine domain-specific visual interfaces (DSVIs) on top of domain-specific languages. 
The objectives of DSVIs are the reduction of complexity by visualisation and an ef- 
fective interaction with underlying DSLs through visual interfaces. The concepts to 
define DSVIs are collected within the Visualisation and Interaction Level of com- 
position. Finally, we provide a reference implementation to define, apply and test 
DSVIs. 
A4: Concepts to define template-based composition languages and externalise them 
to be used by different domain experts: we bound contribution items Al, A2 and 
A3 together in the Neurath Composition Framework. The objective of the NCF is 
to give domain experts tools to perform complex program code manipulations via a 
domain-specific visual inter fiace. We give a reference implementation of NCF that 
consists of the NBT and the NIP. 
Here, we would like to explicitly state that the contribution items A I, A2, A3 and A4 
have been defined, developed and described by the author of this thesis. An exception is 
the ASLT [93], which is used for the definition of contribution Al and is a collaborative 
work. 
1.5 Organisation of the Thesis 
The rest of this thesis is organised as follows: 
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Chapter 2 provides a broad overview on software composition systems. The notions 
of a component, a component model, a composition technique and a composition lan- 
guage are introduced. Further, the main requirements for software composition systems 
are specified. Existing approaches are analysed and divided into two groups. The group 
of black-box approaches is described in order to show what approaches are practically 
applied in industry. Afterwards, the grey-box composition approaches are presented to 
show the main current tendencies in software composition. 
Chapter 3 gives an overview on the NCR The architecture of the NCF is explained. 
We show basic organisation of the reference implementation for the NCF, as presented 
by the tools NBT and NIP. 
Chapter 4 introduces a collaborative work, called Abstract Syntax Language Tree 
(ASLT). We explain a strategy to use the ASLT and introduce additional terms that extend 
the collaborative work, such as atoms of composition and atomic operations. 
Chapter 5 presents concepts collected within the Template Level of composition. 
They describe how template-based composition systems are defined and used. Main 
functional blocks together with inputs and outputs are explained. The notion of templates 
is introduced. A component model for PCTs and a composition technique, represented 
by molecular operations, are presented. Additionally, a simple composition language 
PCT-L, to form composition expressions, is introduced. 
Chapter 6 describes concepts collected within the Target Domain Level of composi- 
tion. They describe the externalisation of business logic in template-based composition 
systems up to the level of different application domains. We explain the strategy to bridge 
a domain of template-based systems with different application domains with the help of 
domain ontologies and domain-specific languages. We present functional blocks that are 
defined at the Target Domain Level and show main inputs and outputs. 
Chapter 7 presents a Visualisation and Interaction Level of composition. We explain 
how to extend domain-specific languages, defined by the underlying concepts from the 
Target Domain Level, with domain-specific visual interfaces (DSVIs). The way in which 
DSVIs are formed and mapped onto DSLs is explained. Additionally, we show what 
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kinds of interactions with DSVIs are possible and how these interactions are defined. 
Commonly, we present functional blocks of the Visualisation and Interaction Level and 
show main inputs and outputs. We explain a component model of visual components, 
called Neurath Modelling Components (NMCs), that constitute DSVIs. 
In Chapter 8, we propose a reference implementation of the NCF. We show how 
all parts of NCF are implemented with the help of the object-ofiented programming 
language Java and how they work together. Moreover, it covers the evaluation of the 
Neurath Composition Framework. With two use-cases, it shows how the framework is 
practically applied. Finally, the conclusions are made. 
Chapter 9 summarises the work done in the thesis. It highlights the potential ap- 
plicability of the contributions that have been made. Finally, the possible research and 
development directions that are based on the presented results are discussed. 
Dependencies of chapters and some related annotations are illustrated in Figure 1.2. 
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Chapter 2 
Software Composition Systems 
This chapter gives a literature review on Software Composition Systems. It discusses 
what software composition systems actually are. The most relevant terms, such as "com- 
ponents ", "component model ", "composition technique " and "composition language " 
are described. The chapter proceeds with analysis of requirementsfor composition Sys- 
tems and reveals their basic relevant properties. Afterwards, black-box and grey-box soft- 
ware composition approaches are reviewed and analysed. It is important to admit that 
one of the main literature sources for this chapter was a book called Invasive So are ftW 
Composition, written by Uwe A, 8mann. The book has systematised software composition 
approachesforpast decades and has presented its own approach called Invasive Software 
Composition. In this chapter, few most relevant and to some extent similar approahces 
are compared with my approach. The chapter ends with conclusions and a summary. 
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2.1 Introduction 
In the 1960s, software was not mass-produced. At that time. software construction was 
in the phase that assumed manufacturing of software by skilled individuals and by in- 
dividual handcrafting. The need to overcome this phase of infancy was clearly stated by 
McIlroy [61 ]. The way to do this was through a mature technology that would provide pa- 
rameterisation, assemble components in well-defined procedures and configure complete 
systems by pressing some buttons in a configuration tool [8]. McIlroy's ideas influenced 
and resulted in a large number of approaches for component technology presented by both 
research and industry. However, none of them have solved all of the problems. 
Different fields of software engineering that concentrate on components underline the 
following questions that are still open: 
- How can components be prepared for reusability [ 131? 
- How can they be adapted flexibly during composition? 
- How can component-based software process be organised for large systems that 
consist of thousands of versions and variants? 
In this thesis, we concentrate on growing sub-fields of software engineering such as 
composition systems. The term composition is used if a system is being built primarily 
from high-level components or building blocks [3 11. Composition systems are systems 
that concentrate on the composition of components [8]. Further, in this chapter, we spec- 
ify requirements to the composition systems, give a literature review on black-box and 
grey-box composition approaches and reveal the basic problems that have remained. The 
chapter ends with the conclusion and a summary. 
2.2 Components 
There are many existing definitions of components, some of which are given below. They 
focus on different aspects of software engineefing. Components provide a service without 
regard to where the component is executing or its programming language 1821 if: 
-A component is an independent executable entity that can be made up of one or 
more executable objects; 
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- The component interface is published and all interactions are through the published 
interface. 
Another definition is given in [26], where a component is defined as a reusable unit of 
deployment and composition that is accessed through an interface. D'Souza and Wills 
defined a component as a reusable part of software which is independently developed and 
can be combined with other components to build larger units [83]. 
Each component normally provides an interface to define and access the services 
within this component. From the other side, a component may specify required inter- 
faces. Figure 2.1 shows a typical graphical representation of a component with provided 




Classificator L-f N 
Close Record 
Registry Registry 0. 
Source Distribute 
Figure 2.1: Example of a component 
Although these definitions differ in some aspects, they all state that components are 
reusable units that provide functionalities via interfaces. Sommerville summarises the 
characteristics of components [82] as: 
Standardised. 
Component standardisation means that a component has to conform to some stan- 
dardised component model. This model may define component interfaces, compo- 
nent meta-data, documentation, composition and deployment. 
Independent. 
A component should be independent - it should be possible to compose and deploy 
it without having to use other specific components. In situations where the com- 
ponent needs externally provided services, these should be explicitly set out in a 
'requires' interface specification. 
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- Composable. 
For a component to be composable, all external interactions must take place through 
publicly defined interfaces. In addition, it must provide external access to informa- 
tion about itself such as its methods and attributes. 
- Deployable. 
To be deployable, a component has to be self-contained and must be able to operate 
as a stand-alone entity on some component platform that implements the component 
model. This usually means that the component is a binary component that does not 
have to be compiled before it is deployed. 
- Documented. 
Components have to be fully documented so that potential users of the component 
can decide whether or not they meet their needs. The syntax and, ideally, the se- 
mantics of all component interfaces have to be specified. 
There is a lack of a universally accepted definition of a software component [191. We 
have recognised two points of view in which the component is often looked at. The first 
one is when a component is seen as a black-box service provider. This scope is related 
to the classical understanding of a component, first established with component-bascd 
development approaches, and described later in Section 2.6.3. The second point of view 
is broader, when a component is seen as a unit of composition. In this thesis, we base it 
on a rather abstract definition of a component given by Aflmann in [81: 
"A component is a software part that must be composed with other components in a 
system composition to form a final system. " 
Hence, a software component is simply a software item that is subject to software 
composition. It may appear on different levels of granularity, may be a design or imple- 
mentation item, and may be in source or binary form. 
There are defined many different standards for components. A component model is 
a definition of standards for component implementation, documentation and deployment. 
The component model specifies how interfaces should be dcfincd and the elements that 
should be included in an interface definition. According to [58], a software component 
model should define: 
- the syntax of components - how the components are constructed and represented; 
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- the semantics of components - what components are meant to be; 
- the composition of components - how the components are composed or assembled. 
Well-known component models include the EJB model [74], COM model [18] and 
CORBA model [79,30]. 
2.3 Black-box and Grey-box Components 
Descriptions of components can have different levels of abstraction. The higher the level 
of abstraction of a component, the wider the range of the component's application. El- 
ements of composition can be classified by the abstraction level versus the implemented 
functionality level (scope). As higher scope as less functionality is implemented by a 
component. Greenfield and Short [401 have presented a diagram which shows scope ver- 
sus value for abstractions. The corresponding diagram is shown in Figure 2.2. The scale 
of scope and value ranges from none to one. 
The abstraction with minimal or no value and with maximally broad scope repre- 
sents white-box components. The white-box components are more related to the problem 
specification or documentation. This can be, for example, components presented by its 
specification in the form of source code. White-box components are completely opened 
for transformations by programmers or end-users. 
The abstraction with maximal value and with maximally specific scope represents 
black-box components. The black-box components are directly related to the implemen- 
tation or a solution. They are characterised by their functions and interfaces. Typically, 
black-box components are closed for structural transformations. An example is the binary 
form of JavaBean components [63]. 
Components that fall between those two are grey-box elements. As opposed to 
back-box components, grey-box components are opened for structural and therefore be- 
havioural transformations. Compared to white-box components, grey-box components 
restrict allowed transformations. Examples of grey-boxes include design patterns and 
code fragments. 
Sometimes it is spoken about glass-box components. These are white-box compo- 
nents that are closed for transformations. Figure 2.3 shows a schematic representation of 
black-box, white-box, grey-box and glass-box components. 
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In this thesis, we classify components as a black-box type or grey-box type, as ac- 
cording to the visibility of their implementation. We refer to black-box components 
when the component is presented with its binary form and a program code of that 
component is not documented and therefore non-visible. The components that have 
program code described and are therefore visible are referred to as grey-boxes. 
2.4 Composition Systems 
Composition systems are systems that concentrate on the composition of components. 
They generalise many of the approaches to the component-based engineering we have 
seen in the last 40 years. ABmann [8] presented the tower of component systems (Figure 
2.4). 
This figure shows different composition systems. In the middle of the figure there is 
a separation line that denotes two areas. The bottom area unites software composition 
approaches that are oriented on the black-box component paradigm. The top area unites 
software composition approaches that are oriented on the grey-box component paradigm. 
Black-box components typically describe what can be done, rather than how it can 
be done. They represent the pieces of functionality that can be combined. Black-box 
components can not be directly modified by a programmer. Traditional composition ap- 
proaches, presented within the bottom area of the figure, are characterised by applying 
black-box components. Compared to black-box components, grey-box components are 
opened for structural changes. Grey-box components introduce a higher level of parame- 
terisation and therefore wider adaptability and reuse. Some traditional and many state of 
the art software composition approaches, presented within the top area of the figure, are 
characterised by applying a grey-box component paradigm. 
According to A13mann, all software composition systems can be compared in terms of 
three major aspects [81 which form a composition system (Figure 2.5) of a: 
Component model that answers the question, "How do components appear and 
when can they be exchanged? ". 
2. Composition technique that answers the question, "How are components com- 
posed? ". It offers a wide range of composition operators. 
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Ai 
Figure 2.4: The historical and conceptual tower of component systems. Some of them are 
full-fledged composition systems. The central technical concept is denoted by an italic 
shape. Examples are denoted by typewriter font. [8] 
3. Composition language that is needed to write composition recipes (composition 
specifications). These specifications describe how systems should be built from 
components and contain information about their architecture. 
2.5 Requirements for Composition Systems 
Composition systems typically consist of three parts: a component model, a composition 
technique and a composition language. Requirements for composition systems include a 
summary of requirements for each of these parts. 
A component model is a definition of standards for component implementation, docu- 
mentation and deployment. The main requirements for a component model are related to 
terms such as modularity, parameterisation and conformance to standards. Modularity is 
the property of components that measures the extent to which they have been composed 
out of separate parts (modules). To reduce costs and shorten time to market, it is required 
that components be reused. Figure 2.6 depicts reuse for two different software systems. 
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Composition System 




Figure 2.5: Parts of a composition system 
37T]P. ( 
System 1 System 2 
Figure 2.6: Reusing a component B in different software systems 
An interface defines a communication boundary between two components. How a 
component will be reusable in different systems depends on the answer to the question, 
"What should the interfaces of a module look like? ". Currently, parameterisation mech- 
anisms are restricted to type parameters in languages with generic classes. The question, 
"Can we generalise these? " arises [8]. Components should conform to standards. They 
guarantee a better fit of components during composition and lower the learning curve for 
component-based development. 
A composition technique covers the questions related to the manipulation with compo- 
nents and answers the question, "How are components composed? ". ABmann [8] relates 
to the main requirements of composition technique with terms such as connection, exten- 
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sibility and aspect separation. Terms such as adaptation and gluiny are directiv related to 
the component's connection. 
CDCD 
(: D 
Figure 2.7: Tasks during composition from top to bottom: 1) parameterisation, 2) param- 
eterisation and adaptation to interfaces, 3) parameterisation and connection with adapta- 
tion, and 4) parameterisation, connection, adaptation and gluing [81 
Types of parameters, protocols, and assertions should be adapted to each other. For 
this, a component system should provide adaptation and gluing (Figure 2.7). Adaptation 
makes a component fit to an interface. The component is then better prepared for reuse 
and can be plugged together with other components. Gluing mediates between specific 
components. Often, a component system generates glue code that maps component pro- 
tocols specifically to each other. This increases reuse. 
Software systems built with components should be extendible. It should be possible to 
add new functionality, new parts and new non-functional qualities without hand-editing 
old parts of the system. One way to reach higher parameterisation and extendibility is 
to not treat components as black-boxes. With the help of aspect separation, different 
functional and non-functional aspects should be distinguished. 
A composition language is needed to provide explicit specifications or recipes on how 
a system or its part should be composed with components. ABmann [81 relates to the main 
requirements on composition language with the following terms. Product-consistency 
support assumes that a composition language should help to ensure quality features of 
software systems. Software-process support assumes that the language should support 
the composition-based software construction process. Additionally, the language should 
be expressive enough to express variants and versions of product lines, and should be 
powerful enough to describe large systems. Additionally, the language should be easy to 
understand. Finally, the meta -composition support assumes that the composition recipes 
can grow with the system and the language itself should be based on composition. 
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2.5.1 Modularity 
Budgen [20] has characterised the modularity as follows. The use of an appropriate form 
of modular structuring makes it possible for a given problem to be considered in terrns of 
a set of smaller components. Basically, finding a suitable strategy to modularise a system 
provides, at least, the following benefits: 
- modules are easy to replace; 
- each module captures one feature of a problem, aiding comprehension (and hence 
maintenance) as well as providing a framework for description as a team; 
-a well-structured module can easily be used for another problem. 
Modularity assumes that a system should be divided into modules according to the 
principle of information hiding. It was introduced by Parnas [711: 
We can attempt to define our modules "around" assumptions which are likely to change. 
One then designs a module which "hides" or contains each one. Such modules have 
rather abstract interfaces which are relatively unlikely to change. 
Modularity facilitates reuse and exchange. Typically, each module hides and maintains 
a module secret. Often, the information-hiding principle has been specialised as the fol- 
lowing meaning: 
Every module hides an important design decision and its implementation behind a well- 
defined interface which does not change when the design decision or the implementation 
changes. 
The principle assumes that changes in implementation of deployed modules are not vis- 
ible to the users of those modules. In this way, modules can be exchanged for variants 
with the same interface, so that product families can easily be built. 
ABmann proposed two basic requirements for the modularity of components: 
I. Information hiding. A component has to maintain several secrets, such as irnple- 
mentation language, location, and uptime. 
From Parnas' statement, two major problem areas for component models can be 
identified. The first question is which secrets a module hides. Since future software 
systems will be completely heterogeneous, dynamic, and distributed, information 
hiding should cover many other secrets that Parnas could not envision. For instance, 
the implementation language of a component must be secret so that components can 
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be programmed in the language that is most apt. Also, the location of a component 
should be hidden to deployers; access to remote components should be automatic. 
Lastly, the uptime of a component should be hidden. Some components should be 
active 24 hours per day, while others need not live permanently. 
2. Semantic Substitutability. A component or composition system should offer a spec- 
ification mechanism for component semantics so that it can be checked whether 
components can safely substitute another one. In most programming languages, 
module systems only guarantee syntactic substitutability, i. e. correct substitution 
concerning the typing of module interfaces. 
Modularity is the most basic feature a component system has to support. The more 
secrets a component preserves and the more precisely its semantics are described, the 
better it can be exchanged. 
2.5.2 Parameterisation 
A parameterisation of components improves their adaptability and reuse. ABmann distin- 
guishes between static and dynamic parameterisation. In case of dynamic parameterisa- 
tion, the principle of delegation is used. A component that delegates certain functionality 
to another object (delegatee) can be parameterised by exchanging the delegatee. Static 
parameterisation works at a compile-time for component classes and is represented by 
generic classes and types, e. g. generics in Java programming language [94,47]. 
Beyond types, it would be convenient if components could also be parameterised by 
other program elements, such as declarations or statements. Components can be param- 
eterised with code fragments. It is a known practice applied in industry. Such a form 
of a parameterisation can be implemented with the # if de f# construct of the C pre- 
processor [54,841. This construct operates with compile-time variables that define the 
code fragments compiled. 
Often it is required to configure components dynamically during runtime. For exam- 
ple, changing a graphical user interface (GUI). This requires certain configuration rou- 
tines of GUI which can be performed through properties, i. e. their attribute values of GUI 
components. 
ABmann specified three requirements regarding the parameterisation of components: 
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1. Generic Type Parameters. Component systems should offer generic components. 
In the simplest case, these are generic types or generic classes. In more advanced 
cases, nested generic parameters should be supported. 
2. Parameterisation of Program Elements. Beyond types, arbitrary program elements 
of a component can be generic. Such parameterisations should be checked accord- 
ing to the static semantics of the underlying programming language. 
3. Property Parameterisation. At runtime, components should be parameterised by 
property values. 
If a component model supports generic types, generic program elements, and property 
adaptation, both compile-time and runtime components can be adapted to reuse contexts 
flexibly. Hence, parameterisation is one of the major requirements for improving reuse 
and exchange. 
2.5.3 Connection 
Components are normally connected by means of their connection points that reveal how 
a component can be interconnected with its reuse context, which items are communicated 
to and from the environment, and which relations to the outer world must be established. 
Connection points are defined by the interfaces of components. Components can not al- 
ways be connected directly. Often, certain adaptation mechanisms are required to build 
up a bridge between connection points. Often, it is necessary to select a sequence of 
adapters, which transforms component protocols step-by-step. This process is called glu- 
ing of components. 
ABmann specified two requirements regarding the connection of components: 
1. Automatic Component Adaptation. Components must be adapted towards inter- 
faces, in order to improve their reuse. Adaptation makes a component fit to an 
interface. This interface might be a standardiscd interface of the component sys- 
tem. 
2. Automatic Gluing. A composition system should generate or interpret glue code, 
a sequence of adapters or mediators to map the protocols of components to each 
other. 
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2.5.4 Extensibility 
Traditionally, software systems are built with black-box components. In such systems. 
certain adaptability is reached with the genericity feature of components. Due to infor- 
mation hiding, deployers of components are not able to investigate their internal structure. 
When end-users would like to add new functionality into the system, it is only possible 
by direct intrusion of the component manufacturers. 
Problems with extension fall into two categories - the fragile base-class problem 
[87,35,42] and the lack of use-based extensions [8]. The fragile base-class problem 
is a fundamental architectural problem of object-oriented systems where super-classes (or 
base classes) are considered "fragile" because seemingly safe modifications to a base class 
- when inherited by the derived class - may cause the derived classes to malfunction. The 
use-based extensions assume a multiple definition of a component's use. For example. in 
C++ programming language, it is possible to extend a class in files other than the one in 
which the class had been defined. The lack in use-based extension results in difficulties 
in extending the system. 
Views can be seen as a solution for both problems. Views permit the definition of 
several specifications of a component, e. g. to extend components with new functionality. 
View-based systems already exist [69,37,39]. View-based extensions help to avoid so- 
called object schizophrenia, when, with the help of internal delegation, a logical object 
is split into two physical ones. Those objects can shadow one another, resulting in failed 
calls [87]. 
ABmann specified few requirements regarding the extensibility of components: Cý 
1. Base Class Extension. The base classes should be extended without recompiling 
their sub-classes. 
(a) Generated Factories. Components should be created by factories in such a 
manner so that they can be built in consistent component families. Addition- 
ally, these factories should be generated so that extensions are automatically 
incorporated. 
(b) Generated Access Layers. Properties of components should be accessed by 
layers that can be exchanged and regenerated when a system is extended. 
2. General ViewlUse-Based Extension. A component should be extensible by speci- 
fying a new view on the component. 
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3. Integrated Extensions. To avoid delegation, it should be possible to integrate exten- 
sions into objects. 
2.5.5 Aspect Separation 
Part of the program that cross cuts its core concern is referred to as "aspect" [55]. Aspect 
specification unites specification iterns that define behaviours cluttered over the compo- 
nents (Figure 2.8). Normally, when non-united, those specification items have a negative 
impact on the software quality in terms of comprehensibility, adaptability and evolvabil- 
ity. 
Ascpect 




Figure 2.8: Behaviours cluttered over the components encapsulated by an aspect 
A restricted form of aspect separation is realised when components can be accessed 
under different interfaces and each of the interfaces represents an aspect (Figure 2.9). 
ABmarm specified two requirements regarding aspect separation for components: 
1. Aspect Weaving. A composition system should support separation and composition 
of aspects. 
2. Multiple Intetfaces. A component may have several interfaces under which it call 
be accessed. Each interface covers one aspect. 
2.5.6 Linguistic Support 
Composition system requires a language. With this language the composition can be 
described. Actually, any language could be taken as an example, like a classical one such 
as a CSP -a simple language for describing parallel computations and their interactions. 
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Figure 2.9: A component with multiple interfaces 
A composition system should provide a systematic method for constructing large soft- 
ware systems. This can be in one or several languages. With those, the composition 
phrases or recipes can be formed and processed afterwards. Such recipes can be script 
[77], a set of editing sequences in a visual editor [2], a set of rules [34], a program in a 
functional language [24], or an imperative program. They should be able to automate the 
composition process, to be expressive enough to express variants and versions of product 
lines, and to be powerful enough to describe large systems. Additionally, the composition 
language should be easy to learn and easy to understand. 
ABmann specified a requirement for product consistency: "A composition recipe 
should be able to ensure consistency of the composed system. Hence, a composition 
language should adhere to formal features that can be checked. " 
Additionally, the formal features of the recipe can be used to ensure quality features 
of the software process. This requirement is different from the requirement for product- 
consistency, since it ensures the quality of the process, as opposed to the quality of the 
product. 
AOmann specified a requirement for software-process support: "A composition lan- 
guage should support the software-construction process naturally. Build management 
should be supported, both for eager and lazy builds. Additionally, formal features of 
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As the composition recipes can grow with the systems, recipes themselves should be 
composed. Composition recipes should be available as components, and a composition 
language to compose these components should exist. Clearly, a composition-recipe com- 
ponent describes the architecture of a subsystem. If it can be composed to larger recipes 
with the help of composition, reuse of architectures is significantly enhanced: ' 
ABmann specified a requirement for meta-composition: "Composition recipes should 
themselves be constructed in a component- and composition-based way. This requires 
that a meta-composition language is available, and this may even be the same as the 
composition language. "
Composition recipes and the composition language should be composition-oriented. 
Then, the concepts of the component model, composition technique, and composition lan- 
guage can also be introduced at the composition language level. This inherits all features 
of the composition level to the composition language. This is shown in Figure 2.10, taken 
from [8]. 
Composition Language Level 
Composition Language 
Component Composition Composition 
Model of Technique for Language for 
Composition Composition Composition 
Language Language Language 
Composition Level 
Composition System 
Component Composition Composition 
Model Technique Language 
Figure 2.10: Composition-orientation of the Composition Language [8] 
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2.6 Black-box Approaches 
Black-box composition approaches [951 have already been successfully applied in indus- 
try for many years. For the review, we have chosen the following approaches: modular 
composition, object-oriented composition, component-based composition and architec- 
ture composition. We start from with the oldest one - modular composition - and finish 
with the relatively young architecture-based approach. Each approach introduced new 
concepts that improved the quality of the process of composition and of the resulting 
products. 
2.6.1 Modular Composition 
Modules as black-box elements of software composition were mentioned in the 70S 
of the previous century. Parnas and Dennis were one of the initial contributors to the 
topic. Parnas et al. [71] discussed the modularisation as a mechanism for improving 
the flexibility and comprehensibility of a system while allowing the shortening of its 
development time. According to [72]: 
A module is a work assignmentfor a programmer or programmer team. Each module 
consists of a group of closely related programs. 
Modules introduced encapsulation - combining data and behaviour in one package 
and hiding the implementation of the data from the user of the object [47]. Coding tech- 
niques in the area of modular programming results in such major advancements as (1) low 
coupling and (2) replacement. Low coupling is expressed by the fact that a module can 
be written with little knowledge of the code in another module. Modularisation allowed 
for more flexible replacement and reassembling of modules without the reassembling the 
whole system. 
Some examples of the modularisation can be found in [71]. In the 80s, software 
composition was mainly based on the modular programming. Such languages as Modula- 
2 [9 1 ], Pascal [52], or Ada-83 [49] have been developed. 
Technically, a module is a unit of source code that can define constants, data types, 
variables, functions and procedures. A module can be compiled independently of other 
code. With an export declaration, a module can allow access to its internal entities by 
gaining access to another modules. In this case, we say the module exports some def- 
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initions. Respectively, modules that access those definitions import them. Imports are 
defined in the import declaration part within a module. The implementation part within 
the module defines constants, data types, variables and concrete functionality. Figure 2.11 
depicts modules with their typical internal structure and an example of how they can be 
interconnected. 
P, Accessing entities I Module 2 
I Immt Declarabon I 
Module 1 tmpiemeniailo-n-ý 
Import Declaration 
Export Declaration Modulle 3 \N"'ýýImportDec 
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Figure 2.11: Syntactic structure of a module and an example of an interconnection 
Modular systems can be flexibly recombined during design time. However, during 
run time, the modular system remains static, as it is not possible to create and link new 
modules dynamically. This limitation was removed on the next step in the software com- 
position development. New object-oriented way of thinking and composing software was 
presented. 
2.6.2 Object-Oriented Composition 
Object-oriented software composition was introduced in order to simplify the develop- 
ment of software systems and to make it possible to change the system dynamically. 
Mainly, objects were introduced as elements of software composition during the devel- 
opment of Simula 67 [281 programming language, which was influential in the develop- 
ment of later object-oriented software composition models. The modular concept was 
enhanced and new elements of composition, so-called objects, were defined. This was 
based on the need to have better system descriptions and implementation techniques. In 
the object-oriented composition, important new terms were defined. These are class, ob- 
ject, polymorphism and inheritance. 
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In [171, Booch gives a base to define an object as a thing which has a behaviour, state 
and identity. Objects are more like real things. They are charactefised by identity, states 
and behaviour. [851 gives a definition of these terms as follows. 
The state of the object is all the data which is currently encapsulated. The behaviour 
is the way an object acts and reacts in terms of its state changes and message passing. It 
is exposed through methods within objects. Objects have an identity; they are not defined 
just by the current values of its data (attfibutes). An object has a continuing existence. 
The identity is a distinction cfitefion between different objects. 
Consider the following example, taken from [861 and depicted in Figure 2.12. Figure 
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Figure 2.12: (a) -a structure of software object (b) -a bicycle modelled as software object 
1861 
In contrast to modules, it is easier to describe real world problems with objects. AB- 
marm [8] underlined the main difference of objects to modules: 
"Object-oriented systems ... add supportfor runtime components, extension, and scalable 
composition. ... 
In contrast to modular systems, in object-oriented systems, modules (i. e. classes) may be 
instantiated at runtime to objects. 
The basic composition modelfor objects is the binding of calls to callee methods at run- 
time (polymorphism). Since objects can be exchanged dynamically with polymorphism, 
architectures that change dynamically can be built. This is the major improvement over 
modular systems. " 
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Object-oriented software composition introduces classes, inheritance and polymor- 
phism. Generally, classes are specifications of a set of objects with similar behaviour. A 
class can be written once and used later to instantiate an object. Figure 2.13 illustrates 
the relation between class and objects instantiated from the class. Objects are created 




Instantiation of objects from the class 
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form the sysIm 
Figure 2.13: Classes and objects 
Specifications encapsulated in classes can be further extended (specialised) with the 
help of inheritance. Consider the Unified Modelling Language (UML) [ 16,76,85] class 
diagram example shown in Figure 2.14. 
The class Device describes all device objects. The behaviour for the Device is 
specified with two methods, turnOn and turnoff. The classes Generator and 
Measurement Instruments specialise the device as two different forms. They 
inherit from the class Device. In this case, we can also say that they are sub- 
classes of a super-class Device. Sub-classes inherit behaviour from their super- 
classes. In the context of the example, this means that the Generator instances 
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+turnOno 
+tu rnoff 0 
+generateSignai() +signalReceived(signal : int) I+displaySignal(signal 
: int) 
Figure 2.14: UML Class diagram 
and Measurement Instrument instances can be turned on or off. At the same 
time, each of them specifies distinct functionalities. The Generator class has 
the method generateSignal and the Measurement Instrument two methods 
signalReceived and displaySignal. 
In the context of software composition, polymorphism means that an entity could 
have any one of several types. Automatically selecting the appropriate method at runtime 
is called dynamic building. Figure 2.15, taken from [8] illustrates this. 
Callee class 
ubclass group Callee 





Figure 2.15: Polymorphism and dynamic binding. Objects of a super-class can be dy- 
namically exchanged for objects of a sub-class at runtime 
An object-oriented composition model provides major advantages over modular com- 
position, such as dynamic extension of the system and a more flexible and comprehensive 
way of describing a target system. However, composition with an object is an identity- 
based approach, as the identity of an object is a criteria for required behaviour. a further 
step over the object-oriented approach was the composition of software systems with 
components (services). 
F-34 ] 
2.6. BLACK-BOX APPROACHES 
2.6.3 Component-Based Composition 
Component-based composition (development) stands for designing software systems 
from application elements that were constructed independently by different developers 
using different languages, tools, and computing platforms [1,22). In comparison to 
objects, components represent stand-alone service providers. Many definitions of compo- 
nents exist so far. They focus on different aspects of software engineering. The definition 
that is often quoted is one offered by Szyperski [87]: 
"A software component is a unit of composition with contractually-specified interfaces 
and context dependencies only. A software component can be deployed independently 
and is subject to composition by third parties. " 
Sommerville in [82] gives the following definition: 
"Components provide a service without regard to where the component is executing 
or its programming language: 
-A component is an independent executable entity that can be made up of one or 
more executable objects; 
- The component interface is published and all interactions are through the published 
interface. " 
Both definitions show an important difference to objects - namely the "call by service" 
principle. From the user's point of view, a component represents certain services intro- 
duced by its interfaces. In classical component-based composition, components are rather 
black-boxes [7]. The user is interested in the delivered service and does not actually care 
about implementation and platform details. From the software designer's point of view, 
components represent a collection of design artefacts grouped together, docurnented and 
accessed via interfaces. Figure 2.16 shows a component with its interface specification. 
Greenfield et al. [40] presented an extension and variation of the component specifica- 
tion metamodel provided by Cheesman and Daniels [211. The key point in the definition 
of a component is that its implementation is separated frorn the specification. The compo- 
nent specification describes what a component does and how it behaves when its capabil- 
ities are used by others. Potential users of those capabilites do not concern as to how they 
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Figure 2.17: Component specification metamodel 
are actually implemented. Each component normally provides an interface to define and 
access the services within this component. From the other side, a component may specify 
required interfaces, the implementation of which will be consumed by the existing imple- 
mentation part of the component. There could be more than one implementation defined 
for the same component specification. These implementations can be created for different 
platforms and represent different performance or cost. Ready components are integrated 
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into the execution platform (deployed). During runtime components will be instantiated 
dynamically according to defined requirements. 
There are many different standards defined for components. A component model is 
a definition of standards for component implementation, documentation and deployment. 
The component model specifies how interfaces should be defined and the elements that 
should be included in an interface definition. Well-known component models are Enter- 
prise JavaBeans [75] and the Corba component model [65]. 
Components represented the call-by-service paradigm. From the scope of the devel- 
oper annotation techniques are used in order to describe services. The potential user of 
a service can request a needed service and it will be bound dynamically. At further step 
in development in composition models is presented by architecture-based composition. 
This model is a step in the direction of using grey-box elements as elements of software 
composition. 
2.6.4 Architecture-Based Composition 
Architecture-based composition introduces a novel composition model with connectors 
and ports, abstracting communication routines from the component implementations. 
Connectors are modules for communication. Ports are connection points indicating when 
(but not how) data flows in and out of a component. In order to help the architectural 
designers with their tasks, the formal notations for representing and analyzing architec- 
tural design were proposed. These notations are referred to as "architecture description 
languages" (ADLs). Clements [23] specified ADLs as formal languages that can be used 
to represent the architecture of a software-intensive system. 
Figure 2.18 depicts a system composed with components, ports and connectors. On 
the left side, there is a more detailed view is presented of the two components composed. 
The component-connector composition helps avoid interface mismatch. Additionally, 
architecture can be reconfigured without affecting its components and wider applicability 
of components. 
Several systems using the architecture-based composition have been developed. These 
are, for example, Acme [38], Darwin [59], Unicon [78], and Wright [5]. 
The communication mechanism in the architecture-based composition is encapsulated 
and represents a parameter through which a system can be adapted to a range of newly 
defined requirements. This results in a wider applicability of components. Taking this 
into consideration, it is possible to say that the architecture-based composition is a step 
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Figure 2.18: Two components are connected by means of connector and ports 
2.7 Grey-box Approaches 
Compared to black-box approaches, grey-box approaches apply grey-box components as 
units of composition. The typical example of a grey-box composition approach is the 
AOP. In this approach, a grey-box component is an aspect. Aspects maybe weaved by 
demand into other components (e. g. classes). The weaving mechanism makes classes (or 
other components) non-monolithic. 
Grey-box approaches are in their infancy and have not been yet successfully applied 
in industry. This thesis reviews the following grey-box composition approaches: aspect- 
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oriented programming, composition approaches based on the multi -dimensional separa- 
tion of concerns, feature-oriented composition and invasive software composition. 
2.7.1 Aspect-Oriented Programming 
Some problems appear during the process which concerns separation when the program 
is broken into distinct features. Ideally, the overlapping in functionality should be as 
minimal as possible. However, no matter how carefully a software system is decomposed 
into modular units there will always be concerns (typically non-functional ones) that cut 
across the chosen decomposition. The code of these crosscutting concerns will be spread 
necessarily over different modules, which has a negative impact on the software quality 
in terms of comprehensibility, adaptability and evolvability. Besides, some systems can 
not be built with traditional techniques as specified by Kitzales [551. Figure 2.19 shows a 
concern which cuts across target modular decomposition. 
Class mana 
I 




Figure 2.19: Modules and aspect 
Modules in Figure 2.19 describe concepts such as Bank, Client, Account and Shop 
along with their signed relations. The grey area depicts that each element contains pro- 
gramming logic which is mixed in modules but performs some task which can be con- 
sidered separately. This grey area specifies a concern which cuts across the given mod- 
ules. For example, this can be security or logging mechanisms that are present in any of 
the depicted modules. The architecture-based composition only carries aspects such as 
application-specific functionality and communication. 
Aspect-Oriented Programming [6,66,55] is a method developed at the Xerox Palo 
Alto Research Center (PARC) by Gregor Kiczales [55]. Part of the program that cross cuts 
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its core concern is referred to as "aspect". AOP allows programmers to first express each 
of a system's aspects of concern in a separate and natural form, and then automatically 
combine those separate descriptions into a final executable form using a too] called an 
Aspect WeaverTM[551. 
In comparison to composition models discussed in previous Sections 2.6.1.2.6.2. 
2.6.3 and 2.6.4, the AOP uses aspectual decomposition rather than functional decomposi- 
tion. Kiczales et al. in [551 specified the core differences between aspects and functional 
units (modules, components, objects) as follows: 
An important difference between aspects and functional units is that aspects funda- 
mentally cross-cut both each other and the resulting executable code. As such a cohesive 
aspect of concern in the source program ends up being spread about and mixed in with 
other aspects in the output of the weaver 
The following basic terminology is provided [40]. 
1. Join Point: A position in the functional code where an aspect may be inserted. 
2. Pointcut: A collection of join points with optional qualifiers. For example, a point- 
cut for a method call join point might specify the return value type and parameter 
types that must be present for the aspect to be inserted. 
3. Advice: Code to be inserted before and/or after the code identified by a point cut. 
4. Aspect: The combination of the point-cut and the advice. 
In order to generate a target source, the processing of the input source code and aspects 
happens with help of Aspect Weaver. This is depicted in Figure 2.20. 
Aspectl Aspect 2 
(security) (debugging) 
source code 1 1-1 zI Output: source code 
<statements 1> Aspect <statements 1> join point 1 Wv eavej aspectl 
<staternents 2> <statements 2> 
join point 2 aspect 2 
<statements 3> <staternents 3> 
Figure 2.20: Weaving aspects with the help of Aspect Weaver 
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In the AOP, modules are treated as grey-box elements; thus, wider adaptability of 
target systems is seen. Technically, the adaptability is reached by the weaving of glue 
code around modules (classes, components, etc. ) and by the exchanging of aspects. Next, 
we review the approach, called N-Dimensional Separation of Concerns, that took its roots 
from the AOP. 
2.7.2 Compositions Based on N-Dimensional Separation of Concerns 
Black-box composition approaches which are currently used in industry permit the sep- 
aration and encapsulation of only one kind of concern at a time. Tarr et al. specified a 
related term, "tyranny of the dominant decomposition" [88]. More precisely: 
"... existing formalisms at all lifecycle phases provide only a small, restricted set of 
decomposition and composition mechanisms, and these typically support only a single, 
"dominant" dimension of separation at a time. " 
Examples of tyrant decomposition include classes and modules. Non-dominant con- 
cerns cut across encapsulated dominant concerns, thus causing scattering and tangling. 
To solve the problem of tyranny of the dominant decomposition, the strategy, called 
multi -dimensional separation of concerns (MDSoC), was proposed by Tarr et al. It is 
based on the support for simultaneous separation of overlapping concerns in multiple 
dimensions. 
Multi-dimensional separation of concerns is the strategy of dividing a complex system 
into several dimensions that can be treated independently and are simpler to understand 
[8]. Ossher and Tarr [67] referred to a dimension as a kind of concern, like class or feature. 
More precisely, MDSoC was defined by Ossher and Tarr [671, such as the separation of 
concerns involving: 
" Multiple, arbitrary dimensions of concern. 
" Simultaneous separation along these dimensions. 
" The ability to handle new concerns, and new dimensions of concerns dynamically, 
as they arise throughout the software lifecycle. 
" Overlapping and interacting concerns; it is appealing to think of many concerns as 
independent or "orthogonal", but they are rarely in practice. 
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Additionally, feature such as on-demand remodularisation was introduced. This feature 
will let the developer choose the best modularisation at any time, based on any or all of 
the concems. 
The MDSoC is a new, fresh strategy and it opens the door for further research ques- 
tions to be investigated. Basically, it is not yet integrated into the real working industry 
solutions. Next, we will shortly review subject-oriented programming as an initial step 
in the direction of MDSoC, followed by hypcrspaces, as one of the currently proposed 
approaches for MDSoC. 
Subject-Oriented Composition One of the initial steps in developing the MDSoC was 
the subject-oriented programming (SOP). The SOP was introduced by Ossher et al. [431. 
The SOP supports the packaging of object-oriented systems into subjects. The SOP pro- 
vides a means for composition designers to write composition expressions. 
A general meaning of the term "subject" is given [43]: 
"We use the terin "subject" as a collection of state and behaviour specifications 
reflecting a particular gestalt, a perception of the world at large, as seen by a particular 
application tool. 
Subjects generally describe some of the state and behaviour of objects in many classes. " 
More precisely, each subject is an object-oriented program or its fragment that mod- 
els its domain in its own, subjective way [43]. Subjects are written in an object-oriented 
source language and compiled using a subject compiler for that language. A combina- 
tion of subjects is a cooperating group called a composition. A composition defines the 
composition rule that specifies combination details. 'Me SOP provides, for example, rules 
such as the merging two subjects of a class (merge) and the updating of a class feature list 
with the features of another class (replace). 
The SOP provides the following advantages [43]: 
Unanticipated extension and composition, without changing or recompiling exist- 
ing source code 
Decentralised class development. Authors of different applications that share ob- 
jects can write definitions of their views of shared classes separately; these defini- 
tions can later be composed. 
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Requirement-based (feature-based) development. The code that implements a re- 
quirement or feature can be built as a coherent subject, rather than being interleaved 
amongst other code in a way that makes it hard to identify and maintain. 
Further, the development of SOP is introduced by the Hyperspace programming -a 
generalised SOP. 
Hyperspaces The hyperspace approach is a particular approach to MDSoC. Hyper- 
spaces permit the explicit identification of any concerns of importance, encapsulation 
of those concerns, identification and management of relationships among those concerns, 
and integration of concerns [67]. The main concepts of hyperspace programming are 
units, hyperspaces, hyperslices, and hypermodules. A unit is a code fragment of the un- 
derlying language, e. g. a class or a member definition. All fragments of a system are 
assembled in a hyperspace. All code fragments belonging to a single concern are grouped 
together to a hyperslice with a user-specified concern mapping. Hyperslices are building 
blocks of composition and composed by composition rules [68] taken from SOP. Hy- 
perslices are a set of units that are declaratively complete in order to eliminate coupling 
between hyperslices. A compound set of hyperslices is called a hypermodule. They can 
be composed to larger hypermodules until the final system results. As such, hypermodules 
are hierarchical component models whose basic components are hyperslices. 
The major advance over SOP and AOP is the ability to simultaneously support the 
clean separation of multiple different kinds of potentially overlapping concerns, with on- 
demand remodularisation. 
Hyperspaces can be applied to any design or implementation language. For Java pro- 
gramming language, the hyperspace programming is exemplified in the tool Hyper/J [48]. 
Hyper/J non-invasively facilitates several common development and evolution activities, 
including: adaptation and customisation, mix-and-match of features, reconciliation and 
integration of multiple domain models, reuse, product line management, extraction and 
replacement of existing parts of software and on-demand remodularisation. 
Let's consider the following example, taken from [8]. There is a package 
passiveDevices collecting the classes WorkPiece and ConveyorBelt, and a 
package activeDevices collecting classes which describe presses and robots. There 
is one more package tracing that contains tracing code. Lising 2.1 shows the hyper- 
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2 composable class passiveDevices. * 
3 composable class activeDevices. * 
4 composable class tracing. * 
Listing 2.1: Hyperspace ProductlonCell 
Initially, there are groups of hyperslices- dimensions -defined. 'Me Feature dimension 
groups core functional features of classes into different hyperslices. The Logging di- 
mension groups fragments that deal with logging functionality. The next step is to define 
concerns and concern mappings. First, the concern Feature. WorkP ieces is defined. 
By default, it includes every member in the package. Afterwards, it is specified fOr certain 
members that they belong to a second concern Featu re .7 rans fer. 





package passiveDevices: Feature. WorkPieces 
operation lifeCycle: Feature. Transfer 
field ConveyorBelt. pieces: Feature. Transfer 
operation setPieves: Feature. Transfer 
operation setPiecesNumber: Feature. Transfer 
operation getPiecesNumber: Feature. Transfer 
Listing 2.2: Concern mappings for the package passiveDevices 
In a similar way, as Listing 2.3 shows, the concern mappings are defined for the package 
activeDevices. 
2 
package activeDevices: Feature. ActiveDeviceBehaviour 
operation Press. takeUp: Feature. Transfer 
operation Robot. takeUp: Feature. Transfer 
operation lifeCycle: Feature. Action 
Listing 2.3: Concern mappings for the package activeDevices 
The next listing, 2.4, shows another concern Logging. Tracing groups all methods 




package tracing: Feature. Tracing 
operation TracingAttribute. enterAttribute Logging. Tracing 
operation TracingAttribute. leaveAttribute Logging. Tracing 
Listing 2.4: Concern mappings for the package tracing 
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Now, the hypermodule can be defined, which describes the transfer of work pieces in the 
production cell. This is done by grouping the hyperslices Transfer, WorkPieces, 
and Tracing together. This is shown in Listing 2.5. 
hypermodule TracedProductionCellTransfer 




before Logging. Tracing. TracingAttribute. enterAttributeo 
after Logging. Tracing. TracingAttribute. leaveAttributeo 
Listing 2.5: Hypermodule: the transfer of work pieces in the production cell 
The hypermodule Tr a cedProductionCellT ran sf er merges the three hyperslices 
by name and brackets all operations of all classes with tracing code. No code concerned 
with actions is included. 
The hyperspaces composition model is advantageous in comparison to the 
architecture-based composition and aspect-oriented programming. It provides an ex- 
plicit grey-box component model and supports explicit composition expressions. 
The work of the MDSoC and hyperspaces, respectively, is at an early stage and largely 
unproven in practice to this point. Some of the remaining questions were specified in [67]. 
They involve topics of discussion such as the understanding and specification of concerns, 
their scalability, tool support, improvement of the software process and adaptation to the 
real industry needs. 
2.7.3 Feature-Oriented Composition 
A feature in software composition represents a certain piece of functionality. Batory et 
al. [141 defines a feature as a characteristic that programs of a product-line can share; 
distinct programs in a product-line are described by distinct combinations of features. In 
[731, Prehofer proposed a new model for the flexible composition of objects from a set 
of features. This model was called Feature-Oriented Programming (FOP). Unlike object- 
based composition, the feature-based composition made it possible to create objects with 
individual services by selecting the desired features. Like the Aspect-Oriented compo- 
sition, the FOP was developed in order to overcome problems that appeared when using 
classical decomposition techniques like OOP. These problems include the presence of 
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crosscutting concerns (Section 2.7.1). The FOP modularises crosscutting concern,., and is 
based on collaboration design and refinements and can be classified as a part of the MD- 
sOC concept. A typical approach to FOP is AHEAD (Algebraic Hierarchical Equations 
for Application Design). 
AHEAD Batory et al. [141 defined AHEAD as an approach to FOP based on step- 
wise refinement. Step-wise refinement asserts that a complex program can be synthesised 
from a simple program by progressively adding features. An AHEAD model uses the 
GenVoca [15] design methodology for creating application families and architecturally- 
extensible software. The GenVoca model shows how the code representation of an indi- 
vidual program is expressed by an equation. Consider the following constants that repre- 
sent base programs with different features: 
f //program with feature f 
g //program with feature g 2 
Listing 2.6: Programs with features 
A refinement is a function that takes a program as input and produces a refined or feature- 
augmented program as output: 
i(x) adds feature i to program x 
j(x) adds feature j to program x 
Listing 2.7: Refinements 
A multi-features application is an equation that is a named expression. Different equations 
define a family of applications, such as: 
appl ý i(f) //appl has features i and f 
app2 = j(g) //app2 has features j and q 
app3 ý i(j(f)) //app3 has features 1,3 and f 3 
Listing 2.8: Family of applications defined though the equations 
Thus, the features of an application can be deten-nined by inspecting the equation. 
2.7.4 Invasive Software Composition 
ABmann [8] proposed a composition technique called Invasive Software Composition 
(ISC) that enables the composing of software components by program transformation. 
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In ISC, "component" is defined as a set of program elements or program fragments. 
This definition of component goes beyond the treatment of components as the back-box 
elements. The following definitions were proposed: 
A fragment box is a set of program elements. A fragment box has a composition 
interface that consists of a set of hooks. 
A hook is a point of variability of afragment box, a set offiragments, or positions that are 
subject to change. 
A composer (or composition operator) is a program transformer that transforms one or 
more hooks for a reuse context. 
Composers instantiate, adapt, extend, and connect fragment boxes by transforming 
their hooks. Fragment boxes are a collection of code templates. 
Fragment boxes are parameterised with hooks. There can be of two kinds of hooks 
-a code hook and a position hook. Hooks containing only program elements are called 
code hooks. Position hooks are those which consist of positions in the component's code, 
which may or must be filled during composition. Additionally, hooks can be implicit 
or declared. Implicit hooks are those contained in every component by definition of its 
programming language. Declared hooks are those declared to be subject to change. More- 
over, hooks are classified according to their structure. There could be atomic and nested 
hooks. A nested hook consists of a collection of subhooks that must be bound or extended 
together. Figure 2.21 shows an example of code fragment with hooks. 
Class 
Method 1 Method 2i, Method 3 
Method Hook Variable Declaration 
Type Name 
Type Hook 
Figure 2.2 1: An example of fragment with hooks [8] 
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The figure shows a class box with program elements, a method hook and a type hook-, 
these are subject to change during class composition. 
Composers are procedure or metaprograms which manipulate code fragments accord- 
ing to specified hooks. Let's consider the example given (Listing 2.9). 
MethodBox requestDevice; 
Hook methodExit = requestDevice. methodExit(''methodExit''); 
MethodBox debugRequestDevice = 
leaving method requestDevice\''); ); 
Listing 2.9: Metaprograrn demonstrating a composer 
The example demonstrates a composer -a metaprogram that manipulates target code. 
This manipulation includes looking for the hook denoting exit point within the method 
requestDevice and inserting the code to pfint out the debug information. A software 
composition system for ISC was introduced 191. Compost [45] is a lava class library for 
invasive software composition with static metaprogramming. 
Invasive software composition not only provides a full-fledged composition language, 
but also offers a grey-box component model for the construction of tightly connected 
systems. It enables genefic programming, connectors in a standard language, inhen'tance 
calculi, view-based programming, and aspect-based development. Invasive software com- 
position also has some restrictions. It is a code-based component technology. i. e. it works 
at compile-time and requires classes. 
2.8 Related Approaches 
In this section, a brief overview of some approaches related to the appoach presented in 
this thesis is given. The reviewed approaches are not classified according to some special 
criteria. Moreover, they represent quite different levels of abstraction. We collected them 
in this section because it is considered that they have quite a narrow relationship with the 
topic researched in this thesis. 
The overview begins with a fundamental topic such as architecture reuse in the face 
of design patterns. After this, we briefly describe the concepts of Grammar- Oriented 
Object Design, which is the approach that is closely ideologically related to this thesis. 
Afterwards, the importance of the application of inforination visualisation techniques on 
software models is shown with the Geon Diagrams. 
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2.8.1 Design Patterns 
Gamma et al. [36] made claims which can be summarised in the following hypothesis 
[3 1]: "Reusing designs through patterns yields faster and better maintenance. " According 
to Alexander, a pattern is a relationship between a context, forces often encountered in 
that context, and a strategy for solving the forces [3,41. 
A design pattern is a schematic description of a possible solution to a design prob- 
lem [31]. Design patterns are typically informal descriptions that answer the following 
questions: "How is the design pattern identified? ", "What does it do for the developer? ", 
"How does it solve the problem? " and "What are the benefits of this design pattern? ". 
There are two forrns in which the patterns are usually represented. These are the 
"Canonical" and the "Gang of four" (GoF) forms. For example, the GoF description 
includes the specifications as shown in Table 2.1. 
Topic Explanation 
Name A descriptive name of the design pattern. 
Also known as Alternate names, if any 
Pattern Properties The pattern's classification. Includes type and level 
Purpose A short explanation of what the pattem involves 
Introduction A brief description of a problem which might be faced 
where the pattern may be useful. An example is provided 
Applicability When and why the design pattern might be used 
Description Detailed description of the pattern, what it does and how 
it behaves 
Implementation What must be done to implement the pattern 
Benefits and Drawbacks The consequences of using the pattern and tradeoffs asso- 
ciated with the use of the pattern 
Pattern Variants Implementation alternatives and modifications of the pat- 
tern 
Related Patterns Other patterns that are closely related to the pattern 
Example A Java code example 
Table 2.1: GoF format 
The examples of design patterns are Abstract Factory, Adapter and Observer. For ex- 
ample, the Observer pattern defines aI -to-n relation between objects, so that all interested 
abstractions are notified about the state changes of these objects. 
Design pattern theories have been applied to real-world problems [62,33,25]. Still, 
design patterns are difficult to track, modularise and reuse, as their elements tend to van- 
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ish in the code. Denier [29] proposed experiments with aspect-oriented programming 
as a modular technology to give new insights on the expression of design patterns. He 
used mechanisms offered by aspect languages to express elements of design patterns im- 
plementation. It was concluded that aspects can benefit from insights of pattern-driven 
solutions on the way to building robust implementations. Moreover, it was underlined 
that aspect-oriented programming enables the study of variability and configuration, as 
design patterns in the code are often generic infrastructures mixed with specialisation for 
the target concern. 
2.8.2 Grammar-Oriented Object Design 
The Grarnmar-Oriented Object Design (GOOD) [ 12,111 facilitates the creation of soft- 
ware enterprise component architectures that realise the following characteristics: 
1. Dynamic [re-] configuration based on business domain languages, 
2. Component manners to manage collaboration and 
3. Self-description that defines the context and abilities of a component that can be 
queried without violating encapsulation. 
These characteristics are needed to fulfil the demands of component-based software 
engineering today and in the future. According to [12], these demands are stated as fol- 
lows. The configuration and collaboration of software components in software archi- 
tecture are designed to adaptively conform to a set of business requirements that often 
need to be updated to reflect changing business needs and models. Altering collaboration 
sequences, business rules and processes within applications often creates unacceptable 
maintenance overhead in a tight delivery window, whereby the constraints of high quality 
software need to be balanced with (and is sometimes compromised for) rapid time-to- 
market. 
The work done around GOOD is often related to the term externalisation. According 
to [11]: "Externalisation involves taking the encapsulation or separated design decision 
about the dynamic aspect of application flow and making it re-configurable by presenting 
it as meta-data within the grammar of a domain-specific language. "
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2.8.3 Domain-specific Languages 
Domain-Specific Languages (DSL), or little languages, are those that are tailored to a 
particular problem domain. Through the appropriate use of notations and abstractions, 
they provide the expressive power to better describe specific solutions to problems in that 
domain [89]. 
Advantages of DSL include expression at an appropriate level of abstraction, employ- 
ment of the concepts familiar to practitioners and better validation and optimisation at the 
domain level. DSL examples include Graphviz, HTML (HyperText Markup Language) 
and SQL (Structured Query Language). DSL can be seen as the composition of DSL 
components designed by a domain expert. According to [70], DSL components describe 
properties of a language, e. g. parts of the lexical or syntactical structure, scope rules, 
typing, or the mapping to a target language. Visual notations and abstractions for DSLs 
are more appropriate to model systems. 
When using visual notations instead of textual ones for DSLs, we speak about 
Domain-Specific Visual Languages (DSVL) [32]. The quality of visual representations 
and the level of how they are accessible to the human intuition depend on the informa- 
tion visualisation technique used. Information visualisation is the visual presentation of 
abstract information spaces and structures to facilitate their rapid assimilation and under- 
standing [10]. The complexity of information can be reduced by means of information 
visualisation methodologies and concepts [50,46,64]. Diagrams are essential in docu- 
menting large information systems. They capture, communicate and leverage knowledge 
that is indispensable for solving problems and are conceived to act as "cognitive exter- 
nalisations" [991. A diagram provides a mapping from the problem domain to the visual 
representation by supporting cognitive processes that involve perceptual pattern finding 
and cognitive symbolic operations [57]. 
2.8.4 Domain-Specific Modelling 
According to [51], Domain-Specific Modelling (DSM) is an approach that uses gener- 
ative programming [27] to improve the quality of the software development or system 
development process. The DSM approach uses so-called "domain-concepts" directly as 
program language concepts. 
DSM aims to eliminate the double work of transforming the system model into the 
ready implementation. Normally, this translation is done automatically. DSM allows au- 
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tornatically generating low-level programming code from the high level domain-specific 
model. 
The process of DSM can generally be seen as a definition of domain-specific language 
when the domain expert encapsulates his expert knowledge about the domain concepts, 
their properties and rules that apply into the modelling language. Afterwards. this lan- 
guage is applied to specify the application in a relatively simple and quite expressive 
manner. The example shown on Figure 2.22 is taken from [511. 
Figure 2.22: DSM of mobile phone application [5 11 
The figure shows an example of the defining of a mobile phone application with a 
domain-specific modelling language. The model only uses concepts from the mobile 
phone domain, i. e. all coding concepts are hidden. Still, the model is complete enough to 
generate the full application code automatically. 
2.8.5 Enhancing Semantic Content: Geon Diagrams 
Irani et al. [50] discuss aspects of structured object recognition theory and show how this 
can be used to make 3D diagrams that are more easily analyzed (visually) and remem- 
bered. Irani defined so-called Geon Diagrams based on Biederman's geons (geometrical 
ions). They performed a number of tests where the most suitable visual representation 
for several modelling concepts was selected. As criteria, a number of votes from all par- 
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ticipants was taken. As modelling concepts, the following were taken: generalisation, 
dependency, strength of relationship, multiplicity of relationship and aggregation. For 
each modelling concept, there were several visualisations presented. For example, Figure 
2.23 shows dependency's possible visual representations to be selected from. 
Figure 2.23: Visual representations of dependency concept [501 
From 1-5 (best to worst) test participants were asked to rank the representation de- 
noting that one object depends on another. After organizing and proving statistics, it was 
clear that the most suitable visual representation for the dependency was "C". Figure 2.24 




Nfultiplicirv: A is associate 
to "multiple" copieý of B 
Aand Bare 
lel'ited 
Thick link connects. 4 and B 
Figure 2.24: Perceptual notation for target modelling concepts [50] 
Irani provided several tests in order to compare error rates in identifying relationships 
in the UML Class diagram and the corresponding geon diagram; see Figure 2.25. 
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A 
D-1 
Figure 2.25: Left -a geon diagram representation; fight -a UML representation equivalent 
to the geon diagram on the left side [50] 
There were almost five times as many errors deciphering relationships between entities 
using UML notation than using the perceptual syntax. 
2.9 Comparative Analysis of Approaches 
2.9.1 Means of Comparison 
The core features of the composition framework proposed in the thesis are taken as dis- 
tinction creitria for the comparative analysis. Mainly, these features are related to the 
externalisation of business requirements up to the level of the end-user and to the config- 
urability at the level of program code of the target software system. More specifically, the 
features include the following: 
1. Externalisation. This criterion identified to which extent requirements may be 
changed by the end-user which is a non-programmer. The criterion includes two 
sub-criteria: 
(a) Visualisation Layer - identifies a domain-specific visual environment to sim- 
plify configuring underlying program code of a software system. 
(b) Target Domain Layer - denotes a set of mechanisms to describe the program 
code of a software system with the help of domain-specific terms. 
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2. Component Model (Language Level). This criterion identifies a component model 
to encapsulate templates at a program code level. The component model defines 
what can be configured. The criterion includes three sub-criteria: 
(a) Code templates - identify existence of templates as parts of a program code 
composition. 
(b) Context awareness - identifies feature of being context-aware for templates. 
(c) Configurability at the program code level - identifies the feature of configura- 
bility of a software system at a program code level. 
3. Composition Technique (Language Level). This criterion identifies a composition 
technique to configure code templates defined by the component model. 
4. Object-oriented technology (at the meta level). This criterion denotes application of 
the object-oriented approach to describe, implement and configure code templates. 
2.9.2 Invasive Software Composition 
The topic of Invasive Software Composition was introduced in Section 2.7.4. In ISC, 
components are a set of program elements or program fragments. Fragment boxes are 
collections of code templates, i. e. containers for code fragments. A system, built up with 
ISC, is parameterised with hooks. These are points of variability of a fragment box, a set 
of fragments, or positions that are subject to change. There are two types of hooks -a code 
hook and a position hook. A code hook is a hook that only contains program elements. 
This set may consist of placeholders for other syntax elements. Position hooks consist of 
positions in the component's code, which may or must be filled in during composition. 
It is possible to distinguish hooks as implicit and declared. An implicit hook is a set of 
program elements or positions that are contained in every component by definition of its 
programming language. A declared hook is a subset of program elements or positions on 
a fragment box that have been declared to be subject to change. 
The ISC provides the connection and extension of software systems with the help of 
Composers. A composer transforms components invasively. ABmann gives the following 
definition of a composer: "A composer is a program transformer that transforms one 
or more hooks for a reuse context. " Composers may be defined using object-oriented 
technology which makes the development of composers coherent. 
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2.9.2.1 Similarities and differences 
Sl: The ISC applies code templates which seem to be quite similar to the parametric 
code templates of my approach. 
S2: The ISC also applies object-oriented technology to make development coherent. 
Code fragments and composers provide configurability at the program code (implemen- 
tation) level. 
D1: The ISC approach concentrates more on the composition of fragments oriented to 
the expert in programming languages and architectures. Ilere is no evidence regarding 
the externalisation of requirements up to the level of domain expert found in the literature- 
Unlike my approach, the ISC do not provide concrete mechanisms of configurability at 
the high domain-specific level. 
D2: Additionally, the ISC does not provide context awareness of code templates. 
2.9.3 Jenerator 
Welter and Gaertner in [60] introduced a Jenerator approach for extensible code gen- 
eration for Java. By using its extension mechanisms, complete high-level, product-line 
specific generators can be built, enabling an automated creation of systems on a source- 
code basis. 
Jenerator provides classes to create classes, methods, members, interfaces, etc. By ap- 
plying object-oriented techniques such as inheritance and delegation to Jenerator classes, 
higher level, domain-specific generators can be implemented and used. 
The Jenerator is defined by the following extension techniques: 
1. Subclassing: By subclassing generator classes, higher level, domain-specific gen- 
erators can be created. 
2. Parametrisation: By parameterizing the generator classes, the behaviour of a gencr- 
ator can be controlled. 
3. Delegation: Generator classes can use each other, creating more complex results. 
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Additionally, the Jenerator approach defines techniques such as Macros and Class- 
groups. Macros is a generator which can be applied to a class, doing a specific modifi- 
cation. It can also act on parts of the class, such as methods. Classgroups allow for the 
grouping of related classes and applies macros to all of them. 
2.9.3.1 Similarities and differences 
Sl: As with my approach, the component model of Jenerator is defined with the same 
aim - to manipulate program code structures. 
D1: However, the Jenerator approach does apply to a relatively simple component 
model. The possibility to create simple code structure is mentioned, but it does not 
define how these could be related together in the form of a code template. As such the 
component model in Jenerator is not well suited for the encapsulation of program code 
templates within the fashion of how it is done in my approach. 
S2: Moreover, the Jenerator approach applies object-oriented technology to form 
components, thus winning features such as categorisation and easier development. 
S3: In introducing subclassing, Jenerator enables the developing of a domain-specific 
composition system. 
D2: No concrete requirements for externalisation mechanisms are provided from the 
other side. 
S4: It is mentioned [60] that generator classes can be parameterised. We assume 
this results in the feature of configurability at the implementation level. We found the 
evidence provided by authors was not strong enough and rather abstract. 
DI The Jenerator approach does not define an explicit component model to encapsu- 
late program code templates as well as composition techniques for their composition. 
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2.9.4 Visual Tool for Generative Programming 
Grigorenkoet al. [41] introduced the concept of a visual tool for generative programming. 
The tool demonstrates a way of combining object-oriented and structural paradigms of 
software composition. Metaclasses are introduced. 'Mese are components with specifica- 
tions called metainterfaces. According to [41], metaclass is a source of classes that can 
be synthesised from its metainterface and its methods. Metainterfaces are wrappers that 
provide flexibility to classes and contain information about their usability. 
Automatic code generation is used that is based on the structural synthesis of pro- 
grams. This guarantees that problems concerning the handling of data dependencies. 
order of the application of components, usage of higher-order control structures etc. are 
handled automatically. 
The approach is oriented towards two user groups. A Language Designer is respon- 
sible for writing the necessary Java classes and metainterfaces, merging them into meta- 
classes and then adding visual extensions. A Language User, who does not have to be a 
software expert, works with the defined visual language, arranging and connecting objects 
to create a scheme. Manipulating the scheme -a visual representation of a problem - is the 
central part of user's activities. After a scheme has been built by the user, the following 
steps remain: parsing, planning and compiling are automatically taken by the computer. 
2.9.4.1 Similarities and differences 
SI: The component model of the approach as described by Grigorenko et al is based on 
metaclasses and metainterfaces. The component model and the composition technique 
is described rather abstractly, with no explicitly defined specifications of how classes are 
actually manipulated and synthesised. Therefore, we assume that configurability at the 
implementation level is provided by the approach. 
D1: However, the component model is not suited for the definition of code templates, 
context awareness mechanisms and operations to compose code templates. 
S2: The Visual Tool for Generative Programming provides a basic externalisation 
mechanism. It is expressed with visual classes that are formed by adding visualisation 
information to the meta-classes. 
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D2: However, the approach does not porvide any details regarding the kind and/or 
model of visualisation information. With no ontology support, the externalization ap- 
proach is rather simple. 
2.9.5 Jacob: Configuring Component-Based Specifications for DSLs 
Pfahler and Kastens [701 introduced the "Jacob" system for configuring component-based 
specifications for domain-specific languages. The "Jacob" system supports a language 
design process on a very high level of abstraction, enabling experts from application do- 
mains to design their own domain-specific languages. A language design is specified by 
composing and configuring language components. These components are provided by an 
expert in the field of computer languages and their implementation. Such components 
consist of two parts: the implementation part and the interface part. 
The Jacob approach introduces the principle of bringing more ownership over the de- 
sign process to the end-user. More specifically, the end-user should own the language 
implementation to be able to make his own modifications independently from the man- 
ufacturer of the language implementation. A domain-specific language can be described 
as a composition of DSL components. Being made configurable, DSL components may 
form a whole family of domain-specific languages. 
2.9.5.1 Similarities and differences 
Sl: The Jacob approach explores the topic of externalizing business logic so that using 
appropriate notations, domain experts can design software by themselves. Jacob encap- 
sulates implementation constructs in DSL components which, when being configured, 
can form further DSLs. 
S2: Language specifications behind DSL components are produced according to the 
Eli language implementation system [90]. Patterns or templates in Eli are defined with 
the help of regular expressions. It is possible to say that with Eli, the basic configurability 
at the program code level is provided. 
D1: In comparison to my approach, this is quite a reduced form of templates as, for 
example, no dependencies between templates can be captured. 
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2.9.6 Design Components 
Keller and Schauer in [53] tried to overcome problems with design patterns during their 
implementation and maintenance by suggesting a more systematic approach to define, 
implement, and trace design patterns within a component-based development cycle. 
They introduced the core idea of the creation of software architectures which are based 
on well-defined and proven design patterns packaged into tangible, customisable, and 
composable design components. More specifically the design component was defined as 
follows: 
A design component is a reified design pattern that allows for design composition 
through instantiation, specialisation, alteration, adaptation, provisio? 4 and generation. 
A structure of design components is defined with constituents, notation, services and 
instantiation modes. 
Constituents are mainly determined by the constituents of the underlying design pat- 
tem. The list of constituents is adopted from Gamma [36] and extended with constituents 
for source code, executable code, access privileges, and design history. 
The informal constituents, such as intent, motivation, or consequences, are described 
with plain text and graphics. Keller and Schauer have suggested HTML as the document 
standard. The formal constituents, such as structure, collaborations, and implementations 
are desrcibed with UML which is extended a little bit. 
Design components should provide the following services: 
1. Persistence of the constituents is managed in a repository. 
2. Inspection exposes the constituents of the design component to the outside world. 
This service provides a graphic front-end for design components. 
3. Event handling allows design components to interact with each other. 
4. Security manages access privileges to design components and their constituents 
throughout the composition process. 
5. Code generation provided plug-in interfaces for both a source code generator, and 
a compiler, which generates executable code. 
6. Integration is the mechanism that allows external tools to use design components. 
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Design components can be instantiated and customised to meet given requirements. 
TWo modes of instantiation are defined: remote and local. 
The composition of design components is based on reification, instantiation, special- 
isations, adaptation, assembly, alteration, provision and generation. Design composition 
starts with a set of design patterns which are reified as design components and maintained 
in a repository. Instantiation provides a new instance of a design component for special- 
isation, alteration, adaptation, or assembly with other instances. Through specialisation, 
hierarchies of abstract and concrete design components can be created. Adaptation tailors 
generic design components to meet the needs of the specific demand on hand. Assem- 
blY increases the scope of a design solution by joining basic design components. Alter- 
ation creates a new revision of a design component, leading to hierarchies of original and 
current design components. Generation transforms the design component instance into 
source code frames or an executable class hierarchy stored with the component. Provi- 
sion allows for evolving models to be shelved in the repository. There is no restriction 
about the level of concreteness, specificity, scope, and revision of design components. 
2.9.6.1 Similarities and differences 
Sl: The approach tries to manage design patterns with design components. The coherent 
development of design patterns through adaptation and specialisation is introduced. 
S2: A requirement such as event handling is mentioned. We consider, principally, 
that this can lead to the context awareness feature. 
S3: As with my approach, the Design Components approach introduces a component 
model that may capture with design patterns. 
D1: However, the description technique is based on UML, which does not provide 
many features defined by my approach (i. e. dependencies between templates, structure/- 
value configurability and nested templates). 
S4: The design components can be connected with GUI components which play a 
front-end role. We consider that this can be seen as a very simple case of externalisation 
via visual language. My approach has a more powerful externalisation mechanism that is 
based on ontologies and a defined component model for GUI components from different 
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visualisation libraries. 
D2: The Design Components approach does not explicitly specify a composition 
technique to compose design patterns to form a software system at the implementation 
level. 
2.9.7 Results of Comparison Analysis 
Results of the comparison analysis are collected in the form of a table (see Figure 2.26). 
The first column lists approaches which have been compared. The first row specifies 
fields which denote criteria (features) for comparison. Fields coloured in yellow are of 
particular interest, as they represent the core difference between my approach and the 
other approaches. A green "check" sign denotes a feature which characterises an approach 
specified in the first column. A black field shows that a specified feature is not supported 
by an approach specified in the first column. 
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Figure 2.26: Comparison of related approaches 
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2.10 Conclusion 
We have reviewed such growing sub-fields of software engineering as composition 
systems - systems that concentrate on the composition of components. composition 
systems extend the classical understanding of a component established with the early 
component-based development approaches, when a component is seen as a black-box 
service provider. Instead, composition systems see a component as a software part that 
must be composed with other components in a system composition to form a final system. 
Hence, a software component is simply a software item that is subject to software compo- 
sition. It may appear on different levels of granularity, may be a design or implementation 
item, and may be in source or binary form. 
The review has presented black-box and grey-box composition approaches. Black- 
box approaches apply black-box units of composition. Basically, these units are char- 
acterised by the described (visible) behaviour, but not by the invisible source structure. 
Black-box composition approaches, i. e. classic EJB components, have already been 
successfully applied in industry for the past decade. Compared to black-box approaches, 
grey-box approaches increase parameterisation of software systems by applying grey-box 
components. In addition to black-boxes, grey-boxes are characterised by the visible 
source structure which is seen as a subject of manipulation. Grey-box approaches, Le. 
Feature Oriented Programming, were mainly applied in academia in recent years. Higher 
parameterisation of grey-boxes results in higher reusability, extensibility and adaptability 
of components (and therefore a designed system). At the same time, new problems 
appear. We recognise and concentrate on the following main problem: 
The gap between new approaches and the business domain. 
Due to the nature of grey-box components, grey-box software composition ap- 
proaches, introduce additional types of building units. For instance, for the AOP, such 
additional units are aspects, advices, pointcuts and join points defined on top of black-box 
components. During the design process for each kind of a unit there could be a number of 
exemplars created which are quite high. Hence, compared to black-box approaches, the 
complexity of a new software composition system is significantly increased. 'Merefore, it 
costs more to create and use grey-box components as quite specific expert knowledge is 
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involved. Problems with maintenance are the main obstacle in applying grey-box based 
composition approaches at a practical level by end-users in the business domain. 
In this thesis we are stating, that to solve the gap-problem, there is a need to define 
mechanisms in order to bridge the gap between composition systems and end-users 
(representing the business domain). Those mechanisms should reduce the complexity of 
composition systems. Some kind of an interface to different domain experts should be 
provided. From one side, this interface should reflect the meaning of a composition by 
understandable means for different domain experts. From the other side, this interface 
should interpret actions performed by domain experts into terms that are understandable 
for the composition system. The interface should externalise well-defined requirements 
according to a software system which can be designed by the end-user who is a non- 
expert in programming languages. Based on what was written above, we specify a new 
additional requirement of externalisation to composition systems: 
Composition systems should externalise business logic. 
Additionally, as we consider it to be most relevant, we have introduced few related 
concepts. We consider that design patterns, presented by Gamma et at., introduced the 
way in which to think in patterns. This approach has influenced many of the grey-box ap- 
proaches. Design patterns' approach has additionally stressed the feature of architectural 
descriptiveness and reuse. Design patterns have typically represented relatively abstract 
informal solutions that could be used by developers. Self descriptiveness was presented by 
the GOOD approach as one of the requirements to fulfil the demands of component-based 
software engineering today and in the future. The notion of externalization is crucial in 
GOOD; it is also crucial in our proposed approach. We have presented further concepts, 
such as DSLs, DSM and Geon Diagrams in order to show the general tools the domain 
experts (end-users) could work with. Domain-specific notations as well as information 
visualisation (or software visualisation) could indeed potentially take part in forming the 
interface to externalise business logic. 
2.11 Summary 
In this chapter, the field of software composition systems has been reviewed. This grow- 
ing sub-field of software engineering concentrates on the composition of components. We 
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introduced a notion of a component. It was stated that components may appear on differ- 
ent levels of granularity, may be a design or implementation item and may be in source 
or binary form. We classified components according to their level of description and we 
recognised black-box, white-box, grey-box and glass-box Components. 
Furthermore, basic requirements to composition systems were formulated. Those re- 
quirements are the summary of requirements to three parts that constitute each composi- 
tion system. These parts include the component model, composition technique and com- 
position language. Meaningful terms - such as modularity, parameterisation, 
extensibility - that influence the quality of composition systems were presented. 
The chapter also presented black-box and grey-box composition approaches. The re- 
view on composition systems helped to recognise some tendencies. It was discovered that 
traditional composition approaches are rather characterised by applying the black-box 
component paradigm. State of the art approaches tried to increase parameterisation of 
software systems by applying the grey-box component paradigm. We have recognised a 
gap between grey-box approaches and business and have proposed an additional require- 
ment of externalisation to composition systems. We believe such a requirement points 
towards a decreased complexity of grey-box approaches, making them more applicable 
by end-users from the business domain. The following chapters introduce a proposed 
composition framework to define and apply grey-box composition systems with respect 
to the externalisation requirement. 
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The Composition Framework 
This chapter gives an overview of the composition framework which is the main contri- 
bution to this thesis. We called it the Neurath Composition Framework Thefiramework 
specifies mechanismsfor the definition of template-based software composition languages 
andfor the externalisation ofbusiness requirements up to the level ofdomain experts. The 
architecture of the composition framework and the life-cycle of the development process 
it defines are explained. The main concepts and their collaborations are generally de- 
scribed. Moreover, we give an overview on the organisation of the reference implementa- 
tionfor the composition framework 
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3.1 Introduction 
In this section, we present the Neurath Composition Framework. This framework is the 
main contribution in this thesis. The NCF defines a methodology to specify template- 
based software composition systems and define domain-specific visual languages on top 
of these systems. With this technology domain experts could domain-specifically and 
visually design and maintain the program code of a designed software system. 
The word "Neurath" in the framework's name comes from researcher's name Otto 
Neurath. One of his research interests that we have been inspired by was the narrative 
expressiveness of visual material. In 1936, he introduced the word Isolype. He defined the 
Isotype (International System of Typographic Picture Education) as a set of pictographic 
characters used "to create narrative visual material, avoiding details which do not improve 
the narrative character" [64]. Examples of pictographic symbols based on Isotype include 
pictograms for a cafeteria, a luggage check and a maintenance station; they are often seen 
in public places in our everyday life (see Fig. 3.1). 
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Figure 3.1: Pictograms 
Isotype is a method with a special visual dictionary and a special visual grammar; that 
is, a new visual world which is comparable to our book and word world. In this symbol 
language charts, pictures, models, movies, games and illustrations can, with a little related 
text, show the main facts and explain the important problems in any field of knowledge 
1801. Otto Neurath wrote, "The first step in Isotype is the development of easily un- 
derstood and easily remembered symbols. The next step is to combine these symbolic 
elements". For example, there is a symbol for "shoe" and another for "factory". By join- 
ing these two symbols to make a new one, we can talk about a factory in which shoes are 
made. With another combination of symbols, we can discuss shoes made by machinery 
and shoes made by hand. Similarly, we can add the symbol for "coal" to the symbol for 
"worker"; we can make also make an Isotype for mechanised mining and for pick mining. 
We can place symbols on a map to show geographical distribution, or range them in rows 
to express statistical relationships. The aim of the visual method introduced by Neurath 
is to humanise and democratise the world of knowledge and intellectual activity. 
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The NCF is to define and apply template composition software systems with respect to 
the requirement of the externalisation of business logic. Further, in Section 3.2, we specify 
more narrow and precise constraints of externalisation defined within the context of this 
thesis. Afterwards, Section 3.3 introduces concepts of templates and design components 
which represent a base of a template composition system. These two sections form the 
main requirements for the process of composition with respect to the requirement of the 
externalisation of business logic. After this, the Domain-Specific Visual Composition 
System (DSVCS) which should implement these requirements is presented in Section 
3.6. In further sections, the conceptual framework to implement and apply DSVCSs, 
called Neurath Composition Framework, is explained. Section 3.8 introduces tools for 
practical realisation of the NCF. Finally, Section 3.9 gives a summary of this chapter. 
3.2 Externalisation of Business Logic 
In the conclusion of Chapter 2, we introduced an additional requirement to the composi- 
tion system: 
Composition systems should externalise business logic. 
In order to define an architecture of a composition system which meets this require- 
ment, it is necessary to define more precisely what the composition process with exter- 







Figure 3.2: Design Environment oriented to Domain Experts 
We define the following requirements for the externalisation for the case of a domain- 
specific composition system: 
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1. The visual design environment consists of elements such as a toolbar area, mod- 
elling pane area and property inspector (see Figure 3.2). These elements are just 
basic ones which are relevant here. 
2. The toolbar area contains a repository of visual components (icons) that represent 
components and operations to design a software system within the defined domain. 
Figure 3.2 shows components as circles and operations as diamonds. The compo- 
nents represent domain-specific terms that the designed system may consist of. The 
operations represent rules to manipulate with components. A toolbar area contains 
type definitions of components and operations. 
3. The modelling pane area domain-specifically reflects a state of a designed system. 
It contains visual components that represent the terms which the system consists of. 
The modelling pane contains instances of components. Figure 3.2 shows compo- 
nents A, B, C and D. 
4. Visual components placed in the modelling pane are characterised by linkage with 
other components, containment hierarchy and layout. The linkage is a graphical 
relationship between two visual components. Figure 3.2 shows graphical linkage 
between B and C. The containment hierarchy is formed by visual components that 
are nested inside other visual components. Figure 3.2 shows the visual components 
B and C nested in A, and D nested in C. The layout of a visual component is defined 
by constraints to manage the location and size of the internal visual components. 
Figure 3.2 shows the layout organisation inside C, which places D at the central- 
bottom location. 
5. The following schema to interact with the toolbar area and modelling pane is de- 
fined: 
- The component types located within the toolbar area may be placed into any 
instance located at the modelling pane. 
The operation types located within the toolbar area may be chosen with the 
following specification of components that the operation is applied to. 
- Information about the chosen instances in the modelling pane is shown in the 
property inspector. 
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6. The interaction steps done by the Domain Expert cause transformations of the un- 
derlying program code. The resulted in program code should have the structure and 
the behaviour as according to the expectations of the Domain Expert. The state of 
the program code should be visually reflected in the modelling pane. 
According to the specified requirements, if the Domain Expert has a repository of 
components and operations, it can visually (and domain-specifically) transform the pro- 
gram code of the software system being built. A structure and behaviour of the designed 
software system is a subject of manipulation. There is a need to use grey-box compo- 
nents in order to introduce a parameterisation of the structure of a composition unit. We 
defined templates as grey-box units of composition together. Additionally, we introduce 
components which we call design -components. These incorporate knowledge about how 
templates can be composed. The next section gives an overview about templates and 
design-components. 
3.3 Templates and Design-Components 
A template is a group of program code fragments which are combined (merged) together 
in order to implement a specified feature or behaviour of a software system. Figure 3.3 
shows the schematic representation of templates in the program code. The program code 
consists of 12 composition units. Each composition unit is signed with two numbers. The 
first one refers to the type of template. The second number refers to an instance. The 
figure shows three different types of templates and seven instances. 
Program Code 
Figure 3.3: Schematic representation of templates in the program code 
We define the following requirements for templates: 
- Modularity. A template is a module or unit of composition that has a well-defined 
interface by which it can be configured and analysed. 
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- Compositionality. Templates can be composed (combined) together in order to 
form new templates. 
Parameterisation. The structure of the template, as well as the values carried by 
the structure, are subjects of parameterisation. With the help of the parameters 
provided, a template can be configured (configurability). 
Reactivity. Changes that occur within a template or outside of it may initiate a 





Figure 3.4: Schematic representation of design -components that manage particular tem- 
plate types 
We defined the term design -component, a run-time unit working during the design 
time when the program code is composed with templates. A design-component incor- 
porates all the knowledge about how to manage a particular template according to the 
requirements specified above. For a programming language, a repository of templates 
and design components can be created and used to compose software systems with tem- 
plates. Figure 3.4 shows design-components that manage the composition of templates 
shown in Figure 3.3. 
3.4 Domain-Specific Visual Composition System 
We have specified the main requirements for the process of composition with respect 
to the requirement of the externalisation of business logic. Once implemented, these 
requirements form a Domain-Specific Visual Composition System. This system is based 
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on two main functional blocks: (1) Externalisation System (ES), which is defined on top 
of the (2) Template Composition System (TSC). Figure 3.5 shows this. 





Figure 3.5: Domain-Specific Visual Composition System 
The ES incorporates the requirements specified in Section 3.2. The ES is needed to 
provide a visual reflection of the structural and behavioural properties of the underlying 
designed system. Moreover, the ES is a facility that the Domain Expert interacts with to 
design a software system. The TCS provides a component model, a composition tech- 
nique and a composition language to compose the program code of the software system 
with templates. 
3.5 Software Life-Cycle 
With the DSVCS, a domain expert can visually design a software system within the de- 
fined application domain. The software life-cycle defined by the composition framework 
consists of three phases. These include the: (1) composition system definition phase; 
(2) design phase; (3) runtime phase. Figure 3.6 shows the main phases of the software 
life-cycle and the related cooperating concepts. 
The composition system definition phase starts when the Dornain Expert specifies 
requirements for the DSVCS. The Domain Expert may be an expert in the particular 
application domain the software system has to be designed for. Basically, the requirement 
specification may include descriptions of domain-specific terms and relations that may 
form the designed system. 
The Software Architect, an expert in software architectures, programming languages 
and templates, receives the requirement specification and performs the domain require- 
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Figure 3.6: Software life cycle defined by the Neurath Composition Framework 
ments analysis and domain requirements processing routines. He/She produces the spec- 
ification of the DSVCS. 
The produced specification is deployed into the design environment. With the deploy- 
ment, the design phase starts. At this phase, the Domain Expert designs a software system 
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with the help of the deployed DSVCS. The process of design can be marked with the word 
"interaction". This assumes that the Domain Expert "tells" the system how the program 
code should be composed in domain-specific way. The system responds and transforms 
the program code accordingly. The state of the program code is visually reflected in the 
modelling pane. The runtime phase starts with the compilation of the program code and 
execution of the software system. The End-user interacts with the running software sys- 
tem. The End-user may be a Domain Expert as well. 
3.6 Domain Requirements Analysis and Processing 
The Domain Expert needs a domain-specific composition system. He/She requests that 
the Software Architect establishes such a system. Together, they form the requirements 
that describe how the system should be designed, which includes the following aspects as 
defined in terms of an application domain: 
1. Structure statics and dynamics 
2. Behaviour statics and dynamics 
3. Appearance statics and dynamics 
More specifically, the requirements specification may contain the following: 
1. What domain-specific terms may form a software system? 
2. What are the possible relationships between these terms? 
3. When and how are these relationships established? 
4. What is the visual appearance for the domain-specific terms? 
5. How is the visual appearance changed with the state of a designed system? 
Usually, the requirements specification is expressed in details, albeit quite informally, 
i. e. in the form of English text. However, to ease the development, a more structured 
form of description is awaited. Here, we propose the following strategy to describe the 
requirements to design within an application domain: 
1. Requirements as English text: the requirements specification in the English lan- 
guage. 
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2. Domain Ontology: statics of the application domain are described with the Do- 
main Ontology. Ontology is a set of knowledge terms, including the vocabulary, 
the semantic interconnections, and some simple rules of inference and logic for a 
particular topic [44]. The domain ontology provides a vocabulary for referring to 
the terms in a subject area as well as a taxonomy that is a hierarchical categorisation 
of entities within a domain. Domain ontology is similar to the UML class diagram 
and can be described in terms of this diagram. We use notation, as shown in Figure 
3.7. 
3. Term-English table: this is a table showing relationships between the domain- 
specific terms defined by the ontology and the requirements specification parts 
written in English. The Software Architect may add additional requirements which 
must not affect the requirements provided by the Domain Expert. The fields of the 
table are the Term and the Description. 
4. Relation-English table: this is a table showing relationships between the domain- 
specific relations defined by the ontology and the requirements specification parts 
written in English. The fields of the table are the Relationship and the Description. 
5. Actions-State table: this is a table showing dependency between the sequences of 
actions and changes in the system's state. By default, such sequences of actions 
are defined as: (1) click component type and then click instance; (2) click operation 
type and then click component instance. The fields of the table are the Actions, State 
I and State 2. 
6. Types/instances-appearance table: this is a table showing dependency between 
domain-specific elements (types and instances taken from the Action-State table) 
and visual appearance at the modelling pane. The following fields should be pro- 
vided: Term; Appearance (graphic); Kind (instance or type); and by demand, the 
Description field. 
7. ORel-GRel table: this is a table showing the dependency between relationships 
defined by the domain ontology and relationships describing graphical appearance. 
The fields of the table are Ontology Relation and Graphic Relation. 
8. Layout Strategy table: this is a table that specifies the layout constraints for the 
containers that are defined by terms from the Term-Appearance table in English. 
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Figure 3.7: Example of a Domain Ontology specification 
When all requirements are specified, the Software Architect starts processing the re- 
quirements and developing the domain-specific visual composition system. The NCF that 
specifies how such a system is defined and applied. Further, we explain the architecture 
of the NCR 
3.7 Architecture 
In this section, we explain the architecture of the NCR The NCF specifies how the DSVCS 
is defined and applied. We distinguish between four groups of concepts that form NCR 
Each group is defined at one of the following levels: Atomic Level, Template Level, Target 
Domain Level and Visualisation and Interaction Level. Before we describe these levels, 
we are going to explain the criteria for the provided grouping. 
Each group specifies how the composition system is defined at a different level of 
granularity and domain orientation. These are two criteria according to which the groups 
of concepts that form NCF are defined. 
The granularity of a composition system is a measure of the size of composition units 
that make up a system; it can vary from fine-grained to coarse-grained. The domain ori- 
entation denotes what application domain the units of composition represent. We distin- 
guish between two values of the domain orientation: (1) language domain; (2) application 
domain (or target domain). The language domain represents the concepts of software ar- 
chitectures, programming languages and templates. The Software Architect who is an 
expert in the language domain. The application domain represents the concepts of the 
particular domain that the DSVCS is designed for. The Domain Expert is an expert in the 
application domain. 
The following levels of composition are defined: 
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1. Atomic Level. It collects concepts to encapsulate program code as related atoms 
of the programming language. These atoms are terminals and non-terminals of the 
BNF grammar specification. 
2. Template Level. It is built on top of the Atomic Level and collects concepts de- 
scribing the specification and application of template-based composition systems. 
At the template level, a program code is seen as a composition of code templates. 
3. Target Domain Level. It collects concepts that describe bi-directional translation 
between a terminology of the template composition system and a terminology of 
different application domains. At the template level, a program code is seen as a 
domain-specific expression. 
4. Visualisation and Interaction Level. It collects concepts for describing the visuali- 
sation of terminologies of different application domains. Moreover, it collects con- 
cepts for interpreting designer's actions over the visualisation and forwards them 
back to the Target Domain Level. 
Figure 3.8 shows levels of composition and specifies the main activities defined at 
each level. 
Further, we explain cooperation between the levels of composition for each phase 
of the life-cycle defined by the NCR Afterwards, we explain each level of composition 
separately. 
3.7.1 Composition System Definition Phase 
During the composition system definition phase at all levels of composition, a composi- 
tion language, called Neurath Modelling Language (NML), is formed (see Figure 3.9). 
This language can be seen as a visual domain-specific language based on the template 
composition system. During a further design phase, the NML is used by domain experts 
to visually compose the program code of a software system. The result of processing 
the sentences of the visual language is a Domain-specific Visual Interface (DSVI). This 
interface is needed for the reflection of the state of the system's design and for the inter- 
pretation of further designer's actions. 
Figure 3.9 explains the nature of the Neurath Modelling Language that resulted at the 





1) Visualisation of domain knowlýg 
M 2) Interpretation and forwarding of the 
e 
designer's actions 0000 
E -Lz--- 
Target Domain Level 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 
3) Definition and interpretation of domain specific template 
cornýsition languages 
Template Level 
CO 1) Encapsulation of program code at the level of templates 
2) Manipulation with code templates 
3) Definition and Interpretation of template composition languages 
rm Atomic Level 
C 
It 
1) Encapsulation of program code at the atomic level (terminals and non-terminals) 
2) Manipulation with encapsulated elements 
3) Generation of program code in files 
fine-Fra-ined I 
Figure 3.8: Levels of composition within the Neurath Composition Framework 
Visualisation and Interaction 
Level (application domain) 




tomic Level A 
(language domain)- 
10 edge 14 
ý l
NML: Domain specific Visual Composition 
------------------------- - I 
DSPCT-L: Domain specific Composition Language 
PCT-L: Template Composition Language 
Programming Language 
Figure 3.9: The nature of the Neurath Modelling Language 
The figure shows four languages that belong to four levels of composition. A Pro- 
gramming Language is a base for the PCT-L template composition language. The Pro- 
gramming Language belongs to the Atomic Level of composition, where components are 
distinct language constructs, or - more specifically - terminals and non-terminals of the 
language grammar. The Template Composition Language belongs to the Template Level 
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of composition, where a component is a template-like structure formed with one or more 
groups of related atomic components. 
A Template Composition Language is a base for the domain-specific composition 
language, called Domain-Specific PCT-L (DS-PCTL). The DS-PCTL belongs to the Tar- 
get Domain Level of composition, where components represent domain-specific terms 
mapped onto the templates of the PCT-L. The DS-PCTL is a base for the domain-specific 
visual language, called Neurath Modelling Language. The NML belongs to the Visu- 
alisation and Interaction Level, where a component is a piece of domain-specific visual 
interface that has a visual representation mapped onto components of DS-PCTL; it can 
interpret actions done by designers. 
Moreover, Figure 3.9 presents two main kinds of domain at which composition lan- 
guages are defined and applied. The first one is the language domain. This domain defines 
a terminology for Software Architects who are experts in programming languages, soft- 
ware architectures and program code patterns. The second kind is an application domain. 
This can be any possible application domain for which business logic should be exter- 
nalised. This domain defines a terminology for an expert in this domain, e. g. Security 
Manager, Supply Chain expert and Chemist. More concrete descriptions of languages 
defined at each level of composition and the components they operate with are given in 
Chapters 4,5,6 and 7. 
Further, more details of cooperation between different levels of composition during 
the composition system definition phase will be shown. Figure 3.10 shows interrelation- 
ships between different levels of composition. 
Initially, at the Atomic Level of composition, atoms and atomic operations have to be 
provided. These atomic elements typically represent constructs of underlying program- 
ming language, dependencies between these constructs and rules to manipulate these con- 
structs. Atoms and atomic operations are building blocks at the Template Level. At this 
level, repositories of templates and operations, called molecular operations, are provided 
to manipulate with these templates. Templates and molecular operations are formed with 
atomic elements. 
The figure depicts Atomic and Template Levels of composition as levels that belong 
to the Language Domain. A Software Architect works within the Language Domain at 
the Atomic and Template Levels. The work at the Template Level results in template 
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Figure 3.10: The NCF at the composition system definition phase 
Templates and molecular operations can be used to develop a wide range of software 
systems. At further levels of a composition template, composition languages are exter- 
nalised up to the level of domain experts. At the Target Domain Level, templates and 
molecular operations are extended into domain-specific components and operations that 
form domain-specific language. This language can be used by domain experts to build 
program code with templates in a domain-specific way. Software Architects and Domain 
Experts cooperate in order to create the right domain-specific components and operations. 
The quality of externalisation is improved at the Visualisation and Interaction Level of 
composition. At this level, domain-specific components and operations are extended with 
domain-specific visualisation and interaction mechanisms. These mechanisms are incor- 
porated in components called Neurath Modelling Components; they are the main produc- 
tion at the Visualisation and Interaction Level during the composition system definition 
phase. With NMCs, domain experts can visually design software systems for required ap- 
plication domains during the design phase. Visualisation strategies are necessary to build 
a visual model of the underlying model of the designed system during design time. The 
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visual model increases the perception and understanding of the designed system for dif- 
ferent domain experts. Interaction mechanisms are necessary to interpret design-actions 
of domain experts in order to initiate composition processes at the underlying levels of 
composition. 
3.7.2 Design Phase 
During the design phase, the NML composition language is used by the Domain Ex- 
perts to design a software system within the required application domain. They work at 
the Visualisation and Interaction Level of composition. Domain experts receive informa- 
tion about the designed system from the domain-specific visual interface that reflects the 
states of the system. Moreover, domain experts provide actions, describing - in a visual 
domain-specific way - what and how domain-specific parts should be composed together. 
The whole process of composition is supported by concepts defined at four levels of com- 
position. Figure 3.11 depicts cooperation between the levels of composition during the 
design phase. 
At the Visualisation and Interaction Level, actions coming from domain experts are 
interpreted into sentences of domain-specific language. This language was defined at the 
previous composition system definition phase. At the Target Domain Level, these sen- 
tences are translated into sentences of a template composition language which is also de- 
fined at the previuos phase. Further sentences of template composition language are trans- 
lated into sequences of atoms and atomic manipulations that are processed at the Atomic 
Level of composition. This results in modifications in the underlying program code that 
describes a software system being built. Additionally, at the Target Domain Level of 
composition, the changed state of the system, expressed in domain-specific terms, is for- 
warded back to the Visualisation and Interaction Level during the translation. At this level, 
the state is translated into the domain-specific visual interface that reflects the state in a 
visual domain-specific visual. Moreover, the domain-specific visual interface introduces 
newly generated visual components (NMCs) that may be subjects of further designer's 
actions. 
3.7.3 Runtime Phase 
The Runtime Phase starts with the starting of the Software System that is generated from 
the design phase's resulting program code. A Software System can be of any type, i. e. 
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Figure 3.11: The NCF during the design phase 
executable application, a component, a textual and visual applications. During the Run- 
time phase, the concepts defined at the Visualisation and Interaction Level may be useful 
for inspecting a state of the running system. Figure 3.12 shows a cooperation between 
concepts during the Runtime phase. 
During the design phase, a state of the designed system, defined by structure and val- 
ues, is reflected. During runtime, the system's state is a subject of change. The concepts 
defined at the Visualisation and Interaction Level during the design phase can be used to 
visually reflect states of the running system. Designers can use this feature to test and 
verify the system before supplying it to the end-user. 
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Figure 3.12: The NCF during the Runtime phase 
In this thesis, concepts defined at the Runtime phase are out of scope. 
3.7.4 Language Domain 
At the Language Domain, two levels of composition are defined - the Atomic Level and 
the Template Level. Table 3.1 explains the activities at each level during the composition 
system definition phase and the design phase of the NCF software life-cycle. 
Figures 3.13 and 3.14 show concepts defined at the Atomic Level and the Template 
Level at two different phases. Figure 3.13 depicts concepts that are relevant during the 
composition system definition phase. 
At the Atomic Level - depending on the grammar of the programming language -a 
software system is going to be written in, with definitions of Atoms and Atomic Operations 
provided. Atoms represent terminals and non-terminals defined by the grammar of the 
programming language. Atoms can be manipulated with atomic operations. Examples 
of manipulations include creation, replacement, and the search and deletion of specified 
atoms. The main production at the Atomic Level is the definitions of atoms and atomic 
operations. These are material in order to form template definitions at the Template Level. 
Types of templates are defined according to the Parametric Code Template component 
model (PCT component model). 
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Phase Level Activity 
Composition Atomic Level Providing of atomic components and operations 
system that are used to form compound components at 
definition the Template Level 
phase 
Template Level Definition of new templates and operations to 
manipulate these templates or choose existing 
ones 
Design phase Atomic Level Transformation of an underlying program code 
by the processing of sequences of atomic manip- 
ulations with atoms 
Template Level 1) Processing sentences of the template composi- 
tion language 
2) Forwarding requests of atomic manipulations 
to the Atomic Level 
3) Holding the state of the designed system by 
means of templates 
Table 3.1: Activities of the Atomic Level and the Template Level at each phase of the 
NCF software life-cycle 
A Parametric Code Template is a name for a kind of component we define to en- 
capsulate code templates. Moreover, at the Template Level, manipulation rules - called 
molecular operations - to manipulate templates are defined. The production at the Tem- 
plate Level is repositories of templates and molecular operations. These can be used by 
Software Architects for the template-based composition of program code. Section 3.7.5 
explains how templates and molecular operations are used at the further levels of compo- 
sition. 
Figure 3.14 depicts concepts defined at the Atomic Level and the Template Level 
which are relevant during the design phase. 
At the Templates Level, sentences of the template composition language are processed 
and translated into sequences of atoms and atomic operations. The elements of template 
composition language include templates and molecular operations. Sentences formed by 
these elements are expressions. When executed, they transform a designed system which 
is described as a superior template that contains other templates and interrelationships 
between them. At the design phase, the production of the Template Level involves se- 
quences of atoms and atomic operations to perform concrete modifications of program 
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Figure 3.13: Concepts defined at the Atomic Level and the Template Level during the 
composition system definition phase 
code at the Atomic Level. There, program code is described with the ASU. Its nodes are 
atoms that describe constructs in the program code. The ASLT is a collaborative work, de- 
fined by Wolke [93,921. Currently, it is implemented for the Java programming language. 
With atomic operations, the nodes in the ASLT can be manipulated, thus transforming a 
program code at the atomic level. 
3.7.5 Application Domain 
At the Application Domain two levels of composition are defined - the Target Domain 
Level and the Visualisation and Interaction Level. These levels define concepts to exter- 
nalise the business logic of software systems up to the level of domain experts. Tables 3.2, 
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Figure 3.14: Concepts defined at the Atomic Level and the Tcmplate Level during the 
design phase 
3.3 and 3.4 explain the activities at each level during the composition system definition 
phase, the Design and the Runtime phase of the NCF software life-cycle. 
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Phase Level Activity 
Composition Target Domain 1) Specification of domain-specific language 
system Level based on template composition language 
definition 
phase 
2) Domain analysis and description of an appli- 
cation domain 
Visualisation and onto 1) Specification of DSVI that is mappeld I 
Interaction Level 
j 
se template composition during design ph 
guage 2) Specification of Neurath Modelling Lan  
to transform DSVI 
Table 3.2: Activities of the Target Domain Level and the Visualisation and Interaction 
Level at the composition system definition phase 
Phase Level Activity 
Design phase Visualisation and 1) Interprets actions performed by domain ex- 
Interaction Level perts into sentences in domain-specific language 
(the connection with the Target Domain Level) 
2) Visually reflects the state of the designed soft- 
ware system (the connection with domain ex- 
perts) 
Target Domain 1) Interprets sentences written in domain-specific 
Level language into sentences written in template com- 
position language (connection with the Template 
Level) 
2) Generates a domain-specific desciption of the 
state of a designed software system (connection 
with the Visualisation and Interaction Level) 
Table 3.3: Activities of the Target Domain Level and the Visualisation and Interaction 
Level at the design phase 
Figures 3.15 and 3.16 show concepts defined at the Target Domain Level and the 
Visualisation and Interaction Level at two different phases. Figure 3.15 depicts concepts 
that are relevant during the composition system definition phase. 
The figure shows that repositories of templates and molecular operations defined at the 
Template Level (see Fig. 3.13) are extended with definitions of Domain-specific Compo- 
nents (DSCs) and Domain-specific Operations. These are formed according to the rules 
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Phase Level I Activity 
Runtime Target Domain Describes the state of the running system with the 
phase Level domain-specific terminology 
Visualisation and 1) Domain-specifically visualises the state of the 
Interaction Level running software system 
2) Interprets actions of domain experts in order to 
perform 3) and 4) 
3) Manipulates with visual representation 
4) Assigns specified states to the specified com- 
ponents of the running software system 
Table 3.4: Activities of the Target Domain Level and the Visualisation and Interaction 
Level at the Runtime phase 
defined by the DSC model and depend on Domain Ontology to describe the application 
domain. DSCs represent terms defined by the domain ontology. Domain-specific oper- 
ations work with DSCs and represent changes that could be done in the domain-specific 
system. 
As depicted in Figure 3.15, the main production at the Target Domain Level inlcudes 
DSCs, domain-specific operations and the domain ontology. These are extended at the 
Visualisation and Interaction Level with the DSVI specifications. DSVIs are basically 
defined by a set of NMCs and Views. NMCs are parts of DSVI that visually represent part 
of the state of the designed system during the design phase. Moreover, during this phase, 
the NMCs are manipulated with the help of Wews. At the composition system definition 
phase, Views are described by View Specifications. NMCs are defined according to rules 
provided by the NMC model. 
Figure 3.16 depicts concepts relevant during the design phase. At this phase domain 
experts design a software system within the required application domain via DSVI. 
Basically, the DSVI visually reflects the state of the designed system as well as inter- 
prets actions done by designers in order to perform template based transformations of the 
designed system. DSVIs are composed with NMCs. The figure shows that designer's ac- 
tions applied to DSVIs are interpreted into User Inter ace Interaction Expressions (U11E). fi 
Then, with the help of UIIE Parser, these expressions are interpreted into sentences writ- 
ten in domain-specific language. These sentences are expressions that consist of Domain- 
specific Components and Operations. At the Target Domain Level these expressions are 
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Neurath Modelling Language 
Visualisation and Interaction Level 







NMC View Specifications 
mode 
DSC, operations and 
domain ontology 
Target Domain Level 
Definitions of work with I Definitions of 






model Domain Ontology 
repositories of templates 
and molecular operations 
Figure 3.15: Concepts defined at the Target Domain Level and the Visualisation and In- 
teraction Level during the composition system definition phase 
processed. From one side, this results in sentences written in template composition lan- 
guage which are forwarded to the Template Level for further processing (see Fig. 3.14). 
From the other side, interpretation of the expressions results in a modification of the do- 
main ontology reflecting the state of a designed system. The state is forwarded to views 
that are defined at the Visualisation and Interaction Level. Views interpret the state and 
update the DSVI. 
F9--03-1 
3.8. PRACTICAL REALISATION 
visual reflection of actions states 
TI 
Visuallsation and Interaction Level 
Domain Specific Visual 
Interface (NMCs) 
UIIES 
Parser for User 
Interface Interaction 
Expressions (UIIE) 
states of a sentences in domain 
designed system specific language 
Target Domain Level 






sentences In template 
composition language 
Figure 3.16: Concepts defined at the Target Domain Level and the Visualisation and In- 
teraction Level during the design phase 
3.8 Practical Realisation 
Figure 3.17 depicts the basic idea of how NCF is Practically realised. The NCF real- 
isation consists of two main parts (tools). The first tool is called NBT. It is a tool for 
working at the composition system definition phase. With this tool, Software Architects - 
in cooperation with Domain Experts - create and test NMLs. The NBT has the following 
features: 
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1. Specification and test of a template composition system. This includes work with 
repositories of templates and operations to manipulate these templates. 
2. Specification and test of DSLs. This includes work with domain-specific compo- 
nents and operations defined on top of template composition systems. 






I work with 
Expert 
Neurath Integration Platform 
Domain I Domain Domain ... 
I Domain n 
design tool design tool [design tool design tool 
Software 
systems 
Figure 3.17: Tools for Practical Realisation of NCF 
The second tool is called NIP. It is a tool to deploy (integrate) and use NMLs. 71be 
NIP is applied during the design phase and the Runtime phase. The NIP has the following 
features: 
1. Can deploy NMLs. 
2. Provides a design environment for NMLs. This includes a pane to visually design 
the software system, an inspector of properties of objects, toolbar, message pane 
and some other facilities. 
3. Can generate a program code from the domain-specific visual model and execute it 
if it is executable. 
Neurath Builder Tool 
Neurath Modelling Languages 
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Typically, the NIP is based for further different domain-specific tools, such as the 
UML tool, House Automation Software Design tool, Supply Chain Software Design Tool 
etc. Currently, NBT and NIP are implemented to define and use domain-specific visual 
languages that are defined on top of the template composition system for Java program- 
ming language. 
3.9 Summary 
In this chapter we have introduced basic requirements to the NCF. We have described an 
architecture of NCF and the life cycle of the development process that the NCF dcfines. 
Finally, we gave an overview on tools to practically implement the NCR Further chapters 
describe the concepts in detail. 
Visualisation and 
Interaction Level 
1) Visualisation of domain knowiýge 
Q) 2) Interpretation and forwarding of the 
Zigr 
Ei 
desigr 0 nees actions 'a 
Em- Target Domain Level 
-M 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 




(13 1) Encapsulation of program code at the level of templates 
2) Manipulation with code templates 
3) Definition and Interpretation of template composition languages 
Atomic Level 
M 
1) Encapsulation of program code at the atomic level (terminals and non-terminals) 
2) Manipulation with encapsulated elements 
3) Generation of program code In files 
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Figure 3.18: Levels of composition within the Neurath Composition Framework 
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Further, we explain concepts defined at each level of composition (see Fig. 3.18) for 
different phases of the NCF life-cycle. Chapter 4 presents the Atomic Level of composi- 
tion with atoms, atomic operations and the Abstract Syntax Language Tree. Afterwards, 
Chapter 5 explains Template Level and introduces templates, molecular operations and 
template composition language. Chapter 6 presents the Target Domain Level of composi- 
tion, describing the basic externalisation of a template composition system up to the level 
of domain experts. It presents concepts such as domain-specific components and oper- 
ations together with domain-specific languages defined on top of template composition 
systems. Thereafter, Chapter 7 introduces the Visualisation and Interaction Level of com- 
position. The concepts for better externalisation are explained. This includes Neurath 
Modelling Language and Views. Finally, Chapter 8 shows how the NCF is practically 




This chapter introduces the atomic level of the composition. Basically, at this level a pro- 
gram code is seen as a set of related constructs that are defined by the grammar of a given 
programming language. We introduce a concepts to manipulate with a program code at 
the Atomic Level. These are atoms, atomic operations and Abstract Syntax Language Tree 
which is a collaborative work [931. Additionally we introduce terms andjew concepts as 
an extension to the ASLT 
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4.1 Introduction 
For software designers a program code is often seen as a piece of text written in some 
programming language. The programmers directly interact with files that are holding 
programs. Sometimes tools are provided that automatically generate parts of the code. 
The textual form of a program code is a classical one and still very useful in practice. 
Usually, the existing tools that perform certain code generation routines require a special 
data structure that often holds a program code in a tree-like form. It holds information 
about the program code, like its structure, items that the code contains and their basic 
interrelationships. That data structure that holds a program code in a tree form is very 
comfortable to perform analysis routines over that code. 
The Neurath Composition Framework that is described in this thesis defines several 
levels of composition. In this section the lowest level of composition is described. It is 
called Atomic Level. Concepts defined at this level are used on a further higher Molecular 
Level of composition. We use the ASLT which is a collborative approach to perform 
program code composition routines at the Atomic Uvel. 
4.2 Architecture 
At the Atomic Level of composition we work with a program code with help of the ASLT. 
It defines a parse tree for a program code, parsing mechanisms and an interface to ma- 
nipulate with that tree. Nodes of the parse tree are atoms the program code is composed 
with. The ASLT is a collaborative work defined by Wolke in [93]. In this thesis the 
ASLT (applied for the Java programming language) is used to perform atomic composi- 
tion of a program code. An atomic composition of a program code means that the code 
can be specified with a sequence of atoms and atomic operations. Figure 4.1 shows main 
concepts defined at the Atomic Level of composition. 
The program code written in some programming language is parsed and represented 
in the form of ASLT. The ASLT has an interface to access its nodes. In this thesis we 
define the term atomic operations. Atomic operations are rules to work with nodes of 
the ASLT. This includes such routines as the search of nodes, their creation, deletion, 

















Figure 4.1: Concepts defined at the Atomic Level of composition 
4.3 Atoms 
At the Atomic Level of compostion a program code is composed with elerntents, that are 
programming language constructs. These are typically constructs which are represented 
by terminals and non-terminals of the BNF I grammar [8 1] definition of the programming 
language. We define a term atoms to denote these elements. For example, for the Java 
programming language, atoms are constructs such as a method signature, an indentifier 
of a class, a class body and a statement. Figure 4.2 depics the program code defined 
according to the grammar of some programming language. At the left side the same 
code is schematically shown in the ASLT form. The structure specification of the ASLT 
depends on the grammar of the programming language a program code is written in. 
A program code consists of sentences written in some programming language. The 
structure of the sentences is defined by the syntax of the programming language. Listing 





<class declaration> :: = <class modifiers> class <identifier> < 
super> <interfaces> <class body> 
<class modifiers> <class modifier> 
<class modifier> publiclabstractIfinal 
'Backus-Naur notation (more commonly known as BNF or Backus-Naur Form) is a formal mathemati- 
cal way to describe a language, which was developed by John Backus and Peter Naur to describe the syntax 
of the Algol 60 programming language 
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<super> :: = extends <class type> 
<class body> <class body decls> 
<class body decls> <class body decl> 
<class body decl> <class member decl> 
<class member decl> :: = <field decl> I <method decl> 
Listing 4.1: Part of the syntax specification of the Java programming language (BNF 
notation) 
Encapsulation of code at the atomic level means parsing a program code into a form 
of a parse tree. Figure 4.3 partially depicts the ASLT for the syntax specification of 
Listing 4.1. Each node represents both terminal and non-terminal symbols from the BNF 
of the programming language. Figure 4.3 shows what kinds of nodes may exist and what 
children they may have. Each node has attributes to access the concrete elements of a 
concrete program code. 
Figure 4.4 depicts the code fragment written in Java programming language and the 
ASLT encapsulating this fragment. It is shown for some nodes what part of the code 
fragment they encapsulate. 
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<class declaration> 
<class modifiers> D C<identifier>) C <super> ])C<interfaces> -class body-> 
<fields decl> ) C<method decl> 
Figure 4.3: Structure of the ASLT 
AS LT form Code fragment 
r --------- - 
-II _Eackage 
Test; ' 
----------- r -------------------------- 1 $5016 classiAl 
. 
RM 






shows attributes of nodes 
encapsulated element 
Figure 4.4: ASLT form of a code fragment 
Each node is signed with its type and identifier. For example, the type P denotes a 
package construct. It has an identifier al. 
4.4 An ASLT for Java 
This section introduces a collaborative work, called ASLT for the programming language 
Java, which has been designed and implemented by Wolke in [93]. For other object 
oriented programming languages the ASLT will have a very similar architecture. ASLT 
for Java programming langage is defined by atoms and atomic operations. Each type of 
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an atom is defined as an object (known from the object-oriented technology). Atoms aret 
nodes in the ASLT. Each object describing atom type defines possible children the node 
in 
the tree may have as well as methods to work with the node. Instances of atoms represent 
concrete constructs from the program code. Atoms plugged together forming an ASLT 
that describes a program code fragment at the Atomic Level. 
Every language structure like package, class, method, loop, statement or expression 
is managed by a node in the tree. ASU for Java implements all atoms for the Java 
programming language in the Java programming language. The ASLT represents a Java 
program as a tree, nodes of which are Java objects. The existing Java implementation 
can be used to easily implement an ASLT for the other object-oriented programming 
languages since many structures will be similar. An extract of the nodes that the Java 
ASLT can have is shown in the UML class diagram in Figure 4.5. 
The ASLT for Java defines more than two hundred node types, and hence more than 
two hundred class definitions. Figure 4.5 shows only the node types of the uppermost 
layer. These are responsible for the coarse-grained structuring of Java source codes. There 
are also node types for sub-structures, that represent for example individual statements 
(like a for-loop or a if-else statement). The complete Java ASU with all its node types or 
classes can be obtained from [93]. In addition to classes, the Java ASLT AP12 as well as 
the documentation can be found there. 
The ASLT API offers the atomic manipulation of source code in a type safe way. Ac- 
cording to the specification of the underlying programming language only special nodes 
can be attached to other nodes. 
The ASLT for Java treats the source code in a different manner as it is done by usual 
text files. Moreover, the ASLT is responsible for the administration of the source code. 
Most of the node types represent constructs of the Java language and are responsible for 
their administration. The object definitions of atoms provides methods for reading the 
information of the structure or changing it. However not all atoms in the ASU repre- 
sent language constructs in the encapsulated program code fragment. Some atoms are 
needed for grouping purposes. For example, the atom ASLTJavaProject represents 
a project under which different atoms, which represent a files, can be grouped. The atom 
ASLTJavaProject has an attribute denoting a project name and a child atom of type 
ASLTJavaSourceCodeF i le Set. The ASLTJavaSourceCodeF i le Set atom is 
for the administeration of Java source code files. Each of them is represented by an atom 
2An application programming interface (API) is a source code interface that an operating system or 
library provides to support requests for services to be made of it by computer programs 
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intergaceýl 14ASLTNods, 
Figure 4.5: Node Types of the Java ASLT (Extract) [93] 
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of type ASLTJavaSourceCodeFile. Figure 4.6 shows a UML class diagram of the 
class ASLTJavaSourceCocieFile. 







+setFileName(fileName: String): void 
+getSourcepatho: String 
+setSourcepath(sourcePath: String): void 
+getImportBlocko: ASLTJavaImportSet 
+setImportBlock(importBlock: ASLTiavaImportSet): void 
+getPackageo: ASLTJavaPackage 
+setPackage(pac: ASLTJavaPackage): void 
+getClasseso: ASLTJavaClassSet 
+setClasses(classes: ASLTJavaClassSet): void 
+getInterfaceso: ASLTJavaInterfaceSet 
+setInterfaces(interfaces: ASLTJavaInterfaceSet): void 
+toStringo: String 
+equals(o: Object): void 
+ASLTJavaSourceCodePile(fileName: String): Construktor 
Figure 4.6: UML Class Diagram of Node Type ASLTJavaSourceCodeFile [931 
An instance of ASLTiavaSourceCodeFile groups all the information that be- 
longs to a source code file in Java. The file name and the path to the source code file 
are specified directly as attributes in the atom. The package name, the import block 
as well as the defined classes and interfaces are managed by children atoms since they 
forin hierarchical structures themselves. Since a source code file in Java can contain 
several classes and interfaces, the atom types with the suffix "Set" are used in order to 
guarantee uniqueness of the classes and interfaces within a source code file. An atom 
ASLTiavaClassSet manages a set of atoms of type ASLTiavaClass. Each in- 
stance of ASLTiavaClass represents a Java class. Figure 4.7 shows a UML class 
diagrarn of the node type ASLTJavaClass. 
All the elements of a Java class are expressed as children atoms. The individual 
elements of the class definition are each represented by a separate child atom. The 
class body, for example, is represented by an atom ASLTJavaClassBody. The atom 
ASLTiavaClassBody can be extended by children nodes for methods, variables, con- 
structors, inner classes and so on. 
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+setiavadoc(javadoc: ASLTJavaDoc): void 
+getModifiero: ASLTJavaModifier 
+setModifier(modifier: ASLTJavaModifier): void 
+getNameo: ASLTiavaIdentifier 
+setName(name: ASLTJavaIdentifier): void 
+getSuperClasso: ASLTJavaTypeSet 
+setSuperClass(superClass: ASLTJavaType): void 
+getImplementsInterfaceso: ASLTJavaTypeSet 
+setImplementsInterfaces(interfaces: ASLTJavaTypeSet): void 
+getBodyo: ASLTJavaClassBody 
+setBody(body: ASLTJavaClassBody): void 
+equals(o: Object): boolean 
+toStringo: String 
Figure 4.7: UML Class Diagram of Node Type ASLTJavaClass [931 
The entire program code fragment that is written in the Java programming language 
can be represented in the ASLT form. Further we exaplain atomic operations to modify 
ASLT instances. 
4.5 Atomic Operations 
The ASLT API provides routines to access the ASLT data structure, analyse and nianip- 
ulate it. In this thesis we define a term atomic operations to denote these routines. An 
atomic operation is a rule to analyse and transform code fragments at the level of language 
constructs, i. e. search for an element type, delete an element and create an element. More 
complex operations can be constituted with atomic ones. 
Table 4.1 lists and describes few basic atomic operations. 
The listing depicted in Figure 4.8 shows a sequence of atomic operations to compose 
a part of class code fragment. Operators of this example are described in table 4.1. 
The step (1) results an instance class 1 of the atom Class. This instance represents 
a class code fragment. At the step (2) and (3), in the similar manner, the instances idl and 
modl of types Identifier and Modif ier are defined. The instance idl represents 
an identifier and the instance modl represents a modifier. At the steps (4), (5) and (6), the 
created instances are initialised with some values. The identifier gets a value "MyClass" 
for its attribute name at the step (4). At the steps (5) the modifier's attribute stat ic is 
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I Name I Notation I Description j 
Instantiate newa(t) Creates and returns an instance of the 
specified node type denoted as t 
Remove 0*(N) Removes a sub-trcc represented by a node 
N and returns its parent if any 
Initialise value ivala (N, p, v) Initialises a property p of a node N with a 
value v and returns that node 
Request value rval" (N, p) Returns a value held by the property p of 
the node N 
Attach (Da (N, Al) Verifies the types of N and M nodes and, 
if compatible, sets the node Af as a child of 
the node N 
Detach ea(N, Al) Removes a parent-child relationship, if 
present, between nodes N and Af 
Walk Down walk Ja(N, t) Resturns a child specified by the type t of 
the parent N 
Walk Up walk ja (N) Resturns a parent of a child N 
Clone clone a (N) Returns a copy of a node N 
Search find(N, Af) Starting from the node N it searches a 
match for a node described by the node Al. 
Returns nodes which have been found 
Table 4.1: Atornic operations 
(1) cfass I= newl(Class) 
(2) Idl z newo(identirier) 
(3) modl = newt(Modifier) 
(4) idl - lvaP(; dl, name, MyClassl 
(5) modl = iva? (modl, sfaticlnmj 
(6) modl = ivaP(modl. modlype. 'publicl 
(7) classl =$8(dassl,; dl) 
(8) dassl =(Dl(dassl, modl) 
Figure 4.8: An example of a composition at the atomic level 
assigned with the value "true'. Afterwards, at the step (6), another its attribute modtype 
receives the value "public". Steps (7) and (8) compose defined instances together. The 
step (7) results attachment of an identifier to the class. At the step (8), the modifier is 
attached to the class. The processing of the sequence of steps results a tree that is depicted 
in Figure 4.9. 
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shows encapsulation 
shows aMbutes of nodes 
r encapsulated element Code fragment: 
---------- ----- -- I--- 
publi classýA:... 
classl tw- : 
----------- 
(Idid, Modd I 
name= 
type=public 
Figure 4.9: A code fragment encapsulated at the atomic level 
The figure shows the ASLT (at the left side) that encapsulates a code fragment (de- 
picted at the right side). The atom that represents the class contains two children atoms. 
These are the modif ier and the identif ier. 
4.6 Summary 
In this chapter we have shown the main concepts defined at the Atomic Level of compo- 
sition. We presented the collaborative ASLT approach, as well as a scope of using ASLT 
within the frame of this thesis. We introduced the notion of atoms and atomic operations 
thus classifying and adapting the ASLT terminology to the terminology defined in this 
thesis. 
Figure 4.10 shows the current progress of describing the levels of composition in 
the Neurath Composition Framework. With the bold line we marked the Atomic Level 
described in this chapter. 
The concepts defined at the Atomic Level of composition form basis for next level of 
composition. At the next Template Level a program code is composed with templates. 
Next section explains concepts defined at the Template Level. 
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Visualisation and 
Interaction Level 
1) Visualisation of domain knowledge 
2) Interpretation and forwarding of the 
designer's actions 
Target Domain Level 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 
3) Definition and interpretation of domain specific template 
composition languages 
Template Level 
1) Encapsulation of program code at the level of templates 
2) Manipulation with code templates 
3) Definition and interpretation of template composition languages 
Atomic Level 
1) Encapsulation of program code at the atomic level (terminals and non-terminais) 
2) Manipulation with encapsulated elements 
3) Generation of program code in files 




This chapter presents a composition system to build a program code with templates. The 
concepts thatform the composition system are united within a Template Level of composi- 
tion. We explain the concepts defined at this level. We introduce parts of the composition 
system such as a component model, composition technique and composition language. 
The component model is presented with Parametric Code Template components. The 
composition technique, that is presented with molecular operations, is a strategy to com- 
bine and configure PCTs. Further, we describe a simple composition language to form 
composition expressions. Afterwards, an implementation environment of the concepts de- 
fined at the Template Level is briefly described. The chapter is concluded with summary. 
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5.1 Introduction 
Compared to the atomic composition, that has been discussed in Section 4, a molecu- 
lar compostion works with groups of atoms and defines the dependencies between these 
groups. Each atom represents a distinct monolith construct within a program code. 
Groups of atoms together with their dependencies form a molecule or template. In terms 
of the program code a template is a group of program code fragments that can be applied 
together in order to implement a specified feature or behaviour. 
We define a molecular composition as a process of composing a program code with 
templates. Templates are described by a component model that is called Parameteric 
Code Template component model. This model specifies how code templates are encap- 
sulated, managed and cooperate with other templates. Additionally, we define molecular 
operations, which are manipulation rules that can be applied to one or more templates. 
Templates and molecular operations can be applied to develop and maintain a software 
system represented by fragments of program code written in some programming language 
(for example Java). 
Concepts related to the molecular composition are defined within the Template Level 
of composition. Further, we explain these concepts and their collaboration. Section 5.2 
introduces the concepts defined at the Template Level of composition. Afterwards, Sec- 
tion 5.3 presents a meaning of the template that is relevant to the context of the thesis. A 
PCT component model and molecular operations are described in Sections 5.4 and 5.5. 
Section 5.6 introduces a simple template composition language. An implementation en- 
vironment for the concepts from the Template Level are briefly presented in Section 5.8. 
Finally, a summary is given in Section 5.9. 
5.2 Architecure 
The Template Level defines concepts to solve an issue of composing a software system 
that is represented by a program code fragment, with templates. We recongnise the fol- 
lowing main questions, answers to which characterise a template-based composition pro- 
cess: 
1. How templates are encapsulated? 
2. How templates can be configured? 
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3. How templates interact with other templates? 
4. How new templates are defined? 
We try to answer these questions and provide a template composition system that 
inculdes the following: 
A template based composition language to form composition expressions, called 
PCT-L. 
-A composition technique, called molecular operations. 
-A component model, called PCT component model. 
Main components of the template composition system are PCTs and molecular op- 
erations. They can be composed in form of expressions defined by the PCT-L. Being 
processed expressions result in a transoformation of a program code. 
There are two main phases defined. The first phase is the composition system def- 
inition phase. At this phase a template composition language is provided by defining 
PCTs and molecular operations. The second phase is the design phase. During this phase 
the template composition language is used to design a software system. In the following 
sections we are going to give more details regarding both phases. 
5.2.1 Composition System Definition Phase 
At this phase the definition of the template composition language PCT-L takes place. 
Figure 5.1 depicts basic concepts which are playing a central role during the composition 
system definition phase. At the input for the Template Level the domain requirements 
are specified. These requirements are generated by the Domain Expert who is going to 
use the PCT-L at other levels of composition when designing a software system within 
a specific application domain. The domain requirements are processed into the template 
composition language PCT-L. 
The processing of the domain requirements is done by the Software Architect, who 
works on the language domain and is an expert in templates, software architectures, pro- 
gramming and so on in that fashion. In order to define PCT-L he operates with concepts 
defined at the Atomic Level and existing definitions at the Template Level. He may define 
new PCT components and molecular operations with help of atoms and atomic operations. 
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repositodes of templates 















atoms and atomic operations 
Figure 5.1: Concepts defincd at the Template Level of composition during the composi- 
tion system definition phase 
PCT components are formed according to the PCT component model. Molecular oper- 
ations are rules of how templates may be transformed. The production of the Software 
Architect that works at the Template Level during the composition system definition phase 
are repositories of templates and molecular operations suited to design software systems 
within specified application domain. 
5.2.2 Design Phase 
At the design phase the PCT-L is used to compose a software system within a specified ap- 
plication domain. The composition is seen as a sequence of molecular operations applied 
to PCTs. 
At the design phase the following routines are perfonned: 
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1. Formation of sentences of PCT-L. These are expressions that consist of molecular 
operations as operators and PCTs as operands. 
2. Processing of formed sentences of PCT-L. This initiates a transformation of a target 
program code that represents a software system. 
3. Forwarding atomic manipulation requests to the concepts defined at the Atomic 
Level. 
4. Description of the state of the designed system in terms of PCTs. The designed 
system is seen as one big template with number of nested templates. 
Figure 5.2 depicts basic concepts which are playing a central role during the design 
phase. At the design phase a program code is composed with templates. The specifi- 
cation of how templates will be manipulated is defined in form of a PCT-L expressions, 
which are sentences of the template composition language formed at the composition 
system definition phase. At the Template Level expressions can be effectively formed by 
Software Architect. Basically, operators of the expression are molecular operations and 
operands are PCTs. PCT-L expressions are processed according to the semantics defined 
in the molecular operations and PCTs. Being executed PCT-L expressions results in a 
new transformed template, shown in the figure as a cloud denoted with Template Model, 
that carries atomic structures (ASLT) and therefore a program code, representing a new 
state of the designed software system. 
5.3 Templates 
We define a template as a group of program code fragments that can be combined 
(merged) together in order to implement a specified feature or behaviour. Additionally, 
we define special requirements to templates: 
Modularity. A template is a module or unit of composition that has a well-defined 
interface by which it can be configured and analysed. 
Compositionality. Templates can be composed (combined) together in order to 
form new templates. 
Parameterisation. The structure of the template, as well as the values carried by the 
structure, are subjects or parameterisation. With the help of parameters provided a 
template can be configured. 
Fl 1-1 1 










emplate Model of d 
designed system 
. 
sequences or atomic 
operations and atoms 




Abstract Syntax P 
Language Tree PQ 
generates 
Program Code 
Figure 5.2: Concepts defined at the Template Level of composition during the design 
phase 
Reactivity (awareness). Changes occured within a template or outside of it may 
initiate a reaction of that template in order to adapt itself to these changes. 
To demonstrate what templates are lets consider the following examples. Listings 5.1 
and 5.2 show code fragments that can be considered as templates. Lets call them C1ass 
and Method respectively. 
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i1public class SomeClassf} 
Listing 5.1: Template Class 
t1public void someMethodol) 
Listing 5.2: Template Method 
Listing 5.3 shows the result of the composition of the templates Class and Method. 
The resulted code fragment is a class specification, that contains a method. 
I public class SomeClassf 




Listing 5.3: Composition of templates Class and Method 
Listing 5.4 shows theparameterisation of the template Property. By this template 
we mean a bean property design pattern in Java programming language that is commonly 
used. According to this pattern, a property with some name and of some type is declared, 
whose value can be set or retrieved. This pattern is used so that the program code can be 
executed when setting or retrieving property values. This results in that the property value 
does not need to be stored in a field, can be delivered lazily, setting the property can fire 
events etc. 
The template contains three fragments of code, which are a variable declaration and 
two methods. Those three fragments are often used together in a class to define a property 
that the instances of that class will have. The template specifies the two parameters type 
and property name. In the program code below we denote parameters of templates 




private <type> <property name>; 
public void set<property name>(<type> <property name>)( 
this. <property name> = <property name>; 
I 
public <type> get<property name>M 
return <property name>; 
Listing 5A Parameterised template Property 
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Listing 5.5 defines a template Property with the two parameters type and property 
name assigned with the values int and property. 
1 
Listing 5.5: Template Property with parameters set 
The example also shows that by the parameters it is possible to establish dependencies 
between parts of a template. 
The next example shows the reactivity of templates. Listing 5.6 shows a template with 
a code fragment that prints the value of the declared variable. Such a code fragment can 
be part of the class specification. Imagine that a template is defined as if a new variable is 
declared, the method will be automatically extended with specification to print the value 
of the new variable. This is shown in Listing 5.7 
2 
3 
private int property - 10; 
public void printInfoo( 
System. out. println(property); 
4 
Listing 5.6: A template that reacts on a new variable declaration which is added (the 
reaction specification is not shown in the listing) 
1 private int property 10; 
private String name "Newton"; 
public void printInfoo( 
System. out. println(property); 
System. out. println(name); 
Listing 5.7: The result of adding the new variable declaration into the template 
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To generalise code templates we propose a component PCT model to encapsulate tem- 
plates according to defined requirements and a composition technique, called molecular 
operations, to manipulate with templates. 
5.4 Parametric Code Templates 
PCTs are components that encapsulate code templates which are accessible by the inter- 
face that a PCT provides. PCTs can be seen as managers of fragments of a program code. 
They have got all of the necessary knowledge about that fragment. Each PCT definition 
represents a type or a class and can be instantiated. Each instance of PCT manages a 
concrete instance of code fragment (template). 
Figure 5.3 depicts the general idea of the PCT component model. 
PCT 
Fragment I "" Prograni 
code 
Interface Fragment 2 
Manages Fragment n a 
Figure 5.3: The basic idea of a PCT 
The program code, which is encapsulated by a PCT, is managed by the defined inter- 
face. The following management routines are feasible: 
1. It contains one or more fragments of a program code. New fragments can be added 
and already encapsulated fragments can be removed. 
2. Any construct of the program code can be parameterised via a variable (parameter). 
I: n relationships may exist, where n is a natural number. New parameters can be 
defined and existing ones removed. Parameters can be set with a concrete value(s) 
and their value(s) can be requested. 
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3. The structure of a PCT (fragments and their interrelationships) is a subject of pa- 
rameterisation as well. 
4. PCT provides analysis (or reflection) mechanisms. For example, specific templates 
that a PCT is holding can be requested. 
5. It may specify a reaction mechanisms on certain events. 
5.4.1 Architecture of PCT 
In order to perform specified management routines, the PCT component model defines 
the following concepts: 
1. A PCT module. It is a container where code fragments, forming a template or other 
PCT modules, are kept. In case of holding only one code fragment, the PCT module 
is referred to as PCT leaf, otherwise the PCT module is called a PCT container. 
All PCT modules held by a PCT module are called composites. A PCT module 
specification is denoted with a name called type name. 
2. An interface to the PCT module through which a template is managed. 
3. Parameters. Variables mapped to the concrete constructs that are in code fragments. 
There could exist 1: 1 and I: n relationships between variable and constructs. 
4. Managment bahaviour. This behaviour is represented by methods that define con- 
figuration schemes for the PCT. These methods are accessible through the interface. 
5. Awareness constraints. Event-based mechanism to provide the reactivity of PCTs. 
Awareness constraints are the specification of reactions on various events. 
6. The PCT component model uses an ASLT [93] to describe code fragments. 
7. Relations. Relationships between code fragments may be defined. For example, if 
one code fragment is contained within another code fragment, a "merged" relation- 
ship exists. 
Figure 5.4 depicts an example of a PCT and describes all items a PCT is consti- 
tuted with. The (a) part shows the PCT named PCT Class. It contains only one code 
template represented by atomic elements (ASLT structure). The PCT Class defines 
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the parameters paraml and param2. They are mapped to some constructs of the pro- 
gram code represented by the nodes of the ASLT. The PCT also defines a management 
behaviour addStatement (). The rectangle with contraints denote design context re- 
activity specifications for the PCT. 
The (b) part depicts the PCT container named PCT Result. It contains two com- 
posites. One of them is an instance of PCT Class. The lines with arrows (both sides 
are arrowed) inside the PCT Result represent the mappings between the parameters 
which are defined by the PCT Result and the parameters defined by the composites. 
The figure also shows the "merged" relationship between the PCT Class and the PCT 
Property. This relationship means that the templates are connected at the ASLT level. 




type name -a.. mergedrelation 
Interface 





-para 1> %% 
-cparer % %. PCT., 
module 
(a) ASLT (b) 
nodes 
Figure 5.4: Examples of PCTs: (a) -a PCT-leaf and (b) -a PCT container that contains 
composites 
5.4.2 Example of a PCT 
This section demonstrates the encapsulation of a code fragment according to the PCT 
component model. The target code fragment is shown in Listing 5.8. 
i1public class <className>f 
private <type> <property name>; 
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public void set<property name>(<type> <property name>)( 
this. <property name> = <property name>; 
I 
public <type> get<property name>()( 
return <property name>; 
I 
Listing 5.8: A code fragment encapsulated by a PCT 
The code fragment is a program written in Java programming language. It specifies a 
class with some name, that contains one property that has some name and is of some type. 
A PCT for the code fragment may contain the following items: 
1. A PCT module that manages a code fragment that defines a class, which type name 
is PCT Class. Its interface defines the parameter cName. 
2. A PCT module that manages a code fragment that defines a property, which type 
name is PCT Property. Its interface defines the parameters pType and the 
pName. 
3. A PCT module that manages a code fragment that consists of fragments encapsu- 
lated by the PCT Class and the PCT Property. The type name of this PCT 
module is PCT Result. Its interface defines the parameters cName, pType, 
pName. These parameters are mapped to the corresponding parameters of the com- 
posites. 
Figure 5.5 schematically shows three code fragments encapsulated by PCT Result, 
PCT ClassandPCT Property. The arrows between two code fragments mean that 
these fragements are merged. 
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PCT Class PCT Property PCT Result 
fI 
public class <cName>( 
} 
I 
private <pType> <pName>; 
public void set<pName>(<pType> <pName>)(I 
I- this. <pName> = <pName>; 
public <pType> get<pName>(g 
return <pName>; 
Figure 5.5: Code fragments encapsulated by the PCT Result 
According to the simple visual notation used in Figure 5.4, the architecture of the 
defined PCTs will be depicted as in Figure 5.6. 
explanation PCT Class 
detailed view 
parametrization 
-. o.. morged'r-elation 








Figure 5.6: Structure of the sample PCT Result 
The figure does not show details held by ASLT structures. Instead we further pro- 
vide a Figure 5.7 to show how the parameters of PCT ClassandPCT Propertyare 
mapped to the carried ASLT structure. 
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Figure 5.7: An architecture of the PCT Result 
Figure 5.7 shows two templates (PCT leaves) PCT Class and PCT Property 
that encapsulate code fragments of the example. Code fragments are shown at the atomic 
level as ASLT data structures. The bold text pieces cName, pType and pName denote 
pararricterised atoms in the ASLT. 
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5.4.3 Template Architecture Diagram 
We defined the template architecture diagram which is needed to show the organisation of 
PCTs. This includes information about the composites of the PCT, relationships between 
them, as well as parameters and their relationships. 
Figure 5.8 shows an example of the template diagram. The figure shows the PCT 
called SomePCT. It contains three composites which are ClassPCT, PropertyPCT 
and Statement; PCTLeaf. A diamond-like element, that contains a string inside, de- 
notes aparameter. SomePCT defines oneparameter className. The relationship with- 
out an arrow shows mapping to parameters of composites defined inside. The arrow with 
an arrow denotes the "merged" relationship between the composite, which means that 
their atomic structures are merged. 
SomePCT 
ClassPCT 
<ý ýl N e` <cl sN ý> c ass am > as ame 
PropertyPCT 








Figure 5.8: An example of template diagram 
These kinds of diagrams are used in Chapter 8. 
Figure 5.9 shows an extract of the PCT Class hierarchy. 
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Figure 5.9: UML class diagram: PCT Class hierarchy (extract) 
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5.4.4 PCT Class Hierarchy 
PCTs are defined according to the object-oriented technology, when a system is built as a 
group of interacting objects. Each object represents some entity of interest in the system 
that is being modeled, and is characterised by its class, its state, and its behaviour. We 
have introduced object-oriented systems in the literature review 2.6.2. 
PCT types are defined as classes. We apply the concept of inheritance when new 
classes are formed by using classes that have already been defined. The most common 
characteristics are defined in the very base class (super class). Further PCT types are 
specified by extending this base class or other alerady defined PCTs, forming the PCT 
class hierarchy. Iheritance provides the support for representation by categorisation. An 
advantage of inheritance is that modules with sufficiently similar interfaces can share a 
lot of code, reducing the complexity of the program. 
To simplify, we only show relevant attributes of classes and do not show be- 
haviour aspects. PCT leaves are defined by the class Abstract: PctLeaf. These are 
ClassPCTLeaf, BlockPCTLeaf and so on. PCTs that can contain other PCTs are 
defined by the class Abstract: Pct. Those PCTs are used to form code templates that 
consist of other ones. The figure depicts two of this kind, which are ClassPCT and 
PropertyPCT. 
5.4.5 PCT Leaves 
Basically, all PCT leaves are defined by the class AbstractPctLeaf. All PCT leaves 
have the following common features: 
1. They hold an ASLT structure that describes a program code fragment. This struc- 
ture can be assigned or requested. 
2. They define an initialisation pattem that should have been used by all derived 
leaves. The initialisation pattern is a mechanism that we have defined to correctly 
initialise a PCT leaf. The initialisation assumes the creation of an intial atomic 
structure (ASLT) that is carried by the leaf, definition of parameters and the speci- 
fication of connections between them and the atomic structure (ASU). 
3. They own a reference to the PCT (non-leaf) which is a parent. A parent PCT repre- 
sents a template, part of which are children PCTs. 
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4. They define some additional behaviour that is a subject of extension. This includes 
the ability to clone, to generate the code, to persist itself or to load a persisted object. 
5. They define a reaction on a composition event, when a leaf is added into 
the container as a composite. This behaviour is part of an injection pat- 
tern. The reaction on a composition event is defined by the abstract method 
injectInto (AbstractPct pct). This method is automaitically called 
when the PCT is added into the PCT container. 
Figure 5.10 depicts a UML class diagram that describes the class 
Abstract; PcUeaf with its most relevant attributes, bahaviours and relationships. 
PCTLeafinterface 











Figure 5.10: UML class diagram: PCT leaf 
The basic common behavour of PCT leaves is expressed through the methods de- 
fined in the interface PCTLeaf Interface which is implemented by the abstract class 
AbstractPctLeaf. It is shown that each PCT leaf holds a root node of the type 
ASLTiavaNode. This is the root of an ASLT that describes a program code fragment 
carried by a PCT leaf. The methods setRoot () and getRoot () are defined to assign 
new root or to request a defined one. 
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5.4.6 Leaves Initialisation 
The methods initializeLeaf (), initial izeAtomicStructure (), 
initializeParameters () are related to the already mentioned initialisation pat- 
tem. This pattern standardises the initialisation during the instantiation of a leaf. If 
implemented correctly the pattern is activated during the leaf instantiation and does the 
following: 
1. Starts an initialisation of an atomic structure (ASLT). Initialisation means the gener- 
ation of an ASLT structure for the encapsulated code fragment. This initialisation, 
specified with the method initial i zeAtomicStructure (), has to be de- 
fined by each derived leaf. 
2. Saves the reference to the initialised ASLT. 
3. Starts an initialisation of parameters. Variables are defined and connected to the 
ASLT nodes that are targets of parameterisation. With the connection, a value 
that is set to a variable, will be correctly passed to the connected node(s) in the 
ASLT and assigned to some attributes. This initialization, specified with the method 
initializeParameters (), has to be defined by each derived leaf. 
Figure 5.11 depicts a UML activity diagram. It shows dynamic aspects of the sys- 
tem concerning the initialization pattern discussed above. The process of initialization is 
started when the class is instantiated. 
With the method isLeaf Initialized () the leaf can be requested, if it has been 
initialised. 
5.4.7 Derived PCT Leaves 
Derived PCT leaves extend already defined ones (see Figure 5.12). 
When defining a new PCT leaf, there are some rules that exist to provide initialization 
and management mechanisms as well as certain reaction mechanisms. With those mech- 
anisms all leaves can be handled in a standard way. Derived PCT leaves have to meet the 
following requirements: 
1. Call an initialization routine of the super class. 
2. Overfide a method initializeAtomicStructure (). 
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Figure 5.11: UML Activity diagram: Initialization of a PCT leaf 
3. Ovenide a method initializeParameters (). 
4. Define parameters, methods to access them (assign and request a value) and es- 
tablish connection to one or more objects of the atomic structure (ASLT). These 
objects can for example be attributes of nodes, nodes themselvs, groups of nodes 
and groups of attributes. 
5. Define management behaviour when the PCT leaf is able to configure its structure 
in somc way. 
6. Specify a reaction on the merging with another PCT, by overriding the method 
injectIntoo. 
When these requirements are met, the derived PCT leaf will have the initializaion be- 
haviour during the instantiation as shown in the activity diagram (see Figure 5.13). 
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Figure 5.12: UML Class diagram: Derived PCT leaf 
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Figure 5.13: UML Activity diagram: Initialization of a derived PCT leaf 
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The ASLT structure and the values carried by that structure are subjects of parameter- 
ization. One or more values caried by the ASLT can be parameterised through a variable. 
We call this variable a parameter of the PCT leaf. Figure 5.14 shows some PCT leaf, 
which carried ASLT structure is parameterised with the parameters (variables) a, b, c. 
PCT leaf 
%Z Z-- 
Figure 5.14: Parameters in the PCT leaf 
These variables represent three different types of parameterization. With the param- 
eter a an attribute of one node can be assigned with a value. This is a "I to P relation- 
ship. The parameter b has got a "I to many" relationship. The parameter c: represents 
complexer parameterization, when assigning the value to c: causes assigning the same 
or changed value to a and b. There could be more strategies defined of how the values 
carried by ASLT nodes can be parameterised. 
The parameterization of the ASLT structure carried by PCT leaf is defined with so- 
called management behaviour (or also management methods). These are methods that 
specify configuration routines of the ASLT which are typical for the PCT leaf. 
5.4.8 PCT Containers 
PCT containers can contain other PCTs (that are leaves as well ). PCT containers are 
necessary to specify more complexer templates formed with other existing templates. 
All PCT containers are defined by the class AbstractPct that specifies the following 
behaviour: 
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1. Holds other PCTs, both containers and leaves. All contained PCTs are called com- 
posites. Composites can be flexibly added and removed. There is a so-called "add 
and merge" behaviour defined when the reaction request is addressed to the com- 
posite which is being added. The "add and merge" behaviour is part of a so-called 
injection pattern. 
2. Does not hold an atomic structure (ASLT). But composites that are leaves may do. 
3. Specifies analysis behaviour. For example the search of composites by their type. 
Figure 5.15 depicts a UML class diagram that describe the class AbstractPct. This 
class describes the PCT containers. 
PCTLeaflnterface 













Iftomposites : AbstractPctLeafa 
+addComposite(inout pct: AbstractPctLeaf) 
+removeComposite(inout pct: AbstractPctLeaf) 
+addCompositeAndMerge(Zoll child: AbstractPctLeaf) 
+nonDeepSearchCompositeOfType(inout type: String): AbstractPctLeaf 
Figure 5.15: UML class diagram: PCT container 
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As the diagram shows, PCT containers extend PCT leaves. The meth- 
ods addComposite () and removeComposite () are used to control 
the amount of composites that are held by a PCT container. The method 
addCompositeAndMerge () is not only needed to add a new compos- 
ite but also to intiate a reaction on the composition event. The method 
nonDeepSearchCompositeByType () represents an analysis mechanism that 
can be used to investigate a container. Finally, the method disposePct () is overid- 
den. This method is needed to destroy a PCT. It initiates a process of disposal of its 
composites. 
5.4.9 Merging Composites 
Composites may be related or not. If composites are not related, there is no existing 
dependency between these composites. So, if one PCT is deleted it does not cause changes 
in the program code held by another PCT. A relationship between composites, if existing, 
can be of very different nature. Such relationship is established automatically when a PCT 
is being added as a composite into a container. When that happens, a composite which is 
being added, receives a so-called "Merge" event. By the "Merge" event a specification of 
the environment, wherein the composite is added, is passed. The composite may define 
a reaction on this event. Typically, reaction means an integration into the environment 
wherein the composite is added. The process of adding a composite and merging is shown 
in Figure 5.16. 
The UML activity diagram shows a workflow which is involved when a PCT is added 
into the PCT container using an "Add and merge" scheme. This scheme is specified by 
the method addCompositeAndMerge () within a PCT container. 
5.4.10 Derived PCT Containers 
The basic behaviour of a PCT container is defined with the class AbstractPct. De- 
rived classes extend this super class, forming a PCT class hierarchy (we have specified it 
in Section 5.4.4). Figure 5.17 depicts a UML class diagram that shows method signatures 
which are specifying the behaviour the derived PCT container class has got. 
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Figure 5.16: UML Activity diagram: Merging Composites 
AbstractPct 
: AbstractPctLeafa 
addComposite(inout pct: AbstractPctLeao 
removeComposite(inout pct: AbstractPctLeao 
addCompositeAndMerge(inout child: AbstractPctLeao 
nonDeepSearchCompositeOfType(inout type : String): 
I <Derived PCT Container> I 
+<Derived PCT Container>() 
+<access to parameters>() 
+<management behaviour>() 
+injectinto(inout pct : AbstractPct) 
Figure 5.17: UML Class diagram: Derived PCT container 
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Each method denoted with < ... > represents a stereotype of behaviour that 
has to be 
implemented. The meaning of stereotypes are sprecified in Table 5.1. 
Stereotype meaning 
<Derived PCT Container> Represents a type name of the new 
PCT container. The method signature 
<Derived PCT Container>() represents 
a constructor 
<access to parameters> Represents methods through which parameters 
can be assigned with a value or their actual value 
can be requested 
<management behaviour> Represents methods through which the structure 
of the PCT can be configured 
Table 5.1: Derived PCT container: behaviour stereotypes 
The parent PCT container may contain such composites as PCT leaves and PCT con- 
tainers. The parameters of the parent container are mapped to the parameters defined by 
its composites. Relationships between the parent's and the composite's parameters are 




Figure 5.18: Parameters in the PCT container 
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An access to the parameters is managed by the methods setXXX () and getXXX 
where XXX is the name of the property, the first letter of which is in the upper case. 
The management behaviour is defined by additional methods. There is a wide spec- 
trum of what management could be. The configuration of a PCT is the common for all 











Figure 5.19: Management behaviour in the PCT container. (a) - PCT container with mo 
management behaviour defined; (b) -a structure of the PCT container after method mo is 
called 
The figure shows a structure of the PCT container before calling the method m () 
and afterwards. Part (a) shows the PCT container that has a parameter b mapped to 
the parameter h of its composite. The method m () defines a management behaviour. If 
called, it generates a composite, merges with the composite initialy presented, and extends 
an interface with a new parameter mapped to the newly generated composite. 
5.5 Molecular Operations 
PCTs are half-passive entities. Passive means that they themselfs cannot cause a trans- 
formation of the target software system. The reason for the prefix "half' is that reaction 
mechanisms can be specified for a PCT by demand so that the PCT becomes able auto- 
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matically reacting on certain events coming from the environment (other PCTs). Events 
are initiated by applying molecular operations. 
A Molecular Operation (MO) is a rule to manipulate with one or more PCTs- A 
manipulation typically is a mixture of the analysis and transformation routines. 
Analysis routines are needed to request a strucuture of PCTs in order to perform a cer- 
tain act of manipulation. Analysis routines take place in forming pre- and post-conditions. 
We use the term transformation to denote the process of changing one code fragment into 
another. 
Add/remove/set/request parameters and composites, instantiate/remove/merge/search 
PCTs are the examples of what molecular operations can do. Molecular operations may 
be formed with defined atomic operations and other molecular operations. We specify 
some examples of molecular operations in Table 5.2. 
Name Notation Description 
Instantiation new"' (t) Creates and returns a new instance of a type 
t 
Set Parameter setP'(N, p, v) Sets the value v to the parameter p of the 
PCT N 
Merge Vn (N, M) Merges (binding at the atomic level) the PCT 
N and the PCT M according to their reaction 
on the "merge" event. 
Add/remove Compos- +dln(N, M), Adds/Removes the specified composite M 
ite -c! '(N, M) into/from the PCT N 
Search first composite ? dm(N, t) Searches within the PCT N for a composite 
by type of type t 
Table 5.2: Molecular operations 
5.5.1 Architecture of a Molecular Operation 
We show the basic architecture and behaviour of molecular operations by using 
object-oriented technology. A molecular operation is defined as a type in the 
class Abstractoperation. This class collects features that are common for 
all derived molecular operations. Figure 5.20 depicts a UML class diagram of 
AbstractOperation. 
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Figure 5.20: UML Class diagram: abstract class AbstractOperation 
Basically, the class AbstractOPeration defines a quite minimal behaviour. It is 
expressed by two methods. The first one is the resetOperation () that brings the 
molecular operation into the initial state. The second one is isProcessed that can 
be used to request the molecular operation if it has already been processed. 
5.5.2 Molecular Operations Class Hierarchy 
In the same fashion as PCTs, molecular operations are defined according to the object- 
oriented technology, when a system is built as a group of interacting objects. We explain 
the class hierarchy of molecular operation in the same fashion as we have done for PCTs 
in Section 5.4.4. 
Object-orientation assumes, that each object represents, some entity of interest in the 
system being modeled, and is characterised by its class, its state, and its behaviour. We 
have introduced object-oriented systems in the literature review 2.6.2. 
Molecular operations are defined as classes. We apply the concept of inheritance when 
the new classes are formed by using classes that have already been defined. The most 
common characteristics are defined in the very base class (super class). Further types of 
molecular operations are specified by extending this base class or other alerady defined 
ones, forming the class hierarchy of molecular operations. Iheritance provides the support 
for the representation by categorization. An advantage of inheritance is that modules with 
sufficiently similar interfaces can share a lot of the code, reducing the complexity of the 
program. Figure 5.21 shows an extract of the PCT class hierarchy. 
5.5.3 Derived Molecular Operations 
Derived molecular operation extend already defined ones (see Figure 5.22). 
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I AbstractOperation 
I#Drocessed : boolean 
: boolean 
mergq_mo II Delete-MO 
Figure 5.21: UML Class diagram: class hierarchy of molecular operations 
I AbstractOperation 
I#Drocessed : boolean 
OA 
OA 
<Derived Molecular Operation> 
Molecular Operation>() 
to parameters>() 
): AbstractPctLeaf II 
Figure 5.22: UML Class diagram: derived molecular operations 
The figure shows that the category of molecular operations, represented by the class 
Molecularoperation, is separated from the category of atomic operations, repre- 
sented by the class Atomicoperation. The derived class that represents a new molec- 
ular operation extends the class MolecularOperation. It may be composed with 
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other already defined atomic and molecular operations. This is shown with composition 
dependencies. 
In the derived class, denoted as <Derived Molecular Operation>, each 
method denoted with < ... > represents a stereotype of 
behaviour to be implemented. 
The meaning of stereotypes are the following: 
<Derived Molecular Operation>. Represents a type name of the new molecular 
operation. The method signature <Derived Molecular Operation> () represents 
a constructor. 
<access to parameters>. Represents methods through which parameters of the 
molecular operation can be assigned with values or their actual value can be requested. 
The method operate () is the core method of the molecular operation. This 
method implements a manipulation rule of the molecular operation. With the method 
ge t Re su1t () the PCT, that is the result of the operation, may be requested. 
Further we introduce three basic molecular operations that are used at the Template 
Level of composition. 
5.5.3.1 "Instantiate" Molecular Operation 
Ile molecular operation "Instantiate" is one of the basic operations in the template-based 
composition. It is used to create exemplars of PCTs according to their type specification. 
Figure 5.23 shows the specification of the class representing the "Instantiate" molecular 
operation. 
The operation is defined by the class Instant iate-MO. The class has a dependency 
relationship with the class Atomicoperation that represents atomic operations. This 
relationship means that atomic operations are involved during the processing of the "In- 
stantiate" molecular operation. Fields and methods of the class Instantiate-MO are 
described in Table 5.3. 
Fields/Methods Description 
pctTypeName The parameter of the molecular operation that 
represents a name of the PCT type that is to be 
instantiated with the molecular operation 
instance An exemplar that is created when the operation 
is processed 
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Fields/Methods Description 
-1 
Instantiate-MO A constructor with no arguments. May be called 
when an exemplar of the operation is created 
Instantiate-MO A constructor with the argument 
(pctTypeName: String) pctTypeName of type String. The ar- 
gument represents a name of the PCT type 
which is supposed to be instantiated with the 
operation 
setPctTypeName A method to assign the value to the 
(pctTypeName: String) pctTypeName 
getPctTypeNameo: String The method returns the value of the parameter 
pctTypeName 
operateo Generates an exemplar of PCT type specified by 
the parameter pctTypeName 
getResulto Returns the result of the operation hold by the 
variable instance 
Table 5.3: Fields and methods of the class Instantiate-MO 
The method operate () that contains the core semantics of the "Instantiate" opera- 




public operateo( ... 
(1) Class-theClass, - Class. forName(getPctTypeNameo); 
(2) Object instObJ theClass. newInstanceo; 
(3) instance (AbstractPctLeaf) instObj; 
(4) processed true; ... 
Listing 5.9: Method operateo of the "Instantiate" molecular operation 
The method operate () defines four main steps. At step (1) and (2) the reflection API 
of the Java programming language is used in order to instantiate an exemplar theClass 
of a type specified by pctTypeName variable. The value of that variable is requested 
with the help of method getPctTypeName (). At step (3) a reference to the cre- 
ated exemplar is casted into the correct type AbstractPctLeaf and saved into the 
variable instance. At step (4) the state of the operation, represented by the variable 
processed, is set to "processed". 
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Instantiate MO(inout pctTypeName : String) 
setPctTypJiNIame(inout pctTypeName : String) 
getPctTypeNameo: String 
: AbstractPctLeaf 
Figure 5.23: UML Class diagram: "Instantiate" molecular operation 
The method operate () does not directly use any atomic operations. However they 
are used when a PCT is instantiated. When that happens, its constructor is automatically 
called. According to the initialization pattern described in Section 5.4.6, an atomic struc- 
ture is initialised. At this time the atomic operations, such as an instantiation of an ASLT 
node, are used. 
5.5.3.2 "Merge" Molecular Operation 
The molecular operation "Merge" is one of the basic operations in the template-based 
composition. It is used to compose two PCTs. One of it is a container and the other 
one is a composite. Besides, the molecular operation initiates a "Merge" event, causing 
a reaction of a composite on the new parent environment where it is placed. Figure 5.24 
shows the specification of the class representing the "Merge" molecular operation. 
The operation is defined by the class Merge-Mo. The class has a dependency rela- 
tionship with the class AtomicOperation that represents atomic operations. This re- 
lationship means that atomic operations are involved during the processing of the "Merge" 
molecular operation. Fields and methods of the class Merge-Mo are described in Table 
5.4. 
Fields/Methods Description 
compositePct The parameter of the molecular operation that represents 
a composite that the operation is adding into the parent 
PCT container 
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Fields/Methods Description 
parentPct The parameter of the molecular operation that represents 
a parent container wherein the composite is going to be 
added 
Merge-MO() A constructor with no arguments. May be called when 
an exemplar of the operation is created 
Merge-MO A constructor with the arguments parentPct and 
(parentPct: ... compositePct representing a parent container and a 
compositePct: ... composite respectively 
setParentPct A method to assign the value to the parameter 
(parentPct: ... parentPct 
setCompositePct A method to assign the value to the parameter 
(compositePct: ... compositePct 
getParentPcto Returns a value of the parameter parentPct 
getCompositePcto Returns a value of the parameter compositePct 
operateo Adds a composite compositePct into the PCT par- 
ent container parentPct and initiates a notification of 
the compositePct with the event "Merge". This may 
cause a reaction on the composite, if defined. Section 
5.4.9 gives some additional information on merging. 
getResulto Returns the result of the operation held by the parent 
container (variable parentPct) 
Table 5A Fields and methods of the class Merge-MO 
The method operate () , that contains the core semantics of the "Merge" operation, 
is shown in Listing 5.10. 
public operateo( ... 
(1) parentPct. addCompositeAndMerge(compositePct); 
(2) processed - true; ... ) 
Listing 5.10: Method operateo of the "Merge" molecular operation 
The method operate () defines two main steps. Step (1) gives a command to the parent 
PCT container (variable parentPct) to add a composite (variable compositePct) 
and to notify this composite with the "Merge" event. This will cause a reaction on the 
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AbstractPct, inout compositePct: 
setParentPct(inout parentPct : AbstractPct) 
setCompositePct(inout compositePct: AbstractPctLeaQ 
getParentPcto : AbstractPct 
oetCompositePctO: AbstractPctLeaf 
etResulto : AbstractPctLeaf 
Figure 5.24: UML Class diagram: "Merge" molecular operation 
compositePct (if this composite defines a reaction). We have already introduced 
this in Section 5.4.9. At step (2) the state of the operation, represented by the variable 
processed, is set to "processed". 
The method operate () does not directly use any atomic operations. However they 
may be used when the composite is reacting on the "Merge" event. 
5.5.3.3 "Delete" Molecular Operation 
The molecular operation "Delete" is one of the basic operations in the template-based 
composition. It is used to remove a specified PCT instance. The molecular operation 
initiates a "Dispose" event that is sent to the instance that has to be removed. This in- 
stance reacts on the event by performing a correct removing itself. Figure 5.25 shows the 
specification of the class, representing the "Delete" molecular operation. 
The operation is defined by the class Delete-MO. The class has a dependency rela- 
tionship with theclass Atomicoperation thatrepresents atomic operations. This rela- 
tionship means that atomic operations are involved during the processing of the "Delete" 
molecular operation. Fields and methods of the class Delete-mo are described in Table 
5.5. 
The method operate () that contains the core semantics of the "Delete" operation 
is shown in Listing 5.11. The method operate () defines two main steps. At step (1) 
the "Dispose" event is sent to the PCT instance (variable targetPct) which is going 
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AtomlcOp 
Delete-mo 
t targetPct : AbstractPctLeaQ 
)ut targetPct : AbstractPctLea 
AbstractPctLeaf 
: AbstractPct 
Figure 5.25: UML Class diagram: "Delete" molecular operation 
Fields/Methods Description 
targetPct The PCT instance which is to be removed 
Delete-MO A constructor with no arguments. May be called when 
an exemplar of the operation is created 
Delete-MO 
targetPct: ... 
A constructor with the argument targetPct that rep- 
resents a PCT instance to be removed 
setTargetPct 
(targetPct: ... 
A method to assign the value to the parameter 
targetPct 
getTargetPcto Returns a value of the parameter targetpct 
operateo Sends a "Dispose" event to the PCT instance 
getResulto Returns a reference to the PCT container, that the re- 
L_ 
moved composite has had before removing 
Table 5.5: Fields and methods of the class Delete-MO 
to be removed. The sending of a "Dispose" event is expressed via calling the method 
disposePct 0 that is part of the PCT specification. This will cause a reaction on the 
targetPct (if this composite defines areaction) on the event. Atstep (2) the state of the 
operation, represented by the variable processed, is set to "processed". The method 
operate 0 does not directly use any atomic operations. However they may be used 
when the composite is reacting on the "Dispose" event. 
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I public operateo( ... 
(1) targetPct. disposePcto; 
(2) processed = true; ... ) 
2 
3 
Listing 5.11: Method operateo of the "Delete" molecular operation 
5.6 Expressions 
Sentences of PCT-L are expressions that consist of molecular operations as "operators" 
and templates as "operands". Expressions are described and processed with the help of an 
abstract syntax tree-like datastructure, further referred to as expression tree. Figure 5.26 
shows schematically how such a tree is defined. 
Figure 5.26: An expression tree 
With red colour the predefined templates from the common repository are marked. 
The expression tree shows the order in which operators are applied to group of operands 
as well as order within these groups. The arrow on the top of the expression means the 
resulted value. Consider the example of an expression shown in Figure 5.27. 
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new )k new 
MethodPCTLeaf II MethodPCTLeaf, 
Figure 5.27: An expression shown as a tree 
Ile depicted example consists of three molecular operations: one merge and two new. 
During processing of the expression, firstly the new operations are processed in order to 
obtain input for the merge operation. 
We use object-oriented technology to describe expressions. Each node in 
the expression tree is represented by an object that is an exemplar of the class 
AbstractPctlExpressionNode. Figure 5.28 shows a specification of this class. 




K(inout node: TreeNode) 
nt(Inout parent: TreeNode) 





ren : TreeNodea 
, ateo *. AbstractPctlExpresslonNode 











Figure 5.28: UML Class diagram of the class AbstractPctlExpressionNode representing 
nodes in the expression tree 
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According to the UML Class diagram, each node in the exression tree has the follow- 
ing behaviour: 
1. Each node is a tree node. This is shown with the "realization" relationship between 
the class AbstractPctlExpressionNode and the interface TreeNode. 
That means: 
(a) A node may have multiple children nodes (methods children 0, 
getChildAt (), getChildCount () and getIndex 0). A compo- 
sition relationship shows that the children of a node have tree node behaviour 
(the class TreeNode). 
(b) If a node is not a root of the expression tree, it has one parent node (accessed 
via methods setParent () and getParent () ). 
(c) A node may be defined as a leaf (this is requested with the method 
isLeaf ()). 
2. Each node in the tree, if not a leaf, represents a part of the whole expression. Each 
node is able to initiate a processing of a part of expression it holds (the method 
operate () ). The result is held by each root of a sub-tree, that represents an 
expression and may be accessed via the method getResult (). 
3. Nodes in the expression tree are molecular operations and PCTs. This is shown 
with the generalization relationships 
An expression defined via linked objects (nodes) in tree form can be executed by 
calling operate () method of the root object (node). The way of how expression is 
processed can be described with the flowchart depicted in Figure 5.29. 
Initially, all preconditions are checked which may include checking if operation has 
been already processed, if all parameters are of correct types and have correct states. 
If all requirements are met, then all sub-trees are recursively executed by calling the 
operate () method for each sub-root. Once, all sub-expressions are calculated the op- 
eration starts working with its parameters. Typically these parameters denote PCTs which 
should be reconfigured. The operation analyses and re-configures them. If there are no 
failures occurred, the flag that denotes completeness of processing is set. 
Fl-4-51 
CHAPTER 5. TEMPLATE LEVEL 
IITD 
operateo 
" Checking ' 
preconditions. 
re they met?, 
operateo 
Figure 5.29: A flowchart of an algorithm for processing a PCT-L expression 
5.7 Development of PCTs and MOs 
PCTs and MOs specify design strategies of a programmer. Few examples follow: 
Fl-4 6- 1 
5.7. DEVELOPMENT OF PCTS AND MOS 
A Property PCT and Delete MO specify a strategy to extract a property, de- 
fined via a variable declaration and variable access methods, from a specified class. 
-A Constructor PCT and a Delete MO specify a strategy to extract a construc- 
tor from a specified class. 
eA Thread PCT and a Merge MO specify a strategy to embody a thread mecha- 
nism into a specified class. 
Normally for a given programming language, in our case Java, there is a core repos- 
itory of PCTs and MOs. Typically the repository is formed at least with the following 
elements: 
9 Instantiate, Delete and merge molecular operations and 
- PCTs representing non-terminals of a given programming language. 
We have implemented a basic repository which has more than enough elements 
needed for building up use case composition systems presented in Chapter 8. Moreover, 
other composition systems can be defined using the repository. The repository contains 
23 PCTs and 10 MOs. Tables A. 2 and A. 3 from Appendix A list PCTs and MOs from 
the repository we created for the Java programming language. Complete specifications 
of PCTs can be found in Appendix A. 2. Other specifications, including specifications of 
MOs, may be downloaded from [96]. 
By demand a repository can be extended with new PCTs and MOs. To define a new 
PCT in order to fulfil a given design requirement the following steps have to be gone 
through: 
I- Specify a design requirement. 
2. Define a set of fragments of a program code and identify their borders of structural 
configurability and dependencies between these fragments. 
3. Create PCT leaves for fragments which have to be managed at the atomic level. 
Implement parameters and management behaviour for specified configurability bor- 
ders. Implement reactivity behaviour for needed events. 
4. Create PCT containers for fragments which have to be managed at the template 
level. Implement parameters and management behaviour for specified configura- 
bility frames. Implement reactivity behaviour on needed events. 
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5. Combine PCT leaves and PCT containers into a final PCT container. Implement 
parameters and management behaviour for specified configurability frames. Imple- 
ment initialisation of the final PCT container. Implement reactivity behaviour on 
needed events. 
To define a new MO the following steps have to be gone through: 
1. Specify code fragments in form of PCT which are going to be subjects of manipu- 
lation for a newly specified MO. 
2. Specify pre-conditions chosen PCTs have to meet. There can be a wide range of 
preconditions specified dictated by characteristics of each PCT including its name, 
amount of parameters and current state. 
3. Specify the core operation algorithm of the MO to manipulate with PCTs. 
4. Implement parameters, prc-conditions and the core operation algorithm of the MO 
according to the MO model that have been described in this section. 
A concrete description of PCTs and MOs from the core repository is given in Section 
A. 2 from Appendix A. More complex PCTs and MOs, created via combination of the 
ones defined in the repository, are described in Section 8.4.2.1 and Section 8.5.2.1. 
5.8 Implementation Environment 
The concepts defined at the Template Level of composition are practically implemented 
in the Template Composition System Library. The library represents development tools to 
define PCTs and molecular operations as well as to test them. It was implemented with 
the Java programming language. We defined the package neurath. templatelevel 
as the main package of the library. It contains four main sub-packages. These are: 
1. atomic - defines classes representing the atomic level of composition. This in- 
cludes classes that describe atoms, atomic operations and other classes related to 
the management of ASLT structures. 
2. pctl - dcrincs classes representing the molecular level of composition. This in- 
cludcs classes that describe expressions including PCTs and molecular operations. 
These components are defined by the further sub-packagcs. 
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3. pctl. pcts -defines classes that describe different PCTs. 
4. pctl. operations - defines classes that describe different molecular opera- 
tions. 
Figure 5.30 shows main packages that implement the Template Composition System Li- 
brary. The rectangles labled as "Repository" and "Expression" denote main discussed 
concepts of the Template Level of composition. Relations between the "Repository" 
and the sub-packages pct. operations and pcti. pcts show that the repository 
is formed with the molecular operations and PCTs. The relation from the "Repository" 
to the "Expression" reflects the fact that expressions are formed with the elements of the 
repository which are molecular operations and PCTs. 
Template Composition System Library 
I 
nourath. tomplaftlevol. stomic 
/r, 
--- ----------- L ------------ I 












Figure 5.30: Template Composition System Library: main packages 
Listing 5.12 shows a program that uses the API of the library. Ile program 
creates a simple PCT-L expression. It defines instances of the Merge-MO and 
Instant iat ion-MO operations. These operations were discussed in sections 5.5.3.2 
and 5.5.3.1. The operations use the following operands: text values PropertyPCT and 
ClassPCT, and instances of PCTs that are results of instantiation operations. 
ilimport neurath. templatelevel. atomic. *; I 
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2 
3 
import neurath. templatelevel. pctl. *; 
import neurath. templatelevel. pctl. pcts. *; 
import neurath. templatelevel. pctl. operations. *; 
.o. 
Merge_MO root - new Merge-MO(); 















AbstractPctLeaf result - root. operateo; 
Listing 5.12: Example program to create and process a PCT-L expression 
The program defines an expression (depicted in Figure 5.27 in Section 5.6) and then 
initiates its processing. The result of the processed operation is saved in the variable 
result. 
5.9 Summary 
This chapter has introduced the Template Level of composition. This level is defined on 
top of the Atomic Level and represents a composition system to compose program code 
with templates. Figure 5.31 shows different levels of composition and marks the material 
that have been described already. 
We have presented the meaning of a template and defined such core terms as molec- 
ular composition, Molecular Operations and Parametric Code Templates. The general 
concepts dcflned at the Template Level of composition and their collaborations have been 
described. It was explained how the concepts work in different phases of the NCF life 
cycle. The chapter has concentrated in specification details of the PCT component model 
and the molecular operations composition technique using an object-oriented technol- 
ogy. It was shown how both PCTs and molecular operations are categorised and what 
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behaviour have objects represented by the main categories. Furthermore, PCT-L expres- 
sions were presented, that are formed with PCTs and molecular operations. PCT-L ex- 
pressions represent basic composition language. Finally, an implementation environment 
for the concepts defined at the Template Level of composition were introduced. Next, we 
explain the concepts defined at the Target Domain Level and their collaborations during 
different phases of the NCF life cycle. 
Visualisation and 
Interaction Level 
1) Visualisation of domain knowledge 
2) Interpretation and forwarding of the 
designees actions 
Target Domain Level 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 
3) Definition and interpretation of domain specific template 
composition languages 
Template Level 
1) Encapsulation of program code at the level, of templates' 
2) Manipulation with code templates 
3) Definition and interpretation of template composition languages' 
Atomic Level 
1) Encapsulation of program code at the atomic level (terminals and non-terminals)' 
2) Manipulation with encapsulated elements 
3) Generation of program code In files 
Figure 5.3 1: Levels of composition within the Neurath Composition Framework 
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Target Domain Level 
This chapterpresents a domain-specific composition system to be used by domain experts 
to build a program code with templates. The concepts thatfonn the composition system 
are united within the Target Domain Level of composition. The concepts defined at this 
level solve the problem of bridging template composition systems and domain experts. We 
explain these concepts as well as their collaboration. We introduce parts of the compo- 
sition system, including a component model, a composition technique and a composition 
language. A component model is presented with Domain-specific Components defined 
on top of Parametric Code Templates from the Template Level. We describe a strategy 
to compose Domain-specific Components together with the composition technique pre- 
sented by Domain-specific Operations defined on top of the molecular operations from 
the Template Level. Further, we introduce a simple composition language presented by 
domain-specific expressions. Afterwards, an implementation environmentfor the concepts 
defined at the Target Domain Level is briefly described. The chapter is concluded with 
summary. 
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6.1 Introduction 
The process of molecular composition, under which we mean the process of composing 
program code templates, is oriented to experts in such fields as software architectures, 
templates, programming languages and software design. These experts have all necessary 
knowledge to maintain the molecular composition process. However, we think, template- 
based code composition could be potentially used by experts from other domains as well. 
We tell "potentially", because without a special interpretation mechanisms those experts 
from other domains simply can not understand terminology from the composition sys- 
tem's domain. Domain experts require mechanisms to express the process of composition 
with the terms and means they could understand. Those mechanisms could "externalise" 
the process of molecular composition up to the level of domain experts, thus making the 
composition with code templates applicable by domain experts. 
There should be a layer between composition system and domain experts built. Figure 
6.1 illustrates such a layer marked with the "T' sign. 
Template Composition System 
Composition Sysmtem domain knowledge 
? 
------------------- 
I domain knowledge 2 dom knowledge ... domain knowledge n'dom in knowledge 
R I 
Figure 6.1: Extemalisation Layer 
It is located between Template Composition System and domain experts from different 
application domains. More precisely, the layer maps knowledge from different domains 
onto knowledge from the composition system domain. To describe the "T' layer we define 
several concepts at the Target Domain Level of composition. 
The concepts at the Target Domain Level should solve two main tasks. First, domain- 
specific languages mapped onto template-based composition languages could be defined. 
Second, these domain-specific languages could be used, which means formation of sen- 
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tences and their interpretation. Therefore, in the fashion as in case of the concepts defined 
at the Template Level of composition, we distinguish between two phases: (1) composi- 
tion system definition phase and (2) design phase. 
Further, we describe the concepts defined at the Target Domain Level of composition 
and their collaborations at different phases. 
6.2 Architecture 
The concepts defined at the Target Domain Level try to solve an issue of bridging (or ex- 
ternalizing) a template-based composition process to various domain experts so that they 
can use the composition system to design software for their domains. More specifically, 
we separate the following main issues: 
1. Domain-specific encapsulation of program code templates 
2. Domain-specific manipulation with program code templates 
3. Definition of domain-specific template-based composition languages and interpre- 
tation of sentences written on that language 
To be more exact, when we tell here "program code templates" we mean components 
built according to the PCT component model, described in Section 5. To encapsulate pro- 
gram code templates, we define a new component model, called Domain-specific Compo- 
nents (DSCs). The components built according to that model encapsulate PCTs and exact 
them according to the requirements of an application domain. 
When we described molecular composition in Section 5, we introduced molecular 
operations to manipulate with PCTs. Domain-specific Molecular Operations (DSOs) rep- 
resent domain-specific rules to manipulate with program code templates. Being imple- 
mented according to the object-oriented technology, DSOs encapsulate molecular opera- 
tions and exact them according to the requirements of an application domain. 
There are two main phases defined. First phase is the composition system definition 
phase. At this phase a domain-specific language is provided by defining DSCs and DSOs. 
The second phase is the design phase. During this phase the domain-specific language is 
used to design a software system. In the following sections we are going to give more 
detailed information on both phases. 
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6.2.1 Composition System Definition Phase 
At this phase a DSL is defined on top of the PCT-L. Figure 6.2 depicts basic concepts 
which are playing a central role during the composition system definition phase. Input 
material for the concepts at the Target Domain Level are repositories of PCTs and molec- 
ular operations defined by a Software Architect at the Template Level of composition. 
These components are extended with domain-specific notations according to the domain 
requirements provided by the Domain Expert. 
DSC, operations and t domain ontology 
Target Domain Level Domain 
Expert 
Definitions of Domain 
1 work Definitions of with Specific Components 4 Domain Specific 




depend on 2 
Domain ntology SoWtre 
ArchLEU 






Figure 6.2: Concepts defined at the Target Domain Level of composition during the com- 
position system definition phase 
Both the Domain Expert and the Software Architect may work at the Target Domain 
Lcvcl during the composition system definition phase. The Domain Expert may form new 
DSCs and DSOs using existing ones. The Software Architect works additionally with the 
matcrial defincd at the Template Level. The domain requirements arc processed into the 
template composition language PCT-L. 
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At the Target Domain Level PCTs are extended by DSCs and molecular operations by 
DSOs. DSCs are formed according to the DSC model. DSCs and DSOs are influenced by 
domain ontology. The ontology is a product of domain analysis and it describes domain- 
specific terms and relationships that may form a software system at design phase. DSCs, 
DSOs and the domain ontology are main productions at the composition system definition 
phase. 
6.2.2 Design Phase 
At the design phase the DSL formed at the composition system definition phase is used 
to compose a software system within a specified application domain. The composition is 
seen as a sequence of molecular operations applied to PCTs. 
At the design phase the following routines are performed: 
1. Formation of sentences of DSL. These are expressions that consist of DSOs as 
operators and DSCs as operands. 
2. Processing of formed sentences of the DSL. This results in sentences in the template 
composition language PCT-L that are processed at the Template Level. 
3. Description of the state of the designed system in terms of an application domain. 
The designed system is described with domain ontology that incorporates knowl- 
edge about what elements exist and how they are related. 
Figure 6.3 depicts basic concepts which are playing a central role during the design 
phase. At the design phase a program code is composed with help of DSCs. They are 
defined on top of the template specifications, called PCTs, defined at the Template Level. 
Composition of DSCs is performed with help of DSOs. From one side, the domain- 
specific composition results in sentences in template composition language PCT-L which 
are processed at the Template Level. From the other side, the domain-specific composition 
transforms the description of the state of the designed software system. This description, 
called Domain Ontology, is defined in domain-specific terms. The states of the designed 
system, reflected by the Domain Ontology are used at the further level of composition, 
called Visualisation and Interaction Level. 
F -1 1-5 7 




states of a sentences in domain 
designed system specific language 
Target Domain Level 
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Domain Specific it Domain Specific 
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Figure 6.3: Concepts defined at the Target Domain Level of composition during the design 
phase 
6.3 Description of a Target Domain 
The concepts defined at the Target Domain Level of composition solve an issue of bridg- 
ing (or extcrnalizing) a tcmplate-based composition process up to the level of domain 
experts. These experts use a composition system to domain-specifically design software 
systems for the required application domain. We call this domain a target domain. 
Before establishing relations between a composition system and a target domain, it is 
necessary to describe the target domain, by asnwering the following questions: 
1. What terms a target domain defines? 
2. What are relations between these terms? 
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3. How and when those relations are established? 
We use ontology to describe a target domain. We take the following relevant definition 
of ontology provided by Hendler in [44]: "Ontology is a set of knowledge terms, including 
the vocabulary, the semantic interconnections, and some simple rules of inference and 
logic for some particular topic". The ontology describing a target domain is referred as to 
domain ontology. The domain ontology provides a vocabulary for referring to the terms in 
a subject area as well as a taxonomy that is a hierarchical categorisation of entities within 
a domain. 
The domain onologies give an answer on the first two questions specified above. Fig- 
ure 6.4 depicts an example of domain ontology for the "Virtual sensoe'domain. 
(, Afssign Request 
Listener ces as I is 
accesses 
accesses nt 
11 Access Type 
he as has 
Notificaiton initiates 0.. Value 
OA ;. #.. Register 
es (-Registry Las Sensor em*<7ýrope -('Sensor 9 ýpe y 0.1 1 Sa>, 1 0.. 
Ze 
s i-ga n' a 
10 
ontology node 0 relation between nodes 
I 
Figure 6.4: An example of the "Virtual sensoe' domain ontology 
The figure illustrates domain-specific terms and relationships between them. It is pos- 
sible to recognise such terms as Sensor, Registry, Property, Notification, 
Listener, Value and many others. The relations between terms show their basic de- 
pendencies. For example, the relation has between Sensor and Property denotes 
that "one Sensor may have zero or more Properties". If we follow further relationships 
from Property to other terms we can see what actually Property means. 
The domain ontology describes static aspects of a target domain. To describe dynamic 
aspects to build a systen within a target domain, there is a need to answer the question 
"How and when terms appeared and relations between them are established? ". Rela- 
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tionships between nodes are created according to the domain-specific manipulation rules. 
Each rule is characterised by a name, input parameters and a rule specification. 
The domain-specific terms defined by domain ontology are represented by DSCs. The 
domain-specific manipulation rules are represented by DSOs. To specify the domain 
ontology we have defined a concept, called Simple Knowledge Web Context (SkwContext). 
Figure 6.5 illustrates a connection between SkwContext and domain-specific components 
and molecular operations. 
Figure 6.5: Connection between domain-specific components and molecular operations 
to the SkwContext 
The SkwContext defines objects called SkwNodes that represent terms of the domain 
ontology. It defines also objects, called Relations, that represent relations between 
nodes. Further, the figure brings some details regarding the connection of the SkwCon- 
text to the DSCs and DSOs. A line with a black circle drawn at one side represents an 
encapsulation and usage relation. This relation means that an object that has a black cir- 
cle within it borders encapsulates a connected object and uses that object. In this way 
DSCs and DSOs are connected with SkwNodes, as well as, with PCTs and molecular 
operations respectively. A solid line with an arrow represents the usage relation. This 
relation denotes any kind of manipulation, like creation, deletion, modification and so on. 
A dashed bi-arrowed line represents a dependency between SkwNodes and SkwRelations 
and means that: (1) Defined SkwNodes may be related with SkwRelation (2) Each defined 
relation binds nodes. 
Further, we explain more SkwContext, Domain-spccific components and Operations. 
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6.4 Simple Knowledge Web Context 
The SkwContext introduces a concept for specification and application of domain ontol- 
ogy. The SkwContext defines a graph-like data structure to hold domain ontology. Nodes, 
that are called SkwNodes, in the SkwContext represent terms defined by the domain on- 
tology. Relations, that are called SkwRelations, in the SkwContext represent relations be- 
tween terms. Figure 6.6 depicts a UML class diagram that gives some information about 
what SkwContext can do. Table 6.1 explains methods defined by the class SkwContext 
representing the SkwContext COncept. 







+CreateNode(inout Id : String, inout type : String, inout dspct : AbstractDSComponent) : SkwNode 
+deleteNode(inout node: SkwNode) 




out contextName : String) 
d(inout Id : String): SkwNode 
Figure 6.6: UML Class diagram: SkwContext 
Method Explanation 
createNode This method creates an SkwNode with the id identi- 
fier and type type. Moreover it relates the node with 
a DSC specified by the dspct 
deleteNode Removes a SkwNode specified by the node 
createRelation This method creates a relation between two nodes, 
specified by subject and object respectively. 
The id is an identifier of the relation representing the 
type of relation 
FI-6 1ý 
CHAPTER 6. TARGET DOMAIN LEVEL 
Method Explanation 
getAllNodes This method returns all nodes registered within the 
SkwContext 
getAllRelations This method returns all relations registered within the 
SkwContext 
resetSkwContext Clears up and brings the state of the SkwContext into 
the initial state with zero registered nodes and rela- 
tions 
getContextName Returns the name of the SkwContext 
setContextName Assigns the name contextName to the SkwContext 
searchForNodeById Searches within a SkwContext for a node identified as 
I id 
Table 6.1: Functionality of the SkwContext 
6.4.1 SkwNodes 
Each SkwNode object represents a term defined by the domain ontology that describes 
a target domain. A SkwNode is a generic type that may define different ontology terms. 
Every SkwNode object is characterised by the following: 
1. It has a distinct identifier. 
2. It has a type. 
3. It encapsulates information about SkwNodes related with this SkwNode. 
4. It is connected with DSC that implements a domain-specific template for the SkwN- 
ode. 
5. It may have attributes, which are connected to the attributes of the related DSC. 
Domain ontology normally defines multiple terms that actually are described as types 
or classes. Multiple instances of those types can be created by demand. SkwNodes rep- 
resent domain-specific terms as types. An identifier of a SkwNode denotes an instance. 
Each SkwNode may be related to other SkwNodes. We work with directed relation, which 
connects one SkwNode as source with other SkwNode as destination. Each SkwNode 
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holds the information about all sources that have this SkwNode as a destination, as well, 
as the information about all destinations that have this SkwNode as a source. Moreover, 
each SkwNode is connected bidirectional to the DSC instance that implements a domain- 
specific template for the domain-specific term represented by this SkwNode. Another 
feature of the SkwNode is that it defines the same attributes as the connected DSC does, 
so that through these the attributes of the DSC may be accessed. 
Figure 6.7 illustrates a UML class diagram with the class SkwNode defined. 
AbstractDSComponent Attribute 










-id : String 
-type : String 
-relateTo: SkwNodea 
-relatedFrom: SkwNodeg 
-attributes : Attributeo 
+SkwNode(inout Id : String, Inout type: String, Inout dspct Abs 
+setDspct(inout dspet: AbstractDSComponent) 
+getDspcto : AbstractDSComponent 
+setld(inout Id : String) 
+getldo : String 
+setType(inout type : String) 
+getTypeo: String 
+getRelatedToo: SkwNodea 
+getRelatedFromo : SkwNodea 
+addAttribute(inout name : String, Inout type : String) 
+getAttributeso : Attributeo 
+SetAffributeValue(inout attrName String, Inout attrVal String) 
+oetAttributeValue(inout attrName Strino I: Oblect 
II -relatedTo II -relatedFrom 
Figure 6.7: UML Class diagram: SkwNode 
Table 6.2 explains methods of the class SkwNode. 
0.. 
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Method Explanation 
SkwNode The constructor that creates an instance of SkwNode. 
The instance has an identifier id, a type type and 
connected to a DSC dspct 
setDspct Connects this SkwNode to the DSC dspct 
getDspct Returns the DSC connected to this SkwNode 
setId Assigns the identifier id to this SkwNode 
getId Returns the identifier of this SkwNode 
setType Assigns the type type to this SkwNode 
getType Returns the type of this SkwNode 
getRelatedTo Returns all related "destination" SkwNodes 
getRelatedFrom Returns all related "source" SkwNodes 
addAttribute Registers a new attribute for this SkwNode and binds 
with the coffesponding attribute defined in the con- 
nected DSC. The attribute has a name defined by 
name and a type defined by type 
getAttributes Returns all registered attributes 
setAttributeValue Assigns a value attrVal to the attribute with a 
nameattrName 
getAttributeValue Returns a value of the attribute denoted by the name 
attrName 
Table 6.2: Functionality of the SkwNode 
6.4.2 SkwRelations 
SkwRelations are represent relations defined between terms in the domain ontology. A 
SkwRelation is a generic type that may define different types of relations. It is charac- 
terised by the following: 
1. It has an identifier that denotes an instance of a SkwNode 
2. It has a type 
3. It has a source (subject) and a destination (object) SkwNodes 
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A SkwRelation represents a relation between two terms in the domain ontology. A 
relation can be of some type that represents the meaning of the relation. SkwRelation is 
defined with a class SkwRelation. Figure 6.8 illustrates a UML class diagram with the 
class SkwRelation defined. Table 6.3 explains methods of the class SkwRelation. 








+SkwRelation(inout Id : String, inout type: String, Inout subject: SkwNode, Inout object: SkwNode) 
+setld(Inout Id : String) 
+getldO : String 
+setType(inout type: String) 
+getTypeo : String 
+setSubject(inout subject: SkwNode) 
+getSubjecto: SkwNode 
+setObject(inout object: SkwNode) 
+getObjectO: SkwNode 
Figure 6.8: UML Class diagram: SkwRelation 
Method Explanation 
SkwRelation The constructor that creates an instance of the 
SkwRelation. The instance has an identifier id, a 
type type and connects the SkwNode subject 
with the SkwNode object, where subject is a 
source and an object is a destination 
setId Assigns the identifier id to this SkwRelation 
getId Returns the identifier of this SkwRelation 
, setType 
Assigns the type type to this SkwRelation 
IgetType Returns the type of this SkwRelation 
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Method Explanation 
-I 
setSubject Assigns a source (subject) SkwNodZ, 
ýdenoted as 
s ub je ct, for this SkwRelation 
getSubject Returns a source (subject) SkwNode of this SkwRe- 
lation 
setObject Assigns a destination (object) SkwNode, denoted as 
ob jec: t, for this SkwRelation 
getobject Returns a destination (object) SkwNode of this 
SkwRelation 
Table 6.3: Functionality of the SkwRelation 
6.4.3 Rules of SkwContext 
The class SkwContext declares the following fields: 
contextName: denotes a name of a SkwContext. 
2. nodeCounter: a counter of nodes defined by a SkwContext. 
3. relationCounter: a counter of relations defined by a SkwContext. 
4. nodes: a list of references to nodes defined by a SkwContext. 
re1ations: aI ist of references to relations defi ncd by a SkwContext. 
contextListeners: a list of all listeners of events generated by a SkwContext. 







protected String contextName 7SkwDefaultContext. ctx"; 
protected long nodesCounter 0; 
protected long relationCounter - 0; 
LinkedList nodes - new LinkedListo; 
LinkedList relations' new LinkedListo; 
private java. util. LinkedList contextListeners new java. util. 
LinkedList () ;, ---' 
Listing 6.1: A specification of a SkwContext: fields declaration 
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Further, the most relevant parts of SkwContext specification are given. A complete 
specification of the SkwContext class in form of source code can be found in [96]. 
6.4.3.1 Creation of a Node 
The class SkwContext creates a node according to an algorithm presented in Figure 
6.9. 
Start 
Increase counter of nodes: 
nodesCounter++ 
Instantiate a node: 
SkwNode result=new SkwNode(-. ) 
Put newly created node into a list of nodes: 
nodes. add(result) 
Generate an event notifying listeners about newly 
appeared node: 
fireSkwContextEvent newNode( ) 
End 
Figure 6.9: A flowchart of creating a new node via SkwContext 
The class SkwContext provides few ways of creating a node which all are defined 




public SkwNode createNode(String type)( 
nodesCounter++; 
SkwNode result = createNode(type, null); 























public SkwNode createNode(String id, String type, 
AbstractDSComponent dspct)( 
nodesCounter++; 
SkwNode result - new SkwNode(String. valueof(nodesCounter) id 
, type, dspct); 
nodes. add(result); 
fireSkwContexEvent_newNode(new SkwContextEvent(this, this, 
null, result)); 
return result; 
public SkwNode createNode(String type, AbstractDSComponent 
dspct) 
nodesCou'nter++;, 
SkwNode result - new SkwNode(String. value0f(nodesCounter), 
type, dspct);, 
nodes. add(result); 
fireSkwContexEvent_newNode(new SkwConteýtEvent(tfiis, this, 
null, result)); 
return result; 
Listing 6.2: A specification of a SkwContext: nodes creation 
6.43.2 Deletion of a Node 
2 
2 
Listing 6.3 shows rules which are executed when a node is deleted from the SkwContext. 
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public void deleteNode(SkwNode node)( 
nodes. remove(node); 
fireSkwContexEvent_nodeDeleted(new SkwContextEvent(this, 
this, null, node)); 
Listing 6.3: A specification of a SkwContext: nodes deletion 
6.4. SIMPLE KNOWLEDGE WEB CONTEXT 
6.4.3.3 Creation of a Relation 
The class SkwContext creates a relation according to an algorithm presented in Figure 
6.10. 
Start 
Increase counter of relations: 
relationCounter++ 
Instantiate a relation: 
SkwRelation r-new SkwRelation(-. ) 
Put newly created relation into a list of relations: 
relations. add(r) 
Register relation by the subject' node 
subject. addRelationTo(r) 
Register relation by the object* node 
object. addRelationBy(r) 
Register subject' node by the new relation 
r. setSubject(subject) 
Register object' node by the new relation 
r. setObject(object) 
Generate an event notifying listeners about newly 
appeared relation: 
fireSkwContextEvent newRelation( ) 
End 
Figure 6.10: A flowchart of creating a new relation via SkwContext 
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Listing 6.4 shows rules which are executed when a relation is created in the SkwCon- 
text. 
I public SkwRelation createRelation(String id, SkwNode subject, 
SkwNode object)( 
relationCounter++; 



















Listing 6.4: A specification of a SkwContext: relation creation 
6.4-3.4 Deletion of a Relation 
The class SkwContext deletes a relation according to an algorithm presented in Figure 








public boolean deleteRelation(SkwRelation rel)( 
if (relations. remove(rel))( 
fireSkwContexEvent-relationDeleted(new SkwContextEvent(this, 




Listing 6.5: A specification of a SkwContext: relation deletion 
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6.4.3.5 Requesting all Nodes 





public LinkedList getAllNodeso( 
return nodes; 
Listing 6.6: A specification of a SkwContext: requesting all nodes 
Start 
Try to remove the target relation from the list of all relation 
relations. remove(rel) 
II 
Successful? >-yes return false 
yes 
Generate an event notifying listeners about deletion of the 
relations: 
fireSkwContextEvent relationDeleted( ... 
return true 
End 
Figure 6.11: A flowchart of deleting a relation via SkwContext 
6.4.3.6 Requesting all Relations 
Listing 6.7 shows rules which are executed when all existing relations are requested from 
the SkwContext. 
I public LinkedList getAllRelationso( return relations; ) 
Listing 6.7: A specification of a SkwContext: requesting all relations 
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6.4.3.7 Resetting SkwContext 
Listing 6.8 shows rules which are executed when a SkwContext is reseted. 
1 public void resetSkwContexto( 
nodesCounter - 0; 
relationCounter - 0; 
nodes - null; 
nodes - new LinkedListo; 
relations - null; 
relations - new LinkedListo; 
fireSkwContexEvent_reseted(new SkwContextEvent(this, this)); 
Listing 6.8: A specification of a SkwContext: resetting a SkwContext 
6.4.3.8 Setting/Getting a new Context Name 







public void setContextName(StringýcontextName)f 
this. contextName - contextName; 
public String getContextNameo( 
return contextName; 
Listing 6.9: A specification of a SkwContext: setting/requesting a name of a SkwContext 
6.43.9 Searching for a Node 
There are different algorithms to search for a node according to different criterias. Here 
we present an algorithm to search for a node accoring to its id property. Figure 6.12 
depicts a flowchart of the algorithm. 
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Increase III Get node number I from the list of nodes 
i++ II SkwNode node-nodes. get(i) 
no 
Get id of a node 







Figure 6.12: A flowchart of a searching for a node in the SkwContext according to the 
node's id 
Listing 6.10 shows rules which are executed when a node is searched in a SkwContext 




public SkwNode searchForNodeById(String id)( 
for (int i=O; i<nodes. sizeo; i++)( 
SkwNode node = (SkwNode) nodes. get(i); 
if (node. getIdo. equals(id)) return node; 
return null; 
Listing 6.10: A specification of a SkwContext: searching for a node by its id 
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6.5 Domain-specific Components 
DSCs represent terms defined by the domain ontology for the target domain. Figure 6.13 
shows a DSC mapped to the Term defined in the domain ontology. Each DSC encapsu- 




Figure 6.13: Relation between DSC and a term defined by the domain ontology 
0.. 0 
AbsfracfPct LII SkwNods 
mites AbstractPctl 
III.. * 
I AbstractDSComponent I 
1: ADStraCtl'CtLeal 
: SkwNode 
SCornponent(inout pctCarhed : AbstractPctLeafi --------------- 
ried(Inout pctCarried : AbstractPctLeag 
-dedo : AbstractPctLeaf 
)de(Inout akwNode : SkwNode) 
)deo: SkwNode 
DSC III DSC 211... II DSC 
I 
SkwContext 
Figurc 6.14: UML class diagram: domain-spccific componcnt AbstractDSComponcnt 
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Fixing a reference to the PCT to be 
carried 
setPctCarried(pctCarried) 
Requesting current SkwContext 
SkwContext ctx 
neurath. tdievel. TDEnvironment. getSkwContexto 
Requesting a name of the DSC 
String name=toTypeOfSKWNodeString( 
Creating a SkwNode In the SkwContext. Establishing 
relationship between the DSC and the SkwNode 
SkwNode node-ctx. createNode(name, this) 
Fixing a reference to the SkwNode 
setSkwNode(node) 
4D 
Figure 6.15: A flowchart of an algorithm for an initialisation of the 
AbstractlDSComponent 
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We use object-oriented technology to describe basic architecture and functionality of 
DSCs. Each DSC is represented by the class AbstractDSComponent. Figure 6.14 
depicts a UML class diagram that of the AbstractDSComponent. 
The figure shows the class Ab st ractD S Component. It holds two attributes 
pctCarried and skwNode and defines a constructor and methods to access the at- 
tributes. The attribute pctCarried and a relation to the class AbstractPct define a 
connection between domain-specific component and an encapsulated program code tem- 
plate. The attribute skwNode and relations to the classes SkwNode and SkwContext 
represent a connection to the SkwContext which specifies the domain ontology. 
Attributes pctCarried and skwNode are initialised during the instantiation of the 
AbstractDSComponent. Therefore all derived DSCs have to call a constructor of the 
super class. The initialisation works according to the algorithm depicted in Figure 6.15. 
ne algorithm works every time an instance of a DSC is created. However, DSCs 
may extend initialisation with additional specific routines. A complete specification of 
the class AbstractDSComponent in form of source code can be found in [961. 
6.6 Hierarchy of Domain-specific Components 
DSCs, defined by classes that extend the basic super class AbstractDscomponent, 
form a class hierarchy of domain-specific components. Figure 6.16 depicts an example of 
the class hierarchy formed by DSCs describing a part of the "House AutomatioW' target 
domain. 
The class hierarchy defines two main classes (terms) Device and Property. De- 
rived classes extend those two forming the hierarchy further. Derived classes are for 
example Temperature Sensor and WindSensor. 
6.6.1 Derived DSCs 
Derived classes are created by a Software Architect during the composition system defini- 
tion phase. They arc created according to the requirements defined by domain experts that 
are going to use those classes at the design phase. Additionally, the extension of the base 
class AbstractDSComponent by derived classes is characterised by the following: 
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1. Connection with the PCT. It is defined what concrete PCT is held by the derived 
DSC. More speicifically, a instance of PCT is created and saved. Additionally, 
further connection aspects are defined with the item Attributes below. 
2. Connection with the SkwContext. It is defined how a creation of the derived DSC 
modifies a SkwContext. In other words, it should be defined what this creation 
means in terms of the target domain. A frequent example is the following: the cre- 
ation of the DSC means (causes) a creation within the SkwContxt of a SkwNode of 
special type. Additionally, further aspects about the connection with the SkwCon- 
text are described with the further item Attributes. 
3. Attributes. The attributes of DSCs are defined and access methods to them are 
provided. Normally, a creation of a DSC means a creation of a SkwNode as each 
DSC is represented by its domain-specific term. The attributes defined in the DSC, 
that are interesting for a domain expert to manipulate with, are represented by the 
attribute definitions within the related SkwNode. Additionally to the attributes, the 
DSC defines access methods to request values of attributes and to assign values to 
attributes. Access methods contain routines to work with the related PCT. 







Figure 6.17: Characteristics of a derived DSC component 
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6.6.2 Rules of Derived DSCs 
A specification of a DSC is based on two main parts: (1) initialisation of a DSC and (2) 
specification of attributes. Further both are described. A concrete example of specifica- 
tions of derived DSCs can be found in Section C. 1.2 from Appendix C and Section D. 1.2 
in Appendix D. 
6.6.2.1 Initialisation 
Figure 6.17 depicts an algorithm showing rules specified by each derived DSC. 
T 
Calling constructor of a super class with 
a PCT (the one to be carried) specified 
super(new 
I 
Definition of attributes carried by the DSC 
SkwNode node-getSkwNodeo 
String attrName-. - 
String attrType-... 
node. addAttribute(attrName, attrType)l j 
FFor -example such routines can be performed: 
T 1) Analysis of existing entities created within the 
Working additionally with SkwContext 
SkwContext 
(a concrete Implementation depends 2) Establishing listener' relationships between entItIes on the application domain) 
HwIthin 
the SkwContext thus providing context awareness 
3) Reacting on context by applying DSCs and DSOs and 
establishing SkwRelations between SkwNodes 
Figure 6.18: A flowchart for an algorithm for initialisation of a derived DSC 
6.6.2.2 Working with Attributes 
Each DSC has a set of attributes defined. During the initialisation of a DSC these at- 
tributes are defined via a name and a type. A type is every time "String". It was taken 
as universal type for holding string values translatable into other types, like Java types 
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int or double. However, the developer of DSCs must take care about the correct spec- 
ification of setter and getter methods for each attribute. A setter method accesses a PCT 
carried by the DSC and sets a concrete value of an attribute the setter method is defined 
for. A getter method accesses a PCT carried by the DSC and requests a values associated 
with the attribute the getter method is defined for. 
6.7 DSC-Architecture Specification 
The DSC-Architecture specification shows how components defined at different levels of 








1`7 K min 
max 
Figure 6.19: An example of the DSC-Architecutre specification 
There are three components shown - Emulator, EmulatorDSC and 
EmulatorPCT. Ile top element Emulator represents a SkwNode component. The 
diamond-like elements denote its attributes, which in this case are Min and Max. These 
are connected the attributes defined for EmulatorDSC which represents a domain- 
specific component. Both the DSC and the SkwNode represent the Target Domain 
Level of composition. The component EmulatorPCT denotes a PCT and represents a 
Template Level of composition. The DSC-diagrarn shows what parameters of a PCT are 
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connected to what attributes of a DSC, and also what attributes of a DSC are connected 
to what attributes of SkwNode. 
These kinds of diagrams are used in Chapter 8. 
6.8 Domain-specific Operations 
Domain-specific operations are domain-specific rules to manipulate with domain-specific 
components. We define model for DSOs to describe operations. Each DSO is a combina- 
tion of molecular operations, defined at the Template Level of composition (see Section 
5), and other DSOs. 
I AbstractOperation 
I#Drocessed : boolean 
+! sProcessedo: boolean 
lAbstractDSOperationj 
DSO III DSO 211 [)SO ... 
II DSO 
Figure 6.20: UML class diagram: domain-specific operation AbstractDSOpe ration 
Figure 6.20 depicts the UML ýIass diagram showing the super class 
Abstract: DSOperation and derived classes. Additionally, it shows that the 
class Abstract: DSOperation extends, practically without changes, the class 
AbstractOperation. This means that DSOs are defined in a similar way as 
molecular operations defined at the Template Level. We have defined the class 
Abstract: DSOperation to avoid mixing the concepts defined at the Template Level 
of composition and the concepts defined by the Target Domain Level of composition. See 
section 5.5 for more details about the molecular operations. 
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6.9 Hierarchy of Domain-specific Operations 
DSOs are defined by classes that extend the basic super class AbstractDSOpe ration. 
Derived DSOs form a class hierarchy of domain-specific operations. Figure 6.21 depicts 
an example of the class hierarchy formed by DSOs describing a part of the "Control 
System" target domain. 
The class hierarchy defines several domain-specific operations represented by the de- 
rived classes Add, AddDevice, AddProperty, Create and Delete. The derived 
classes are created by a Software Architect during the composition system definition 
phase. They are created according to the requirements defined by domain experts that 
are going to use those classes at the design phase. Newly defined DSOs should meet 
certain requirements and are created according to a certain schema. 
I AbstractOperation I 
Worocessed : boolean I 
'esetOperationo 
sProcessedo: boolean 
lAbstractDS Operation I 
Add II Create II Delete 
AddDevlcde II AddProperty 
Figure 6.21: An example of the DSO class hierarchy describing a part of the "Control 
System" domain 
Therefore DSOs are characterised by the following: 
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1. They define parameters (operands) and facilities to assign a value to each parameter, 
as well as, to request a value of each parameter 
2. They define a manipulation rule with operands. Any other operations may be used 
within the manipulation rule. The rule is processed when the operation is applied 
to assigned parameters. 
3. They define how a SkwContext is changed when the manipulation rule is applied 
Figure 6.22 illustrates a UML class diagram showing characteristics of a DSO. 
SkwRelation LA SkwNode 
I .. * 
*I* 
IIiII 
SkwContext II DSC 
DSO 
-parameters: DS-PCTO -pa 
ameters 
+oDerateO: DSC on 
I 
Figure 6.22: UML class diagram: characteristics of a DSO 
6.10 DSO-Specif ! cation 
We have standardised the form in which the DSOs can be specified. This fonn is called 
DSO-Specification. Figure 6.23 depicts an example of a DSO-Specification. 
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(2) SkwNode node=targetE1ement. getSkwNodeo; 
SkwContext. deleteNode(node); 
Figure 6.23: An example of a DSO-Specification 
The DSO-Specification consists of three parts. The first one is the header of the oper- 
ation which is located at the top. In case of this example, the header is: 
Delete-DSO (comp: Ab st ra ctD S Component) = 
It denotes the name of the operations as well as input parameters and their types. The sec- 
ond part of the specification is the expression of the operation. Instead of some operands 
the parameters are used that have the syntax like this: <parameter name>. The third part 
is the description changing the domain ontology described by the SkwContext. 
6.11 Domain-specific Expressions 
During the design phase domain experts directly use domain-specific components and 
operations. Frequently they form sequences of DSOs applied to DSCs, thus creating 
expressions. These expressions represent sentences of a simple domain-specific language. 
Expressions are formed similar to ones defined at the Template Level of composition 
(described in Section 5.6). 
Expressions consist of DSOs objects as "operators" and DSCs objects as "operands". 
Figure 6.24 shows an example of an expression in a tree form and as a formula. 
Exaclty as in case of molecular operations and program code templates, for DSCS 
and DSOs we use object-oriented technology to describe expressions. Each node 
in the expression tree is represented by an object that is an exemplar of the class 
AbstractPctlExpressionNode. Figure 6.25 shows a specification of this class. 
Fl 8-4 









root = Add(env, device) 
en v-- Create (MainEn vironmen t) 
device' Add(device, property) 
device Create(Device) 
Property = Create(Property) 
Figure 6.24: Domain-specific expression in a tree form (left) and as a formula (right) 
TreeNode 
TreeNodeg 
Ato: TreeNode 0.. * 
Counto: int <- 
((inout node: TreeNode) 






ren : TreeNoden 
ateo : AbstractPclExpressionNode 
bsultO: AbstractPctlExpressionNode, 
Figure 6.25: UML Class diagram of the class AbstractPctlExpressionNode 
Accodring to the UML Class diagram, each node in the exression tree has the follow- 
ing behaviour: 
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1. Each node is a tree node. This is shown with the "realisation" relationship between 
the class AbstractPctlExpressionNode and the interface TreeNode. 
That means: 
(a) A node may have multiple children nodes (methods children 0, 
getChildAt (), getChildCount () and getIndex ()). A compo- 
sition relationship shows that the children of a node have tree node behaviour 
(the class TreeNode). 
(b) If a node is not a root of the expression tree, it has one parent node (accessed 
via methods setParent () and getParent ()). 
(c) A nodc may be dcfincd as a leaf (this is requested with the method 
isLeaf ()). 
2. Each node in the tree, if not a leaf, represents a part of the whole expression. Each 
node is able to initiate a processing of a part of expression it holds (the method 
operate () ). The result is held by each root of a sub-tree, that represents an 
expression and may be accessed via the method getResult (). 
3. Nodes in the expression tree are DSOs and DSCs. That is shown with the generali- 
sation relationships. 
An expression defined via linked objects (nodes) in tree form can be executed by 
calling operate 0 method of the root object (node). The way of how expression is 
processed can be described with the flowchart depicted in Figure 6.26. 
Initially, all preconditions are checked which may include checking if operation has 
been already processed, if all parameters are of correct types and have correct states. 
If all requirements are met, then all sub-trees are recursively executed by calling the 
operate () method for each sub-root. Once, all sub-expressions are calculated PCT- 
L expressions are formed. These are then executed, thus causing re-configuration at the 
template level of composition. A corresponding re-configuration is also made at the target 
domain level of composition, namely in the SkwContext. If there are no failures occurred, 
the flag that denotes completeness of processing is set. 
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llýD 
operateo 
" Checking ' 
preconditions. 
, Are they met?, 
operateo 
Figure 6.26: A flowchart showing how a domain-spccific expression is processed 
Fl-87-1 
CHAPTER 6. TARGET DOMAIN LEVEL 
6.12 Defined DSCs and DSOs 
One DSC and few DSO are often reused in different application domains. These 
are MainContainerDSC, Instant iate-DSO, Delete-DSO, Merge-DSO and 
GetPCT-Dso. Further, we provide specifications of each of them. 
6.12.1 MainContainerDSC 
The MainContainerDSC is the very top PCT container that contains other PCTs taking 
part in configuration of a program code of a software system. It is characterised by the 
following: 
1. It carries EmptyBasePCT. 
2. It carries the SkwNode named MainContainer. 
A concrete specification of the class mainContainerDSC in form of source code 
can be found in [96]. 
6.12.2 GetPCT-DSO 
The GetPCT-DSO requests a DSCs for a carried PCT. Figure 6.27 depicts a specification 




Figurc 6.27: DSO-Specification of the GetPCT-DSO 
6.12.3 Instantiate-DSO 
The Instantiate-DSO creates an instance of type denoted by the pararn- 
etcr ds Component TypeName. Figure 6.28 depicts a specification of the 
Instantiate-DSO. 
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lastantiate-DSO(doComponentTypeN&metString)- 
(1)Class theClass=Class. forName(pctTypeName); 
Object instObj - theClass. newInstanceo; 
instance - (AbstractPctlExpressionNode)instObj; 
return instance; 
(2) Automatically done according to rules specified in 
the AbstractDSComponent 
Figure 6.28: DSO-Specification of the Instantiate-DSO 
A complete specification of the class Instantiate-DSO in form of source code 
can be found in [96]. 
6.12.4 Delete-DSO 
The Delete-DSO deletes specified DSC denoted by the parameter targetElement. 
A specification of the De1ete -D S0 has 
been already depicted in Figure 6.23. A complete 
specification of the class Delete-DSO in form of source code can be found in [961. 
6.12.5 Merge-DSO 
The Merge-DSO merges DSC denoted by the parameters parent and chlid. Merg- 
ing can be described with the following phrase "put a child inside a parent". This DSO 
initiates merging of PCTs carried by DSCs denoted by the parent and child parame- 
ters. Moreover, it Produces a "has" relationship between SkwNodes related to the DSCs 
being merged. The "has" is directed from parent to child. Figure 6.29 depicts a 





(2) SkwNode nodel-parent. getSkwNodeoi 
SkwNode node2. child. getSkwNodeo, 
SkwContext ctx-getSkwContexto; 
SkwRelation relation-ctx. createRelation(Ohas", nodel, node2); 
Figure 6.29: DSO-Specification of the Merge-DSO 
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A complete specification of the class me rge-DSO inform of source code can be found 
in [96]. 
6.13 Implementation Environment 
The concepts defined at the Target Domain Level of composition are practically imple- 
mented in the Domain-specific Composition Library. The library was implemented with 
the Java programming language. We defined the package neurath. tdlevel as the 
main package of the library. It works with the following main sub-packages. 
1. skw - defines classes that implement SkwContext to describe domain ontology. 
2. dspctl - defines classes representing the domain-specific language, elements of 
which are DSCs and DSOs. The core functionality of these elements are presented 
by the classes AbstractDSComponent and AbstractDSOperation. 
3. Package for a target domain - defines classes that describe domain- 
specific composition language for a target domain. 
Figure 6.30 shows main packages that implement the Domain-specific Composi- 
tion Library. The relation from the package Package for a target domain to 
the package neurath. templatelevel shows a cooperation between the Domain- 
specific Composition Library and the Template Composition System Library that imple- 
ments concepts defined at the Template Level of composition. The notice Expression 
at the right-bottom comer means that from the DSCs and DSOs defined for a target do- 
main expressions are formed during design time. 
Listing 6.11 shows a program that uses the API of the Domain-specific Composition 
Library. 





Instantiate_DSO iOpl - neW Instantiate-PSO("MainEnvironment"); 
Instantiate_DSO iOp2 - new Instantiate_DSO("Device"); 
Instantiate_DSO iOp3 - new Instantiate_DSO("Propertyll); 
Merge-DSO mOpl - new Merge_DSO(iOp2, iOp3); 
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9IMerge-DSO mOp2 = new Merge_. PSO (iOpl, mOpl); 
: 01JAbstractDSComponent 
result = mOp2. operateo; 
12 1... 
Listing 6.11: Example program to create and process an expression of domain-specific 
composition language 
Template Composition System Library 
1 
-- 
neurath. templatol ... ol] 
Domain Specific Composition Library 
I neurathAdlevel 
. skw 




Package for a ta; 
ýeit dom7ain 
DSC 
Figure 6.30: Domain-specific Composition Library: main packages 
The program describes an expression depicted in Figure 6.24. First instances i0pl, 
iOp2 and i0p3 of the operation Instantiate-DSO are created. Each instance gets 
a value as an operand. After this, an instance of the Merge-DSO operation is created. 
This instance takes two operands i0p2 and i0p3 which represent a Device instance 
and a Property instance. In a similar way the Merge-DSO operation denoted by the 
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instance mOp2 is defined. After this, the very root represented by the object mOp2 of 
the formed expression tree is used to initiate a processing of the expression by calling 
the method operate. The method will recursively initiate a processing all sub-trees 




1) Visualisation of domain knowledge 
2) Interpretation and forwarding of the 
designer's actions 
Target Domain Level 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 
3) Definition and Interpretation of domain specific template - 
composition languages 
Template Level, ' 
1) Encapsulation of program code at the level of ternplates,,, 
2) Manipulation with code templates 
3) Definition and interpretation of template composition languages 
Atomic Level 
1) Encapsulation of program code at the atomic level (te rminals and non-terminals) 
2) Manipulation with encapsulated elements 
3) Generation of program code In files 
Figure 6.3 1: Levels of composition within the Neurath Composition Framework 
6.14 Summary 
This chapter has introduced concepts dcflncd at the Target Domain Level of composi- 
tion. These concepts represent a domain-specific composition system to compose pro- 
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gram code with templates by domain experts. We have presented the strategy of bridging 
a template composition system up to the level of domain experts. Basically this strat- 
egy means encapsulation of PCTs and molecular operations with domain-specific com- 
ponents, called DSCs, and domain-specific operations, called DSOs. DSCs and DSOs 
form simple domain-specific composition language. These components are connected to 
the SkwContext which describes the state of the system being built statically and dynami- 
cally. Moreover, the chapter shows an organisation of an implementation environment for 
the described concepts. 
Figure 6.31 shows different levels of composition and marks the material that has been 
already described. The next chapter introduces the Visualisation and Interaction Level of 
composition to improve the extemalisation of template composition systems. 
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Visualisation and Interaction Level 
This chapterpresents an extension to domain-specific composition systems defined at the 
Visualisation and Interaction Level of composition. This extension is a DSVI which is 
needed to improve domain-specific interaction with a composition system. The chapter 
shows the organisation of DSVIs. It explains the main workflow of the process initiated 
by design actions performed by the domain expert. The chapter concentrates on two 
main aspects of the interaction. These are the interpretation of designer's actions and 
the interpretation of the state of a designed software system. Moreover, we introduce 
a basic architecture of an implementation environment for the concepts defined at the 
Visualisation and Interaction Level of composition. The chapter concludes with summary. 
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7.1 Introduction 
In Section 6 we presented the concepts defined at the Target Domain Level of compo- 
sition. These concepts are needed to define and use domain-specific composition lan- 
guages (DSLs) that are based on top of the template composition systems produced at the 
Template Level. Domain experts apply these DSLs to compose a software system. It is 
possible to distinguish a bi-directional relation between domain experts and DSLs. From 
one side, domain experts interact with the language in order to obtain planned results, i. e. 
program code. From the other side, the state of a resulted in program code is represented 
and consumed by domain experts to perform further interaction steps. 
Domain Experts 
Interaction Perception 






Figure 7.1: Connection between domain experts and a domain-specific composition lan- 
guage 
Figure 7.1 shows cooperation between domain experts and a DSL. Domain experts 
interact with DSL, thus initiating generation of the program code that represents a soft- 
ware system being built. The state of the software system is continuously reflected and 
interpreted by domain experts, so that they have a feedback on interaction they have per- 
formed. 
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The concepts described at the Target Domain Level define domain-specific composi- 
tion languages that are text based (a program code) and an interaction is supported by the 
API of the composition language library. However, these DSLs can be augmented with 
domain-specific visual notations and interaction mechanisms, thus reducing complexity 
of a composition process and increasing its efficiency at the design phase. Visual notation 
and interaction mechanisms form so called DSVI. Figure 7.2 shows cooperation between 
domain experts and domain-specific composition language via DSVI. 
Domain Experts 
Interaction Perception 
Domain Specific Visual Interface 
Domain Specific Compositon Language 




Figure 7.2: Cooperation between domain experts and a domain-specific composition lan- 
guage via domain-specific visual interface 
In this chapter we introduce concepts to define and use DSVIs on top of domain- 
specific composition languages and unite these concepts within the Visualisation and 
Interaction Level of composition. The name of the level is based on two main events 
continously happening during design phase at this level: (1) receiving of domain-expert's 
commands by DSVI and responding on these commands and (2) interpretation and per- 
ception of state of DSVI 
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7.2 Architecture 
There are two main phases defined. First phase is the composition system definition phase. 
At this phase a DSVI is defined on top of the domain-specific composition systems (we 
described them in Section 6. The second phase is the design phase. During this phase a 
software system is built with help of previously defined DSVI. In the following sections 
we are going to give more detailed information on both phases. 
7.2.1 Composition System Definition Phase 
Figure 7.3 illustrates the basic architecture at the Visualisation and Interaction Level of 
composition from the perspective of the composition system definition phase. 
Neurath Modelling Language 
and Views 
Visuallsation and Interaction Level 










I View Specifications I
DSC, operations and 
domain ontology 
communica 
Software Architect Domain Expert 




During the composition system definition phase DSVI is defined by the Software Ar- 
chitect according to the requirements specified by the Domain Experts. This interface 
is defined on top of the domain-specific composition language represented by Domain- 
specific Components and Domain-specific Operations provided at the Target Domain 
Level of composition (see Section 6). 
The DSVI specification consists of the NML and Views. The NML is presented with 
Neurath Modelling Components - visual symbols - that can be combined together. The 
NML is an interaction mechanism to express the composition steps in a domain-specific 
way by domain experts. NMCs are defined according to the NMC model. The visualisa- 
tion part is represented by Views. Views specify rules of how system's state is domain- 
specifically visually represented. 
7.2.2 Design phase 
During the design phase the DSVI, which is a product of the composition system defi- 
nition phase, is used by the Domain Experts in order to design a software system. The 
DSVI is defined on top of a domain-specific language provided at the Target Domain 
Level. In its turn, this language is defined on top of the template composition system. 
Therefore, working with DSVI at design time results in a template-based transformation 
of the designed software system. 
From one side, domain experts give commands (actions) to the DSVI that consists of 
Views and NML, thus resulting in a template-based composition of a software system. 
From the other side, a state of a software system, which is being built, is visually reflected 
in terms of the application domain and interpreted by the Domain Expert. 
Figure 7.4 shows concepts that take place during design phase. The main input during 
this phase is actions applied to the DSVI. The DSVI consists of smaller parts that have 
the same nature as the whole DSVI. The have such a feature as interpretation of the 
designer's actions into sentences called User Interface Interaction Expressions (UllEs). 
These are descriptions of the actions which are needed to generate a expression in the 
domain-specific composition language (DS-PCTL). These sentences are processed at the 
Target Domain Level resulting in a new state of a designed system. 
The state of the system is visually reflected by NMCs held by Views. As well as in 
case of NML, actions applied to Views result in transformation of the software system 
being built and therefore new or modified visual components, which reflect the design 
state of the software system. The main outputs at the Visualisation and Interaction Level 
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Parser for User 
Views Interface Interaction 
Expressions (UIIE) 
I 
states of a sentences In domain 
designed system specific language 
Target Domain Level 
Figure 7.4: An architecture at the Visualisation and Interaction Level (design phase) 
during the design phase is the domain-specific visual representation of the system's state. 
Since Visualisation and Interaction Level involves all the concepts defined at all levels of 
composition , the other important result is the program code that represents a designed 
software system. 
7.3 Workflow during Design Phase 
During the design phase a domain expert visually designs a software system with NML. 
Figure 7.5 shows a basic workflow diagram for the design process with NML. We distin- 




7.3. WORKFLOW DURING DESIGN PHASE 
The first process, shown on the figure as "Interaction with the DSVI", denotes a pro- 
cess of formulation of a DS-PCTL expression by interacting with the DSVI. This inter- 
action means choosing NMCs by the domain expert, for example by clicking a mouse 
cursor over it, thus resulting in an expression. The expression is a DS-PCTL expression 
which is an input into the next process. 
The second process, shown on the figure as "Transformation of a desiged system", 
is processing of the input DS-PCTL expression. This results in template-based modifi- 
cations of a program code of the designed software system. Modified software system 
is characterised by its changed state. The state model is an input into the third process, 
called "Reflection of a system's state". During this process the state of the modified soft- 
ware system is reflected visually at the modelling pane. Further we explain each process 
in detail. 
Interaction with 
S F thee D VI 
Transformation of 
a designed system 
No 
Reflection of a 
system's tate 
Is system flinslV dm? 
Yes 
C 
Figure 7.5: Workflow for the design process with NML 
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7.3.1 Interaction with the DSVI 
A domain expert interacts with the DSVI in order to "tell" to the design environment 
"what should be transformed in the designed software system". Interaction happens by 
means of NMCs. Shown as visual components, they can be interacted by the domain 
expert. The interaction can be a mouse click, a keyboard click and so on. What exactly 
it is depends on the specific implementation of NMCs. The sequence of interactions with 
NMCs results in so called User Interface Interaction Expression. Generally, UIIE shows 
a sequence of interactions and elements each interaction is applied to. Figure 7.6 depicts 
a workflow diagram for the interaction with the DSVI. 
The completeness check as well as the translation of the UIIE is performed by UIIE 
Parser. The output of the parser is a DS-PCTL expression (we have explained it in Section 
6.11). 
j Choosing NMCs 
L! ýyDomaln Expert 
User Interface 




Translation of the 





Figure 7.6: Workflow for the interaction with the DSVI 
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7.3.2 Transformation of a Designed System 
A DS-PCTL expression is a rule that defines how the designed system should be trans- 
formed in terms of the application domain. These terms have been already mapped onto 
template-based composition language. Being executed, the DS-PCTL expression causes 
template-based transformations of the designed system. From one side the result of such 
transformations is a program code that is a concrete specification of a designed system. 
From the other side the result is a new state of the designed system, expressed in terms of 




Processing the DS-PCTL 
expressi 
I 
Program code System's state of a designed 
// 
(SkwContext) 
Figure 7.7: Workflow for the transformation of a designed system 
Figure 7.7 depicts a workflow reflecting the process of transformation of a designed 
system. 
7.3.3 Reflection of a System's State 
System's state is described by SkwContext. The SkwContext defines a graph-like data 
structure to hold domain ontology. The SkwContext is dynamically changed with the 
designed system. The changed state should be visually reflected so that domain experts 
can get the information about new changes and can use this information for further design 
activities. Figure 7.8 shows a workflow for the process of a system's state reflection. 
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Figure 7.8: Workflow for the state reflection of a designed system 
The SkwContext is interpreted by Views. Views result in an extended DSVI as they 
may generate DSVI parts (new NMCs) for the elements newly appeared in the designed 
system. 
7.4 Domain-specif ic Visual Interface 
The Domain-specific Visual Interface is an interface to the DS-PCTL (Figure 7.9). Do- 
main experts use DSVI to form and execute domain-specific expressions (DS-PCTL ex- 
pressions) and to obtain information about the state of the designed system. This infor- 
mation is presented in form of a visual domain-specific model. 
NML 1H NML 2H NML ... H NML n 
DSVI 
View 1 View 2 View ... View n 
Dsl 




ES- KP ýn 
PCT-L 
Figure 7.9: Role and Place of the Domain-specific Visual Interface 
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DSVI is defined with two main kinds of elements. These are Neurath Modelling 
Languages and Views. A NML is a repository of visual components, which represent 
building blocks a software system may be designed with. A View is a facility to interpret 
state of the designed system into DSVI. A product of a View is an extended DSVI. A 
DSVI may contain several NMLs and Views for the same DS-PCTL. Different NMLs 
and Views attached to the same DS-PCTL simplify development for various experts for 
different sub-domains of the main application domain. 
7.5 Neurath Modelling Language 
The Neurath Modelling Language is needed to build domain-specific expressions at de- 
sign phase. From the perspective of a domain expert, elements of the NML are graphical 
symbols that represent DSCs and DSOs. These symbols are Neurath Modelling Compo- 
nents. During design phase NMCs form a domain-specific visual interface. Figure 7.10 
shows a domain-specific visual interface reflecting a state of the designed system. The 




----------------------- Components ----------------------------- 
Figure 7.10: Neurath Modelling Components forming domain-specific visual interface 
The NMCs at the top represent initial domain-specific elements the system is de- 
veloped with. Below at the modelling pane there are other NMCs which are results of 
applying of top-located elements. 
Basically, the NML is characterised by the name and the language elements. The 
name is an identifier for the NML and practically denotes a name of the domain the NML 
is used for. Language elements are NMCs that the NML defines. Figure 7.11 shows this. 
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language elements 
EEII EEfl = 5JE 
Figure 7.11: Neurath Modelling Language 
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Figure 7.12: An architecture of a NMC 
7.5.1 Architecture of Neurath Modelling Components 
A NMC consists of domain-specific visualisation, management of internal elements, ex- 
pression generation routines and connection to the DS-PCTL element (DSC or DSO). 
Domain-specific visualisation is needed for two tasks: 
1. Domain-spccifically visually reflect the state of a designed system 
2. Provide mechanisms to consume and translates user's actions into domain-specific 
composition expressions 
The mechanisms of managing the internal elements of a NMC assume layout, linkage 
and containment of these internal elements. The layout, linkage and containment manage- 
ment work with dependencies between the state of a designed system from one side and 
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the location, graphical linkage relationships and container-containee relationships within 
NMCs from ther other side. It is the View which initiates the management routines. 
User's actions are consumed and translated by a NMC. The result of the transla- 
tion is a UIIE. This expression describes actions done by domain experts in such terms 
as INSTANTIATE, COMPONENT INSTANCE, COMPONENT TYPE and OPERATION. 
Basically, the expressions defines what is instantiated and in which sequence. The expres- 
sions sequentially coming from different NMCs are collected in the main UIIE. 
A NMC encapsulates elements of DS-PCTL (DSC or DSO). This connection is used 
for two main purposes: 
Event-based state reflection. As soon as an encapsulated domain-specific compo- 
nent changes its state, the notification message will be sent to the NMC so that with 
help of the management mechanisms the NMC graphical interface is updated. 
2. Generation of domain-specific expressions. At the Target Domain Level the UIlE 
expression is translated in to the domain-specific expressions specified with the 
DS-PCTL. During the translation the relationship between NMC and the domain- 
specific component is used. 
7.5.2 Design of Neurath Modelling Components 
NMCs are designed quite freely, however according to some minor rules. Figure 7.13 
shows a UML class diagram showing some aspects of design. The class NmC denotes 
some NMC. For each NMC the name of the class will be different. 
The NMC derives from some GUI components of some GUI library. The NMC is 
responsible for organisation of its internal structure with these elemens. Additionally it is 
responsible for listening and processing of the incoming interactions, i. e. mouse click over 
the NMC. By default, to keep it simple, we define in this thesis only the "mouse click" 
event. The program code for processing the event includes such routine as generation 
of the UllE. This routine however basically is every time the same and can be generated 
automatically. 
The NMC carries a viewNode. This node is part of the tree-like structure, called 
View Model. A View model is a tree-like structure that describes the organisation of 
the visual interface abstracting it from visualisation library-specific details. A View 
Model is described later in Section 7.7.2.1. The NMC have to implement an interface 
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I NCFVisual Element I 
out node : ViewNode) 
: ViewNode 
nout element: NCFVisualElement) 
ee(inout element: NCFVisualElemi 






I NMC I 
SkwContext 
Figure 7.13: A UML class diagram for a Neurath Modelling Component Z- 
NCFVisualElement which represents the NCF skeleton. It is required to be present 
in each NMC. Table 7.1 explains methods defined by this interface. 
I Methods I Description I 
setViewNodeo Relates a ViewNode instance with the NMC. 
getViewNodeo Returns related ViewNode instance 
addContaineeo Adds the defined element into the GUI con- 
tainment hierarchy of the NMC. 
removeContaineeo Removes the defined element from the GUI 
containment hierarchy of the NMC 
getParentContainero Returns a reference to parent container which is 
NMC. 
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Methods Description 
updateUIAccSkwNodeO Updates the GUI state according to the state of 
the domain-specific term which this NMC repre- 
sents. The domain-specific terms are accessed 
via the SkwContext 
Table 7.1: Methods of the interface NCFVisualElement 
Figure 7.14 shows a sample specification of the NMC called ConsoleViewerGUL 
The colours mark different aspects of the implementation that have been discussed above. 
public class ConsoleViewerGUI extends Moveak, le('antý, iin, r 
implements NCFvisualElement f 
protected ViewNode carriedNode - null; 
protected JLabel isotype = null; 
protected JLabel className = null; 
protected JTextArea text = null; 
public ConsoleViewerGUI ( ViewNode node 
super () ; 
setViewNode(node); 
addMouseListener(this); 
public void mouseReleased(MouseEvent e)ý 
public void updateUIAccSkwNodeo{ 
text. setText(getViewNodeo. getSkwNodeo. 
getAttributeValue("Text"). toStringo); 
public void addContainee(NCFVisualElement element){ 
public void removeContainee(NCFVisualElement element)f 
public NCFVisualElement getParentContainero( 
return (NCFVisualElement)super. getParento; 
GUI-Library-specific code for GIU-Library-specific code for 
appearance interaction 
NCF Skeleton Rest of code 
Figure 7.14: An example of the NMC specification 
F2-0 9ý 
CHAPTER 7. VISUALISATION AND INTERACTION LEVEL 
7.6 User Interface Interaction Expression Language 
The UllE is a description of user's actions applied to NMCs. Domain experts (users) 
sequentially choose different NMCs, thus specifying what transformations of a designed 
system have to be performed. The UIlE answers the following questions: 
1. What actions the designer has performed? 
2. What are identifiers of components these actions are applied to? 
3. What is the sequence of designer's actions? 
The sequence of actions is collected and presented by the main UIIE expression. Fig- 









Figure 7.15: Fonnation of UIIE expressions 
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The correcteness and completeness of UIlEs are checked by the UllE Parser. The 
UlIE Parser translates UlIEs into DS-PCTL expressions. 
Lets consider the following example of actions performed by a domain experts and 
their interpretation by given NMCs. Assume, there are two NMCs have been already 
defined: 
1. A NMC Device that represents a DS-PCTL expression: instantiation of a type 
Device with the operation Create-DSoperation. 
2. A NMC instl that represents a DS-PCT instance of the type 
MainEnvironment. 
Figure 7.16 shows schematically a graphical user interface of the design tool domain 







Figure 7.16: Schematically shown graphical user interface of the simple design tool 
On the top the toolbar is shown. The toolbar contains initial repository of NMCs that 
are used to design a system. The figure illustrates the toolbar containing the Device 
NMC. Below the toolbar a modelling pane is shown. The modelling pane reflects the 
state of the designed system with the help of NMCs. The modelling pane contains the 
ins t1 NMC. The domain expert performs the following actions: 
1. Clicks with the mouse over the Device. 
2. Moves the mouse to the modelling pane area over the inst 1 NMC. 
3. Clicks with the mouse over the insti. 
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With these actions the domain experts says "Create an instance of Device and put 
inside the inst I object". The UIIE in this case will be as shown in Listing 7.1. 
I INSTANTIATE COMPONENT TYPE-Device OPERATION TYPE= 
Create_DSOperationjINSTANCE instl 
Listing 7.1: An example of the User Interface Interaction Expression 
The UIlE is created according to the language defined. We call this small language 










component-type <INSTANTIATE> <COMPONENT> 
typeASsign <OPERATION> typeAssign 
operation-type <INSTANTIATE> <OPERATION> typeAssign 
<PARAM> <EQUALS> paramAssign 
paramAssign <ID> 
typeAssign <TYPE> <EQUALS> <ID> 
clicked_instance instance 
instance <INSTANCE> <ID> 


























Listing 7.2: BNF of the User Interface Interaction Expression Language 
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Basically, two main cases of designer's actions are possible: 
1. Placing an instance on the modelling pane that represents a DSC. 
2. Placing an instance on the modelling pane that represents a DSO. 
Further we explain both main cases of the designer's actions. 
7.6.1 Instantiation of a Component 
In case of instantiation of a component the designer takes the NMC that represents a 
domain-specific component type and then places (it can be done for example by dragging 
with a mouse) it into the instance on the modelling pane. For the case of Device 
component type this will cause the following expression: 
INSTANTIATE COMPONENT TYPE=Device OPERATION TYPE= 
CreatelINSTANCE instl 
The expression precisely describes a sequence of actions and elements these actions 
are applied to. This expression means the following: 
1. Instantiation of a Device component with the operation Create. 
2. Adding the newly created instance into the instance ins t 1. 
The production of the translation process is the DS-PCTL expression. Table 7.2 shows 
more detailed description of the translation process and Figure 7.17 shows the resulted in 
domain-specific expression. 
Add 
instl ( create: Create 
Device 
Figure 7.17: The result of UIlE translation for the case of instantiation of NNIC (Domain- 
specific Component) 
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Translation Step I DS-PCTL Expression 
(1) Create an instance create of the create = Createo 
expression node for the DSO Create 
(2) Set the value "Device" for the setDeviceName (create, "Device") 
operand deviceName with the opera- 
tion setDeviceName 
(3) Create an instance root of the ex- root = Add(instl, create) 
pression node for the operation Add and 
set the first operand to instl and the 
second one to create 
Table 7.2: Translation of the UllE formed during the instan- 
tiation of NMC (Domain-specific Component) 
7.6.2 Instantiation of an Operation 
In case of instantiation of an operation the designer takes the NMC that represents a 
domain-specific operation type and then chooses NMCs that will be operands (param- 
cters) for the chosen operation. These actions can be expresses with the following 
words: '(I) instantiate a chosen operation and sequentially 
request parameters that meet requirements defined by the 
operation (2) execute the operation". Here is the exact UIIE expression 
for the case of Delete operation type and the operand, called targetElement, for 
which an instance named inst; 1 was chosen : 
INSTANTIATE OPERATION TYPE-Delete PARAM=targetElementl 
INSTANCE instl 
The expression precisely describes a sequence of actions and elements these actions 
are applied to. This expression means the following: 
1. Instantiation of a Delete operation. 
2. Set the value insti for the parameter targetElement. 
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The translation of UllE results in the DS-PCTL expression. Table 7.3 shows more de- 
tailed description of the translation process and Figure 7.18 shows the resulted in domain- 
specific expression. 
Translation Step I DS-PCTL Expression 
(1) Create an instance delete of the delete = Deleteo 
expression node for the DSO Delete 
(2) Set the value "instl" for the setTargetElement (delete, inst 1) 
operand targetElement with the 
operation setTargetElement 
Table 7.3: Translation of the UIlE formed during the instantiation of NMC (Domain- 
Specific Operation) 
For the general case, when several operands are possible the step (2) is repeated for 





Figure 7.18: The result of UIlE translation for the case of instantiation of NMC (Domain- 
specific Operation) 
7.6.3 Interaction Rules 
7.6.3.1 Actions to URE 
Domain experts interact with a DSVI via actions. Elements, the DSVI consists of, inter- 
pret these actions into an UIIE. The UIIE Parser checks the expression for coffcctness, 
translates the expression into a domain-specific expression (see Section 6.11) and for- 
wards the produced domain-sPecific expression further. Figure 7.19 depicts a flowchart 
of an algorithm for the interpretation of actions into UIIE. 
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NIVIC Component NMCTyPe. OType--+ 
from the to: 
74bar 
TIATE COMPONENT TYPE-NMCType OPERATION 
ClIc ? 
UllE: - INSTAN clicked? 
where 
NMCTyps Is the name of the component 
OTvDs Is the name of the operation to be used to Instantiate the NMC 
no 
_I NMC element yes scdptor NMC tion fkr- 
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param :a PARAM-paramName 
where 
means repeafintion depending on amount of parameters 
mams represents a list of parameters required for the operation 
peramNsme Is a name of parameter I 
params 
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IE: - INSTANTIATE OPERATION TYPE-NMCTypoparams 
where 
NMCTyps is the name of the component (name carried by the NMC) 
4MC Instance is 
clicked on the 
modelling pan* 
a UIIE + INSTANCE instancoName 
where 





Figure 7.19: A flowchart of an algorithm for the interpretation of actions into UIlE 
7.6.3.2 UIIE Parser 
A UIIF, that is formed during interactions with a DSVI is checked for correctness by the 
UIIE Parscr. In Listing 7.2 the grammar according to which the UIIE is checked has been 
2-1 Oý 
7.6. USER INTERFACE INTERACTION EXPRESSION LANGUAGE 
already presented. Further, referring to this grammar, we explain the functionality of the 
UIIE Parser. 
Stroke I in Listing 7.2 denotes the start point for the parser. Following the grammar 
rules parser checks an input UllE and performs certain actions on the way to translate 
the UIlE into a DS-PCTL expression. These actions are defined further. Table 7.4 shows 
specifications of the actions (rules) for the strokes specified in the grammar specification. 
Compared to notation used in the JavaCC environment [56], the rules are written in a 
more simplified form. The complete specification of the syntax and semantics used by 
the UIlE Parser can be found in Listing E. I in Appendix E. Table 7.5 explains rules from 
Table 7.4. 
Stroke Rules 
0 (1)AbstractPctlExpressionNode expressionRoot=null; 
(2)boolean completedExpression = false; 
(3)Stack stack=new Stacko; 
(4)Stack paramStack=new Stacko 
(5)instanceStack=new Stacko; 





14 (1) instanceName=<ID>; 
(2)String inst0p=stack. popo; 
(3)type=stack. popo; 
(4)AbstractPctlExpressionNode instOper-null; 
(5)Class theClss=Class. forName(instop); 
(6)instOper=theClass. newInstanceo; 
(7)instoper. setLeaf(new StringPctlExpressionNode(type)); 
(8)SkwContext skw=getSkwContexto; 
(9)SkwNode node-skw. searchForNodeById(instanceName); 
(10)AbstractPctlExpressionNode parentNode-node. getDspcto; 
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Stroke Rules 
(15)completedExpression-true; 
15 (1) instanceName-<ID> 
(2)instanceStack. push(instanceName); 
(3)int paramsAmount - instanceStack. sizeo; 
(4)if (instanceStack. sizeo==paramStack. sizeo){ 
(5)AbstractPctlExpressionNode operationObject=null; 
(6)String operation-stack. popo; 
(7)Class theClass-Class. forName(operation); 
(8)operationobject-theClass. newInstanceo; 
(9)for (int i=O; i<paramsAmount; i++)l 
(10)SkwContext skwContext=getSkwContexto; 
(11)String instString-instanceStack. popo; 
(12)SkwNode node-skwContext. searchForNodeById(instString); 
(13)AbstractPctlExpressionNode paramValue=node. getDspcto; 
(14)HashMap setters-globalValue. get("PARAMS SETTERS"); 
(15)String param-paramStack. popo; 







Table 7A Rules of the UllE Parser 
Rule I Explanation 
0(l) Declaration of a root node of an output DS-PCTL expression. 
0(2) Declaration of a flag denoting the completeness of the output DS-PCTL expression. 
0(3) Declaration of a stack. 
0(4) Declaration of a stack where names of parameters, which are required by an opera- 
tion, are stored. 
0(5) Declaration of a stack where names of instances of NMCs are stored. 
0(6) Declaration of a storage of variables and their values taking part in translation pro- 
cess. 
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Rule I Explanation -71 
11 (1) Obtaining a value carried by <ID>. This value denotes a parameter which is re- 
quired for an operation. 
11 (2) Pushing the value into the stack that holds parameter names. 
12(l) Obtaining a value of carried by <ID>. 
12(2) Pushing the value into the common stack. 
14(l) Obtaining a name of an instance. 
14(2) Obtain the name of the instantiation operation previously pushed into the stack. 
14(3) Obtain the name of the component previously pushed into the stack. 
14(4-6) Creating an object for a specified instantiation operation. This object is a node in a 
DS-PCTL expression tree. 
14(7) Setting the leaf forjust created expression node. The leaf holds a name of a DSC. 
14(8) Obtaining the SkwContext. 
14(9) Look in the SkwContext for a SkwNode of an instance denoted by the 
instanceName. 
14(10) Obtaining an DSC object related to the SkwNode node. 
1401) Creating an instance of the Merge-DSO. 
14(12) Setting a parent parameter with the value carried by the parentNode variable. 
14(13) Setting a child parameter with the value carried by the instOper. 
14(14) Setting an object me rgeope ration as a root of the DS-PCTL expression. 
14(15) Setting the flag of expression completeness. 
150) Obtaining an instance name. 
15(2) Pushing the instance name into the stack. 
15(3-4) Checking if amount of already collected instance names is equal to expected amount. 
If true further rules (5-21) are executed. 
15(5) Initialisation of an object operationobject. 
15(6) Obtaining previously saved operation. 
15(7-8) Creating an object denoting the obtained operation. This object represents a node in 
the DS-PCTL expression tree. 
15(9-18) Steps are repeated for each instance collected in the stack. 
15(10) Obtaining the SkwContext. 
15(11) Obtaining the next name of an instance. 
15(12) Look in the SkwContext for a SkwNode of an instance denoted by the 
instanceString. 
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Rule I Explanation -71 
15(14) Requesting all names of setter methods. These methods are for assigning a parameter 
of an operation with a value. 
15(15) Obtaining next parameter name for an operation. 
15(16) Requesting a setter method for the obtained parameter name. 
15(17) Setting a value to a parameter of an operation. 
15(18) If it is not the last parameter then go to stroke 10. 
15(19) An object that denotes an operation, parameters of which were just assigned, is set 
as root of the DS-PCTL expression. 
15(20) Setting the flag of expression completeness. 
Table 7.5: Explanation of rules according to which UIIE Parser 
works 
7.7 Views 
Views interpret states of a designed software system. A state of a designed system is de- 
scribed with the domain ontology carried by SkwContext concept, defined at the Target 
Domain Level of composition and described in Section 6.4. The interpretation of states 
by a Views results in a modification of DSVI presented by NMCs. These NMCs are inter- 
faces to the variables and values that describe the state. Figure 7.20 shows the workflow 
at design phase with respect to functionality of a View. 
Before explaining the architecture of Views let's look how the View is notified about 
any change in system's state. 
7.7.1 A Change of State 
A View begins to work with a change of a designed system's state. Since this state is 
described with a graph-like structure a message describing a change of the state can be 
seen as a sequence of the following: 
1. A relation between two nodes (terms) is added (or deleted). 





















t modifications Program 
Code 
Figure 7.20: Role of Views in the common workflow for design phase 
Lets consider the following example. There is a domain defined with the following 
terms and possible relationships: 
" The term Sensor is defined that represents a virtual sensor device. It may be 
instantiated with the operation CreateSensor. 
" The terin Actuator is defined that represents a virtual actuator device. It may be 
instantiated with the operation CreateActuator. 
" One sensor can be connected to several actuators with the operation Connect. 
Initially the state is characterised by no elements. We are going to create a sensor, an 
actuator and connected them. Figure 7.21 shows the domain-specific expression (a) and 
the changed state of the designed system (b) after the expression is processed. 
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Domain specific expression 
(a) 
Domain Ontology 
TemperatureSens r connected to FirematM 
(b) 
Figure 7.21: (a) The domain-specific expression for the Sensor-Actuator example (b) 
Resulted in state of the designed system 
The notifications about changes made in the state of the designed system are sent to 
the View. For the example, these messages are the following: 
" The node Temperature Sensor is created. 
" Ile node FireAlarm is created. 
" The relation connected to is created between the nodes Temperature 
Sensor and FireAlarm. 
The messages initiate DSVI reconfiguration routines within the View. 
7.7.2 Generation of Domain-specific Visual Interface 
The View consists of the state interpretation mechanisms. Figure 7.22 illustrates an archi- 





View Neurath node/ Symbolic Modelling Manager Components 
Linkage 
Manager 




The following functional blocks are defined: 
1. Containment Manager: interprets a state into a description of containment hierarchy 
of domain-specific terms that for7n the state. The containment hierarchy of terms 
shows what terms are nested. 
2. Linkage Manager: interprets a state into a description of linkage defined between 
domain-specific terms that form the state. The linkage between terms shows what 
terms are related (no nesting). 
3. Symbolic Manager: interprets domain-specific terms and relations into domain- 
specific visual symbols. 
Basically, these three managers answer the following questions: 
1. What visual symbol is defined for each of the domain-specific terms and relations 
defined between these terms? 
2. What visual symbols are nested? 
3. What visual symbols are graphically linked? 
Figure 7.22 shows a state described by a domain ontology as an input to the Contain- 
ment Manager and the Linkage Manager. Both produce a description called View model. 
A View model is a tree-like structure that describes the organisation of the visual interface 
abstracting it from visualisation library-specific details. 
A View model is an input into the Symbolic Manager. This functional block interprets 
the View model and generates commands to visual components represented by Neurath 
Modelling Components. Practically the Symbolic Manager translated relatively abstract 
definition of containment hierarchy of components and linkage between components into 
a visualisation library specific terms. The commands generated by the Symbolic Man- 
ager can be, for example, an instantiation of visual component and placing one visual 
component inside the other one. 
7.7.2.1 View Model 
A View model describes how the domain ontology that represents a state of a designed 
system should be visualised. Figure 7.23 describes main concepts that form a View model. 
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listens I View model listener jloý 
(i. e. Symbolic Manager) 




I--., - .. between terms 1 Relations 
Figure 7.23: A View model and related concepts 
The figure shows that the View model manages a View tree. It is a tree that has nodes 
and relations which represent the terms and relations between terms defined by the domain 
ontology. View model manages a View tree by changing a tree structure, i. e. adding new 
nodes, deleting existing ones and specification of new relationships between parent and 
child nodes. These changes are subjects of an observation. The observation means that 
every time a change happens, all registered listeners will be immediately informed. The 
main listener is a Symbolic Manager. 
Two kinds of relationships between a parent node and a child node are possible: 
1. The "contains" relationship states that a graphical symbol that represents the parent 
should contain inside a graphical symbol that represents the child. 
2. The "links relationship states that a graphical symbol that represents the parent 
should be graphically linked to a graphical symbol that represents the child. 
Figure 7.24 shows a UML class diagram describing View model and related concepts. 
A View model is represented by the class viewModel. 
This class is needed for managing a tree structure of a View model. The tree structure 
is represented by its root node. The class ViewModel defines methods to access the 
root: 
The method setRoot () sets a new root instead of the previously defined one if 
any. 
e The method getRoot () returns a reference to the defined root of a View model. 









(3 ý= 0 m OZ 
Z 3: h: -0 (0 3: 
< 
40 
CL 0c 0c0 
*5: 2 C) 
Z0c;. ý 
; z; ý 0 C- r- C) - 
. ;; r 
t r- -- Z, c=; g (D 2 22 0-mM- mm0 























?. co je 
4) 
'Col 
Z 00 mZ 0 CM (1) 13 0 
z 4) z 
'0 .8 
0z Z 3. 
0 Z7-- 
Z a) c 4) 0) T3 0) 00 
(D AD 0 -0 ZZ 
W! 5 z 01 





r 13 LJJ a 0) 
0,0 - 0) > 
>X. 0 >W 


























Figure 7.24: A UML class diagram describing a View model 
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Moreover, the class ViewModei defines management mechanisms to operate with 
nodes within a tree: 
- Deletion of a node is defined with the method deleteNode (). 
- Establishing of a "contains" relationship between the parent node and the child node 
is defined with the method addParentCont ain sRe lat ion ship (). 
Establishing of a "links" relationship between the parent node and the child node is 
defined with the method addParentLinkChildRelationship (). 
The management of a tree results in change in the tree structure. Every time a 
change happens the event is fired to the registered listeners. Looking back at Figure 
7.22, such a listener is a Symbolic Manager. The listeners are defined by the interface 
ViewModelEvent: Listener. Each method in this interface is defined for a change 
kind in the tree structure: 
* When the new root is set the method newRoot Set () is called. 
- When the "contains" relation between a parent and a child is established the method 
newContainedChildo is callcd. 
1, When the "links" relation between a parent and a child is established the method 
newLinkedChild() is called. 
- When a tree node is deleted the method nodeDeleted () is called. 
- When a domain-specific term carried by a tree node is changed the method 
nodeUpdated () is callcd. 
Figure 7.24 describes the class ViewNode. It implements the behaviour of a tree de- 
fined by the class AbstractViewftde. Each node in a tree is connected to a domain- 
specific term defined by an instance of the class SkwNode. We have described this class 
in Section 6.4.1. This instance is later carried by visual components that reflect the de- 
signed system's state. 
7.7.2.2 Containment Manager 
The main role of the Containment Manager is to translate domain ontology that describes 
a state of a designed system into a View model (see Fig. 7.22). The Containment Manager 
build "contains" relationships between nodes within the View tree. 
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With that kind of relationship a containment hierarchy of domain-specific terms may 
be described. An example of a containment hierarchy is shown on Figure 7.25. 
View tree 
contains contains 








Figure 7.25: An example of a containment hierarchy (b) for a View tree (a) 
It is up to the Domain Expert to decide how the relationship between domain-specific 
terms should be represented by means of the containment hierarchy. A Software Archi- 
tect implements decisions made by the Domain Expert. Figure 7.26 shows a UML class 
diagram describing a Containment Manager. 
The figure shows a class ContainmentManager that represent a Contain- 
ment Manager for the View. This class is an abstract one. Concrete Contain- 
ment Managers are represented by the numbered classes ContainmentManager 
1, ContainmentManager 2 and so on. They extend the abstract class 
ContainerManager. The diagram specifies the following requirements to Con- 
tainment Managers: 
1. They are listeners of the events coming from the SkwContext that contains a de- 
scription of a system's state. SkwContext was described in Section 6.4. This re- 
quirement is shown with the relationship from the class ContainerManager to 
the interface SkwContext: Listener. 
2. They work with the View model represented by the class Viewmodel. 
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I SkwContextListener I 
+contextReset(inout event: SkwContextEvent) 
+relationAdded(inout event: SkwContextEvent) 
+nodeAdded(inout event: SkwContextEvent) 
+nodeDeleted(inout event: SkwContextEvent) 
+attributeSet(inout event : SkwContextEvent) 
+relationDeleted(inout event: SkwRelation) 
SkwContextEvent 
-skwContext: SkwContextEvent 
-skwRelation : SkwRelation 
-skwNode: SkwNode 
Figure 7.26: A UML class diagram describing a Containment Manager 
The SkwContext generate the following events: 
1. The SkwContext is reset, which means set to the initial state with no nodes and 
relationships. When this event occurs, the listener's method contextReset () 
is called. 
2. A relation (SkwRciation) between two domain-spccific terms (SkwNodes) is added. 
When this event occurs, the listener's method relationAdded () is called. 
3. A domain-specific term (SkwNode) is added. When this event occurs, the listener's 




4. A domain-specific term (SkwNode) is deleted. When this event occurs, the lis- 
tener's method nodeDeleted () is called. 
5. A relation (SkwRelation) between two domain-specific terms (SkwNodes) is 
deleted. When this event occurs, the listener's method relationDeleted () 
is called. 
The events coming from the SkwContext are described by the class 
SkwContextEvent. Depending on the event, instances of this class contain ref- 
erences to the SkwContext, SkwRelation or SkwNode. 
A sample implementation of the Containment Manager can be found in Appendix C 
(Listing C. 5). 
7.7.2.3 Linkage Manager 
The main role of the Linkage Manager is to translate a domain ontology that describes 
a state of a designed system into a View model (see Fig. 7.22). The Linkage Manager 
builds "links" relationships between nodes within the View tree. 
With that kind of relationship a visual linkage between domain-specific terms may be 
described. An example of a visual linkage between two elements is shown on Figure 7.27. 
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Figure 7.27: An example of a visual linkage between three elements (b) for a View tree 
(a) 
Compared to the "contains" relationship, "links" is more complex one. A visual link- 
age is characterised by the following attributes: 
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The type denotes a type of a "links" relationship. Different types will be visually 
reflected differently. For example, arrowed linkage and dashed linkage are different 
visualisations for different types. 
- The signature denotes a text that is visually shown together with a linkage. 
Figure 7.28 shows examples of possible "links" relationships with different types and 
signatures. For each linkage attributes type and signature are defined. 
View tree Linkage 
links: T links: 







Figure 7.28: An example of a different types of visual linkages between elements (b) for 
a View tree (a) 
It is up to the Domain Expert to decide how the relationship between domain-specific 
terms should be represented by means of the visual linkage. A Software Architect imple- 
ments decisions made by the Domain Expert. Figure 7.29 shows a UML class diagram 
describing a Linkage Manager. The diagram is very similar to one for the Containment 
Manager shown in Figure 7.26. 
Though the architecture of the Containment Manager and the Linkage Manager is the 
same, the main difference between them is that: 
1. The Containment Manager controls "contains" relationships between nodes within 
a View tree and the Linkage Manager controls "links" relationships. 
2. Compared to "contains" relationships, "links" relationships define two attributes 
that exact the identity of the visual linkage. 
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, ted(inout event : SkwContextEvent) 
! d(inout event: SkwContextEvent) 
inout event: SkwContextEvent) 
I(inout event : SkwContextEvent) 
inout event: SkwContextEvent) 





Figure 7.29: A UML class diagram describing a Linkage Manager 
7.7.2.4 Symbolic Manager 
The Symbolic Manager specifies how domain-spccific terms and relations are visualised. 
These terms and relations are held by a View Model. Moreover, Symbolic Manager in- 
terprets "contains" and "links" relationships defined by a View model into terms of the 
Neurath Modelling Component (see Section 7.5). 
When a View tree is changed, i. e. a node or relationship is added, the Symbolic 
Manager receives an event that carries information about the change. Figure 7.30 shows 
a UML class diagram that describes an architecture of a Symbolic Manager. 
Symbolic Managers are presented by the class 7.30. This class is an ab- 
stract one. Concrete Symbolic Managers are represented by the numbered classes 
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SymbolicManager 1, SymbolicManager 2 and so on. They extend the abstract 
class SymbolicManager. The diagram specifies the following requirements to Sym- 
bolic Managers: 
1. They are listeners of the events coming from the View model that contains a descrip- 
tion of a View. The View model was described in Section 7.7.2.1. This requirement 
is shown with the relationship from the class SymbolicManager to the interface 
ViewModeEventListener. 
2. They work with the library of NMCs that are elements of the Neurath Modelling 
Language defined to design a software system for the particular application domain. 
The NMCs defined on top of some library of visual components which often a third- 
party library. 
3. They define the visual component which is the root container in the modelling pane. 
The choice of this visual component depends on specific library of visual com- 
ponents taken. It is the method setLibrarySpecif ic-MainContainer () 
that have to be implemented by derived Symbolic Managers to set the visualisation 
library specific root container. 
An example of the Symbolic Manager implementation can be found in Appendix C 
(Listing C. 6). Implementations of Symbolic Managers are quite similar. Normally, the 
following aspects differ: 
1. Library-spccific container that depends on the GUI library taken to generate the 
domain-specific visual interface at design time. This is the container GUI compo- 
nent that plays role of modelling pane. 
2. NMC components for different domain-specific terms. For different composition 
systems (or even for different Views within one composition system) different terms 
will be represented differently. 
We defined a SM-Specification form to describe the functionality of the Symbolic 
Manager by means of two aspects we have just specified. Figure 7.31 shows an example 





I ViewModelEventListener I 
event: ViewModelEvent) 
d(inout event: ViewMode 
ild(inout event: ViewModelEvent) 
inout event: ViewModelEvent) 




+targetNode : ViewNode 
I SymbolicManager I 
bolicManager I SymbolicManager 2 SymbollcManag olich 
---------------------- --------------------- 
Library of NMCs 
Visua lisation Library 
Figure 7.30: A UML class diagram describing a Symbolic Manager 
SM-SPECIFICATION TA13LE 
Number Name part Visual Components 
(1) Library-specific container 
------------------------------ 
javax. swing. JP&nel 
------------------ 
HWSymbolicManager 




(3) Term (Console Viewer ConsoleViewerGUI 
Application] 
Figure 7.31: An example of the SM-Specification 
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7.8 Deployment 
The specification of the domain-specific visual interface together with correctly linked 
domain-specific composition system and the template composition system form the 
DSVCS. It is the deployment descriptor which collects all the information about the 
DSVCS in a predefined and well-structured form. The structure of the deployment de- 
scriptor is explained in Figure 7.32 that depicts so called DSVCS-Deployment Table. 
Number Variable Descrption 
1 NML_ID_NAME The name of the Neurath Modelling Language (NML) 
2 DESCRIPTION The description of the NML 
3 INITIALEXPRESSION An initial expression to be executed before other design steps 
The list of the paths to the XML files describing deployment of 
the DSCs and DSOs. 
Example: 
4 LANGUAGE_ELEMENTS DSC/MainContainerDSC. xml 
DSC/SensorDSC. xml 
DSC/ActionDSO. xml 
The characteristics of the View. These are NAME, CM, LM (op- 
tional) and sm. 
5 VIEW Example: 
NAME = Device-types (statics) 
CM = viewSpec/HAContainerManager. cm 
SM = viewSpec/RASymbolicManager. sm 
Figure 7.32: Structure of the deplyoment descriptor for domain-specific visual composi- 
lion system 
The DSCs and DSOs are deployed according to their deployment specifications. Fig- 
ure 7.33 depicts the table that explains the structure and the meaning of these deployment 
descriptors. An example of the XMI, file with the deplyoment desciptors for DSVCS can 
be f0und in Appendix C (Listing C. 7). 
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Variable Description 
The domain specific term which is represented by the LANGUAGE_ID DSC. 
The path to the Asc file that holds the implementation DSC ELEMENT 
of the DSC. 
I The path to the icon file in case if the DSC should be R_ICCN 
__ 
[presented in the toolbar. 
DSO-Deployment Table 
""i I J, it) Dc. sciiption 
The domain specific operation which is LANGUAGE_ID 
represented by the DSO. 
The path to the Aso file that holds the DSO ELEMENT implementation of the DSO. 
The path to the icon file in case if the DSO should TOOLBAR_ICON be presented in the toolbar. 
The description of parameters for this DSO. It 
includes the attributes Name, Setter and 
Ge tter. The Name is the name of the parameter, 
the Setter and Getter are methods names to 
access the parameter. 
Example: 
PARAM SIGNATUR ES Name = sensor 
Setter - setSensor 
Getter = getSensor 
----- -------------------- 
Name = controller 
Setter = setController 
l Getter = getController 
Figure 7.33: Structure of the deplyoment descriptors for DSCs and DSOs 
7.9 Implementation Environment 
The concepts defined at the Visualisation and Interaction Level of composition are 
practically implemented in the Visualisation and Interaction Librarýv. The library 
was implemented with the Java programming language. We defined the package 
neurath. vailevel as the main package of the library. The main packages and Illeir 
interrelationships are shown on Figure 7.34. 
The following main sub-packages are specified: 
The sub-package viewmodel defines classes that describe the common features 
for Views. This includes classes ContainmentManager, LinkageManager, 
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Symbo 11 cManage r and Vi ewMode 1. The classes of this sub-package are used 
by the classes that specify Views for the target application domain (see depen- 
dency relation to the sub-package Package for a target domain. Be- 
sides, the classes of the sub-package viewmodel work with the classes de- 
fined by the Domain-specific Composition Library (see dependency to the package 
neurath. tdlevel). 
2. The sub-package nmcmodel defines an abstract class NMCVisualElement that 
specifies main requirements for all Neurath Modelling Components (see depen- 
dency relation from the classes NMC). 
3. The sub-package Package f or a target domain defines classes that de- 
scribe Neurath Modelling Language and Views for a target domain. Different 
NMCs are defined by the classes with the name NMC. Of course, this name is a only 
a temporary name as for the target application domain the concrete set of names is 
specified. Views are defined by instances of the class view. NMCs and Views 
are implemented according to the specifications of the sub-package viewmodel 
(see dependency to this sub-package). Views manage NMCs that are located at the 
modelling pane (dependency from the ViewV to the ModellingPane). 
4. The sub-package gui contains classes Toolbar and ModellingPane. The 
class Toolbar represents a toolbar graphical user interface component where 
NMCs are deployed (dependency between classes NMC and Toolbar). The class 
ModellingPane represents a window of the modelling pane. At design time it 
contains instances of NMCs (dependency the classes NMC). 
5. The sub-package uiiparser defines a parser for User Interface Interaction Ex- 
pressions (UllEs) generated by NMCs during the interactions with the designer 
(dependency between NMC and the sub-package uiiparset). 
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Library of visual components 
Domain Specific 
Visual Interface 
Figure 7.34: Visualisation and Interaction Library: main packages 
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7.10 Summary 
This chapter has introduced concepts defined at the Visualisation and Interaction Level 
of composition. These concepts represent a domain-specific visual composition system. 
With this system it is possible to define domain-specific visual interfaces (DSVIs) on top 
of doinain-specific composition languages, as they defined at Target Domain Level of 
cornposition, and apply these DSVIs to design a software system. 
Asualisation and 
Interaction Level 
1) Visualisation of domain knowledge 
2) Interpretation and forwarding of the 
r1aQinnar', - nrtinn-- 
Target Domain Level 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 
3) Definition and interpretation of domain specific template 
composition languages 
Template Level 
1) Encapsulation of program code at the level of templates 
2) Manipulation with code templates 
3) Definition and interpretation of template composition languages 
Atomic Level 
1) Encapsulation of program code at the atomic level (terminals and non-terminals) 
2) Manipulation with encapsulated elements 
3) Generation of program code in files 
Figure 7.35: Levels ofcornposition within the Neurath Composition Framework 
With DSVI the Domain Experts is able to produce program code through DSVI with- 
out having any technical background in the programming language that is used to describe 
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a software system. We have shown how interaction between the DSVI and the Domain 
Expert works. We have described the Neurath Modelling Language and the View concepts 
that organise the process of interaction. Finally, we presented the organisation of tile im- 
plementation environment for the concepts defined at the Visuallsation and Interaction 
Level of composition. Figure 7.35 shows parts of the Neurath Composition Framework 
that we have described. 
The next chapter explains an architecture of the Neurath Builder Tool and the Neurath 




Tool Support and Evaluation 
This chapter puts the concepts developed in the previous chapters into a practical level. 
It demonstrates the mainfeatures of the process of software design based on the Neurath 
Composition Framework The demonstration is supported by the reference implementa- 
tionfor theframework The architecture and design of the implementation is also covered 
in this chapter The chapter ends with conclusions. 
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8.1 Overview 
In this chapter, the NCF approach is evaluated with two use-cases: 
1. The first use-case is called Console Viewer. It represents a simple application do- 
main that consists of a DOS console application and a textual message. This use- 
case introduces the NCF life-cycle, showing the design phase and the composition 
language definition phase. The domain-specific visual composition system for Con- 
sole Viewer represents minimal example, but can already show the externalisation 
of business logic. 
2. The second use-case is called House Automation. It represents an application do- 
main of some virtual instruments, such as actuators, sensors and controllers, that 
can be connected with each other. This use-case introduces the NCF life-cycle, 
showing the design phase and the composition language definition phase. The use- 
case shows the externalisation of business logic and introduces the related feature 
of the descriptiveness of components. The House Automation composition sys- 
tem introduces the power of the template composition with the Parametric Code 
Templates and Molecular Operations. Feature such as awareness and inheritance 
template components will be shown. 
We have developed a reference implementation of the NCF to practically test the use- 
cases. The reference implementation is presented by the Neurath Builder Tool and the 
Neurath Integration Platform. The NBT is for the composition language definition phase. 
The NIP is for the design phase. Further, the architecture and design of the reference 
implementation is explained. After this, the Console Viewer and the House Automation 
use cases are presented. 
8.2 Architecture 
We have developed a reference implementation for the NCF. The architecture of the refer- 
ence implementation is presented in Figure 8.1. As the architecture shows, there are two 
main tools defined. These include the NBT and the NIP. The productions of the NBT tool 
are specifications of a domain-spccific visual composition system. This specification can 
be deployed into the NIP tool. Once deployed a domain-specific visual composition sys- 
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tem is used to visually model a software system for an application domain. Automatically, 
the program code for the modelled software system is generated. 
The NBT is a tool to use during the composition system definition phase. At this 
phase, a domain-specific visual composition system is defined according to the require- 
ments provided by the domain expert. The Software Architect works with the NBT tool. 
The Software Architect is an expert in programming languages. He/She uses the NBT in 
order to provide the following: 
1. Composition system to operate with code templates (template composition system) 
2. Externalise business logic of a template composition system by the specification of 





tdievel neurath. vaileiv: el] 
use L--------------I 
Domain Specific Visual I -% 
Neurath Builder Composition System j Neurath Integration Program 
Tool (NBT) Platform (NIP) -<"'Codae 
E 
works with works with 
requirements 
Software Architect Domain Expert 
Figure 8.1: An architecture of the reference implementation developed for the Neurath 
Composition Framework 
The NIP is a tool to be used during the design phase. It deploys the domain-specific 
visual composition systems produced by the NBT. The Domain Expert uses the deployed 
composition systems to design software systems within the required application domain. 
The Domain Expert should be an expert in that application domain and should not have 
a background in programming languages. During the work with the NIP, the following 
basic activities are performed: 
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1. Fon-ning a domain-specific composition expression in terms of visual domain- 
specific symbols. 
2. "Reading" and organisation of the designed system's state which is reflected with 
visual domain-specific symbols. 
The architecture on Figure 8.1 also shows relationships to the libraries developed for 
composition levels that are defined in this thesis. Table 8.1 shows which library imple- 
ments what composition level. 
Level of Composition Library 
Template Level (Chapter 5) neurath. templatelevel (Sec- 
tion 5.8) 
Target Domain Level (Chapter 6) neurath. tdte level (Section 6.13) 
Visualisation and Interaction Level 
(Chapter 7) 
neurath. vailevel (Section 7.9) 
Table 8.1: Different libraries implementing different levels of composition 
8.2.1 The Neurath Builder Tool 
The architecture of the Neurath Integration Platform is presented in Figure 8.2. Further 
we describe each functional block, including relationships to other blocks. 
The Domain Requirements Speciflcator is a functional block that is needed for 
fixing requirements for a composition system obtained from the Domain Expert. It 
works with the description specifications described in Section 3.6. For example, these 
speciflcations define domain-specific terms and relationships that may form the designed 
system. The output of the functional block is a well-formed description of requirements. 
The Template Language Creator is a functional block to form the template compo- 
sition language. It provides repositories of PCT components and molecular operations. 
The Software Architect chooses the required elements from the repositories or creates 
new elements and forms a new repository. The new repository contains templates and 
operations that are used to form the program code of domain-specific software systems 
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which will be designed later. 
domain requirements 
Neurath Builder Tool (NBT) 
Domain requirements description 





Language DSVI Creator 
Creator 
primaty (main) information flow, shows Domain specific visual 
correct sequential order compositoin system 
)o. secondafy Information flow 
Figure 8.2: An architecture of the Neurath Builder Tool 
The DSL Creator stands for "Domain-specific Language Creatoe,. It is a functional 
block to form the domain-specific composition languages on top of the template com- 
position language that is defined by the input repository. The DSL Creator provides 
semi-automatic code generation mechanisms to generate DSCs as well as DSOs for 
elements of the repository according to the specified requirements in the Domain Re- 
quirements Specificator. DSCs and DSOs form a DSL which is the main output of the 
DSL Creator block. 
The DSVI Creator stands for "Domain-specific Visual Interface Creatoe'. It is a 
functional block to define the Domain-specific Visual Interfaces (DSVIs) on top of the 
DSL, which is the main input for the DSVI Creator. The part of requirements' descrip- 
tions, as related to domain-specific appearance and defined in the Domain Requirements 
Specificator, are used by the block to semi-automatically generate specification of visual 
components (Neurath Modelling Components), which form the DSVI. The DSVIs de- 
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fined on top of a DSL according to the domain requirements represent a domain-specific 
visual composition system which is the main output of the DSVI Creator. 
Currently, there is no visual interface that is provided for the NBT. The Software 
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Figure 8.3: An architecture of the Neurath Integration Platform 
8.2.2 The Neurath Integration Platform 
The architecture of the NIP is presented in Figure 8.3. We have only shown the most 
important functional blocks that take part during the design process of a software system. 
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Furthermore, we describe each functional block including, relationships to other blocks. 
The Toolbar is the GUI component of the NIP. This component contains Neurath 
Modelling Components that are language elements of the deployed domain-specific 
visual composition system. When interacted by the Domain Expert, these components 
generate User Interface Interaction Expressions (UIIEs) that are collected by other func- 
tional block called UIIE Collector. The NMCs in the Toolbar represent types. 
The Modelling Pane is the GUI component of the NIP. It reflects the state of the 
designed software system in a visual domain-specific way. The state is reflected with 
Neurath Modelling Component instances. When interacted by the Domain Expert, these 
visual components generate User Interface Interaction Expressions (UllEs) that are col- 
lected by the UIIE Collector functional block. The reflection of a system's state (defined 
by the SkwContext block) is performed by Views. They receive a state description of a 
designed system and generate new NMC instances that are placed within the Modelling 
Pane area. 
The UIIE Collector stands for "User Interface Interaction Expression Collector". it 
collects expressions that are generated during actions applied by the Domain Expert to 
NMCs defined in the Toolbar and in the Modelling Pane. The UIlEs are collected in one 
expression which is forwarded to the UIIE Parser. 
The UIIE Parser stands for "User Interface Interaction Expression Parser". It obtains 
the UIIE from the UIIE Collector and generates a functional block called DS Expression 
from it. 
The DS Expression stands for "Domain-specific Expressiow'. It is a functional block 
that contains an executable domain-specific expression that consists of DSCs and DSOs. 
The DS Expression executes the expression resulting in a (1) generation or transformation 
of Program Code; (2) changed description of the designed system's state, which is held 
by the functional block called SkwContext. 
The SkwContext stands for "Simple Knowledge Web Context". It is an environment 
to describe the state of the designed system in the form of a Domain Ontology. It operates 
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with domain-specific terms, their attributes and relationships between them. 
Property Inspector is a GUI component of the NIP. It contains a parameter-value 
pair for the NMC chosen in the Modelling Pane. The Property Inspector can be used to 
observe defined values for the parameters and to assign the new ones. 
Message Window is a GUI component of the NIP. It receives and shows messages 
generated by different components of NIP. The Message Window reflects the information 
about the design process. 
Structure Window is a GUI component of the NIP. It is a special kind of View. It 
reflects a structure ofthe designed system on the required level of details. 
8.3 Design 
A deeper view on how the NBT and the NIP are organised is presented by parts of their 
design. Figures 9.4 and 9.5 depict UML class diagrams showing interrelationships of 
main classes. Coloured and labelled areas extend the diagrams in order to group classes 
by their role. Additionally, the relations that could be seen as the most meaningful are 
drawn in bold. 
Figure 9.4 shows classes that implement the idea of the NBT. Currently, the NBT has 
no support of a graphical user interface. Therefore, the Software Architect uses the API 
directly. The following areas of classes are presented in the figure: 
Green area (A): groups the definitions of PCTs and MOs, which form a common 
repository of templates for the Java programming language. The classes that ex- 
tend the class AbstractPctLeaf are PCTs defined in the common repository. 
The classes derived from the class MolecularOperation are MOs defined in 
(he common repository. Moreover, this group contains tools needed to create new 
PCTs and MOs. The green area represents a Template Level of composition. The 
connection to the Atomic Level of composition is shown with relationships between 
the green area and as1t. j ava package. 
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Figure 8.4: The design presenting the NBT. A- the Template Level ofcornposi t loll, B and 
C- the Target Domain Level of composition, D and E- the Visualisation and Interaction 
Level of composition 
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2. Red area (B): groups the definitions of DSCs and DSOs that form a common repos- 
itory used in different applications. These are DSOs such as MergeDSO, AddDSO, 
InstantiateDSO and DeleteDSO. The MainEnvironmentDSC class rep- 
resents common DSC. The red area contains tools that are needed to create new 
DSCs and DSOs. 
3. Yellow area (Q: groups the classes related to the SkwContext, which is a tool 
to hold the state of the designed system described as the domain ontology. The 
main class is the SkwContext, which manages nodes (class SkwNode) and their 
relationships (class SkwRelation). 
4. Blue area (D): groups classes needed to specify Views that are part of the DSVI. 
The definition of how the system's state is interpreted into graphical symbols, 
their containment hierarchy and linkage is provided with the help of the classes 
ContainmentManager, LinkageManager and Symbol icManager. 
5. Grey area (E): groups classes needed to specify Neurath Modelling Com- 
ponents that are part of the DSVI. NMCs are characterised by the interface 
NUVisualElement. Other classes are presented by the specific libraries 
to build GUls. Currently, we use two libraries: MoveableContainer and 
javaks. 
Additionally, Figure 8.4 emphasises some meaningful relationships. The relationship 
between the red area (B) to the class SkwContext in the yellow area (C) represents the 
fact that DSCs and DSOs may form the system's state. This state is taken as the main in- 
put by the ViewController in the blue area (D). Further relationships between classes 
within the blue area (up to the grey area (E)) denote the processing of the system's state 
in order to get a domain-specific visual interface at the output. The connection between 
components from different levels of composition are shown with the relationships be- 
tween ViewNode, SkwNode, AbstractDSComponent and AbstractPctLeaf. 
Figure 8.5 shows classes that implement the idea of the NIP. The following areas of 
classes are presented in the figure: 
1. Violet areas (A, B): groups classes that define the GUI of the modelling tool. It is 
implemented according to the Modcl-Vicw-Controller architecture pattern. The part 
A is the "View" part and part B is the "Model" and "Controller" parts. The GUI of 
the NIP consists of the modelling pane (class Mode 11 ingPane), the toolbar (class 
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NmlToolBar), the property inspector pane (class PropertyInspector) and 
other GUI components such as windows, dialogs and menus. 
2. Grey area (C): represents Neurath Modelling Components shown in the mod- 
elling pane during design time. The visualisation and interaction parts of these 
NMCs are implemented in collaboration with some specific GUI library (for in- 
stance MoveableContainer or javaks). 
3. Red area (D): contains types of DSCs and DSOs as well as their instances being 
created at design time. 
4. Yellow area (E): contains the domain-specific description of the designed software 
system. The description is provided with the class SkwContext. 
5. Blue area (F): contains the active Views which interpret any changes in the sys- 
tem's state into the new parts of the domain-specific visual interface. 
6. Green area (G): contains the description of the designed system at the Template 
Level of composition. 
Additionally, Figure 8.5 emphasises some meaningful relationships. The relationship 
between the ModellingPane in the violet (A) area and the NCFVisualElement 
in the grey (C) area shows that the modelling pane of the NIP contains NMCs. When 
interacted by the Domain Expert, these NMCs - together with NMCs defined in the toolbar 
(class NmlToolbar) - produce User Interface Interaction Expressions (UIIEs) and send 
them to the UIIE Parser (class UI IE-Parser) in order to be translated. The relationship 
between the UI IE-Parser and the red area (D) denotes that the products of translation 
are domain-specific expressions formed with DSCs and DSOs. The relationships from 
the red area (D) to the green area (G) and to the yellow area (E) show that the domain- 
specific expressions - when executed - transform both the underlying software system 
at the Template Level of composition as well as the domain-specific description of the 
system's state. 'Ibis description, managed by the SkwContext, is translated into the 
domain-specific visual interface represented by the NMCs in the modelling pane. As 
soon as new interaction comes from the Domain Expert, the whole procedure is repeated. 
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Figure 8.5: A and B- the GUI of the NIP, C and F- Visualisation and Interaction Level 
of composition, D and E- Target Domain Level of composition, G- Template Level of 
cornposition 
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A short description of each class of the reference implementation can be found in Ap- 
pendix B. Libraries and documented program code can be taken from 1961. Tile NBT and 
NIP tools can be loaded from [97,98]. Further, we introduce two use-cases implemented 
and shown with the reference implementation for the Neurath Composition Framework 
approach. 
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8.4 Evaluation: Console Viewer 
The Console Viewer is a simple console application that prints out some text and then 
terminates. Being developed by a Software Architect, such a console system may be de- 
fined with a program code of ten to twenty lines of Java program code. Imagine that the 
Domain Expert, which has no background in programming languages, would like to pro- 
duce different instances of a Console Viewer application by only operating with business 
logic, with no knowledge of programming involved. In this section, we show how - with 
help of the NCF - the business logic of the Console Viewer application domain can be 
externalised. Basically, the Console Viewer is a quite primitive example of applying the 
NCF. However, it is needed to serve the purpose of introducing the following: 
1. Feature of externalisation of business logic. It is shown that the Domain Expert gets 
an ownership to design a software system within the defined application domain. 
2. Steps of the life-cycle defined by the NCR Step by step, the phases of the software 
life-cycle are introduced. The same steps are repeated for the other use-case. 
After looking through the Console Viewer, we assume it will be easier for the reader 
to work with descriptions for the next use-case. The second use-case reveals the practical 
applicability of the NCF approach by introducing more features. 
8.4.1 Specification of Domain Requirements 
According to the software life-cycle model described in Section 3.5 (see Figure 3.6) the 
first step during the composition system definition phase is the domain requirements anal- 
ysis. At this step, the requirements specified by the Domain Expert are put into the defined 
form. According to the description strategy proposed in Section 3.6 during the domain 
requirements analysis, there should be several specifications provided. We provide each 
of them. 
The first table is the Requirements as English text. It is provided by the Domain 
Expert in the English language (see Figure 8.6). 
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Figure 8.6: Requirements as English text for the Console Viewer application domain 
After the requirements are described in English, the Software Architect and the Do- 
main Expert formulate the Domain Ontology, trying to reveal the terms, which are going 
to be operated during design time as well as possible relationships between these terrns. 
Figure 8.7 shows the domain ontology for the Console Viewer. 
console Viewfer 
Main 
0.. * application CContainer 
has 
* 




Figure 8.7: Domain Ontology for the Console Viewer application domain 
Further, the Term-English table depicted in Figure 8.8 states what each term, defined 
in the domain ontology, means. The domain ontology describes the application domain 
statically. To describe the dynamic changes in domain ontology, the Domain Expert and 
the Software Architect work out the Actions-State table. This is a table that shows de- 
pendencies between sequences of actions that are done when designing a system at the 
design phase and the desired changes in the system's state. 
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TERM-E NOUSH TABLE 
Number Term Description 
Represents the main container that is a 1 Main coi, '-iner placement area for other elements. 
Represents a console application, 
characterized by the attributes 71assName 
Console V'ewer and -, ext . The ClassName represent the 2 
Application name of an application instance. The 
attribute Text represents the Text to be 
printed out by the application. 
Figure 8.8: Term-English table for the Console Viewer application domain 
Actions are defined according to the definition of what the composition process with 
externalised business logic stated in Section 3.2 is. Actions are defined as follows: 
click component type - means that the Domain Expert clicks the "component type" 
which is represented by an icon in the toolbar. 
2. click operation type - means that the Domain Expert clicks the "operation type" 
which is represented by an icon in the toolbar. 
3. click component instance - means that the Domain Expert clicks the "component 
instance", located in the modelling pane. 
Figure 8.9 depicts the Actions-State table. 
ACTIONS-STATE TABLE 
Number Actions State 1 State 2 
click component type [Main Container] (Main Container] 
(Console Viewer Application] -has-> 
------------------------------- (Console Viewer (Console Viewer 
click instance (Main Container] Application] Application] 
click operation type [DeleteDS01 
2 ------------------------------- [Console Viewer 
click instance Applicationl 
(Console Viewer Application] 
Figure 9.9: Acticns-State table for the Console Viewer application domain 
Up to now, the Domain Expert and the Software Architect specified the semantics of 
a doniain-specific composition system. The next step is to describe the visual interface 
for this systern. 
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The appearance specification for so called "component types" and "components 
operations" located in the toolbar as well as for "component instances" located in the 
modelling pane is provided by the Týpes/lnstances-appearance table. This table shows 
the domain-specific components and operations and specifies dependencies between them 
and visual appearance. Figure 8.10 depicts the table. 
TYPESANSTANCES-APPEARANCE TABLE 
Number Element Kind Appearance Description 
It is a container which has 
black borders and white 
1 (Main Container] component background. instance 
2 [Console viewer component 
It is an icon 
Application] type 
It is a container which has 
black borders and white 
<text> background. It contains an 
3 [console viewer component icon at the bottom and 
Application] instance shows the value of the attri- 
bute text above the icon. 
The icon shows a console 
window. 
It is an icon 
4 [DeleteDSO] operation type 
Figure 8.10: Types/Instances-appearance table for the Console Viewer application dornain 
From this table, the Software Architect will later create visual components which 
constitute the domain-specific visual interface, reflecting a designed system, s state at the 
design phase. The Types/Instances-appearance table shows statics rather than dynani- 
ics of the component's appearance. The dynamics are described with the ORel-GRel 
table, which basically holds information about how the change in the system's state 
influences domain-specific visual interface. This shows the dependency between re- 
lationships defined by the domain ontology and relationships between components of 
the domain-specific visual interface. The graphical relations were described in Section 
7.7.2.1. Currently, there are two types of relationships: "contains" and "links". Figure 
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8.11 depicts the table. 
OREL-GREL TABLE 
Number Ontology Relation Graphic Relation 
[Main Container] [Main Container] 
-has-> -contains-> 
[Console Viewer Application] [Console Viewer Application] 
Figure 8.11: ORel-GRel table for the Console Viewer application domain 
The provided specifications are concluded with the overall schematic view (or sirnu- 
lated by tools) on the domain-specific visual composition process. Further, we give this 
overall conclusion demonstrating the screenshots of NIP made during designing applica- 
tions in the Console Viewer application domain. 
Figure 9.12 depicts the NIP, which has a toolbar on the top, a modelling pane in the 
middle and a property inspector on the right side. The View that defines how the state 
is visually represented is called "View I". The View shows a container with a black line 
border. This is the MainC ontainer component that is initially present for all compo- 
sition systems. This container may contain instances of the Console Viewer applications. 
The toolbar contains one component type called Console Viewer application, 
and one operation type called Delete. 
Figure 8.12: Screenshot I of the NIP: design phase for the Console Viewer use case 
TheConsole viewer application components type is shown with the black 
icon (represents a console). The Delete operation type is depicted as white icon with 
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cross on it (represents termination). When the Console Viewer application and 
then the Main Container in the modelling pane are clicked sequentially, the new 
visual component instance appears, as depicted in Figure 8.13. This instance represents 
the generated program code of the Console Viewer. It shows the name of the application 




Clasý; HelMorkl Propvrtv Val". 
Te, 4 "H611,, Vorld- 
Figure 8.13: Screenshot 2 of the NIP: design phase for the Console Viewer use case 
The Property Inspector of the Screenshot 2 shows the attributes for the chosen in- 
stance of the Console View. These attributes can be changed by the Domain Experts. For 
instance, instead of the message "Hello World! ", we put the message "Hello UK! ". As 
soon as this is done, the program code is transformed accordingly and the change in state 




Claxýs; NelloWeck! P,. P., Tf Value 
T94 'Hello 
wil, u, r Fc-low&-me RIM 
Figure 8.14: Screenshot 3 of the NIP: design phase for the Console Viewer use case 
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In the same manner, another instance of the Console Viewer application 




CN- NWAdftmid cl.. - Hft 
HIII, 
Figure 8.15: Screenshot 4 of the NIP: design phase for the Console Viewer use case 
Further, we describe how the specified requirements are processed by the Software 
Architect in order to create the domain-specific visual composition system for the Console 
Viewer application domain. 
8.4.2 Processing the Domain Requirements 
The Software Architect processes the domain requirements in order to create a domain- 
specific visual composition system. The following steps are carried out: 
1. Specification of Template Composition System - the repository of PCTs and MOs 
have to be defined. 
2. Specification of Domain-Specific Composition System - the repository DSCs and 
DSOs has to be defined. 
3. Specification of Dornain-Specific Visual Interfaces: the Neurath Modelling Corn- 
ponents and Views have to be defined 
Further we go through these three steps. 
8.4.2.1 Specification of Template Composition System 
Being based on the requirements defined by the Domain Expert, the Software Architect 
may choose the repository of templates presented in Figure 8.16. It is shown how each 
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template from the new repository is composed with the existing templates and molecular 
operations from the common repository. The elements from the common repository are 
marked with the light red colour. The composition steps can be seen as actions done by 
a Software Architect working with the Neurath Builder Tool. In the case of the visual 
interface being provided, this process becomes significantly more automatic and easier. 
TEMPLATE-REPOSITORY TABLE 
Number Tempate Composition EKpression 
merge 
merge 
ConsoleViewerPCT merge StatementPCTLeaf 9 
MethodPCTLeaf Z 
ClassPCT 
Figure 8.16: Templ ate- Repository table for the Console Viewer application domain 
TEMPLATE-ARCHITECTURE TABLE 
Number Tempate Architecture 
ClassPCT 
ý'className, z- - className 
PropertyPCT MethodPCTLeaf 
name name 
ConsoleViewerPCT type > Parameters 
, t T urn ype < modifier > re 11" 
modifie in itValue r 
StatementPCTLea-f 
s3m tatement 
Figure 8.17: Tempi ate-Archi tecture table for the Console Viewer application domain 
The architecture of the template that is resulted during the composition steps is shown 
in Figure 8.17. The program that creates specified templates in the form of PCTs is shown 
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in Listing C. I from Appendix C. The program is written in Java programming language 
using the Template Composition System Library (see Section 5.8). 
Newly defined elements of the repository can be tested in the NBT. This would in- 
clude activities such as applying the tested element together with other elements, setting 
parameters and generating a program code. 
8.4.2.2 Specification the of Domain-specific Composition System 
The DSCs and DSOs are defined according to the information that is mainly provided in 
the Action-State table (see Figure 8.9). 
The Action-State table shows the semantic of actions done by the designer at the 
design phase. The following DSCs and DSOs are defined: 
1. A DSC for the term main Container. We call it MainContainerDSC. 
2. A DSC for the term Console Viewer Application. We call it 
ConsoleViewerDSC. 
3. A DSO for the operation Delete. We call it DeleteDSO. 
Figure 8.19 shows the DSC-Architecture table. It shows the configuration of DSCs. 
DSC-ARCHITECTURE TABLE 
Number DSC Architecture 
Console Vie er 
Application 
CCI 'as s-N am- e? > 
Text 
I 
ConsoleViewer DSC 4E 9 
ConsoleViewerDSC Text 
Class Name a t 
e 
e 
IeV Conso Iew PCT e 
Figure 8.18: DS C -Architecture table for the Console Viewer application domain 
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The DSC MainContainerDSC can be potentially generated by the NBT tool (in 
the case of having a GUI). All that is needed for specification is the related PCT, tile name 
of the DSC and the term the DSC is representing. The related PCT is EmptyBasePCT. 
The name of the DSC is MainContainerDSC. The term that the DSC is representing 
isMain Container. 
Listing C. 2 from Appendix C shows the specification of the MainContainerDSC 
as a Java class generated according to the architecture shown in the DSC-Archi tect tire 
table. 
To generate the DSC ConsoleViewerDSC, it is necessary to specify the re- 
lated PCT, the name of the DSC, the term the DSC is representing, attributes for 
the related ontology node and each attributes' correlated parameters of the PCI The 
related PCT have already been defined and saved in the serialised form in the file 
PCT-ConsoleviewerPCT. pct. The name of the DSC is ConsoleViewerDSC. 
The term that the DSC is representing is Console Viewer Application. The at- 
tributes are Text and ClassName. The correlated parameters are the initValue of 
the composite PropertyPCT and the className. 
Listing C. 3 from Appendix C shows the specification of the ConsoleViewerDSC 
as a generated Java class according to the architecture shown in the DSC-Architecture 
Table. 
To generate the specification of the DeleteDSO, it is necessary to know its pararn- 
eters, the expression the DSO implements and how the operation changes the state of 
the designed system described by the domain ontology. Figure 8.19 shows this with the 
D SO-Speci fi cation table. 
DSO-SPECIFICATION TABLE 
DSO EKpression 
DeleteDSO(comp: AbstractDSComponent) - 
DeleteDSO 
(2) node=SkwContext. searchForNodeById(comp); 
Skwcontext. deleteNode(node); 
Figure 8.19: DSO-Architecture table for the Console Viewer applicafion domain 
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Listing CA from Appendix C shows the generated specification of the DeleteDSO 
as a Java class. 
8.4.2.3 Specification of Domain-specific Visual Interfaces 
The DSVIs are formed with Neurath Modelling Components and Views. According to 
the requirements defined by the Domain Expert for the Containment Manager, Symbolic 
Manager and NMCs are defined as follows. 
The ORel-GRel table that resulted during the domain requirements analysis con- 
tains enough information which to generate the Containment Manager. However 
we additionally we have to provide a name for the Container Manager, which is 
ConsoleviewerContainmentManager, and the name of DSC for the main con- 
tainer, which is mainContainerDSC. Listing C. 5 from Appendix C contains the spec- 
ification ofthe Containment Manager written in Java programming language. 
To create a Symbolic Manager, we require the S M-speci fi cation table shown in Figure 
9.20. It is sufficient to have the values specified in the table to generate the Symbolic 
Manager (see Listing C. 6 from Appendix Q. 
SM-SPECIFICATION TABLE 
Number Name Art Visual Components 
(1) Library-specific container 
------------------------------ 
_ 
javax. swing. JPanel 
-------- 






(3) Term [Console Viewer ConsoleViewerGUI 
Application] 
Figure 8.20: SM-Specification table for the Console Viewer application domain 
The next specification which is needed is the specification of NMCs. These visual 
components have the same skeleton, but vary depending on the graphic library used to 
perform the visualisation and interaction. The basic information about how the skeletons 
of' NMCs are filled in with the library specific code is shown in the NMC- Speci fi cation 
table depicted in Figure 9.21. The icons for the Toolbar are defined in the deployment 
descriptors (XML tiles) during the specification of the Domain-specific Composition Sys- 
tem. 
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OF 
jý -L --- --- 
CUIISOýev I c=w(=L 
implements NCFVisualElement 
protected ViewNode carriedNode = null; 
protected JLabel isotype ý null; 
protected JLabel className = null; 
protected JTextArea text = null; 
public ConsoleViewerGUI ( ViewNode node 
super () ; 
setViewNode(node); 
addMouseListener(this); 
public void mouseReleased(MouseEvent e)( 
public void updateUIAccSkwNodeOj 
text. setText(getViewNodeo. getSkwNodeo. 
getAttributeValue(I'Text"). toString()); 
public void addContainee(NCFVisualElement element)( 
public void removeContainee(NCFVisualElement element)f 
public NCFVisualElement getParentContainero( 
return (NCFVisualElement)super. getParento; 
M GUI-Library-specific code for M GUI-Library-specific code for 
appearance interaction 
M NCF Skeleton M Rest of code 
Figure 8.2 1: NMC-Specification table for the Console Viewer application dornai n 
8.4.2.4 Deployment Descriptors 
The specification of the Domain-specific Composition System is generated ill (he deploy- 
ment description in the form of XML files. The XML files are generated according to the 
information provided in the DS VCS -Deployment table depicted in Figure 8.22. Listing 
C-7 from Appendix C shows the contents of the generated XML tile. Each DSCand DSO 
has its own deployment descriptor. Figure 8.23 depicts deployment descriptors for 111 
components. Listings C. 8, C. 9, C. 10 and C. II from Appendix C show the contents of' the 
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generated XML file. When the specification is deployed into the NIP the design phase 
starts. 
VCS-Deployment Table 
Number Variable Value 
NML_ID_NAME ConsoleViewer 
Domain specific visual composition 
2 DESCRIPT10N system to create Console viewer 
applications 
3 INITIAL_EXPRESSION InstantiateDSO(MainContainerDSC) 
DSC/ConsoleViewerDSC. xml 
4 LANGUAGE_ELEMENTS DSC/MainContainerDSC. xml 
DSO/DeleteDSO. xml 
NAME = View 1 
VIEW CM = viewSpec/HWContainerManager. cm 
SM = viewSpec/HWSymbolicManager. sm 
Figure 9.22: DSVCS- Deployment table for the Console Viewer application domain 
Number Variable Value 
1 XML_FILE MainContainerDSC. xml 
2 LANGUAGE_ID MainContainerDSC 
5 DSC_ELEMENT /dspct/MainContainerDSC. dsc 
Number Variable Value 
1 XML_FILE ConsoleViewerDSC. xml 
2 LANGUAGE_ID ConsoleViewer 
3 DSC_ELEMFNT /dspct/ConsoleViewer. dsc 
4 TOOLBAR-ICON /isotypes/Consolelcon. jpg 
Number Variable Value 
I XML_FILE DeleteDSO. xml 
2 1, ANGUAGE_ID DeleteDSO 
3 DSO_ELEMENT /dspct/DeleteDSO. dso 
4 TOOLBAR_ICON /isotypes/DeleteIcon. jpg 
5 PARAM_SIGNATURES 
I Name = targetElf-ment 
SeLter = setTargeLElement 
Getter = getTargetElement 
Figure 8.23: DSC/DSO- Deployment tables for the Console Viewer application domain 
F26-61 
8.4. EVALUATION: CONSOLE VIEWER 
Design Phase 
Numher Action Sccjuc7ýco si Stat(, Appeai. in( v 
View 1 
Execution of the 
1 initialisation exp- Mai 17 
ression 
mail) 
(1) Clicking the Container 
Consoleviewer Viewl 
2 icon 
in the toolbar has 
n 
Console Viewer ' "" ' 
(2) Clicking the Ipp iical ion 
maincontainerGUI 
ýJjo 'o'jdý Text="Hello World" 
Property Insepctor 







(2) Changing the value 
Console Viewer 
for field Text in Application 
Property inspector to 
H ll UK! " 
---- ---- --- 
Text "Hello UK! " 
. e o 
ain main r 
- er ai n 
h 
F_71 ImI /\ I (1) Clicking the as Console Viewer 
ConsoleViewerGUI Application View 1 
4 in the toolbar Text="Hello UK! 
(2) Clicking the 
has 
Hell 
mainContainerGUI Console Viewer 
Application 
TexL="Hello World" 
(1) Clicking the Delete -; T--) Main i 
N F\---/-] 
icon in the toolbar . Conta L nel 
View 1 
5 (2) Clicking the has 
instance of the Console Viewer 
ConsoleviewerGUI Application 
with the text Hello 
World! " Text-He] o UK, 
Figure 8.24: Design phase table for the Console Viewer application domain 
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8.4.3 Design Phase 
Figure 8.24 depicts design steps done by the Domain Expert to create a Console Viewer 
application software system in the NIP. The figure shows how, depending on designer's 
actions, the state of the designed system and the visual model in the modelling pane are 
changed. For each step, the program code of the designed software system is automati- 
cally generated. Section C. 2 in Appendix C collects listings for each design step. 
Figure 8.25 shows the screenshot of the application, which corresponds to the 3 step 
from the Design-steps table in Figure 8.24. 
Hello UKI 
Press arty key to continue 
V 
Figure 9.25: Screenshot of the Console Viewer application instance after being executed 
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8.5 Evaluation: House Automation 
In this section, we are going to introduce a use-case for the Neurath Composition Frallle- 
work. The use-case is for the domain-specific visual composition system to have House 
Automation software systems designed by the experts in this domain, they do not [iced it 
technical background in programming languages. 
When we speak about a set of hardware devices installed in the house in order to 
perform certain actions as a response to certain events, we speak about a control system 
for the House Automation. Typically, such control systems manage certain sub-systems 
in the house, i. e. security, climate, "look and feel" etc. Three types of devices call be 
distinguished: sensors, controllers and actuators. Sensors recognise any change in the 
environmental state, i. e. the temperature has changed, something moved etc. Controllers 
are connected to sensors and collect all the incoming signals in order to process them and 
make a decision. The decision, in form of a signal, is sent to the connected Actuators, 
which perform the decision made by the connected controller(s). 
Let's consider an example presented in Figure 8.26. There is a house with sensors, a 





Figure 8.26: A house with a house automation control system installed 
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The sensors are marked with S: the Wind Sensor S1, the Light Sensor S2 and the 
Temperature Sensor S3. The controller is marked with C. The devices controlled by the 
actuators are marked with A: the Heater A, and the outside Window Shutter A2. 
The controller could be programmed so that, for instance, the following communica- 
tion schemes are in operation: 
1. The Temperature Sensor sends the value of the current outside temperature to the 
Controller. The Controller checks if it is too cold and then it activates the Heater. 
Otherwise, the Heater is switched off. 
2. The Light Sensor and the Temperature sensor send the value of the current lightness 
and temperature to the Controller. If it is too light and the temperature outside is 
too high, the controller tells to the Window Shutter to shut the window. Otherwise, 
it is opened. 
3. The Wind Sensor sends the current wind speed to the Controller. If the wind speed 
is too high, the Controller commands the Window Shutter to shut the window. 
Often, the connection and configuration of sensors, actuators and controllers is man- 
aged by the software system installed in the Controller device. The software systems in 
the House Automation domain consist of virtual devices: virtual sensors, virtual actuators 
and virtual controllers. They represent real hardware devices. The design of such soft- 
ware systems include routines such as the definition of new virtual devices, connecting 
and configuring them. 
With the NCF, it is possible to create domain-specific visual composition systems that 
can be used by the House Automation Domain Experts in order to design software systems 
in the mentioned domain. With the use-case presented in this section, we demonstrate the 
following features: 
1. Externalisation of business logic. It is shown that the software system from the 
House Automation domain can be designed and maintained by the Domain Expert 
using a domain-specific visual interface. This feature is based on the descriptiveness 
and visibility of templates. 
2. Derivation of templates. The development of templates through inheritance is 
demonstrated. The inheritance of hierarchies introduces a good form of categorisa- 
tion and implementation reuse. This eases the development of templates. 
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3. Awareness of templates. We show that the templates implemented according to 
NCF may react on the environmental constraints and adapt to the new conditions. 
4. Reuse of templates. We demonstrate reuse of same templates for different domain- 
specific components. 
5. Automation of design patterns. We also show how the design patterns used by 
Software Architects can be automated, externalised and used by Domain Experts 
with no technical background in both programming and software architectures. 
6. Parameterisation "by value" and "by structure" of templates. 
8.5.1 Specification of Domain Requirements 
According to the software life-cycle model described in Section 3.5 (see Figure 3.6), the 
first step during the composition system definition phase is the domain requirements' 
analysis. At this step, the requirements specified by the Domain Expert are put into the 
defined form. According to the description strategy proposed in Section 3.6 during the 
domain requirements analysis, there should be several specifications provided. Further, 
we provide each of them. The first table is the Requirements as English text. It is 
provided by the Domain Expert in the English language (see Figure 8.27). 
After the requirements are described in English, the Software Architect and the Do- 
main Expert formulate the Domain Ontology, trying to reveal the terms which are going 
to be operated during design time as well as possible relationships between these terms. 
Figure 8.29 shows the domain ontology for the House Automation software system. 
Further, the Term-English table depicted in Figure 8.28 states what each term, de- 
fined in the domain ontology, means. The domain ontology statically describes the appli- 
cation domain. To describe the dynamic changes in domain ontology, the Domain Expert 
and the Software Architect work out the Actions-State table. 
This is a table that shows the dependencies between sequences of actions that are done 
when designing a system at the design phase, and the desired changes in the system's state. 
Actions are defined according to the definition of what the composition process is with 
externalised business logic, as stated in Section 3.2. Actions are defined as follows: 
1. click component type - means that the Domain Expert clicks the "component type" 
which is represented by an icon in the toolbar. 
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2. click operation type - means that the Domain Expert clicks the "operation type" 
which is represented by an icon in the toolbar. 
3. click component instance - means that the Domain Expert clicks the "component 
instance", located in the modelling pane. 
Figure 8.30 depicts the Actions-State table. 
REQUIREMENTS AS ENGLISH TEXT 
Number Requirement(s) 
1 The domain is called,, House Automation" 
The software system consists of components called Sensors, 2 Controllers and Actuators. These are so called virtual instruments. 
Sensors are running virtual instruments that receive signals and 
forward them to the connected Controllers. Sensors can be of different 3 types. Each signal carries a value which is a number (int). Sensors may 
emulate the signal. 
Controllers are running functional blocks that receive signals from the 
connected Sensors. Controllers can be of different types. When a 
Controller receives signals, it processes them. The act of processing 4 
means giving a command to the connected Actuators according to the 
specified condition. The condition rule may operate with values of 
incoming signals from the connected Sensors. 
Actuators are running virtual instruments that may receive commands 
from the connected Controllers. When an Actuator receives a command 
5 from the Controller, it starts the corresponding action. The action does 
nothing, as it is a place-holder to be filled when additional requirements 
are specified. 
The domain specific visual language has to be suited for the following 
tasks: 
1) Definition of new types of Sensors, Actuators and Controllers 
2) Marking new types of Sensors and Actuators with icons that can be 
specified by the designer 
3) Specification of an emulation mechanism for Sensors (by demand). 
The minimum and maximum for the generated values can be set. 
6 4) Connecting Sensors and Controllers 
5) Connecting Controllers and Actuators 
6) Specifying conditions to call a command of connected Actuators for 
Controllers 
7) Specifying a command of a connected Actuator to be called for 
Controllers 
8) Starting a designed system to see a working system as a dos 
console application 
Figure 9.27: Requirements its English text for the House Automation application domain 
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TERM-ENGLISH TABLE 
Number Term Description 
1 Main Container The main container for Sensors, Controllers and Actors 
The Sensor virtual instrument. It is characterized by the 
2 attributes Type and Icon. The Type attribute denotes the Sensor type of the Sensor. The Icon attribute denotes the icon of 
the Sensor. 
The Controller functional block. It is characterized by the 
attributes Type and condition . The Type attribute 3 Controller denotes the type of the Controller. The condition attribute 
denotes the condition rule of the Controller. 
The Actuator virtual instrument. It is characterized by the 
attributes Type and Icon. The Type attribute denotes the 4 Actuator type of the Actuator. The Icon attribute denotes the icon of 
the Actuator. 
The Emulator of input signals for the Sensor. It is 
characterized by the attributes max and Min. The max 
5 Emulator attribute denotes the maximal value that Gan be generated. 
The Min attribute denotes the minimal value that can be 
generated. 
A possible reaction of an Actuator to the commands sent by 
6 Action connected Controllers. The attribute name denotes the 
name of an action. 
7 Each Signal represents a connection channel 
between a 
Signal 
I connected Sensor and Controller. 





Max: String 1 
Action 
Min: Strin Controller name: 
String 
has Type: String 1 
condition: String has 
Sensor connected to 0.. * connected to Actuator Type: String has Type: String 




Main Container 1 
Figure 8.29: Domain Ontology for the House Autornation application domain 
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ACTIONS-STATE TABLE 
Number Action State 1 State 2 
(Main Container] [main container] (1) click component type [Sensor] 1 (2) click instance [Main Container] - 
has-> 
[Sensor] [Sensor) 
(1) click component type [Controller] [Main Container) [Main Container) 
2 (2) click instance [Main Container] -has-> 
(Controller] [Controller] 
(1) click component type [Actuator] [Main Container] [Main Container] 
3 -has-> 
(2) click instance [Main Container] [Actuator] (Actuator) 
(1) click component type [Emulatorl [Sensor] [Sensor] 
4 (2) click instance [Sensor] -has-> 
[Emulator] [Emulator] 
(1) click component type [Action] [Actuator] (Actuator] 
5 (2) click instance [Actuator] -has-> 
[Action] [Action] 
(1) click operation type [ConnectSCI [Controller] 
[Sensor] -connected to-> 
(2) click instance(Sensorl [Sensor], 6 (Controller) 
(3) click instance[Controllerl [Controller] -has-> 
[Signal] 
(1) click operation type [ConnectCA) [Controller] 
(2) click instance[Controllerl 
(Actuator) 
7 (3) click instance[Actuator] -connected 
to-> 
[Actuator] [Controller] 
Figure 8.30: Actions-State table for the House Automation application domain 
Up to now, the Domain Expert and the Software Architect specified the semantics of 
it doniain-specific composition system. The next step is to describe the visual interface 
to this system. The appearance specification for so called "component types" and "com- 
ponents operations" located in the toolbar as well as for -cornponent instances" located 
in the modelling pane is provided by the Types/Instances-appearance table. This 
table shows the dornain-specific components and operations and specifies dependencies 
between them and visual appearance. Figures 9.31 and 8.32 depict the table. 
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TYPESANSTANCES-APPEARANCE TABLE 
Number Element Kind Appearance Description 
It is an icon 
1 [Sensor) component type 
S 
It is an icon 
2 [Conrrollerl component type 
C 
It is an icon 
3 [Actuator) component type A 
E It is an icon 
4 (Emulator] component type 
It is an icon 
5 [ConnectSCI operation type 
It is an icon 
6 [ConnectCA] operation type 
It is an icon 
7 [Action] component type 
(Action 
Figure 8.31: Types/Instances-appearance table (part 1) for the House Automation appli- 
cation domain 
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TYPEWINSTANCES-APPEARANCE TABLE 
Number Element Kind Appearance Description 
<Type> 
This is a container. It shows 
values of the Sensor's attributes 
8 1 component <Type> and <Icon> (as loaded instance i picture). The placement area I s 
1 <Icon> I for Emulator. 
This is a container. It shows 
<Type> values of the 
Controller's 





-10 <condition>. The 1 denotes the 9 Cont ro I If, rI instance placement area for <condition>. 
21 The placement area 2 marks the 
approximate location of [Signal) 
components 
This is a container. It shows a 
<Type> value of the Controller's attribute 
component -111-1con A <Type> and an <Icon> (as 10 [Ac t uat or I instance loaded picture). The placement 
area 1 is for [Action) compo- 
nents. 
component The icon of Emulator. 11 (EinulaLurl instance 
& 
component This text field contains the value 12 [Action] instance of the attribute <Text>. 
v This text field contains the value 
13 [Signal I component 
ýam 
e > of the attribute <Name> instance 
It is a container which has black 
(Main component borders and white background. 14 
container] instance 
Figure 9.32: Ty pe s/ In stances- appearance table (part 2) for the House Automation appli- 
cation domain 
From this table, the Sofiware Architect will later create visual components which 
constitute the doinain-specific visual intcriace, reflecting a designed systern Is state at 
the design phase. The Types/Instances-appearance table shows statics rather than the 
dynamics of' a component's appearance. The dynamics are described with the ORel- 
(Alel table, which basically holds information about how the change in the system's 
state influciices the doniain-specific visual intcrt"ace. This shows tile dependency between 
relationships delincd by the domain ontology and relationships between components of 
the domai n-speci tic vistial interl'ace. The graphical relations were described in Section 
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7.7.2.1. Currently, there are two types of relationships: "contains" and "links". Figure 
8.33 depicts the table. 
OREL-GREL TABLE 
Number Ontology Relation Graphic Relation 
[main Container] [Main Container] 
1 -has-> -contains-> 
[Sensor] [Sensor] 
[Main Container] [Main Container] 
2 -has-> -contains-> 
[Controller] [Controller) 
[Main Container] [main Container] 
3 -has-> -contains-> 
[Actuator] (Actuator] 
(Sensor] [Sensor] 
4 -has-> -contains-> 
[Emulator] [Emulator] 
[Controller] [Sensor] 
5 -connected to-> -links-> 
[Sensor] [Controller] 
[Actuator) [Controller] 
6 -connected to-> -links-> 
(Controller] [Actuator] 
[Actuator] [Actuator] 
7 -has-> -contains-> 
[Action] (Action] 
[Controller] [Controller] 
8 -has-> -contains-> 
(Signal] [Signal) 
Figure 8.33: ORel-GRel table for the House Automation application domain 
The provided specifications are concluded with the overall schematic view (or silliti- 
lated by tools) of the domain-specific visual composition process. Further, we give this 
an overall conclusion demonstrating the screenshots of NIP made during the designing of 
applications in the Console Viewer application domain. 
Figures 8.34 and 8.35 depict the schematic representation of a domain-specific visual 
design that is being requested by the Domain Expert. Each window shows (he design 
step and consists of the toolbar with domain-specific components (and operations), (lie 
modelling pane with the visual model of the designed system and the property inspector 
window to assign values to the attributes of the visual components in the modelling pane. 
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The View that defines how the state of the designed system is visually represented is called 
"Device types (statics)". 
Initially, the View shows a container with a black line border. This container may 
contain instances of the domain-specific components. The toolbar contains five compo- 
nent types and two operation types. The component types are (according to sequence in 
the toolbar): Sensor, Controller, Actuator, Emulator and Action. The two last icons in the 
toolbar are operation types ConnectSC and ConnectCA. 
House Automation-Software Designer House Automation Software Designer 
lFs-1KNENIRK 11 
F%] N N)l M F%] F% 
Device types (statics) 
I 






I Type .1 F-A lar-m 
I Icon I Alarm. i 
Type TempContr 
Temperature TempContr Alarm 
-* S -* -o, C -p- *AA- Ic 
Figure 8.34: Steps (1 -5) of designing a House Automation software system 
Further, the design steps are briefly described: 
1. The modelling pane is empty. 
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2. The Sensor instance is dropped onto the modelling pane. 
3. The attributes of the created instance are edited in the property inspector. The at- 
tributes Type and Icon are assigned with values. According to new values the 
appearance of the instance is changed automatically. Now, the instance represents 
a Temperature Sensor. 
4. The Controller instance is dropped onto the modelling pane. The attribute Type is 
edited in the property inspector. The Controller is now called TempCon t r. 
5. The Actuator instance is dropped onto the modelling pane. The attributes Type and 
Icon are assigned with values. Now, the Actuator represents the Alarm Actuator. 
6. Two Action instances are dropped onto the Alarm Actuator. The attribute name for 
both actions is assigned with the value. 
7. The operation ConnectSC is applied to the Temperature Sensor and 
TemprCont Controller. This operation results in the establishment of a com- 
munication channel between them, denoted as T 1. 
8. The attribute condition for the TempContr is assigned with the value "T I> 100", 
which means that the Controller will generate a signal to the connected Actuators 
if the signal coming through the channel T1 is higher than 10 0. Additional ly, the 
operation ConnectCA is applied to the TemprContr and Alarm. This operation 
results in the establishment of a communication channel between the TempCont r 
and Alarm. 
9. The Emulator instance is dropped onto the Temperature Sensor. This results in 
the installation of the signal emulation mechanisms. 
The result of the design step will be the program code of the House Automation soft- 
ware system. Once started, the system will work as specified by the domain expert. At tile 
design time, the Domain Expert can create any new types of Sensors, Actuators and Con- 
trollers and combine them flexibly in order to function with different kinds of hardware 
devices. 
Further, we describe how the domain-specific visual composition system to design 
described software systems is created by the Software Architect. Afterwards, we demon- 
strate this system in operation. 
F2-7-9] 
CHAPTER 8. TOOL SUPPORT AND EVALUATION 
name 
name 1 turnuu 
Alarm F-Al.. FT 









Figure 8.35: Steps (6-9) of designing a House Automation software system 
8.5.2 Processing the Domain Requirements 
The Software Architect processes the domain requirements in order to create a domain- 
specific visual composition system. The following steps are done: 
1. Specification of Template Composition System - the repository of PCTs and MOs 
has to be defined. 
2. Specification of Domain-specific Composition System - the repository DSCs and 
DSOs have to be defined. 
3. Specification of Domain-specific Visual Interfaces - the Neurath Modelling Com- 
ponents and Views have to be defined. 
Furthermore, we go through these three steps. 
8.5.2.1 Specification of Template Composition System 
Being based on the requirements defined by the Domain Expert, the Software Architect 
may choose the repository of templates presented in Figures 8.36 and 8.37, The templates 
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are implemented according to the Parametric Code Template component model. The val- 
ues and the structure of program code carried by PCTs are parameterised with parameters 
of PCTs and molecular operations. 
Further, it is shown how each template from the new repository is composed with the 
existing templates and molecular operations from the common repository. The elements 
from the common repository are marked with the light red colour. We can see that they 
are quite often reused in the context of the House Automation domain. Moreover, noll- 
common templates, which are marked with orange colour, are reused within the context 
of the House Automation domain. 
TEMPLATE REPOSITORY TABLE 







=a rImEv HAClassPCT i enA; ducerPCT 
HAlconicAppearance MethodPCT 
merge 
G merge Eýý 
I HAConditionC heck PCTJ L Variabl eeccllarafionp7CT-L-eaf I -    13r 




r-MethcdPCT HAConditionPCT MethodPCTLeaf 
E H A merge A ctuato ne torPCT 
StatementPCT I ExpressionPCT 
merg e 3 ActuatorPCT 
=AC: Ia: s: sP: 
nCT 
HAlconir. Appearanc I 
Figure 8.36: Template-Repository table for the House Automation application domain 
The arrow between templates (but not between the operation and template) denotes III 
inheritance relationship. This relationship provides the feature of an extension of alremly 
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defined components. The derived component specify only has to specify the additional 
logic, and the common logic will be shared. 
The composition steps presented in Figures 8.36 and 8.37 can be seen as actions done 
by a Software Architect working with the Neurath Builder Tool. In the case of the visual 
interface provided, this process becomes significantly more automatic and easier. 
TEMPLATE REPOSITORY TABLE 








5 ActionPCT MethodPCT 
merge 








HASignaiDeclarationPCT HASignalToCh ckPCT 
r-V-arDecIPCTLeaf BlockPCT 
Figure 8.37: Template-Repository table for the House Automation application domain 
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TEMPLATE ARCHITECTURE TABLE 
Number Template Architecture 
SensorPCT 
HACIassPCT 
1 Sýr, sorPCT 
CIassPCT 
IclassNarne 



















Figure 8.38: Template-Architecture table (part 1) for the House Automation application 
domain 





HAActuatorConnectorPCT Represents a code template that describes a connec- 
tion between a controller and an actuator. It hits a pa- 
rameter actuatorType that contains the name of' 
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Template Description 
HAConditionCheckPCT Represents a code template that describes a mecha- 
nism to check the signals comming from connected 
sensors. 
HAConditionPCT Represents a part of the HAConditionCheckPCT. 
It is a template that describes a checking condition 
and an action to be done if the condition is true. 
HAEmulCallPCT It is a template that represents a connection to an em- 
ulator installed inside a sensor. 
HAEmulMethodPCT This template defines a specification of an emulator. 
HAlconicAppearance Represents a feature to be associated with an icon. It 
has a parameter iconPath that holds a path to the 
icon file. 
HAInitialisation Represents a template which defines base program 
code specification for sensors, controllers and actu- 
atores. It contains constructor specifications and a 
thread behaviour. 
HASensor1nputPCT This template represents a feature of a signal input. 
Through the input channel, a sensor can obtain signals 
from the outside. 
HASensorOutputPCT This template represents an observer design pattern 
[36] for sensors and components that may listen for 
signals of sensors. It defines main features such 
as a registry service for listeners and a notification 
mechanism. The template has parameters such as 
sensorNameandinterfaceMethodName 
HASignallnputCalIPCT Represents a connection between emulator and a sen- 
sor's signal input mechanism. 
Table 8.2: The repository of domain-specific templates de- 
fined for the case of the House Automation application do- 
main 
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The resulting architecture of the templates after the composition steps is shown in 
Figures 8.38 and 8.39. 
TEMPLATE ARCHI' 





















min mi .n 
max max HAEmulCalIPCT 
ActionPCT 
6 ActionPCT MothodPCT 
name \, mefhodNarneý, 
Figure 8.39: Template-Architecture table (part 2) for the House Automation application 
domain 
We presented a program code specification of one PCT. Listing D. I from Appendix 1) 
contains a program code of a class SensorPCT. 
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The repository of a Template Composition System for the House Automation appli- 
cation domain has two operations. Figure 9.40 depicts specifications of the operations 
contained in the Operation-Specification table. 
OPERATION-SPECIFICATION TABLE 
Number Operation Specification 
CozinectSC(sens: SensorPCT, contr: ControllerPCT) 
merge merge 
merge s: SignalPCT ?c ? cc 
<contr> 9cc ?c 
(nnnect qU 
s: SignalPCT 
<sens> I Jistenerinterfacel- [ýaivalueAssign Leaf' 
<sp s> Jistenerlnterface 
(1) Injection of the listener specification (defined by SensorPCT) into the 
ControllerPCT 
(2) and (3) represent a merýnýof the SignalPCT (which represents a singal 
channel) into the Controller C. 




. actuatorType" getp ?c task" getP 
r b. ActuatorPCT = name- ?cI variable Name Param 
2 C, n n, ac t CA ? Parent 




(1) Initialisation (inside of a ControllerPCT) of a template 
(HAActuatorConnectorPCT) which is responsible for connection with an 
actuators 
(2) Initialisation (inside of a ControllerPCT) of an Actuator's action call 
Figure 8.40: Operation-Specification table for the House Automation application domain 
The ConnectCS operation demonstrates the feature automation of the design pat- 
tern known as Observer [361. Listing D. 2 in Appendix D has program code specifications 
ofthe ConnectCS operation. 
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8.5.2.2 Specification of Domain-specific Composition System 
The DSCs and DSOs are defined according to the information that is mainly provided in 
the Action-State table (see Figure 8.30). 
The Action-State table shows the semantic of actions done by the designer at the de- 
sign phase. It is also observes which components and operations take part in the domain- 
specific composition process. Figures 8.18 and 8.42 show the DSC-Architecture and 
DSO-Architecture tables for all DSCs and DSOs recognised from the requirements anal- 
ysis. 
Listings D. 3 and DA from Appendix D contain a program code of the SensorDSC 
and ConnectSC-DSO classes. 
With the DSCs and DSOs defined, the domain-specific composition system is estab- 
lished. The Domain Expert can already design software systems with it, using textual 
notations and the domain-specific API. Further, this composition system is extended with 
the domain-specific visual interface. 
8.5.2.3 Specification of Domain-specific Visual Interfaces 
The DSVIs are formed with NMCs and Views. According to the requirements defined by 
the Domain Expert, the Containment Manager, Symbolic Manager and NMCs are defined 
as follows. 
The ORel-GRel table, resulting during the domain requirements analysis, contains 
enough information to generate a Containment Manager. To create a Symbolic Manager, 
we require the SM-speci fi cation table shown in Figure 8.43. Having the values specified 
in the table it is enough to generate the Symbolic Manager. Listings D. 5 and D. 6 for both 
Containment Manager and Symbolic Manager can be found in Appendix D. 
The next specifications which are needed are those of NMCs. These visual cornpo- 
nents have the same skeleton, but vary depending on the graphic library used to perform 
the visualisation and interaction. The basic information about how the skeletons of NMCs 
are filled in with the library specific code is shown in the NNIC-Specification tables de- 
picted in Figures 8.44,8.45,8.46,8.47,8.48 and 8.49. 
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Figure 8.4 1: DSC-Architecture table for the House Automation application domain 
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DSO-SPECIFICATION TABLE 
DSO Specification 
ConnectSC_DSO(s: SensorDSC, c: ControllerDSC) 
ConnectSC 
getPCT_DSO getPCT DSO 
ConnectSC DSO 
<s 
(2) SkwNode sNode = SkwContext. searchForNodeById(s); 
SkwNode cNode = SkwContext. searchForNodeById(c); 
SkwContext. createRelation(, connected to", cNode, sNode); 
DSO(c: ControllerDSC, a: ActionDSC) ConnectCA 
_ 
(1) ConnectCA 
DSO) getPCLDSO (getPCT ConnectCA_DSO - 
, a> 
(2) SkwNode cNode = SkwContext. search(c); 
SkwNode aNode = SkwContext. search(a); 
SkwContext. createRelation(,, connected to", aNode, cNode); 
Figure 8.42: DSO-Architecture table for the House Automation application domain 
SM-Specification Table 
Name Part Visual Components 
(1) Library-specific container 
------ 
javax. swing. jPanel 
------------------ ------------------------ 
(2) Term (Main Container] MainContainerGUI 
------------------------------ 




(2) Term (Controller] 
------------------ 
ControllerGUI 
HASymbolicmanager ------------------------------ ------------------ 
(3) Term [Actuator] ActuatorGUI 
------------------------------ 








(3) Term [Action] 
------------------ 
ActionGUI 
Figure 8.43: S M-Speci fi cation table for the House Automation application domain 
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public class SensorGUI extends implements 
NCFVisualElement ( 
protected ViewNode carriedNode = null; 
private JPanel bottomContainer = new JPaný' 
private JLabel typeLabel = new JLabel(); 
private JLabel iconLabel = new JLabel(); 
private BorderLayout borderLayout2 = new Bc. rdýil-avc. -, it-ý'; 




public void setType(String type)( 
typeLabel. setText(type); ) 
public void setIcon(String icon){ 
iconLabel. setIcon(new ImageIcon(icon)); 
iconLabel. setText(""); ) 
public void setEmulator(EmulatorGUI emulator)ý 
bottomContainer. add(emulator, BorderLayout. CENTER); ) 
public void removeEmulator(EmulatorGUI emulator)ý 
bottomContainer. remove(emulator); ) 
public void mouseReleased(MouseEvent e){ 
public void updateUIAccSkwNodeo{ 
SkwNode node - getViewNodeO. getSkwNodeO; 
setType((String)node. getAttributeValue("Typell)); 
setIcon((String)node. getAttributeValue("Icon'l)); 
public void addContainee(NCFvisualElement element)f 
if (element. getClass(). getNameo. equals("EmulatorGUI")) 
setEmulator((EmulatorGUI)element); 
public void removeContainee(NCFVisualElement element){ 
if (element. getClasso. getNameo. equals("EmulatorGUI")) 
removeEmulator((EmulatorGUI)element); 
public NCFVisualBlement getParentContainero( 
return (NCFVisualElement)super. getParento; 
GUI-Library-specific code for GILI-Library-specific code for 
appearance interaction 
NCF Skeleton Rest of code 
Figure 8.44: NMC-Specification for the SensorGUI component 
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public class ControllerGUI extends MoveableContainer implements 
NCFVisualElement ( 
protected ViewNode carried. Node = null; 
private JLabel typeLabel = new JLabel(); 
private JTextArea conditionArea new JTextAreao; 
private JPanel signalContainer new JPanel(); 
private int signalCounter=O; 




public void setType(String type)ý 
typeLabel. setText(type); I 
public void setCondition(String condition)( 
conditionArea. setText(condition); ) 
public void addSignal(SignalGUI signal){ 
signalContainer. add(signal); 
public void removeSignal(SignaIGUI signal)f 
signalContainer. remove(signal); 
public void mouseReleased(MouseEvent e){ 
public void updateUIAccSkwNodeo{ 
SkwNode node = getViewNodeO. getSkwNodeO; 
setType((String)node. getAttributeValue("Type")); 
setCondition((String)node. getAttributeValue(Ilcondition, l)); 
public void addContainee(NCFVisualElement element){ 
if (element. getClasso. getNameo. equals(I'SignalGUI")) 
addSignal((SignalGUI)element); 
public void removeContainee(NCFVisualElement element){ 
if (element. getClasso. getNameo. equals(I'SignalGUI")) 
removeSignal(); 
... I 
public NCFVisualElement getParentContainero( 
return (NCFVisualElement)super. getParento; 
) 
M GUI-Library-specific code for M GUI-Library-specific code for 
appearance interaction 
M NCF Skeleton M Rest of code 
Figure 8.45: NMC-Speci fi cation for the ControllerGUI component 
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WC-Specification of ActuatorGUI 
I Ac L-L-i 
NCFVisualElement ý 
protected ViewNode carriedNode = null; 
private JPanel actionContainer = nýw jFarit-, 
private JLabel typeLabel = new JLabel(); 
private JLabel iconLabel = new iLabel(); 
private int actionsCounter=O; 
public ActuatorGUI ( ViewNode node 
ýýijper () ; 
setViewNode(node); 
addMouseListener(this); 
public void setType(String type)ý 
typeLabel. setText(type); ) 
public void setIcon(String icon)ý 
iconLabel. setIcon(new Imagelcon(icon)); 
iconLabel. setText(""); ) 




public void removeAction(ActionGUI action)ý 
arýtionContainer. remove(action); 
public void mouseReleased(mouseEvent e)( 
public void updateUIAccSkwNodeo{ 
SkwNode node = getViewNodeo. getSkwNodeo; 
setType((String)node. getAttributeValue("Typell)); 
setIcon((String)node. getAttributeValue("Icon'l)); 
public void addContainee(NCFVisualElement element)( 
if (element. getClasso. getNameo. equals(I'ActionGUI")) 
addAction((ActionGUI)element); 
public void removeContainee(NCFVisualElement element)( 
if (element. getClasso. getNameo. equals(I'SignalGUI")) 
removeEmulatoro; 
public NCFVisualElement getParentContainero( 
return (NCFVisualElement)super. getParento; 
GUI-Library-specific code for GUI-Library-specific code for 
appearance interaction 
NCF Skeleton Rest of code 
Figure 8.46: NMC-Specification for the ActuatorGUI component 
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protected ViewNode carriedNode = null; 
private JLahel actionName = riew JLahel(); 




public ., cii sý--ActicnName, 'Strinq nameýý 
actionName. setText(name); ) 
public void mouseReleased(MouseEvent e)f 
public void updateUIAccSkwNodeo{ 
SkwNode node = getViewNodeO. getSkwNodeO; 
setActionName((String)node. getAttributeValue("namell)); 
public void addContainee(NCF"VisualElement element){ 
public void removeContainee(NCFVisualElement element){ 
public NCFVisualElement getParentContainero{ 
return (NCFVisualElement)super. getParento; 
I 
GUI-Library-specific code for GUI-Library-specific code for 
appearance interaction 
NCF Skeleton Rest of code 
Figure 8.47: NMC-Speci fi cation for the ActionGUI component 
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public class EmulatorGUI implements NCFVisualElement 
protected ViewNode carriedNode = null; 
public EmulatorGUI ( ViewNode node 
super () ; 
setViewNode(node); 
addMouseListener(this); 
public void setActiunName, (Str inci 
actionName. setText(name); 
public void mouseReleased(MouseEvent e)ý 
public void updateUIAccSkwNodeOj 
public void addContainee(NCFVisualElement element)( 
public void removeContainee(NCFvisualElement element)( 
public NCFVisualElement getParentContainero( 
return (NCFVisualElement)super. getParento; 
GUI-Library-specific code for GU I- Libra ry-specific code for 
appearance interaction 
NCF Skeleton Rest of code 
Figure 8.48: NMC-Specifi cation for the EmulatorGUI component 
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N ignalGUI 






iblic v :,: i : et Siyna: Naine ýString name) 
signaIName. setText(name); 
public void mouseReleased(MouseEvent e)( 
public void updateUIAccSkwNodeo{ 
SkwNode node = getviewNodeo. getSkwNodeo; 
setSianalName(node. getAttributeValue("Id")); 
} 
public void addContainee(NCFVisualElement element)( 
public void removeContainee(NCFVisualElement element){ 
public NCFVisualElement getParentContainero{ 
return (NCFVisualElement)super. getParento; 
GUI-Library-specific code for GUI-Library-specific code for 
appearance interaction 
NCF Skeleton Rest of code 
Figure 8.49: NMC-Specifi cation for the SlgnalGUI component 
8.5.2.4 Deployment Descriptors 
The specification of the Domain-specific Composition System is generated ill the deploy- 
ment description specification in the form of XML files (Listings are presented in Section 
D-1.4, from Appendix D). The XML files are generated according to the information 
provided in the DSVCS-Deployment table depicted in Figure 8.50. 
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I NML_ID_NAME House Automation 
The software system may consist of virtual 
Sensors, Controllers and Actuators. With help 
of controllers outputs of Sensors and inputs 2 DESCRIPTION 
of Actuators can be connected. Controllers 
specify conditions under which the signal can 
be sent to connected Actuators. 









NAME = Device-types ýstatics) 
VIEW CM = viewSpec/HAContainerManager. cm 
SM = viewSpec/HASymbolicManager. sm 
Figure 8.50: DS VC S- Deployment table for the House Automation application domain 
Each DSC and DSO has its own deployment descriptor. Figures 8.51 and 8.52 depict 
deployment descriptors for all components. 
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SC-Deployment Table 
V, 11 01 
XXL_FI: -E 1-1. -ýý ý'- - -- a-, nxm1 
NCUAG---ID Ma-nCcnýainez 
DS-_ELEXENT /dspct/manc-nt: a-erDS7. dsc 
Variable Value 
XYML_FILE Sensot DSC. xm- 
LANGUAGE_ID Sensor 
DSCELEMENT /dspct/SensorDSC. dsc 
DSC-Deployment Table 
VI1 11 
)LML_FILE '0ý. troi-erDs-,. Xmi 
LANGUAGE_ID Controller 
DSC_ELEMENT /dspct/ContrcllerDSC. dsc 
TOOLBAR_ICGN /isotypes/ControllerIcon. gif 
Variable Value 
XML_FILE EmulatorDSC. xml 
LAINGUAGE_ID Emulator 
DSC-ELEMENT /dspct/EmuIa-oiDSC. dsc 
TOCLEiARICON _': ,1 -11 ýII! 
Variable Value 
XML_FILE ActiOnDSC. xml 




-OL2AR_ICON /isotypes/Ac-ionlýon. qif 
Variable Value 
XMLFILE ActuatorDSC. xml 
LANGUAGE_ID Actuator 
DSC_ELEMENT /dspct/ActuatorDSC. dsc 
TOOLBAR_ICON , /isotypes/ActuatorIcon. gif 
Figure 8.5 1: DSC-Deployment tables (part 1) for the House Automation application do- 
main 
Variable Value 













Setter = setC 
Getter = getC 
Variable Value 
XML_FILE ConnectCA. xml 
LANGUAGE_TD ronnectCA-DSO 
/dspct/ 
DSO ELEMENT ConnectCA_DSO. dso 
/isotypes/ 
ICON TOOLEAR 






Setter = setA 
Getter = getA 
Figure 8.52: DSO-Deployment tables (part 2) for the House Automation application do- 
main 
When the specification is deployed into the NIP, the design phase starts. 
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8.5.3 Design Phase 
Figures 8.53,8.54,8.55 and 8.56 depict the design steps of the Domain Expert in order 
to create a House Automation software system in the NIP. The figure shows how depend- 
ing on designer's actions, the state of the designed system and the visual model in the 
modelling pane are changed. 
l. 
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Figure 8.53: Design phase table for the House Automation software system (part 
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Figure 8.54: Design phase table for the House Automation software system (part 2) 
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Figure 8.55: Design phase table for the House Automation software system (part 3) 
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Figure 8.56: Design phase table for the House Automation software system (part 4) 
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Figure 8.57 illustrates a screenshot of the NIP. It shows design step 9 explained in 
Figure 8.55. 





ft. wt P--- 
c CA ,J 4A I' 
I 
Fo. pa" 
Figure 9.57: A screenshot of the NIP tool during the design phase (design step 9) 
Listings D. 16, D. 17, D. 18 and D. 19 from Appendix D contain generated program 
code for design step 9. The code contains logic to print messages about the state of the 
running system on the screen. Additionally, in Listing D. 20, a small program Test which 
can start the application is presented. After compiling the generated programs with the 
Java compiler javac. exe: 
%JAVA_HOME%\bin\javac *. java 
and starting the system with the java . exe: 
%JAVA_HOME%\bin\java Test 
the running system looks as depicted in Figure 8.58. 
Figure 9.58 shows a screenshot of the running House Automation software system 
generated at design step 9. 
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Figure 8.58: A screenshot of the running House Automation software system generated 
at design step 9 
8.6 Summary 
The chapter has introduced the reference implementation for the NCF. With two use- 
cases, the main feature of the NCF have been presented. The first part of the chapter 
describes the architecture of the reference implementation and its design. The reference 
implementation was used in order to implement and demonstrate the use-cases in prac- 
tice. The second part shows how this was done. Moreover, with the use-cases, we have 
demonstrated the following features of the Neurath Composition Framework: 
1. Externalisation of business logic. We have shown that with the NCF, the Domain 
Expert acquires an ownership over the design process. 
2. Comprehensive development of templates. We have shown how the templates call 
be developed using the inheritance which results in the categorisation of' templates 
and implementation sharing. Moreover, we presented how the templates can be 
combined with already existing ones. 
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3. We have demonstrated the feature of awareness of components, when the templates 
may adapt themselves to the changed environment. This increases adaptability and 
survivability of the design. 
4. Reuse of templates. We have shown how the same templates can be reused for dif- 
ferent domain-specific components within one application domain and for different 
components for two different application domains (which can be generalised for 
more domains). 
5. The grey-box nature of templates was successfully implemented with Parametric 
Code Templates and Molecular Operations, thereby introducing a high level of pa- 
rameterisation. 
6. We have demonstrated the automation of some design patterns typically used by the 
Software Architect. 
The next chapter provides main conclusions and work to be done in the future. 
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Chapter 9 
Conclusion and Future Work 
This chapter gives a summary of the work done in the thesis, highlights the contribu- 
tions and outlines thefuture work to extend the contributions and to address some of the 
criticism. 
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9.1 Conclusions 
Grey-box software composition approaches have been quite popular in academia during 
the past decade. Compared to black-box approaches, grey-box approaches increase pa- 
rameterisation of the design and potentially result in the higher reusability, extensibility 
and adaptability of components (and therefore a system). However, they could not be 
successfully applied to real tasks in business and industry domains. One of the main 
reasons for this was that with the parameterisation of the design, the complexity of the 
development process - and the resulting cost of development - has significantly increased. 
With respect to this, we have stated the following main research question: 
"How does one create a template-based composition systems that is practically ap- 
plicable for the end-user, so that even domain experts with no technical background 
in programming languages could efficiently design software systems for his/her 
specific domain? ". 
To overcome such a gap between grey-box composition systems and the business 
domain, we have defined a new requirement for composition systems: 
Composition systems should externalise business logic 
Externalisation can encapsulate the complexity of the template-based design provid- 
ing a domain-specific interface for domain experts to work with a template composition 
system. 
In this thesis, we have proposed a layered approach called Neurath Composition 
Framework in order to compose software systems according to well-defined requirements 
which have been externalised. The NCF describes a strategy to give the ownership over 
the design to the end-user. The NCF answers the following questions that have been stated 
in Chapter 1: 
What is the strategy to bridge template-based composition systems up to the domain 
expert level? The strategy has been defined by the conceptual Neurath Composition 
Framework in Chapter 3. An architecture of the framework, a terminology and basic 
requirements to parts of the framework have been defined. The chapter stated the 
scene for the research. 
F3-06] 
9.1. CONCLUSIONS 
2. What is the component model, the composition technique and the composition lan- 
guage of a template-based composition system? Chapter5 described a component 
model, a composition technique and a composition language for a teniplate-based 
composition system. The component model and a composition technique was pre- 
sented with PCTs and MOs. PCT and MO component models have been defined 
according to object-oriented technology principles. Together with the introduced 
wide parameterisation opportunity, this resulted in such useful features as the reuse 
of templates, event-based awareness of templates as well as categonsation and in- 
heritance of templates. The simple composition language to formulate composition 
expressions has been presented. 
3. How does one bridge a template-based composition system up to the level (? f a 
domain expert? In Chapter 6, we presented a way to extemalise business logic 
for a template composition system with the help of ontology based descriptions, a 
domain-specific component model and a domain-specific composition technique. 
We have defined DSCs and DSOs on top of PCTs and MOs. With DSCs and DSOs, 
domain experts can form and execute domain-specific expressions that result in 
template-based transformations of the underlying design. 
4. How has the perception and interaction with a template-based composition sYsleln 
increased? In Chapter 7, we have specified how the interaction between the Donla, n 
Expert and the domain-specific composition systems can be increased with the help 
of Domain-specific Visual Interface (DSVI). DSVIs enhanced interactivity with the 
designed system and perception of the design's state. 
The main levels of composition for the NCF which also reflect the core architecture 
of the framework are illustrated in Figure 9.1. 
In Chapter 8, we have shown all the concepts which constitute the NCF ill practice. We 
developed and described the reference implementation for the NCR which we have used 
to directly demonstrate the main features of the framework. The evaluation has practically 
shown that the framework meets the defined requirements and answers the 11111in research 
questions. 
Two main general conclusions can be made: 
Template Composition systems are potentially powerful and with the proper tools, 
they can be usefully and efficiently applied in practice - even by Domain Experts 
with no technical background in programming languages. 
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The Domain Experts can extend domain-specific visual composition systems by 
introducing new domain-specific components and operations that consist of previ- 
ously defined ones. 
Visualisation and 
Interaction Level 
1) Visualisation of domain knowledge 
2) Interpretation and forwarding of the 
desiqner's actions 
Target Domain Level 
1) Domain specific encapsulation of code templates 
2) Domain specific manipulation with code templates 
3) Definition and interpretation of domain specific template 
composition languages 
Template Level 
1) Encapsulation of program code at the level of templates 
2) Manipulation with code templates 
3) Definition and interpretation of template composition languages 
Atomic Level 
1) Encapsulation of program code at the atomic level (terminals and non-terminals) 
2) Manipulation with encapsulated elements 
3) Generation of program code in files 
Figure 9.1: Levels ofcornposition within the Neurath Composition Framework 
9.2 Practical Realisation 
We have developed tools that implement the idea of the Neurath Composition Framework. 
We have tried to demonstrate the most relevant features of the approach and its practical 
applicability to real life problems. The following features were demonstrated: 
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Externalisation of business logic. We have shown that with the NCF, the Domain 
Expert gets an ownership over the design process. 
2. Comprehensive development of templates. We have shown how the templates call 
be developed using the inheritance, which results in the categorisation of templates 
and implementation sharing. Moreover, we presented how the templates can be 
combined with already existing ones. 
3. We have demonstrated the feature of awareness of components, when the templates 
may adapt themselves to the changed environment. This increases the adaptability 
and survivability of the design. 
4. Reuse of templates. We have shown how the same templates can be reused for dif- 
ferent domain-specific components within one application domain and for different 
components for two different application domains (which can be generalised for 
more domains). 
5. The grey-box nature of templates was successfully implemented with ParametrIc 
Code Templates and Molecular Operations, which introduced a high level of pa- 
rameterisation. 
6. We have demonstrated the automation of some design patterns typically used by the 
Software Architect. 
9.3 Future Work 
We consider that this makes the approach very attractive for future investigations. We 
recognise that the following work is to be done in the future: 
1. Formal underpinning. The Parametric Code Templates, Molecular Operations 
and other components defined at different levels of composition requ, re a formal 
underpinning. Being formalised, they become subjects of deeper analysis and in- 
vestigation. Existing features of the NCF approach could be soundly proven and 
more features could be discovered. 
2. Extension of Domain-specific Visual Interface (DSVI). We have dclined quile 
simple DSVI that operates with basic concepts regarding appearance and interac- 
tion. The part of appearance could be generically defined with the help ol'specifi- 
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cations for graphical linkage relationships between visual components and for the 
dynamic building of containment hierarchy of visual components. More powerful 
descriptions are required so that the appearance and interaction schemes could be 
more flexibly described. 
3. Design by request. Descriptiveness and visibility of templates provided with NCF 
results in the potential feature of "design by request". This means that domain- 
specific operations could be formulated on-demand by the Domain Expert during 
the design phase. This makes applicability of domain-specific visual composition 
systems even wider and more flexible. 
4. Practical realisation of the NCF approach for other languages. The program- 
ming language we were experimenting with was Java. However, the NCF approach 
can be potentially applied to any textual composition language. The NCF approach 
can be improved by verifying other language. 
5. Wider repository of PCTs and Molecular Operations. A common repository 
is used by the Software Architect during the development of the domain-specific 
visual composition system. It is important to have a wide and complete repository 
with categorisation and search mechanisms provided. 
6. Support of advanced information visualisation and interaction. Future devel- 
opment of software systems can be seen as 3D virtual reality, where the design 
can be effectively reflected using advanced information visualisation and interac- 
tion techniques. This can make the process of development not only more intuitive 
and effective, but also more pleasant. 
7. Automation of development of templates. The NBT tool can be extended with the 
graphical user interface as well as with the engine to automatically generate parts 




We have collected together the main components and operations that are defined at dif- 
ferent levels of compositions. Further we describe the repositories defined at Atomic, 
Template and Target Domain levels of composition. 
A-1 Atomic Level of Composition 
Name Notation Description 
Instantiate newa(t) Creates and returns an instance of the speci. 
fied node type denoted as t 
Remove Oa (N) Removes a sub-tree represented by a node N 
and returns its parent if any 
Initialise value ivala (N, p, v) Initialises a property p of a node N with a 
value v and returns that node 
Request value rvala(N, p) Returns a value held by the property p of the 
node N 
Attach EDa (N, M) Verifies the types of N and Af nodes and, if 
compatible, sets the node Af as a child of the 
node N 
Detach E)a(N, M) Removes parent-child relationship, if 
present, between nodes N and Af 
Walk Down walk ja(N, t) Resturns a child specified by the type t of the 
I , parent 
N 
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Name Notation Description 
Walk Up walk T" (N) Resturns a parent of a child N 
Clone clone'(N) Returns a copy of a node N 
Search finda(N, M) Starting from the node N it searches amatch 
for a node described by the node M. Returns 
found nodes. 
Table A. 1: Atomic operations 
A. 2 Template Level of Composition 
A. 2.1 Parametric Code Templates 
Table A. 2 shortly explains PCTs that have been practically used in the thesis. The expla- 
nation consist of a state about the role of the PCT and relevant parameters defined by the 
PCT. Talble does not describe management behaviour specified for each PCT. After this 
a more precise description, based on development steps described in Section 5.7, of each 
PCT follows. 
Template Description 
BlOckPCTLeaf Manages a block code fragment exchengeable through the 
blockCodeFragment parameter. 
ClassPCT Manages templates inside a class. By default contains the 
ClassPCTLeaf composite. The name of the class is set 
via the parameter classNameParam. 
ClassPCTLeaf Manages a class code fragment. The name of the class is 
set via the parameter c1assN ame Par am. 
ConstructorPCT Manages templates inside a class constructor. Initially 
contains ConstructorPCTLeaf instance. 
ConstructorPCTLeaf Represents a constructor code fragment. 
EmptyBasePCT This is a common PCT container which is initially empty. 
Often is used as a root PCT container for new template 
definitions. 
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Template Description 
ExpressionPCTLeaf Holds an expression code fragment. 
GetMethodPCTLeaf Holds a getter method code fragment. A variable is set 
through the parameter variableToGetParameter. 
A type of a variable is set through the parameter 
typeOfVariableParameter. 
IFStatementPCTLeaf Holds an IF statement code fragment. 
ImportsPCrLeaf Holds a code fragment that specifies imported packages. 
InnerClassPCT Manages templates inside an inner class. By default con- 
tains the InnerClassPCTLeaf composite. Ile name 
of the class is set via the parameter classNameParam. 
InnerClassPCTLeaf Hold a code fragment of an inner class. The name of the 
inner class is set via the parameter classNameParam. 
InterfacePCTLeaf Manages an interface program code fragment. The 
name of the interface is set via the parameter 
interfaceNameParameter. 
MethodPCT This PCT manages templates within a method 
program code fragment. Method's return type, 
name, modifiers and parameters are set via 
the parameters returnTypeParameter, 
methodNameParameter, modifierParameter 
andparametersParameter. 
MethodPCTLeaf Holds a code fragment for a method. Dcfincs the same 
parameters as the PCT container MethodPCT. 
PackagePCTLeaf Holds a code fragment for a package declaration of a class. 
The name of the package is defined through a parameter 
l packageName 
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Template Description 
PrimEventProducerPCT This PCT implements the observer design pattern [36] for 
the case of primitive events. A name of the event pro- 
ducer may be set via parameter eventProducerName. 
A primitive type of data transferred with events is set via 
parameter setPrimType. 
PropertyPCT This PCT represents a template of a vari- 
able declaration together with related setter 
and getter methods. Through the parameters 
propertyNameParam, propertyTypeParam, 
propertyInitValueParameter and 
modifierParameter a name, a type, an intial 
value and a modifier of a variable can be set. 
SetMethodPCTLeaf Holds a setter method code fragment. A re- 
turn type is defined through the parameter 
typeOfVariableParameter. A vari- 
able name canbe be set through the parameter 
typeOfVariableParameter. 
StatementPCT Manages templates that form a statement. By default, ini- 
tially containes a StatementPCTLeaf. 
StatementPCTLeaf Holds a code fragment of a statement. 
ThreadPCT A PCT that represents a behaviour of a thread. 
VarDecIPCTLeaf A code fragment of a variable declaration. A 
name, a type, a modifier and an initial value of a 
variable are set via the parameters variable- 
NameParameter, variableTypeParameter, 
modifierParameter and variableValue- 
Parameter. 
Table A. 2: Short explanation of the Parametric Code Tem- 
plates from the common repository 
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A. 2.2 Molecular Operations 
Table A. 3 shortly explains molecular operations that have been practically used in the 
thesis. 
Identifier Notation Description 
7: 1 
Add-MO add(P, C) Adds composite C into the PCT denoted by 
P. 
And-MO &(Pli P2,..., P") Defines a seuqence PI, P2,..., P,, of molecu- 
lar operations to be executed. 
Delete-MO delete(P) Deletes a specified PCT P. 
GetCByType_MO ? c(P, T) Looks for a composite denoted by type T in- 
side a PCT denoted by P. 
GetCByInst_MO ? cc(P, iN) Looks for a composite denoted by an in- 
stance name W inside a PCT denoted by P. 
GetP_MO getP(PpN) Returns a value held by a parameter denoted 
by a parameter name pN in a PCT P. 
GetSParent-MO ? TParent(C) Returns the very top parent for a composite 
C. 
Instantiate-MO instantiate(t) Creates an instance of a PCT of a type de- 
noted by t. 
Merge-MO merge(C, L) Merges a PCT container C and a PCT leaf L. 
SetP_MO setP(PpN, pV) Assigns a value pV to a parameter denoted 
by the parameter name pN in a PCT denoted 
by P. 
Table A. 3: Short explanation of the molecular operations 
from the common repository 
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A. 3 Target Domain Level of Composition 
There is one DSC and several DSOs which are commonly reused in different application 
domains. The MainContainerDSC represents the very root container. It is a super 
template that contains all other templates during the design phase. Table AA explains 
common domain specific operations. 
Identifier Description 
Delete-DSO(A) Deletes a DSC denoted by A. 
GetPCT-DSO(A) Returns a PCT carried by a DSC A. 
Instantiate-DSO(A) Instantiates a DSC denoted by A. 
L 
Merge-DSO (A, B) Merges DSCs A and B. 
Table AA: Domain Specific Operations which are com- 
monly reused in different application domains 
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Tools Implementation: Description of 
Main Classes 
Class Description 
AbstractDSComponent A super class for all DSCs. 
AbstractDSOperation A super class for all DSOs. 
AbstractOperation A super class for all operations. 
AbstractPct A super class for all PCT containers. 
AbstractPcUeaf A super class for all PCT leafs. 
AbstractPctlExpressionNode Represents a expression node for all the ex. 
pressions defined at the Template Level of 
composition and at the Target Domain Level 
of composition. 
AbstractViewNode Represents nodes of the tree-like data model 
of the View. 
AddDSO A operation type often used by different do- 
mains. This operation puts a specified com- 
posite into a specified PCT container. 
ASLTUtils Contains methods that simplify working 
with the Asbstract Syntax Language Tree 
(ASLT). 
f 3-1-7-1 
APPENDIX B. TOOLS IMPLEMENTATION: DESCRIPTION OF MAIN 
CLASSES 
Class Description 
BlockPCTLeaf Represents a PCT leaf that manages the 
structure of the block programming language 
element. 
ClassPCT Defines a PCT to manage the templates in- 
side the class flie. 
ClassPCTLeaf Defines a PCT leaf to manage the class lan- 
guage element. 
ContainmentManager It is a super class that every Containment 
Manager should extend. It specifies the con- 
nection to the model of the View. 
Delete-MO Defines the molecular operation of deletion. 
DeleteDSO Specifies the domain specifici operation of 
deletion. 
DSComponentUtils Methods defined by this class simplify sav- 
ing and loading of DSCs and DSOs. DSCs 
and DSOs are stored as files in a serialised 
form. 
EmptyBasePCT Represents a templates which is a super con- 
tainer and often represents the whole system 
being composed. 
ExecuteClassDialog GUI component of the NIP that is a dia- 
log window to request which generated class 
files have to be executed. 
ExecutionProvider The class contains logic to perform the exe- 
cution process. 
GetMethodPCTLeaf The PCT leaf to manage getter method. 
ImportPCTLeaf Represents the PCT leaf that manages a 
block of import declarations. 
InnerClassPCT Defines a PCT to manage the templates in- 
side the innner class flie. 
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InnerClassPCTLeaf Defines a PCT leaf to manage the inner class 
language element. 
Instantiate-MO Defines the molecular operation of instantia- 
tion. 
InstantiateDSO Defines the domain specific operation of 
deletion. 
LinkageManager Describes how the relations between terms in 
the domain ontology are translated into the 
linkage relations between tree nodes of the 
ViewModel. 
MainEnvironmentDSC It is a DSC that represents the very super 
container for other DSCs. 
MenuToolbar The menu of the GUI of NIP. 
Merge-MO This is the specification of the molecular op. 
eration of merging. 
MergeDSO This is the specification of the domain spe- 
cific operation of merging. 
MessageWindow The message window GUI component. Lis- 
tens for data models of other components of 
NIP and prints out the messages received. 
MethodPCT The PCT which manages templates inside a 
method. 
MethoPCTLeaf The PCT leaf to manage the method. 
ModellingPane Represents a modelling pane of the NIP. 
Molecularoperation This is a super class for all molecular opera. 
tions. 
MoveableContainer 'Ibis is simple GUI components which can 
be dragged with mouse. 
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Class Description 
NUVisualElement This interface that all Neurath Modelling 
Components have to implement. 
NewProjectDialog The dialog window GUI for specification of 
the project properties in the NIP. 
NipDefaultGui The main GUI component of NIP. 
NipModel This is the inteface implemented by the main 
NIP data model. 
NipModelEvent The event generated by the NIP data model. 
NipModelListener Listeners of events generated by the NIP data 
model have to implement this interface. 
NmlDescriptor Each object of this class desribes a Neurath 
Modelling Language that has benn deployed. 
NmlElementDataModel Represents the data model of a NMC located 
in the toolbar. 
Nmlelement: Gui Represents GUI of a NMC located in the 
toolbar. 
NmlToolBar A toolbar GUI. 
PackagePCTLeaf A PCT leaf to manage package declaration. 
PCTUtils Contains methods that simplify the saving 
and loading of serialised persisted PCTs. 
ProjectControlPane The project control pane GUI component of 
the NIP tool. 
ProjectDescriptor The data model of the project. 
PropertyInspector The property inspector GUI component. 
PropertyPCT Defines a PCT to manage the property code 
templates. 
SearchAbstract Implementation of pattern search routines. It 
a base class of search library. 
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Class Description 
SearchBredth Implementation of bredth search routines in 
the ASLT. 
SearchDepth Implementation of depth search routines in 
the ASLT. 
SearchMachine Base Interface of the search library. All 
search classes have to implement these rou- 
tines. 
SetMethodPCTLeaf The PCT leaf to manage a setter method. 
SkwContext Represents a domain ontology at design 
time. The class implements management of 
nodes and relationships between them. 
SkwContextEvent This event is fired is domain ontology is 
changed. 
SkwContext: Listener Each listener of events from the domain on- 
tology must implement this interface. 
SkwNode Represents a node in the domain ontology. 
SkwRelation Represents a relation in the domain ontology. 
Statement: PCTLeaf The PCT leaf that is able to manage a state- 
ment. 
StringPctlExpressionNode Special case of the node in the PCT-L ex- 
pression tree. It represents a operand that is 
a string. 
StructureWindow A window GUI component in the NIP. to 
hold a structure of the designed system. 
SymbolicManager This is a super class for Symbolic Managers. 
TDEnvironment This class is used by the NIP to dirccity ac- 
cess the domain ontology. 
WIE-Parser This is a parser for User Interface Interaction 
Expressions. 
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APPENDIX B. TOOLS IMPLEMENTATION: DESCRIPTION OF MAIN 
CLASSES 
Class Description 
VaiUtils Some utilities to be used at the Visualisation 
and Interaction level of composition. 
VariableDeclarationPCTLeaf Represents a PCT leaf to manage a variable 
declaration. 
ViewController A controller of a View. 
ViewDescriptor A descriptor of a View. 
ViewModel A model of a View. 
ViewModelEvenListener An interface that should be implemented by 
all listeners of the events coming from View 
model. 
ViewModelEvent This is an event generated by a View model. 
ViewNode A node in the tree-like datastructure describ- 
ing a View model. 
ViewV Represents a view part of a View. 
Table B. 1: Description of classes for the tool implementation 
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Appendix C 
Console Viewer: Generated Code 
C-1 Requirements Analysis and Processing 





















Instantiation and initialisation of ClassPCT 
ClassPCT c= new ClassPCT( ); 
c. setClassNameParam("HelloWorld"); 
// Instantiation and initialisation of PropertyPCT 
PropertyPCT p= new PropertyPCTO; 
p. setPropertyNameParam("text'l); 
p. setPropertyTypeParam("String"); 
p. setModifierParameter("static" ); 
p. setPropertyInitValueParameter(" \1' Hello World! \" 
// Merging ClassPCT instance and PropertyPCT instance 
c addCompositeAndMerge(p); 
// Instantiation and initialisatiOn of MethodPCTLeAt 
MethodPCTLeaf m= new MethodPCTLeafo; 
m. setMethodNameParameter("main" ); 
m. setParametersParameter("(String[I args)"); 
m. setReturnTypeParameter("void") ; 
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21 m. setModifierParameter(MethodPCTLeaf. PUBLIC); 
22 m. setModifierParameter(MethodPCTLeaf. STATIC); 
21 
24 // Merging C1, AssilC-1 instance -inrl Mý-thodPC'lLpaf ir, stýince- 
2% c. addCompositeAndMerge(m); 
26 
11 // Instantiation ancl initialiý3, ition of StatementPCTLeaf 
2H StatementPCTLeaf s= new StatementPCTLeaf ( ); 
2. ) s. setStatement("ý', ystem. oilt. piint. ln(gettexto); "); 
I() 
11 // Melyinq ins't, inc:, --ind StatementPCTLeaf instance 
12 c. addCompositeAndMerge(s); 
ii 
14 // Dý-finition ()f signing the ClassPCT instance as 
ConsoleViewerPCT 
Is c. defineNewPctSignature("('r)ný-, r)lýýVi(-w(, rPCT"); 
'ý, tvln, 4 in a serialised form 
IN c. saveAsl, (-rialized("fiW/r(, I)()ý; itoty/p(ýtl/"); 
41) 
40 iri, j I pr-ji im (--(Ae rt the template 
41 c. generateCocle (" HW/ r it or y/ (: ode/" 
4'. 
Listing C. 1: Program that generates Parametric Code Templates for the Console Viewer 
(10111,1111 
C. 1.2 Domain Specific Composition System 
2 Iml, lic MainContainerDSC -xtends AbstractDSComponenti 
public MainContainerDSCO( 
super(new EmptyBasePCTo); I 
public String toStringAsTreeNodeo( 
return "MainCoritaineiDSC"; ) 
public String toTypeOfSKWNodeStringof 
r(-turn "Main (: ontain(-r"; ) 
F3-2-4 ] 
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Listing C. 2: Specification of the MainContainerDSC for the Console Viewer domain 
2 public class ConsoleViewerApplicationDSC extends 
AbstractDSComponent( 
3 public ConsoleViewerApplicationDSCof 
4 // loading and relating the PCT 
5 this("HW/repository/pctl/" , "PCT HeI1WorIdPCT.;,,, t"); 
6 
7 specifyinq attrilDutes for the related ontol, ýLiy 
8 SkwNode node = getSkwNodeo; 
9 node. addAttribute("Text", "String"); 
10 node. addAttribute("ClassName", "String") 
11 1 
12 // set method to access the attribute Text 
13 public void setText(String text)( 
14 ClassPCT classpct (ClassPCT)getPctCarriedo; 
15 PropertyPCT leaf 
16 (PropertyPCT)classpct. compositeSearch("Propertyil('I"); 
17 leaf. setInitValue(text) 
18 1 
19 // get method to access the attribute Text 
20 public String getTextof 
21 ClassPCT classpct (ClassPCT)getPctCarriedo 
22 PropertyPCT leaf 
23 (PropertyPCT)classpct. compositeSearch("PropertyP('I"') 
24 
25 return leaf. getInitValueo; 
26 
27 set method to access the attribute ClassName 
28 public void setClassName(String name)( 
29 ClassPCT classpct = (ClassPCT) getPctCarriedo; 
30 classpct . setClassName(name); 
31 1 
32 // get method to access the attribute ClassName 
33 public String getClassNameof 
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ClassPCT classpct = (ClassPCT getPctCarriedo; 
return classpct. getClassNameo; 
Specification of term that is representeci by the DSC 
public String toTypeOfSKWNodeStringof 
return "Console Viewer Application"; 
H 















public class DeleteDS extends AbstractDSOperation( 
protected AbstractPctlExpressionNode targetElement = null; 
protected AbstractPctlExpressionNode theParent = null; 
public Delete-DSO()( supero; I 




public void setTargetElement(AbstractPctlExpressionNode 
targetElement)f 
this. targetElement = targetElement; 
targetElement. setParent(this); 
public AbstractPctlExpressionNode getTargetElemento( 
return targetElement; I 
public AbstractPctlExpressionNode operateo( 
if (processed == true) return getResulto; 
AbstractPctlExpressionNode calculatedTarget 
getTargetElemento. operateo; 
DeleteMO dlMolOp = new DeleteMO(calculatedTarget. getResulto) 
le, W 
SkwNode node = ((AbstractDSComponent)(getTargetElemento. 
getDSResulto)). getSkwNodeo; 
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22 neurath. tdframework. TDEnvironment. getSkwContexto. (ielt, t(-No(ii, 
(node); 
23 SKW 
24 theParent = dlMolOp. operateo; 
25 processed =true; 
26 return theParent; j 
27 public String toStringAsTreeNodeol 
28 return "Delete("+getTargetElemento+")"; 
29 1 
30 public AbstractPctlExpressionNode getResultof 
31 if (isProcessedo) return theParent; 
32 else return null; II 
Listing CA: Specification of the DeleteDSO for the Console Viewer domain 
C-1.3 Domain Specific Visual Interface 
2 public class HWContainmentManager extends ContainmentMan, tq, ýij 
3 private LinkedList unbindedNodes = new LinkedListo; 
4 public void contextReseted(SkwContextEvent event)J) 
5 public void relationAdded(SkwContextEvent event)( 
6 SkwRelation relation = event. getSkwRelationo; 
7 ViewNode subjectNode = null; 
8 ViewNode objectNode = null; 
9 for (int i=O; i<unbindedNodes. sizeO; i++)f 
10 ViewNode tnode = (ViewNode)unbindedNodes. get(i); 
11 //object 
12 if (tnode. getSkwNodeo. equals(relation. getObjecto))I 
13 objectNode = (ViewNode)unbindedNodes. remove( 
14 unbindedNodes. index0f(tnode)); 
15 1 
16 //subject 
17 if (tnode. getSkwNodeo. equals(relation. getSubjecto))( 
18 subjectNode = (ViewNode)unbindedNodes. remove( 
19 unbindedNodes. index0f(tnode)); 
20 
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public void nodeAdded(SkwContextEvent event)f 
SkwNode skwNode = event. getSkwNodeo; 
ViewNode node = new ViewNode(skwNode); 




public ViewNode findNodeInTheModel(ViewNode viewNode, SkwNode 
skwnode) 
if (viewNode. getSkwNodeo. equals(skwnode)) return viewNode; 
for (Enumeration e viewNode. childreno; e. hasMoreElementso 
;)f 
ViewNode nextNode (ViewNode)e. nextElemento; 
ViewNode result = findNodeInTheModel(nextNode, skwnode); 
if (result! =null) return result; J//for 
return null; ) 
public void attributeSet(SkwContextEvent event)( 
ViewNode node = model. findBySkwNode(event. getSkwNodeo); 
model. nodeUpdated(node); I 
public void nodeDeleted(SkwContextEvent event)f 
SkwNode skwNode = event. getSkwNodeo; 
ViewNode node = model. findBySkwNode(skwNode); 
















C. l. REQUIREMENTS ANALYSIS AND PROCESSING 
53 model. deleteNode(node); I 
U public static void main(String[] args)f 
55 HWContainmentManager hwcm = new HWContainmentManagero; 
VaIFUtils. saveCMAsSerialized("HW/nml/viewSpe(-", hwcm); 
57 )I 
Listing C. 5: Specification of the Containment Manager for the Console Viewer domain 
j public class HWSymbolicManager extends SymbolicManager i 
2 protected JPanel mainLibraryGUIContainer = null; 
3 private MainContainerGUI mainContainer; 
4 public void newRootSet(ViewModelEvent event)( 
5 if (is-viewNode-visualElement-Relationship-Present(event. 
getTargetNodeo))f 
6 MainContainerGUI oldMainContainer 
7 (MainContainerGUI) get-visualElement-by-viewNode(eveiit. 
getTargetNodeo); 
8 oldMainContainer = null; 
9 mainContainer = new MainContainerGUI(event. getTargetNodeo); 
10 add-viewNode-visualElement-Relationship(event. getTargetNodeo 
, mainContainer); 
11 mainLibraryGUIContainer. add(mainContainer); 
12 mainLibraryGUIContainer. validateo; 
13 mainLibraryGUIContainer. repainto; 1 
14 public void newParentChildRelationship(ViewModelEvent event)( 
15 ViewNode parentNode event. getParento; //main Contain, -i 
16 ViewNode childNode event. getChildo; 
17 NCFVisualElement guiParentElement = 
18 (NCFVisualElement) get-visualElement-by-viewNode(pire-ntNo(it, ) 
19 NCFVisualElement guiChildElement = null; 
20 if (chi ldNode. get SkwNode() -getType() equals ("Consoleviowei!, ýý(, 
11) )f 
21 guiChildElement new ConsoleViewerGUI(childNode); 
22 
23 if(guiChildElement null)f 
24 guiParentElement. addContainee(guiChildElement); 
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public void nodeUpdated(ViewModelEvent event)f 17 
28 ViewNode targetNode = event. getTargetNodeo; 
21) NCFVisualElement guiElement = 
10 (NCFVisualElement) get_visualElement-by-viewNode(targetNode) 
41 if (guiElement! =null) 
42 guiE1ement. updateUIAccSkwNodeO; 
II i 
W ptiblic static void main(String[l args)( 
is HWSymbolicManager hwsm = new HWSymbolicManagero; 
A6 VaIFUtils. saveSymbolicManagerAsSerialized("HW/nml/vi--,, ýý', pý(, ", 
hwsm); 
pihlic void nodeDeleted(ViewModelEvent event)( 
ViewNode targetNode = event. getTargetNodeo; 
40 NCFVisualElement guiElement = 
11 (NCFVisualElement) get_visualElement-by-viewNode(targetNode) 
. 12 NCFVisualElement guiParentElement = quiElement. 
getParentContainero; 
41 guiParentElement. removeContainee(guiElement); 
44 remove-viewNode_visualElement-Relationship(targetNode); 
4S 
46 puhlic void setLibrarySpecific-MainContainer(Object 
mainContainer)( 
41 mainLibraryGUIContainer = (JPanel)mainContainer; 
4K )) 
Listing CA Specification of the Symbolic Manager for the Console Viewer domain 
C. 1.4 Deployment Descriptors 




C. l. REQUIREMENTS ANALYSIS AND PROCESSING 
3 <NmlIdName> ConsoleViewer</NmlIdName> 






10 <Element>DSC/ConsoleviewerDSC. xml</Element> 
11 <Element>DSC/DSC/MainContainerDSC. xml</Element> 
12 <Element>DSOp/InstantiateDSO. xml</Element> 




17 <Id>View 1</Id> 
18 <ContainerManager>viewSpec/HWContainmentManager. cm</ 
ContainerManager> 








<? xml version="1.0" encoding="ISO-8859-1"? > 
<root> 
<LanguageId> MainContainerDSC </LanguageId> 
<DSPCTLElement>/dspctl/MainContainerDSC. dsc </DSPCTLElement> 
</root> 
Listing C. 8: Deployment clescritor MainContalner. xini 
I <? xml version="1.0" encoding="ISO-8859-1"? > 
2 <root> 
3 <ToolBarIcon> /isotypes/ConsoleIcon. jpg </ToolBarlcon> 
4 <LanguageId> ConsoleViewerDSC </LanguageId> 
5 <DSPCTLElement> dspctl/ConsoleViewerDSC. dsc </DSPCTLElement> 
6 </root> 
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Listing C. 9: Deployment descritor Console ViewerDSC. x ml 





Listing C. 10: Deployment descritor InstantiateDSO. xml 
<? xml version="1.0" encoding="ISO-8859-1"? > 
<root> 
<ToolBarIcon> /isotypes/DeleteIcon. jpg </ToolBarIcon> 










Listing C. 11: Deployment descritor DeleteDSO. xml 
C. 2 Design Phase 
1 // ##Filename: Hc-ll(-)WorId. java 
public class Helloworld ( 
static String text" "Hello World"; 
static void settext(String textl) 
text = textl; 
static String gettexto 
return text; 
F3-3-2ý 







public static void main(String(l args) 
System. out. println(gettexto); 












// ##Fiiename: HeIInWorld. java 
public class HelloWorld ( 
static String text= "Hello UK! "; 
static void settext(String textl) 
text = textl; 
I 
static String gettexto 
return text; 
I 
public static void main(String[] args) 
System. out. println(gettexto); 
I 
Listing C. 13: Generated Console Viewer software system (Step 2) 
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Appendix D 
House Automation: Generated Code 
D-1 Requirements Analysis and Processing 
Template Composition System 














public class SensorPCT extends AbstractPct( 
// A reference to the main composite of this P("I cort, ii!,, e, 
private ClassPCT haClassPCT; 
// Two declared parameters of the PCT 
private String sensorName; 
private String sensorIcon; 
A reference to one of internal composites suppose, i 1,, 1,,. 
used later 




// Load HAClassPCT 
AbstractPctLeaf haClassPCT = loadAsSerialized( 
"repository/hall, IIPCT_HAClassPCT. pct"); 
Load HAIconicAppearance 
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IM AbstractPctLeaf haIconicAppearance = loadAsSerialized( 
11) "repository/ha", IIPCT-neurath. pctframework. pctl. 
HAlconicAppearance. pct"); 
20 Load HASnesorlnputPCT 
11 AbstractPctLeaf haSensorInputPCT = loadAsSerialized( 
22 repository/ha", "PCT_neurath. pctframework. pctl. 
HASensorlnputPCT. pct'l); 
23 Load HASensorOtitputPCT 
24 AbstractPctLeaf haSensorOutputPCT = loadAsSerialized( 
2ý "repository/ha", "PCT-neurath. pctframework. pctl. 
HASensorOutputPCT. pct"); 
26 
21 Spefication of the merging operation mol for 
2K the HAClassPCT and HAIconicAppearance instances 
29 Merge-MolOp mol = new Merge-Mol0p(haClassPCT, 
haIconicAppearance); 
Spefication of th(- merging operation mo2 for 
12 the result of mol and and the HASensorInput instance 
Merge-MolOp mo2 = new Merge-Mol0p(mol, haSensorInputPCT); 
Spefication of the merging operation mo3 for 
16 the result of mo2 and and the HASensorOutput instance 
Merge-MolOp mo3 = new Merge-Mol0p(mo2, haSensorOutputPCT); 
ý19 
Starting the operation mo3 
40 this. haClassPCT = (ClassPCT)mo3. operateo; 
41 
42 The result of the mo3 operation add as a composite into 
0 this PCT container 
44 addComposite(haClassPCT); 
45 
46 Save reference to the internal composite in order to 
47 simplify search of this composite later. 




D. l. REQUIREMENTS ANALYSIS AND PROCESSING 
50 // A method to assign a value to the parameter "sensoilcon" 
51 public void setSensorIcon(String icon)f 
52 sensorIcon = icon; 
53 AbstractPctLeaf pctLeaf = haClassPCT. 
nonDeepSearchCompositeOfType( 
54 it neurath. pctframework. pctl. HAlconicAppeii, iii(-t-"); 
55 if (pctLeaf! =null)f 
56 HAIconicAppearance pctl = (HAIconicAppearance)pctLe, it; 
57 pctl. setIconPath(icon); 
58 
59 
60 A method to request a value of the parametei 
61 public String getSensorIcono( 
62 return sensorIcon; 1 
63 // A method to assign a value to the parametei "sensoiN, wit-" 
64 public void setSensorName(String name)( 
65 sensorName = name; 
66 AbstractPctLeaf pctLeaf = haClassPCT. 
nonDeepSearchCompositeOfType( 
67 "neurath. pctframework. pct I Classil('I 
68 if (pctLeaf! =null)f 
69 ClassPCTLeaf pctl = (ClassPCTLeaf)pctLeaf; 
70 pctl. setClassNameParameter(name); 
71 11 
72 A method to request a value of the parametet "sensoiN, tilit, " 
73 public String getSensorNameof 
74 return sensorName; 1 
75 public InterfacePCTLeaf getListenerInterfaceLeafof 
76 return listenerInterfaceLeaf; ) 
77 public String toStringAsTreeNodeof 
78 return "iSensorPCT"; 1 
79 public ClassPCT getClassPCTOf 
80 return haClassPCT; II 
Listing D. 1: Program code of the SensorPC'F template 
public class ConnectSC extends molecularOperation( 
1 
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// Declaration of the operands for this operation 
protected AbstractPctlExpressionNode sens null; 
protected AbstractPctlExpressionNode contr null; 
// Constructor 
public ConnectSCO( super(); 
// Constructor 





// Setter method t(--)r the operand "sens" 
public void setSens(AbstractPctlExpressionNode sens)l 
this. sens = sens; 
sens. setParent(this); I 
// Getter method for the operand I'sens" 
public AbstractPctlExpressionNode getSenso( 
return sens; ) 
// Setter method for the operand "contr" 
public void setContr(AbstractPctlExpressionNode contr)f 
this. contr = contr; 
contr. setParent(this); 
// Getter method for the operand "contr" 
public AbstractPctlExpressionNode getControf 
return contr; ) 
// The operation hody 
public AbstractPctlExpressionNode operateo( 
process the first operand (in case if it is nested 
operation) 
sens. operateo; 
AbstractPct calculatedSens = (AbstractPct)sens. getResulto; 
process the second operand (in case if it is nested 
operation) 
contr. operateo; 
AbstractPct calculatedContr = (AbstractPct)contr. getResulto; 
try( 
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36 Look for a event listener specification held by the 
processed 
37 "sens" operand which is expected to be SensorPCT 
38 InterfacePCTLeaf listenerInterface = 
39 ((SensorPCT)calculatedSens). getListenerInterfaceLeafo; 
40 
41 Merge the event listener interface template with the 
processed 
42 "contr" operand which is expected to be ControllerlICI 
43 (((ControllerPCT)calculatedContr). getClassPCTo). 
addCompositeAndMerge(listenerInterface); 
45 
46 Load the SignalPCT 
47 SignalPCT signalPCT = (SignalPCT)AbstractPctLeaf. 
loadAsSerialized( 
48 11 repository/hall, "PCT-neurath. pct f ramework. p(-t I 
. pct"); 
49 
50 Merge the SignalPCT and the "contr" operand 
51 (((ControllerPCT)calculatedContr). getClassPCTo). 
addCompositeAndMerge(signalPCT); 
52 
53 Request a MethodPCT contained in the event listenei 
interface template 
54 MethodPCT methodPct = (MethodPCT)listenerInterface. 
getMethodso. get(O); 
55 
56 Merge a MethodPCT instance with a leaf contained in 
SignalPCT instance 
57 methodPct. addCompositeAndMerge(signaIPCT. 
getSignalValueAssignLeafo); 
58 catch (Exception e)( e. printStackTraceo; ) 
59 processed = true; 
60 return calculatedContr; 1 
61 // Returns string interpretation of the OperdtiOn 
62 public String toStringAsTreeNodeot 
63 return "ConnectSC("+ 
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getContro. toStringAsTreeNodeo+")"; I 
public AbstractPctlExpressionNode getResultoj 
if (isProcessedo) return contr. getResulto; 
else return null; 1) 
Listing D. 2: Program code of the ConnectSC operation 
D. 1.2 Domain Specific Composition System 
I .1 
Ill 
uhlic SensorDSC extends AbstractDSComponent( 
// Constructor 
public SensorDSCO( 
// Load SensorPCT 
this("repository/ha", "PCT_neurath. pctframework. pctl. 
SensorPCT. p(: t"); 
Request the 11kwNode that have been already automatically 
generated for this component 
SkwNode node = getSkwNodeo; 
Add an attribute "Type" to the SkwNode representing this 
component 
node. addAttribute("Type", "String"); 
Add an attribute "Icon" to the SkwNode representing this 
component 
node. addAttribute("Icon", "String"); 
// Constructor 
public SensorDSC(String repositoryDir, String 
pctInstanceFileName)f 
f3uper(repositoryDir, pctInstanceFileName); 
// Returns a string representation of this DS(7 cc)mp(-)np. nt 
public String toStringAsTreeNodeof 
return "Sensor"; ) 
Returns a term (from the domain ontology carried by 
SkwContext) which this DSC represent 
public String toTypeOfSKWNodeStringo( 
F34-0] 
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21 return "Sensor"; 1 
22 // Setter method for the attribute "Type" 
23 public void setType(String type)f 
24 SensorPCT sensorPct = (SensorPCT)getPctCarriedo; 
25 sensorPct. setSensorName(type); ) 
26 Getter method for the attribute "Type" 
27 public String getTypeo( 
28 SensorPCT sensorPct = (SensorPCT)getPctCarriedo; 
29 return sensorPct. getSensorNameo; 1 
30 // Setter method for the attribute "Icon" 
31 public void setIcon(String icon){ 
32 SensorPCT sensorPct = (SensorPCT)getPctCarriedo; 
33 sensorPct. setSensorIcon(icon); 1 
34 // Getter method for the attribute "Icon" 
35 public String getIcono( 
36 SensorPCT sensorPct = (SensorPCT)getPctCarriedo; 
37 return sensorPct. getSensorIcono; II 
Listing D. 3: Program code of the SensorDSC component 
2 public class ConnectSC 
- 
DSO extends AbstractDSOperationt 
3 // Declaration of an operand "s" 
4 protected AbstractPctlExpressionNode s; 
5 // Declaration of an operand "c" 
6 protected AbstractPctlExpressionNode c; 
7 // Constructor 
8 public ConnectSC-DSO()f supero; j 
9 // Constructor 




13 setC(c); 1 
14 Setter method for the operand "s" 
15 public void setS(AbstractPctlExpressionNode sH 
16 this. s = s; 
17 s. setParent(this); I 
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// Getter method for the operand "s" 
public AbstractPctlExpressionNode getSOj 
return s; ) 
// Setter method for the operand "c" 
public void setC(AbstractPctlExpressionNode c)j 
this. c = c; 
c. setParent(this); I 
// Setter method for the operand "c" 
public AbstractPctlExpressionNode getCO( 
return c; I 
// Body of an +eration 
public AbstractPctlExpressionNode operateof 
if this operation have been already processed then return 
the operand "s" 
if (processed == true) return s; 
Create a molecular operation ConnectSC; specify operands 
for this operation. 
These operands are PCTs carrieds by the operands "s" and 
c tv 
ConnectSC connect = new ConnectSC(s. operateo, c. operateo); 
// Process the molecular operation 
connect. operateo; 
Change the SkwContext 
(1) Request the SkwNode which represents an operand "s" 
SkwNode sNode = ((AbstractDSComponent)s. getDSResulto). 
getSkwNodeo; 
(2) Request the SkwNode which represents an operand "c" 
SkwNode cNode = ((AbstractDSComponent)c. getDSResulto). 
getSkwNodeo; 
SkwContext context = neurath. tdframework. TDEnvironment. 
getSkwContexto; 
(3) Create a reldtion (SkwRelation), called "connected to 
", between nodes (SkwNodes) that represent 
operands "s" and "c" 
SkwRelation relation = 
context. createRelation("connecteci to", cNode, sNode); 
processed ýtrue; 
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48 return s; 1 
49 // Return a string interpretation of this DSO 
50 public String toStringAsTreeNodeo( 




53 getCo. toStringAsTreeNodeo+")"; 
54 1 
55 Ret, = res,. ýIt of this operation applied to speciried 
operands 
56 public AbstractPctlExpressionNode getResultof 
57 if (isProcessedo) return getSO; 
58 else return null; 
59 11 
Listing D. 4: Program code of the ConnectSC-DSO Domain Specific Operation 
D. 1.3 Domain Specific Visual Interface 
i public class HAContainerManager extends ContainmentManagerl 
2 // To store ViewNodes for created, but not related SkwNode!; 
3 private LinkedList unbindedNodes = new LinkedListo; 
4 This method is automatically called when the SkwContext 
reseted 
5 public void contextReseted(SkwContextEvent event)( 
6... 1 
7 This method is automatically called when the SkwRelation 
between 
8 two SkwNodes (so called object and subject) is creatpd 
9 public void relationAdded(SkwContextEvent event)( 
10 SkwRelation relation = event. getSkwRelationo; 
11 ViewNode subjectNode = null; 
12 ViewNode objectNode = null; 
13 Looking for ViewNodes that hold subject and object 
SkwNodes 
14 for (int i=O; i<unbindedNodes. sizeo; i++)( 
15 ViewNode tnode = (ViewNode)unbindedNodes. get(i); 
16 if (tnode. getSkwNodeo. equals(relation. getObjecto))( 
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objectNode = (ViewNode)unbindedNodes. remove( 
unbindedNodes. index0f(tnode)); 
I 
if (tnode. getSkwNodeo. equals(relation. getSubjecto))f 




subjectNode = findNodeInTheModel(model. getRooto, relation. 
getSubjecto); 
if (objectNode==null)( 








Analysing of a relation 
String id = relation. getIdo; 




it (id. equals("connected to")) I 
getViewModel(). addParentLinksChild(objectNode, subjectNode, 
relation. getIdo); 
This method is automatically called when the SkwNode is 
created 
public void nodeAdded(SkwContextEvent event)( 
SkwNode skwNode = event. getSkwNodeo; 
// Creating the ViewNode for the SkwN<, -)(-ie 
ViewNode node = new ViewNode(skwNode); 
// Analysis of the SkwNode 
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49 This method is automatically called when the SkwNocie is, 
deleted 
50 public void nodeDeleted(SkwContextEvent event)( 
51 SkwNode skwNode = event. getSkwNodeo; 
52 // Look for related VieWNode 
53 ViewNode node = model. findBySkwNode(skwNode); 
54 NipGuiDefaultModel. setChosenNMC(((ViewNode)node. getP, irento). 
getSkwNodeo); 
55 Give a command to the ViewModel to delete relateýi \'1-wN i, 
56 model. deleteNode(node); 1 
57 
58 This method is automatically called when the attiii-, ýtt, 
SkwNode is changed 
59 public void attributeSet(SkwContextEvent event)f 
60 // Look for related VieWNode 
61 ViewNode node = model. findBySkwNode(event. getSkwNodeo); 
62 // Give a command to the ViewModel to update related ViewNo, iý- 
63 model. nodeUpdated(node); ) 
64 // Method which helps searching ViewNodes in the ViewModel 
65 public ViewNode findNodeInTheModel(ViewNode lroot, SkwNode 
skwnode)f 
66 // Going through the tree of the View Model 
67 if (lroot. getSkwNodeo. equals(skwnode)) return lroot; 
68 for (Enumeration e= lroot. childreno; e. hasMoreElementso 
f 
69 System. out. println("Requesting children! "); 
70 ViewNode nextNode = (ViewNode)e. nextElemento; 
71 ViewNode result = findNodeInTheModel(nextNode, skwnode); 
72 if (result! =null) return result; 
73 
74 return null; 
75 
Listing D. 5: Specification of the HAContainerManager 
i public class HASymbolicManager extends SymbolicManagerf 
2 // Reference to the main container GUI 
3 protected JPanel mainLibraryGUIContainer = null; 
134.551 
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This method is automatically called when the new root 
ViewNode) for the 
ViewModel is set 
public void newRootSet(ViewModelEvent event)j 










// Create a new root container GUI 
MainContainerGUI newMainContainer = new MainContainerGUI( 
event. getTargetNodeo); 
1K Save the relationship between the root ViewNode and the 





21 Add created GUI to the parent library-specific GUI 
component which 










// P-tresh newly generated GUI 
mainLibraryGUIContainer. repainto; 
mainLibraryGUIContainer. validateo; I 
'Ihis method is called automatically when parent-child 
relationship is created 
between two ViewNodes in the ViewModel 
public void newParentChildRelationship(ViewModelEvent event)f 
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33 ViewNode childNode = event. getChildo; 
34 
35 Request already created GUI element of the parent 
36 NCFVisualElement guiParentElement = (NCFVisualElement) 
37 get-visualElement_by_viewNode(parentNode); 
38 
39 Initialising a GUI for the child 
40 NCFVisualElement guiChildElement = null; 
41 
42 Analysis of the child ViewNode. 
43 Creation of GUI components according to the chil, i i- 
characteristics 
44 if (childNode. getSkwNodeo. getTypeo. equals("Seiiýý-, (ýi")) 
45 guiChildElement = new SensorGUI(childNode); 
46 
47 if (childNode. getSkwNodeo. getTypeo. equals("Coiitiý, llt-, ")) 
48 guiChildElement = new ControllerGUI(childNode); 
49 
50 if (childNode. getSkwNodeo. getTypeo. equals("Aý, tti, it,,: ")) 
51 guiChildElement = new ActuatorGUI(childNode); 
52 
53 if (childNode. getSkwNodeo. getTypeo. equals("Aý, ti, )ii")) 
54 guiChildElement = new ActionGUI(childNode); 
55 
56 if (childNode. getSkwNodeo. getTypeo. equals("h: iii,, il, it, )! ")) 
57 guiChildElement = new EmulatorGUI(childNode); 
58 
59 If the relation is "contains" then add child (; Ui 
60 into the parent GUI container 
61 guiParentElement. addContainee(guiChildElement); 
62 
63 If the relation is "links" then add graphical linkage 
64 between GUIs of the parent ViewNode and the child ViewNode 
65 into the parent GUI container 
66 ... 
67 Saving the relationship between ViewNode and the created 
GUI 
13471 




71 Ihis method is automatically called when the ViewNode is 
deleted 
72 public void nodeDeleted(ViewModelEvent event)l 
71 ViewNode targetNode = event. getTargetNodeo; 
74 
75 Request existing GUl of the ViewNode which is deleted 
76 NCFVisualElement guiElement = 
77 (NCFVisualElement) get_visualElement-by-viewNode(targetNode) 
Remove GUi childs from its GUI container 
MO NCFVisualElement guiParentElement = guiElement. 
getParentContainero; 
MI guiParentElement. removeContainee(guiElement); 
M2 




K7 This method is called when the ViewNode is updated 
KM public void nodeUpdated(ViewModelEvent event)( 
M9 ViewNode targetNode ý event. getTargetNodeo; 
W 
Give a command to the related GUI component to update its 
appearance 
, )2 according to the ViewNode 
91 NCFVisualElement guiElement 
IN (NCFVisualElement) get_visualElement-by_viewNode(targetNode) 
it (guiElement! ýnull) 
96 guiElement. updateUIAccSkwNodeo; 
97 
9H 
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99 // Method to set a library-specific very parent container 
100 public void setLibrarySpecific-MainContainer(Object 
mainContainer)l 
101 mainLibraryGUIContainer = (JPanel)mainContainer; 
102 )) 
Listing DA Specification of the HASymbolicManagser 
D. 1.4 Deployment Descriptors 
j <? xmI version="1.0" encoding="ISO-8859-1"? > 
2 <root> 
3 <NrnlIdName> House Automation </NmlIdName> 
4 <Description> 
5 The software system may consist of virtual Sensors, 
Controllers and Actuators. With help 
6 of controllers outputs of Sensors and inputs of Actuatoi. s 
be connected. Controllers 




10 <DSComponentElement> MainContainer </DSComponentElementý 
11 <DSOperationElement> Instantiate_DSO </DSOperationElementý 
12 </InitialExpression> 
13 <LanguageElements> 
14 <Element>DSC/MainContainerDSC. xml</Element> 
15 <Element>DSC/SensorDSC. xml</Element> 
16 <Element>DSC/ControllerDSC. xml</Element> 
17 <Element>DSC/ActuatorDSC. xml</Element> 
18 <Element>DSC/EmulatorDSC. xml</Element> 
19 <Element>DSC/ActionDSC. xml</Element> 
20 <Element>DSO/ConnectSC. xml</Element> 
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Listing D. 7: Main deployment descriptor for the composition system for the House 
Automation dornain 
<? xml version="1.0" encoding="ISO-8859-1"? > 
<root> 
<LanguageId> MainContainer </LanguageId> 
<DSPCTLElement> MainContainerDSC. dsc </DSPCTLElement> 
</root> 
Listing D. S: Deployment descriptor MainContainer. xml 
<? xml versioný"1.0" encoding="ISO-8859-1"? > 
<root> 
<ToolBarIcon> Sensorlcon. gif </ToolBarIcon> 
<LanguageId> Sensor </LanguageId> 
<DSPCTLElement> SensorDSC. dsc </DSPCTLElement> 
<Instantiation0peration> 
neurath. tdframework. dspctl. houseautomation. Instantiate_DSO 
</Instantiation0peration> 
</root> 
Listing D. 9: Deployment descriptor SensorDSC. xmI 
<? xml version="I-0" encoding="I. S0-8859-1'I? > 
<root> 
<ToolBarIcon> ControllerIcon. gif </ToolBarIcon> 
<LanguageId> Controller </LanguageId> 
<DSPCTLElement> ControllerDSC. dsc </DSPCTLElement> 
<Instantiation0peration> 
neurath. tdframework. dspctl. houseautomation. Instantiate_DSO 
Diil 
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</Instantiation0peration> : 1</root> 




<? xml version="1.0" encoding="lSO-8859-1"? > 
<root> 
<ToolBarIcon> ActuatorIcon. gif </ToolBarIcon> 
<LanguageId> Actuator </LanguageId> 
<DSPCTLElement> ActuatorDSC. dsc </DSPCTLElement> 
<Instantiation0peration> 
neurath. tdframework. dspctl. houseautomation. Instantiate-DF, O 
</Instantiation0peration> 
</root> 







<? xml version="1.0" encoding="ISO-8859-1"? > 
<root> 
<ToolBarIcon> EmulatorIcon. gif </ToolBarIcon> 
<LanguageId> Emulator </LanguageId> 
<DSPCTLElement> EmulatorDSC. dsc </DSPCTLElement> 
<Instantiation0peration> 
neurath. tdframework. dspcti. houseautomation. Instantiate-DSý) 
</Instantiation0peration> 
</root> 
Listing D. 12: Deployment descriptor EmulatorDSC. xml 
<? xml versioný'11.0" encoding="iSO-8859-1I'? > 
2 <root> 
3 <ToolBarIcon> ActionIcon. gif </ToolBarIcon> 
4 <LanguageId> Action </LanguageId> 
5 <DSPCTLE1ement> ActionDSC. dsc </DSPCTLE1ement> 
6 <Instantiation0peration> 
7 neurath. tdframework. dspctl. houseautomation. Instantiate-DSO 
8 </Instantiation0peration> 
9 <Merging0peration> 
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Listing D. 13: Deployment descriptor ActionDSC. xml 
<? xml version-" 1 . 0" encodingý"Iý; () 8859--l"? > 
<root> 
<ToolBarlcon> ConnectSCIcon. gif </ToolBarIcon> 
<LanguageId> ConnectSC-DSO </LanguageId> 
<DSPCTLElement> ConnectSC_DSO. dso </DSPCTLElement> 
<ParamSignatures> 
<Parameter> 
<Name>s</Name> <Setter>setS</Setter> <Getter>qetS</Getter> 
</Parameter> 
<Parameter> 




Listing D. 14: Deployment descriptor ConnectSC. xml 
<? xml v(-ýrsioný"I. O" encoding="lS0-8859-1"? > 
<root> 
<ToolBarlcon> ConnectCAIcon. gif </ToolBarIcon> 
<LanguageId> ConnectCA_DSO </LanguageId> 
<DSPCTLElement> ConnectCA_DSO. dso </DSPCTLElement> 
<ParamSignatures> 
<Parameter> 
<Name>c</Name> <Setter>setC</Setter> <Getter>getC</Getter> 
</Parameter> 
<Parameter> 





D. 2. DESIGN PHASE 
Listing D. 15: Deployment descriptor ConnectCA. xnil 
D. 2 Design Phase 
I // #4-'ilename: Temperat, -ýre. 
ýava 
2 public class Temperature extends Thread f 
3 private String icon= "" ; 
4 private java. util. LinkedList listeners= new java. util. 
LinkedListo; 
6 public Temperatureo 11 
7 
8 public void runo f 
9 while (true 
10 try ( 
11 Thread. currentThreado. sleep(1000 
12 emulateSignal(); 
13 1 




18 public void seticon(String iconl) 
19 icon = iconl; 1 
20 
21 public String geticono 
22 return icon; 
23 
24 public void receivingSignal(int signal) f 
25 fireTemperaturePrimEvent(signal); 1 
26 
27 public void addTemperatureEventListener( 
TemperatureEventListener listener) 
























public void removeTemperatureEventListener( 
TemperatureEventListener listener) 
listeners. remove(listener); ) 
puhlic void fireTemperaturePrimEvent(int value) ( 
System. out. println("Sensoi Temperature sends a signal "+value 
for (int i= 0 ;i< listeners. sizeO; i++) 
((TemperatureEventListener) listeners. get(i)). 
processTemperaturePrimEvent(value); 
public void emulateSignal() f 
double number= Math. randomo; 
int min= 0; 
int max= 200 
int signal= (int) (min + (max - min) * number); 
receivingSignal(signal); 






// ##Filename: TempContr. java 
public class TempContr extends Thread implements 
TemperatureEventListener ( 
private Alarm actuator= null 
public int tl =0; 
public TempContro 
public void runo f 
while (trti-) 
try I 
Thread. currentThreado. sleep(1000 
Icatch (Exception e)je. printStackTraceO; j 
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17. private void checko 
18 System. out. println("Controller checks the condition 
11) ; 
19 if (tl > 100) actuator. turn0no; 
20 
21 public void setActuator(Alarm a) 
22 actuator = a; j 
23 
24 public void processTemperaturePrimEvent(int value) 
25 System. out. println("Controller TempContr receives a sional il 
="+value); 
26 tl = value; 
27 checko; 11 
Listing D. 17: Generated program code for the TempCont r controller 
I // ##Filename: Alarm. java 
2 public class Alarm extends Thread f 
3 private String icon= 
4 
5 public Alarmo 
6 
7 
8 public void runo f 
9 while (true 
10 try I 
11 Thread. currentThreado. sleep(1000 




16 public void seticon(String iconl) 1 
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10 public String geticono 
11 rfýýt urn icon; 
22 
21 
24 pu1bli(- voiýi turn0no 
25 System. out. println("Al, irni: turned ON"); 
26 
27 
2K public void turnoffo 
21) System. out. print ln ("Ahi r m: turned OFF"); 
Listing D. 19: Generated program code for the Al arm actuator 
1 
2 
// ##Filename: TemperatureEventListener. java 
public interface TemperatureEventListener extends java. util. 
EventListener j 
public void processTemperaturePrimEvent(int value) 4 
4 
Listing D. 19: Generated prograni code for the Tempe rat ureEvent Li stene r 
listener interface 
1 // ##ý'ilename: Test. java 
public class Testf 
public static void main(String[] args)f 
Temperature s= new Temperatureo; 
TempContr c= new TempContro; 
Alarm a= new Alarmo; 
s. addTemperatureEventListener(c); 
c. setActuator(a); 
s start (); 
12 
11 
Listing D. 20: A program to start the designed House Automation system 
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Appendix E 
Specification of the UIIE Parser 
Listing E. I shows a UIIE parser specification written in the JavaCC 1561 environment. 





5 package neurath. vailevel. uiieparser; 
6 
7 import java. util. *; 
9 import neurath. templatelevel. pctl-*; 
9 import neurath. tdlevel. skw. *; 
10 import neurath. tdlevel. dspctl. *; 
11 import neurath. tdlevel. dspctl. dsos. *; 
12 import java. lang. reflect. *; 
13 
14 public class UIIE_Parserf 
15 public static HashMap globalValue = new HashMapo; 
16 private AbstractPctlExpressionNode expressionRoot null; 
17 private boolean completedExpression = false; 
18 private Stack stack = new Stacko; 
19 private Stack paramStack = new Stacko; 
20 private Stack instanceStack = new Stacko; 
21 
22 public boolean isCompletedExpressionof 
11 
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21 return completedExpression; 1 
24 public AbstractPctlExpressionNode getExpressionRootol 
25 return expressionRoot; 1 
26 public void resetof 
27 expressionRoot = null; 
2m completedExpression = false; 
2" stack. clearo; 
io paramStack. clearo; 
11 instanceStack. clearo; 
globalValue. clearo; I 
public void resetIfCompleteo( 
4.1 if (completedExpression) reseto; 
public static void setGlobalValue(String key, object value)f 
globalValue. put(key, value); 
protected void setParameterOfOperation(Object operation, 
String setMethodName, AbstractPctlExpressionNode value)f 
40 tryf 
-11 Class[] paramTypes = new Class[l]; 
42 paramTypes[01 = Class. forName("neurath. templatelevel. pctl. 
AbstractPctlExpressionNode"); 
41 Method setMethod = 
operation. getClasso. getMethod(setMethodName, paramTypes); 
16 Object[] val = new Object[l]; 
-11 val[O] = (AbstractPctlExpressionNode) value; 
4K setMethod. invoke(operation, val); 




ý4 SKIP : (" 1"\n\r11J 
54 TOKEN: (< INSTANTIATE: "INSTANTIA'IE">) 
TOKEN: f< COMPONENT: "COMPONEN'I" >) 
TOKEN: J< TYPE: "TYPE">) 


























TOKEN: f< EQUALS: "=">I 
TOKEN: (< INSTANCE: "INSTANCE" >1 
TOKEN: (< MERGING: "MERGING" >1 
TOKEN: f< OPERATION: "OPERATION" >1 
TOKEN: f< SEP: "I" >1 
TOKEN: J< I D: ["a" -"z", "A" -"Z", "A" 
11911, if. if]) *>1 
boolean Starto: fj 
I Original() 
freturn completedExpression; l 
I 
void Original(): fl 
LOOKAHEAD(2) 
clicked_component_typeo <SEP> clicked-instanceo 
I 
clicked-operation-typeo (<SEP> clickecLobject_for-parametero 
I 
void clicked-component-typeo: f Token t; l 
I component_typeo I 
void clicked-operation_typeo: f Token t; ) 
( operation-typeo I 
void component-typeo: f Token comp; Token op; j 
<INSTANTIATE> <COMPONENT> typeAssigno <OPERATION> typeA. -,.,; iqn 
() <MERGING> mergeAssigno 
void operation-typeo: f Token op; j 
<INSTANTIATE> <OPERATION> typeAssigno (<PARAM> <EQUALSý 
paramAssigno)* 
void paramAssigno: ýToken value; j 
I value=<ID> fparamStack. push(value. image); ) 
void typeAssigno: ( Token value; j 
f <TYPE> <EQUALS> value=<ID>(stack. push(value. image); I 
1 3559 
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91 void mergeAssigno: ( Token value; ) 
92 ( <EQUALS>value=<ID>(stack. push(value. image); I I 
93 void clicked-instanceo: i Token t; J 
94 ( instanceo ) 
95 void instanceo: J Token instanceName; 1 
96 J <INSTANCE> instanceName=<ID> J 
97 
9H // p(q) t h, - ýiaved n, imi, - ')t t tie ITI-17girig operatinn type, 
99 String mergeOp = (String) stack. popo; 
IM // pop the saved name of the instant iat ior, operation 
101 String instOp = (String) stack. popo; 
102 // pop the saved name of the type 
101 String type = (String) stack. popo; 
IN //instantiate the type with DOMAIN SPECIFIC instantiation 
molop 
10 AbstractPctlExpressionNode instOperation = null; 
106 try( 
107 // operation 
IN Class theClass Class. forName(instop); 
instOperation (AbstractPctlExpressionNode)theClass. 
newInstanceo; 
110 instOperation. setLeaf(new StringPctlExpressionNode(type)); 
III )catch(Exception e)(e. printStackTraceo; ) 
112 // Looking for the instance object in the context 
SkwContext skwContext = neurath. tdlevel. TDEnvironment. 
getSkwContexto; 
114 SkwNode node = skwContext. searchForNodeById(instanceName. 
image); 
Ils AbstractPctlExpressionNode parentNode = node. getDspcto; 
116 //instantiate the type with DOMAIN SPECIFIC instantiation 
molop 
Merge-DSO mergeOperation ý null; 
119 try( 
119 // operation 
120 Class theClass = Class. forName(mergeop); 
121 mergeOperation = (Merge_DSO)theClass. newInstanceo; 



































System. out. print ln ("t III ýý 1', i! ý;, i : it,. -; i 
formed"); 
)catch (Exception e) je. printStack'Fiace 
expressionRoot = mergeOperation; 
completedExpression = tiiie; 
void clicked-object-for-parameter (Token in!; l 
<INSTANCE> instanceName=<ID>( 
// Pushing the name of the instance 
instanceStack. push(instanceName. image); 
//check if all parameters are assigned with 
variables 
//only if all parameters are defined the operation will i, 
applied 
int paramsAmount = instanceStack. sizeo; 
if (instanceStack. sizeo=-paramStack. sizeo)( 
AbstractPctlExpressionNode operationObject - null; 
//pop the saved name of the instantiation operation 
String operation - (St i ing) ý-, tack pop () ; 
try( 
//instantiate operation from the string nam" ol it- ! yl,. 
Class theClass Class. forName(operation); 
operationObject (AbstractPctlExpressionNode)th"Clons. 
newInstanceo; 
)catch(Exception e)(e. printStackTraceo; ) 
for (int i=O; i<paramsAmount; i++)( 
//Processing param number i; 
//Request instance 
//Looking for the instance object in the cont ext 
SkwContext skwContext - neurath. tdlevel. *I'DEnvironmc-tit- 
getSkwContexto; 
String instString ý (String) instanceStack. popo; 
SkwNode node = skwContext. searchForNodeById(instStilti(i); 
AbstractPctlExpressionNocie paramValue - nodt-. or4t D. -11-1 () ; 
Imil I 





















HashMap setters (HashMap)globalValue. get("PARAMý; 
SETTERS") ; 
//Request all 
HashMap getters (HashMap)globalValue. get("PARAMS 
//(; ý' fTI (-ý x11) -I II IT, -t,, rti, )m tIi ý-, pi I irW-, t -ir-k 
String param = (String)paramStack. popo; 
//Request setter 
String paramSetter = (String)setters. get(param); 
//Request gettet 




) // t(-)l 
expressionRoot = operationobject; 
completedExpression - true; 
// it 
Listing E. 1: A specification ol'the UIIE Parser 
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