We study vectors which undergo maximum or minimum rotation by a matrix on the field of real numbers. The cosine of the angle between a maximally rotated vector and its image under the matrix is called the cosine or antieigenvalue of the matrix and has important applications in numerical methods. Using Lagrange multiplier technique, we obtain systems of nonlinear equations which represent these optimization problems. Furthermore, we solve these systems symbolically and numerically.
1. Introduction. The concept of cosine of an operator or a matrix was first introduced by Gustafson (see [2] ). Given an operator on a Hilbert space, cosine of T is defined by
where cos T is also denoted by µ(T ). This parameter has important applications in numerical analysis as well as pure matrix and operator theory. See [2] for more information on the applications of µ(T ) to numerical techniques such as conjugate gradient and steepest descent methods. In recent years, many attempts have been made to compute or approximate cos T for operators on complex Hilbert spaces. In particular, computation and approximation of cos T for normal operators have been somewhat successful (see [2, 3, 4, 5] ). A vector f for which the inf in (1.1) is attained is called a maximally rotated vector for T (a maximally rotated vector is called an antieigenvector in our earlier papers). On the other hand, vectors for which the sup in
is attained are called minimally rotated vectors for T . A maximally or minimally rotated vector is called an optimally rotated vector. In the past the focus has been on the computation of maximally rotated vectors and µ(T ). In the present paper we are also concerned with minimally rotated vectors and υ(T ).
Note that for a matrix on the real field, if the set of all negative eigenvalues of T is nonempty, then µ(T ) = −1. In this case the set of all maximally rotated vectors of T is simply the union of all eigenspaces corresponding to negative eigenvalues of T . However, if the set of negative eigenvalues of T is empty, then we have µ(T ) ≥ −1. Likewise if the set of all positive eigenvalues of T is nonempty, then υ(T ) = 1. In this case the set of all minimally rotated vectors of T is simply the union of all eigenspaces corresponding to positive eigenvalues of T . However, if the set of positive eigenvalues of T is empty, then we have υ(T ) ≤ 1. Unfortunately, a variational approach analogous to Rayleigh-Ritz variational theory of eigenvectors is not successful for computing optimally rotated vectors. Nevertheless, Gustafson has found an Euler equation that satisfies these vectors (see [2] ). His approach is based on the direct computation of the left-hand side of
which yields the following equation:
In this paper we use Lagrange multipliers to compute the set of optimally rotated vectors for matrices on the real field. For a matrix T defined on the real field, we have
Note that µ(T ) and ν(T ) can equivalently be defined by
The following are three simple properties that result directly from definitions.
Property 1. For any real matrix T , we have µ(T ) = µ(T t ) and ν(T ) = ν(T t ),
where T t is the transpose of T . 
Property 3. If H is a reducing subspace of T , then µ(T ) ≤ µ(T |H) and υ(T ) ≥ υ(T |H), where T |H is the restriction of T on H.

Main results. If
show that the functional (T f ,f )/ T f takes the form
Therefore, in order to compute µ(T ) and υ(T ) we must find the optimum values of the expression
on the unit sphere
Making use of Lagrange multiplier technique seems like a natural approach in computing optimally rotated unit vectors. However, as the next theorem illustrates, for a general matrix, the resulting equations are nonlinear and hard to solve even in the case of 2 × 2 matrices.
be a 2 × 2 matrix on the field of real numbers; then any optimally rotated unit vector f = (x, y) satisfies the following system of equations:
is the same as finding the optimum values of the function
on the sphere x 2 + y 2 = 1. A necessary condition for f = (x, y) to be an optimizing vector for J(x, y) on the sphere is that the gradients of J(x, y) and x 2 + y 2 = 1 be parallel. This means that we must have
for some nonzero constant λ. Eliminating λ from (2.8) yields system (2.4).
As we will see later, system (2.4) can be solved algebraically for some special matrices. Nevertheless, we can solve that system numerically in all cases, as the following example shows. We can obtain the same results graphically. If we substitute y = √ 1 − x 2 in (2.9), we obtain 
whose graph is shown in Figure 2 .2. The y-axis represents the cosine of the angle between a vector (x, f (x)) and its image under T . Notice that the graphs of f and g are symmetric with respect to the vertical axis.
System (2.4) can be converted to a polynomial system. We omit the proof of the next corollary. 
(2.16) System (2.15) can be easily solved for some special cases. For example, if a matrix is such that q = 0 and s = 0, then the optimally rotated unit vectors f = (x, y) satisfy 
Proof. If we substitute entries of this matrix in system (2.15) and eliminate y in it, we obtain the equation
This will give us two sets of the solutions. One set satisfies
If we substitute any vector from the first set in (2.7), we obtain 1. If we substitute any vector from the second set in (2.7), we obtain (b The two vectors 
In many applications one needs only to find upper bounds for µ(T ) and lower bounds for υ(T ). If K is a reducing subspace for T , then µ(T |K) is an upper bound for µ(T ) and ν(T |K) is a lower bound for ν(T ). In particular, if
are minimally rotated unit vectors and
Proof. First note that k is an eigenvalue for J. One can also verify that in this case system (2.15) is reduced to
which has two sets of solutions
Substituting the values of x and y in either set of solutions in (2.7) yields (4k 2 − 1)/(4k 2 + 1).
Although it becomes impossible to algebraically solve the system of equations resulting from the Lagrange multipliers for general matrices of dimension greater than two, numerical solutions of these systems are always accessible. Notice that this matrix has only one real eigenvalue which is negative, and the last two vectors are actually eigenvectors of T corresponding to this negative eigenvalue. This example underlines the very important fact that our techniques can be used to find eigenvectors that correspond to real eigenvalues and hence the real eigenvalues themselves. To find the negative eigenvalue of the matrix T above, note that 
Example 2.7. Find µ(T ) and υ(T ) for the matrix
T =     1 2 −1 3 1 1 2 2 3     .(2.
