I. INTRODUCTION
Efficient and accurate high frequency diffraction analysis techniques have been of interest for many years. One of the techniques that has been widely used in the analytical determination of the radiation patterns of reflector antennas is physical optics (PO). Its popularity has been due to its simplicity, its ability to accurately predict the far field pattern near the main beam, and the availability of efficient numerical techniques to perform the necessary surface integration [ 13. However, for accurate determination of the fields far from the main beam other methods must be employed.
One of the techniques capable of predicting the fields at far angles is Keller's Geometrical theory of diffraction (GTD) [ 2 ] , [3] . When its deficiencies at the shadow boundary (SB) and the reflection boundary (RB) were removed by the uniform geometrical theory of diffraction (UTD) [4] and the uniform asymptotic theory (UAT) [5] , [6] , GTD became an even more effective tool because of its accuracy and simplicity. However, the singularities of GTD at caustics still exist in the uniform versions. When GTD and PO are used jointly in reflector antenna applications, it is usually difficult to determine the observation angle at which a switch between these two methods should be taken. For convenience, GTD, UTD, and UAT will be referred to as the GTD techniques in this paper.
Another technique developed at the same time as GTD is the physical theory of diffraction (PTD) pioneered by Ufimtsev [7] . Two important modifications to the original PTD have been achieved. The first is the application of the concept of equivalent edge current (EEC) which eliminates the caustic singularities in the original ray tracing PTD. The second is an extension for observation angles which are not on the Keller's cone. Ando's modified PTD (Ando) [8] is one of the modifications that utilize the concept of EEC. A theoretical examination of this method can be found in [9].
Mitzner, on the other hand, did not use EEC explicitly but rather expressed the PTD correction fields in terms of incremental length diffraction coefficients (ILDC) [ 101. These coefficients, when multiplied by the incident fields of arbitrary incident angle and integrated along the edge of the scatterer determine the fringe field. Mitzner's method is more complete than that of Ando's in the sense that observation angles, which may not coincide with the Keller's cone, appear explicitly in the diffraction coefficients [9] .
The third modified PTD that will be studied in this paper is Michaeli's work. He derived the GTD equivalent edge currents [ 113 by asymptotically reducing the surface-toedge integral. These currents were then written in terms of diffraction coefficients. It has been pointed out [12] that if the PO components are subtracted from Michaeli's total scattered field, the fringe fields constructed by Mitzner's ILDC are recovered. The equivalence of the total scattered field to the sum of the PO and fringe fields has also been observed in the spectral domain [13] . Later, Michaeli evaluated the fringe current radiation integral over the "ray coordinate" instead of over the "normal coordinate." This improvement corrected many of the singularities in Mitzner's ILDC [14]. Mitzner's, Michaeli' s, and Ando's methods will be referred to as the PTD techniques in this paper.
In this paper, the formulations of the PTD and GTD techniques are summarized in a unified manner so that comparisons and computations can be conducted conveniently for scatterers with thin edges. These techniques are then applied to analyze the scattering from a conducting circular disk when it is illuminated either by the radiation from an infinitesimal dipole or by a normally incident plane wave. This problem facilitates effective comparisons because the geometry is simple enough for rigorous analysis to be applied. Other workers have found exact solutions to the scattering from a disk [15] , [16] , but in this paper the method of moments (MOM) is implemented. The solutions found via this method are treated as numerically exact and are used as a reference when examining the accuracy of the other methods described earlier.
The copolar and cross-polar far field components calculated by PTD and GTD techniques are compared with those by PO and MOM for different disk sizes and different frequencies. Features of particular interest include the performance at RB, caustics, and far angle sidelobes. The cross-polar fields are studied for different edge tapers. The bistatic radar cross sections (RCS) are calculated and compared. Although only far field radiation is considered here, these methods can also be used for near field calculations, which could become important in the determination of field strengths for high power microwave (HPM) applications.
FORMULATION
The time convention eJwt will be adopted but suppressed. The geometry of the disk-dipole problem is shown in "global" coordinate system (5, y, z ) the origin of which is situated on the disk center 0, and the unit vector 2 points to the boresight. A "local" coordinate system (XI, y', z') is defined for a point on the disk edge r. The edge point itself is the origin of the local coordinate system. The-unit vector z' is chosen to be tangentia! to the edge curve.-x' i,s chosen to point to the disk center. y' is determined by z' x x', which is parallel to 2. The radiation pattern of the feed is described by the "feed" coordinate system (xj, yf, z f ) . In the far field calculations, the radiation from the feed is assumed to be the same as the far field from an infinitesimal electric dipole of moment Il,
The procedures formulated by different techniques for calculating the field at a far field point ( r , B,$) are summarized below in their general forms for scatterers with thin edges. The unit vector i represents the corresponding observation direction, namely, i = i sin 6' cos q5 + ij sin B sin q5 + 2 cos B. Ludwig's third definition [17] will be used to define the copolar and cross-polar field components:
The PO radiation field can be constructed using the steps where C is the disk surface, 2 n x is the PO current, i is the unit dyad, and i i is a unit normal to the surface, which is the same as 2 in this problem. The dyad (i -i f ) serves to extract the transverse (to i ) component of the surface integral.
B. The PTD Techniques
In Mitzner's, Michaeli's, and Ando's methods, the total szattered field ET is constructed by, adding a "fringe" field E f ' to the physical optics field Epo in (4). This fringe field is determined by the electric and magnetic equivalent currents along the edge of the scatterer:
where dl' is a differential path length along the edge of the scatterer. The angles and unit vectors associated with the incident and the diffracted field at a diffraction point are defined in Fig with the observation direction r'. Equipped with these definitions, the equivalent edge currents, Ieq and Meq, in (7) and (8) 
where q is the wave impedance of free space, and E ; , H j are the spherical components of the incident field,
Equation (11) is the key equation for the far field computation. Note that, for the purpose of calculation, the integrand in (11) must be expressed in terms of the global coordinate system with appropriate coordinate transformations [ 191.
Up to this point, Mitzner's, Michaeli's, and Ando's formulations are the same. They differ only in the detailed expressions of the diffraction coefficients. (24), (25)] with (9) and (IO). These diffraction coefficients, though different from Mitzner's, can be cast in a similar form as
where Q and cos a were defined in (17) 
Equation @3) corresponds to the condition in which a ray is normally i6cident on the edge of the scatterer, and (24) 
Under the condition of (24), Ando's coefficients are the same as those of Mitzner and Michaeli. With this observation and the fact that in this problem there are two diffraction points for each observation point in front of the disk, the ILDC solutions will not be disparate from Ando's, since the major contributions to the radiation integral comes from the neighborhoods of these diffraction points [9] .
C. The GTD Techniques
1) The Geometrical Theory of Diffraction: The total field in Keller's GTD is divided into a geometrical optics part and a diffracted part [21], [22] .
is the shadow indicator, the value of which is -1 if the observation point is in the lit region of the incident (reflected) field and +1 in the shadow region. are the radii of curvatures of the incident, reflected, and diffracted wavefronts, respectively. A detailed description concerning the calculation of these radii of curvature can be found in [21] . In (26), IC is the curvature of the edge of the scatterer at the diffraction point, fie is the unit normal of the edge at the diffraction point, and ki (k) is a unit vector in the incident (observation) direction. The angles llti and y5' are defined in the "projected" plane, which contains the diffraction point and is perpendicular to the tangent of the edge. The magnitude of Gi (y5' ) is the angle between the projections of ii (k') and k in the projected plane, and its sign is the same as ci (E').
For the problem being discussed, there are two diffraction points on the disk edge and one reflection point on the disk surface for each far field point in front of the disk ( z > 0).
The field can be constructed simply by summing up the contributions from these three points. Actually, this calculation efficiency is the major advantage of the GTD techniques over the PTD techniques. However, care must be exercised in adapting parameters in (25) to each diffraction point.
2) Uniform Geometrical Theory of Difiaction: In this uniform version of GTD, Fres_nel integrals are incorporated in the GTD diffraction field Ed to cure its singularities at the SB/RB [4] . This modified diffracted field is defined by e-j(z*+7T/4) 2fix
F ( x ) =
where Si is the direct distance from the source to the observation point, and S' ( S d ) is the distance from the source to the observation point via the reflection (diffraction) point. ti (E') defined in (27) is the incidence (reflection) detour parameter, which characterizes the closeness of the observation point to the SB (RB). Note that in numerical computation the GTD efficiency can be retained in UTD because the Fresnel integral defined in (28) can be calculated accurately and efficiently [23] .
2) Uniform Asymptotic Theory of Diffraction: Instead of fixing the singular diffracted field in a direct manner like that in UTD, the Fresnel function was introduced in UAT to modify the GO field in GTD so that the singularities of the diffracted field can be canceled [6] , [22] , [21] . This modified GO field is determined by
The functions F and F were defined in (28) and (29).
Note that, unlike UTD, the sign of < Z i T must be taken into account.
D. Method of Moments

1) Integral equation:
By use of the Schelkunoff Equivalence Principle, it can be shown that the infinitesimally thin conducting disk c ! n be replaced by a sheet of electric current. This current, K , corresponds to the sum of the surface currents on the front and back faces of the disk. It must radiate an electric field which when added to the incident electric field, e, produces zero tangential electric field at the disk surface. This produces the integral equation below:
where P is a point on the disk surface and e is the free-space Green's function.
2) Green's functions: The free-space Green's function, e, satisfies the radiation condition, and the following differential equation:
P'
where P = ( p , 4 , z ) is the field point, P' = (p',4',z') is the source point and f is the unit dyad. IC is the wavenumber of free space.
Due to the 4 symmetry of the problem the representation of the free-space Green's function which is most appropriate is that based on a Fourier series in 4. 
For the problem at hand only four components of the dyadic Green's function are of interest. These are given below: 
These functions exhibit partial orthogonality, can mimic the field behavior, and are easily integrated.
NUMERICAL RESULTS AND DISCUSSIONS
A typical result for PO and MOM current distributions over the disk surface is shown in Fig. 3 for a = 1.5X and d = 2.75X. Note that the MOM radial current approaches zero at the disk edge, but the azimuthal current increases rapidly. Eight basis functions are used in the MOM analysis to represent each current. The theoretical behavior of the currents can be followed more closely if more basis functions are used. However, the far field patterns change negligibly. These far fields are shown in Fig. 4 . The PO analysis can be seen to predict the patterns reasonably well up to 30 degrees even for this small disk.
Solutions by other techniques for the same geometry are shown in Fig. 5 in which all the curves are normalized to the boresight PO field. As shown in Fig. 5(b) , the GTD techniques have a caustic singularity at boresight as expected. The UAT and UTD solutions are very close to each other and differ from that of GTD only in not having the RB singularity. For this reason, UAT is used in approaches the GTD solutions, but ILDC follows MOM closely. The overestimation of Ando's solution can be cured by taking into account the secondary diffraction [20] . For a given geometry, the differences among the solutions from the PTD, GTD, and MOM techniques reduce as the operating frequency is raised. This is illustrated in Fig.  6 where these solutions agree closely except in the last side lobe region. In Fig. 6 , the frequency is four times higher than that used in Fig. 5 . Forty basis functions for each current are used in the MOM analysis. Note that PO works well until at least 30 degrees, but starts to deviate from all the other techniques beyond that region. Note that the computation time per observation angle for GTD is about the same for different frequencies, but that for PTD increases with increasing frequency.
In an earlier work on the analysis of subreflectors [26] , MOM was applied but the convergence was not completely satisfactory. In the present MOM, however, the solutions converge very well. The phase of the far field for the disk used in Fig. 6 is plotted in Fig. 7 . Negligible difference can be observed in the MOM solutions obtained with 40 and 60 basis functions. Ando's solution and the GTD solutions predict the phase better than the ILDC solution does in the angular region 0 -90'.
The effect of edge taper (E.T.) on the far field patterns is studied firstly by increasing the disk size while keeping the feed distance fixed and secondly by varying the radiation pattern of the feed. As the disk size increases, all the solutions approach that for an infinite ground plane where PO is exact. In Fig. 8 the far field patterns for a disk of lOOA radius are illustrated. Note that the more tapered incident field on the edge of the larger disk diminishes the fine structure of the scattered far field. In the second approach, the PTD and GTD techniques were applied to cases in which the feed pattern sin Of in (1) is replaced by (sin 0 f ) q . The E.T. is determined by the disk geometry and the taper parameter q through the following formula:
In general, the main beam broadens and the sidelobe levels decrease as q is increased. As expected, better agreement is observed between the PO and PTD solutions as q increases for a fixed geometry. If q is held fixed, the GTD solutions start to deviate from those of PO and PTD as the disk radius is reduced to a wavelength or smaller. Since the MOM was not implemented for q values other than unity at the time of publication, it is conjectured that the GTD techniques are less accurate than the PTD techniques because multiple diffracted fields become more important for smaller disks. More deviation is observed for larger q values since as q increases, the effective disk area decreases, which lessens the validity of the GO approximation. If the disk radius E-plane far field patterns with d = 2.75X and increased disk is more than a few wavelengths, however, GTD solutions agree with PTD solutions very well even when a very strong edge taper (say, -26.0 dB) is considered. The cross-polar fields obtained by the various techniques are also examined. Generally, the cross-polar fields are very weak around 4 = 0" and 4 = 90' but become significant at q5 = 45'. Most of the observations for the copolar fields discussed above are true for the cross-polar fields, except that PO predicts very different patterns from those predicted by MOM. This is ijlustrated in Fig. 9 using a = 6X, d = 11X. Note that in the PO cross-polar field the first few lobes are not predicted, and the beating pattern outside the main beam region is "out of phase" with the other solutions. Nevertheless, the envelope of the field pattern outside the main beam region predicted by PO is not disparate from the others for large disks.
Finally, the bistatic RCS is calculated for a normally incident 2-polarized plane wave. The results are demonstrated in Fig. 10 for a disk of 1.5A radius. These RCS solutions behave in a way similar to the far field patterns obtained with a dipole feed. Note that the caustic singularity of the GTD techniques is still present in the RCS, and ILDC agrees with MOM in the whole angular range.
IV. CONCLUSIONS
The PTD and GTD group of techniques were examined thoroughly by analyzing the scattering from a conducting circular disk. This geometry was used because it is simple enough that rigorous analysis could be applied and effective comparisons could be conducted. The formulations for these techniques were written in a unified manner so that comparisons and computations can be conducted conveniently. Using an infinitesimal dipole as the feed, the radiation fields of the disk were calculated by these techniques, and compared with those obtained by PO and MOM. From many comparisons at different frequencies and for different disk sizes, it was seen that Mitzner's and Michaeli's solution (the ILDC solution) corrected the PO solution in an efficient manner, and provided the most accurate solutions in the whole angular range. The differences between Ando's solutions and ILDC are appreciable only in the region beyond the peak of the last sidelobe. The cross-polar field cal- Normalized to RCS0,oo = (4a/X2)( ~0~)~.
culated by PO was found to be inaccurate for this unfocused radiating system. The GTD techniques are very efficient in predicting the copolar and the cross-polar fields with high accuracy except near boresight where they have a caustic singularity, and near 0 = 90' where they overestimate the magnitude of the scattered field if multiple diffractions are not considered. The bistatic RCS was also calculated for a normally incident plane wave. Again, good agreement was obtained between the ILDC solutions and the MOM solutions. The PTD and GTD techniques can also be used to calculate the near field, which is of interest for HPM applications. Future publications will consider near fields, curved reflector antennas, and other complex scatterers. International Pty. Ltd., Sydney, Australia.
