Studying the ways to recommend music to a user is a central task within the music information research community. From a content-based point of view, this task can be regarded as obtaining a suitable distance measurement between songs defined on a certain feature space. We propose two such distance measures. First, a low-level measure based on tempo-related aspects, and second, a highlevel semantic measure based on regression by support vector machines of different groups of musical dimensions such as genre and culture, moods and instruments, or rhythm and tempo. We evaluate these distance measures against a number of state-of-the-art measures objectively, based on 17 ground truth musical collections, and subjectively, based on 12 listeners' ratings. Results show that, in spite of being conceptually different, the proposed methods achieve comparable or even higher performance than the considered baseline approaches. Furthermore, they open up the possibility to explore distance metrics that are based on truly semantic notions.
Introduction
Studying the ways to recommend music to a user is a central task within the music information research (MIR) community [7] . From a simplistic point of view, in addition to generating personal preference profiles, this task can be regarded as obtaining a suitable distance 1 measurement between a "preferred" song and a set of potential "to-beliked" candidates defined in a certain feature space. Currently, researchers and practitioners fill in this feature space with information extracted from the audio content, context, or both. Focusing on audio content-based MIR, there exist a wide variety of approaches for providing such a distance measurement. Examples include applying an L p metric after a preliminary selection of audio descriptors [6] , comparing Gaussian mixture models (GMM) of mel-frequency cepstral coefficients (MFCCs) [1] , or more elaborated approaches [2, 3, 19, 20, 21, 22, 27] .
Though common approaches for content-based music similarity may include a variety of perceptually relevant descriptors related to different musical aspects, such descriptors are, in general, relatively low-level and not directly associated with a high-level semantic explanation [8] . In contrast, research on computing high-level semantic features from low-level audio descriptors exists. Moreover, in the context of MIR classification problems, this research has yielded remarkable results [15, 17, 26] . Starting from this relative success, we hypothesize that the combination of classification problems for distance-based music recommendation could be a relevant step to overcome the socalled semantic gap [8] .
The present work deals with content-based approaches for music similarity. Using state-of-the-art low-level audio descriptors (Sec. 2), we compare several baseline approaches and explore two basic ideas to create novel distance measures (Sec. 3). More concretely, as baseline approaches we consider Euclidean distances defined on descriptor subsets (Secs. 3.1 and 3.2) and Kullback-Leibler divergence defined on GMMs of MFCCs (Sec. 3.3). The first idea we explore consists of the use of tempo-related musical aspects. To this extent, we propose a simple distance based on two low-level descriptors, namely beats per minute (BPM) and onset rate (OR) (Sec. 3.4). The second idea we explore shifts the problem to a more highlevel (semantic) domain. To this extent, we continue the research of [2, 3, 27] but, more in the line of [27] , we investigate the possibility of benefiting from results obtained in different classification tasks and transferring this gained knowledge to the context of music recommendation (Sec. 3.5). We evaluate all the considered approaches with a unique methodological basis, including an objective evaluation on several comprehensive ground truth music collec-tions (Sec. 4.1) and a subjective evaluation based on ratings given by real listeners (Sec. 4.2). We show that, in spite of being conceptually different, the proposed methods achieve comparable or even higher performance than the considered baseline approaches (Sec. 5). Finally, we state general conclusions and discuss the possibility of further improvements (Sec. 6).
Musical descriptors
We characterize each song using an in-house audio analysis tool. This tool provides over 60 descriptor classes in total, characterizing global properties of songs. The majority of these descriptors are extracted on a frame-by-frame basis and then summarized by (at least) their means and variances across frames. In the case of multidimensional descriptors, covariances between components are also considered (e.g. with MFCCs). Extracted descriptor classes include inharmonicity, odd to even harmonic energy ratio, tristimulus, spectral centroid, spread, skewness, kurtosis, decrease, flatness, crest, and roll-off factors [20] , MFCCs [16] , spectral energy bands, zero-crossing rate [10] , spectral and tonal complexities [25] , transposed and untransposed harmonic pitch class profiles, key strength, tuning, chords [11] , BPM, and onsets [4] .
Studied approaches
As a starting point we follow the ideas proposed in [6] and apply an unweighted Euclidean metric on a manually selected subset of the descriptors outlined above 2 . Preliminary steps include descriptor normalization in the interval [0, 1] and principal component analysis (PCA) [28] to reduce the dimension of the descriptor space to 25 variables.
Euclidean distance based on relevant
component analysis (L 2 -RCA-1 and
Along with the L 2 -PCA measure, we consider more possibilities of descriptor selection. To this extent, instead of PCA, we perform relevant component analysis (RCA) [24] . As well as PCA, RCA gives a rescaling linear transformation of a descriptor space but is based on preliminary training on a number of groups of similar songs. In the objective evaluation (Sec. 4.1) for each collection we supply the algorithm with part of the ground truth information. As in the L 2 -PCA approach, the output dimensionality is chosen to be 25. In addition to the descriptor subset used in L 2 -PCA, the overall set of descriptors is analyzed (L 2 -RCA-1 and L 2 -RCA-2, respectively).
Kullback-Leibler divergence based on GMM MFCC modeling (1G-MFCC)
Alternatively, we consider timbre modeling with GMM as another baseline approach [1] . We implement the simplification of this timbre model using single Gaussian with full covariance matrix [9, 17] . Comparative research of timbre distance measures using GMMs indicates that such simplification can be used without significantly decreasing performance while being computationally less complex [14] . As a distance measure between single Gaussian models for songs X and Y we use a closed form symmetric approximation of the Kullback-Leibler divergence,
where µ X and µ Y are MFCC means, Σ X and Σ Y are MFCC covariance matrices, and N M F CC = 13 is the number of used MFCCs.
Tempo-based distance (TEMPO)
The first approach we propose is related to the exploitation of tempo-related musical aspects with a simple distance measure based on BPM and OR. For two songs X and Y with BPMs X BP M and Y BP M , and ORs X OR and Y OR , we determine this measure as a linear combination of two separate distance functions,
and for OR as
where
The parameters w BP M and w OR of Eq. 2 define the weights for each distance component. Eq. 3 (Eq. 4) is based on the assumption that songs with the same BPMs (ORs) or multiple ones (e.g. X BP M = iY BP M ) are more similar than songs with non-multiple BPMs (ORs). For example, the songs X and Y with X BP M = 140 and Y BP M = 70 should have a closer distance than the songs X and Z with Z BP M = 100. The strength of this assumption depends on the parameter α BP M (α OR ). In the case of α BP M = 1, all multiple BPMs are treated equally, while in the case of α BP M > 1, preference inversely decreases with i. In practice we use i = 1, 2, 4, 6.
In pre-analysis we performed a grid search with one of the ground truth music collections (Sec. 4.1) and we found w BP M = w OR = 0.5 and α BP M = α OR = 30 to be the best parameter configuration. Such values reveal the fact that actually both components are equally meaningful and that mainly a 1-to-1 relation of BPMs (ORs) is relevant for the overall song similarity, respectively. When our BPM (OR) estimator has more duplicity errors (e.g. a BPM of 80 was estimated as 160), we should expect lower α values.
Classifier-based distance (CLAS)
The second approach we propose derives a distance measure from diverse classification tasks. In distinction from the aforementioned methods, which directly operate on a low-level descriptor space, we first infer high-level semantic descriptors using suitably trained classifiers and then define a distance measure operating on this newly formed highlevel semantic space.
For the first step we choose standard multi-class support vector machines (SVMs) [28] , which are shown to be an effective tool for different classification tasks in MIR [12, 15, 17, 29] . We apply an SVM regression to different musical dimensions such as genre and culture, moods and instruments, or rhythm and tempo. More concretely, 14 classification tasks are run according to all available ground truth collections 3 (Sec. 4.1). For each ground truth collection, one SVM is trained with a preliminary correlationbased feature selection (CFS) [28] over all [0, 1]-normalized descriptors (Sec. 2). The resulting high-level descriptor space is formed by the probability values of each class for each SVM. In pre-analysis we compared several SVM models and we finally decided to use the libSVM 4 implementation with the C-SVC method and a radial basis function kernel with default parameters.
For the second step we consider different measures frequently used in collaborative filtering systems: cosine distance (CLAS-Cos), Pearson correlation distance (CLASPears), Spearman's rho correlation distance (CLAS-Spear), weighted cosine distance (CLAS-Cos-W), weighted Pearson correlation distance (CLAS-Pears-W), and adjusted cosine distance (CLAS-Cos-A). Adjusted cosine distance is computed by taking into account the average probability for 3 We ignored music collections with insufficient size of class samples. 4 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/ each class. Weighting is done both manually (W M ) and based on classification accuracy (W A ). For W M , we split the collections into 3 musical dimensions, namely genre and culture, moods and instruments, and rhythm and tempo, and empirically assign weights 0.50, 0.30, and 0.20 respectively. For W A , we evaluate the accuracy of each classifier, and assign directly proportional weights which sum to 1.
From this perspective, the problem of content-based music recommendation can be seen as a collaborative filtering problem with class labels playing the role of users and probabilities playing the role of user ratings, so that each N -class classifier corresponds to N users.
Evaluation Methodology
We evaluated all considered approaches with a unique methodological basis, including an objective evaluation on comprehensive ground truths and a subjective evaluation based on ratings given by real listeners. As an initial benchmark for the comparison of the considered approaches we used a random distance (RAND), i.e. we selected a random number from the standard uniform distribution as the distance between two songs.
Objective evaluation
We covered different musical dimensions such as genre, mood, artist, album, culture, rhythm, or presence or absence of voice. A number of ground truth music collections (including full songs and excerpts) were employed for that purpose (Table 1) . For some dimensions we used already existing collections in the MIR field [5, 12, 13, 15, 23, 26] , while for other dimensions we created different manually labeled in-house collections.
For our evaluation measure, we used the mean average precision (MAP) [18] . For each approach and music collection, MAP was computed from the corresponding full distance matrix. The average precision (AP) [18] was computed for each matrix row (for each song query) and the mean was calculated. The results were averaged over 5 iterations of 3-fold cross-validation.
Subjective evaluation
Starting from the results of the objective evaluation (Sec. 5.1), we selected 4 conceptually different approaches (L 2 -PCA, 1G-MFCC, TEMPO, and CLAS-Pears-W M ) together with the random baseline (RAND) for subjective evaluation. To this extent, we designed a web-based survey where registered listeners performed a number of iterations blindly voting for the considered distance measures. During one iteration each listener was presented with 5 different playlists (one for each measure) generated from the same seed song 5 . Each playlist consisted of the 5 nearestto-the-seed songs. The entire process used an in-house collection of 300K music excerpts (30 sec.) by 60K artists (5 songs/artist) covering a wide range of musical dimensions (different genres, styles, arrangements, geographic locations, and epochs). Independently for each playlist, we asked listeners to provide (i) a playlist similarity rating (appropriateness of the playlist with respect to the seed) using a 6-point Likert-type scale (0 corresponding to the lowest similarity, 5 to the highest) and (ii) a playlist inconsistency boolean answer. We did not present examples of inconsistency but they might comprise of speech mixed with music, extremely different tempos, completely opposite feelings or emotions, distant musical genres, etc. The first 12 seeds and corresponding playlists were shared between all listeners, while the remaining iteration seeds (up to a maximum of 21) were different for each listener as the seeds were randomly selected. Altogether we collected playlist similarity ratings, playlist inconsistency indicators, and background information about listening and musical expertise (each measured in 3 levels) from 12 listeners.
Results and discussion

Objective evaluation
We first show that the considered distances outperform the random baseline (RAND) for most of the music collections (Table 2) . When comparing baseline ap-
we found 1G-MFCC to perform best on average. Still, L 2 -PCA performed similarly or slightly better for some collections (e.g. MAC or RPS). With respect to temporelated collections, TEMPO performs similarly (RPS) or significantly better (RBL) than baseline approaches. Furthermore, it is the best performing distance for the RBL collection. Surprisingly, TEMPO yielded accuracies which are comparable to some of the baseline approaches for music collections not strictly related to rhythm or tempo such as G2, MHA, and MEL. Finally, we see that classifier-based distances achieved the best accuracies for the large majority of the collections. Due to space reasons and since all CLAS-based distances (CLAS-Cos, CLAS-Pears, CLAS-Spear, CLAS-Cos-W, CLAS-Pears-W, CLAS-Cos-A) showed equal accuracies, we only report two examples of them. In particular, CLAS-based distances achieved significant accuracy improvements with the G2, G4, MPA, MSA, and MAC collections. In contrast, no improvement was achieved with the ART, ALB, and RBL collections: 1G-MFCC performed best for ART and ALB collections, while TEMPO had the highest accuracy for RBL. We hypothesize that the success of 1G-MFCC for ART and ALB collections might be due to the well known "album effect" [17] . Table 2 . Objective evaluation results (MAP) for the different music collections considered. N.C. stands for "not computed" due to technical difficulties.
Subjective evaluation
A one-way within-subjects ANOVA test using the entire set of subjective ratings was carried out. The test checks the effect of subjects as a main source of the variance found in the ratings. As this effect was found to be non-significant, we had green light to check the effect of the considered distances, which proved to be significant (F (4, 44) = 276.310, p = 0.000). Furthermore, post-hoc tests revealed no significant difference between CLAS-Pears-W M and 1G-MFCC, and no significant differences between L2-PCA, RANDOM and TEMPO (Fig. 1) . In contrast, significant differences between the methods of these two groups were found. A final ANOVA test, using only the shared data, revealed the same pattern, which points to the conclusion that the different similarities captured by the different methods are quickly grasped (and easily assessed) by listeners. The proportion of playlists considered to be inconsistent followed the same pattern of differences and significance as the similarity ratings. An additional Spearman test can be done by computing the correlation between subject's ratings. This test reveals that the correlations are high. The observed range is 0.452 − 0.869, and the average between-raters correlation is 0.772 (sd = 0.089). In total, we can be confident on the reliability of the ratings.
Conclusions
In the present work we study and comprehensively evaluate, both objectively and subjectively, the accuracy of different content-based distance measures for music recommendation. We consider 4 baseline distances and a randombased one. Furthermore, we explore the potential of two new conceptually different distances not strictly operating on musical timbre aspects. More concretely, we present a simple tempo-based distance which can be especially useful for expressing music similarity in collections where rhythm aspects are predominant. In addition, we investigate the possibility of benefiting from classification problems' results and transferring this gained knowledge to the context of music recommendation. To this extent, we present a classifier-based distance which makes use of high-level semantic descriptors inferred from low-level ones. This distance covers diverse musical dimensions such as genre and culture, moods and instruments, and rhythm and tempo, and outperforms all the considered approaches in most of the ground truth music collections used for objective evaluation. Contrastingly, this performance improvement is not seen in the subjective evaluation when comparing with the best performing baseline distance considered. However, no statistically significant differences are found between them.
Further research will be devoted to improving the classifier-based distance with more musical dimensions such as tonality or instrument information. Given that several separate dimensions can be straightforwardly combined with this distance, additional improvements are feasible and potentially beneficial. In general, the classifier-based distance represents a semantically rich approach to recommending music. Thus, in spite of being based solely on audio content information, this approach can overcome the socalled "semantic gap" in content-based music recommendations and provide a semantic explanation to justify the recomendations to a user.
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