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$\theta=(\theta_{1}, \theta_{2}, \cdots, \theta_{p})$ $f(x|\theta)$ $\theta$
$\Theta$ $\{f(x|\theta);\theta\in\Theta\}$



































2 $\theta_{0}$ $\hat{\theta}_{U}$ $\theta_{0}=ar_{\theta\in\Theta}g\max C_{U}(g(x);f(x|\theta)),\hat{\theta}u=ar_{\theta\Theta}g\max_{\in}\ell_{U}(\theta)$
$q(x|\theta)=u^{-1}(f(x|\theta))-c_{U}(\theta)$
$(I)-(II)$
(I) $q(x|\theta)$ $\theta=(\theta_{1}, \theta_{2}, \cdots, \theta_{p})^{T}$ 3
162
(II) $\mathbb{R}$ $F_{1}(x),$ $F_{2}(x),$ $F_{3}(x)$
$| \frac{\partial q(x|\theta)}{\partial\theta_{i}}|<F_{1}(x)$ , $| \frac{\partial^{2}q(x|\theta)}{\partial\theta_{i}\partial\theta_{j}}|<F_{2}(x)$ , $| \frac{\partial^{3}q(x|\theta)}{\partial\theta_{i}\partial\theta_{j}\partial\theta_{k}}|<F_{3}(x)$;
$i,j,$ $k=1,2,$ $\cdots,p$
$\theta\in\Theta$ $(i)-$ (ii)




















(3.1) $w(x|\theta)=f(x|\theta)^{\beta}(\beta>0)$ $u^{-1}(y)=(y^{\beta}-1)/\beta(y>0)$ ,




$- \int_{-\infty}^{\infty}\frac{f(x|\theta)^{\beta}}{\beta}dG(x)+\int_{-\infty}^{\infty}\frac{f(x|\theta)^{1+\beta}}{1+\beta}dx$ $(\beta>0)$ (3.4)
$\beta-$ $\betaarrow 0$ $U(x)arrow e^{x}$ K-L
$f(x|\theta)$ $G(x)$ $\beta$-
$C_{\beta}(g(x);f(x| \theta))=\int_{-\infty}^{\infty}\frac{f(x|\theta)^{\beta}-1}{\beta}dG(x)-c_{\beta}(\theta)$ $(\beta>0)$ (3.5)





1 $G(x)$ $\hat{G}(x)$ $\beta-$
$x_{n}=\{x_{1}, x_{2}, \cdots, x_{n}\}$ $f(x|\theta)$ $\beta$-
$\ell_{\beta}(\theta;f(x|\theta))=\frac{1}{n}\sum_{\alpha=1}^{n}\frac{f(x_{\alpha}|\theta)^{\beta}-1}{\beta}-c_{\beta}(\theta)$ $(\beta>0)$ (3.7)

































$V_{k\star})$ $f(x, k_{\star}|\theta_{\star})$ $\psi(x)$
$g(x)=(1-\tau)f(x, k_{\star}|\theta_{\star})+\tau\psi(x)$ (4.1)
$\int_{\mathbb{R}_{o}^{p}}f(x, k_{\star}|\theta_{\star})dx=\delta(>0)$




2 $f(x, k_{\star}|\theta_{\star})$ $g(x)$ $\beta-$ $\tauarrow 0,$ $\deltaarrow 0$
$D_{\beta}(g(x);f(x, k_{\star}|\theta_{\star}))=O(\tau^{2})+O(\tau^{1+\beta})+O(\delta^{1+\beta})$
1 $k<k_{\star}$ $D_{\beta}(g(x);f(x, k|\theta_{\beta 0}))>0$
$\beta-$ $b_{\beta}(G)$ 1
$k$ $b_{\beta}(G)=b_{\beta}(G, k)$ $\tau=o(n^{-1/2})$










2 $\tau$ $\tau_{u}(\geq\tau)$ $\delta$ $\delta_{u}(\geq\delta)$ 3
$O(\tau_{u}^{1+\beta})<<n^{-1},$ $O(\delta_{u}^{I+\beta})<<n^{-1}$ $\beta$ 4








$f(x, k| \theta)=\sum_{j=1}^{k}w_{j}\phi(x|\mu_{j}, V_{j}),$ $x\in \mathbb{R}^{p}$ ; $w_{j}\in(0,1),$ $\sum_{j=1}^{k}w_{j}=1,$ $k\geq 1(4.2)$
$\theta=(w_{1}, \ldots, w_{k}, \mu_{1}, \ldots, \mu_{k}, V_{1}, \ldots, V_{k})$ $\phi(x|\mu_{j}, V_{j})$ $N_{p}(\mu_{j}, V_{j})$
(4.2) $f(x, k|\theta)$ $\beta$-
$(\mu_{j}, V_{j})$ $(s_{j}, T_{j})=$
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$\mu_{j}^{new}=(\frac{1}{n}\sum_{\alpha=1}^{n}x_{\alpha}w_{\beta}(j|x_{\alpha}, \theta)-\frac{\partial c_{\beta}(\theta)}{\partial s_{j}})/\frac{1}{n}\sum_{\alpha=1}^{n}w_{\beta}(j|x_{\alpha}, \theta)|_{\theta=\theta^{old}}$
$( \mu_{j}\mu_{j}^{T}+V_{j})^{new}=(\frac{1}{n}\sum_{\alpha=1}^{n}x_{\alpha}x_{\alpha}^{T}w_{\beta}(j|x_{\alpha}, \theta)-\frac{\partial c_{\beta}(\theta)}{\partial T_{j}})$
$/ \frac{1}{n}\sum_{\alpha=1}^{n}w_{\beta}(j|x_{\alpha}, \theta)|_{\theta=\theta^{01d}}$
$w_{j}^{new}=( \frac{1}{n}\sum_{\alpha=1}^{n}w_{\beta}(j|x_{\alpha};\theta)-w_{j}\frac{\partial c_{\beta}(\theta)}{\partial w_{j}}+w_{j}\sum_{i=1}^{k}w_{i}\frac{\partial c_{\beta}(\theta)}{\partial w_{i}})$
$/ \frac{1}{n}\sum_{\alpha=1}^{n}\sum_{i=1}^{k}w_{\beta}(i|x_{\alpha};\theta)|_{\theta=\theta^{01d}}$
$w_{\beta}(j|x;\theta)=w_{j}\phi(x|\mu_{j}, V_{j})f(x, k|\theta)^{\beta-1}$ (4.3)
$\frac{\partial c_{\beta}(\theta)}{\partial s_{j}}=\int_{\mathbb{R}^{p}}w_{j}(x-\mu_{j})\phi(x|\mu_{j}, V_{j})f(x, k|\theta)^{\beta}dx$
$\frac{\partial c_{\beta}(\theta)}{\partial T_{j}}=\int_{1R^{p}}w_{j}(xx^{T}-(\mu_{j}\mu_{j}^{T}+V_{j}))\phi(x|\mu_{j}, V_{j})f(x, k|\theta)^{\beta}dx$
$\frac{\partial b_{\beta}(\theta)}{\partial w_{j}}=\int_{\mathbb{R}^{p}}\phi(x|\mu_{j}, V_{j})f(x, k|\theta)^{\beta}dx$

































$1$ (1)5 MLE $(\beta=0)$ $\beta$- $(\beta=0.2,0.4)$
TIC $(\beta=0)$ IC$\beta(\beta=0.2,0.4)$ $k=1$ (1)5
(
AIC TIC ) 100 TIC









tional Park) Old Faithful
61 $lf$ ,




$f(x, k_{\star}|\theta_{\star})$ 2 (4.2)
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62 TIC ( $k=4$)
: )







$b_{\beta}(G)=E_{G(x_{n})}[h_{I}(\hat{\theta}_{\beta})-h_{1}(\theta_{\beta 0})]+E_{G(x_{n})}[h_{1}(\theta_{\beta 0})-h_{2}(\theta_{\beta 0})]$
$+E_{G(x_{n})}[h_{2}(\theta_{\beta 0})-h_{2}(\hat{\theta}_{\beta})]$ (A 1)
(Al) 2
$E_{G(oe_{n})}[h_{1}(\theta_{\beta 0})-h_{2}(\theta_{\beta 0})]$
$=E_{G(x_{n})}[ \sum_{\alpha=1}^{n}\frac{f(x_{\alpha}|\theta_{\beta 0})^{\beta}-1}{\beta}-\int_{-\infty}^{\infty}\frac{f(x|\theta_{\beta 0})^{\beta}-1}{\beta}g(x)dx]$
$= \frac{1}{\beta}E_{G(x_{n})}[\sum_{\alpha=1}^{n}f(x_{\alpha}|\theta_{\beta 0})^{\beta}]-\frac{1}{\beta}nE_{G(x_{n})}[f(x|\theta_{\beta 0})^{\beta}]$
$=0$
$b_{\beta}(G)=E_{G(x_{n})}[h_{1}(\hat{\theta}_{\beta})-h_{1}(\theta_{\beta 0})]+E_{G(x_{n})}[h_{2}(\theta_{\beta 0})-h_{2}(\hat{\theta}_{\beta})]$ (A 2)
$\frac{\partial h_{1}(\theta)}{\partial\theta}|_{\hat{\theta}_{\beta}}=0$ $narrow\infty$ $h_{1}(\theta_{\beta 0})$ $\hat{\theta}_{\beta}$
$E_{G(x_{n})}[h_{1}( \theta_{\beta 0})]=E_{G(x_{n})}[h_{1}(\hat{\theta}_{\beta})+\frac{1}{2}(\theta_{\beta 0}-\hat{\theta}_{\beta})^{T}\frac{\partial^{2}h_{1}(\theta)}{\partial\theta\partial\theta^{T}}\hat{\theta}_{\beta}(\theta_{\beta 0}-\hat{\theta}_{\beta})]+o(1)$
(A2) 1
$E_{G(x_{n})}[h_{I}(\hat{\theta}_{\beta})-h_{1}(\theta_{\beta 0})]$
$=- \frac{1}{2}E_{G(x_{n})}[(\theta_{\beta 0}-\hat{\theta}_{\beta})^{T}\frac{\partial^{2}h_{1}(\theta)}{\partial\theta\partial\theta^{T}}\hat{\theta}_{\beta}(\theta_{\beta 0}-\hat{\theta}_{\beta})]$ $+o(1)$
$=- \frac{1}{2}tr\{E_{G(x_{n})}[\frac{\partial^{2}h_{1}(\theta)}{\partial\theta\partial\theta^{T}}\hat{\theta}_{\beta}(\theta_{\beta 0}-\hat{\theta}_{\beta})(\theta_{\beta 0}-\hat{\theta}_{\beta})^{T}]\}+o(1)$
(A.3)$=- \frac{1}{2}tr\{E_{G(x_{n})}\{\frac{\partial^{2}h_{2}(\theta)}{\partial\theta\partial\theta^{T}} \theta_{\beta 0} (\theta_{\beta 0}-\hat{\theta}_{\beta})(\theta_{\beta 0}-\hat{\theta}_{\beta})^{T}\} \}+o(1)$
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$\frac{\partial h_{2}(\theta)}{\partial\theta}|_{\theta_{\beta 0}}=0$ $narrow\infty$ $h_{2}(\hat{\theta}_{\beta})$ $\theta_{\beta 0}$
$E_{G(x_{n})}[h_{2}(\hat{\theta}_{\beta})]=E_{G(x_{n})}\{h_{2}(\theta_{\beta 0})+\frac{1}{2}(\hat{\theta}_{\beta}-\theta_{\beta 0})^{T}\frac{\partial^{2}h_{2}(\theta)}{\partial\theta\partial\theta^{T}} \theta_{\beta 0} (\hat{\theta}_{\beta}-\theta_{\beta 0})\}+o(1)$
(A2) 2
$E_{G(x_{n})}[h_{2}(\theta_{\beta 0})-h_{2}(\hat{\theta}_{\beta})]$
(A.4)$=- \frac{1}{2}tr\{E_{G(x_{n})}\{\frac{\partial^{2}h_{2}(\theta)}{\partial\theta\partial\theta^{T}} \theta_{\beta 0} (\text{ }\beta-\theta_{\beta 0})(\hat{\theta}_{\beta}-\theta_{\beta 0})^{T}\} \}+o(1)$
(A 2) (A 3) (A 4) $2(ii)$
$b_{\beta}(G)=-tr\{E_{G(x_{n})}\{\frac{\partial^{2}h_{2}(\theta)}{\partial\theta\partial\theta^{T}} \theta_{\beta 0} (\hat{\theta}_{\beta}-\theta_{\beta 0})(\hat{\theta}_{\beta}-\theta_{\beta 0})^{T}\}\}+o(1)$
$=tr\{nJ(\theta_{\beta 0})E_{G(x_{n})}[(\hat{\theta}_{\beta}-\theta_{\beta 0})(\hat{\theta}_{\beta}-\theta_{\beta 0})^{T}]\}+o(1)$
$=tr\{I(\theta_{\beta 0})J^{-1}(\theta_{\beta 0})\}+o(1)$
2 $\beta-$ $f(x, k_{\star}|\theta_{\star})$
$D_{\beta}(g(x);f(x, k_{\star}|\theta_{\star}))$
$= \frac{1}{\beta(1+\beta)}\int_{\mathbb{R}p}g(x)^{1+\beta}dx+\int_{\mathbb{R}_{o}^{p}}(\frac{f(x,k_{\star}|\theta_{\star})^{1+\beta}}{1+\beta}-\frac{f(x,k_{\star}|\theta_{\star})^{\beta}}{\beta}g(x))dx$
$+ \int_{\mathbb{R}^{p}\backslash \mathbb{R}_{o}^{p}}(\frac{f(x,k_{\star}|\theta_{\star})^{1+\beta}}{1+\beta}-\frac{f(x,k_{\star}|\theta_{\star})^{\beta}}{\beta}g(x))dx$ (A.5)





$=O(( \delta+\tau)^{1+\beta})+\frac{1}{\beta(1+\beta)}\int_{\mathbb{R}p\backslash \mathbb{R}_{o}^{p}}g(x)^{1+\beta}dx$ (A.6)
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(A.5) 2 $\max_{x\in \mathbb{R}_{o}^{p}}f(x, k_{\star}|\theta_{\star})=$
$f(x_{M}, k_{\star}|\theta_{\star})(>0)$ $x_{M}+\epsilon\in \mathbb{R}_{o}^{p}$ , $\omega f(x_{M}+\epsilon, k_{\star}|\theta_{\star})\leq\delta$
$\epsilon(||\epsilon||>0)$ $\omega>0$
$\nu(0<\nu<1)$ $f(x_{M}+\epsilon, k_{\star}|\theta_{\star})=\nu f(x_{\Lambda I}, k_{\star}|\theta_{\star})$
$\omega\nu f(x_{M}, k_{\star}|\theta_{\star})\leq\delta$
$\omega,$ $\nu$
$f(x_{M}+\epsilon, k_{\star}|\theta_{\star})=O(\delta)(\deltaarrow 0)$ (A 5) 2













$=- \frac{1}{\beta(1+\beta)}\int_{\mathbb{R}^{p}\backslash \mathbb{R}_{o}^{p}}g(x)^{I+\beta}dx+O(\tau^{2})$ (A 8)






$-$ . $D_{\beta}(g(x);f(x, k_{\star}|\theta_{\star}))=O(\tau^{2})+O(\tau^{I+\beta})+O(\delta^{1+\beta})$
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$+E_{G(x_{n})}[ \int_{\mathbb{R}^{p}}(\frac{f(x,k_{\star}|\theta_{\beta 0})^{1+\beta}}{1+\beta}-\frac{f(x,k_{\star}|\theta_{\beta 0})^{\beta}}{\beta}g(x))dx]+\frac{1}{2n}b_{\beta}(G, k_{\star})$






$\frac{\partial}{\partial\theta}C_{\beta}(g(x)_{)}\cdot f(x, k_{\star}|\theta))|_{\theta_{\star}}$ $= \frac{\partial}{\partial\theta}C_{\beta}(f(x, k_{\star}|\theta_{\star});f(x, k_{\star}|\theta))|_{\theta_{\star}}+O(\tau)=O(\tau)$
(A 10)
$\frac{\partial}{\partial\theta}D_{\beta}(g(x);f(x, k_{\star}|\theta))|_{\theta_{\star}}=O(\tau)$ (A 10) $\theta_{\beta 0}$
$\frac{\partial}{\partial\theta}C_{\beta}(g(x);f(x, k_{\star}|\theta))|_{\theta_{\star}}$





$\theta_{\beta 0}$ $J(\ddot{\theta})$ $\theta_{\beta 0}-\theta_{\star}=O(\tau)$
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2 $\tau=o(n^{-1/2}),$ $\tau^{1+\beta}=o(n^{-1}),$ $\delta^{1+\beta}=o(n^{-I})$
$D_{\beta}(g(x);f(x, k_{\star}|\theta_{\beta 0}))$ $\theta_{\star}$
$D_{\beta}(g(x);f(x, k_{\star}|\theta_{\beta 0}))$




$E_{G(x_{n})}[D_{\beta}(g(x);f(x, k_{\star}| \hat{\theta}_{\beta}))]=o(n^{-1})+\frac{1}{2n}b_{\beta}(G, k_{\star})$
4 $E_{G(x_{n})}[IC_{\beta}(k)]$
$E_{G(oe_{n})}[IC_{\beta}(k)]=-2E_{G(oe_{n})}[n\ell_{\beta}(\hat{\theta}_{\beta}(x_{n});f(x, k|\hat{\theta}_{\beta}(x_{n})))]+2b_{\beta}(G, k)+o(1)$
$=-2E_{G(x_{n})}[nl_{\beta}(\hat{\theta}_{\beta}(x_{n});f(x, k|\hat{\theta}_{\beta}(x_{n})))-nC_{\beta}(g(x);f(x, k|\theta_{\beta 0}))]$
$-2nC_{\beta}(g(x);f(x, k|\theta_{\beta 0}))+2b_{\beta}(G, k)+o(1)$
1 (A.4) 2(ii)
$E_{G(x_{n})}[nl_{\beta}( \hat{\theta}_{\beta}(x_{n});f(x, k|\hat{\theta}_{\beta}(x_{n})))-nC_{\beta}(g(x);f(x, k|\theta_{\beta 0}))]=\frac{1}{2}b_{\beta}(G, k)+o(1)$
$\frac{1}{n}E_{G(x_{n})}[IC_{\beta}(k)]=-2C_{\beta}(g(x);f(x, k|\theta_{\beta 0}))+\frac{1}{n}b_{\beta}(G, k)+o(n^{-1})$ (A 12)
k $=$ k (3.6) (A 11)
$\frac{1}{n}E_{G(x_{n})}[IC_{\beta}(k_{\star})]=-2C_{\beta}(g(x);g(x))+\frac{1}{n}b_{\beta}(G, k_{\star})+o(n^{-1})$ (A 13)
k $<$ k 1 $C_{\beta}(g(x);g(x))>C_{\beta}(g(x);f(x, k|\theta_{\beta 0}))$
$\frac{1}{n}E_{G(oe_{n})}[IC_{\beta}(k)]>-2C_{\beta}(g(x);g(x))+\frac{1}{n}b_{\beta}(G, k)+o(n^{-1})$ (A.14)
$k>k_{\star}$ $\sup C_{\beta}(g(x);f(x, k|\theta_{\beta 0}))=C_{\beta}(g(x);g(x))$
$\frac{1}{n}E_{G(x_{n})}[IC_{\beta}(k)]\geq-2C_{\beta}(g(x);g(x))+\frac{1}{n}b_{\beta}(G, k)+o(n^{-1})$ (A.15)
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$(A.13)-(A.15)$ $k>k_{\star}$ $0<b_{\beta}(G, k_{\star})<b_{\beta}(G, k)$
$b_{\beta}(G, k)$ $k=k_{\star}$ $narrow\infty$
(A 12) $k=k_{\star}$
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