Introduction
This paper analyses the specific relationship between crime and life satisfaction in Malawi and whether this relationship is affected by gender. Initially a model is estimated to reveal what correlates with being a victim of crime in Malawi with specific reference to consumption levels, household assets and gender 1 . Generally, crime statistics reveal that males are more likely to be the victims and perpetrators of a crime than females (Naude, Prinsloo and Ladikos, 2006; Fisher and Wilkes 2003) . Women on the other hand are more likely to be the victims of domestic violence. It is expected that there is no systematic difference between men and women with regard to the affect being a victim of crime and perceptions of crime have on wellbeing. How people feel about crime and their own safety is open to some gender difference as alluded to by van Dijk et al (2007: 132) who found that females and the elderly feel more unsafe than men. This paper is interested in three particular relationships and whether they differ across sex, (1) whether crime victimisation, after controlling for other things, negatively effects life satisfaction, (2) whether the risk of being a victim of crime has a non-linear relationship with life satisfaction and (3) whether perceptions of safety are at all significant in reported life satisfaction.
The use of subjective happiness/life satisfaction scores to measure wellbeing has emerged as a genuine alternative to standard measures of economic wellbeing. Whilst initial research focussed on developed countries there has been a steady increase in using subjective wellbeing in understanding more about how people perceive their lives in developing countries. The majority of economic studies found that life satisfaction scores increase at a decreasing rate with respect to income but that in countries with higher income levels there may be no correlation at all (Frey and Stutzer, 2002) . Cross sectional studies indicate that a concave relationship does exist within high, middle and low income countries (e.g. Di Tella, MacCulloch and Oswald, 2001; Hinks and Gruen, 2006; Hinks and Davies, 2008) . Other general findings include the unemployed being significantly less satisfied with life, the highly educated being more satisfied than others and age having a U-shaped relationship with life satisfaction. Subjective happiness is not only correlated with economic factors.
Social, psychological and political factors can also contribute to how happy somebody is feeling.
The impact of major life changing events such as winning the lottery, or the death of somebody who 1 What causes criminal activity is addressed in Becker (1968) is close to you reveals how quickly (if at all) people's wellbeing scores react to these events over a number of years (Gardner and Oswald, 2007; Oswald and Powdthavee, 2007) . Many studies find that a 'set point' underlies people's wellbeing and that this represents a kind of equilibrium to which people tend towards or return to following such shocks (e.g. Lucas et al., 2003) . Importance of family, marriage and friends is apparent in many country-specific wellbeing studies. Hudson (2006) highlights the positive correlation between individual wellbeing and trust in international and national institutions such as the police force, the rule of law and government. Kingdom and Knight (2006) find that there is no significant difference in life satisfaction scores between the searching and non-searching unemployed in South Africa as well as evidence that those searching for work feel less safe in their own neighbourhood. Powdthavee (2005) analyses the specific impact crime has on wellbeing in South Africa, finding a negative correlation. Moller (2005) too finds that crime victimisation and risk of crime are negatively correlated with wellbeing but that victimisation itself seems secondary to risk of crime in terms of explaining happiness.
The following section provides some initial life satisfaction and crime statistics for Malawi using the latest cross-sectional national survey. This section also estimates a crime-victimisation model.
Section 3 provides the methodology to be used to estimate the life satisfaction equations. Section 4 presents the findings with a specific focus on gender differences in crime and life satisfaction. A conclusion follows. for male headed households. Together the age, household size and marital differences suggest that households are headed by females following the death of the husband. A small number are de facto female heads whose husband has migrated for work.
Males are more likely to have any given level of education, and own more assets. The asset index has a mean of zero for all households (by construction) but this is 0.142 for male headed households and -0.479 for female headed households. Female headed households therefore tend to be extremely asset poor. On average female headed households live in neighbourhoods with similar crime levels to male headed households.
The IHS asked all adults to report various crime indicators. Of particular interest is information on whether individuals had been attacked during the previous year and, if so, by whom. Subjective measures relating to fear of crime were also collected.
Crime and gender differences
Males and male heads of households are more likely to have been personally attacked relative to females and female heads. We investigate this further by regressing whether or not the individual had been attacked during the previous 12 months onto individual and household characteristics. Probit model I in Table 2 indicates that an individual's likelihood of being attacked declines with age. As suggested by the descriptive data, females are significantly less likely to be attacked than males and household heads are more likely to be attacked than others. The coefficient on the female-head interaction term is insignificant indicating that female heads are no less likely to be attacked than their male counterparts after having controlled for other variables. Being the wife of the household head however significantly increases the likelihood of being attacked whilst females who migrate for the purpose of marriage are more likely to be attacked than males who migrate for the same purpose.
Females who migrate for marriage lose part of the support system available to them outside of the household. In addition, other family members are unable to ensure that she is well treated by her
husband. Both of these may result in being more likely to be the victim of attacks.
When household characteristics are included in model II, the migrated for marriage and females who migrated for marriage variables become insignificant. This is driven largely not by the log of per capita consumption (household income) but by average community income. Average community income is positively associated with likelihood of being attacked. It therefore appears that richer communities are targeted, rather than rich individuals. The ultra poor are less likely to be a victim of violent crime whereas those with greater asset wealth are less likely to be attacked indicating that households with more assets are also better able to protect themselves 3 . White (1980) .
As well as being a victim of crime, respondents were asked three main subjective measures of fear of crime. Around 85% of both heads and the total adult population reported feeling "very safe" or "fairly safe" from criminals in their own homes. A Pearson chi square test strongly rejects the null hypothesis of independence between feeling unsafe and having been attacked for both All Adults and Heads only with chi square values of 167.9822 (p=0.000) and 136.1024 (p=0.000) respectively.
Respondents who felt unsafe were asked to specify the main source of the threat, with over half of respondents indicating unarmed burglars.
We next calculate the proportion of respondents in each neighbourhood who reported having been attacked. This provides us with an "attack risk" variable. The "attack risk" variable has a mean of 2.42% and range of 0% to 18.64%, that is, in the most dangerous community, nearly 19% of respondents reported having been attacked in the previous year.
We classify neighbourhoods into one of five categories based on the reported crime rates. Table 3 shows that around 44% of households live in areas in which the risk of attack is under 1% (very low risk). 28% of households live in areas in which the risk is 1-3% (low risk). Around 4% live in very high risk areas with a risk of attack of greater than 10%. 4.08%
Linking crime and happiness
While crime data is available for each household member, only the household heads were asked to report their life satisfaction. The remainder of the paper focuses only on household heads. Over 71% of household heads who reported having been attacked during the previous year also reported being very dissatisfied or dissatisfied with their life, compared with 62% of those who had not been attacked (see Table 4 ). Those who did not suffer an attack were more likely to be satisfied or very satisfied (around 24%) than those who had been attacked of whom around 18% were satisfied or very satisfied. This offers initial evidence of a link between crime and happiness.
Of those who reported feeling unsafe over three quarters were either very dissatisfied or dissatisfied, compared with around 60% of those who did not feel unsafe. Those who feel unsafe are also less likely to be happy with their lives, with around 18% reporting being satisfied or very satisfied, compared with around 25% of those who did not feel unsafe. Figure 1 illustrates the link between life satisfaction and the risk of being attacked in the neighbourhood. The proportion of people who report being dissatisfied or very dissatisfied increases as the attack rate increases. Similarly, the proportion who report being very satisfied, satisfied or neither satisfied no dissatisfied is falling in crime. 
Econometric analysis

Methodology
The previous section showed a clear link between crime and fear of crime, and life satisfaction. This section models the impact of crime on household head life satisfaction using an ordered probit model, as is standard in the subjective well being literature. Self-reported satisfaction is regressed onto a number of variables including crime which takes either an objective form (based on likelihood of crime by area or whether a victim of crime) or subjective form ('feeling' of being a victim of crime), consumption per capita in each household and a vector of personal and geographic characteristics (e.g. age and province).
This model does not consider endogeneity issues meaning estimated coefficients are correlates rather than determinants 4 . However for the case of crime and life satisfaction Powdthavee (2005) discusses the issue of causality and notes that both economic theory and various psychological 9 studies indicate that "psychological distress seems to run from being a victim of crime rather than the other way round". He states that "the direction of causality runs unambiguously from criminal victimization to well-being". We thus interpret significant coefficients on having been attacked during the previous year as crime impacting on individuals' happiness.
The issue is not so clear cut for fear of crime. It could be, for example, that individuals who fear crime more tend to be unhappier. However, the inverse could also be the case. Although our descriptive statistics indicate a clear link between fear of crime and risk of crime, we prefer to remain cautious in the interpretation of coefficients on the subjective fear of crime variable. We therefore favour discussing significant coefficients on subjective fear of crime as associations rather than as causal. Nonetheless, we believe the models including these variables offer some interesting insights into the link between crime and wellbeing.
In addition to crime variables, we include other covariates traditionally found in subjective wellbeing
analyses. In particular, we include household characteristics including log of per capita income, a dummy indicating whether a household is below the national ultra poor poverty line and an asset index calculated using principle components analysis. Individual characteristics including age and its square; education level; marital status; and employment are also included. Regional dummies are also included but not shown.
We enter the different measures of crime separately, and estimate 3 models for the whole sample and for male and female headed households separately in order to understand any systematic differences between these two groups. Results are found in Table 5 .
Results
Crime and Life Satisfaction
The pooled sample results confirm the link between crime and happiness found in the analysis of the descriptive statistics. Model 1 indicates that having been attacked in the previous 12 months causes reported life satisfaction to decrease, ceteris paribus. This result holds when regional crime level is included in Model 2 which itself significantly reduces life satisfaction. The square of regional crime is also included in Model 2 and we find evidence that household heads in higher crime areas do not suffer additional losses in life satisfaction. Powdthavee (2005) finds that in South Africa the well being gap between crime victims and non-crime victims may actually be smaller in high crime districts. These results suggest that once regional crime reaches 4.45%, people adjust to this, and it ceases to make them less happy. However, when the sample is split by gender of head of household these results are only observed for male headed households. Indeed there is a major difference between male and female headed households with respect to crime. Objective measures of crime are consistently negative but insignificant for females. By contrast, the subjective measure of crime "feel unsafe" included in Model 3 is negative and highly significant for female headed households as well as for male headed households. There is thus a strong negative association for females between feeling unsafe and life satisfaction, but not between actually being unsafe and life satisfaction. This is a significant result despite the fact that around 3.7% of female heads reported having been attacked in the previous year compared with 6.4% of men.
Human Capital and Life Satisfaction
Age is negative and its square positive indicating the well known U-shaped life satisfaction-age relationship. Primary education has a positive impact on happiness compared with the baseline of no education. Interestingly, those with an education level above secondary are actually less happy than others after controlling for income. This is a new finding in the African well being literature and is unusual in the well being literature generally. Graham and Hoover (2006) is found that primary education has a positive impact on life satisfaction for females, but not for males. In addition, higher education is negative and significant for females, but not significant for males. This may be an indication of job market discrimination with males being able to take advantage of their higher education, but females not. Given the positive externalities better education can have, particularly in poor countries, this is an area of research that requires further investigation but is beyond the scope of this paper.
Income, Asset Wealth and Life Satisfaction
Coefficients on our control covariates are in line with other studies. In particular, the log of per capita consumption is found to be positive and significant across all model specifications and across female and male head of households. Other things equal, increased consumption levels increase happiness. Households which are below the national ultra-poor poverty line, calculated by the Malawian National Statistical Office tend to report lower life satisfaction. The asset index is consistently positive and significant indicating that greater wealth (and therefore perhaps living conditions) is associated with increased life satisfaction.
Economic Activity and Life Satisfaction
Self employment and salaried employment are consistently positive and significant. Those with these employments tend to be happier than the baseline farmer, other things being equal. Being unemployed (as opposed to being a farmer) is associated with lower life satisfaction amongst females but not amongst males, whilst males benefit from salaried and self-employment, but females do not.
Here again, a labour market explanation is likely, with males securing better salaried work and running businesses that bring them more satisfaction than their female counterparts 6 .
Seasonal, Geography and Life Satisfaction
The hungry season dummy is a control variable which is equal to one for households which were interviewed during December, January or February. This is the time of year when food stocks from the previous year's harvest tend to run out. Food is often scarce for a few months during this period until the new harvest. The variable is significantly negative for pooled, male and female headed households indicating that short term factors, although predictable, can impact on reported life satisfaction. It is therefore important to include this as a control variable.
The rural dummy is positive and significant indicating that, other things equal, those living in rural areas report higher life satisfaction than their urban counterparts. The relationship between well being and urban areas is one that has received relatively scant research in the literature. Hudson (2006) finds that UK village dwellers are more satisfied with life than others. Explanations of this finding are varied. It could be argued that in developed countries town dwellers perceive public services to be poor because of the number of people using them. Lewis (1954) was the first economist to argue that urban life was more stressful than rural life. Urban wage premiums were, amongst other things, a result of the 'psychological cost of transferring from the easy going life of the subsistence sector to the more regimented environment of the capitalist sector ' (ibid, pp.150) .
Issues of population density have as yet not been addressed in mainstream economic literature but are an area of research that needs inquiry. In Malawi rural dwellers may be happier than others simply because they have no alternative point of reference. Meanwhile urban dwellers may have migrated from rural villages so do have an alternative view: While the grass may always be greener, this is conditional on having migrated in the first place.
Conclusions
This paper has used detailed descriptive statistics and standard subjective wellbeing econometric methodology to investigate the link between crime and life satisfaction. Results indicate that the link is gendered with males and females responding to different crime variables.
Our results confirm that there is a negative relationship between crime and happiness with having been attacked in the previous year impacting negatively on life satisfaction. In addition, happiness is declining in neighbourhood crime level; the more respondents in a given neighbourhood who reported being attacked, the lower is life satisfaction. However, the relationship is not linear.
Happiness declines until around 4.45% of the neighbourhood reported having been attacked, after which happiness begins to increase. In addition, a feeling of being unsafe is negatively associated with life satisfaction.
Key gender differences include the finding that both objective measures of crime and the subjective feeling unsafe variable impact negatively for males. For females only feeling unsafe effects life satisfaction with all objective crime variables being insignificant. Although the descriptive statistics reveal that there is a link between feeling unsafe and the neighbourhood crime level, this regression result indicates that the variables are not capturing the same thing.
Regarding other covariates, we find that primary education has a positive impact on happiness for females but not males and that highly educated females may encounter discrimination in the labour market since this group are significantly less satisfied with life. Both consumption and an asset index are positively associated with happiness for males and females. Age follows the usual U-shape found by other authors. (-2.032) (-3.293) (-4.547) (-2.113) (-4.221) (-4.232) (-2.169) (-3.826) 
