Differential evolution (DE) presents a class of evolutionary and meta-heuristic techniques that have been applied successfully to solve many real-world problems. However, the performance of DE is significantly influenced by its control parameters such as scaling factor and crossover probability. This paper proposes a new adaptive DE algorithm by greedy adjustment of the control parameters during the running of DE. The basic idea is to perform greedy search for better parameter assignments in successive learning periods in the whole evolutionary process. Within each learning period, the current parameter assignment and its neighboring assignments are tested (used) in a number of times to acquire a reliable assessment of their suitability in the stochastic environment with DE operations. Subsequently the current assignment is updated with the best candidate identified from the neighborhood and the search then moves on to the next learning period. This greedy parameter adjustment method has been incorporated into basic DE, leading to a new DE algorithm termed as Greedy Adaptive Differential Evolution (GADE). GADE has been tested on 25 benchmark functions in comparison with five other DE variants. The results of evaluation demonstrate that GADE is strongly competitive: it obtained the best rank among the counterparts in terms of the summation of relative errors across the benchmark functions with a high dimensionality.
Introduction
Evolutionary algorithms (EAs) are biologically inspired metaheuristics that provide powerful and robust means to solve complex and high dimensional optimization problems in real world [1] . One important advantage of EAs over classic optimization techniques is that they dont use derivative information of objective functions such that they can be widely applied in situations where the problem space is not differentiable or continuous. Many variants of EAs have been developed to deal with real-parameter continuous optimization problems, including evolution strategies [2] , real-coded genetic algorithms [3] , memetic algorithms [4] , differential evolution (DE) [5] , particle swarm optimization [6] , and artificial bee colony algorithms [7] . Differential evolution (DE) shares common concepts of EAs and it also relies on recombination and mutation operators to produce new individuals in the population. Nevertheless, DE differs from other EAs in that mutation in DE is based on differences of individuals selected from the population. Thus, the direction and magnitude of the search is decided by the distribution of solutions rather than a pre-specified probability function. DE attains increasing popularity due to its at--118 10.1515/jaiscr-2016-0009 tractive features such as fewer running parameters, easy in programming, high efficiency, as well as strong global search ability. In [8] it was indicated that DE algorithms were more efficient and more accurate than several other optimization methods, including controlled random search, simulated annealing and genetic algorithms. Moreover, DE has achieved quite high rank in the competition held in the IEEE Congress on Evolutionary Computation [9] . A comprehensive review of the state-of-the-art of DE algorithms is given in [10] .
Unfortunately, the performance of DE is not always excellent. It can easily get stuck in a local optimum or stop generating progressively better solutions before the population has converged. One reason of such failures can be poorly assigned control parameters like scaling factor and crossover probability [11] , [12] , [13] . It has also been observed that, when DE explores different regions of the space, it would require using different parameter values to maintain the efficiency of search.
On-line adaptation of control parameters for DE appears a promising research direction that has been addressed by a number of researchers. The purpose is to dynamically adjust the parameters of DE using feedback from the search. Liu and Lampinen [14] proposed the use of fuzzy logic controllers to modify the scaling factor and crossover probability based on progresses in the search. Xue and Sanderson [15] independently developed a similar method based on heuristic knowledge in form of fuzzy rules for parameter adaptation in a multi-objective DE algorithm. However, the fuzzy rule-based heuristic methods may be over-tailored to a specific problem without generality to wide applications. The works published in [16] , [17] , [18] , [19] can be classified as statistical approaches to parameter adaptation. They rely on certain probability distributions (such as Gaussian and Cauchy density functions) to generate scaling factor and crossover rate for individual vectors in the population, and those parameter values that succeeded in producing trial solutions surviving in the next generation are utilized to update the locations of the distribution functions for improved DE performance. But the stochastic nature of mutation and crossover operators are not taken into account in these approaches in judging successful control parameter values. This paper proposes a new adaptive DE algorithm by greedy adjustment of the control parameters (scaling factor and crossover rate) during the running of DE. The basic idea is to perform greedy search for better parameter assignments in successive learning periods in the whole evolutionary process. Within each learning period, the current parameter assignment and its neighboring assignments are tested (used) in a number of times to acquire a reliable assessment of their suitability in the stochastic environment with DE operations. Subsequently, the current assignment is updated with the best candidate identified from the neighborhood and then the search moves on to the next learning period. As greedy adjustments of parameters are conducted repeatedly from one period to the next, we achieve continuous adaptation of DE behavior along the course of search. The proposed DE algorithm has been examined and compared with other five DE variants in the experiments. The results of evaluation on a set of 25 benchmark functions demonstrate that our method is rather competitive: it obtained the best rank among the counterparts according to the summation of relative errors across the benchmark functions with high dimensionality.
The rest of the paper is organized as follows. The relevant works are discussed in Section 2. Section 3 introduces the basic DE algorithm, which is followed by the presentation of the adaptive DE with greedy parameter adjustment in Section 4. The results of evaluation are given in Section 5. Finally, we convey the concluding remarks in Section 6.
Relevant Works
It is well known that the performance of DE is heavily dependent on the setting of control parameters such as the mutation factor and the crossover probability. This section reviews some of the methods for dynamic adjustment of control parameters within the most well known adaptive DE algorithms. Although these adaptive algorithms also include self-adaptive or certain advanced mutation strategies, this section only focuses on the part of parameter adaptation for DE.
One of the first adaptive DE algorithms is called SaDE [16] . It was proposed by Qin and Suganthan in 2005 . This algorithm does not have fixed values for the scaling factor and crossover probability during its execution. The scaling factor for every individual is created following a fixed normal distribution. The crossover rate (CR) follows a normal distribution too, but its center is updated using the median of the successful CR values during last 25 generations.
JADE [17] was proposed by Zhang and Sanderson in 2009. Similarly to SaDE, JADE creates random values for both scaling factor and crossover rate. The generation of F follows a Cauchy distribution while CR is created according to a Normal distribution. The center of the Cauchy distribution is updated by a weighted sum of the actual value and the Lehmer mean of the successful F values in the last generation. Likewise, the center of the Normal distribution is revised whereas with the arithmetic mean of the successful CR values.
The method MDE pBX [18] , proposed by Minzahul Islam et al., is similar to JADE in two aspects. First, it employs a Cauchy distribution to generate F values and a Normal distribution to create CR values. Second, it also actualizes the centers of the probability distributions after every generation. The difference between the two algorithms lies in the way in which the centers are revised: MDE pBX uses a Power mean rather than a Lehmer mean or arithmetic mean as in JADE.
SHADE [20] is a success-history based DE algorithm proposed by Tanabe and Fukunaga in 2013. It maintains two memories, one for scaling factor and the other crossover rate. The entities in both memories are randomly selected as the center for the Cauchy distribution for generating F values and the center of the Normal distribution for generating CR values respectively. Further, one entity in each memory will be replaced by some mean of successful F or CR values after each generation in a cyclical manner.
Basic DE
DE is a stochastic and population based algorithm for optimization. A population in DE consists of a set of individuals, each of which stands for a possible solution to the problem. Optimization is conducted by evolving the population progressively from one generation to another. Here we use X i,g to denote individual i in the population at generation g, with i = 1, 2, . . . , N P and N P being the population size (the number of solutions in the population). DE has three consecutive steps in every iteration: mutation, crossover and selection. The explanation of these steps is given below:
MUTATION. At each generation g, N P mutated individuals are generated based on the current parent population. The vector for the mutated solution is called mutant or donor vector and it is represented by V i,g . There are several alternative ways to mutate an individual in the current population. A mutation strategy is often notated as DE\x\y, where x stands for the vector to be mutated and y represents the number of difference vectors used in the mutation. The following are three basic mutation strategies frequently used in the literature:
-DE/rand/1:
-DE/best/1:
-DE/current-to-best/1
where r 1 , r 2 , r 3 are mutually exclusive integers randomly selected from 1 to N P , The scaling factor F is a real positive control parameter which lies in the interval (0,2]. X best,g represents the best solution from the population at generation g. Other mutation strategies and their performance are discussed in [21] .
As can be seen from above, the values in the mutant vector may violate predefined boundary constraints. To solve this issue we repair V i,g according to Equation 4 .
where
denotes the jth component of vector
denotes the jth component of the mutant vector V i,g .
CROSSOVER.
In the second step we recombine the set of mutated solutions created in the first step (mutation) with the set of original members in the population to produce trial solutions. The new trial vector is denoted by T i,g where i is the index of the corresponding parent member. Every parameter in the trial vector is derived according to Equation 5 if the binomial crossover method is used.
otherwise (5) where j represents the parameter index in a vector, CR is the probability of recombination and j rand is an integer randomly selected from {1,2,. . . , N P } to ensure that at least one parameter from the mutant vector is selected.
SELECTION. In this last step we compare a trial vector with its parent member in the population, to choose the stronger one to enter the next generation. Therefore, if the problem to address is a minimization problem, each individual in the next generation is created according to Equation 6 .
where X i,g represents a parent individual in the population, X i,g+1 is the individual in the next generation, and f (T i,g ) and f (X i,g ) stand for the fitness values of vectors T i,g and X i,g respectively.
Adaptive DE with Greedy Parameter Adjustment
As is known the DE control parameters such as mutation Factor (F) and Crossover Rate (CR) are largely problem dependent, i.e. solving different problems may need different parameter values to ensure good performance. Further, the proper values of DE parameters often change with time in the evolutionary process. Hence it is important to automatically determine and adjust such parameters for DE when solving a practical problem. To this end we propose a new adaptive DE algorithm that dynamically adjusts its control parameters using greedy (local) search. In this section we shall first present the greedy scheme for parameter adjustment in Subsection 4.1 and then we will discuss the integration of this scheme within a DE cycle in Subsection 4.2.
Greedy Search for Parameter Adaptation
Our basic idea is to perform local greedy search to adjust the values of control parameters (scaling factor and crossover probability) of DE to improve its performance. This means that at every step the current parameter assignment is compared with its neighbours and then moves to the best candidate in the neighbourhood. Nevertheless, the comparison of different DE parameters is not a trivial task. It is complicated by the stochastic characteristics of the mutation and crossover operators such that a good parameter assignment may also lead to undesired trial solutions created in the course of search.
It is advocated in the paper that a candidate for parameter assignment undergoing sufficient tests for reliable evaluation of its quality. The tests are made in a learning period comprising a specified number of generations to see how the candidate was useful to contribute to the creation of good trial solutions. We desire those parameter assignments that not only offer a high chance of survival for trial solutions but also enable substantial improvement of fitness in the next generation. In view of this, the relative improvement (RI) brought by a candidate assignment C (for either scaling factor or crossover probability) in test k is defined as:
where X k and V k represent respectively the parent and trial solutions in test k, and n is an integer such that f (X k ) * 10 n lies in the interval [1, 10] or [-10,-1] . Further, the progress rate (PR) for C is the average of the relative improvements from all the m tests of using C for producing trial solutions. Thus we can write
progress rate is used in this paper as the criterion to evaluate and compare candidates for DE parameter assignments.
In the greedy search procedure, the current parameter assignment and its two generated neighbours are randomly selected for being used in producing new trial solutions during the learning pe-riod. The best of them is then identified using the metric of progress rate as defined in 8. As proper values of control parameters can change over time, we perform life-long search from one learning period to the next to achieve continuous adjustment of parameters in the course of optimization. An algorithmic description of the greedy scheme for parameter adjustment is given in the following:
The greedy search for parameter adjustment:
1. F 0 ← initial assignment for scaling factor.
2. P 0 ← initial assignment for crossover probability.
3. Expand F 0 : Creating its two neighbours F 1 and F 2 .
4. Expand P 0 : Creating its two neighbours P 1 and P 2 .
. while (i ≤ LP × N P ) % LP is the number of generations in the learning period
10 Perform mutation and crossover using x * and y * .
11. Derive RI(x * ) and RI(y * ) upon the trial and parent solutions 12. count(x * ) = count(x * )+1 and count(y * ) = count(y * )+1
13. sum(x * ) = sum(x * ) + RI(x * ) and sum(y * ) = sum(y * ) + RI(y * )
15. end while
19. P 0 = arg max
PR(y);
20. Go to step 3
Greedy Adaptive DE Algorithm
The Greedy Adaptive Differential Evolution (GADE) algorithm is developed by incorporation of the greedy search mechanism into the basic DE algorithm. The whole evolutionary process is divided into a sequence of learning periods and every learning period consists of a fixed number of generations. The greedy search is performed in successive learning periods to facilitate continuous and dynamic adjustment of F and CR values during the execution of the algorithm.
The initial candidate for mutation factor is set as F = 0.5, and its two neighbors are F + d 1 
The two neighbors of this current distribution are the shifted Cauchy distributions with their centers being located at CR m + d 2 and CR m − d 2 respectively, where d 2 is a small positive number specified by user. Every current and neighboring candidate (for both mutation factor and crossover rate) receives a probability of 1/3 to be associated with an individual vector in the population in order to get a sufficient number of usages in the learning period. At the end of the learning period, a neighboring candidate may replace the current one according to the assessed progress rates.
A more detailed description of our GADE algorithm is given in the pseudocode of Algorithm 1. Although the simple random mutation strategy is used in the present version of the algorithm, the principle and mechanism proposed in this paper is generic and can be easily applied with other mutation strategies as well.
5. Initialize the population (X 11. Create the mutant vector using the random mutation strategy by:
12.
Repair the mutant vector if it has values outside the boundaries:
13. Create the trial vector: 
26. ENDIF
28. ENDWHILE
Experiments and Evaluation
This section examines the adaptation capability of our GADE algorithm in comparison with other relevant algorithms. The tests were made on 25 benchmark functions from [22] and [23] with dimension (D) 10 and 30. A complete description of these functions is given in Table I , where Functions f1-f7 and Functions f14-f18 are unimodal, and Functions f8-f13 and Functions f19-f25 are multimodal. In D10, only Functions f14-f25 were used while in D30 experiments were made on all the 25 functions.
Experimental Settings
Beside GADE, the basic DE (DE/rand/1) and the methods from four other DE variants: SaDE, JADE, SHADE and MDE pBX were also tested in the experiments for comparison. As our purpose was to compare different parameter adaptation methods, mutation strategy adaptation was not implemented in our experiments. Here we use the suffix "-P" to denote the parameter adaptation method from the original adaptive DE algorithm that was incorporated into the basic DE. All the algorithms in comparison employed the binomial crossover operator and the rand/1 mutation strategy. The settings of these algorithms are listed below: 10, 100, 4) , where
with Noise in Fitness f18(x) = max{A i x − B i }; *check [23] Shifted Schwefel 2.6 with global optimum on Bounds
cos(2πz i )) + 20 + e Shifted Rotated Ackley with global optimum on bounds
Shifted Rotated Weierstrss where a = 0.5,
Schwefel 2.13
All the algorithms were tested on the benchmark functions in Table 1 for comparative evaluation of their performance. Every algorithm was executed 30 times on each test function to acquire a fair and reliable result for comparison. The termination condition is that the fitness evaluation number has exceeded 10,000 x D or the error of the best solution found is below 10E-08 with respect to the true global optimum.
Comparison of GADE with other algorithms on dimension 10
This subsection aims to evaluate GADE with respect to other algorithms on problems with dimension 10. Since all the algorithms performed perfect on functions f1-f13 under this low dimension, we focus on comparing the performance of them in the remaining functions (f14-f25) with the results being indicated in Table 2 , where the values in boldface represent the mean errors of solutions found by the algorithms and the values in brackets are the standard deviations.
We can observe from Table 2 that GADE obtained the best results on 4 unimodal functions (f14, f15, f17, f18) and it was the third best on unimodal function f16. In the multimodal case SHADE-P outperformed the others in 3 of the 7 functions, MDE pBX-P was superior in 2 functions and GADE got the best average performance in function f25.
Further we do comparison of GADE with every other algorithm in terms of their errors obtained on the 12 test functions. The numbers of functions on which GADE was superior (≻), identical (=) and inferior (≺) to its counterpart are given in Table  3 respectively. It can be seen from the table that GADE was superior or identical to SaDE-P, JADE-P, MDE pBX-P and basic DE in at least 10 of the 12 test functions. Moreover, GADE behaved better than or identically to SHADE-P in 4 of the 5 unimodal functions, whereas its performance was less good in comparison to SHADE-P in 5 of the 7 multimodal functions. Table 4 shows a ranking of the algorithms in terms of the summation of their relative errors across the 12 test functions. The relative error of an algorithm on a certain function is defined as the ratio of the (mean) error of the algorithm on that function to the worst error on the function among all the algorithms. Here we see that GADE is ranked as the second best according to its relative performance on the problems with the low dimensionality.
Comparison of GADE with other algorithms on dimension 30
Next we study the comparative performance of GADE in optimizing the benchmark functions f1-f25 with dimension 30. The average errors of solutions found by GADE and the other algorithms are given in Table 5 . We can observe from this table that GADE overall performed the best on the unimodal functions since it obtained the best results in 9 of the 12 functions. Moreover, GADE was the second best on function f18 and the third best on functions f5 and f7.
Regarding multimodal functions it is revealed from Table 5 that GADE generally was more attractive than basic DE and MDE pBX-P, as it was better than basic DE in 11 of the 13 functions and better than MDE pBX-P in 9 of the 13 functions. GADE was better than SaDE-P in 5 of the 13 functions, while in Functions f8-f13 both algorithms produced equal results. Moreover, GADE appeared competitive to JADE-P in the sense that GADE outperformed JADE-P in 3 functions (f19, f20 and f25) while JADE-P was superior to GADE in Functions f23 and f24. Although SHADE-P was slightly better than GADE in 5 of the 13 multimodal functions, GADE was much better than SHADE-P on Function f25. Table 6 summarizes the results of pairwise comparisons of GADE against the other algorithms on all the benchmark functions (both unimodal and multimodal). The table shows that GADE outperformed basic DE, SaDE-P, JADE-P and MDE pBX-P in at least 12 functions (which is almost 50% of all the functions used for tests), and this number is much larger than the number of functions on which GADE was dominated by any one of them. When compared with SHADE-P, GADE exhibited its superiority on 7 functions, while SHADE-P outperformed GADE on the other 7 functions.
The total ranking of algorithms is now made according to their relative errors across the 25 benchmark functions with dimension 30. As is indicated Table 2 . Average errors of solutions found by the algorithms in dimension 10 0,00E+00(0,00E+00) f18 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) 5,86E-07(8,26E-07) 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) f19 2,59E+00(1,86E+00) 2,69E+00(1,79E+00) 1,26E+00(9,95E-01) 0,00E+00(0,00E+00) 3,71E+00(9,68E-01) 0,00E+00(0,00E+00) 2,04E+01(6,62E-02) 2,04E+01(6,89E-02) f22 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) 0,00E+00(0,00E+00) 1,41E+01(5,29E+00) f23 1,16E+01(2,73E+00) 8,10E+00(1,64E+00) 1,18E+01(2,88E+00) 8,69E+00(2,35E+00) 7,01E+00(3,12E+00) 2,86E+01(6,02E+00) f24 5,69E+00(1,78E+00) 6,11E+00(8,91E-01) 6,07E+00(6,80E101) 4,69E+00(2,26E+00) 5,72E+00(1,17E+00) 7,01E+00(2,49E+00) in Table 7 , GADE is ranked as the best in overall performance and the sum of its relative errors is much smaller than that of the others.
Overall Remarks and Discussion
Based on comparison of GADE against the other six DE variants in benchmark functions with dimensions 10 and 30, we would like to make the overall remarks and discussion as follows: No algorithm in comparison was better than any others on all the benchmark functions. This is not surprising and it is consistent with the No Free Lunch Theorems for optimization [24] , [25] , which imply that every optimization algorithm can be more competent than others in a specific class of problems.
Generally GADE outperformed the four algorithms: basic DE, SaDE-P, JADE-P, and MDEpBX-P in problems of dimensions 10 and 30. This is reflected by the fact that GADE obtained better results than its counterparts on the majority of the functions used for comparison. Further, considering the sum of relative errors, the superiority of GADE seemed substantially enhanced when the problem dimension was increased from 10 to 30.
The comparative performance of GADE against SHADE-P depends on the problem dimension. In problems with dimension 10, GADE was considered inferior in terms of both the sum of relative errors and the number of functions on which one dominates the other. However, when dimension is scaled to 30, GADE turned to be strongly competitive and it was ranked prior to SHADE-P in view of accumulated relative errors.
The current results of experiments leave us with a sense that GADE would be particularly powerful in improving the performance of optimization in high dimensional problems. We conjecture this based on the evidences of the enhanced superiority of GADE against basic DE, SaDE-P, JADE-P and MDE-pBX-P, as well as the switch of the ranked positions between GADE and SHADE-P, when the dimension of problems scaled up from 10 to 30.
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Conclusion
In this paper, we propose GADE (greedy adaptive differential evolution) as a new adaptive DE algorithm, which adjusts two of its control parameters (scaling factor and crossover rate) during the process of running the algorithm. Greedy search is performed in GADE in order to progressively find betstrategies such as [26] , to develop a memetic adaptive DE algorithm that takes advantage of the best features from each of the techniques. Moreover, GADE will be tested and possibly further improved in real industrial scenarios. 
In this paper, we propose GADE (greedy adaptive differential evolution) as a new adaptive DE algorithm, which adjusts two of its control parameters (scaling factor and crossover rate) during the process of running the algorithm. Greedy search is performed in GADE in order to progressively find better parameter assignments in the neighbourhood of the current assignment. We seek the parameter assignments that not only offer high chances for trial solutions to survive but also facilitate fast fitness improvement in the next generation. GADE was tested on 25 benchmark functions (with dimensions 10 and 30), in comparison with other five DE variants. The results of evaluation demonstrate that GADE is strongly competitive: it obtains the best rank in the high dimensional problems and the second best rank in the low dimensional problems among all the algorithms in comparison.
In future we plan to enhance GADE with a new mutation strategy or mutation strategy adaptation method. Also we intend to include some local search strategies such as [26] , to develop a memetic adaptive DE algorithm that takes advantage of the best features from each of the techniques. Moreover, GADE will be tested and possibly further improved in real industrial scenarios.
