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Abstract
Frequentist conditions for asymptotic suitability of Bayesian procedures focus
on lower bounds for prior mass in Kullback-Leibler neighbourhoods of the data
distribution. The goal of this paper is to investigate the flexibility in criteria for
posterior consistency with i.i.d. data. We formulate a versatile posterior consis-
tency theorem that applies both to well- and mis-specified models and which we use
to re-derive Schwartz’s theorem, consider Kullback-Leibler consistency and formu-
late consistency theorems in which priors charge metric balls. It is generalized to
sieved models with Barron’s negligible prior mass condition and to separable mod-
els with variations on Walker’s consistency theorem. Results also apply to marginal
semi-parametric consistency: support boundary estimation is considered explicitly
and consistency is proved in a model for which Kullback-Leibler priors do not exist.
Other examples include consistent density estimation in mixture models with Dirich-
let or Gibbs-type priors of full weak support. Regarding posterior convergence at a
rate, it is shown that under a mild integrability condition, the second-order Ghosal-
Ghosh-van der Vaart prior mass condition can be relaxed to a lower bound to the
prior mass in Schwartz’s Kullback-Leibler neighbourhoods. The posterior rate of
convergence is derived in a simple, parametric model for heavy-tailed distributions
in which the Ghosal-Ghosh-van der Vaart condition cannot be satisfied by any prior.
1 Introduction and main result
Aside from computational issues, the most restrictive aspects of non-parametric Bayesian
methods result from limited availability of priors. In general, distributions on infinite
dimensional spaces are relatively hard to define and control technically, so unnecessary
elimination of candidate priors is highly undesirable. Specifying to frequentist asymp-
totic aspects, the conditions that Bayesian limit theorems pose on priors play a crucial
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role: it is the goal of this paper to extend the range of criteria on the prior for poste-
rior consistency [16] and convergence at a rate [15], showing asymptotic suitability for
a wider range of priors. We accept that this may go at the expense of additional model
conditions.
1.1 Introduction
As early as the 1940’s, J. Doob [11] studied posterior limits as a part of his exploits in
martingale convergence: if the data forms an infinite i.i.d. sample from a distribution
Pθ0 on a measurable space (X ,A ) in a model P = {Pθ : θ ∈ Θ} where Θ and sample
space are Polish spaces and Θ→ P : θ 7→ Pθ is one-to-one, then for any prior Π on Θ the
posterior is consistent, Π-almost-surely. Notwithstanding its remarkable generality and
its Bayesian interpretation, Doob’s theorem is not quite satisfactory to the frequentist
interested in non-parametric models, in that the null-set of the prior on which incon-
sistency may occur can be very large, as was stressed by Schwartz [34] and amplified
repeatedly by Freedman [12].
To frequentists Freedman’s counterexamples discredited Bayesian methods for non-parametric
statistics greatly. The resulting under-appreciation was hard to justify, given that a fre-
quentist alternative to Doob’s theorem had existed since 1965: Schwartz’s consistency
theorem [35] below concerns models P that are dominated by a σ-finite measure µ (with
densities p = dP/dµ for P ∈ P) and departs from,
Π(A |X1, . . . ,Xn ) =
∫
A
n∏
i=1
p(Xi) dΠ(P )
/ ∫
P
n∏
i=1
p(Xi) dΠ(P ), (1.1)
the standard expression for the posterior in dominated models. Note that Schwartz’s
own formulation of the theorem assumes the existence of certain test sequences, which
exist without further assumptions if one is interested in weak consistency, and can be
constructed for Hellinger consistency if the model is totally bounded with respect to the
Hellinger metric H. The formulation chosen below focuses on the latter case. (Here
and below, let N(ǫ,P,H) denote the radius-ǫ Hellinger covering number P. Hellinger
totally boundedness of P corresponds to finiteness of N(ǫ,P,H) for all ǫ > 0.)
Theorem 1.1. (Schwartz (1965))
Let the model P be totally bounded relative to the Hellinger metric H and let X1,X2, . . .
be i .i .d . − P0 for some P0 ∈ P. If Π is a Kullback-Leibler prior, i.e. for all δ > 0,
Π
(
P ∈ P : −P0 log dP
dP0
< δ
)
> 0, (1.2)
then the posterior is Hellinger consistent at P0, that is,
Π
(
P ∈ P : H(P,P0) > ǫ
∣∣ X1, . . . ,Xn ) P0-a.s.−−−−→ 0, (1.3)
for every ǫ > 0.
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This type of formulation involves a specific underlying distribution P0 and thus avoids
the possibility of non-validity on null-sets of the prior. Schwartz’s theorem does not
cover all examples, however.
Example 1.2. Consider an i.i.d. sample X1,X2, . . . from a distribution P0 with Lebesgue
density p0 : R→ R that is supported on an interval of known width (say, 1) but unknown
location. The model is parametrized in terms of a density η supported on [0, 1] with
η(x) > 0 for all x ∈ [0, 1] and a location θ ∈ R:
pθ,η(x) = η(x− θ) 1[θ,θ+1](x).
Note that if θ does not equal θ′,
−Pθ,η log
pθ′,η′
pθ,η
=∞
for all η, η′. Therefore Kullback-Leibler neighbourhoods do not have any extent in the
θ-direction and no prior can be a Kullback-Leibler prior in this model. (See example 7.2
for more.)
Totally-boundedness of the model is a restrictive condition: in the case of Schwartz’s
theorem that condition can be mitigated in several distinct ways, for example by use of
the so-called Le Cam-dimension of the model [27]. An extension for non-totally-bounded
models of a more Bayesian flavour is due to Barron (see, for example, [3] and section 4.4.2
of [17]), who demonstrates posterior consistency for Kullback-Leibler priors, based on a
partition of the model into a subset of bounded Hellinger metric entropy and a subset of
negligibly small prior mass. More recently, Walker has proposed a method that does not
depend on finite covers but strengthens condition (1.2) with a summability condition
[40]. (For more, see subsection 4.2.)
Theorem 1.3. (Walker (2004))
Let the model P be Hellinger separable and let X1,X2, . . . be i .i .d .−P0 for some P0 ∈ P.
Let ǫ > 0 be given and let {Vi : i ≥ 1} be a countable cover of P by balls of a radius
0 < δ < ǫ. If Π is a Kullback-Leibler prior and in addition,
∑
i≥1
Π(Vi)
1/2 <∞, (1.4)
then Π(P ∈ P : H(P,P0) > ǫ |X1, . . . ,Xn ) P0-a.s.−−−−→ 0.
It appears that, thus far, no clear relationship between Schwartz’s and Walker’s theorems
has been established. Particularly, while Schwartz’s theorem poses only a lower bound
for prior mass (around P0), Walker’s theorem also requires an upper bound on prior
mass (further away from P0), suggesting that theorems 1.1 and 1.3 differ materially
rather than superficially.
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Another significant extension of the theory on posterior convergence is formed by results
concerning posterior convergence at a rate. Extension of Schwartz’s theorem to posterior
rates of convergence [15, 36] applies Barron’s sieve idea and a more intricate minimax
argument [5, 6] to a shrinking sequence of Hellinger neighbourhoods and employs a more
specific, rate-related version of the Kullback-Leibler condition (1.2) for the prior. The
preferred formulation takes the following form.
Theorem 1.4. (Ghosal, Ghosh and van der Vaart, 2000)
Let X1,X2, . . . be i .i .d . − P0 for some P0 in the model P which we endow with the
Hellinger metric H. Let (ǫn) be a sequence with ǫn ↓ 0 and nǫ2n → ∞. Let C > 0 and
measurable Pn ⊂ P be such that, for large enough n,
(i) the Pn are of bounded H-entropy: N(ǫn,Pn,H) ≤ enǫ2n;
(ii) the prior mass outside Pn is bounded: Π(P \Pn) ≤ e−nǫ2n(C+4);
(iii) the prior Π is such that,
Π
(
P ∈ P : −P0 log dP
dP0
< ǫ2n, P0
(
log
dP
dP0
)2
< ǫ2n
)
≥ e−Cnǫ2n . (1.5)
Then the posterior converges in Hellinger distance at rate ǫn, i.e.
Π
(
P ∈ P : H(P,P0) > Mǫn
∣∣ X1, . . . ,Xn ) P0−−→ 0,
for all M > 0 that are sufficiently large.
Aside from examples like 1.2, there are straightforward circumstances in which condition
(1.5) cannot be satisfied by any prior. In the example below, heavy-tailed distributions
are found for which integrability of squared log-density ratios is violated.
Example 1.5. Consider an i.i.d. sample of integers X1,X2, . . . from a distribution Pa,
(a ≥ 1), defined by,
pa(k) = Pa(X = k) =
1
Za
1
ka(log k)3
(1.6)
for all k ≥ 2, with Za =
∑
k≥2 k
−a(log k)−3 <∞. As it turns out, for a = 1, b > 1,
−Pa log pb
pa
<∞, Pa
(
log
pb
pa
)2
=∞.
Therefore, Schwartz’s KL-condition (1.2) for the prior for the parameter a can be sat-
isfied but there exists no prior such that (1.5) is satisfied for all P0 in the model. (See
example 7.3 for more.)
In fact, if we change the third power of the log-factor in the denominator of (1.6) to a
square, Schwartz’s KL-priors also do not exist. The above construction is indicative of
a more general problem: for any P0 it is possible to find distributions P with densities
p that are ‘wild enough’ to cause log-likelihood ratios log p/p0 to loose integrability or
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square-integrability. Instances of posterior inconsistency [3, 10] and the phenomenon
of data-tracking [41] sketch a similar qualitative picture of situations where posterior
consistency fails.
Schwartz’s theorem and its rate-specific version have become the standard frequentist
tools for the asymptotic analysis of Bayesian posteriors, almost to the point of exclu-
sivity. As a consequence, lower bounds for prior mass in Kullback-Leibler neighbour-
hoods c.f. (1.2) and (1.5) are virtually the only criteria frequentists apply to priors in
non-parametric asymptotic analyses (notable exceptions are made in the examples of
[8, 9, 18]; see, however, lemma 3.1 below). Since these lower bounds on prior weights of
Kullback-Leibler-neighbourhoods are sufficient conditions applicable for i.i.d. data, it is
not clear if other criteria for the prior can be formulated. The goal of this paper is to
investigate whether flexibility can be gained with regard to criteria for prior choice, with
the ultimate goal of formulating new consistency theorems based on a greater variety of
suitability conditions for priors. The goal is not to generalize conditions of Schwartz’s
theorem or to sharpen its assertion; rather we want to show that stringency with regard
to the prior can be relaxed at the expense of stringency with regard to conditions on the
model.
1.2 Main result
The main result is summarized in the next theorem: we have in mind a fixed model
subset V for which we want to demonstrate asymptotically vanishing posterior mass.
Although suitable also for hypothesis testing in principle, our main interest lies with the
situation where V is the complement of an open neighbourhood of P0. Following the
ideas of [35, 27, 5, 6] the set V is covered by a finite collection of subsets V1, . . . , VN to
be tested against P0 separately with the help of the minimax theorem. However, here,
we involve the prior in the minimax problem from the start: each Vi is matched with
a model subset Bi (which can be thought of as a ‘neighbourhood’ of P0 if the model
is well-specified) such that Π(Bi) > 0 and inequality (1.8) below is satisfied. It will
be shown that the Bi can often be chosen as Kullback-Leibler neighbourhoods (as in
Schwartz’s theorem), but alternative choices for the Bi become possible as well.
Throughout this paper and in the formulation below, we assume that the model is
dominated and we use posterior (1.1). Let co(V ) denote the convex hull of V and let
PΠn (n ≥ 1), denote the n-fold prior predictive distributions: PΠn (A) =
∫
Pn(A) dΠ(P ),
for all A ∈ σ(X1, . . . ,Xn). Furthermore, for given α ∈ [0, 1], model subsets B,W and a
given distribution P0, define,
πP0(W,B;α) = sup
P∈W
sup
Q∈B
P0
(dP
dQ
)α
, (1.7)
related to the Hellinger transform (see appendix A). Also define πP0(W,B) to be equal
to infα∈[0,1] πP0(W,B;α).
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Theorem 1.6. Let the model P be given and let X1,X2, . . . be i.i.d.-P0 distributed.
Assume that Pn0 ≪ PΠn for all n ≥ 1. For some N ≥ 1 let V1, . . . , VN be measurable
model subsets. If there exist measurable model subsets B1, . . . , BN such that for every
1 ≤ i ≤ N ,
πP0( co(Vi), Bi ) < 1, (1.8)
Π(Bi) > 0 and supQ∈Bi P0(dP/dQ) <∞ for all P ∈ Vi, then,
Π(V |X1, . . . ,Xn ) P0-a.s.−−−−→ 0, (1.9)
for any V ⊂ ⋃1≤i≤N Vi.
Although this angle will not be pursued further in this paper, it is noted that P0 is
not required to be in the model P so that the theorem applies both to well- and to
mis-specified models [21] in the form stated. Furthermore, in subsection 3.1 it is shown
that condition (1.8) is equivalent in quite some generality to separation of Bi and co(Vi)
in Kullback-Leibler divergence with respect to P0,
sup
Q∈Bi
−P0 log dQ
dP0
< inf
P∈co(Vi)
−P0 log dP
dP0
, (1.10)
underlining the fundamental nature of condition (1.2). But even if we keep this equiva-
lence in mind, it may be possible to formulate less demanding criteria for the choice of
the prior at the expense of more stringent model conditions: the theorem is uncommit-
ted regarding the nature of the Vi, and, more importantly, we may use any Bi that (i)
allow uniform control of P0(p/q)
α, and (ii) allow convenient choice of a prior such that
Π(Bi) > 0. The two requirements on Bi leave room for trade-offs between being ‘small
enough’ to satisfy (i), but ‘large enough’ to enable a choice for Π that leads to (ii). The
freedom to choose B’s and Π lends the method the desired flexibility: given P and V ,
can we find Vi’s, Bi’s and a prior Π like above?
In what follows it is shown that Schwartz’s theorem, Barron’s sieve generalization,
Walker’s theorem and posterior rates of convergence c.f. Ghosal-Ghosh-van der Vaart
can all be related to theorem 1.6. In section 2, the denominator of expression (1.1) is
considered in detail and theorem 1.6 is proved. In section 3 we establish that condition
(1.8) is equivalent to KL-separation. Based on that, Schwartz’s theorem is re-derived
and several variations are considered, e.g. posterior consistency in Kullback-Leibler di-
vergence with a prior satisfying (1.2) and Hellinger consistency with priors that charge
metric balls. In section 4 it is shown that the totally-boundedness condition is not es-
sential, in two distinct ways: firstly we give a version of the theorem involving a sieve of
submodels with finite covers, whose complements satisfy Barron’s negligible prior mass
condition. Secondly, we consider variations on Walker’s theorem to guarantee Hellinger
consistency with Kullback-Leibler priors that satisfy certain summability conditions. In
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section 5 we consider posterior rates of convergence and show that the second-order KL-
condition on the prior of (1.5) can be replaced by a rate-specific version of Schwartz’s
KL-condition (1.2): for some K > 0,
Π
(
P ∈ P : −P0 log dP
dP0
< ǫ2n
)
≥ e−Knǫ2n,
under a mild integrability condition on the model.
To apply the results and demonstrate that proposed methods allow for considerable flex-
ibility, section 6 concerns semi-parametric estimation of support boundary points for a
density on a bounded interval in R [23]. The last section contains a short discussion
on applications, including consistency in non-parametric density estimation with vari-
ous Dirichlet mixtures, and the difficult examples 1.2 and 1.5. We conclude with two
appendices, one on the Hellinger transform and another containing proofs.
Two notes on supports
Below, the focus is on expectations of the form P0(p/q)
α where p and q are probability
densities and P0 is the marginal for the i.i.d. sample. Because the proof of lemma 2.4
is in P0-expectation, an indicator 1{p0>0}(x) is implicit in all calculations that follow.
Because of (1.1) and because we look at moments of p/q, an indicator 1{p>0}(x) can
also be thought of as a factor in the integrand. Because we require finiteness of P0(p/q),
q > 0 is implicit whenever p0 > 0 and p > 0, so in expressions of this form an indicator
1{q>0}(x) may also be thought of as implicit. Secondly, to avoid confusion, we say that
P lies in the support of a measure Π if Π(U) > 0 for all neighbourhoods U of P .
2 Posterior consistency
To establish the basics, the model (P,B) is a measurable space consisting of Markov
kernels P on a sample space (X ,A ): the map A 7→ P (A) is a probability measure
for every P ∈ P and the map P 7→ P (A) is measurable for every A ∈ A . Assuming
the model is dominated by a σ-finite measure (with density p for P ∈ P), a prior
probability measure Π on (P,B) gives rise to the posterior c.f. (1.1), which is a Markov
kernel from (X n,A n) into (P,B). We take the frequentist i.i.d. perspective, i.e. we
assume that there exists a distribution P0 on (X ,A ) such that (X1, . . . ,Xn) ∼ Pn0 . As
a consequence expression (1.1) does not make sense automatically: for the denominator
to be non-zero with Pn0 -probability one, we impose that,
Pn0 ≪ PΠn , (2.1)
for every n ≥ 1, where PΠn is the prior predictive distribution. If (2.1) is not satisfied, it
is possible that expression (1.1) for the posterior is ill-defined for infinitely many n ≥ 1
with P∞0 -probability one. The following lemma provides a sufficient condition for (2.1).
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Proposition 2.1. If P0 lies in the Hellinger support of the prior Π, then P
n
0 ≪ PΠn , for
all n ≥ 1.
Another way to satisfy (2.1) arises as an implication of Barron’s notion of matching
[1]: given (a sequence of dominating measures (µn) and) a sequence of µn-probability
densities (fn), another such sequence (gn) is said to match (fn), if there exists a constant
c > 0 such that for all n large enough,
e−nc gn(X1, . . . ,Xn) ≤ fn(X1, . . . ,Xn) ≤ enc gn(X1, . . . ,Xn), (2.2)
almost-surely, for (X1, . . . ,Xn) distributed c.f. the density fn. Following Barron we
associate fn and gn with (densities for) P
n
0 and P
Π
n , noting that matching for the two
implies that domination condition (2.1) is satisfied. Matching of PΠn with P
n
0 also arises
as the central lower-bound for the denominator of the posterior in proofs of Schwartz’s
theorem (see e.g. inequalities (6) in [35]), so the following corollary does not come as a
great surprise.
Corollary 2.2. If Π is a KL prior, then Pn0 ≪ PΠn for all n ≥ 1.
So under Schwartz’s prior mass condition, one does not worry about condition (2.1); it
plays a role only if one is interested in priors that are not Kullback-Leibler priors, like
that of example 7.2.
Example 2.3. To illustrate the denominator problem by example, consider the following
semi-parametric regression problem: one observes pairs (Xi, Yi), i ≥ 1, of real-valued
random variables related through Y = f(X)+ e for some regression function f : R→ R.
Assume for simplicity that f ≥ 0 and that the distribution of the co-variate X is such
that for all δ > 0, P (f(X) < δ) > 0. The errors e1, e2, . . . are independent of X and
i.i.d. with a distribution supported on [θ,∞), for some θ ∈ R. The problem occurs
when the statistician believes that his errors are positive with probability one, while
their true distribution assigns (small but) non-zero probability to negative outcomes.
(In finance examples of this type abound, arising when one anticipates lower-bounded
returns (for example a hedged return, the total return on a bond or an auction price)
from an incomplete or simplified model for downside risk.)
The statistician will make a choice for the prior Π that reflects his belief and not place
mass around negative values of the parameter θ. When the experiment is conducted,
sooner or later a negative value of the error will occur in conjunction with a small value
of f(X), resulting in a negative value for Y that is impossible according to the part of
the model that receives any prior mass. Consequently, the likelihood evaluates to zero
Π-almost-everywhere in the model, resulting in a posterior that is ill-defined. Clearly,
Π does not satisfy (1.2) and the support mismatch shows that P0 does not lie in the
Hellinger support of Π either.
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2.1 A sketch of the proof of theorem 1.6
To prove consistency with a given prior, one tries to show that the posterior concentrates
all its mass in neighbourhoods of P0 asymptotically, often metric balls centred on P0. The
first lemma in this section asserts that, under the condition that specific test-sequences
for covers of the complement exist, posterior concentration follows. The proof is inspired
by that of Schwartz’s theorem [35, 15, 17] and Le Cam’s dimensionality restrictions
[27]. Central is the existence of certain test sequences, in a construction Birge´ refers
to as covering-a-ball-by-smaller-balls [5, 6], which has its roots in [27]. The argument
is essentially an application of the minimax theorem (see, for example, section 16.4 of
[29], or section 45 of [37]): the specific form it takes in this paper is an adaptation of
methods developed in [21]. The essential difference between lemma 2.4 and existing
Bayesian limit theorems is that posterior numerator and denominator are dealt with
simultaneously rather than separately. As a result the prior Π is one of the factors that
determines testing power and can be balanced against model properties directly.
In the following lemma V is a fixed set (e.g. the complement of an open neighbourhood
of P0) for which we want to prove asymptotically vanishing posterior mass. We cover V
by a finite number of model subsets V1, . . . , VN such that for each Vi, a special type of
test sequence exists. In the next subsection, we give conditions for the existence of such
sequences.
Lemma 2.4. Assume that Pn0 ≪ PΠn for all n ≥ 1. For some N ≥ 1, let V1, . . . , VN be
a finite collection of measurable model subsets. If there exist constants Di > 0 and test
sequences (φi,n) for all 1 ≤ i ≤ N such that,
Pn0 φi,n + sup
P∈Vi
Pn0
dPn
dPΠn
(1− φi,n) ≤ e−nDi , (2.3)
for large enough n, then any V ⊂ ⋃1≤i≤N Vi receives posterior mass zero asymptotically,
Π(V |X1, . . . ,Xn) P0-a.s.−−−−→ 0. (2.4)
The condition that covers of the model have to be of finite order is restrictive: problems
arise already in parametric context, for instance, if the Vi are associated with fixed-
radius metric balls required to cover all of Rk. In such cases application of the theorem
requires a bit more refinement, for example through the methods put forth in [27] (see
example B.4). Additionally we consider two other alternatives to by-pass the finiteness
assumption on the order of the cover in section 4.
2.2 Existence and power of test sequences
Le Cam [27, 28, 29] and Birge´ [5, 6] put forth a versatile approach to testing that
combines the minimax theorem with the Hellinger geometry of the model, in particular
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its Hellinger metric entropy numbers. Below, we make a carefully chosen variation on
this theme that is technically close to the methods of [21]. (Define V n = {Pn : P ∈ V }
and denote its convex hull by co(V n); elements from co(V n) are denoted Pn.)
Lemma 2.5. Let n ≥ 1, V ∈ B be given; assume that Pn0 (dPn/dPΠn ) < ∞ for all
P ∈ V . Then there exists a test sequence (φn) such that,
Pn0 φn + sup
P∈V
Pn0
dPn
dPΠn
(1− φn) ≤ sup
Pn∈co(V n)
inf
0≤α≤1
Pn0
( dPn
dPΠn
)α
, (2.5)
i.e. testing power is bounded in terms of Hellinger transforms.
With the next definition, we localize the prior in a flexible sense and cast the discussion
into a frame that also features centrally in Wong and Shen [43]; where their approxima-
tion of P0 pertains to a sieve, here it is required that the set B approximate P0 in the
same technical sense. Given Π and a measurable B such that Π(B) > 0, define the local
prior predictive distributions P
Π|B
n by conditioning the prior predictive on B:
PΠ|Bn (A) =
∫
Qn(A) dΠ(Q|B), (2.6)
for all n ≥ 1 and A ∈ σ(X1, . . . ,Xn). Barron localizes his matching criterion in a similar
way [1] and Walker defines restricted predictive densities to localize his analysis [40]. The
following lemma formulates a more easily accessible upper bound for the right-hand side
of inequality (2.5), which prescribes the (n-independent) form of the central requirement
of theorem 1.6.
Lemma 2.6. Let Π be given, fix n ≥ 1. Let V,B ∈ B be such that Π(B) > 0 and for
all P ∈ V , supQ∈B P0(dP/dQ) <∞. Then there exists a test function φn : X n → [0, 1]
such that,
Pn0 φn + sup
P∈V
Pn0
dPn
dPΠn
(1− φn)
≤ inf
0≤α≤1
Π(B)−α
∫ [
sup
P∈co(V )
P0
(dP
dQ
)α]n
dΠ(Q|B).
(2.7)
Theorem 1.6 is the conclusion of lemma 2.4 upon substitution of lemmata 2.5 and 2.6.
3 Variations on Schwartz’s theorem
In this section we apply theorem 1.6 to re-derive Schwartz’s theorem, sharpen its as-
sertion to consistency in Kullback-Leibler divergence and we consider model conditions
that allow priors charging metric balls rather than Kullback-Leibler neighbourhoods.
10
3.1 Schwartz’s theorem and Kullback-Leibler priors
The strategy to prove posterior consistency in a certain topology (or more generally,
to prove posterior concentration outside a set V ) now runs as follows: one looks for
a finite cover of V by model subsets Vi, (1 ≤ i ≤ N) satisfying the inequalities (1.8)
for subsets Bi that are as large as possible and neighbourhoods of P0 in an appropriate
sense. Subsequently we try to find (a σ-algebra B on P and) a prior Π : B → [0, 1] such
that (Bi ∈ B and) Π(Bi) > 0 for all 1 ≤ i ≤ N . In this regard the following lemma offers
a great deal of guidance, because it relates testing power to Kullback-Leibler separation
of the sets B and W in definition (1.7).
Lemma 3.1. Let P0 ∈ B ⊂ P and W ⊂ P be given and assume that there exists an
a ∈ (0, 1) such that for all Q ∈ B and P ∈W , P0(dP/dQ)a <∞. Then,
πP0(W,B) < 1, (3.1)
if and only if,
sup
Q∈B
−P0 log dQ
dP0
< inf
P∈W
−P0 log dP
dP0
. (3.2)
(Note that in applications of lemma 3.1 the setsWi are convex hulls of model subsets Vi.)
Due to the fact that Kullback-Leibler divergence dominates Hellinger distance, the proof
of Schwartz’s theorem is now immediate (at least, for models that have P0(dP/dQ) <∞
for all P ∈ V and all Q in a Kullback-Leibler neighbourhood of P0 that is small enough.)
It is clear that Schwartz’s theorem does not fully exploit the room that (3.2) offers
because it does not prove posterior consistency in Kullback-Leibler divergence. The
following theorem provides such an assertion without requiring more of the prior.
Theorem 3.2. Let P0 and the model be such that for some Kullback-Leibler neighbour-
hood B of P0, supQ∈B P0(dP/dQ) < ∞ for all P ∈ P. Let Π be a Kullback-Leibler
prior. For any ǫ > 0, assume that {P ∈ P : −P0 log(dP/dP0) ≥ ǫ} is covered by a finite
number N ≥ 1 of model subsets V1, . . . , VN such that,
inf
P∈co(Vi)
−P0 log dP
dP0
> 0, (3.3)
for all 1 ≤ i ≤ N . Then for i.i.d.-P0 distributed X1,X2, . . .,
Π
(
P ∈ P : −P0 log(dP/dP0) < ǫ
∣∣ X1, . . . ,Xn ) P0-a.s.−−−−→ 1. (3.4)
Compare this formulation with theorem 2 of [40], which also asserts consistency in
Kullback-Leibler divergence. Although Walker’s proof depends on completely different
techniques, the Kullback-Leibler separation condition of lemma 3.1 appears there as well
(but in a different form, as a limiting lower bound for the Kullback-Leibler divergence
of Walker’s ‘restricted predictive distributions’ with respect to P0). The occurrence of
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Kullback-Leibler separation from two perspectives that are technically so remote can
be viewed as mutually supportive and underlines the conclusion that Kullback-Leibler
separation is a fundamental aspect in this context.
To appreciate how a finite cover of Kullback-Leibler-neighbourhoods may occur in mod-
els, consider the following example that relies on relative compactness with respect to
the uniform norm for log-densities.
Example 3.3. Let ǫ > 0 be given and assume that the complement V of a Kullback-
Leibler ball of radius ǫ > 0 contains N points P1, . . . , PN such that the convex sets,
Vi =
{
P ∈ P : ‖dP/dPi − 1‖∞ < 12ǫ
}
,
cover V . Finiteness of the cover can be guaranteed, for example, if the model describes
data taking values in a fixed bounded interval in R and the associated family of log-
densities is bounded and equicontinuous, by virtue of the Ascoli-Arzela` compactness
theorem. (Other ways to find suitable covers refer to ‖·‖∞-entropy or bracketing numbers
for log-likelihood ratios [39].) Then any P ∈ co(Vi) satisfies ‖dP/dPi−1‖∞ < 12ǫ as well,
and hence, log(dP/dPi) ≤ log(1 + 12ǫ) ≤ 12ǫ. As a result,
−P0 log dP
dP0
≥ ǫ− P0 log dP
dPi
≥ 12ǫ,
and (3.3) holds. In such models, any prior Π satisfying (1.2) leads to a posterior that is
consistent in Kullback-Leibler divergence.
3.2 Priors that charge metric balls
Quite generally, lemma 3.1 shows that model subsets are consistently testable if and only
if they can be separated from neighbourhoods of P0 in Kullback-Leibler divergence. This
illustrates the fundamental nature of Schwartz’s prior mass requirement and undermines
hopes for useful priors that charge different neighbourhoods of P0 in general. However,
lemma 3.1 does not cover all situations and does not exclude the possibility of gaining
freedom in the choice of the prior by strengthening requirements on the model. In
this subsection, we give examples of ‘metric’ priors together with model conditions that
validate them in the sense of asymptotic posterior consistency.
Initially, given (P0 and) a suitable neighbourhood B, we impose that for all Q ∈ B
and any P ∈ P, p/q ∈ L2(Q) (with norm denoted ‖ · ‖2,Q). Under this condition the
Cauchy-Schwarz inequality leads to,
P0
(p
q
)1/2
=
∫ (p0
q
)1/2
p
1/2
0 p
1/2 dµ
=
∫
p
1/2
0 p
1/2 dµ −
∫ (
1−
(p0
q
)1/2)(p0
q
)1/2(p
q
)1/2
dQ
≤ 1− 1
2
H(P0, P )
2 +H(P0, Q)
∥∥∥p0
q
∥∥∥1/2
2,Q
∥∥∥p
q
∥∥∥1/2
2,Q
.
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To enable the use of priors that charge Hellinger balls instead of KL-neighbourhoods, we
strengthen the above bound to a uniform bound over the model, making it possible to
separate B from V in Hellinger distance to prove existence of uniform tests. Combined
with lemma 2.4 this leads to the following theorem.
Theorem 3.4. Let the model P be totally bounded with respect to the Hellinger metric.
Assume also that there exists a constant L > 0 and a Hellinger ball B′ centred on P0
such that for all P ∈ P and Q ∈ B′,
∥∥∥p
q
∥∥∥
2,Q
=
(∫ p2
q
dµ
)1/2
< L. (3.5)
Finally assume that for any Hellinger neighbourhood B of P0, Π(B) > 0. Then the
posterior is Hellinger consistent, P0-almost-surely.
As a side-remark, note that it is possible that (3.5) is not satisfied without extra condi-
tions on Q. In that case impose that B is included in a Hellinger ball, while satisfying
other conditions as well; the theorem remains valid as long as we also change the prior,
i.e. as long as Π(B) > 0 is maintained.
Varying on this theme, choose 1 ≤ r < ∞. Analogous to the Hellinger metric (r = 2),
define, for all P,Q probability measures, Matusita’s r-metric distance [31],
dr(P,Q) =
(∫ ∣∣ p1/r − q1/r∣∣rdµ)1/r,
(based on any σ-finite µ that dominates P and Q). Applying Ho¨lder’s inequality where
we applied Cauchy-Schwarz before and dominating the constant of the rest-term in a
different way, we arrive at the following theorem concerning priors that charge dr-balls.
Theorem 3.5. Let 1 ≤ r < ∞ be given and let the model P be a totally bounded
metric space with respect to dr. Let X1,X2, . . . be i.i.d.-P0 distributed for some P0 ∈ P.
Assume that the prior is such that Pn0 ≪ PΠn , for all n ≥ 1 and satisfies,
Π
(
P ∈ P : dr(P0, P ) < δ
)
> 0, (3.6)
for all δ > 0. In addition, assume that there is an L > 0 and a dr-ball B such that for
all P ∈ P and Q ∈ B, P0(p/q)s/r∨1 ≤ Ls, where 1/r + 1/s = 1. Then the posterior is
consistent in the dr-metric, P0-almost-surely.
Remark 3.6. For the models under discussion, we note the following general construction
of so-called net priors [26, 13, 15, 20]: denote the metric on P by d. Initially, assume
that P has finite d-metric entropy numbers. Let (ηm) be any sequence such that ηm > 0
for all m ≥ 1 and ηm ↓ 0. For fixed m ≥ 1, let P1, . . . , PMm denote an ηm-net for P
and define Πm to be the measure that places mass 1/Mm at every Pi, (1 ≤ i ≤ Mm).
Choose a sequence (λm) such that λm > 0 for all m ≥ 1 and
∑
m≥1 λm = 1, to define
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the net prior Π =
∑
m≥1 λmΠm. In case P is not totally bounded, one may generalize
the above construction by choosing an increasing sequence (Km) of compact submodels,
each of which is totally bounded so that for every m ≥ 1, a Πm with finite support inside
Km can be defined like above. Any net prior is Radon by construction and if P is totally
bounded (or, if P is separable and P equals the closure of ∪mKm) a net prior assigns
non-zero mass to every open set. In addition, lower-bounds for prior mass in metric
balls are proportional to inverses of upper bounds for metric entropy numbers, provided
we choose (λm) appropriately, which is very helpful when one is interested in rates of
convergence [15, 20]. In the Hellinger case, a net prior satisfies (2.1) and theorem 3.4
applies if (3.5) holds.
Net priors, or more generally, Borel priors of full support (that is, Π(U) > 0 for every
open U ⊂ P) are also helpful if one is interested in the construction of Kullback-Leibler
priors, at least, if the corresponding topology is fine enough.
Lemma 3.7. Let P be a topological space. If for every P ∈ P, the Kullback-Leibler
divergence P → R : Q 7→ −P log(dQ/dP ) is continuous, then a Borel prior of full
support is a Kullback-Leibler prior. If, in addition, P is metrizable, all net priors of
full support are Kullback-Leibler priors.
When discussing consistency, requirements on the model like (3.5) are present to guar-
antee continuity of the Kullback-Leibler-divergence. For example, the perceptive reader
may have recognized in (3.5) sufficiency to invoke theorem 5 of [43] which provides an
upper bound for the Kullback-Leibler divergence in terms of the Hellinger distance. The
latter is a stronger, Lipschitz-like variation on the continuity condition of the above
lemma.
4 Posterior consistency on separable models
Requiring finiteness of the order of the cover in theorem 1.6 and lemma 2.4 is somewhat
crude. Besides Le Cam’s construction of example B.4, there are several ways out: firstly,
in subsection 4.1 we explore the possibility of letting a sieve of totally bounded submodels
approximate the full model analogous to Barron’s theorem. Secondly, Hellinger consis-
tency of the posterior on separable models formed the assertion of a remarkable theorem
of Walker for a Kullback-Leibler prior that also satisfies a summability condition [40].
In subsection 4.2 we show that variations on Walker’s theorem can be derived with the
methods of section 2.
4.1 Generalization to sieves
If the prior is Radon (e.g. when the model is a Polish space), inner regularity says that
the model can be approximated in prior measure by compact submodels. Since the latter
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are totally bounded, a proof is conceivable based on an approximating sieve of relatively
compact submodels. If we require that the ingredients of the above argument satisfy
certain bounds, a theorem of this nature is possible.
Theorem 4.1. Let X1,X2, . . . be i .i .d . − P0 for some P0 ∈ P and let V be given.
Assume that Pn0 ≪ PΠn for all n ≥ 1 and that there exist constants K,L > 0 and a
sequence of submodels (Pn) such that for large enough n ≥ 1,
(i.) there is a cover V1, . . . , VNn for V ∩ Pn of order Nn ≤ exp(12Ln) with tests
φ1,n, . . . , φNn,n such that,
Pn0 φi,n + sup
P∈Vi
Pn0
dPn
dPΠn
(1− φi,n) ≤ e−nL,
for all 1 ≤ i ≤ Nn;
(ii.) the prior mass Π(P \Pn) ≤ exp(−nK) and,
sup
P∈V \Pn
sup
Q∈B
P0
(dP
dQ
)
≤ eK2 , (4.1)
for some model subset B such that Π(B) > 0.
Then Π(V |X1, . . . ,Xn ) P0-a.s.−−−−→ 0.
Condition (i.) of theorem 4.1 represents condition (2.3) in the present context, em-
bedding the construction illustrated previously in a sequence of submodels Pn. Conse-
quently existence proofs for tests and upper bounds for testing power of the preceding
subsections remain applicable. More particularly, condition (i.) has the following alter-
native.
(i’.) there exist a model subset B with Π(B) > 0 and a cover V1, . . . , VNn for V ∩Pn
of order Nn ≤ exp(12Ln), such that for every 1 ≤ i ≤ Nn,
πP0
(
co(Vi), B ) ≤ e−L,
and supQ∈B P0(dP/dQ) <∞ for all P ∈ Vi.
Condition (ii.) of theorem 4.1 requires negligibly small prior mass outside the sieve,
where ‘negligibility’ is determined by inequality (4.1). If we think of B as a small
neighbourhood around P0, it appears that the freedom to choose B enables upper bounds
for the l.h.s. of (4.1) arbitrarily close to one (i.e. to satisfy (4.1), K can be chosen
arbitrarily close to zero). In such cases, condition (ii.) reduces to the requirement that
Π(P \Pn) decreases exponentially, which is Barron’s original requirement on the prior
mass outside the sieve (see, for example, [2]). The following example illustrates this
point.
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Example 4.2. Assume that X1,X2, . . . are i.i.d.-P0 for some P0 in a model P that is
dominated by a σ-finite measure µ. Consider a prior Π that charges all L∞(µ)-balls
around log p0 (where p0, p denote the µ-densities for P0, P respectively):
Π
(
P ∈ P : ‖ log p− log p0‖∞ < ǫ
)
> 0,
for all ǫ > 0. Note that, for all P ∈ P,
P0
(dP
dQ
)
=
∫
p0 p
q
dµ =
∫
p0
q
dP ≤ eǫ,
whenever ‖ log q− log p0
∥∥
∞
≤ ǫ. Hence, a sieve (Pn) satisfying condition (i.) such that
Π(P \Pn) ≤ exp(−nK ′) for some small K ′ > 0 would suffice in this case and similar
ones.
A generalization of condition (ii.) of theorem 4.1 involving n-dependent choices for B
can be found in appendix B. Theorem 4.1 is applied in the support boundary problem
of section 6, see remark 6.4.
4.2 Variations on Walker’s theorem
In this subsection we abandon constructions based on finite covers altogether and require
only that the cover is countable. A natural setting arises when we consider models
that are separable in some metric topology, in which case countable covers by balls of
any radius exist. Like theorem 4.1, the most notable change in perspective that the
relevant consistency theorem implies, is that, aside from lower bounds for prior mass
(e.g. Kullback-Leibler-priors, net priors, etc.), conditions also include an upper bound.
Theorem 4.3. Let P and Π be given and assume that Pn0 ≪ PΠn for all n ≥ 1. Let
V be a model subset, with a countable cover V1, V2, . . . and B1, B2, . . . such that for all
i ≥ 1, we have Π(Bi) > 0 and for all P ∈ Vi, supQ∈Bi P0(dP/dQ) <∞. Then,
Pn0 Π(V |X1, . . . ,Xn) ≤
∑
i≥1
inf
0≤α≤1
Π(Vi)
α
Π(Bi)α
πP0
(
co(Vi), Bi;α
)n
. (4.2)
The following two corollaries show how theorem 4.3 is related to Walker’s theorem 1.3.
The first is based on a prior that satisfies a condition of the form (1.4), but does not
make the assumption that the prior is also a Kullback-Leibler prior yet. Instead, a model
condition with a role similar to that of (1.8) is imposed.
Corollary 4.4. Let P and Π be given and assume that Pn0 ≪ PΠn for all n ≥ 1. Let V
be a model subset, with a countable cover V1, V2, . . .. and a B ⊂ P such that Π(B) > 0
and for all i ≥ 1, P ∈ Vi, supQ∈B P0(dP/dQ) <∞. Furthermore, assume that,
sup
i≥1
sup
P∈co(Vi)
sup
Q∈B
P0
(dP
dQ
)1/2
< 1. (4.3)
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If the prior satisfies the summability condition,
∑
i≥1
Π(Vi)
1/2 <∞, (4.4)
then the posterior satisfies, Π(V |X1, . . . ,Xn) P0-a.s.−−−−→ 0.
The second corollary does not impose model conditions like (4.3), and, instead, requires
a Kullback-Leibler prior that satisfies a summability condition that is slightly stronger
than condition (1.4) in theorem 1.3.
Corollary 4.5. Let P be separable in the Hellinger topology. Assume that there is
Kullback-Leibler neighbourhood B of P0 such that for all P ∈ P, supQ∈B P0(dP/dQ) <
∞. Let Π be a Kullback-Leibler prior such that for all β > 0,
∑
i≥1
Π(Vi)
β <∞, (4.5)
where the Vi, (i ≥ 1) are any cover of P by Hellinger balls of a fixed radius. Then the
posterior is P0-almost-surely Hellinger consistent.
5 Posterior rates of convergence
Minimax rates of convergence for (estimators based on) posterior distributions were con-
sidered more or less simultaneously in [15] and [36], with conditions that display very
close resemblance. Both pose (1.5) as the condition on the prior and both appear to
be inspired by contemporary results regarding Hellinger rates of convergence for sieve
MLE’s, as well as on [3], which concerns posterior consistency based on controlled brack-
eting entropy for a sieve, up to subsets of negligible prior mass, following ideas that were
first laid down in [2]. (Although formulated for fixed-radius Hellinger balls, it is re-
marked already in [3] that their main theorem can also be formulated for ǫn ↓ 0, with
reference to [36].) More recently, Walker, Lijoi and Pru¨nster [42] have added to these
considerations with a theorem for Hellinger rates of posterior concentration in models
that are separable for the Hellinger metric, with a central condition that calls for summa-
bility of square-roots of prior masses of covers of the model by Hellinger balls, based on
analogous consistency results in [40].
Note that methods proposed in the preceding sections hold at finite values of n ≥ 1: the
hypothesis B,V as well as the constant α can be made n-dependent without changing
the basic building blocks. As such, not much needs to be adapted to preceding results
to extend also to rates of posterior convergence. Below we follow Barron’s ideas again
and sharpen theorem 4.1 to accomodate rates of posterior convergence. For the theorem
below, we endow the model with a metric d and assume that the prior is Borel with
respect to the associated metric topology.
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Theorem 5.1. Let X1,X2, . . . be i .i .d . − P0 for some P0 ∈ P. Assume that the prior
Π is such that Pn0 ≪ PΠn for all n ≥ 1. Let (ǫn) be a sequence with ǫn ↓ 0 and nǫ2n →∞.
Define Vn = {P ∈ P : d(P,P0) > ǫn}, a sequence of measurable submodels Pn ⊂ P
and measurable model subsets Bn such that supQ∈Bn P0(dP/dQ) < ∞ for all P ∈ Vn.
Assume that, for sufficiently large n ≥ 1,
(i) there is an L > 0 such that Vn ∩ Pn has a cover Vn,1, Vn,2, . . . , Vn,Nn ⊂ Pn of
order Nn ≤ exp(12Lnǫ2n), such that for all 1 ≤ i ≤ Nn,
πP0
(
co(Vn,i), Bn
) ≤ e−Lǫ2n , (5.1)
(ii) there is a K > 0 such that Π(P\Pn) ≤ e−Knǫ2n and Π(Bn) ≥ e−K2 nǫ2n, while also,
sup
P∈P\Pn
sup
Q∈Bn
P0
(dP
dQ
)
< e
K
4
ǫ2n . (5.2)
Then, Π(P ∈ P : d(P,P0) > ǫn |X1, . . . ,Xn ) P0−−→ 0.
This theorem has been formulated generally and this generality obscures the interpre-
tation of conditions somewhat: the first condition plays the same role as the entropy
condition in the Ghosal-Ghosh-van der Vaart theorem; it enables construction of a suit-
able minimax test. Sufficiency of prior mass around P0 forms part of the second con-
dition, which also assures that the sieve approximates the model closely enough, by
upper-bounding prior mass outside the sieve. However, both conditions do not illustrate
these points with clarity, so our first goal is to indicate how theorem 5.1 relates to more
familiar conditions.
Under a mild integrability condition, condition (5.1) for the sets co(Vn,i) and Bn follows
from a minimal amount of separation of co(Vn,i) and Bn in Kullback-Leibler divergence.
Lemma 5.2. Consider two model subsets B,W such that P0 ∈ B. Suppose that for
some a ∈ (0, 1), P0(dP/dQ)a is finite for all P ∈W , Q ∈ B. If, for some ∆ > 0,
sup
Q∈B
−P0 log dQ
dP0
≤ inf
P∈W
−P0 log dP
dP0
−∆, (5.3)
then there exists an α ∈ (0, 1) such that,
πP0(B,W ) ≤ e−α∆.
Conversely, if for some ∆ > 0,
sup
Q∈B
−P0 log dQ
dP0
> inf
P∈W
−P0 log dP
dP0
−∆,
then πP0(B,W ;α) > e
−α∆ for all α ∈ (0, 1).
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Lemma 5.2 says that if B and W are separated in Kullback-Leibler divergence by some
small difference ∆, then the logarithm of the Hellinger transform log πP0(B,W ) is upper-
bounded by a multiple of −∆. This emphasizes the fundamental role played by the
Kullback-Leibler divergence and it illustrates the associated limitations: not all models
have integrable likelihood ratios, and Kullback-Leibler divergences that are infinite make
inequality (5.3) void.
With lemma 5.2 in hand, we can simplify and specify theorem 5.1 considerably, to bring
us closer to the Ghosal-Ghosh-van der Vaart theorem.
Corollary 5.3. Let X1,X2, . . . be i.i.d.-P0 for some P0 ∈ P. Specify that the metric
on P is the Hellinger metric H; define (ǫn) with ǫn ↓ 0 and nǫ2n → ∞, and take Vn =
{P ∈ P : H(P0, P ) > Mǫn}, for M > 0, and Bn = {Q ∈ P : −P0 log(dQ/dP0) < ǫ2n}.
Assume that for n large enough and all P ∈ Vn, sup{P0(dP/dQ) : Q ∈ Bn} <∞. If, for
large enough n ≥ 1,
(i) there is an L > 0, such that N(ǫn,P,H) ≤ eLnǫ2n;
(ii) there is a K > 0, such that
Π
(
P ∈ P : −P0 log dP
dP0
< ǫ2n
)
≥ e−Knǫ2n , (5.4)
then Π(P ∈ P : H(P,P0) > Mǫn |X1, . . . ,Xn ) P0−−→ 0, for M large enough.
Comparison with theorem 1.4 shows that the requirement on the prior is now formulated
in terms of Schwartz’s KL-neighbourhoods rather than the second-order neighbourhoods
of (1.5), at the expense of an integrability condition. For an analysis of example 1.5 using
corollary 5.3, see example 7.3.
6 Marginal consistency
Semi-parametric statistics presents a well-developed frequentist theory of finite-dimensional
parameter estimation in infinite-dimensional models, including notions of optimality for
parameters that are smooth functionals of model distributions. By comparison, Bayesian
semi-parametric methods are still in the early stages of development [4]. In this section
a method of demonstrating marginal consistency is formulated, based on the material in
preceding sections.
The basic problem is set as follows: let Θ be an open subset of Rk parametrizing the
parameter of interest θ and let H be a measurable (and typically infinite-dimensional)
parameter space for the nuisance parameter η. The model is P = {Pθ,η : θ ∈ Θ, η ∈ H}
where Θ ×H → P : (θ, η) 7→ Pθ,η is a Markov kernel on the sample space (X ,A ) de-
scribing the distributions of individual points from an infinite i.i.d. sample X1,X2, . . . ∈
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X . Given a metric g : Θ × Θ → [0,∞) and a prior measure Π on Θ ×H we say that
the posterior is marginally consistent for the parameter of interest, if for all ǫ > 0,
Π
(
Pθ,η ∈ P : g(θ, θ0) > ǫ, η ∈ H
∣∣ X1, . . . ,Xn ) Pθ0,η0 -a.s.−−−−−−−→ 0, (6.1)
for all θ0 ∈ Θ and η0 ∈ H. Marginal consistency amounts to consistency with respect
to the pseudo-metric d : P ×P → [0,∞), d(Pθ,η, Pθ′,η′) = g(θ, θ′), for all θ, θ′ ∈ Θ and
η, η′ ∈ H. The following theorem is a formulation of theorem 1.6 specific to marginal
consistency.
Theorem 6.1. Let P = {Pθ,η : θ ∈ Θ, η ∈ H} be a model for data X1,X2, . . . assumed
distributed i.i.d.-P0 for some P0 ∈ P in the Hellinger support of Π. Let ǫ > 0 be given,
define V = {Pθ,η ∈ P : g(θ, θ0) > ǫ, η ∈ H} and assume that V1, . . . , VN form a finite
cover of V . If there exist model subsets B1, . . . , BN such that for every 1 ≤ i ≤ N ,
πP0( co(Vi), Bi ) < 1,
Π(Bi) > 0 and supQ∈Bi P0(dP/dQ) <∞ for all P ∈ Vi, then the posterior is marginally
consistent, P0-almost-surely.
6.1 Density support boundaries
Consistent support boundary estimation (see [19], or [32] for a more recent, Bayesian
reference), though easy from the perspective of point-estimation, is not a triviality when
using Bayesian methods because one is required to specify a nuisance space [33]. The
Bernstein-Von Mises phenomenon for this type of problem is studied in Kleijn and
Knapik [23] and leads to exponential rather than normal limiting form for the posterior.
Below, we prove consistency using theorem 1.6.
Consider the following simple model: for some constant σ > 0 define the parameter
of interest to lie in the space Θ = {θ = (θ1, θ2) ∈ R2 : 0 < θ2 − θ1 < σ} equipped
with the Euclidean norm ‖ · ‖. Let H be a collection of Lebesgue probability densities
η : [0, 1] → [0,∞) for which there are a constant a > 0 and a continuous, monotone
increasing f : (0, a)→ (0,∞) with f(0+) = 0, such that,
inf
η∈H
min
{∫ ǫ
0
η dµ,
∫ 1
1−ǫ
η dµ
}
≥ f(ǫ), (0 < ǫ < a). (6.2)
The model P = {Pθ,η : θ ∈ Θ, η ∈ H} is defined in terms of Lebesgue densities of the
following semi-parametric form,
pθ,η(x) =
1
θ2 − θ1 η
( x− θ1
θ2 − θ1
)
1{θ1≤x≤θ2},
for some (θ1, θ2) ∈ Θ and η ∈ H. A condition like (6.2) is necessarily part of the
analysis, because questions concerning support boundary points make sense only if the
distributions under consideration put mass in every neighbourhood of θ1 and θ2.(Let
‖ · ‖s,Q denote the Ls(Q)-norm, for s ≥ 1.)
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Theorem 6.2. For some σ > 0, let Θ be {(θ1, θ2) ∈ R2 : 0 < θ2 − θ1 < σ} and let the
space H with associated function f as in (6.2) be given. Assume that there exists an
s ≥ 1 such that the sets B,
B =
{
Q ∈ P :
∥∥∥dP0
dQ
− 1
∥∥∥
s,Q
< δ
}
,
satisfy Π(B) > 0 for all δ > 0. Also assume there exists a constant K > 0 such that for
all P ∈ P and Q ∈ B, ‖dP/dQ‖r,Q ≤ K, where 1/r + 1/s = 1. If X1,X2, . . . form an
i.i.d.-P0 sample for P0 = Pθ0,η0 ∈ P then,
Π
(
θ ∈ Θ : ‖θ − θ0‖ < ǫ
∣∣ X1, . . . ,Xn ) P0-a.s.−−−−→ 1, (6.3)
for all ǫ > 0.
Example 6.3. To apply theorem 6.2, let P0 = Pθ0,η0 be a distribution on R with Lebesgue
density p0 : R 7→ [0,∞) supported on an interval [θ0,1, θ0,2] of a width smaller than or
equal to a (known) constant σ > 0. Furthermore, let g : [0, 1] → [0,∞) be a known
Lebesgue probability density such that g(x) > 0 for all x ∈ (0, 1). For some constant
M > 0 consider the subset CM of C[0, 1] of all continuous h : [0, 1] → [0,∞) such that
e−M ≤ h ≤ eM . To define the model’s dependence on the nuisance parameter h, let H
contain all η : [0, 1]→ [0,∞) that are Esscher transforms [30] of the form,
η(x) =
g(x)h(x)∫ 1
0 g(y)h(y) dy
,
for some h ∈ CM and all x ∈ [0, 1]. To define a prior on H, let U ∼ U [−M,M ]
be uniformly distributed on [−M,M ] and let W = {W (x) : x ∈ [0, 1]} be Brownian
motion on [0, 1], independent of U . Note that it is possible to condition the process
Z(x) = U +W (x) on −M ≤ Z(x) ≤ M for all x ∈ [0, 1] (or reflect Z in z = −M and
z = M). Define the distribution of η under the prior ΠH by taking h = e
Z . On Θ let
ΠΘ denote a prior with a Lebesgue density that is continuous and strictly positive on
Θ. One verifies easily that the model satisfies (6.2) with f defined by,
f(ǫ) = e−2M min
{∫ ǫ
0
g(x) dx,
∫ 1
1−ǫ
g(x) dx
}
,
for all ǫ > 0 small enough. The prior mass requirement is satisfied because the distribu-
tion of the process Z has full support relative to the uniform norm in the collection of
all continuous functions on [0, 1] bounded by M .
Remark 6.4. If the assumed bound σ > 0 is set to infinity, testing power is lost (see
the proof of theorem 6.2, or note that if one pictures distributions P of wider and wider
support, the minimal mass bound (6.2) implies less and less mass remains to lower-
bound P (p0 = 0) and P0(p = 0)). To see that the bound is of a technical rather than
essential nature, note that if a model of bounded-support distributions satisfies (6.2) and
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is uniformly tight, such a constant σ > 0 exists. Consequently, a sequence of models with
growing σ’s can be used: for given P0 = Pθ0,η0 , there is a lower bound σ¯ > 0 such that
the model of theorem 6.2 is well-specified for all σ > σ¯. So if σm →∞, the corresponding
models Pm are well-specified for large enough m and the posteriors on those Pm are
consistent, c.f. theorem 6.2. By diagonalization there exists a sequence (σm(n))n≥1 that
traverses (σm) slowly enough in order to guarantee that consistency obtains while we
increase m(n) with the sample size n.
To know exactly how slowly we should let σ go to infinity, we use theorem 4.1: let σn
increase with n and define Pn = {Pθ,η ∈ P : |θ1 − θ2| < σn, η ∈ H}. Since Nn = 4 for
all n ≥ 1 (namely the sets V+,1, V−,1, V+,2 and V−,2 in the proof of theorem 6.2) any
constant L > 0 will do, as long as,
n f(ǫ/σn)→∞.
A glance at inequality (B.7) suggests that condition (4.1) applies, if we choose Π such
that,
Π
(
Pθ,η ∈ P : |θ1 − θ2| ≥ σn, η ∈ H
) ≤ e−nK ,
for some K > 0. For example, if the family H consists of densities that display jumps at
both θ1 and θ2 of some minimal size δ > 0, then f(x) ≥ 12δ x for values of x > 0 that are
close enough to x = 0. Consequently, for a model in which support boundaries represent
discontinuous jumps, marginal posterior consistency obtains if we let σn = o(n). If H
consists of densities that are continuous (k = 0) or k ≥ 1 times continuously differentiable
at the boundary points, then f(x) is lower-bounded by a multiple of xk+2, which implies
that σn must be of order o(n
1/k+2).
7 Some examples, conclusions and discussion
Schwartz’s theorem is absolutely central to the frequentist perspective on Bayesian non-
parametric statistics and it has been in place for more than fifty years: it is beautiful and
powerful, in that it applies to a very wide class of models. However, its generality with
respect to the model implies that it is rather stringent with respect to the prior. Since
choices for non-parametric priors are usually not abundant, overly stringent criteria form
a problem.
In this paper, an attempt has been made to demonstrate that there is more flexibility
in the criteria for the prior, if one is willing to accept more strict model conditions.
The proposed method applies to well- and mis-specified models in the form stated,
implies Schwartz’s theorem and gives rise to a consistency theorem in Kullback-Leibler
divergence, as well as a metric consistency theorem for priors that charge metric balls,
e.g. applicable to the Hellinger metric. Generalizations to sieved models with Barron’s
prior mass negligibility condition, to separable models along the lines of Walker’s theorem
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and to rates of posterior convergence also fall within the range of the methods proposed.
What remains is to demonstrate practical value based on applications, to add to examples
already given.
7.1 Some examples
Because Hellinger consistent density estimation using mixtures is a well-studied subject,
especially with Dirichlet priors, we discuss that example below in quite some generality,
to illustrate practicality of the proposed methods.
Example 7.1. Consider a model P for observation of one of two real-valued, dependent
random variables X,Z, assuming that if we would observe Z, the distribution for X
would be known: X|Z = z is assumed to have a Lebesgue density p(·|z) : R → R such
that z 7→ p(x|z) is bounded and continuous for every x. We observe only an i.i.d. sample
X1,X2, . . . from P0 ∈ P and the corresponding Z1, Z2, . . . remain hidden. The model
P then consists of distributions PF for X with Lebesgue densities of the form,
pF (x) =
∫
R
p(x|z) dF (z)
where the parameter F represents the unknown distribution of Z. For reasons explained
below, assume that Z ∈ [0, 1], so that the space D of all distributions on [0, 1] is compact
in the weak topology by Prokhorov’s theorem. Note that for any fixed x ∈ R, F 7→ pF (x)
is weakly continuous. By Scheffe´’s lemma this pointwise continuity implies weak-to-total-
variational continuity of the map F 7→ PF , which is equivalent to weak-to-Hellinger
continuity. Since D is weakly compact, this implies that the model P is Hellinger
compact. Note that it is not necessary for the kernel z 7→ p(x|z) to be continuous: for
example, models represented by scale-mixtures of uniform kernels (to represent families
of monotone densities), or exponential densities (to represent densities of completely
monotone distribution functions) also give rise to weak-to-Hellinger continuous maps
F 7→ pF .
Next we make the additional assumption that the L2-condition (3.5) is satisfied; for
example in the well-known normal location mixture model, where X|Z = z is distributed
normally with mean z [14], the family P = {pF : F ∈ D} is contained in an envelope
that allows straightforward verification of (3.5) (for details, see the proof of theorem 3.2
in [21]). For mixtures arising from other kernels (like the scale mixtures of uniform and
exponential kernels mentioned already) condition (3.5) has to be verified separately and
does not appear to be overly stringent.
With totally boundedness and (3.5) established, note that any prior Π on D that is
Borel for the weak topology induces a prior that is Borel for the Hellinger topology on
the model P. If the weak support of Π equals D then the induced Hellinger support
includes P. For instance, a Dirichlet prior for F with base measure of full support on
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[0, 1] will suffice to conclude from theorem 3.4 that the posterior is Hellinger consistent,
Π
(
P ∈ P : H(PF , P0) > ǫ
∣∣ X1, . . . ,Xn ) P0-a.s.−−−−→ 0.
for every ǫ > 0. Other priors on D , like Gibbs-type measures of full weak support [7]
would also suffice, a result that is perhaps not so well known. In fact, consistency applies
for any bounded, continuous (and some semi-continuous) kernel(s) x 7→ p(x|z) such that
mixture densities satisfy (3.5).
To demonstrate that the approach advocated in this paper applies where Schwartz’s
theorem fails, we look at the domain boundary problem of example 1.2.
Example 7.2. Assume that the width of the support of p0 is equal to one. The model
consists of densities η supported on [0, 1] shifted over θ in (some subset D of) R,
pθ,η(x) = η(x− θ) 1[θ,θ+1](x).
Consider H with some prior ΠH and a prior ΠΘ on Θ = R with a Lebesgue density
that is continuous and strictly positive on all of R. Note that if θ 6= θ′ the Kullback-
Leibler divergence of Pθ,η with respect to Pθ′,η′ is infinite, for all η, η
′ ∈ H. Hence, for
given P0 = Pθ0,η0 ∈ P, Kullback-Leibler neighbourhoods do not have any extent in the
θ-direction:
{
Pθ,η ∈ P : −P0 log
dPθ,η
dP0
< ǫ
}
⊂ {Pθ0,η ∈ P : η ∈ H}.
In order for Schwartz’s theorem to apply, a prior satisfying (1.2) is required: in this
example, that requirement implies that,
Π
(
Pθ,η : η ∈ H
)
> 0,
for all θ, which is not possible (unless D is countable).
The construction of example 6.3 remains applicable, however. In fact, in the present,
fixed-width simplification the situation is more transparent: if we write P0 = Pθ0,η0 and
V = V+ ∪ V− with V+ = {Pθ,η : θ > θ0 + ǫ, η ∈ H} and V− = {Pθ,η : θ < θ0 − ǫ, η ∈ H}
for some ǫ > 0, then we choose B+ = {Pθ,η : θ0 + 12ǫ < θ < θ0 + ǫ, η ∈ H} and
B− = {Pθ,η : θ0− ǫ < θ < θ0− 12ǫ, η ∈ H}, so that Π(B±) > 0. Consider only α = 0 and
notice that the mismatch in extent of supports implies that,
P0(p > 0) ≤ 1− f(ǫ) < 1,
for all P ∈ co(V±), based on (6.2). IfH is chosen such that for all P ∈ V±, supQ∈B± P0(p/q) <
∞, then (6.3) follows (even regardless of the prior on H). Larger spaces H can be consid-
ered if the sets B± are restricted appropriately while maintaining Π(B±) > 0. Conclude
that for the estimation of an unknown θ0 ∈ R, Schwartz’s theorem does not apply, while
example 6.3 remains in effect.
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To show that our proposed approach continues to apply in cases where the Ghosal-
Ghosh-van der Vaart theorem does not, we look at the parametric heavy-tails problem
of example 1.5.
Example 7.3. Consider example 1.5: the sample X1,X2, . . . consists of integers drawn
independently from a distribution Pa, (a ≥ 1), defined by,
pa(k) = Pa(X = k) =
1
Za
1
ka(log k)3
for all k ≥ 2, where Za is the normalization constant. The parameter a is smooth and
the Fisher information is non-singular, so a can be estimated at parametric rate, but as
noted, there exists no prior for the parameter a such that condition (1.5) can be satisfied
for all P0 in the model.
Corollary 5.3 remains valid, however, and demonstrates that the posterior converges at√
n-rate. Because corollary 5.3 is formulated for totally-bounded parameter spaces only,
without a negligiblility condition like (5.2), we restrict the parameter a to a bounded
interval I, i.e. the model is P = {Pa : a ∈ I = [1, L]}, for some L > 1. (But the result
below is expected to hold also without this restriction.)
For any rate ǫn that is slower than n
−1/2, write ǫn = n
−1/2Mn, with Mn →∞ and note
that we only have to consider Mn that diverge very slowly, i.e. ǫn that are arbitrarily
close to the parametric rate. Also note that there exist constants M1,M2 > 0 such that,
M21 (b− a)2 ≤ −Pa log(pb/pa) ≤M22 (b− a)2, (7.1)
(because scores have expectation zero and the Fisher information is non-singular). Define
Vn = {P : H(P,P0) ≥ Mǫn} for some M > 0. We cover Vn with Hellinger balls Vn,i
(1 ≤ i ≤ Nn) of radius 12Mǫn. Note that H(Pb, Pc) ≤ M2|c − b| for all b, c ∈ I, so
Nn = N(
1
2Mǫn,P,H) ≤ N((M/2M2)ǫn, I, | · |) ≤ 2M2|I|/(Mǫn).
Defining also Bn = {Q : −P0 log(dQ/dP0) < ǫ2n}, we note that Bn ⊂ {Pb : |b − a| <
ǫn/M1}. Hence, for any a ≥ 1, any Pc ∈ Vn and any Pb with |b− a| < ǫn/M2, we have,
Pa
(pc
pb
)
=
Zb
Zc
∑
k≥2
1
Za
1
ka(log k)3
kb
kc
≤ Zb
Zc
because b < c if M is chosen large enough. Since I is compact and I → R : b 7→ Zb is
continuous, b 7→ Zb is bounded, so that for every Pc ∈ Vn,i, the integrability condition
sup{Pa(dPc/dQ) : Q ∈ Bn} <∞ holds. Due to the second inequality of (7.1), any Borel
prior on I of full support is a KL prior. More specifically, if we choose the uniform prior
on I, Π(Bn) ≥ Π(b ∈ I : |b − a| ≤ ǫn/M2) ≥ (|I|M2)−1ǫn. Conclude that theorem 1.4
does not apply, but the conditions of corollary 5.3 are met for any rate above n−1/2, so
the posterior for a converges at parametric rate.
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7.2 Conclusions and discussion
It appears safe to conclude that the approach proposed is versatile where Schwartz’s
theorem and the Ghosal-Ghosh-van der Vaart theorem are not applicable: the extra
flexibility allows that we ‘tailor’ the prior to the problem using model properties, rather
than being forced to deal with Kullback-Leibler neighbourhoods or second-order sub-
neighbourhoods.
Technically, our proposal is based on the same quantities that play a central role in [43]
(which makes extensive use of Hellinger transforms to control sieve approximations) and
[21], which applies the minimax theorem in various ways to prove existence of tests. (In
that sense, this work is more specific than [25] which is not limited to i.i.d. data and
does not apply the minimax theorem.) Regarding the connection with [21], note that
there is a form of mis-specification [20, 21, 22] that applies: Pn0 is not equal to (localised
versions of) the prior predictive distribution, so frequentist use of Bayesian methodology
implies a marginal distribution for the data that does not coincide with P0. It appears
that the asymptotic manifestation of this mismatch depends on the local prior predic-
tive distributions P
Π|B
n : if those match Pn0 closely enough (see lemma 2.6), testability
is maintained and consistency obtains (but see [25] for much more). For analogies at
the conceptual level, compare with Walker’s notion of a restricted predictive density in
[40] and the concept of data-tracking introduced in [41], relating to Barron’s counterex-
ample [3] and that of Diaconis and Freedman [10]: if the prior assigns much weight to
neighbourhoods of P0 that are sensitive to data-tracking, as defined in section 3.3 of [41],
inconsistency of the posterior may occur. From the perspective of this paper, it appears
that data-tracking is controlled sufficiently whenever πP0(W,B) < 1, for a collection of
convex sets W that cover the alternative and a suitably chosen B with Π(B) > 0.
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A Some properties of Hellinger transforms
Given two finite measures µ and ν, the Hellinger transform is defined as follows for all
0 ≤ α ≤ 1:
ρα(µ, ν) =
∫ (dµ
dσ
)α(dν
dσ
)1−α
dσ,
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where σ is a σ-finite measure that dominates both µ and ν (e.g. σ = µ+ ν).
For P and Q such that P0(dP/dQ) <∞ define dνP,Q = (dP/dQ)dP0 and note that,
P0
(dP
dQ
)α
= ρα(νP,Q, P0) = ρ1−α(P0, νP,Q).
Properties of the Hellinger transform that are used in the main text are listed in the
following lemma, which extends lemma 6.3 in Kleijn and van der Vaart (2006).
Lemma A.1. For a probability measure P and a finite measure ν (with densities p and
r respectively), the function ρ : [0, 1] → R : α 7→ ρα(ν, P ) is convex on [0, 1] with:
ρα(ν, P )→ P (r > 0), as α ↓ 0, ρα(ν, P )→ ν(p > 0), as α ↑ 1.
Furthermore, the function α 7→ ρα(ν, P ) is continuously differentiable on [0, 1] with
derivative,
dρα(ν, P )
dα
= P 1r>0
(r
p
)α
log(r/p),
(which may be equal to −∞).
proof The function α 7→ eαy is convex on (0, 1) for all y ∈ [−∞,∞), implying the
convexity of α 7→ ρα(ν, P ) = P (r/p)α on (0, 1). The function α 7→ yα = eα log y is
continuous on [0, 1] for any y > 0, is decreasing for y < 1, increasing for y > 1 and
constant for y = 1. By monotone convergence, as α ↓ 0,
ν
(p
r
)α
1{0<p<r} ↑ ν
(p
r
)0
1{0<p<r} = ν(0 < p < r).
By the dominated convergence theorem (note that (p/r)1/21{p≥r} upper-bounds (p/r)
α1{p≥r}
for α ≤ 1/2) we have,
ν
(p
r
)α
1{p≥r} → ν
(p
r
)0
1{p≥r} = ν(p ≥ r),
as α ↓ 0. Combining the two preceding displays, we see that ρα(ν, P ) = P (p/r)α →
P (r > 0) as α ↓ 0. Upon substitution of α by 1− α, one finds that ρα(ν, P )→ ν(p > 0)
as α ↑ 1.
Let α0 ∈ [0, 1] be given. By the convexity of α 7→ eαy for all y ∈ R, the map α 7→
fα(y) = (e
αy − eα0y)/(α − α0) decreases to y eα0y as α ↓ α0, and it increases to y eα0y
as α ↑ α0. First consider the case that α ≥ α0: for y ≤ 0 we have fα(y) ≤ 0, while for
y ≥ 0,
fα(y) ≤ sup
α0<α′≤α
yeα
′y ≤ yeαy ≤ 1
ǫ
e(α+ǫ)y ,
so that fα(y) ≤ 0 ∨ ǫ−1e(α+ǫ)y1y≥0. Consequently, we have:
(r
p
)α0 e(α−α0) log(r/p) − 1
α− α0 ↓
(r
p
)α0
log
(r
p
)
, as α ↓ α0,
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and is bounded above by 0 ∨ ǫ−1(r/p)α0+2ǫ1r≥p for small ǫ > α − α0 > 0, which is
P -integrable for small enough ǫ. We conclude that,
1
α− α0 (ρα(ν, P )− ρα0(ν, P )) ↓ P 1r>0
(r
p
)α0
log
(r
p
)
, as α ↓ α0,
by monotone convergence. For α < α0 a similar argument can be given. Convexity of
α 7→ P 1r>0 (r/p)α log(r/p) implies continuity of the derivative. 
B Proofs
This section contains all proofs of theorems and lemmata in the main text, as well as
some remarks and side-notes.
B.1 Proofs for section 2
proof (Proposition 2.1)
For any A ∈ σn := σ(X1, . . . ,Xn) and any model subset U ′ such that Π(U ′) > 0,
Pn0 (A) ≤
∫
Pn(A) dΠ(P |U ′) + sup
P∈U ′
|Pn(A)− Pn0 (A)|.
Now assume that A is a null-set of PΠn ; since Π(U
′) > 0,
∫
Pn(A) dΠ(P |U ′) = 0. For
some ǫ > 0, take U ′ = {P : |Pn(A) − Pn0 (A)| < ǫ}, note that U ′ contains a total-
variational neighbourhood and therefore a Hellinger neighbourhood, to conclude that
Pn0 (A) < ǫ for all ǫ > 0. 
Remark B.1. Sets of the form U ′ in the proof of proposition 2.1 form a sub-basis for
a topology Tn that is weaker than the Hellinger topology. So the condition of propo-
sition 2.1 can be weakened to “all Tn-neighbourhoods of P0”. (See remark 3.6 (2) in
[37].)
proof (Corollary 2.2)
Since −P0 log(p/p0) ≥ H(P0, P ), every Hellinger ball contains a Kullback-Leibler-ball.
So (1.2) implies that Π(U) > 0 for every Hellinger ball U . According to proposition 2.1,
this implies (2.1). 
proof (Lemma 2.4)
For a set V covered by measurable V1, . . . , VN , almost-sure convergence per individual
Vi implies the assertion. So we fix some 1 ≤ i ≤ N and note that,
Pn0 Π(Vi|X1, . . . ,Xn) ≤ Pn0 φi,n + Pn0 Π(Vi|X1, . . . ,Xn)(1− φi,n).
By Fubini’s theorem,
Pn0 Π(Vi|X1, . . . ,Xn)(1 − φi,n) = Pn0
∫
Vi
dPn
dPΠn
(1− φi,n) dΠ(P )
≤ Π(Vi) sup
P∈Vi
Pn0
dPn
dPΠn
(1− φi,n).
(B.1)
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From (2.3) we conclude that Pn0 Π(Vi|X1, . . . ,Xn) ≤ e−nDi , for large enough n. Apply
Markov’s inequality to find that,
Pn0
(
Π(Vi|X1, . . . ,Xn) ≥ e−
n
2Di
) ≤ e−n2Di ,
so that the first Borel-Cantelli lemma guarantees,
P∞0
(
lim sup
n→∞
(
Π(Vi|X1, . . . ,Xn)− e−
n
2Di
)
> 0
)
= 0.
Replicating this argument for all 1 ≤ i ≤ N , assertion (2.4) follows. 
Remark B.2. In going from (B.1) to the next bound, a factor Π(Vi) was (upper bounded
by one and) omitted. This factor does not play a role in the proof of theorem 1.6, but
it is crucial in subsection 4.2.
Remark B.3. The exponential bound for testing power is sufficient for P0-almost-sure
convergence of the posterior for V , c.f. (2.4). If only convergence in P0-probability is
required, the right-hand side of (2.3) may be relaxed to be of order o(1).
Example B.4. Suppose that we wish to prove consistency relative to some metric d on
P but coverings of the model by d-balls are not finite. Then we may try the following
construction: for ǫ > 0, we define W = {P ∈ P : d(P,P0) > ǫ} and Wk = {P ∈
P : 2k−1 ǫ ≤ d(P,P0) < 2k ǫ}, (k ≥ 1). Assume that the covering numbers Nk :=
Nk(2
k−2ǫ,Wk, d) of the model subsets Wk (related to the so-called Le Cam dimension
of the model [27]) are finite. Let Vk,1, . . . , Vk,Nk be d-balls of radius 2
k−2ǫ covering Wk.
Assume that for every d-ball Vk,i, (1 ≤ i ≤ Nk), there exists a test sequence (φk,i,n)n≥1
such that (2.3) is satisfied with Dk,i ≥ d2(Vk,i, P0). Then, for every n ≥ 1,
Pn0 Π(W |X1, . . . ,Xn)
≤
∑
k≥1
∑
1≤i≤Nk
Pn0 Π(Vk,i|X1, . . . ,Xn) ≤
∑
k≥1
Nk e
−22k−4 n ǫ2 .
If we show that the right-hand side goes to zero as n→∞, the posterior is d-consistent.
proof (Lemma 2.5)
We appeal to an argument from [21] based on the minimax theorem (see, e.g., theo-
rem 45.8 in Strasser (1985) [37]). According to lemma 6.1 of [21] there exists a test (φn)
that minimizes the l.h.s. of (2.5) and,
sup
P∈V
(
Pn0 φn + P
n
0
dPn
dPΠn
(1− φn)
)
≤ sup
Pn∈co(V n)
inf
φ
(
Pn0 φ+ P
n
0
dPn
dPΠn
(1− φ)
)
.
The infimal φ on the right-hand side may now be chosen specifically tuned to Pn, and
equals the indicator φ = 1{dPn/dPΠn >1}. For any α ∈ [0, 1],∫
1{dPn/dPΠn >1} dP
n
0 +
∫
dPn
dPΠn
1{dPn/dPΠn ≤1} dP
n
0 ≤
∫ ( dPn
dPΠn
)α
dPn0 ,
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which enables an upper-bound for testing power,
sup
Pn∈co(V n)
(
Pn0 1{dPn/dPΠn >1} + P
n
0
dPn
dPΠn
1{dPn/dPΠn ≤1}
)
≤ sup
Pn∈co(V n)
inf
0≤α≤1
Pn0
( dPn
dPΠn
)α
,
in terms of the Hellinger transform. 
Remark B.5. For some background on Hellinger transforms, see section 3.6 of [29] as well
as the lemma of appendix A. Hellinger transforms occur naturally in minimax problems:
compare, for example, with remark 2 in section 16.4 of [29], or with inequality (6.39) in
[21].
The proofs of lemmata 2.4 and 2.5 do not depend on i.i.d.-ness of the data and could have
been formulated in the same form for models of dependent or non-identically distributed
samples. The following lemma does rely on the i.i.d. property of the sample and reduces
the testing criterion to an n-independent condition, c.f. (1.8).
proof (Lemma 2.6)
Let 0 ≤ α ≤ 1 be given. Note that for all n ≥ 1, PΠn (A) ≥ Π(B)PΠ|Bn (A) for all
A ∈ σ(X1, . . . ,Xn). Combining that with the convexity of x 7→ x−α on (0,∞), we see
that,
Pn0
( dPn
dPΠn
)α
≤ Π(B)−α Pn0
( dPn
dP
Π|B
n
)α
≤ Π(B)−α Pn0
∫ ( dPn
dQn
)α
dΠ(Q|B). (B.2)
With the use of Fubini’s theorem and lemma 6.2 in Kleijn and van der Vaart (2006) [21]
which says that Hellinger transforms factorize when taken over convex hulls of products,
we find:
sup
Pn∈co(V n)
inf
0≤α≤1
Π(B)−α
∫
Pn0
( dPn
dQn
)α
dΠ(Q|B)
≤ inf
0≤α≤1
Π(B)−α
∫
sup
Pn∈co(V n)
Pn0
( dPn
dQn
)α
dΠ(Q|B)
≤ inf
0≤α≤1
Π(B)−α
∫ [
sup
P∈co(V )
P0
(dP
dQ
)α]n
dΠ(Q|B).
Applying (B.2) with α = 1, Pn = P
n, and using that for all P ∈ V , supQ∈B P0(dP/dQ) <
∞, we see that also Pn0 (dPn/dPΠn ) <∞. By (2.5), we obtain (2.7). 
B.2 Proofs for section 3
proof (Lemma 3.1)
Assume that (3.2) holds. Lemma A.1 says that α 7→ P0(dP/dQ)α is convex and contin-
uously differentiable on (0, a). So for all α ∈ (0, a),
sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
≤ 1 + α sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
log
dP
dQ
. (B.3)
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The function
α 7→ sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
log
dP
dQ
,
is convex (hence continuous on (0, a) and upper-semi-continuous at 0) and, due to (3.2),
strictly negative at α = 0. As a consequence, there exists an interval [0, α0] on which the
function in the above display is strictly negative. Based on (B.3) there exists an α0 ∈
[0, 1] such that supP,Q P0(dP/dQ)
α0 < 1 and we conclude that (3.1) holds. Conversely,
assume that (3.2) does not hold. Let P ∈W , Q ∈ B and α ∈ [0, 1] be given; by Jensen’s
inequality,
P0
(dP
dQ
)α
≥ exp
(
αP0 log
dP
dQ
)
= exp
(
α
(
P0 log
dP
dP0
− P0 log dQ
dP0
))
.
Therefore,
sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
≥ exp
(
α sup
Q∈B
−P0 log dQ
dP0
)
exp
(
−α inf
P∈W
−P0 log dP
dP0
)
,
which is greater than or equal to one for all α ∈ [0, 1]. 
proof (Theorem 1.1)
Let ǫ > 0 be given. If one covers the complement of a Hellinger ball V of radius 2ǫ
centred on P0 by a finite, convex cover of Hellinger balls Vi (1 ≤ i ≤ N) of radii ǫ, then
for every P ∈ Vi, −P0 log(dP/dP0) ≥ H(P,P0) > ǫ. Together with the upper bound
on the Kullback-Leibler-divergence of Q with respect to P0 for all Q ∈ B formulated
by (1.2), this implies that (3.2) is satisfied. Under the assumption that there exists a
Kullback-Leibler neighbourhood B such that supQ∈B P0(dP/dQ) <∞ for all P ∈ V and
(1.2), lemma 2.6 guarantees the existence of tests that satisfy the testing condition of
lemma 2.4. Because every total-variational ball contains a Kullback-Leibler neighbour-
hood, proposition 2.1 asserts that (2.1) is satisfied and we conclude that the posterior
satisfies (1.3). 
proof (Theorem 3.2)
For every 1 ≤ i ≤ N , there exists a constant bi > 0 such that for every P ∈Wi := co(Vi),
−P0 log(dP/dP0) > bi. Denoting the Kullback-Leibler radius of B by b > 0, we define
Bi = {P ∈ P : −P0 log(dP/dP0) < bi ∧ b} to satisfy (3.2). Note that, by assumption,
Π(Bi) > 0 and supQ∈Bi P0(dP/dQ) < ∞ for all P ∈ P. Every total-variational neigh-
bourhood of P0 contains a Kullback-Leibler neighbourhood, so combination of lemma 3.1,
lemma 2.6 and theorem 1.6 proves posterior consistency in Kullback-Leibler divergence
c.f. (3.4). 
proof (Theorem 3.4)
Proposition 2.1 guarantees that Pn0 ≪ PΠn , for all n ≥ 1. For given ǫ > 0, let V denote
{P ∈ P : H(P,P0) > 2ǫ}. Since P is totally bounded in the Hellinger metric, there exist
P1, . . . , PN such that the model subsets Vi = {P ∈ P : H(P,Pi) < ǫ} form a cover of V .
On the basis of the constant L of (3.5), define B = {Q ∈ P : H(Q,P0) < ǫ2/(4L) ∧ ǫ′},
31
where ǫ′ is the Hellinger radius of B′. Since Hellinger balls are convex, we have for all
1 ≤ i ≤ N ,
sup
P∈co(Vi)
sup
Q∈B
P0
(p
q
)1/2
≤ 1− 14ǫ2 ≤ e−
1
4 ǫ
2
.
By the Cauchy-Schwarz inequality, for every P ∈ V ,
sup
Q∈B
P0
(p
q
)
≤ sup
Q∈B
∥∥∥p0
q
∥∥∥
2,Q
∥∥∥p
q
∥∥∥
2,Q
< L2 <∞.
According to lemmata 2.6 and 2.4, the posterior is consistent. 
proof (Theorem 3.5)
Reasoning like in the introduction of subsection 3.2, but now with Ho¨lder’s inequality,
one finds,
P0
(p
q
)1/r
≤ ρ1/r(P,P0) + dr(P0, Q)
(
P0(p/q)
s/r
)1/s
Let ǫ > 0 be given and let V be the complement of a dr-ball of radius 2ǫ. Cover V by
N dr-balls V1, . . . , VN of radii ǫ (which are convex) and note that for all 1 ≤ i ≤ N and
P ∈ Vi, dr(P,P0) ≥ ǫ. It is shown in the corollary of theorem 1 of [38] that,
ρ1/r(P0, P ) ≤
(2(r − 1)
r
)1/2(
1− 14 dr(P,P0)2r
)1/2
,
and with K = (2(r − 1)/r)1/2, it follows that,
P0
(p
q
)1/r
≤ K(1− 14 ǫ2r)1/2 + Ls/r∧1 dr(P0, Q).
Since (1 − x)1/2 ≤ 1 − 12x for x ∈ (0, 1), the choice δ = (K/16)L−(s/r∧1)ǫ2r in (3.6)
guarantees that P0(p/q)
1/r ≤ K(1− (1/16)ǫ2r) for all 1 ≤ i ≤ N , P ∈ Vi and Q ∈ B. If
s ≥ r, Jensen’s inequality implies that supQ∈B P0(p/q) <∞; if s < r, supQ∈B P0(p/q) <
∞ by assumption. According to lemma 2.6 and lemma 2.4, the posterior is consistent.

proof (Lemma 3.7)
Continuity implies that every Kullback-Leibler ball around P0 contains an open neigh-
bourhood of P0. 
B.3 Proofs for section 4
proof (Theorem 4.1)
For given V and n ≥ 1, denote the cover of condition (i.) by V1, . . . , VNn with tests φi,n,
1 ≤ i ≤ Nn. Define ψn = maxi φi,n and decompose the n-th posterior for V as follows,
Pn0 Π(V |X1, . . . ,Xn) ≤ Pn0 ψn+
Pn0 Π(V ∩Pn|X1, . . . ,Xn)(1− ψn) + Pn0 Π(V \Pn|X1, . . . ,Xn).
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The first term is upper bounded geometrically, Pn0 ψn ≤
∑Nn
i=1 P
n
0 φi,n ≤ Nn exp(−nL) ≤
exp(−12nL), as is the second term, namely,
Pn0 Π(V ∩Pn|X1, . . . ,Xn)(1− ψn)
≤
Nn∑
i=1
Pn0 Π(Vi ∩Pn|X1, . . . ,Xn)(1 − ψn)
≤
Nn∑
i=1
Pn0 Π(Vi ∩Pn|X1, . . . ,Xn)(1 − φi,n)
≤
Nn∑
i=1
sup
P∈Vi
Pn0
dPn
dPΠn
(1− φi,n) ≤ Nn e−nL ≤ e−
1
2nL,
where we have followed the steps in the proof of theorem 1.6. Using again the local prior
predictive distribution P
Π|B
n of (2.6), the third term satisfies,
Pn0 Π(V \Pn|X1, . . . ,Xn) ≤ Pn0 Π(P \Pn|X1, . . . ,Xn)
=
∫
P\Pn
Pn0
( dPn
dPΠn
)
dΠ(P ) ≤ 1
Π(B)
∫
P\Pn
Pn0
( dPn
dP
Π|B
n
)
dΠ(P )
≤ Π(P \Pn)
Π(B)
sup
P∈P\Pn
sup
Q∈B
[
P0(p/q)
]n ≤ Π(B)−1e−12Kn.
Like at the end of the proof of lemma 2.4, an application of the Borel-Cantelli proves
the assertion. 
Remark B.6. A generalization of condition (ii.) in theorem 4.1 concerns n-dependence in
the choice for B. Clearly, balancing of exponential factors then involves an exponential
lower bound for the sequence (Π(Bn)) as well. However, this remark and other points
of generalization or flexibility more naturally fit into a discussion of posterior rates of
convergence [3, 15, 24].
proof (Theorem 4.3)
By monotone convergence,
Pn0 Π(V |X1, . . . ,Xn)
≤ Pn0 Π
(∪i≥1Vi ∣∣ X1, . . . ,Xn) ≤∑
i≥1
Pn0 Π(Vi|X1, . . . ,Xn).
We treat the terms in the sum separately with the help of test sequences (φi,n), for all
i ≥ 1, following the proof of lemma 2.4:
Pn0 Π(V |X1, . . . ,Xn) ≤
∑
i≥1
(
Pn0 φi,n +Π(Vi) sup
P∈Vi
Pn0
dPn
dPΠn
(1− φi,n)
)
. (B.4)
(Note that, here, we maintain the factor Π(Vi) of remark B.2, for reasons that will become
clear shortly.) Like in the proof of lemma 2.6, the assumptions that supQ∈Bi P0(dP/dQ) <
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∞ and Π(Bi) > 0, imply that Pn0 (dPn/dPΠn ) <∞, for all P ∈ Vi. So φi,n can be chosen
in such a way that,
Pn0 φi,n +Π(Vi) sup
P∈Vi
Pn0
dPn
dPΠn
(1− φi,n)
= sup
Pn∈co(V ni )
inf
φ
(
Pn0 φ+Π(Vi)P
n
0
dPn
dPΠn
(1− φ)
) (B.5)
by the minimax theorem. To minimize the r.h.s., choose φ as follows,
φ(X1, . . . ,Xn) = 1
{
(X1, . . . ,Xn) ∈ X n : Π(Vi) dP
n
dPΠn
(X1, . . . ,Xn) > 1
}
,
and follow the proof of lemma 2.6 to conclude that the r.h.s. of (B.5) is upper bounded
by,
inf
0≤α≤1
Π(Vi)
α
Π(Bi)α
[
sup
P∈co(Vi)
sup
Q∈Bi
P0
(dP
dQ
)α]n
.
Combine with (B.4) to arrive at the assertion. 
Remark B.7. If the relevant metric is the Hellinger metric, separability of the model has
a remarkable equivalent formulation (see sections 4 and 21 in [37]): a collection P of
probability measures P : A → [0, 1] is Hellinger separable, if and only if, P is dominated
by a σ-finite measure and A is a countably generated σ-algebra.
proof (Corollary 4.4)
Fix α = 1/2 and Bi = B in (4.2) and use (4.3) to arrive at,
Pn0 Π(V |X1, . . . ,Xn)
≤ Π(B)−1/2
∑
i≥1
Π(Vi)
1/2
[
sup
P∈co(Vi)
sup
Q∈B
P0
(dP
dQ
)1/2]n
≤ Π(B)−1/2(1− γ)n
∑
i≥1
Π(Vi)
1/2,
(for some constant 0 < γ < 1), which goes to zero at geometric rate if (4.4) holds. This
implies that Π(V |X1, . . . ,Xn) P0-a.s.−−−−→ 0. 
proof (Corollary 4.5)
Given ǫ > 0, define V = {P : H(P,P0) ≥ ǫ} and let {Vi : i ≥ 1} denote a countable
collection of Hellinger balls of radius 14ǫ with centre points in V that cover V , so that,
inf
i≥1
inf
P∈co(Vi)
H(P,P0) ≥ 34ǫ. (B.6)
Inspection of the proof of lemma 3.1 reveals that it generalizes to the statement that:
inf
0≤α≤1
sup
i≥1
sup
Q∈B
sup
P∈co(Vi)
P0
(dP
dQ
)α
< 1,
if and only if, B and the co(Vi) separate in Kullback-Leibler divergence in the following
way,
sup
Q∈B
−P0 log dQ
dP0
< inf
i≥1
inf
P∈co(Vi)
−P0 log dP
dP0
,
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Note that (B.6) serves as a lower bound for the r.h.s. of the previous display, which
enables the choice B = {P ∈ P : −P0 log(p/p0) < ǫ/4} to guarantee that there exist
constants 0 < α′, γ < 1 such that,
Pn0 Π(V |X1, . . . ,Xn) ≤ Π(B)−α
′
(1− γ)nα′
∑
i≥1
Π(Vi)
α′ ,
which goes to zero since Π(B) > 0 and the sum is finite by assumption. 
B.4 Proofs for section 6
proof (Theorem 6.2)
Let ǫ > 0 be given and consider the (equivalent) metric g : Θ × Θ → [0,∞) defined by
g(θ, θ′) = max{|θ1 − θ′1|, |θ2 − θ′2|}. Define V = {Pθ,η ∈ P : g(θ, θ′) > ǫ}. Concentrate
on the cases α = 0+ and α = 1−; pick 0 < δ < f(ǫ/σ)/(2K) and define B as above.
Lemma A.1 says that for all P ∈ V and Q ∈ B,
P0
(dP
dQ
)0+
= P0(p > 0),
P0
(dP
dQ
)1−
=
∫
dP0
dQ
1{p0>0,p>0,q>0} dP
≤ P (p0 > 0) +
∫ ∣∣∣dP0
dQ
− 1
∣∣∣1{q>0} dP
≤ P (p0 > 0) +
∥∥∥dP0
dQ
− 1
∥∥∥
s,Q
∥∥∥dP
dQ
∥∥∥
r,Q
< P (p0 > 0) +
1
2f
(
ǫ
σ
)
,
by Ho¨lder’s inequality. Note that every total-variational neighbourhood of P0 contains
a model subset of the form B and, by assumption, Π(B) > 0, so that proposition 2.1
guarantees that Pn0 ≪ PΠn for all n ≥ 1. For all P ∈ V , supQ∈B P0(dP/dQ) ≤ 1 +
1
2f(ǫ/σ) <∞ and for all Q ∈ B, we have,
inf
0≤α≤1
P0
(dP
dQ
)α
≤ min{P0(p > 0), P (p0 > 0)}+ 12f( ǫσ ),
as an upper bound for testing power.
Identify P0 and P with parameters (θ0, η0) and (θ, η), writing P0 = P(θ0,1,θ0,2),η0 and
P = P(θ1,θ2),η. By definition of V , the support intervals for p and p0 are disjoint by an
interval of length greater than or equal to ǫ. Cover V by four sets, V+,1 = {Pθ,η : θ1 ≥
θ0,1 + ǫ, η ∈ H}, V−,1 = {Pθ,η : θ1 ≤ θ0,1 − ǫ, η ∈ H}, V+,2 = {Pθ,η : θ2 ≥ θ0,2 + ǫ, η ∈ H}
and V−,2 = {Pθ,η : θ2 ≤ θ0,2 − ǫ, η ∈ H}. For P ∈ co(V+,1), we have,
P0(p = 0) ≥
∫ θ0,1+ǫ
θ0,1
p0(x) dx =
∫ θ0,1+ǫ
θ0,1
1
θ0,2 − θ0,1 η0
( x− θ0,1
θ0,2 − θ0,1
)
dx
=
∫ ǫ/(θ0,2−θ0,1)
0
η0(z) dz ≥
∫ ǫ
σ
0
η0(z) dz ≥ f
(
ǫ
σ
)
,
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using (6.2). For P ∈ co(V−,1), with some I ≥ 1 write P =
∑I
i=1 λi Pi with
∑I
i=1 λi = 1
and λi ≥ 0, Pi = Pθi,ηi for θi = (θi,1, θi,2) with θi,1 ≤ θ0,1−ǫ and ηi ∈ H, for all 1 ≤ i ≤ I.
Note that,
P (p0 = 0) =
I∑
i=1
λi Pi(p0 = 0) ≥
I∑
i=1
λi
∫ θi,1+ǫ
θi,1
pi(x) dx
=
I∑
i=1
λi
∫ θi,1+ǫ
θi,1
1
θi,2 − θi,1 ηi
( x− θi,1
θi,2 − θi,1
)
dx
=
I∑
i=1
λi
∫ ǫ/(θi,2−θi,1)
0
ηi(z) dz ≥
I∑
i=1
λi
∫ ǫ
σ
0
ηi(z) dz ≥ f
(
ǫ
σ
)
,
using (6.2). Analogously we obtain bounds for P ∈ co(V+,2) and P ∈ co(V−,2), giving
rise to the inequalities
sup
P∈co(V·)
min
{
P0(p > 0), P (p0 > 0)
} ≤ 1− f( ǫσ ), (B.7)
for V· equal to V+,1, V−,1, V+,2 and V−,2. Combination of lemma 2.6 and theorem 1.6
now shows that,
Π
(
g(θ, θ0) < ǫ
∣∣ X1, . . . ,Xn ) P0-a.s.−−−−→ 1.
The topology associated with the metric g on Θ is equivalent to the restriction to Θ of
the usual norm topology on R2, so that consistency with respect to the pseudo-metric g
is equivalent to (6.3). 
B.5 Proofs for section 5
proof (theorem 5.1)
Fix n ≥ 1 large enough to satisfy conditions (i) and (ii). According to lemma 2.6, there
exist test functions φn,i : X n → [0, 1] for all 1 ≤ i ≤ Nn, such that, for all α ∈ [0, 1],
Pn0 φn,i + sup
P∈Vn,i
Pn0
dPn
dΠΠn
(1− φn,i) ≤ Π(Bn)−απP0(co(Vn,i), Bn;α)n.
Define ψn = maxi φn,i and decompose the n-th posterior for Vn = {P ∈ P : d(P,P0) ≥
ǫn}, as follows,
Pn0 Π(Vn|X1, . . . ,Xn) ≤ Pn0 ψn
+ Pn0 Π(Vn ∩Pn|X1, . . . ,Xn)(1− ψn) + Pn0 Π(P \Pn|X1, . . . ,Xn).
The first term is upper-bounded as follows,
Pn0 ψn ≤
Nn∑
i=1
Pn0 φn,i ≤ NnΠ(Bn)−απP0(co(Vn,i), Bn;α)n ≤ e(
αK
2
−L)nǫ2 ,
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for all α ∈ [0, 1]. The second term is bounded by,
Pn0 Π(Vn ∩Pn|X1, . . . ,Xn)(1− ψn) ≤
Nn∑
i=1
Pn0 Π(Vn,i|X1, . . . ,Xn)(1 − ψn)
≤
Nn∑
i=1
Pn0 Π(Vn,i|X1, . . . ,Xn)(1− φn,i) ≤
Nn∑
i=1
sup
P∈Vn,i
Pn0
dPn
dΠΠn
(1− φn,i)
≤ NnΠ(Bn)−απP0(co(Vn,i), Bn;α)n ≤ e(
αK
2
−L)nǫ2
for all α ∈ [0, 1]. The third term requires condition (ii),
Pn0 Π(P \Pn|X1, . . . ,Xn)
=
∫
P\Pn
Pn0
( dPn
dPΠn
)
dΠ(P ) ≤ 1
Π(Bn)
∫
P\Pn
Pn0
( dPn
dP
Π|Bn
n
)
dΠ(P )
≤ Π(P \Pn)
Π(Bn)
sup
P∈P\Pn
sup
Q∈Bn
[
P0(dP/dQ)
]n ≤ e−K2 nǫ2n .
Choosing 0 < α < 2L/K, all three contributions go to zero as n→∞. 
proof (lemma 5.2)
Assume that (5.3) holds. Like in the proof of lemma 3.1, we have for all α ∈ (0, a),
sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
≤ 1 + α z(α), (B.8)
where the function z : [0, a)→ R is given by,
z(α) = sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
log
dP
dQ
.
The function z is convex and increasing, hence continuous on (0, a) and upper-semicontinuous
at a = 0 and maximal at α = a. Clearly, we have,
lim
α↓0
z(α) ≤ sup
Q∈B
sup
P∈W
P0 log
dP
dQ
= sup
Q∈B
−P0 log dQ
dP0
− inf
P∈W
−P0 log dP
dP0
,
and the right-hand side is less than or equal to −∆. By the continuity of z, there exists
an a′ ∈ (0, a) such that, z(α) ≤ −12∆ for all α ∈ (0, a′). Combining (B.8) with the latter
conclusion, we see that, for all α ∈ (0, a′),
πP0(B,W ) = inf
0≤α≤1
sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
≤ 1− 12α∆ ≤ e−α
′′∆,
where α′′ = 12α. Conversely, assume that (5.3) does not hold. Let P ∈ W , Q ∈ B and
α ∈ [0, 1] be given; by Jensen’s inequality,
P0
(dP
dQ
)α
≥ exp
(
αP0 log
dP
dQ
)
= exp
(
α
(
P0 log
dP
dP0
− P0 log dQ
dP0
))
.
Therefore, for all α ∈ (0, 1),
sup
Q∈B
sup
P∈W
P0
(dP
dQ
)α
> e−α∆.
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proof (corollary 5.3)
Take Pn = P for all n ≥ 1. Note that (5.4) implies that Π is a Kullback-Leibler prior,
which implies that Pn0 ≪ PΠn , c.f. corollary 2.2. Let Vn = {P ∈ P : H(P,P0) ≥ ǫn}
and Bn = {P ∈ P : −P0 log(dP/dP0) < ǫ2n/8 }. By condition (i) there is a cover of Vn
consisting of Hellinger balls of radii ǫn/2 of order Nn = N(ǫn,P,H) ≤ exp(Lnǫ2n). Note
that for every 1 ≤ i ≤ Nn and all P ∈ co(Vn,i), we have −P0 log(dP/dP0) ≥ H2(P,P0) ≥
(H(Vn, P0) − ǫn/2)2 = ǫ2n/4, while −P0 log(dQ/dP0) ≤ ǫ2n/8 for all Q ∈ Bn. According
to lemma 5.2, the separation in Kullback-Leibler divergence between Bn and Vn implies
that πP0
(
co(Vn,i), Bn
) ≤ e−αǫ2n for some α > 0. Possibly after rescaling of ǫn by an n-
independent constant (which leads to larger α, effectively), πP0 satisfies condition (5.1).
The assertion then follows from theorem 5.1. 
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