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REGULARITY RESULTS FOR SHORTEST BILLIARD
TRAJECTORIES IN CONVEX BODIES IN Rn
STEFAN KRUPP AND DANIEL RUDOLF
Abstract. We derive properties of closed billiard trajectories in convex bod-
ies in Rn. Building on techniques introduced by K. and D. Bezdek we establish
two regularity results for length minimizing closed billiard trajectories: one for
billiard trajectories in general convex bodies, the other for billiard trajectories
in the special case of acute convex polytopes. Moreover, we attach particu-
lar importance to various examples, also including examples which show the
sharpness of the first regularity result. Finally, we show how our results can be
used in order to calculate (analytically and by computer) length minimizing
closed regular billiard trajectories in convex polytopes.
1. Introduction
In this paper we analyse closed billiard trajectories in convex bodies in Rn. The
billiard trajectories are meant to be Euclidean which for bouncing points locally
means: The angle of reflection equals the angle of incidence. This local reflection
rule can be seen as consequence of the global least action principle. For a pla-
nar billiard table boundary this principle means that a billiard trajectory segment
ppj´1, pj , pj`1q minimizes the Euclidean length in the space of all paths connecting
pj´1 and pj`1 via a reflection at the billiard table boundary.
From the geometric optics point of view, Euclidean billiards describe the wave
propagation in a medium which is not only homogeneous and isotropic but also
contains perfectly reflecting mirrors.
There is generally much interest into the study of billiards: Problems in almost
every mathematical field can be related to problems in mathematical billiards,
see for example [8], [9] and [14] for comprehensive surveys. Euclidean billiard
trajectories in the plane have been investigated intensively. Nonetheless, so far not
much is known about Euclidean billiard trajectories on higher-dimensional „tables“.
The aim of this paper is to establish two regularity results for length minimizing
closed Euclidean billiard trajectories in higher-dimensional convex bodies and to
show how these results can be used to calculate (analytically and by computer)
these trajectories for certain classes of convex polytopes.
Let us precisely define closed Euclidean billiard trajectories based on the above
mentioned least action principle.
Definition 1.1. Let T Ă Rn be a convex body, i.e. a compact convex set with
non-empty interior, which from now on we call the billiard table. We say that
a closed polygonal line with in order pairwise distinct vertices p1, ..., pm, m ě 2,
on the boundary of T (denoted by BT ), is a closed billiard trajectory in T if for
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Figure 1. The billiard reflection rule: pj minimizes (1) over allspj P Hj where Hj is a T -supporting hyperplane through pj .
every j P t1, ...,mu1 there is a T -supporting hyperplane Hj through pj such that
pj minimizes
(1) ||spj ´ pj´1|| ` ||pj`1 ´ spj ||
over all spj P Hj and if pj is not contained in the line segment connecting pj´1 and
pj`1. We encode this closed billiard trajectory by pp1, ..., pmq and call its vertices
bouncing points. Its length is given by
(2) `ppp1, ..., pmqq “
mÿ
j“1
||pj`1 ´ pj ||.
We call a boundary point p P BT smooth if there is a unique T -supporting
hyperplane through p. We say that BT is smooth if every boundary point is smooth.
We remark that the notion of billiard trajectories is usually used for classical
trajectories, i.e. for trajectories with bouncing points in smooth boundary points
(billiard table gangs) while they stop in non-smooth boundary points (billiard table
holes). Definition 1.1 generalizes this classical billiard reflection rule to non-smooth
boundaries. To the author’s knowledge the papers [4],[7] and [5] in order were among
the first suggesting a detailed study of these generalized billiard trajectories.
This definition implies the local billiard reflection rule: The angle of reflec-
tion equals the angle of incidence. In this generalized version the angle of inci-
dence/reflection is the angle enclosed by the incoming/reflecting billiard trajectory
and the hyperplane which appears within the minimization in (1). Since a T -
supporting hyperplane through non-smooth boundary points of the billiard table
T is not unique, the billiard reflection rule may produce different bouncing points
following two already known consecutive ones.
In order to state our first regularity result let
NT ppq :“ tn P Rn : xn, y ´ py ď 0 for all y P T u
be the outer normal cone at T in the point p P BT . Then the first regularity result
reads as follows:
1Whenever we have settled indices 1, ...,m, then indices in Z will be considered as indices
modulo m.
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Theorem 1.2. Let T Ă Rn be a billiard table and p “ pp1, ..., pmq a length min-
imizing closed billiard trajectory in T . Further, let V Ă Rn be an affine subspace
such that T X V is the smallest affine section of T containing p. Then, it follows
dimV “ m´ 1 and
(3) dim pNT ppjq X V0q “ 1
for all j P t1, ...,mu, where V0 is the linear subspace that is parallel to the affine
subspace V .
From dimV ď n it follows that m ď n` 1. Furthermore, dimV “ m´ 1 implies
that p is maximally spanning by what we mean
dim pconvtp1, ..., pmuq “ m´ 1.
In fact, (3) is a regularity result: If m “ n ` 1, meaning that V “ Rn, then p is
regular, i.e. all bouncing points of p are smooth boundary points of T ; because:
NT ppjq is one-dimensional for all j P t1, ...,mu. For n “ 2 this means that every
length minimizing billiard trajectory in T has either two or three bouncing points,
while in the latter case all of them are smooth boundary points of T .
Some special cases of Theorem 1.2 were already known: In [5] it has been proven
for length minimizing closed billiard trajectories that m is bounded from above
by n ` 1. In [2] it was shown the two-dimensional case, while in [1] it has been
proven that every length minimizing closed billiard trajectory in T Ă Rn with n`1
bouncing points is regular.
Theorem 1.2 refutes the presumption, which at first appears to be intuitively
correct, that every length-minimizing closed billiard trajectory with more than
two bouncing points is regular within the smallest section of T containing this
trajectory. We remark that in our upcoming paper [10] we extend Theorem 1.2
from the Euclidean setting to the more general Finsler/Minkowski setting.
For the second regularity result we introduce the following definition: Let P Ă Rn
be a full dimensional convex polytope, i.e. a bounded intersection of finitely many
closed half-spaces of Rn with non-empty interior. Let F1, ..., Fk be the facets, i.e.
the pn ´ 1q-dimensional faces, of P where we denote by q1, ..., qk the inward unit
normal vectors to them. For i, j P t1, ..., ku with i ‰ j and dim pFi X Fjq “ n ´ 2
let γij P p0, piq be the angle enclosed by qi and qj . Then αij “ pi ´ γij is called
the dihedral angle between Fi and Fj . The dihedral angle αij is called acute when
αij P p0, pi2 q. We call P acute if all dihedral angles of P are acute.
Fi Fj
αij
γij
γij
qj qi
Figure 2. The dihedral angle αij is acute if αij “ pi ´ γij P p0, pi2 q.
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Then the second regularity result is:
Theorem 1.3. Let P Ă Rn be an acute convex polytope that plays the role of
the billiard table. Then every length minimizing closed billiard trajectory in P is
maximally spanning, regular and has exactly n` 1 bouncing points.
This second regularity result is an improvement of Theorem 1.1 in [1] for the
special case of acute convex polytopes. There it has been proven that every length
minimizing closed billiard trajectory in the more general class of acute convex bodies
in Rn is regular and has at most n` 1 bouncing points.
Since every dihedral acute angled simplex (cf. [11] for a survey on the simplices’
dihedral angles) is an acute convex polytope the same regularity result holds for
these simplices (this is already known from Corollary 1.2 in [1]). In order to empha-
size the significance of Theorem 1.3 it remains to understand the difference between
acute convex polytopes and acute simplices: Is there any acute polytope which is
not a simplex? We discuss this question at the end of Section 4.
In this paper we attach particular importance to various examples. These in-
clude counter-intuitive conclusions concerning (length minimizing) closed billiard
trajectories within sections of the billiard table. Furthermore, we provide some
examples showing the sharpness of Theorem 1.2.
More precisely, we provide examples for the following statements:
(i) The length minimality of closed billiard trajectories in T Ă Rn is not in-
variant under going to sections of T containing the billiard trajectory (cf.
Example A). The length minimality may not even be locally preserved (cf.
Example B).
(ii) The length minimality of closed billiard trajectories in T Ă Rn is not invari-
ant under going to smallest sections of T containing the billiard trajectory
(cf. Example C ). The length minimality may not even be locally preserved
(cf. Example D).
(iii) A length minimizing closed billiard trajectory in T Ă Rn may not be reg-
ular within the smallest section of T containing the billiard trajectory (cf.
Example E ). This can even appear for the unique length minimizing closed
billiard trajectory (cf. Example F ).
(iv) A length minimizing closed billiard trajectory in T Ă Rn can have bouncing
points in vertices as well as in more than 0-dimensional faces of T (cf.
Examples E and F ).
Let us briefly present the structure of this paper. In Section 2 we discuss prop-
erties of closed billiard trajectories in convex bodies. In Section 3 and 4 we prove
our first and second regularity result, respectively. In Section 5 we provide various
examples concerning above listed statements. In Section 6 we show how our results
can be used in order to calculate (analytically and by computer) length minimizing
closed billiard trajectories in convex polytopes.
2. Properties of closed billiard trajectories
We start by recalling the statements of the following useful Lemma for which for
a convex body T Ă Rn we first define
F pT q :“ tF : F is a set of points in Rn that cannot be translated into T˚ u,
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where T˚ denotes the interior of T in Rn, and write for the sake of simplicity
pp1, ..., pmq P F pT q while we actually mean tp1, ..., pmu P F pT q.
Lemma 2.1 (Lemmata 2.1, 2.2 and 2.3 in [5]). (i) Let T Ă Rn be a convex
set and F a finite set of at least n ` 1 points in Rn. Then there is a
translate of T that covers F if and only if every choice of n` 1 points of F
can be covered by a translate of T .
(ii) Let T Ă Rn be a convex body and F a set of points p1, ..., pm P Rn. Then
F P F pT q is equivalent to: There is a translate T 1 of T and there are closed
half-spaces H`1 , ...,Hm` of Rn such that
‚ pj P BH`j for all j P t1, ...,mu,
‚ T 1 Ď H`j for all j P t1, ...,mu,
‚
Şm
j“1H
`
j is nearly bounded, i.e. it lies between two parallel hyper-
planes.
(iii) Let T Ă Rn be a billiard table and p “ pp1, ..., pmq a closed billiard trajectory
in T . Then we have p P F pT q.
We note that Lemma 2.1(i) can be equivalently (by contra-position applied on
T˚ ) expressed by: A set F of at least n ` 1 points in Rn is in F pT q if and only if
there is a choice of n` 1 points out of F that is in F pT q.
Furthermore, we recall the following characterisation of length minimizing closed
billiard trajectories:
Theorem 2.2 (Theorem 1.1 and Lemma 2.4 in [5]). Let T Ă Rn be a billiard table.
Then every length minimizing closed billiard trajectory in T has at most n ` 1
bouncing points. Moreover, every length minimizing closed billiard trajectory in T
is a length minimizing element of F pT q and, conversely, every length minimizing
element of F pT q can be translated to a length minimizing closed billiard trajectory
in T .
We note that Theorem 2.2 is an existence result for closed billiard trajectories
in arbitrary billiard tables: Let T Ă Rn be any billiard table. Then there is a
closed billiard trajectory in T (with at most n ` 1 bouncing points). This can be
easily concluded by a compactness argument applied on the set of closed polygonal
lines in F pT q combined with the dH -continuity, i.e. continuity with respect to the
Hausdorff distance dH , of the length functional.
We continue by stating the following property of closed billiard trajectories:
Proposition 2.3. Let T Ă Rn be a billiard table, p “ pp1, ..., pmq a closed billiard
trajectory in T and V Ă Rn an affine subspace such that T X V is an affine section
of T containing p. Then p is a closed billiard trajectory in T X V .
Proof. Since p “ pp1, ..., pmq is a closed billiard trajectory in T there are T -
supporting hyperplanes H1, ...,Hm in Rn through p1, ..., pm such that pj minimizes
(4) ||spj ´ pj´1|| ` ||pj`1 ´ spj ||
over all spj P Hj for all j P t1, ...,mu. Since T X V contains p it follows that pj
minimizes (4) over all spj P Hj X V for all j P t1, ...,mu. This implies that p is a
billiard trajectory in T X V . 
Clearly, the converse is not true: We can imagine an affine subspace V Ă Rn
such that the section T X V of T can be translated into T˚ . Then every closed
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billiard trajectory p in T XV can be translated into T˚ . But by Lemma 2.1(iii) then
p cannot be a closed billiard trajectory in T .
In Section 5 (cf. Examples A, B, C and D) we will see that generally the
length minimality of a closed billiard trajectory in T is not invariant under going
to (smallest) affine sections of T containing the closed billiard trajectory.
For what follows it will be useful to reformulate the billiard reflection rule in the
sense of the following Proposition 2.4. For that we denote the pn´ 1q-dimensional
unit sphere of Rn by Sn´1.
Proposition 2.4. Let T Ă Rn be a billiard table. A closed polygonal line with
vertices p1, ..., pm on BT is a closed billiard trajectory in T if and only if there are
vectors n1, ..., nm P Sn´1 such that
(5)
#
pj`1 ´ pj “ λjnj , λj ą 0,
nj`1 ´ nj P ´NT ppj`1q
is fulfilled for all j P t1, ...,mu.
Sn´1
nj
nj`1nj`2
pj´1
pj`1
pj
NT ppjq
T
Figure 3. The visualization of (5).
Proof. Let p “ pp1, ..., pmq be a closed polygonal line with vertices on BT . Let us
assume there are vectors n1, ..., nm P Sn´1 which together with p fulfil (5). Then
for all j P t1, ...,mu there is a unit vector nT ppj`1q P NT ppj`1q such that#
pj`1 ´ pj “ λjnj , λj ą 0,
nj`1 ´ nj “ ´µj`1nT ppj`1q, µj`1 ą 0,
holds. We define H1, ...,Hm to be the T -supporting hyperplanes in Rn through
p1, ..., pm which are normal to nT pp1q, ..., nT ppmq. Then the following holds for all
j P t1, ...,mu:
∇spj“pj p||spj ´ pj´1|| ` ||pj`1 ´ spj ||q “ pj ´ pj´1||pj ´ pj´1|| ´ pj`1 ´ pj||pj`1 ´ pj ||
“ λj´1nj´1||λj´1nj´1|| ´
λjnj
||λjnj || “ nj´1 ´ nj “ µjnT ppjq.
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Therefore, for all j P t1, ...,mu pj extremizes
(6) ||spj ´ pj´1|| ` ||pj`1 ´ spj ||
over all spj P Hj near pj . Since for all j P t1, ...,mu (6) is a convex function with
respect to spj it follows for all j P t1, ...,mu that pj is a global minimizer of (6) over
all spj P Hj . Therefore the billiard reflection rule is fulfilled in pj for all j P t1, ...,mu.
Eventually p is a closed billiard trajectory in T .
Conversely, let us assume p “ pp1, ..., pmq is a closed billiard trajectory in T .
Then there are T -supporting hyperplanes H1, ...,Hm in Rn through p1, ..., pm such
that for all j P t1, ...,mu pj minimizes (6) over all spj P Hj . By Lagrange’s multiplier
theorem this means
pj ´ pj´1
||pj ´ pj´1|| ´
pj`1 ´ pj
||pj`1 ´ pj || “ µjnT ppjq, µj P R,
where nT ppjq is the outer unit vector normal to Hj , for all j P t1, ...,mu. Scalar
multiplication with nT ppjq gives µj ą 0 for all j P t1, ...,mu. If we define
(7) nj :“ ppj`1 ´ pjq{λj , λj :“ ||pj`1 ´ pj ||, j P t1, ...,mu,
and consider nT ppjq P NT ppjq for all j P t1, ...,mu then (5) is fulfilled for p together
with the unit vectors n1, ..., nm defined in (7). 
The proof of Proposition 2.4 shows even more: A closed polygonal line with
vertices p1, ..., pm on BT is a closed billiard trajectory in T with H1, ...,Hm the
T -supporting hyperplanes which are associated to the billiard reflection rule if and
only if there are vectors n1, ..., nm P Sn´1 such that#
pj`1 ´ pj “ λjnj , λj ą 0,
nj`1 ´ nj “ ´µj`1nHj`1 , µj`1 ą 0
is fulfilled for all j P t1, ...,mu where we denoted the outer unit normal vectors at
H1, ...,Hm by nH1 , ..., nHm .
The following rather obvious Proposition is needed within the proof of Theorem
1.2. It follows immediately from within the proof of Proposition 2.4.
Proposition 2.5. Let T Ă Rn be a billiard table and p “ pp1, ..., pmq a closed
billiard trajectory in T . Then for every j P t1, ...,mu there is only one T -supporting
hyperplane through pj for which the billiard reflection rule in pj is fulfilled.
Proof. This claim follows from the fact that the outer unit vector nT ppjq normal
to Hj is uniquely determined by the condition
pj ´ pj´1
||pj ´ pj´1|| ´
pj`1 ´ pj
||pj`1 ´ pj || “ µjnT ppjq, µj ‰ 0,
which arises from Lagrange’s multiplier theorem as within the converse implication
of the proof of Proposition 2.4. 
The next two Propositions make a statement on the positional relationship of
the hyperplanes which determine the billiard reflection rule.
Proposition 2.6. Let T Ă Rn be a billiard table, p “ pp1, ..., pmq a closed billiard
trajectory in T and V Ă Rn an affine subspace such that T XV is the smallest affine
section of T containing p. Then the convex cone spanned by the outer unit vectors
nT pp1q, ..., nT ppmq
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which are normal to the T -supporting hyperplanes H1, ...,Hm through p1, ..., pm
associated to the billiard reflection rule is V0, where V0 is the linear subspace un-
derlying V .
Proof. Since p is a closed billiard trajectory in T and T X V an affine section of T
containing p the vectors
(8) p2 ´ p1, ..., pm ´ pm´1, p1 ´ pm
are all in V0. Since T X V is the smallest affine section containing p it follows that
the convex cone spanned by the vectors in (8) actually is V0.
From the proof of Proposition 2.4 it follows that there are n1, ..., nm P Sn´1 (cf.
(7) for the definition) such that#
pj`1 ´ pj “ λjnj , λj ą 0,
nj`1 ´ nj “ ´µj`1nT ppj`1q, µj`1 ą 0,
holds for all j P t1, ...,mu.
From
pj`1 ´ pj “ λjnj , λj ą 0,
for all j P t1, ...,mu it follows that the convex cone spanned by n1, ..., nm is V0 and
the same is true for the convex cone spanned by
n2 ´ n1, ..., nm ´ nm´1, n1 ´ nm.
Then
nj`1 ´ nj “ ´µj`1nT ppj`1q, µj`1 ą 0,
for all j P t1, ...,mu implies that the convex cone spanned by
nT pp1q, ..., nT ppmq
is V0. 
Proposition 2.7. Let T Ă Rn be a billiard table, p “ pp1, ..., pmq a closed billiard
trajectory in T and V Ă Rn an affine subspace such that T X V is the smallest
affine section of T containing p. Let H`1 , ...,Hm` be the T -supporting half-spaces of
Rn which are bounded by the hyperplanes H1, ...,Hm through p1, ..., pm which are
related to the billiard reflection rule. Further, let W be the orthogonal complement
to V . Then we can write
Hj “ pHj X V q ‘W and H`j “ pH`j X V q ‘W
for all j P t1, ...,mu and have that
mč
j“1
pH`j X V q is bounded in V,
mč
j“1
H`j is nearly bounded in R
n.
Proof. By Proposition 2.6 the convex cone spanned by the outer unit vectors normal
to H1, ...,Hm is the linear subspace V0 that underlies the affine subspace V . This
implies on the one hand that we can write
(9) Hj “ pHj X V q ‘W and H`j “ pH`j X V q ‘W
for all j P t1, ...,mu and on the other hand that
(10)
mč
j“1
pH`j X V q
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is bounded in V . The latter fact implies that there are parallel hyperplanes H and
H ` d, d P V0, in V such that (10) lies in-between. With (9) this implies that
mč
j“1
H`j “
mč
j“1
ppH`j X V q ‘W q “
˜
mč
j“1
pH`j X V q
¸
‘W
lies between the parallel hyperplanes H ‘W and pH ` dq ‘W in Rn and therefore
H`1 X ...XHm`
is nearly bounded in Rn. 
Considering Lemma 2.1(ii) we note that with Proposition 2.7 we have subse-
quently provided a proof of Lemma 2.1(iii).
The following Proposition is a preparation for the proof of Theorem 1.2.
Proposition 2.8. Let T Ă Rn be a billiard table, p “ pp1, ..., pmq a closed billiard
trajectory in T and V Ă Rn an affine subspace such that T XV is the smallest affine
section of T containing p. Then there is a selection ti1, ..., idimV`1u Ď t1, ...,mu
such that
tpi1 , ..., pidimV`1u P F pT q.
Proof. If dimV “ n then the claim follows immediately by Lemma 2.1(i)&(iii).
This is also the case when m “ dimV ` 1.
Let dimV ď mintn´ 1,m´ 2u. Since p is a closed billiard trajectory in T there
are T -supporting hyperplanes H1, ...,Hm through p1, ..., pm for which the billiard
reflection rule is fulfilled. Proposition 2.7 implies on the one hand that we can write
(11) Hj “ pHj X V q ‘W and H`j “ pH`j X V q ‘W
for all j P t1, ...,mu, where W is the orthogonal complement to V and H`1 , ...,Hm`
are the closed half-spaces defined by BH`j “ Hj and T Ă H`j for all j P t1, ...,mu,
and on the other hand that
(12)
mč
j“1
pH`j X V q
is bounded in V . Then there is a selection ti1, ..., idimV`1u Ă t1, ...,mu such that
(13)
dimV`1č
j“1
pH`ij X V q
is nearly bounded in V .
Indeed, let us assume this is not the case. Then it follows by Lemma 2.1(ii) that
for every selection ti1, ..., idimV`1u Ă t1, ...,mu
tpi1 , ..., pidimV`1u
can be translated into the interior of T X V . By Lemma 2.1(i) this implies that
tp1, ..., pmu can be translated into the interior of T X V . But again with Lemma
2.1(ii) this is a contradiction2 to the fact that (12) is bounded in V and the claim
is proven.
2One also could produce a contradiction by applying Proposition 2.3 and Lemma 2.1(iii).
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We conclude that (13) lies between two parallel hyperplanes in V , say H and
H ` d where d is an element of the linear subspace V0 that underlies the affine
subspace V . By applying (11) it follows that
dimV`1č
j“1
H`ij “
dimV`1č
j“1
ppH`ij X V q ‘W q “
˜
dimV`1č
j“1
pH`ij X V q
¸
‘W
lies between the two parallel hyperplanes H ‘W and pH ` dq ‘W in Rn, i.e. it is
nearly bounded in Rn. By Lemma 2.1(ii) it follows that
tpi1 , ..., pidimV`1u P F pT q.

We remark that the statement of Proposition 2.8 is not true when requiring p
just to be a closed polygonal line in F pT q (and not a closed billiard trajectory in T ).
To see this we consider the following example in R5 which has been communicated
to us by A. Abbondandolo:
We start from four convex bodies K1,K2,K3,K4 in R3 with the following two
properties:
(a) the intersection of all of them is empty;
(b) the intersection of any three of them has non-empty interior.
One has these examples because Helly’s theorem is sharp. Then we consider the
four vertices of a square in R2:
v1 “ p0, 0q, v2 “ p1, 0q, v3 “ p1, 1q, v4 “ p0, 1q.
Now let T be the convex hull in R5 “ R2 ˆ R3 of the union of the following four
sets:
tv1u ˆK1, tv2u ˆK2, tv3u ˆK3, tv4u ˆK4.
T projects onto the square, but (a) implies that each section of T that is parallel
to R2 ˆ t0u has area smaller than 1.
Indeed, we take any w P R3 and look at the section T X pR2 ˆ wq. By the
definition of T the points in this section are of the form pv, wq with
(14) v “
ÿ
j
λjvj and w “
ÿ
j
λjwj ,
where wj is in Kj and the λj ’s are positive and add up to one. In particular, this
section is contained in Q ˆ w, where Q denotes the square with vertices vj . This
section cannot contain all the four points pvj , wq. In fact, assume that it contains
the point pv1, wq. Then (14) and the fact that v1 is an extremal point of Q imply
that w belongs to K1, as all the λj ’s with j ą 1 must vanish in (14). Since any
given w in R3 belongs to at most three of the Kj ’s, the claim is proven. Being a
closed set that is contained in Qˆ w and does not contain pvj , wq for at least one
j, the section T X pR2 ˆ wq has area strictly smaller than 1. Since the area of the
intersection of a convex body with R2 ˆw is an upper semi-continuous function of
w, all the sections of T by planes parallel to R2ˆt0u have area less than A for some
A ă 1.
We choose as p1, p2, p3, p4 the points
p1 “ p1´ tqv1, p2 “ p1´ tqv2, p3 “ p1´ tqv3, p4 “ p1´ tqv4
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for t ą 0 so small that the area of the square with the vertices p1, p2, p3, p4 is larger
than A (while smaller than 1). Then
tp1, p2, p3, p4u P F pT q
because any translation of these points will enclose a square that is too big to be con-
tained in a section of T parallel to R2ˆt0u. However, any triplet from tp1, p2, p3, p4u
is not in F pT q: Consider without loss of generality the triplet tp1, p2, p3u. By (b),
there is a point w in the interior of K1 X K2 X K3. Then the section R2 ˆ twu
contains a translated copy of the triangle with vertices v1, v2, v3 and tp1, p2, p3u
can be translated into the interior of such triangle, and hence into the interior of
T . This proofs the claim.
The next two statements, i.e. Lemma 2.9 and Proposition 2.10, give insights on
how to translate sets of finitely many points on the boundary of convex polytopes.
Lemma 2.9 is the general version while Proposition 2.10 considers the bouncing
points of closed billiard trajectories. The latter is the main ingredient for the proof
of Theorem 1.3.
Lemma 2.9. Let P Ă Rn be a convex polytope. Every set of m ď n´ 1 points on
BP can be translated to a position where all the points still are on its original facets
but at least one of them is a non-smooth boundary point of P .
Proof. To illustrate the argument we start with the case n “ 3. The facets of P
are two-dimensional and we assume to have two points p1, p2 in the interiors of two
of the facets. There are two cases: either the P -supporting hyperplanes associated
to the two facets have no intersection or their intersection is a one-dimensional
straight line. The first case is trivial since we can choose any direction (parallel
to the facets) for translating tp1, p2u without p1, p2 leaving the facets until at least
one of these points is a non-smooth boundary point of P . For the second case
there is one uniquely determined direction (up to orientation) given by the already
mentioned one-dimensional straight line along which translating tp1, p2u is possible
without p1, p2 leaving the facets until at least one of these points is a non-smooth
boundary point of P .
We generalize this argument to higher dimensions: Let p1, ..., pm, m ď n ´
1, be interior points of facets F1, ..., Fm of P . Let H1, ...,Hm be the supporting
hyperplanes of F1, ..., Fm and suppose c1, ..., cm P Rn are chosen such that H1 `
c1, ...,Hm ` cm are pn´ 1q-dimensional linear subspaces of Rn. We conclude
dim
mč
j“1
pHj ` cjq “ n´ 1´ pm´ 1q “ n´m ě 1 ą 0.
Now tp1, ..., pmu can be translated in directions given by vectors in
mč
j“1
pHj ` cjq
while p1, ..., pm are not leaving F1, ..., Fm until at least one of these points is a
non-smooth boundary point of P . 
Proposition 2.10. Let P Ă Rn be a convex polytope. Every regular closed billiard
trajectory in P with m ď n bouncing points can be translated into a closed non-
regular, i.e. not regular billiard trajectory.
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Proof. Let p “ pp1, ..., pmq be a regular closed billiard trajectory in P with m ď n
and let V Ă Rn be an affine subspace such that P XV is the smallest affine section
of P containing p.
If m ď n´1 then we apply Lemma 2.9 on the set of bouncing points tp1, ..., pmu.
Let p` c, c P Rn, be the translated set in the sense of Lemma 2.9, i.e. at least one
of the points p1 ` c, ..., pm ` c is a non-smooth boundary point of P . (We argue
below that p` c is a closed billiard trajectory in P .)
Let m “ n and p1, ..., pm be interior points of facets F1, ..., Fm of P . Let
H1, ...,Hm be the supporting hyperplanes of F1, ..., Fm. Applying Proposition 2.6
we can choose c1, ..., cm P V0 (for instance as positive/negative multiples of the unit
vectors normal to H1, ...,Hm), where V0 is the linear subspace of Rn that underlies
the affine subspace V , such that H1` c1, ...,Hm` cm are pn´1q-dimensional linear
subspaces of Rn. Based on the fact that pp1, ..., pmq is a closed billiard trajectory
in P we claim that
(15) dim
mč
j“1
pHj ` cjq ą 0.
Then, analogously to the proof of Lemma 2.9, tp1, ..., pmu can be translated in
directions given by vectors in
(16)
mč
j“1
pHj ` cjq
while p1, ..., pm are not leaving F1, ..., Fm until at least one of these points is a non-
smooth boundary point of P . Let p` c with c P Rn in (16) be this translate. (We
argue below that p` c is a closed billiard trajectory in P .)
We justify (15): Since m “ n the affine section P XV of P has dimension less or
equal than n´1. Since p is a closed billiard trajectory in P it follows by Proposition
2.7 that we can write
Hj “ pHj X V q ‘W and pHj X V q KW
for all j P t1, ...,mu, where we denote byW the pn´dimV q-dimensional orthogonal
complement to V . Using that c1, ..., cm where chosen to be vectors in V0 we can
write
Hj ` cj “ pHj X V q ‘W ` cj “ ppHj X V q ` cjq ‘W r“ ppHj ` cjq X V q ‘W s
for all j P t1, ...,mu and therefore
dim
mč
j“1
pHj ` cjq “ dim
mč
j“1
ppHj X V q ‘W ` cjq “ dim
mč
j“1
pppHj X V q ` cjq ‘W q
“ dim
mč
j“1
ppHj X V q ` cjq ` dim pW q ě dim pW q “ n´ dimV ě 1.
By using Proposition 2.4 we argue that p`c (for m ď n´1 as well as for m “ n)
is a closed billiard trajectory in P : Since p is a closed billiard trajectory in P there
are unit vectors n1, ..., nm P Sn´1 such that#
pj`1 ´ pj “ λjnj , λj ą 0
nj`1 ´ nj P ´NP ppj`1q
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is fulfilled for all j P t1, ...,mu, where NP pp1q, ..., NP ppmq are one-dimensional since
p1, ..., pm are smooth boundary points of P . Then with
NP ppjq Ď NP ppj ` cq
for all j P t1, ...,mu it follows that p1 ` c, ..., pm ` c fulfil#
ppj`1 ` cq ´ ppj ` cq “ pj`1 ´ pj “ λjnj
nj`1 ´ nj P ´NP ppj`1q Ď ´NP ppj`1 ` cq
for all j P t1, ...,mu. Therefore Proposition 2.4 implies that p` c is a closed billiard
trajectory in P . 
A consequence of Proposition 2.10 is: If there is a length minimizing closed
billiard trajectory in a convex polytope P with less than n ` 1 bouncing points
then there always is a non-regular length minimizing closed billiard trajectory.
We briefly note that the opposite is not the case: There are convex polytopes in
Rn with closed inscribed non-regular billiard trajectories with ď n bouncing points
that cannot be translated into a regular one (cf. for instance the length minimizing
closed billiard trajectory in Example F discussed in Section 5).
3. Proof of Theorem 1.2
In order to prove Theorem 1.2 it will be useful to formulate the following Lemma:
Lemma 3.1. Let H`1 , ...,H
`
k be half-spaces of R
dě2 such that
H`1 X ...XH`k
is bounded in Rd. Let n1, ..., nk be the outer (with respect to H`1 , ...,H
`
k ) unit
vectors normal to H1, ...,Hk. The following holds for every j P t1, ..., ku: There is
an εj ą 0 such that
Hpert,`j X
˜
kč
i“1,i‰j
H`i
¸
is bounded in Rd for all Hperpj :“ BpHpert,`j q whose outer unit normal vector is an
element of Sd´1 X Bεj pnjq, where by Bεj pnjq we denote the d-dimensional ball of
radius εj fixed in nj.
Proof. The statement is equivalent to the following one: Let n1, ..., nk P Sd´1 be
unit vectors with 0 in the interior of the convex hull convtn1, ..., nku. Then for
every j P t1, ..., ku there is an εj ą 0 such that 0 is in the interior of
convtn1, ..., nj´1, npertj , nj`1, ..., nku
for every
npertj P Sd´1 XBεj pnjq.
But this is clear since for every j P t1, ..., ku the fact
"0 is in the interior of convtn1, ..., nku"
is invariant under small perturbations of nj . 
We come to the proof of Theorem 1.2:
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Proof of Theorem 1.2. Let p “ pp1, ..., pmq be a length minimizing closed billiard
trajectory in T and V Ă Rn an affine subspace such that T X V is the smallest
affine section containing p, i.e. dimV ď mintn,m´ 1u.
Then by Proposition 2.8 there is a selection ti1, ..., idimV`1u Ď t1, ...,mu with
tpi1 , ..., pidimV`1u P F pT q.
Without loss of generality we can assume i1 ă ... ă idimV`1 and define the closed
polygonal line rp :“ ppi1 , ..., pidimV`1q.
For m ą dimV ` 1 it follows `prpq ă `ppq. But with Theorem 2.2 this is a contra-
diction to the minimality of p. Therefore it follows dimV “ m´ 1.
Let us denote by H`1 , ...,Hm` the closed half-spaces defined by BH`j “ Hj and
T Ď H`j for all j P t1, ...,mu, where by H1, ...,Hm we denote the T -supporting
hyperplanes through p1, ..., pm which are related to the billiard reflection rule in
these points. By Proposition 2.7 we conclude that
(17) Hj “ pHj X V q ‘W and H`j “ pH`j X V q ‘W, j P t1, ...,mu,
where W is the orthogonal complement to V , and
mč
j“1
pH`j X V q bounded in V
˜
mč
j“1
H`j nearly bounded in R
n
¸
.
Let n1, ..., nm be the outer unit vectors normal to H1, ...,Hm. Then it follows
by (17) that
nj P NT ppjq X V0
and therefore
dim pNT ppjq X V0q ě 1
for all j P t1, ...,mu.
Let us assume there is an i P t1, ...,mu such that
dim pNT ppiq X V0q ą 1.
Noting
NT ppiq X V0 Ď NTXV ppiq
it follows
dim pNT ppiq XNTXV ppiqq ą 1,
and because of Lemma 3.1 (for d “ n and k “ m) we can find a unit vector
(18) nperti P NT ppiq XNTXV ppiq
with nperti ‰ ni such that
(19) Hpert,`i,V X
˜
mč
j“1,j‰i
pH`j X V q
¸
remains bounded in V where we denote by Hpert,`i,V the closed half-space of V that
contains TXV and which is bounded byHperti,V which is the hyperplane in V through
pi that is normal to n
pert
i . Since by Proposition 2.5 the billiard reflection rule in pi
(as bouncing point of the closed billiard trajectory p in T X V , cf. Proposition 2.3)
is no longer fulfilled with respect to the perturbed hyperplane Hperti,V , the bouncing
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point pi can be moved along H
pert
i,V , say to pi˚ , in order to reduce the length of the
polygonal line segment ppi´1, pi, pi`1q. We define the closed polygonal linerp :“ pp1, ..., pi1 , pi˚ , pi`1, ..., pmq,
for which with the boundedness of (19) in V we conclude rp P F pT X V q by Lemma
2.1(ii). Now we argue that rp P F pT q: With the boundedness of (19) in V it follows
with
(20) Hperti :“ Hperti,V ‘W, Hpert,`i :“ Hpert,`i,V ‘W
and (17) the nearly boundedness of
(21) Hpert,`i X
˜
mč
j“1,j‰i
H`j
¸
in Rn.
Indeed, when the intersection in (19) is bounded in V then there is a hyperplane
H in V such that the intersection lies between H and H ` d for an appropriate
d P V0. Then it follows with (17) and (20) that
Hpert,`i X
˜
mč
j“1,j‰i
H`j
¸
“ pHpert,`i,V ‘W q X
˜
mč
j“1,j‰i
ppH`j X V q ‘W q
¸
“
˜
Hpert,`i,V X
˜
mč
j“1,j‰i
pH`j X V q
¸¸
‘W
lies between the hyperplanes H ‘W and pH ` dq ‘W .
Since Hperti is a T -supporting hyperplane through pi (what follows from the fact
that by (18) its outer unit normal vector nperti is an element of NT ppiq) we conclude
that T is a subset of the intersection in (21). Then it follows from the nearly
boundedness (in Rn) of the intersection in (21) together with Lemma 2.1(ii) thatrp P F pT q. By referring to Theorem 2.2 from `prpq ă `ppq we derive a contradiction
to the minimality of p.
Therefore:
dim pNT ppiq X V0q “ 1.

4. Proof of Theorem 1.3
Before we prove Theorem 1.3 we need the following Lemma whose proof was
brought to the authors’ attention by A. Balitskiy:
Lemma 4.1. Let P Ă Rn be an acute convex polytope. Then for every non-smooth
boundary point p of P and for every ray ρ Ă NP ppq there is a section NP ppqX τ by
a two-dimensional plane τ Ą ρ that contains an angle greater than pi{2.
Proof. Let p be a non-smooth boundary point of P . Then p lies in the relative
interior of a k-face Fk, 0 ď k ď n´ 2. For a ray ρ Ă NP ppq we would like to find a
two-dimensional plane τ Ą ρ such that NP ppq X τ is an obtuse angle. Equivalently,
we need to place P in an acute dihedral angle H`1 XH`2 (bounded by hyperplanes
H1 and H2) such that p P H1 X H2 and pH1 X H2q K ρ. Take H1 to be the
spanning hyperplane of any facet F containing Fk. Let ` be the one-dimensional
subspace normal to F (and H1). Consider the cylinder F ` `. The acuteness of
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dihedral angles of P implies that the cylinder contains P . Let H2 be a supporting
hyperplane for the cylinder at p such that pH1 X H2q K ρ. Since BpF ` `q X P is
the relative boundary of F one can tilt H2 slightly with respect to H1 XH2 such
that the dihedral angle containing P becomes acute. 
Proof of Theorem 1.3. The proof uses Theorem 1.2, Proposition 2.10 and Lemma
4.1 combined with the proof of Theorem 3.3 in [1] which is based on the fact that
for any closed non-regular billiard trajectory p “ pp1, ..., pmq in P there is a closed
polygonal line rp “ prp1, ..., rpm`1q P F pP q with `prpq ă `ppq.
pi´1 pi`1
pi˚`1
pi˚´1
p1i`1
p1i´1
pi
NP ppiq
nP ppiq
Figure 4. The billiard trajectory segment ppi´1, pi, pi`1q is re-
placed by the polygonal line segment ppi´1, pi˚´1, pi˚`1, pi`1q.
We briefly rephrase the argument on which is based the proof of Theorem 3.3.
in [1]: Let p “ pp1, ..., pmq be any non-regular closed billiard trajectory in P . Then
there is a non-smooth boundary point pi of P . The acuteness of P guarantees with
Lemma 4.1 the existence of a two-dimensional plane τ containing the ray emanating
from pi with direction nP ppiq P NP ppiq opposite to the bisector of the polygonal
segment ppi´1, pi, pi`1q which cuts from pi`NP ppiq an angle greater than pi{2. We
denote the vectors of the sides of the angle τ X ppi ` NP ppiqq by nli, nri . Without
loss of generality we may assume that for n “ 2 pi´1 and nli lie on one side with
respect to nP ppiq and pi`1 and nri lie on the other side. We denote by H li , Hri
the P -supporting hyperplanes through pi normal to nli, nri . We reflect pi´1, pi`1
at H li , Hri respectively and obtain points p1i´1, p1i`1. We note that the angle of the
polygonal segment pp1i´1, pi, p1i`1q is less than pi since p1i´1, p1i`1 lie in the open half-
space bounded by the P -supporting hyperplane Hi through pi which is normal to
nP ppiq. Let pi˚´1, pi˚`1 be the points of intersection of the line segment pp1i´1, p1i`1q
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with H li and Hri . Then it follows by triangle inequality that
||pi´1 ´ pi˚´1|| ` ||pi˚´1 ´ pi˚`1|| ` ||pi˚`1 ´ pi`1||
“||p1i´1 ´ pi˚´1|| ` ||pi˚´1 ´ pi˚`1|| ` ||pi˚`1 ´ p1i`1||
ă||p1i´1 ´ pi|| ` ||pi ´ p1i`1|| “ ||pi´1 ´ pi|| ` ||pi ´ pi`1||.
Thus, if we replace the billiard trajectory segment ppi´1, pi, pi`1q by the polygonal
line segment ppi´1, pi˚´1, pi˚`1, pi`1q then we have `prpq ă `ppq. Since nP ppiq is a
positive combination of nli and nri the normals at the vertices of rp still surround the
origin (cf. Lemma 2.1(ii)). This guarantees rp P F pT q.
Let us assume there is a length minimizing closed billiard trajectory p “ pp1, ..., pmq
in P with m ď n. Then with Proposition 2.10 p can be translated within P to a
non-regular closed billiard trajectory p ` c, c P Rn. Then, as shown above, there
exists a closed polygonal line rp “ prp1, ..., rpm`1q P F pP q with `prpq ă `pp` cq “ `ppq.
But because of the minimality of p this is a contradiction to Theorem 2.2. Together
with Theorem 1.2 this implies the stated regularity result. 
Theorem 1.3 and geometrical considerations make us formulate the following
conjecture:
Conjecture. Every acute convex polytope in Rn is a simplex.
The conjecture is true for n “ 2. Indeed, the formula for the sum of the interior
angles of any convex polygon P with k ě 3 edges is pk ´ 2qpi. We conclude
min
P convex polygon with k vertices
max
α interior angle of P
α “ pk ´ 2qpi
k
“
ˆ
2´ 4
k
˙
pi
2
#
ă pi2 , k “ 3,
ą pi2 , k ą 3.
(22)
Therefore every acute convex polygon must have three edges, i.e. a simplex.
It remains an open problem whether this approach can be generalized to higher
dimensions (below we will prove the conjecture for n “ 3 using a different argu-
ment).
Conversely, a sufficient condition for a counterexample, i.e. an acute convex
polytope which is not a simplex, is that the sum of all dihedral angles is greater
than
`
n
2
˘
pi. For that we recall that Gaddum proved in [6] that the sum of the
`
n`1
2
˘
dihedral angles of a simplex in Rn lies between dn2´14 epi and
`
n
2
˘
pi and the sum can
take any value in this range.
Another sufficient condition for a counterexample is that the sum of all dihedral
angles is greater or equal than kpi2 , where k is the number of dihedral angles. Other-
wise, if there is an acute simplex with dihedral angle sum greater or equal than kpi2 ,
then, using the argument in (22) generalized to higher dimensions, there is at least
one angle greater or equal pi2 . This is a contradiction to the acuteness. Since k has
to be greater or equal than
`
n`1
2
˘
(simplices are minimizing the number of dihedral
angles over all convex polytopes) we get that a sufficient condition for a counterex-
ample is that the sum of the dihedral angles is greater than
`
n`1
2
˘
pi
2 “ pi4 pn ` 1qn
which for n ě 4 is even smaller than `n2˘pi “ pi2npn´ 1q (and equal for n “ 3). This
implies an improvement of Gaddum’s result for the special case of dihedral acute
angled simplices:
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Proposition 4.2. Let ∆n Ă Rn be an acute simplex, i.e. dihedral acute angled sim-
plex. Then the sum of the
`
n`1
2
˘
dihedral angles lies between dn2´14 epi and
`
n`1
2
˘
pi
2 .
Let us briefly argue that the conjecture is also true for n “ 3: Let P be any
acute convex polytope in R3. Let F1 be a facet of P and G1, ..., Gk the facets of
F1 (without loss of generality we have Gj X Gj`1 ‰ H for all j P t1, ..., ku, where
we write Gk`1 “ G1). Assume F1 is not a simplex, then k ě 4. Without loss of
generality we assume F1XF2 “ G1, ..., F1XFk`1 “ Gk, where F2, ..., Fk`1 are other
(pairwise distinct) facets of P . All dihedral angles between F1 and F2, ..., Fk`1 are
acute. If one of the angles enclosed by Gj and Gj`1 is not acute, then also the
dihedral angle between Fj`1 and Fj`2 - which is greater or equal than the angle
between Gj and Gj`1 - are not acute (we write Fk`2 “ F2). This would be
contradiction to the fact that P is acute. Therefore, F1 is a simplex, i.e. k “ 3.
Now we argue that F1, F2, F3, F4 are the only facets of P : Let us assume there
is another facet F5. Then, necessarily F5 has non-empty intersection with F2, F3
and F4 and since the dihedral angles between F1 and F2, F3, F4 are all acute it
follows that the orthogonal projection of F5 onto the hyperplane supporting F1 is
contained in F˚1. This implies that at least one of the dihedral angles between F5
and F2, F3, F4 is not acute. Again, this would be a contradiction to the fact that P
is acute. This implies that F1, F2, F3 and F4 are the only facets of P and therefore
P is a simplex.
Regardless of the fact that (for general dimension) some technical details need
to be clarified, this proof-method also seems promising for proving the conjecture
for general dimension.
5. Examples
We begin by noting that in Proposition 2.3 in general the length minimality of
a closed billiard trajectory is not invariant under going to affine sections of the
billiard table containing this trajectory.
More precisely, let T Ă Rn be a billiard table and p “ pp1, ..., pmq a length
minimizing closed billiard trajectory in T . If V Ă Rn is an affine subspace such
that T X V is an affine section of T containing p, then p may not be a length
minimizing closed billiard trajectory in T X V .
In the following we denote the pxi, xjq-plane of R3 by Xi,j (for i, j P t1, 2, 3u, i ‰
j).
Example A: Let T Ă R3 be the convex hull of the points`´ 12 , 0, 0˘ , ` 12 , 0, 0˘ , p0, 0, 1q, `´ 12 ,´ 12 , 0˘ , ` 12 ,´ 12 , 0˘ , `0,´ 12 , 1˘ .
One checks that p “ pp1, p2q with
p1 “
`
0, 0, 34
˘
and p2 “
`
0,´ 12 , 34
˘
is a length minimizing closed billiard trajectory in T with `ppq “ 1. We define
T X V to be the affine section of T where
V :“ X1,2 `
`
0, 0, 34
˘
.
One checks that rp “ prp1, rp2q withrp1 “ `´ 18 ,´ 14 , 34˘ and rp2 “ ` 18 ,´ 14 , 34˘
is a length minimizing closed billiard trajectory in T X V with `prpq “ 12 ă `ppq.
Therefore p is not a length minimizing closed billiard trajectory in T X V . 
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p1
rp2
p2
rp1
T X V
(a) Example A.
pi1,2pp1q
pi1,2pp2q
pi1,2prp2q
pi1,2pT X V q
(b) Example B. The picture illustrates pi1,2pT q.
Figure 5. The length minimality of a closed billiard trajectory
is not invariant under going to affine sections of the billiard table
containing this trajectory.
In the above described situation p may not even locally minimize the length of
closed polygonal lines in F pT X V q.
Example B : Let T Ă R3 be the convex hull of the points
p0, 0, 0q, p4, 0, 0q, p0,´4, 0q , ` 165 ,´ 125 , 0˘ , p0, 0, 8q , p0,´4, 8q.
One checks that p “ pp1, p2q with
p1 “ p0, 0, 4q and p2 “
`
8
5 ,´ 165 , 4
˘
is a length minimizing closed billiard trajectory in T with `ppq “ 16
5
?
5
. If we define
V :“ X1,2 ` p0, 0, 4q
then T X V is an affine section of T containing p and is given by the vertices
p0, 0, 4q, p2, 0, 4q, ` 85 ,´ 165 , 4˘ , p0,´4, 4q.
By slightly moving p2 clockwise along BpT X V q (we denote this slightly perturbed
p2 by rp2) the closed polygonal line rp “ pp1, rp2q is in F pTXV q but not in F pT q (since
pi1,2prp2q is in the interior of pi1,2pT q). Additionally one has `prpq ă `ppq. Therefore
p does not locally minimize the length of closed polygonal lines in F pT X V q. 
The same can be shown for the smallest affine sections containing length minimiz-
ing closed billiard trajectories: Let T Ă Rn be a billiard table and p “ pp1, ..., pmq a
length minimizing closed billiard trajectory in T . Let T X V be the smallest affine
section of T containing p. Then p may not be a length minimizing closed billiard
trajectory in T X V .
Example C : Let T Ă R3 be the convex hull of the points
p0, 0, 0q, p1, 0, 0q,
´
1
2 , 0,
?
3
2
¯
, p0,´2, 0q, p1,´2, 0q.
20 STEFAN KRUPP AND DANIEL RUDOLF
p1
p2 p3rp2spδ2
T X V
Figure 6. Examples C and D.
One checks that p “ pp1, p2, p3q with
p1 “
`
1
2 ,´1, 0
˘
, p2 “
´
1
4 ,´1,
?
3
4
¯
, p3 “
´
3
4 ,´1,
?
3
4
¯
is a length minimizing closed billiard trajectory in T (it is the Fagnano triangle of
the affine section T XX1,3 translated by p0,´1, 0q). If we define
V :“ X1,3 ` p0,´1, 0q
then T X V is the smallest affine section of T containing p. One checks that rp “
pp1, rp2q with rp2 “ ´ 12 ,´1, ?34 ¯
is a length minimizing closed billiard trajectory in T X V (with rp R F pT q) but
`prpq ă `ppq. Therefore p is not a length minimizing closed billiard trajectory in
T X V . 
Again, in the situation described in Example C p may not even locally minimize
the length of closed polygonal lines in F pT X V q.
Example D : We consider T , V and p “ pp1, p2, p3q from Example C. We slightly
move p2 clockwise along BpT X V q. We denote this slightly perturbed p2 by spδ2 “
p 14`δ,´1,
?
3
4 q, δ ą 0 small. The closed polygonal line spδ “ psp1, spδ2, sp3q with sp1 “ p1
and sp3 “ p3 fulfils spδ P F pT X V q, spδ R F pT q, `pspδq ă `ppq (for small δ ą 0) and spδ
converges with respect to the Hausdorff distance to p for δ Ñ 0. 
We conclude this Section by illustrating in which sense the statement of Theorem
1.2 is sharp: We recall from the introduction for what we want to give examples:
(iii) A length minimizing closed billiard trajectory in T Ă Rn may not be regular
within the smallest section of T containing the billiard trajectory. This can
even appear for the unique length minimizing closed billiard trajectory.
(iv) A length minimizing closed billiard trajectory in T Ă Rn can have bouncing
points in vertices as well as in the interior of more than 0-dimensional faces
of T .
For the first statement within (iii) we consider Example E, for the second Example
F. Examples E and F are also suitable in order to prove the statements in (iv):
for the first we refer to Example E (p23 as bouncing point of the length minimizing
closed billiard trajectory p2 is a vertex of Tε), for the second to Example F (p3 as
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bouncing point of the unique length minimizing closed billiard trajectory p is an
interior point of an one-dimensional face of T Ă R3).
We remark that Examples E and F both are convex polytopes. Nevertheless,
this examples proving the statements in (iii) and (iv) are not restricted to convex
polytopes. One can check that both Example E as well as Example F can be made
strictly convex without losing the characteristics utilized within the proofs of (iii)
and (iv).
Example E : Let Tε Ă R3, ε ą 0 small, be the convex polytope given by the
vertices
p0, 0, 0q,
´
´ 12 , 0,
?
3
2
¯
,
´
1
2 , 0,
?
3
2
¯
, p0,´2, 0q,
´
0,´2,
?
3
2
¯
,´
´ 12 ` ε?3 ,´2,
?
3
2 ´ ε,
¯
,
´
1
2 ´ ε?3 ,´2,
?
3
2 ´ ε,
¯
.
H3 X V 2p23
p22
Tε X V 2
p21
εε
Figure 7. Example E.
We claim that for sufficiently small ε ą 0 the length minimizing closed billiard
trajectories in Tε are given by pa “ ppa1 , pa2 , pa3q with
pa1 “
´
´ 14 ,´a,
?
3
4
¯
, pa2 “
´
1
4 ,´a,
?
3
4
¯
, pa3 “
´
0,´a,
?
3
2
¯
and a P r0, 2s. Moreover, we claim that p2 is not regular within the smallest affine
section of Tε containing p2.
Indeed, for all a P r0, 2s pa is contained in the affine section TεXV a of Tε, where
V a :“ X1,3 ` p0,´a, 0q,
and is subset of the equilateral triangle ∆a1 given by the vertices
p0,´a, 0q,
´
´ 12 ,´a,
?
3
2
¯
,
´
1
2 ,´a,
?
3
2
¯
.
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For all a P r0, 2s holds the following: It is `ppaq “ 32 and pa is coinciding with
the Fagnano triangle of ∆a1 which is the unique length minimizing closed billiard
trajectory in ∆a1 . Note that the Fagnano triangle is the only regular closed bil-
liard trajectory in ∆a1 . The next longer closed billiard trajectories in ∆a1 have two
bouncing points and length
?
3. By construction pa is a closed billiard trajectory
in Tε as well as in Tε X V a: The hyperplanes in R3, respectively in V a, related
to the billiard reflection rule are the one which are normal to the bisectors of the
polygonal line segments ppa1 , pa2 , pa3q, ppa2 , pa3 , pa1q and ppa3 , pa1 , pa2q. We claim that pa
uniquely minimizes the length over all closed billiard trajectories in Tε which are
contained in TεXV a. For a “ 0 this follows from the aforementioned. This follows
from the fact that all bouncing points of closed billiard trajectories in Tε which are
contained in TεXV a necessarily have to be on B∆a1 . This is due to Proposition 2.6
and the tilt of the hyperplanes supporting the facets of Tε which are determined by
the points ´
1
2 , 0,
?
3
2
¯
,
´
1
2 ´ ε?3 ,´2,
?
3
2 ´ ε
¯
,
´
0,´2,
?
3
2
¯
and ´
´ 12 , 0,
?
3
2
¯
,
´
´ 12 ` ε?3 ,´2,
?
3
2 ´ ε
¯
,
´
0,´2,
?
3
2
¯
and from now on called F1 and F2.
We show that all other closed billiard trajectories in Tε have a length greater
than 32 : Whenever we consider a closed billiard trajectory in Tε with one bouncing
point on the front-facet Tε X V 0 and with another one on the back-facet Tε X V 2
of Tε, then it has a length greater or equal 4. Every other closed billiard trajectory
in Tε has two bouncing points, one on F˚1 or F˚2 and the other on the front facet.
This follows from the fact that whenever we have a closed billiard trajectory with
bouncing point on F˚1 (F˚2), then at least one of the previous and following bouncing
points is on the front- and back-facet (or the other way round), respectively. In the
case of a closed billiard trajectory p1 with one bouncing point on F˚1 or on F˚2 and
the other on the front-facet, we have
`pp1q “ min
xPG1,yPF˚1
|x´ y| ą 3
2
“ `ppq pε ą 0 smallq
or
`pp1q “ min
xPG2,yPF˚2
|x´ y| ą 3
2
“ `ppq pε ą 0 smallq
respectively, where we denote by G1 the line segment from p0, 0, 0q to p´ 12 , 0,
?
3
2 q
and by G2 the line segment from p0, 0, 0q to p 12 , 0,
?
3
2 q.
pa is regular in Tε X V a for all a P r0, 2q. This is due to the fact that Tε X V a
is the smallest affine section of Tε containing pa and the normal cones NTεXV appaj q
are one-dimensional for all j P t1, 2, 3u and all a P r0, 2q. In contrast to that, p2 is
not regular in Tε X V 2: The normal cone NTεXV 2pp23q is two-dimensional, i.e. p23 is
a non-smooth boundary point of Tε X V 2.
We clearly see why the argument used in the proof of Theorem 1.2 does not work:
The Tε-supporting hyperplane H3 through p23 for which the billiard reflection rule
is fulfilled is
H3 :“ X1,2 `
´
0, 0,
?
3
2
¯
.
There is no way of perturbing H3 to H
pert
3 as required within the proof of The-
orem 1.2 except for Hpert3 having non-empty intersection with the interior of Tε.
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Therefore (as already was the consequence of the above reasoning) it is not possi-
ble to construct a closed polygonal line rp2 P F pTε X V 2q with `prp2q ă `pp2q while
guaranteeing rp2 P F pTεq.
Example F : Let Tε Ă R3, ε ą 0 small, be the convex polytope given by the
vertices
p0, 0, 0q,
´
´ 12 ` ε?3 , 0,
?
3
2 ´ ε
¯
,
´
´ 12 ` ε?3 , 0,
?
3
2
¯
,
´
1
2 ´ ε?3 , 0,
?
3
2 ´ ε
¯
,
p0,´2, 0q,
´
´ 12 ` ε?3 ,´2,
?
3
2 ´ ε
¯
,
´
1
2 ´ ε?3 ,´2,
?
3
2 ´ ε
¯
,
´
1
2 ´ ε?3 ,´2,
?
3
2
¯
.
Tε X V
p3
?
3
2?
3
2 ´ ε2?
3
2 ´ ε
Figure 8. Example F.
We claim that for sufficiently small ε ą 0 the unique length minimizing closed
billiard trajectory in Tε is given by p “ pp1, p2, p3q with
p1 “
´
´ 14 ,´1,
?
3
4
¯
, p2 “
´
1
4 ,´1,
?
3
4
¯
, p3 “
´
0,´1,
?
3
2
¯
.
Moreover, we claim that p3 is not regular within the smallest affine section of Tε
containing p.
Indeed, p is contained in the affine section Tε X V with
V :“ X1,3 ` p0,´1, 0q.
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Tε X V is given by the vertices
p0,´1, 0q,
´
´ 12 ` ε?3 ,´1,
?
3
2 ´ ε
¯
,
´
´ 12 ` ε?3 ,´1,
?
3
2 ´ ε2
¯
,´
0,´1,
?
3
2
¯
,
´
1
2 ´ ε?3 ,´1,
?
3
2 ´ ε
¯
,
´
1
2 ´ ε?3 ,´1,
?
3
2 ´ ε2
¯
and is subset of the equilateral triangle ∆1 given by the vertices
p0,´1, 0q,
´
´ 12 ,´1,
?
3
2
¯
,
´
1
2 ,´1,
?
3
2
¯
.
p is coinciding with the Fagnano triangle of ∆1 which is the unique length minimiz-
ing closed billiard trajectory in ∆1 (with length 32 ). By construction p is a closed
billiard trajectory in Tε as well as in TεXV : The hyperplanes in R3, respectively in
V , related to the billiard reflection rule are the one which are normal to the bisectors
of the polygonal line segments pp1, p2, p3q, pp2, p3, p1q and pp3, p1, p2q. Similar to
within Example E we conclude for sufficiently small ε ą 0 that p uniquely minimize
the length over all closed billiard trajectory in Tε which are contained in Tε X V .
We show that all other closed billiard trajectories in Tε have a length greater 32 :
Let F1 be the facet of Tε given by the vertices´
´ 12 ` ε?3 , 0,
?
3
2
¯
,
´
1
2 ´ ε?3 , 0,
?
3
2 ´ ε
¯
,
´
1
2 ´ ε?3 ,´2,
?
3
2
¯
,
and F2 the facet of Tε given by the vertices´
´ 12 ` ε?3 , 0,
?
3
2
¯
,
´
1
2 ´ ε?3 ,´2,
?
3
2
¯
,
´
´ 12 ` ε?3 ,´2,
?
3
2 ´ ε
¯
.
Then we begin to argue: Again, as in Example E, we first notice that whenever we
consider a closed billiard trajectory in Tε with one bouncing point on the front-facet
TεXX1,3 and another one on the back-facet TεXpX1,3`p0,´2, 0qq of Tε, then it has
a length greater or equal than 4. Every other closed billiard trajectory in Tε either
has two bouncing points, one on F˚1 or F˚2 and the other on the back- or front-facet,
respectively, or it has one bouncing point on F˚1 and another on F˚2 while it has
non-empty intersection either with the front- or with the back-facet. This follows
from the fact that whenever we have a closed billiard trajectory with bouncing
point on F˚1 (F˚2) and no other on F˚2 (F˚1), then at least one of the previous and
following bouncing points is on the front- and back-facet (or the other way round),
respectively. In the case of a closed billiard trajectory p1 with two bouncing points,
one on F˚1 or on F˚2 and the other on the back- or the front-facet, respectively, we
have
`pp1q “ min
xPG1,yPF˚1
|x´ y| ą 3
2
“ `ppq pε ą 0 smallq
or
`pp1q “ min
xPG2,yPF˚2
|x´ y| ą 3
2
“ `ppq pε ą 0 smallq
respectively, where we denote by G1 the line segment from p0,´2, 0q to p´ 12 `
ε?
3
,´2,
?
3
2 ´ εq and by G2 the line segment from p0, 0, 0q to p 12 ´ ε?3 , 0,
?
3
2 ´ εq.
In the case of a closed billiard trajectory p1 with one bouncing point on F˚1 and
another on F˚2 while it has non-empty intersection either with the front- or with
the back-facet, we have
`pp1q ě min
xPF˚1,yPF˚2,zPG
p|x´ z| ` |z ´ y|q ą 3
2
“ `ppq,
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where we denote by G the line segment from p0, 0, 0q to p0,´2, 0q.
p is not regular in Tε X V since the normal cone NTεXV pp3q is two-dimensional,
i.e. p3 is a non-smooth boundary point of Tε X V .
Again, we clearly see why the argument used in the proof of Theorem 1.2 does
not work. The Tε-supporting hyperplane through p3 for which the billiard reflection
rule is fulfilled is
H3 :“ X1,2 `
´
0, 0,
?
3
2
¯
.
The only way of perturbing H3 to H
pert
3 as required within the proof of Theorem
1.2 is by tilting it around the axis through the points´
´ 12 ` ε?3 , 0,
?
3
2
¯
and
´
1
2 ´ ε?3 ,´2,
?
3
2
¯
.
But in any case
H`1 XH`2 XHpert,`3
cannot be nearly bounded in R3 (when H1 and H2 denote the uniquely determined
Tε-supporting hyperplanes through p1 and p2). Therefore it is not possible to
construct a closed polygonal line rp P F pTε X V q with `prpq ď `ppq and rp ‰ p while
guaranteeing rp P F pTεq.
6. Constructing closed billiard trajectories
Throughout this section we let T Ă Rn be a full dimensional polytope which
plays the role of the billiard table. The observations in Section 2 motivate an
algorithm to find a length minimizing closed regular billiard trajectory in T . The
following is a sketch of this algorithm.
- For m P t2, . . . , n` 1u do:
- Choose m pairwise different facets F1, . . . , Fm of T . For every j P
t1, . . . ,mu we let uj “ nT ppj`1q for some point pj`1 in the relative
interior of Fj`1. Note that uj does not depend on the choice of pj`1.
- Find n1, . . . , nm P Sn´1 such that nj`1 ´ nj “ ´µjuj with µj ą 0
holds for every j P t1, . . . ,mu.
- Find pj P Fj for j P t1, . . . ,mu such that pj`1´pj “ λjnj with λj ą 0
holds for every j P t1, . . . ,mu.
- Calculate the length of the closed polygonal line and store it, if it is
smaller than any such closed polygonal line found so far.
- Output the stored closed polygonal line and its length.
Proposition 2.4 ensures that any closed polygonal line found by the algorithm is
indeed a closed billiard trajectory. More precisely, if p1, . . . , pm are the vertices of
the closed polygonal line, then (5) is fulfilled by construction. We will now examine
this algorithm in more detail.
We start by letting F1, . . . , Fm and u1, . . . , um be as described above. Let U be
the pnˆmq-matrix containing u1, . . . , um as columns. If there are pj P Fj smooth
boundary points of T and nj P Sn´1 for 1 ď j ď m such that (5) is fulfilled, then
there are µ1, . . . , µm ą 0 such that nj`1 ´ nj “ ´µjuj . Thus, because of
0 “
mÿ
j“1
pnj`1 ´ njq “ ´
mÿ
j“1
µjuj
we have that u1, . . . , um are not linearly independent. Hence, rkpUq ď m ´ 1. On
the other hand, if we assume that the closed regular billiard trajectory given by
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p1, . . . , pm is length minimizing, then by Theorem 1.2 any affine space containing
these m bouncing points has dimension at least m ´ 1. By Proposition 2.6 the
convex cone spanned by u1, . . . , um is an pm ´ 1q-dimensional linear space. In
particular, there are pm´1q linearly independent vectors in tu1, . . . , umu, so rkpUq ě
m´ 1. Together, we have that rkpUq “ m´ 1 is necessary if we search for a length
minimizing closed billiard trajectory. This way some choices of F1, . . . , Fm can be
discarded immediately. We note that rkpUq “ m´ 1 also implies that
´
mÿ
j“1
µjuj “ 0
has up to scaling a unique solution µ1, . . . , µm. Consequently, there is (up to scaling)
only one closed polygonal line that can be constructed by using negative multiples
of u1 . . . , um in order.
To find suitable n1, . . . , nm P Sn´1 we let γ “ pγ1, . . . , γmq be this closed polyg-
onal line, encoded by its m vertices. The task is now to scale (only using a pos-
itive scalar factor) and translate γ such that the vertices of γ lie on Sn´1. We
take n1, . . . , nm as these vertices. Note that in the remainder of the algorithm it
is required to form another closed polygonal line using only positive multiples of
n1, . . . , nm in order, i.e.:
Dλ1, . . . , λm ą 0:
mÿ
j“1
λjnj “ 0.(23)
If this property is true one says that n1, . . . , nm are a totally cyclic vector configura-
tion. Following [15] we can find an equivalent property by using Farkas’ lemma.
This property states that for every vector v P Rn one of the following conditions
hold:
(a) xnj , vy ă 0, for some j P t1, . . . ,mu,
(b) xnj , vy “ 0, for all j P t1, . . . ,mu.
Hence, if n1, . . . , nm are a totally cyclic vector configuration it follows that
@ v P Rn D j P t1, . . . ,mu : xv, njy ď 0.(24)
This property is less restrictive than (23) but is still sufficient for the upcoming
arguments.
While there might be multiple possibilities to scale and translate γ such that its
vertices lie on Sn´1, there is at most one possibility such that the vertices are a
totally cyclic vector configuration.
Proposition 6.1. Let γ “ pγ1, . . . , γmq P Rn ˆ . . .ˆ Rn,
Sγ “ tpµ, tq : µ P Rě0, t P Rn, ||µγj ` t|| “ 1, j P t1, . . . ,muu
and pµ˚, t˚q P Sγ . If n1, . . . , nm P Sn´1 satisfy (24), where nj “ µ˚γj ` t˚ for
every j, then µ˚ “ maxtµ : pµ, tq P Sγ for some t P Rnu.
Proof. We show that the existence of prµ,rt q P Sγ with rµ ą µ˚ yields a contradiction.
For j P t1, . . . ,mu we have
rµγj ` rt “ rµnj ´ t˚
µ˚
` rt “ µ1nj ` t1,
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where µ1 “ rµ{µ˚ ą 1 and t1 “ rt´ prµ{µ˚qt˚. Because of pµ˚, t˚q, prµ,rtq P Sγ we get
1 “ ||rµγj ` rt||2 “ ||µ1nj ` t1||2 “ µ12||nj ||2 ` 2µ1 @nj , t1D` ||t1||2
“ µ12 ` 2µ1 @nj , t1D` ||t1||2.
Since n1, . . . , nm satisfy (24), there is some i P t1, . . . ,mu such that x´t1, niy ď 0.
Note that this is obviously true if t1 “ 0. Therefore,
0 “ µ12 ` 2µ1 @ni, t1D` ||t1||2 ´ 1 ě µ12 ` ||t1||2 ´ 1 ą ||t1||2 ě 0,
which is a contradiction. 
We point out that the maximum in Proposition 6.1 is indeed a maximum because
the unit ball is compact and hence tµ : pµ, tq P Sγ for some t P Rnu is compact as
well. Proposition 6.1 implies that if the vertices of µ1γ ` t1 and µ2γ ` t2 with
pµ1, t1q, pµ2, t2q P Sγ are totally cyclic vector configurations (and hence satisfy
(24)) then they are scaled by the same factor, i.e. µ1 “ µ2. However, we also need
t1 “ t2 to make sure that there is only one suitable way to scale and translate γ.
The next Proposition shows that this is indeed the case.
Proposition 6.2. Let γ “ pγ1, . . . , γmq P Rn ˆ . . .ˆ Rn, Sγ as in Proposition 6.1
and pµ1, t1q, pµ2, t2q P Sγ . Further, let n1, . . . , nm, n11, . . . n1m P Sn´1 defined by
nj “ µ1γj ` t1 , n1j “ µ2γj ` t2
for every j P t1, . . . ,mu. If n1, . . . , nm satisfy (24), then pµ1, t1q “ pµ2, t2q.
Proof. From Proposition 6.1 we have µ1 “ µ2 and therefore for every j P t1, . . . ,mu:
n1j “ µ1γj ` t2 “ µ1nj ´ t1µ1 ` t2 “ nj ´ t1 ` t2.
Similar to the calculation in the proof of Proposition 6.1 we get
1 “ ||n1j || “ ||nj ´ t1 ` t2|| “ 1` 2 xnj , t2 ´ t1y ` ||t2 ´ t1||2.
Hence, the term xnj , t2 ´ t1y does not depend on j. Because of (24) one can find
i, j P t1, . . . ,mu such that
xni, t1 ´ t2y ď 0 and xnj , t1 ´ t2y ě 0.
Since these terms don’t depend on the index of n, we get xnj , t1 ´ t2y “ 0 for every
j P t1, . . . ,mu. Further, we get
1 “ 1` ||t2 ´ t1||2,
and so t2 “ t1. 
Assume we find some n1, . . . , nm P Sn´1 by scaling and translating the polygonal
line γ as described above. Remember that by construction of γ we have nj`1´nj “
´µjuj for some µj ą 0 for every j P t1, . . . ,mu. This implies:
1 “ ||nj`1||2 “ ||nj ´ µjuj ||2 “ ||nj || ´ 2µj xnj , ujy ` µ2j ||uj ||2
“ 1´ 2µj xnj , ujy ` µ2j
ùñ 0 “ µjpµj ´ 2 xnj , ujyq.
Because µj is positive, we have µj “ 2 xnj , ujy and
nj`1 “ nj ´ µjuj “ nj ´ 2 xnj , ujyuj
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for every j P t1, . . . ,mu. Therefore, if any of the vectors n1, . . . , nm is known, the
remaining ones can be calculated easily. In the following we choose to search for
n1. This search can be carried out by a second-order cone program (SOCP). An
SOCP is a convex optimization problem, where one is looking for an element of
the second-order cone Ln`1 “ tpx, tq P Rn ˆ R : ||x|| ď tu such that some linear
constraints are fulfilled and a linear objective function is optimized. An SOCP in
standard form looks like this:
maximize cTx` st
s.t. px, tq P Ln`1
aTi x` rit “ bi, for i P I,
where c, ai P Rn, s, ri, bi P R and I is some index set. It is well known that SOCPs
can be solved efficiently (see [3]).
Before we state the SOCP we need the following identity:
nj “ nj´1 ´ 2 xnj´1, uj´1yuj´1 “ pI ´ 2uj´1uTj´1qnj´1
“ pI ´ 2uj´1uTj´1qpI ´ 2uj´2uTj´2qnj´2 “ . . . “
˜
j´1ź
i“1
I ´ 2uiuTi
¸
n1,
where I is the n ˆ n identity matrix. This identity holds for 1 ď j ď m. Two
types of constraints are necessary for the SOCP. First we need to make sure that
n1 “ nm`1 with nm`1 :“ nm ´ 2 xnm, umyum is satisfied:
n1 “ nm ´ 2 xnm, umyum “ pI ´ 2umuTmqnm “
˜
mź
i“1
I ´ 2uiuTi
¸
n1.
Second, we require
0 ă µj “ 2 xnj , ujy “ 2uTj
˜
j´1ź
i“1
I ´ 2uiuTi
¸
n1
for every j P t1, . . . ,mu. Here we can replace the strict inequality by ď. The reason
for this is the observation made earlier, that the polygonal line γ is unique up to
scaling. So, if any solution of the SOCP yields µi “ 0 for some i, then every solution
yields µi “ 0 and no closed regular billiard trajectory p “ pp1, . . . , pmq with pj P Fj
for j P t1, . . . ,mu exists.
For the objective of the SOCP we note that
mÿ
j“1
µj “
mÿ
j“1
2 xnj , ujy “
mÿ
j“1
2uTj
˜
j´1ź
i“1
I ´ 2uiuTi
¸
n1.(25)
The vectors n1, . . . , nm are required to be vertices of µγ ` t for some pµ, tq P Sγ .
Proposition 6.1 states that the only possible way for n1, . . . , nm to be a totally
cyclic vector configuration is if µ is maximal. Hence we would like to choose n1
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such that (25) is as big as possible. Thus, we obtain the following SOCP:
maximize
mÿ
j“1
2uTj
˜
j´1ź
i“1
I ´ 2uiuTi
¸
x
s.t. x P Rn, ||x|| ď 1
2uTj
˜
j´1ź
i“1
I ´ 2uiuTi
¸
x ě 0, @ j P t1, . . . ,mu˜˜
mź
i“1
I ´ 2uiuTi
¸
´ I
¸
x “ 0.
If this SOCP has an optimal solution x˚, we pick n1 “ x˚. It is easy to see that
this way n1 lies on Sn´1. If we assume ||x˚|| “ ||n1|| ă 1 then x˚{||x˚|| would be
feasible as well but would have a greater objective value (unless the optimal value
is 0 in which case µj “ 0 for every j. But then there is no closed regular billiard
trajectory for the given choice of facets). This contradicts the optimality of x˚.
We now have a way to find n1 and hence also n2, . . . , nm. These vectors are
unique by Proposition 6.2. We proceed in a similar fashion as before in order to
find the bouncing points p1, . . . , pm of a closed regular billiard trajectory. (5) states
that pj`1 ´ pj “ λjnj needs to hold for every j P t1, . . . ,mu, where λj ą 0. Thus,
just like u1, . . . , um, we have that n1, . . . , nm are not linearly independent:
0 “
mÿ
j“1
ppj`1 ´ pjq “
mÿ
j“1
λjnj .
We would like to have that the pn ˆ mq-matrix pn1, . . . , nmq has rank m ´ 1.
Then, the closed polygonal line which can be constructed by positive multiples
of n1, . . . , nm is unique up to scaling. Indeed it can be shown that this is the case.
We clearly have
rkpn1, . . . , nmq ď m´ 1
because n1, . . . , nm are not linearly independent. Since we are interested in a length
minimizing closed billiard trajectory, we can assume that the bouncing points
p1, . . . , pm, which we are going to find in the remainder, belong to a minimizer.
According to Theorem 1.2 the smallest affine section containing p1, . . . , pm has di-
mension m´ 1. In other words
p1 ´ pm, p2 ´ pm, . . . , pm´1 ´ pm
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are linearly independent. Recall that rkpABq “ rkpAq for A P Rnˆm and B P
GlmpRq.
m´ 1 “ rk `p1 ´ pm p2 ´ pm . . . pm´1 ´ pm˘
“ rk
¨˚
˚˝˚˚`
p1 ´ pm p2 ´ pm . . . pm´1 ´ pm
˘ ¨
¨˚
˚˝˚˚1 ´1 0. . . . . .
. . . ´1
0 1
‹˛‹‹‹‚
‹˛‹‹‹‚
“ rk `p1 ´ pm p2 ´ p1 p3 ´ p2 . . . pm´1 ´ pm´2˘
“ rk `λmnm λ1n1 λ2n2 . . . λm´2nm´2˘
“ rk `nm n1 n2 . . . nm´2˘
ď rk `n1 n2 . . . nm˘
The second to last line of the equation holds since λm, λ1, . . . , λm´2 ą 0.
In the following we let ξ “ pξ1, . . . , ξmq be such a closed polygonal line, i.e.
ξj`1 ´ ξj “ λ1jnj with λ1j ą 0 for j P t1, . . . ,mu. The task is now to find λ ą 0 and
s P Rn such that λξj ` s P Fj for every j. This can be done via a linear program
(LP).
Just like an SOCP, an LP is a convex optimization with a linear objective func-
tion and linear constraints. As opposed to an SOCP where the goal is to find an
optimal member of Ln`1, an LP asks for an optimal member of the non-negative
orthant Rně0. An LP in standard form looks as follows:
maximize cTx
s.t. x P Rně0
Ax “ b,
where c P Rn, b P Rr, A P Rrˆn. Here, r is the number of linear constraints. Linear
programming is a special case of second-order cone programming. In particular, it
is not surprising that LPs can be solved efficiently as well (see [13]).
For j P t1, . . . ,mu let
Hj “ tx P Rn : xuj , xy “ bju
be the unique supporting hyperplane of T which contains Fj . Then we require
λξj ` s P Fj ðñ λξj ` s P T XHj
ðñ xλξj ` s, ujy “ bj , xλξj ` s, uiy ď bi, @ i ‰ j
ðñ `ξTj uj uTj ˘ˆλs
˙
“ bj ,
`
ξTj ui u
T
i
˘ˆλ
s
˙
ď bi, @ i ‰ j.
Additionally, we would like to make sure that (if possible) the resulting closed
billiard trajectory p “ pp1, . . . , pmq with pj “ λξj`s is regular. Thus, we maximize
the smallest slack of the form bi ´ pλξTj ui ` uTi sq with 1 ď i, j ď m and i ‰ j.
This leads us to the following LP with n` 2 variables:
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maximize ρ
s.t. ρ, λ P Rě0, s P Rn`
ξTj uj u
T
j
˘ˆλ
s
˙
“ bj , @ j P t1, . . . ,mu
ρ ď bi ´
`
ξTj ui u
T
i
˘ˆλ
s
˙
, @i, j P t1, . . . ,mu, i ‰ j.
Note that any solution of the LP satisfies λ ą 0. If otherwise λ “ 0 then the equality
constraints state that s P Hj . This means all supporting hyperplanes which contain
a face of T intersect at a common point. This is not possible. If a solution exists,
we let pj “ λξj ` s for j P t1, . . . ,mu. If the optimal solution fulfils ρ ą 0 then
p “ pp1, . . . , pmq is a closed regular billiard trajectory which is potentially length
minimizing (meaning it fulfils the condition in Theorem 1.2). To ensure that we
don’t miss any potentially length minimizing closed regular billiard trajectories, we
are going to prove that it suffices to find one such closed billiard trajectory per
choice of F1, . . . , Fm.
Proposition 6.3. Let F1, . . . , Fm be facets of some full dimensional polytope T
and let pj , p1j P Fj for every j. Assume p “ pp1, . . . , pmq and p1 “ pp11, . . . , p1mq are
closed regular billiard trajectories in T , which satisfy the condition in Theorem 1.2.
Then `ppq “ `pp1q.
Proof. According to Proposition 2.4, there are n1, . . . , nm, n11, . . . , n1m such that:
#
pj`1 ´ pj “ λjnj , λj ą 0,
nj`1 ´ nj P ´NT ppj`1q , and
#
p1j`1 ´ p1j “ λ1jn1j , λ1j ą 0,
n1j`1 ´ n1j P ´NT pp1j`1q.
As has been discussed earlier in this section n1, . . . , nm are unique and only depend
on nT pp1q, . . . , nT ppmq. Therefore, we have n1j “ nj for j P t1, . . . ,mu. Further-
more, we can use the fact that ||nj || “ 1 to get:
`ppq “
mÿ
j“1
||pj`1 ´ pj || “
mÿ
j“1
||λjnj || “
mÿ
j“1
λj ||nj || “
mÿ
j“1
λj xnj , njy
“
mÿ
j“1
xλjnj , njy “
mÿ
j“1
xpj`1 ´ pj , njy .
Similarly, we get:
`pp1q “
ÿ
j
@
p1j`1 ´ p1j , nj
D
.
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This implies:
`ppq ´ `pp1q “
mÿ
j“1
xpj`1 ´ pj , njy ´
@
p1j`1 ´ p1j , nj
D
“
mÿ
j“1
@
pj`1 ´ p1j`1, nj
D` @p1j ´ pj , njD
“
mÿ
j“1
@
pj`1 ´ p1j`1, nj
D` mÿ
j“1
@
p1j`1 ´ pj`1, nj`1
D
“
mÿ
j“1
@
p1j`1 ´ pj`1, nj`1 ´ nj
D
.
As before, we let
Hj`1 “ tx P Rn : xnT ppj`1q, xy “ bj`1u
be the supporting hyperplane of T which contains Fj`1. On the one hand we have@
nT ppj`1q, p1j`1 ´ pj`1
D “ @nT ppj`1q, p1j`1D´ xnT ppj`1q, pj`1y “ bj`1 ´ bj`1 “ 0.
On the other hand nj`1´nj P ´NT ppj`1q. Thus nj`1´nj is a multiple of nT ppj`1q.
This yields `ppq ´ `pp1q “ 0. 
For each choice of F1, . . . , Fm the algorithm needs to solve the following tasks:
Calculate the rank of an pnˆmq-matrix, solve an SOCP with n`m`1 constraints
and n ` 1 variables, solve an pn ` 1q ˆm system of linear equations, solve an LP
with mf constraints and n` 2 variables, where f is the number of facets of T . All
these tasks are solvable in polynomial time (with respect to the dimension n and
the number of facets of T ), see for instance [12]. However, there are
řn`1
j“2
`
f
j
˘
j!
possibilities to choose at least 2 but at most n`1 facets, respecting their order. We
can slightly improve this number since a cyclic shift of the chosen facets F1, . . . , Fm
will yield a similar (but shifted) result. This leaves us with
řn`1
j“2
`
f
j
˘pj ´ 1q! pos-
sibilities. The calculations for each of these possibilities are independent of each
other. Therefore, we utilize parallel computing to accelerate the algorithm.
In Table 1 the running time of the algorithm can be seen. Each time the billiard
table is a polytope T with dimension 2, 3 or 4 which we generated in the following
way. First we chose some normally distributed random vectors. We scaled each of
these vectors by some scalar between 1 and 3 (we decreased the length of this range
if the amount of random vectors became too large). Afterwards, we received T as
the convex hull of these vectors. Instead of a total running time the table shows the
time needed to compute a length minimizing closed regular billiard trajectory with
2, 3, 4 and 5 bouncing points respectively. The table suggests that the calculations
for m bouncing points with m ă d`1 terminate very quickly. The reason for this is
that many iterations are cancelled early when the rank of pu1, . . . , umq is checked.
All calculations have been done on a Dell Latitude E6530 laptop with Intel Core
i7-3520M processor, 2.9 GHz (capable of running four threads). The algorithm has
been implemented in Python and mainly utilizes the NumPy library. The LPs and
SOCPs are solved via the software Mosek. The algorithm is available upon personal
request.
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# facets dim time 2 bp. time 3 bp. time 4 bp. time 5 bp.
10 2 0.00831 0.30746 - -
15 2 0.00973 0.77826 - -
20 2 0.01228 1.90130 - -
25 2 0.01535 3.68928 - -
30 2 0.01885 6.87248 - -
35 2 0.02242 10.98917 - -
40 2 0.02611 17.82252 - -
45 2 0.02676 26.24746 - -
50 2 0.03756 37.58889 - -
60 2 0.04348 68.84613 - -
70 2 0.07126 121.99939 - -
80 2 0.08522 181.44979 - -
90 2 0.09377 276.15113 - -
100 2 0.12422 390.50119 - -
110 2 0.14459 516.93047 - -
120 2 0.16201 706.91467 - -
130 2 0.16660 887.57707 - -
140 2 0.23777 1145.28408 - -
150 2 0.26617 1400.09367 - -
14 3 0.00983 0.02658 2.78469 -
20 3 0.01315 0.05639 12.75729 -
24 3 0.01319 0.10031 25.36455 -
30 3 0.01869 0.16165 69.23203 -
34 3 0.01990 0.30546 121.10618 -
40 3 0.02877 0.43128 281.39158 -
44 3 0.02691 0.50671 456.25295 -
50 3 0.03799 0.76186 755.02158 -
54 3 0.04065 0.96421 1091.77615 -
60 3 0.04458 1.32361 1646.65092 -
64 3 0.04991 1.61337 2158.03637 -
70 3 0.07663 2.09306 2849.52804 -
11 4 0.00991 0.01654 0.05954 2.36219
15 4 0.00870 0.02263 0.17406 19.43698
20 4 0.01176 0.04806 0.56930 54.60817
25 4 0.01730 0.10708 1.58835 245.41436
30 4 0.02492 0.24002 4.56021 961.83634
35 4 0.02928 0.36108 9.92964 2171.25146
40 4 0.03232 0.50996 19.76087 4201.35654
Table 1. Running times of the algorithm outlined above. The
billiard table T is a polytope. The first two columns contain the
number of facets and dimension of T . The last four columns con-
tain the running time for 2, 3, 4 and 5 bouncing points in seconds.
34 STEFAN KRUPP AND DANIEL RUDOLF
Acknowledgement
This research is supported by the SFB/TRR 191 ’Symplectic Structures in Ge-
ometry, Algebra and Dynamics’, funded by the German Research Foundation, and
was carried out under the supervision of Alberto Abbondandolo (Ruhr-Universität
Bochum) and Frank Vallentin (Universität zu Köln). The authors are thankful to
the supervisors’ support and thank Alexey Balitskiy (MIT) for his remarks on a
previous draft of this paper.
References
[1] A. Akopyan, A. Balitskiy, Billiards in convex bodies with acute angles, Israel Journal of Math-
ematics 216 (2016) 833-845.
[2] N. Alkoumi, F. Schlenk, Shortest closed billiard orbits on convex tables, Manuscripta Mathe-
matica 147 (2015) 365-380.
[3] A. Ben-Tal, A. Nemirovski, Lectures on modern convex optimization: Analysis, Algorithms,
and Engineering Applications, MPS-SIAM Series on Optimization, SIAM, (2001).
[4] K. Bezdek, R. Conelly, Covering curves by translates of a convex set, Amer. Math. Monthly
96 (1989) 789-806.
[5] D. Bezdek, K. Bezdek, Shortest billiard trajectories, Geometriae Dedicata 141 (2009) 197-206.
[6] J. W. Gaddum, Distance sums on a sphere and angle sums in a simplex, Amer. Math. Monthly
63 (1956) 91-96.
[7] M. Ghomi, Shortest periodic billiard trajectories in convex bodies, Geom. Funct. Anal. 14
(2004) 295-302.
[8] E. Gutkin, Billiard dynamics: An updated survey with the emphasis on open problems, Chaos
(2012) 026116.
[9] A. Katok, The billiard table as a mathematician’s playground, Moscow Center for Continuing
Mathematical Education (2002).
[10] S. Krupp, D. Rudolf, Shortest Minkowski billiard trajectories and the computation of the
EHZ-capacity of Lagrangian products in R4, Preprint, 2020.
[11] H. Maehara, On dihedral angles of a simplex, Journal of Mathematics Research 5 (2013).
[12] Y. Nesterov, A. Nemirovski, Interior point polynomial methods in convex programming, SIAM
Publications, Philadelphia, Pennsylvania, USA (1994).
[13] A. Schrijver, Theory of linear and integer programming, John Wiley & Sons Inc., 1998.
[14] S. Tabachnikov, Geometry and billiards, American Mathematical Society (2005).
[15] G. M. Ziegler, Lectures on polytopes, Graduate Texts in Mathematics 152, Springer (1995).
Stefan Krupp, Universität zu Köln, Mathematisches Institut,
Weyertal 86-90, D-50931 Köln, Germany.
E-mail address: krupp@math.uni-koeln.de
Daniel Rudolf, Ruhr-Universität Bochum, Fakultät für Mathematik,
Universitätsstrasse 150, D-44801 Bochum, Germany.
E-mail address: daniel.rudolf@ruhr-uni-bochum.de
