Abstract-A holistic multi-objective optimization design technique for controller tuning is presented. This approach gives control engineers greater flexibility to select a controller that matches their specifications. Furthermore, for a given controller it is simple to analyze the tradeoff achieved between conflicting objectives. By using the multi-objective design technique it is also possible to perform a global comparison between different control strategies in a simple and robust way. This approach thereby enables an analysis to be made of whether a preference for a certain control technique is justified. This proposal is evaluated and validated in a nonlinear multiple-input multiple-output system using two control strategies: a classical proportional-integral-derivative control scheme and a feedback state controller.
TITO Two-input two-output.
TRMS
Twin rotor MIMO system.
I. INTRODUCTION
S ATISFYING a set of specifications and constraints required by real-control engineering problems is often difficult with traditional optimization approaches. From the control point of view it is common to face a variety of requirements and specifications. These range from time-domain specifications (such as maximum overshoot, settling time, steady-state error, raise time) to frequency-domain requirements (noise rejection or multiplicative uncertainty, for example). Furthermore, constraints such as saturations, or the maximum changes enabled for a control signal may be considered. Such problems, when multiple objectives must be fulfilled, are known as multi-objective problems.
A traditional approach for solving a multi-objective problem is to translate it into a single-objective problem using weighting factors to indicate the relative importance among objectives (see for example [1] ). The solution obtained strongly depends on which factors are used, and it is not usually a trivial task to select the right weighting vector to assure a quality solution with a reasonable tradeoff among objectives [2] . This situation may be more complicated when constraints are considered. More complex methods to tackle these issues have been developed [3] , such as lexicographic methods, goal programming methods or physical programming [4] .
MOO can handle these issues in a simple manner because of its simultaneous optimization approach. In MOO, all the objectives and constraints are significant from the designer point of view, and as a consequence, each is optimized to obtain a set of optimal non-dominated solutions. The MOO approach offers to the designer a set of solutions, a Pareto set approximation, where all the solutions are Pareto-optimal [3] . This set of solutions offers the DM greater flexibility. The role of the designer is to select the most preferable solution according to her/his needs and preferences for a particular situation.
There are several widely used algorithms for calculating this Pareto set approximation (normal boundary intersection method [5] , normal constraint method [6] , and successive Pareto front optimization [7] ). Recently, MOEAs have started to be used because of their flexibility in dealing with non-convex and highly constrained functions [8] , [9] . Some examples include NSGA-II [10] , MOGA [11] , [12] , ev-MOGA [13] , pa -MyDE [14] , and sp-MODE [15] . General methodologies for MOO have been developed [11] ; nevertheless new approaches and methodologies using MOO are still required focusing on controller tuning.
In this work, a holistic MOO design technique using MOEAs is presented for controller tuning purposes. In Section II, a review on MOO is given and, in Section III, the MOO approach for controller tuning (mood4ct) is presented. In Section IV, an engineering application example is developed and experimentally evaluated and discussed. Finally, some concluding remarks and future work are given.
II. MOO REVIEW
A MOO problem, without loss of generality, 1 can be stated as follows: (1) where is defined as the decision vector, and as the objective vector. In general, there is no single solution because there is no solution that is better than the others for all the objectives. Therefore, a set of solutions, the Pareto set , is defined and its projection into the objective space is known as the Pareto front (see Fig. 1 ). Each point in the Pareto front is said to be a non-dominated solution (see Fig. 2 ). A given solution dominates a second solution only if has a better or equal cost value for all objectives (with, at least, one cost value being better). MOO techniques search for a discrete approximation of the Pareto set with a good description of the Pareto front. In this way, the DM has a set of solutions for a given problem and more flexibility for choosing a particular or desired solution.
III. MOO DESIGN APPROACH FOR CONTROLLER TUNING
As a global framework, three main objectives need to be considered in a controller's tuning procedure: performance, robustness, and implementation issues. Usually, classical controller tuning techniques have been developed for only one of those objectives. Other tuning techniques are able to deal with these objectives. For example, designs (or mixed-sensitivity techniques) have been shown to be powerful tools to address the tradeoff between performance and robustness. However it is not easy to include constraints in the control and/or process variables and the performance objective interpretability could be lost. Strategies as model predictive control [16] deal with this problem solving an optimization statement in each sampling time. A quadratic measure is usually used, whereas an absolute error measurement could be helpful to the designer for interpreting the performance of a proposed controller. However, useful or interpretable objectives considered by the DM could lead to complex non-convex and highly constrained cost functions.
EAs are a flexible tool for handling non-convex cost functions that are highly constrained in decision and objective spaces. They have been successfully applied in several control engineering areas [17] such as controller tuning [18] , PI-PID tuning [19] - [21] , multivariable control [22] - [26] , and fuzzy control [27] - [30] . These algorithms have also been merged together with predictive control [31] , techniques [32] , [33] , linear matrix inequalities [34] , and loop shaping [35] . The use of such a class of algorithms leads to a higher degree of flexibility, since more interpretable objectives can also be used to tune any kind of controller. Therefore, a mood4ct by means of evolutionary algorithms will be proposed. Any MOO design approach must follows three main steps: problem definition, MOO process and decision making stage (see Fig. 3 ). The main contribution of this work consists in define a global optimization problem statement for multivariable processes and its integration into the optimization procedure and the decision making stage (which is not a trivial task when the number of objectives is three or more). Any kind of MOEA can be used (NSGA-II [10] , 2 MOGA [11] , [12] , 3 ev-MOGA [13] , 4 pa -MyDE [14] , and sp-MODE [15] , among others). Such algorithm must be capable of converging towards the Pareto front; it must have a good constraint handling mechanism and it must compute a useful well-spread approximation along the Pareto front.
The mood4ct approach, roughly speaking, is based on the following.
• A highly reliable process model to obtain a measurement of the performance for a given controller.
• Meaningful process objectives to facilitate the decision making stage.
• A MOEA with a constraint handling mechanism which can assure convergence, spread and diversity into the Pareto front.
• An intuitive and easy-to-use tool to analyze -dimensional Pareto fronts.
A. Process Objectives
The use of a process model will lead to a higher degree of reliability for the controller's performance under practical considerations such as saturation, complex tracking references, and/or any kind of constraint. In this work, the integral of the absolute magnitude of the error (IAE) and the integral of the absolute value of the derivative control signal (IADU) are used due to their interpretability. Given a model, which will be controlled 2 Source code available at: http://www.iitk.ac.in/kangal/codes.shtml; also, a variant of this algorithm is available in the global optimization toolbox of MATLAB. 3 Genetic Algorithm toolbox for MATLAB available at http://www. sheffield.ac.uk/acse/research/ecrg/gat. 4 Available for MATLAB at: http://www.mathworks.com/matlabcentral/fileexchange/31080. with a sampling time of with and with controller tuning parameters , the IAE and IADU are defined as (2) (3) where , , and are respectively the setpoint signal, the controlled and manipulated variables at sample ; while is the number of samples in . The above mentioned objectives are defined for a SISO system. If a MIMO system with inputs and outputs is under consideration, it is possible to have as many objectives , as inputs and outputs. Nevertheless, this could lead to an exponential increase in the number of solutions in the Pareto front , and the analysis on the results could be more difficult. Moreover, a large subset of solutions will probably be undesirable for the DM (for example, controllers with an outstanding performance in one controlled variable at the expense of another). So, it is worthwhile trying to reduce the objective space to facilitate the analysis for the DM without losing any of the advantages of the MOO approach [36] . Let it be (4) (5) where is the for controlled variable when there is a setpoint change for controlled variable ; is the for control signal when there is a change in setpoint signal , and is the maximum change allowed for control signal . Vectors (4) and (5) Vector indicates it is most important to optimize the maximum value, thereby assuring a minimum worst performance for all objectives. As inputs and outputs are usually normalized in the range [0, 1] an intuitive value 5 for is . Please note that this objective reduction is important to facilitate the decision making step. In one hand, the multi-objective approach gives to the DM a better insight concerning the objective trade-offs; in the other hand, too much information (too many objectives) can hinder the DM task to select a desired solution. This topic, known as many-objectives optimization (usually more than four objectives) is not trivial, and some algorithms could face several problems due to their diversity improvement mechanisms [37] , [38] . The objective reduction is an alternative to face the many-objectives optimization issue [39] , and with this proposal the relevant information about the conflict between control actions and performance is retained.
Additionally, a measurement for coupling effects is required
where is the maximum allowable setpoint step change for controlled variable . Finally, it is not possible to rely only on the process model, due to unmodeled dynamics or parametric uncertainty. Therefore, a robustness objective is required to guarantee a robust stability. One possible choice is to use complementary sensitivity function with a linearized process model as follows:
Usually together with weighting function is stated as a hard constraint . Since selection is not a trivial task [40] , the mood4ct approach can manage this task as an optimization objective (i.e., it will be minimized instead of being used as a hard constraint). The mood4ct can deal with constraints in the same way it deals with each objective and represents a feasible alternative to constraint-handling 5 Notice that setting is equivalent to set . Nevertheless, any MOEA would not be able to differentiate, for example, between one solution with from another one with . The latter should be preferred over the former.
[41], [42] . This approach, combined with an adequate tool to analyze -dimensional Pareto fronts, is useful to analyze the impact of relaxing, if possible, one or more constraints. With the above mentioned objectives, it is possible to build a MOO statement to adjust any kind of parametric controller [see (11) ]. That is, given a control structure with numerical parameters to adjust, the latter MOO problem can be stated, using information from the simulation process as performance measurement. The objectives cover the most important requirements for a controller: performance, control effort, coupling effects, and robustness. Although these performance measurements have been proposed as first approximation, some other measures can be used (or added) by the DM (11) Since the implementation objectives are related with a particular controller, they will be considered according to each specific case. Constraint handling depends on the selected algorithm and its own mechanisms. In general, the guidelines stated in [43] can be used to incorporate them into the cost function evaluation or into the MOO statement as and additional objective [41] , [42] .
B. MOEA
As it was noticed earlier, any kind of MOO algorithm can be used in the MOO design methodology. A MOEA is selected due to its flexibility to handle complex functions. The MOEA will adjust the parameters of a given controller to be used in the closed-loop process simulation. Then it will use the performance calculated from the simulation process to evolve the population to the Pareto front. In particular, the sp-MODE algorithm is selected [15] , due to its performance in academic benchmarks for MOO algorithms and its flexibility for control purposes. This algorithm is based on differential evolution [44] - [46] technique, which is a real-coded evolutionary algorithm.
C. Pareto Front Visualization
It is widely accepted that visualization tools are valuable and provide decision makers with a meaningful method to analyze the Pareto front and take decisions [47] . For 2-D problems (and sometimes for 3-D) it is usually straightforward to make an accurate graphical analysis of the Pareto front, but the difficulty increases with the dimension of the problem. Tools as VIDEO [48] can plot a fourth dimension by using a color-coding in a 3-D plot. Nevertheless, it is usual to state more than four objectives in an MOO process. Common alternatives to tackle an analysis in higher dimension are: scatter diagrams, parallel coordinates [49] , and level diagrams [50] . Scatter diagrams use a 2-D graph for each pair of objectives while Parallel coordinates plot a -dimensional objective vector in a 2-D graphs.
The former becomes difficult to analyze when visualizing several objectives (since at least plots are required); the latter, is a very compact way, but it loses clarity with large sets of data.
LD visualization [50] helps us to perform an analysis of the obtained Pareto front , which is not a trivial task when the number of objectives is larger than three. It has been used with success in control systems up to 15 objectives [51] , safety systems analysis [52] , and engineering design [53] . As pointed in [54] , LD visualization is one of the most useful methods to visualize -dimensional Pareto fronts. LD visualization is based on the classification of the approximation obtained. Each objective is normalized with respect to its minimum and maximum values. That is (12) where (13) and (14) (15)
To each normalized objective vector a p-norm is applied to evaluate the distance to an ideal solution . Common norms are
The LD visualization uses a 2-D graph for every objective and every decision variable. The ordered pairs in each objective sub-graph and in each decision variable sub-graph are plotted. Therefore, a given solution will have the same -value in all graphs (see Fig. 4 ). This correspondence will help to evaluate general tendencies along the Pareto front and compare solutions according to the selected norm. For example, an Euclidian norm is helpful to evaluate the distance of a given solution with respect to the ideal solution, meanwhile a maximum norm will give information about the tradeoff achieved by this solution. Such norm, used to visualize tendencies in the Pareto front, does not deform the MOP essence, since this visualization process take place after the optimization stage.
In all cases, the lower the norm, the closer to the ideal solution . For example, in Fig. 4 , point A is the closest solution to with the norm. This does not mean that point A must be selected by the DM. Selection will be performed according with the visual information from the LD visualization and the DM preferences. In the same figure, it is possible to visualize how the tradeoff rate changes in solution A. That is, it is possible to appreciate two different tendencies around solution A: in one hand, the better value, the worst value (circles). In the other hand, the worst value, the better value (diamonds). It is difficult to appreciate such tendencies with classical visualizations with more than three objectives. For the remainder of this paper, the norm will be used. The LD visualization also enables the comparison of Pareto fronts obtained for different design concepts [55] (in this case, controller schemes). In such visualization, it will be possible to analyze the different tradeoffs achieved by different control solutions, and determine under which circumstances it is justified to use one over another. For example, in Fig. 5 , it is possible to see how a PID can achieve a better tradeoff than a PI controller between load rejection and step setpoint change (Zone Y). In the same way, it is possible to determine under which conditions performance will be the same (Zone W).
To plot the LD, the LD visualization tool (LD-tool) 6 will be used. This is a posteriori visualization tool (i.e., it is used after the optimization process) that enables the DM to identify preferences zones along the Pareto front, as well as selecting and comparing solutions. With this tool, it is possible to remove objectives or to add new performance measurements, not used in the optimization stage. Furthermore, it is possible to integrate the DM preferences in a lexicographic environment (as the one proposed by physical programming) to identify preferred solutions.
The aforementioned steps (problem definition, MOO process and the decision making stage) are important to guarantee the overall design methodology. With a poor problem definition, 6 Available at http://www.mathworks.com/matlabcentral/fileexchange/ 24042. not matter how good our MOEA and decision making methodologies are, we will not have solutions which guarantee a good performance on the real system. If the MOEA have a low performance, the DM will not have a useful Pareto set to analyze and select a solution according with his/her preferences. Finally, a lack of decision making tools and methodologies imply a lower degree of embedment of the DM into the solution selection and tradeoff impacts. Furthermore it could lead the DM to a lack of interest in the MOO approach.
IV. EXPERIMENTAL VALIDATION OF THE MOOD4CT PROCEDURE
To show the applicability of the method, two different approaches of controller tuning for a nonlinear TRMS are presented.
The TRMS is an academic workbench and a useful platform to evaluate control strategies [56] - [58] due to its complexity, nonlinearities, and inaccessibility of states. It is a TITO system, where two DC motors have control over the vertical angle (main angle) and horizontal angle (tail angle), respectively. Both inputs are limited in the normalized range 1, the main angle being in the range rad. And the tail angle in rad. The mood4ct procedure is validated in the following two steps.
1) An optimization stage using an identified process model to obtain . 2) An experimental validation of the MOO results on the real TRMS.
A. Optimization Stage
A nonlinear state-space model was identified as a part of the controller tuning-design procedure. Details on the system modeling and the observer design can be consulted in [59] and Appendix A.
To evaluate the performance of a given controller a Simulink model with the identified nonlinear model was used. Two simulations were carried out with the following different patterns.
• Simulation Pattern 1: Setpoint step change for main from 0 to 0.4 rad while tail setpoint is maintained at 0.
• Simulation Pattern 2: Setpoint step change for tail from 0 to 2.4 rad while main setpoint is maintained at 0. The objectives defined in (6), (7), (9), and (10) are used according to a TITO system (19) (20) (21) where is set to . To evaluate a linearized model is used. As a weighting function for the robustness objective, the transfer function will be used.
With the mood4ct approach, any kind of controller can be tuned. In this work, two schemes are used: an ISA-PID controller [60] and a state-space controller (see Figs. 6 and 7) . For both cases, the controller is required to work with a sampling time of 20/1000 s with a saturated control signal in the normalized range 1.
1) PID Controller Tuning: PID controllers currently represent a reliable digital control solution due to their simplicity. They are often used in industrial applications and so there is ongoing research into new techniques for robust PID controller [65] . For this reason, the PID scheme will be the first to be evaluated.
A two degrees-of-freedom ISA-PID controller with a derivative filter and an anti-windup scheme will be used (22) where is the proportional gain; is the setpoint weighting for the proportional action;
is the setpoint weighting for the derivative action.
The antiwind-up is performed by conditional integration when the output signal is saturated [66] . The strategy to be implemented is a PI controller for the main angle and a PID controller for the tail angle. A setpoint weighting for the derivative action of and a derivative filter of will also be used. Therefore, the mood4ct approach will be used to adjust the parameters for the PI controller and , , , and for the PID controller. Both will be tuned under SISO design considerations.
A total of five objectives are defined (see Table I ). , ,
, and are defined according to (19) , (20), (21), and (10), respectively. Objective is included to prefer controllers with better disturbance rejection.
The and from the mood4ct approach for PID tuning 7 are shown in Fig. 8 . A total of 471 non-dominated controllers were found (a controllers subset is identified for further analysis). The following geometrical remarks (GR) on the level diagrams and their corresponding control remarks (CR) can be seen in Fig. 8 .
• GR 1: It can be observed that two different subsets of solutions appear when solutions with are separated.
• CR 1: The IADU performance indicator for control action is a quality indicator to differentiate damping solutions along the Pareto front. • GR 2: For solutions with , the lower , the higher .
• CR 2: For overdamped solutions, the higher the control effort (IADU), the better the performance (IAE). • GR 3: For solutions with , the lower , the higher .
• CR 3: For overdamped solutions, the better the performance (IAE), the worse the disturbance rejection . • GR 4: For solutions with , the lower , the higher .
• CR 4: For overdamped solutions, the better performance (IAE), the worse the robustness. All of these points are well-known considerations in control theory. The Pareto front enables the visualization of this tradeoff between objectives; and the DM can choose a solution that meets his own needs and preferences.
2) State Space Feedback Controller Tuning: The above proposal used a PI-PID SISO strategy to address the control of a MIMO system. Such an approach is sometimes not enough to gain satisfactory control in a wide operational working zone, Fig. 8 .
for PID controller. Dark solutions match the arbitrary requirement . Fig. 9 .
for the SS controller. Dark solutions match the arbitrary requirement .
mainly because of the coupling dynamics. For this reason, a matrix gain for a state space (SS) control approach is selected as a second strategy (see Fig. 7 ).
The mood4ct approach will be used to adjust a feedback gain matrix to control the system. A total of five objectives are defined (see Table II ). Objectives , , , and are again defined according to (19) , (20), (21), and (10). Objective is included to have preference over controllers with lower numerical sensibility, i.e., well balanced controllers at the implementation stage. The Pareto front approximation 8 is shown in Fig. 9 . As a result, 589 non-dominated solutions were found (a controllers subset is identified for further analysis). The following geometrical remarks (GR) and their corresponding control remarks (CR) can be seen in Fig. 9 .
• GR 1: For solutions with , the lower , the higher .
• CR 1: For overdamped solutions, the higher the control effort (IADU), the better the performance (IAE).
• GR 2: For objective , solutions matching the requirement have the lower trace.
• CR 2: Solutions with more balanced coefficients in the matrix gain are solutions that offer less damping responses.
B. Experimental Validation
To validate both approaches, the setpoint pattern on Fig. 10 is used on the real TRMS. 9 It is important to note that such a pattern is different from the one used at the optimization stage. In this way, it will be possible to evaluate and validate the mood4ct approach. The new pattern evaluates the performance of a given controller in maintaining zero-reference (zone A); a setpoint change in the main angle (zone B); a setpoint change in the tail position (zone C); and simultaneous changes in reference (zone D).
1) PID Controller-Experimental Results:
A subset of three controllers (see Table III ) are selected from the Pareto set (see Fig. 8 ) for further analysis on the TRMS. Controller is selected due to its performance on ; controller due to its tradeoff for objectives and (some performance 8 A random search with the same number of function evaluations used by the MOEA was performed for comparison purposes. This approach calculates a Pareto front approximation with 86 solutions. The approximation calculated by the MOEA dominates 85 solutions of the random search approach; the random search approximation does not dominate any solution of the MOEA approximation. 9 Controllers from Tables III and IV were implemented in a National Instruments PXI-1002 System. is sacrificed in order to obtain a better control effort and less coupling between the main and tail closed loops). Finally, controller is selected due to its robustness (this is a controller capable of working with a larger set of plants because it has a smaller value). In all cases, it is observed that the robustness requirement is not achieved. The reason for this could be: 1) it is not possible to use a PID scheme to control the system; or 2) the weighting function for robustness has not been chosen correctly (i.e., it is an excessive constraint) and the control engineer needs to evaluate if this constraint could be relaxed. After some analysis on the closed loop frequency response, it is determined that it is possible to use these controllers in a small operation range. The performances of these controllers with the reference pattern for the real test (see Fig. 10 ) are shown in Tables IV, V, and Fig. 11 .
As expected, controller had the worst performance, but fewer coupling effects and the best control effort on zones C and D. Controller , as indicated by the Pareto front, has the highest control effort in all cases and the best performance on zones A and D. Finally, controller presents a good tradeoff between performance and control effort.
2) State Space Approach-Experimental Results: A subset of six controllers (see Table VI ) was selected from the Pareto set (see Fig. 9 ), according to the control requirements and the closed loop frequency response on the linear model. Notice that it is possible to fulfill the requirement , meaning that a larger set of plants can be controlled by the state space approach. Controller is selected because it is the controller with the lowest 2-norm on the level diagram, while controller is selected to analyze the impact of on performance. Controllers and are selected to validate the tradeoff achieved by decreasing the performance in order to gain a better control action and less coupling effects between the main and 
C. Comparison Between Control Approaches
With the multiobjective approach and the LD tool it is possible to perform an overall comparison between both control approaches. The comparison will be not limited by using just a pair of solutions (controllers), and the whole set of controllers will be used in accordance with the quality of their performances along the Pareto front approximation.
As objective corresponds to the particular implementation of each controller, a comparison can be performed in the objective subset . A new level diagram, using both set of solutions (with the ideal solution being the minimal offered by two approaches) is built (see Fig. 13 ). Again, it is possible to make some geometrical remarks (GR) and their corresponding control remarks (CR).
• GR 1: In objective there is a range of solutions where both approaches coincide in the LD (Zone A).
• CR 1: There are configurations for each controller capable of reaching the same level of performance in the range .
• GR 2: For the above mentioned range, solutions of the frontal state space tend to have better values in and . • CR 2: For the performance range the state space controller gives a better tradeoff for control effort and robustness than a PID controller.
• GR 3: Solutions below (Zone B) correspond to second front solutions. These solutions tend to disperse with larger values in objectives , , and .
• CR 3: The state space approach can reach closer values to the ideal solution. Nevertheless, these solutions may include the worst values for control effort, coupling effect, and robustness. With such graphical analysis, it is possible to see the tradeoff gained by using a modern control strategy such as a state space controller over a PID controller. In some instances, it will be worthwhile seeing if a complex control technique is justified over a classical technique (such as a PID controller) according with the DM preferences.
V. CONCLUSION
In this work, a holistic mood4ct has been presented. With mood4ct, it is possible to achieve a higher degree of flexibility for choosing a solution that matches the desired level of tradeoff between conflicting objectives, such as performance, control effort, and robustness. The approach includes the use of meaningful performance objectives through simulation, and the use of a flexible tool to visualize -dimensional Pareto fronts.
Mood4ct has been used to control a nonlinear MIMO system. The controller tuning approach has been shown to be flexible for classical PID controllers and state space controllers tuning. It has also been shown to be reliable and robust enough to control the system with different reference patterns. This approach makes it possible to achieve a desired tradeoff between performance and robustness, which leads to better implementation results on a real system than the results achievable by optimizing just a performance measurement. As the tendencies are those predicted by from the optimization stage with the process model, the mood4ct procedure is validated as a tool for designing different control architectures.
Finally, using the level diagram tool a global comparison has been made between different control approaches, and this is useful to determine if a complex control technique is justified in preference to a classical technique that matches the DM preferences. Further research will focus on more interpretable objectives for robust control and stability.
APPENDIX
All models and controllers in this work are available to download (Simulink format) from http://personales.upv.es/gilreyme/ mood4ct/mood4ct.html
A. State Space Linear Model
(23) (24) 
