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Abstract— Driving is an activity that can induce significant levels 
of negative emotion, such as stress and anger. These negative 
emotions occur naturally in everyday life, but frequent episodes 
can be detrimental to cardiovascular health in the long term. The 
development of monitoring systems to detect negative emotions 
often rely on labels derived from subjective self-report. However, 
this approach is burdensome, intrusive, low fidelity (i.e. scales are 
administered infrequently) and places huge reliance on the 
veracity of subjective self-report. This paper explores an 
alternative approach that provides greater fidelity by using 
psychophysiological data (e.g. heart rate) to dynamically label data 
derived from the driving task (e.g. speed, road type). A number of 
different techniques for generating labels for machine learning 
were compared: 1) deriving labels from subjective self-report and 
2) labelling data via psychophysiological activity (e.g. heart rate 
(HR), pulse transit time (PTT), etc.) to create dynamic labels of 
high vs. low anxiety for each participant. The classification 
accuracy associated with both labelling techniques was evaluated 
using Linear Discriminant Analysis (LDA) and Support Vector 
Machines (SVM). Results indicated that classification of driving 
data using subjective labelled data (1) achieved a maximum AUC 
of 73%, whilst the labels derived from psychophysiological data 
(2) achieved equivalent performance of 74%. Whilst classification 
performance was similar, labelling driving data via 
psychophysiology offers a number of advantages over self-reports, 
e.g. implicit, dynamic, objective, high fidelity. 
Keywords—Mobile/Wearable Devices; Pervasive Computing; 
Emotion Recognition; Classification; Driving; Labelling 
I. INTRODUCTION  
Driving is a common activity that millions of people 
undertake daily. However, the accumulation of time spent in 
motor vehicles over years and decades is significant – for 
example, commuters in the United Kingdom spend an average 
of 52 minutes per day commuting to and from work [1], which 
equates to 4.3 hours per week, 17.3 hours per month or 208 hours 
per year, whilst those in the United States report spending an 
average of 47.1 minutes driving daily [2]. Driving is also a 
significant source of everyday stress that adversely affects health 
by increasing arousal, heart rate, and blood pressure [3]. 
However, most people undertake this seemingly innocuous 
activity with little thought about the long-term impact of driving 
on health.  
Stress and anger are negative emotions that naturally occur 
in everyday life. However, excessive, persistent and repeated 
exposure to stress can result in lasting and harmful effects on the 
physical and mental health of the individual [4]. For example, 
excessive stress can lead to headaches, insomnia and fatigue, 
whilst long term exposure over years and decades is associated 
with increased risk of chronic diseases, including cardiovascular 
disease (CVD) [5]. CVD is a group of disorders that affects the 
heart and blood vessels, including coronary heart disease that 
can lead to acute events, such as heart attacks and strokes [6]. 
CVD is the leading cause of death globally, with 17.7 million 
deaths in 2015 [6]. Nevertheless, stress can be managed by 
developing effective coping strategies, which can promote 
growth, adaptation and resilience to the deleterious impact of 
stress on health [7].  
The measurement of negative emotions outside of the 
laboratory places significant reliance on self-reported levels of 
stress [5]. This approach is limited because self-report methods 
are: subjective to bias, intrusive and are only sampled at a low 
rate, such as 3-4 times a day [5]. In contrast, mobile and 
wearable technology provide a continuous stream of quantitative 
data of psychophysiological stress (e.g. elevated heart rate, 
increased skin conductance level, etc.) without requiring any 
action from the participant [8]. 
Machine learning algorithms can be used to detect and 
classify negative emotions in everyday life. However, these 
algorithms are dependent on labelling data in a valid fashion, i.e. 
accurately representing a distinction between two or more 
psychological states. In most cases, these labels are derived on 
the basis of subject self-report data [9]. Whilst self reports are 
useful for capturing subjective aspects of emotion, they can be 
problematic for data collection outside of the laboratory, as they 
impose significant burden on the participant [5], [9]. 
This work will investigate the issue of labelling data sets by 
comparing classification accuracy when labels derived from 
subjective and psychophysiological data are applied to driving 
data. The aim of exploring labels derived from 
psychophysiology was to provide a viable option for data 
labelling without using subjective questionnaires (standard 
approach). This is an important issue because key features of the 
driving environment or transitory events (high traffic density, 
journey impedance, infrastructure, etc.) are known triggers for 
driver stress [10], [11]. Therefore, we can use subjective labels 
to differentiate a stressful drive from a non-stressful drive as 
perceived overall by the person. However, certain stressful 
events may occur momentary, such as traffic jams, another 
vehicle unexpectedly overtaking etc.). In these cases, subjective 
labels do not have sufficient resolution to capture these 
momentary events. Hence, we have explored the use of labels 
This work has been supported by the UK Engineering and Physical 
Sciences Research Council (EPSRC) under Research Grant EP/M029484/1. 
Chelsea Dobbins and Stephen Fairclough, “Detecting Negative Emotions During Real-Life Driving via Dynamically Labelled Physiological Data” in 2018 IEEE 
International Conference on Pervasive Computing and Communications (PerCom’18), Athens, Greece, 19th – 23rd March, 2018 (Accepted) 
 
derived from psychophysiology, which are captured over the 
entirety of the journey and at a higher level of resolution.  
The remainder of this paper is constructed as follows. 
Section 2 describes related work within the field of mobile 
emotion sensing. Section 3 presents two case studies, as well as 
our labelling approach. Section 4 illustrates results that have 
been obtained from comparing the subjective and physiological 
labels in classifying driving data. Section 5 provides a discussion 
of the results before the paper is concluded in section 6. 
II. RELATED WORK 
Previous work used a variety of data sources, signal 
processing and machine learning approaches for stress detection 
[12]–[15] For instance, Hovsepian et al. [12] have utilized 
electrocardiogram (ECG), respiration data and derived labels 
from self-report during laboratory and field studies to detect 
stress using a Support Vector Machine (SVM) algorithm. Their 
model achieved a median accuracy of 72%. In other work, 
Muaremi et al. [13] detected stress using sleeping patterns. Their 
work captured self-reports and data from ECG, heart rate 
variability (HRV), respiration, body temperature, galvanic skin 
response (GSR) and accelerometer data to classify the results 
using SVM, logistic regression (Logit), k-nearest-neighbour 
(kNN), random forest (RF), and neuronal network (NN). Stress 
scores from the self-reports were used to obtain labels for the 
classification, which achieved a 73% accuracy in distinguishing 
between low, moderate, and high stress using SVM.  
Alternatively, Garcia-Ceja et al. [14] measured stress in 
working environments using smartphone accelerometers and 
self-reported questionnaires. Using a combination of statistical 
models to classify self-reported stress levels achieved an overall 
accuracy of 71%. Similarly, Muaremi et al. [15] aimed to 
measure stress throughout the workday and during sleep. Their 
approach deployed a smartphone to collect data during the day, 
including self-reports, accelerometer, GPS, microphone, etc., 
whilst a Wahoo chest belt collected HRV data during sleep. 
Their classification analyses achieved 55% accuracy using only 
the smartphone data, 59% using only HRV features and 61% 
when all the features were combined. The stress scores from the 
self-reports were used to obtain labels for the classification. 
III. CASE STUDIES 
Two studies were undertaken to collect real-life data from 
participants during their daily commuter journeys to and from 
their place of work.  
A. Participants 
Study 1 included thirteen participants – seven females and 
six males (mean = 41.69 years, SD = 11.75). Study 2 included 
eight participants – six females and two males (mean = 39.50 
years, SD = 11.10). None of the participants had any history of 
heart disease and none were taking medication that would 
influence cardiovascular activity. The University Ethical 
Committee approved all procedures for participant recruitment 
and data collection prior to commencement of data collection. 
Data were collected using our mobile data collection 
platform, which consisted of a smartphone and three 
Shimmer3™ sensors, including a 5-lead electrocardiography 
(ECG) unit, an optical pulse ear photoplethysmogram (PPG) clip 
and accelerometer. The ear was chosen because it provided a 
relatively stable site for data collection, as opposed to other 
areas, such as the fingertip, which is highly susceptible to motion 
artefacts [16]. Before commencement of the studies, participants 
were briefed with a description of the task and were trained with 
the equipment. 
B. The Driving Tasks 
The data collection protocol involved gathering data from 
participants over five working days, during their normal driving 
commutes to and from work. It was required that the commuter 
journey was: at least 10 minutes in duration, utilized the same 
route to/from work at approximately the same time, that the 
driver was alone in the car and did not listen to music during the 
journeys. 
Wearable Shimmer3™ sensors were utilized across both 
studies to capture raw electrocardiography (ECG) and 
photoplethysmogram (PPG) signals. During the first study, a 
Shimmer3™ accelerometer was affixed in a flat position inside 
the vehicle to capture acceleration, which was later converted 
into features of speed. The Shimmer3™ sensors were configured 
to a sample rate of 512 Hz and data were stored on the internal 
microSD card of each device. 
During study 2, a greater variety of driving data were 
obtained, which included location and road infrastructure 
(number of lanes, type of road, traffic density, etc.). A custom-
built Android application, running on a Samsung™ Galaxy 
S5/S6 smartphone, was developed to capture first-person 
photographs of the environment every 30 seconds. The 
photographs were used to illustrate the road infrastructure (e.g. 
number of lanes, road type, etc.), as well as the dynamics of the 
drive (e.g. traffic density). Photographs were captured every 30 
seconds by placing the phone into a mobile phone holder so that 
photographs could be taken of the driver view, via the 
windshield. Speed and location (latitude/longitude) data were 
also captured via this application.  
Subjective reporting of stress was also obtained using a 
short-version of the State–Trait Anger Expression Inventory 2 
(STAXI 2) [17] (study 1). Responses were measured in terms of 
state anger (S-Ang), feeling angry (S-Ang/ F), feeling like 
expressing anger verbally (S-Ang/V) and feeling like expressing 
anger physically (S-Ang/P). The state anger (S-Ang) scale was 
used during this work as this refers to the intensity of the 
individual’s angry feelings [18]. However, due to issues of social 
desirability (i.e. participants were reluctant to report anger 
during their journeys), the STAXI 2 questionnaire was replaced 
in study 2 with a short-version of the UWIST Mood Adjective 
Checklist (UMACL) [19], which was used to capture subjective 
changes in mood due to each journey. This questionnaire has 
three major dimensions: energetical arousal (alert vs. tired), 
tense arousal (anxious vs. relaxed) and hedonic tone (happy vs. 
sad). The tense arousal scale was used during this work. 
Participants were required to complete both questionnaires 
before and after each journey to account for any changes in 
anger/mood that occurred during the duration of the drive. The 
questionnaires were administered using a custom-built Android 
application on a Samsung™ Galaxy S5/S6 smartphone. 
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The average driving time during study 1 was 32:12 min and 
study 2 was 37:22 min. The minimum driving time during study 
1 was 10:44 min, whilst study 2 was 16:30 min. The maximum 
driving time was 77:45 min during study 1 and 108:30 min 
during study 2. Study 1 resulted in the collection of 366,200,928 
samples of raw data (62:47:53 hours). Study 2 resulted in the 
collection of 159,496,783 instances of raw data (42:57:47 
hours). In total, 525,697,711 (105:45:40 hours) instances of raw 
data have been collected across both data collection exercises. 
C. Data Pre-Processing 
Collection of psychophysiological data in the field is 
particularly susceptible to noise and data loss [12]. Data loss and 
distortion can occur for a multitude of reasons, including loss of 
contact with the sensors and the influence of physical 
movement. Therefore, it is important that sensor data is pre-
processed before meaningful markers of stress can be extracted. 
Data were analyzed using MATLAB vR2016a. 
The ECG and PPG data underwent extensive pre-processing 
to remove baseline wander and a substantial amount of noise, as 
well as to calculate Inter-Beat Interval (IBI) from the ECG signal 
and the Peak-to-Peak Interval (PPI) from the PPG data [20]. IBI 
relates to the time between consecutive R waves (or beats) in an 
ECG wave, whilst PPI is related to the rate of blood flow, which 
occurs after a heartbeat. Artifacts in the signals were identified 
and corrected, including missing peaks and false positives. 
Details of this process have been described in [20]. 
The acceleration data from study 1 were also subject to pre-
processing, which included first removing the DC offset 
component in the signal using the notation in (1). Here, An is the 
resulting acceleration vector for each axis (x, y, and z) with the 
offset removed and r is the raw acceleration data for each axis 
(x, y, and z) that consists of N instances. 





𝑖=1 )               (1) 
These data have then been filtered using a 1st order 
Butterworth lowpass filter, with a cut-off frequency of 30 Hz 
[21]. Fig. 1 illustrates an example of raw data in the first plot, 
with the filtered data below in the second plot. 
In order to calculate speed, the acceleration signals, which 
are captured in metres per second squared (m/s2), must be 
converted into metres per second (m/s) (i.e. velocity). However, 
before acceleration can be calculated the separate accelerometer 
vectors (x, y and z) must be combined into one vector. This 
function ensures improved accuracy in representing the car’s 
movements (in all directions). 
The next stage was to convert the data from m/s2 to m/s, 
which achieved using cumulative trapezoidal numerical 
integration [22] (see (3)), where v is the velocity, t is the time 
and a is the combined acceleration vector. 
𝑣𝑡 ≃ ∫ 𝑓(𝑎)𝑑𝑎
𝑎𝑡
𝑡
             (3) 
The combination of accelerometer vectors was achieved 
using (2), where the resulting combined accelerometer vector is 
A and the individual accelerometer axis are Ax, Ay, Az. 
𝐴 = √𝐴𝑥2 + 𝐴𝑦2 + 𝐴𝑧2             (2) 
 
Fig. 1 Example of one of the accelerometer vectors of data with the DC 
component removed (1) and then filtered (2). 
The next item to be calculated was the overall distance 
covered per drive. An estimation of distance was achieved by 
calculating the trapezoidal numerical integration of the velocity 
vector over time [22] (4). Here, d is the distance, t is the time and 
v is the velocity vector. 
𝑑𝑡 = ∫ 𝑓(𝑣)𝑑𝑣
𝑡2
𝑡1
              (4) 
This resulting value was subsequently divided by the actual 
distance travelled and multiplied by the velocity (5). In equation 
5, v is the velocity, ad is the actual distance and d is the 
calculated distance from (4). 
𝑣 = 𝑜 ∗ (𝑎𝑑 𝑑)⁄              (5) 
To verify that v has been calculated correctly the trapezoidal 
numerical integration over time of v has also been calculated (4). 
The distance value that has been returned will now match the 
actual distance. Using v, we can now extract driving features 
from the velocity data. 
D. Feature Extraction 
After pre-processing, the collected data were segmented into 
30-second non-overlapping windows and three types of features 
were extracted – 1) Physiological, 2) Driving and 3) Road. 
Physiological features from the processed ECG/PPG signals 
(study 1 & 2) included calculating heart rate (HR) and heart rate 
variability (HRV) statistics, which are the predominate factors 
that are studied for stress detection [23]. HRV is a measure of 
the standard deviation in inter-beat intervals of successive R 
waves in a heartbeat [23] and is associated with inflammation 
[24]. As such, fourteen HRV-related features were extracted 
from the processed ECG/PPG signals for both studies. These 
features, per window, included standard time domain features, 
including mean IBI, heart rate (bpm) and RMSSD, as well as 
frequency domain features, such as low (0.04-0.14 Hz) and high 
frequency (0.14-0.40 Hz) bands of HRV.  
A number of driving-related features were also extracted for 
both studies. Study 1 included twenty features, per window, 
which were extracted from the processed acceleration data. 
These data included descriptive statistics, such as mean speed, 
standard deviation and distance travelled, as well as time spent 
in various speed bands – 0-10 mph, 10-20 mph…>90 mph. Six 
features, per window, were extracted from the smartphone for 
study 2, including latitude and longitude coordinates to derive 
location and speed.  
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Nine road-related features from the photographs captured in 
study 2 have been manually extracted. These features pertain to 
contextual information related to the traffic/road environment 
and include traffic density (count of moving cars in the lane(s) 
immediately ahead of the vehicle) and road complexity (count 
of the number of lanes).  
The psychophysiological features were used to undertake 
heart rate variability (HRV) analysis, which was linked to the 
driving/road features to provide context of each drive. In this 
way, we can not only detect stress but determine the contributing 
factors to those instances of stress. In total, 34 features were 
extracted for study 1, whilst 29 features were extracted from 
study 2. The feature sets of each study were then used within the 
subsequent analysis. 
E. Data Labelling 
In order to explore the influence of label derivation on 
classification, the generated feature sets have been labelled using 
two approaches of 1) subjective questionnaires and 2) 
physiology, to create ten datasets for analysis (see Fig. 2). 
Approach one labelled data via self-reports, which included 
using the pre- and post-drive responses from the subjective 
questionnaires to calculate state anger (S-Ang) from the STAXI 
replies (study 1) and tense arousal (anxious vs. relaxed) from the 
UMACL questionnaire (study 2). Once pre/post states were 
calculated, a change score was derived by subtracting the pre-
drive score away from the post-drive. Participants who scored < 
0 were labelled as relaxed, > 0 were angry and those = 0 were 
discounted, as no change occurred. 
Our second approach labelled data via psychophysiology, 
which included individually using heart rate (HR), pulse transit 
time (PTT), high frequency (HF) and low frequency (LF) to 
create dynamic labels for each participant based on normal 
distribution. These measures were selected because they are 
related to various aspects of stress. HR is a measure of activation 
[25], PTT is implicitly related to blood pressure (BP) [26] and 
HF/LF are correlated with markers of inflammation [15]. 
The psychophysiological data were split into percentiles, 
with data in both the top and bottom 33% of distribution being 
retained. Stressful labels were assigned to those data that fell into 
the top 33% of the HR distribution and the bottom percentiles 
for PTT, HF and LF. Reduced PTT is associated with high blood 
pressure [27], whereas both HF and LF have been inversely 
associated with markers of inflammation in the blood [28]. 
 
Fig. 2 Process to label the generated feature sets 
Instances that fell into the top percentile for PTT, HF and LF 
were labelled as non-stressful as was HR data in the bottom 
33%. Those data points that fell outside the top or bottom 33% 
of the distribution were not included in the analyses. As depicted 
in Fig. 2, this process resulted in the creation of ten data sets, 
which will now be referred to as STAXI, UMACL, HR1, HR2, 
PTT1, PTT2, HF1, HF2, LF1 and LF2.  
F. Feature Selection 
As our approach uses psychophysiology to label data, only 
the driving and road features are used as the input features within 
the classification algorithms. Feature selection was performed 
on each of the ten datasets to reduce the feature spaces and 
identify those driving/road features that clearly contributed to a 
discrimination between stressful and non-stressful journeys. The 
purpose is to identify the relevance of the features that must be 
must be independent of the input data but cannot be independent 
of the class [29]. This important stage removes redundant 
features to reduce the probability of overfitted models. The 
procedure adopted in this work began by applying Pearson’s 
Correlation Coefficient (6) to the data in order to determine the 
degree of correlation between driving features. This 
measurement, r, utilizes pairs of features (x, y) to calculate the 





            (6) 
Features that produced a correlation score > ± 0.7 with 
another indicates very strong correlation and so have been 
removed. For study 1, mean and standard deviation speed were 
highly correlated with most of the descriptive statistics and so 
were kept, along with speed bands 0-10 mph…50-60 mph. 
Features such as distance travelled, median, variance, range, 
min, max and interquartile range were removed. For study 2, 
speed and traffic light colour were highly correlated with 
distance travelled and traffic lights and so were removed as these 
are measuring similar items. This process reduced the feature 
space by 55% (study 1) and 40% (study 2). 
The second stage involved using the RELIEF algorithm to 
rank the remaining uncorrelated features. This algorithm uses a 
nearest-neighbour approach to calculate a distance measure in 
order to determine the weight of each feature [30]. Features 
whose weights scored highly can be distinguished among 
instances that are close to one another [31]. Fig. 3 illustrates an 
example of this process. Features that occur before the “elbow” 
of the graph (the point whereby the graph goes from “steep” to 
“flat”) have been kept. This process reduced the uncorrelated 
feature space by 33% (study 1) and 44% (study 2). 
Overall, this feature selection process resulted in a  reduction 
of the feature space by 70% (study 1) and 67% (study 2). The 
remaining features are now uncorrelated and distinguishable 
amongst their neighbours. This approach has been repeated 
independently for each of the datasets depicted in Fig. 2 
(approach 1 – STAXI, UMACL, approach 2 – HR1, HR2, PTT1, 
PTT2, HF1, HF2, LF1 and LF2). 
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Fig. 3 Example of feature ranking using the RELIEF algorithm on the 
uncorrelated features in the STAXI dataset 
IV. DATA ANALYSIS 
The analyses involved classifying the reduced datasets using 
two categories of supervised machine learning algorithms: 
Linear Discriminant Analysis (LDA) and Support Vector 
Machines (SVM). These classifiers represent a range of machine 
learning approaches from high to low bias. The purpose of the 
evaluation was to demonstrate the accuracy of stress detection 
based on driving data using: (1) standard method based on high 
vs. low self-reported levels of anger/anxiety and (2) a self-
labelling approach based on upper and lower ranges of 
psychophysiological reactivity. 
The results of the classification were validated using k-fold 
cross-validation, where k = 10. Performance measures were 
calculated for each of the classifier models, including False 
Negative Rate (FNR) – misses that occurs when a stressful/angry 
drive has been classified as non-stressful/non-angry, False 
Positive Rate (FPR) – false alarms whereby a non-stressful/non-
angry drive has been incorrectly classified as stressful/angry, 
True Positive Rate (TPR) [Recall/Sensitivity] – the number of 
correctly classified stressful/angry drives, Area Under the Curve 
(AUC) – overall performance that measures the tradeoff 
between the TPR and FPR, and Balanced Error Rate (BER) – 
the average misclassification error rates of each class. 
AUC illustrates that the probability of detecting a randomly 
chosen stressful drive is higher than a randomly chosen relaxed 
drive. Fig. 4 illustrates the AUC results across both studies. For 
study 1, the results demonstrated that a combination of SVM and 
subjective labelled dataset (STAXI1) marginally outperformed 
the other datasets. However, using both driving/road features 
and labelling via heart rate (HR2) in study 2 produced 
significantly better results than subjective labelling. 
 
Fig. 4 Area Under the Curve (AUC) results for studies 1 and 2 
 
Fig. 5 Classification results for a) study 1 and b) study 2 
Fig. 5 a) illustrates the results of the classification analyses 
for study 1. The results demonstrated that combing SVM and 
subjective labelled dataset (STAXI1) missed the least number of 
stressful/angry instances and had the lowest misclassification 
error rate (i.e. low FNR/BER and high TPR). However, it should 
be noted that a combination of data labelled by HF component 
of HRV (HF1) and SVM produced the lowest false alarm rate 
(FPR). Fig. 5 b) illustrates the results of this analysis for study 2. 
The results indicate that the pulse transit time labelled dataset 
(PTT2) and LDA achieved better results in terms of 1) low FNR 
and 2) high TPR. However, the subjective labelled dataset (TA2) 
and SVM attained equivalent results in terms of low FPR/BER. 
As such, PTT/LDA missed the least number of stressful/angry 
instances and was the best performer in terms of correctly 
classifying stressful/angry drives. Nevertheless, TA/SVM had 
the lowest false alarm rate (i.e. non-stressful/relaxed drives were 
incorrectly classified as stressful/angry) and misclassification 
error.  
V. DISCUSSION 
This paper demonstrates positive results for detecting 
negative emotions and cardiovascular stress during real-life 
driving utilizing dynamically labelled physiological data. Data 
pertaining to heart rate/HRV and the driving environment were 
collected via our mobile system across two real-world studies 
during commuter journeys to/from work. The highest AUC of 
74% was achieved using driving data labelled via heart rate. 
These results illustrate that there is merit in adopting this 
approach of labelling data via psychophysiology. This is 
important because using psychophysiological labels, which 
were defined for each person based on normal distribution, are 
effectively self-labelling that was personalised and objective for 
each person. As these labels were derived every 30 seconds, 
they have much higher fidelity than subjective labels and are 
sensitive to momentary events during the drive. If we look ahead 
to driver monitoring systems, and especially systems where 
feedback is included, the sensitivity of psychophysiological 
labels to momentary events would be an advantage. 
Our work has demonstrated an improvement over similar 
works. For instance Muaremi et al. [15] collect self-reports four 
times per day, as well as smartphone data (audio, physical 
activity and social interaction) and HRV measures. Using a 
Logistic Regression Model, they achieved accuracies of 55% - 
61%. This is comparable to our work whereby dynamically 
labelling our data via heart rate and utilizing feature selection 
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has produced improved or similar accuracies without relying on 
participants to complete multiple self-reports. 
Although this work was performed within the context of 
commuter driving, the approach is extendable. For instance, the 
system could be extended to detect stress in everyday life and 
provide real-time feedback. In this instance, it would be 
beneficial to choose a labelling parameter that exhibits a low 
false alarm rate, as incorrectly alerting people that they are 
experiencing stress would be counterintuitive, as it could 
generate more stress. In this case, utilizing heart rate would be 
appropriate as this dataset had the lowest rate of false alarms 
(FPR) of the physiological datasets. However, if the purpose was 
to monitor people for clinical reasons than failing to detect stress 
would be worse for people whose health is at risk. In this case, 
utilizing pulse transit time (blood pressure) would be more 
appropriate as this dataset had the lowest rate of misses (FNR). 
VI. CONCLUSION AND FUTURE WORK 
Our work has demonstrated a viable method of dynamically 
labelling data using physiological measures in order to detect 
periods of negative emotions and cardiovascular stress during 
real-world driving. This is an important step towards assessing 
stress “in the wild” without invoking bias from self-reports. 
Future work aims to investigate the effect of the visualization, 
from study 2, that participants viewed midway through the 
collection period. 
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