This study presents a new method for assimilating lightning data into numerical models that is suitable at convection-permitting scales. The authors utilized data from the Earth Networks Total Lightning Network at 9-km grid spacing to mimic the resolution of the Geostationary Lightning Mapper (GLM) that will be on the Geostationary Operational Environmental Satellite-R (GOES-R). The assimilation procedure utilizes the numerical Weather Research and Forecasting (WRF) Model. The method (denoted MU) warms the most unstable low levels of the atmosphere at locations where lightning was observed but deep convection was not simulated based on the absence of graupel. Simulation results are compared with those from a control simulation and a simulation employing the lightning assimilation method developed by Fierro et al. (denoted FO) that increases water vapor according to a nudging function that depends on the observed flash rate and simulated graupel mixing ratio. Results are presented for three severe storm days during 2011 and compared with hourly NCEP stage-IV precipitation observations. Compared to control simulations, both the MU and FO assimilation methods produce improved simulated precipitation fields during the assimilation period and a short time afterward based on subjective comparisons and objective statistical scores (;0.1, or 50%, improvement of equitable threat scores). The MU generally performs better at simulating isolated thunderstorms and other weakly forced deep convection, while FO performs better for the case having strong synoptic forcing. Results show that the newly developed MU method is a viable alternative to the FO method, exhibiting utility in producing thunderstorms where observed, and providing improved analyses at low computational cost.
Introduction
Lightning data provide an opportunity to locate areas of deep convection (e.g., Schultz et al. 2011; Rudlosky and Fuelberg 2013) . With the scheduled launch of the Geostationary Operational Environmental Satellite-R (GOES-R) and its Geostationary Lightning Mapper (GLM) instrument in 2015 (Goodman et al. 2013) , continuous lightning observations will be available over the continental United States and traditionally data-sparse regions of the Western Hemisphere. By assimilating observed lightning data into numerical weather prediction models, there is hope that forecasts can be improved.
Several procedures have been developed for assimilating observed data into numerical models. These include three-dimensional variational data assimilation (3DVAR; e.g., Hu et al. 2006; Xiao and Sun 2007) , fourdimensional variational data assimilation (4DVAR; e.g., Mahfouf et al. 2005; Lopez 2011 ), ensemble Kalman filter (EnKF; e.g., Snyder and Zhang 2003; Dowell et al. 2011) , and four-dimensional data assimilation (FDDA) nudging (e.g., Krishnamurti et al. 1991; Manobianco et al. 1994) . Each of these methods utilizes an observation operator to translate model prognostic variables or control variables on the model grid to the observed data, or vice versa in the case of nudging.
A simple, yet accurate observation operator does not exist for lightning since it is produced by electrical fields that typically are not a model prognostic variable. Translating traditional model prognostic variables such as temperature or wind, or even less traditional variables such as graupel or vertical velocity, into an electric field requires a complex and nonlinear set of equations (e.g., Mansell et al. 2005; Kuhlman et al. 2006; Barthe and Pinty 2007; Fierro et al. 2008) . However, nonlinear operators often prevent variational methods from producing the optimal analysis (Marecal and Mahfouf 2003) . Furthermore, adequately relating hydrometeors to thermodynamic parameters requires considering the time evolution of the model to assure dynamical consistency, making it difficult to successfully use 3DVAR. Although 4DVAR can consider the time evolution of a simulated storm when assimilating lightning data, the nonlinear moist physics that represents thunderstorms is difficult to properly linearize for constructing an adjoint model. Integrating a model backward with an inadequate adjoint model will yield a suboptimal analysis (Park and Zupanski 2003; Errico et al. 2007 ). An EnKF method of assimilating lightning observations is capable of modulating convection in a cloud-permitting application when using graupel volume as a proxy for lightning flash rates Allen and Mansell 2013) . However, the EnKF method is unable to initiate convection where all the ensemble members have a graupel volume of zero despite using a linear relationship between graupel volume and flash density. Consequently, at these locations the ensemble spread is zero and the EnKF and ensemble square root filter methods are prevented from increasing graupel volume where lightning is observed but none is simulated (Evensen 2003; Anderson 2001; Whitaker and Hamill 2002) . However, this issue could be alleviated by perturbing the graupel mixing ratio and other model fields of the ensemble members near areas of observed lightning (e.g., Snyder and Zhang 2003; Dowell et al. 2004; Dowell and Wicker 2009) . If the same observation operator from is used with a variational method, then a similar complication occurs. Where the first-guess graupel volume is zero, the Jacobian is zero and the variational method is unable to produce a storm where no graupel volume is simulated (Errico et al. 2007 ). When assimilating radar reflectivities to modify rainwater mixing ratios with the variational and EnKF methods, similar complications occur that are avoided when assimilating radar radial velocities. In summary, the complications of a potential lightning observation operator, as well as the processes that represent thunderstorms, have been obstacles to assimilating lightning data with the sophisticated variational or EnKF methods. Additionally, the computational cost of such sophisticated variational and EnKF methods applied at the horizontal scales needed to resolve thunderstorms is often impractical in an operational setting.
As a result of these difficulties, nudging is a viable alternative to the more sophisticated methods. Nudging methods have been used to assimilate lightning data because of their simple, computationally inexpensive way of producing convection while maintaining a dynamically consistent model solution. Many previous approaches have used latent heating and/or increasing the relative humidity as a proxy for observed lightning. These choices are well suited for coarse resolution and parameterized convection characterizing most of these applications, although they could also be applied at convective permitting scales. One of the first tests of lightning assimilation by nudging was simulating an extratropical cyclone (Alexander et al. 1999) . Their effort was based on the work of Manobianco et al. (1994) and Jones and Macpherson (1997) who had used precipitation rates derived exclusively from polar-orbiting microwave and geostationary infrared imagery to either increase or decrease latent heating rates, and hence modulate convection. They also increased the relative humidity at levels where the latent heating rate had been increased. Alexander et al. (1999) found that including lightning data to derive rain rates used in modifying latent heating rates greatly improved the quality of simulated precipitation and pressure fields. This approach was further verified by Chang et al. (2001) using an alternative rainfall-flash rate relationship. Pessi and Businger (2009b) also applied the latent heating nudging method of assimilating lightning data. They derived precipitation rates from a rainfall-flash rate relationship constructed using data from the precipitation radar on the Tropical Rainfall Measuring Mission (TRMM) satellite (Pessi and Businger 2009a) . Simulated latent heating rates were not set to zero in locations where the model produced deep convective rainfall, but no lightning was observed since detection efficiencies and flash rates were small. A related latent heating-based diabatic digital filter initialization (DDFI) assimilation method currently is part of the Rapid Refresh (RAP) assimilation procedure (Weygandt et al. 2008) . Since the procedure uses radar data and lightning data, convection can be suppressed only where radar data coverage is adequate.
Lightning data assimilation methods developed by Papadopoulos et al. (2005) and Mansell et al. (2007) enhanced convection by increasing humidity, not by increasing latent heating rates. These methods were based on techniques to assimilate radar reflectivity data by Gallus and Segal (2001) and Rogers et al. (2000) . Papadopoulos et al. (2005) increased humidity by nudging a model utilizing a convective parameterization scheme (CPS). They nudged their model toward empirically derived specific humidity profiles at locations where lightning was observed, regardless of whether the model had produced convection. Convection was not suppressed (i.e., humidity not decreased) where the model produced deep convection but no lightning was observed. Mansell et al. (2007) also developed a lightning data assimilation method resembling the radar assimilation method of Rogers et al. (2000) that utilized a CPS to control convection. Where observed lightning flash rates exceeded a certain threshold but deep model convection was not present, the method incrementally added moisture to the parcel source layer. Additionally, where the CPS indicated deep convection but no lightning was observed, all convective tendencies were set to zero.
Based on Fierro and Reisner (2011), Fierro et al. (2012) developed a nudging method, utilizing relative humidity as a proxy for assimilating lightning data, which was appropriate for convection permitting scales. They used total lightning data from the Earth Networks Total Lightning Network (ENTLN; http://earthnetworks.com/Products/ TotalLightningNetwork.aspx) mapped on a 9-km grid to mimic that of the proposed GLM. At locations where lightning was observed, the water vapor in the mixed phase region (from 08 to 2208C) was increased as a hyperbolic tangent function of the simulated graupel mixing ratio and flash rate. The function increased water vapor less for greater graupel mixing ratios. Simulations produced precipitating convection that was better collocated with observed reflectivity fields than were control simulations. Fierro et al. (2014) compared results from their method with those from a 3DVAR assimilation of radar reflectivity during a derecho event. Their lightning assimilation method better forecast the location and intensity of the storm event. In addition, Lynn et al. (2014) noted that the method could improve lightning forecasts and also introduced an extension of the method to suppress spurious convection. A potential shortcoming of moistening to produce deep convection is that considerable water vapor may need to be added to the model, which would produce a moist bias in the humidity field. In simulations presented later from the finest domain, average precipitable water after 12 h of assimilation was 1.1%-2.1% greater than the control simulation not using the method. If hydrometeors and accumulated precipitation are included, values were 2.5%-3.6% greater.
The above studies illustrate how relative humidity can be increased to initialize deep convection and indirectly produce more accurate profiles of heating rate. In contrast, the current research develops and tests an alternative method of assimilating lightning data that is intended for convection permitting scales. Our method promotes convection by warming a layer instead of moistening it at those locations where lightning is observed but not simulated. Unlike previous methods that effectively warmed the mid-and upper troposphere by increasing latent heating and reduced CAPE, the current warming is prescribed in the updraft source layer so that CAPE is unaffected or increased. Our procedure to initiate or strengthen convective updrafts is conceptually similar to methods that primarily increased humidity. The objective is to modify the model temperature field just enough to produce storms in the correct location. The approach is based on the assumption that the model thermodynamic profiles are reasonably accurate and that the model merely needs a slight modification to initiate deep convection. Warming in the lower troposphere is hypothesized to conserve water vapor and to minimally modify the simulation to produce a better analysis and resulting forecast.
Methodology

a. Model configuration and case studies
The fully compressible, nonhydrostatic Weather Research and Forecasting (WRF) Model with the Advanced Research dynamic solver (ARW, version 3.4.1; Skamarock and Klemp 2008 ) was used in this study. All simulations utilized adaptive time-stepping with two-way nesting between three domains ( Fig. 1) : an outer domain of 27-km horizontal grid spacing, an intermediate domain of 9-km spacing, and an inner domain of 3-km spacing, each with 60 vertical levels extending to the model top of 50 hPa. Assimilation was performed on the 9-and 3-km domains; no assimilation was performed on the outermost 27-km domain. Results presented in section 3 will focus on the 3-km domain. Simulations utilized the WRF single-moment 6-class bulk microphysics scheme (WSM6; Hong and Lim 2006) , the Mellor-YamadaJanji c turbulence kinetic energy planetary boundary layer scheme (MYJ-TKE; Janji c 1994), the Noah land surface model (Chen and Dudhia 2001; Ek et al. 2003) , and Dudhia (1989) shortwave and Rapid Radiative Transfer Model longwave radiation schemes (RRTM; Mlawer et al. 1997; Iacono et al. 2000) . The Kain-Fritsch CPS (KF; Kain and Fritsch 1993) was utilized on the outermost domain, while no CPS was utilized on either FIG. 1. Domains of the 27-, 9-, and 3-km horizontal grid spaced regions along with the precipitation verification domain (shaded gray) used in section 3. the 9-or 3-km domains. This is similar to the Hu et al. (2006) cloud assimilation study that did not use CPS on their 9-and 3-km model grids because results from the nested 3-km domain became worse. In addition, simulations in Fierro et al. (2012) did not use a CPS on their 9-km model grid. We performed tests using the KF CPS on the 9-km domain and only minor changes occurred in the 3-km domain.
We ran simulations for three severe thunderstorm cases over the United States. The cases are 1) the outbreak of deadly supercell tornadoes on 27 April 2011 associated with strong large-scale forcing, 2) a squall line causing numerous severe wind reports across the Southeast on 15 June 2011 associated with more moderate forcing, and 3) 9 June 2011, a day of weaker forcing that produced a mixture of organized squall line features over the Northeast and Midwest and more isolated deep convection with numerous severe hail and wind reports across the southern Appalachians. These three days were among the most electrically active over the eastern United States during 2011.
All of the simulations included 6 h of model spinup between 0600 and 1200 UTC, after which lightning assimilation began and continued for 12 h. The simulations then were run an additional 12 h without assimilation, ending on 1200 UTC of the following day. The spinup period produced more realistic small-scale features in the model fields. And, by assimilating after the spinup period, our approach is more like the cycled data assimilation system commonly employed operationally (Kasahara et al. 1988) , although experimental convection-permitting-scale forecasts that are employed operationally do not currently use cycling [e.g., High Resolution Rapid Refresh (HRRR), the National Centers for Environmental Prediction (NCEP) High-Resolution Window (HiResW), and the National Severe Storms Laboratory (NSSL) WRF]. The simulations employed in Mansell et al. (2007) and Fierro et al. (2012) also allowed model spinup before assimilating lightning data. We also performed tests without a spinup period, and our assimilation method affected simulations similarly whether or not the spinup period was used. Consequently, the tests without a spinup period are discussed only briefly in section 3d.
The 6-hourly 18 NCEP Final Operational Global Analysis (FNL) data were used as initial and lateral boundary conditions. Although simulations also were tested with 6-hourly 40-km North American Mesoscale Model (NAM) analyses (not shown), those employing FNL data generally produced better precipitation forecasts, both when assimilation was used and when it was not. In addition, the use of NAM analyses produced a wet precipitation bias while FNL analyses produced a relatively unbiased precipitation forecast.
b. Lightning data
We assimilated lightning observations from the ENTLN (http://earthnetworks.com/Products/TotalLightningNetwork. aspx). The ENTLN consists of a worldwide network of sensors that detects total lightning, i.e., both intracloud (IC) and cloud-to-ground (CG). In the 3-km model domain, the ENTLN's location uncertainty is less than 400 m, with the CG detection efficiency exceeding 95% over land. The IC detection efficiency is less, generally in the 50%-90% range [see Fig. 6 of Fierro et al. (2012) ]. Each lightning flash was specified by its latitude, longitude, and time.
Before each model integration time step, the lightning flashes were binned and summed onto the 9-km domain grid that approximates the resolution of the upcoming GLM, similar to Fierro et al. (2012) . If a flash was located within a model grid cell and occurred 65 min of the current model time step, it was added to the count of that cell and time. For example, when the assimilation began at 1200 UTC and used a time step of 30 s, a flash occurring in a grid cell 1 s before 1200 UTC contributed to the flash count of the grid cell at 1200 UTC. After 10 model time steps the simulation time would be 1205 UTC, and since the flash occurred before the 65-min window for that time, it would not contribute to the flash count of the cell at 1205 UTC. Thus, the flash count for each grid cell is effectively a flash rate density of integer values with units of flashes (10 min) 21 (9 km)
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. These units allowed each of the nine 3-km grid cells within the 9-km encompassing cell to be assigned the same flash rate density. Thus, flash rate densities from the 9-km domain grid were used when assimilating on the innermost 3-km domain as in Fierro et al. (2012) . Although we computed these flash rate densities, our assimilation method does not depend on their magnitude, but only whether no flashes or one or more flashes occurred in the grid cell. This may erroneously force deep convection in stratiform regions of observed mesoscale convective systems where flash rates are low, but this is potentially alleviated by not performing assimilation where convection is simulated, as detailed in section 2e.
c. Warming to initiate deep convection
Our assimilation procedure is based on parcel theory that has well-known limitations (e.g., Markowski and Richardson 2010, 41-47) . A parcel that is warmer than its environment is buoyant and may reach its level of free convection (LFC) to form a cloud. If the equilibrium level (EL) associated with the parcel is high enough and entrainment is not overly debilitating, a storm can develop. If the parcel is not warm enough to reach its LFC, or if the EL is too low to produce deep convection, parcel theory indicates that it can be warmed in an effort to decrease the convective inhibition (CIN) below the LFC, raise the EL, and thereby increase the parcel's convective available potential energy (CAPE).
Warming near the surface to initiate convection is not a new concept. Cloud-scale simulations of deep convection frequently use a thermal perturbation or warm bubble to initialize storms (e.g., Klemp and Wilhelmson 1978; Lericos et al. 2007; Barthe et al. 2010) . Because of its simplicity and effectiveness, the warm bubble approach is generally used in favor of other initiation methods such as modifying the model wind field (Loftus et al. 2008) or directly inserting an updraft (Naylor and Gilmore 2012) .
Our nudging method warms the near-surface model profile to the convective temperature associated with the convective condensation level (CCL). This approach should help prevent more warming than necessary to create deep convection.
A convective temperature that is calculated from the surface-based CCL is not always appropriate since both surface-based and elevated convection occur in the atmosphere. To account for the possibility of elevated convection, the CCL and associated convective temperature were calculated from the most unstable level (MUL) of each grid cell's simulated sounding at each time step. The MUL is the altitude of maximum equivalent potential temperature and represents the level from which the most buoyant parcels will initiate. Figure 2 illustrates two hypothetical temperature profiles that the assimilation procedure would nudge toward: when the MUL is the surface (Fig. 2a) , and when the MUL is above the surface (830 hPa in this example; Fig. 2b ). Only model levels up to 700 hPa were considered in determining the MUL. Our assimilation method did not directly warm model levels below the MUL, but only at those levels between the MUL and CCL. Slight indirect warming typically occurred at the level immediately below the MUL because of diffusion and mixing. We did not constrain the amount of direct warming that could be performed. However, warming typically was less than 4 K and a common amount of warming at the MUL was approximately 2 K. Tests indicated that constraining the warming to 2 K or less did not degrade performance and would hypothetically help prevent numerical instabilities. Those test simulations are not presented here.
d. Newtonian nudging
Newtonian relaxation, or nudging (Anthes 1974) , is a form of FDDA that is commonly used to incrementally modify model prognostic fields toward observed values at each model time step. How rapidly the field is modified depends on a nudging coefficient G of the general form:
where a is a prognostic variable, a o is the observation associated with that variable, and F is the forcing term for the variable supplied by the model. Relatively small values of G produce more gradual modification that is associated with a larger e-folding time or relaxation time scale t,
which helps limit dynamical imbalances that could cause an unstable solution.
In the method developed by Fierro et al. (2012, hereafter denoted FO) , the desired humidity value is inserted during one time step so that t is effectively 0. To examine the effect on a 9 km 3 9 km area, we consider a location that is described later in section 3a. We also utilize a constant time step of 18 s on the 3-km grid domain as opposed to adaptive time stepping to enable a better comparison between the test simulations shown in Fig. 3 . The increase of relative humidity by FO corresponds to a virtual temperature increase of ;0.3 K in the mixed-phase region near 6-km altitude. Our MU scheme produces a temperature increase of ;1.9 K at the MUL near 3-km height. However, whether implementing FO (Fig. 3c) or MU ( Fig. 3b) with t 5 0, both produce acoustic waves in the pressure fields that travel at 300-350 m s 21 . These pressure perturbations were computed by differencing the pressure fields at the selected heights (3 or 6 km) with those of a control simulation not using assimilation. Although the waves are the simulation's effort to remove hydrostatic imbalance, they represent unrealistic, high-frequency noise that have a small potential to cause unstable model solutions. They are similar to those found by Chagnon and Bannon (2005) limited the acoustic waves (Fig. 3a) . A similar nudging FIG. 3 . Time evolution of pressure difference (shaded in Pa) between the control and simulations employing assimilation methods with different relaxation time scales (t). The y axis is time (s), while the x axis is along an east-west line (km) away from the center point of assimilation. (a) MU using t 5 100 s, (b) t 5 0 s for MU, and (c) t 5 0 s for FO. The altitude of the east-west axis is 3 km for MU and 6 km for FO, approximately corresponding to the level of maximum initial pressure perturbation at 18 s into the assimilation (i.e., after one time step). The 9 km 3 9 km area of assimilation shown here is the same used in Figs. 5-8. (Stauffer and Seaman 1990) , it is necessary since the time scale of thunderstorms is often less than 1 h. Finally, unlike many applications of nudging, we did not use a radius of influence due to the small spatial scales of thunderstorms. However, since the ENTLN lightning flashes were mapped onto the intermediate 9-km grid (see section 2b), the effective radius of influence is approximately 4.5 km.
e. Denoting deep convection using maximum graupel mixing ratio
If the ENTLN observations indicated lightning in a model grid cell, that cell was checked for the presence of simulated convection that was sufficiently intense to hypothetically produce the observed flashes. If the simulation suggested lightning at a grid cell where it was observed in nature, additional convection should not be induced by modifying the temperature profile. Thus, it was important to define a metric that is easily computed from the model variables and well correlated with lightning occurrence.
Noninductive charging is widely believed to be the primary mechanism causing thunderstorm electrification (e.g., Vonnegut 1963; Takahashi 1978; Saunders 1993) . It occurs when there are collisions between graupel and ice crystals in the presence of supercooled water. For these collisions to occur, sufficiently strong vertical velocities must exist at temperatures less than 08C. This explains the high correlation between lightning and updraft velocity (Price and Rind 1992; Pickering et al. 1998) . If updrafts are sufficiently strong, graupel can be produced. As a result, graupel mass flux and vertically integrated ice mass are two metrics that have been associated with lightning flash rate (e.g., McCaul et al. 2009; Petersen et al. 2005; Deierling et al. 2008; Barthe et al. 2010 ). Unfortunately, vertical velocity, graupel mass, and vertically integrated ice mass depend on the model grid spacing being used. Use of graupel mass flux compounds the sensitivity issue since it is a product of both vertical velocity and graupel mass. Although vertically integrated ice mass is likely to be less sensitive to model grid spacing, our experience is that large values can occur in stratiform winter precipitation areas not containing lightning.
Because of graupel's association with lightning and its ease of computation, we selected maximum graupel mixing ratio in a grid column (qgmax) as the model-derived metric to denote deep convection. The metric was used to determine where and when our data assimilation method would be deployed. If qgmax exceeded a prescribed threshold and lightning was observed, no assimilation was performed. Several thresholds of qgmax were tested: 0.5, 1.0, 2.0, 4.0, 8.0 g kg 21 , and ' (i.e., no threshold). Similar to the behavior of the nudging coefficient, greater values of the qgmax threshold produced larger areas of assimilation and warming that forced deep convection. Although the simulations were not very sensitive to the threshold, a qgmax threshold of 1.0 g kg 21 produced the best results (not shown) and was used for all simulations. Most simulated storms with maximum updrafts $10 m s 21 and extending above the freezing level will have graupel mixing ratios exceeding this value (e.g., Fierro et al. 2009; McFarquhar et al. 2006) .
f. Verification with NCEP stage-IV precipitation observations
The simulated precipitation fields were verified against hourly precipitation from NCEP's stage-IV dataset (Lin and Mitchell 2005) . Stage-IV data are derived from radar and rain gauge observations and benefit from human quality control at the National Weather Service River Forecast Centers. The 3-km simulated precipitation data were interpolated to the ;4-km stage-IV grid within the inner most domain. However, we verified the simulated precipitation only within a smaller domain (gray shading in Fig. 1) where the stage-IV data were over or near land and east of the Rocky Mountains where they become more reliable.
Our verifications utilized equitable threat score (ETS; Schaefer 1990) and probability of false detection (POFD) calculated from a standard 2 3 2 contingency table of forecast and observed binary (i.e., rain or no rain) hourly precipitation events that exceeded certain thresholds (Wilks 1995) . Three precipitation thresholds were used: 1, 5, and 10 mm. The contingency table consists of hits a, false alarms b, misses c, and correct null events d that were used to calculate the metrics:
An ETS of 1.0 represents a perfect score, but values can be as small as 2 1 /3, with negative values indicating a forecast whose skill is worse than a random forecast. Although ETS can overreward biased forecasts (Hamill 1999) , it does so less than the critical success index or threat score (TS; Gandin and Murphy 1992; Baldwin and Kain 2006) . ETS differs from TS by including the a ref term in (4), which represents the number of hits realized by chance. We used POFD in (5) to quantify overprediction since it represents the fraction of false alarm forecasts relative to the number of precipitation forecasts not exceeding a specified threshold. A neighborhood spatial verification method, the fractions skill score (FSS; Roberts and Lean 2008) , also was used. FSS penalizes small displacement errors of precipitation features less than ETS. This characteristic is particularly valuable when verifying simulations with small horizontal grid spacing. FSS, a variation of the fractions Brier score (FBS; Roberts 2005), provides leniency by defining a neighborhood region of cells that is centered on the grid cell of the verification domain. The simulated P M and observed P O fractions of grid cells located in the defined neighborhood that have precipitation amounts greater than a specified threshold are used to calculate FBS:
where N is the number of total grid cells in the verification domain. FBS ranges from 0 to 1, with 0 representing a perfect simulation. A deceptively small FBS can occur if there is only a small number of simulated and observed areas of rain exceeding the threshold, regardless of whether the grid cells with observed or simulated fractions greater than zero coincide. FSS provides a better comparison between different simulations or thresholds by dividing the FBS by a hypothetical worst case FBS (FBS worst ) from the given simulated and observed fractions:
where
FSS defined in this way ranges from 0 to 1, with 1 representing a perfect simulation. Although biased forecasts generally are penalized by FSS, the exception is that the more biased forecasts sometimes yield better scores when the sample size and neighborhood area are small (Mittermaier and Roberts 2010) . Instead of using a square neighborhood to calculate FSS, we used a circular region with a specified radius as in Schwartz et al. (2009) . The same precipitation thresholds were used as when calculating ETS. Six different radii of influence were used: 0, 20, 40, 60, 80, and 100 km. If the center of a surrounding grid cell was farther than the radius of influence, it was not considered to be in the neighborhood.
Results
We assessed the performance of the warming method of lightning assimilation using three simulations for each of the three severe storm cases: a control simulation (CT) without assimilation, a simulation using our MU method, and a simulation using the relative humidity nudging method described by FO. The FO method was chosen for comparison instead of other lightning nudging methods because they described its application at a convective permitting grid scale (3 km). We used the same constants as FO in their hyperbolic tangent function relating relative humidity to observed total lightning flash rate density and simulated graupel mixing ratio. However, our implementation of FO differs from theirs by updating the grid of lightning flash rates at each computational time step (adaptive step of ;10 s for the 3-km domain and ;30 s for the 9-km domain) instead of their 10-min interval. Fierro et al. (2012) also used a different spinup method, a shorter 2-h assimilation window, and a finer 1-km horizontal grid spacing than we used for their method here. However, the finest spacing Fierro et al. (2014) used was identical to ours: 3 km. The more frequent updating of lightning flashes in theory should aid the methods since deep convection is more accurately placed, although its effect on both methods likely is statistically insignificant. Additionally, the longer assimilation period allows both methods to influence the simulations more, and better mimics the cycling assimilation common in operational environments, albeit at coarser grid spacings, as described in section 2a. The following sections present results from the innermost 3-km domain of the various simulations.
a. Demonstrating the lightning assimilation methods
A fundamental test of lightning assimilation methods is whether they induce simulated deep convection in areas where lightning is observed. We used maximum column graupel mixing ratio (qgmax) exceeding 1 g kg 21 to identify locations of simulated deep convection. These locations were compared with locations of observed lightning flash rate densities (Fig. 4) . As an example, Fig. 4 shows conditions after 6 h of assimilation for the 15 June squall-line case, a period of moderate forcing. The black shaded areas denote locations where simulated deep convection coincides with observed lightning. The top-left panel showing the CT simulation (Fig. 4a) contains few of these black regions that indicate Fig. 4) where total flash rate density exceeds 100 flashes (10 min) 21 (9 km)
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. FO better simulates this area 2 h later when the convection weakens and blends with other cells in the area. The hollow contours in Fig. 4 indicate regions of simulated deep convection where no lightning is occurring. The CT simulation exhibits more of these hollow contours and, hence more spurious simulated convection than MU in central and eastern Kentucky (red arrows in Fig. 4) . Even though our method does not directly suppress convection, this reduction in spurious convection likely is a result of mesoscale subsidence (e.g., Fritsch and Chappell 1981) and better locating the storms early in their life cycles.
Simulations of a persistent, nearly stationary elevated thunderstorm in eastern North Carolina and South Carolina occurring near the start of assimilation at 1205 UTC 9 June 2011 further demonstrate the effectiveness of the two assimilation methods. The nearly stationary nature of the convection allows a single grid cell to capture the time evolution of the storm. Since it begins 5 min after the start of the 12-h assimilation period, the effects of past modifications by MU and FO are not present. The effects of the assimilation methods are easily seen by comparing soundings of the three simulations (Figs. 5 and 6).
At 5 min into the assimilations, MU has produced ;1.9 K of warming at the elevated MUL just above (Fig. 6c) . This updraft has only a subtle effect on the dewpoint temperature (dotted red line in Fig. 5 ). As the updraft continues (not shown), saturation is achieved near and above the CCL (;750 hPa) that enables the available CAPE to be accessed. The storm develops slowly with a gradual increase in precipitable water (dashed red line in Fig. 7 ), composite reflectivity (solid red line in Fig. 7) , and updraft speed reaching 11 m s 21 (not shown) 10-30 min after the start of assimilation. The result after 30 min of assimilation (1230 UTC; Fig. 8) is an approximately moist adiabatic profile in the saturated layer from the CCL to the cloud top at ;500 hPa that indicates a developing thunderstorm. Weather Surveillance Radar-1988 Doppler (WSR-88D) reflectivity observations from Raleigh, North Carolina, suggest that the approximately 750-hPa cloud base is realistic (not shown). The modifications due to assimilation that produce convection are small since a storm ;100 km away in the CT simulation has a nearly identical elevated cloud base and forms under similar thermodynamic conditions (not shown). The simulated storm before initiation has only slightly more conducive conditions, with mixing ratios ;1 g kg 21 greater between 700 and 750 hPa, which justifies the minimal modification performed by MU. The MU performance for this storm may represent a relatively best case given the weak large-scale forcing that is commonly present for stationary storms. The MU certainly has deficiencies. For example, we observed cases (not shown) where the temperature of the MUL already equaled the convective temperature and consequently no modification was done even though convection had not begun. Simulated convection may have been absent in these situations because the mixing ratio decreased from the MUL to the CCL. Another situation that we sometimes observed was that the initial thermodynamic conditions appeared to be inaccurate. Consequently, a large amount of warming (4 K or more) was occasionally necessary to increase the MUL to the convective temperature and produce the observed deep convection. Even when the thermodynamic conditions are accurate, MU has a tendency to produce storms that are somewhat stronger than observed as seen by comparing the MU (solid red line) and observed reflectivity (solid gray line) in Fig. 7 .
For the stationary storm example, the FO method increases midlevel relative humidity at the grid cell being considered, but no substantial convection occurs. At the start of assimilation (blue lines in Figs. 5 and 6b) , the relative humidity between the 08 and 2208C levels increases from ;50% to ;85%, corresponding to a virtual temperature T y increase of ;0.3 K (less than the 1.9 K observed for MU). This warming produces buoyancy and a peak updraft of ;0.2 m s 21 after 5 min, but approximately 200 hPa higher than does MU (Fig. 6c) . Although this updraft is comparable to that from the MU simulation (red line of Fig. 6c ), the FO-derived updraft is short lived since weak cooling of ;0.2 K (Fig. 6a ) occurs in the mixed-phase region. This cooling weakens the updraft by counteracting the increase in T y that was due to increasing the relative humidity. The MU also produces cooling (Fig. 6a ), but it is much smaller than the warming. Additionally, some of the cooling occurs in the midlevels above the warmed layer, which results in a less convectively stable environment and deeper updraft. Thus, the FO updraft is confined to the midlevels and fails to saturate the low levels that would enable the convection to develop further. The FO's precipitable water increases only slightly after 30 min of assimilation (dashed blue line in Fig. 7 ) and then remains almost constant. The simulated composite reflectivity never exceeds 0 dBZ (solid blue line in Fig. 7) . Thus, the low-to midlevels remain too dry, and precipitation never occurs at this and other nearby grid cells where lightning is observed. Although the FO method often successfully initiates precipitating convection, its failure to do so in this , but no precipitation occurs at the surface. With no low-level updraft being induced, the area between convective cloud base and the mixed-phase region remains too dry (as in Fig. 8 ). If other forcing causes the atmosphere below the mixed-phase region to be conducive to low-level convection, then FO becomes effective at initiating deep convection. Later sections will show that both FO and MU are ineffective at some times in certain regions.
b. Precipitation bias from lightning assimilation methods
Hourly precipitation from both MU and FO averaged over all grid points in the verification domain (Fig. 1) is greater than from CT during the 12-h assimilation periods on all three study days (Fig. 9) . However, after the assimilation period ends, both FO and MU overpredict precipitation for several hours followed by underprediction of precipitation in general by both methods. This is particularly apparent when one method greatly overpredicts precipitation during the assimilation period, such as the FO method on 27 April (Fig. 9a) and the MU method on 9 June (Fig. 9b) . The underprediction results from excessive areas and amounts of deep convection and upper-level diabatic heating during assimilation that stabilize the atmosphere (not shown). These effects from the assimilation methods are an undesirable by-product since they can degrade forecast quality. , gray dashed line], observed composite reflectivity from WSR-88D at KRAX (dBZ, solid gray line), simulated composite reflectivity (dBZ, solid lines), and simulated precipitable water (mm, dashed lines) for CT, MU, and FO using the same line colors and location as Figs. 5-6. Note that the CT reflectivity is the minimum amount and, consequently, no solid black line is apparent in the figure. period that ends at 0000 UTC (Figs. 10-12) . Differences between the three runs typically are subtle, not ''eye catching.'' This visual evaluation is followed by a statistical comparison of the simulations with observations.
The 1-h accumulated precipitation of the CT simulation and ST4 observations on 27 April differ considerably at some locations (Fig. 10) . Compared to the two June cases, this is a period of strong synoptic forcing. The CT produces precipitation in western Pennsylvania that is not observed in ST4 (blue arrows in Fig. 10 ). Although FO and MU produce a slightly smaller area of the spurious precipitation, MU places the feature too far south, while FO places it westward. The CT also incorrectly places large precipitation features in eastern Tennessee (red arrows) and west central Alabama (purple arrows). The FO better places these features, but its amounts greater than 40 mm exceed those of ST4. At these locations, MU erroneously produces features similar to CT. Near Washington, D.C., CT underpredicts precipitation relative to ST4. The FO behaves similar to CT, while MU reproduces the observed features near D.C., but with excessive precipitation amounts.
On 9 June with weak large-scale forcing, the CT precipitation pattern has numerous displacement errors relative to ST4 (Fig. 11) . The CT too rapidly advances a squall line in the Northeast, leading to precipitation that is southeast of the observed (blue arrows in Fig. 11 ). The CT also displaces many of the small precipitation features in the Southeast, with little overlap between the observed and CT simulated features. The FO's precipitation features in the Northeast and Southeast appear similar to those from the CT, but with some greater precipitation amounts due to the increased humidity. The MU generally places many of the features in ST4, although both the areas and amounts of precipitation generally are too large. In central Kansas (red arrows), CT properly places the precipitation, but the amounts are too small. Nonetheless, both FO and MU produce amounts that better match ST4.
The CT simulation of the 15 June case generally reproduces many of the observed precipitation areas, but (Fig. 12) . The CT places precipitation in southeastern Tennessee too far southwest, placing it into northeastern Alabama (blue arrows in Fig. 12 ). The FO displaces this feature much like CT, although with a larger area of light precipitation in southeastern Tennessee that is similar to the observed. Meanwhile MU better matches ST4 since it does not displace this feature to the southwest like FO and CT. However, MU does produce a larger area of intense precipitation than ST4. In western Kansas, CT produces an amount and area of precipitation that is smaller than observed (red arrows). Both MU and FO better place the precipitation and with improved intensity. The FO likely succeeds in simulating the Kansas convection because forcing already is present, as indicated by the small CT precipitation amounts in the same general area. The FO likely produces more favorable environmental conditions at the locations of observed lightning and, therefore, properly simulates the approximate placement and amount of precipitation. Similarly, MU initiates updrafts through low-level warming that eradicate inhibition where lightning is observed and allows deep convection appropriate for the simulated environment.
d. Objective hourly precipitation scores
The simulations can be evaluated quantitatively with the ST4 observations by computing objective precipitation scores for each hour, case, and using three precipitation thresholds (1, 5, and 10 mm). As before, we consider the 12-h assimilation period between 1200 and 0000 UTC. We also evaluate simulations that continue the assimilation for 12 additional hours ending at 1200 UTC (denoted MU24 and FO24) . Including these longer runs will illustrate that results are improved if assimilation continues.
Certain generalizations about the ETS (Fig. 13) and FSS (Fig. 14) are applicable to all three study days. For example, MU and FO perform better than CT in terms of greater ETS and FSS during the 12-h assimilation period at all three precipitation thresholds. After the 12-h assimilation period, MU and FO generally perform better than CT in terms of ETS and FSS during simulation hours 13-18 of the respective days. This improvement is more evident at the 1-and 5-mm thresholds than the 10-mm threshold since the latter are smaller in area and more prone to displacement errors. The improvement wanes with time, and neither assimilation method exhibits clear improvement during simulation hours 19-24. This diminishing model improvement is similar to that of previous radar assimilation studies (e.g., Hu et al. 2006; Wang et al. 2013) due to the short predictability of convective systems.
The MU produces consistently greater ETS and FSS than FO during the 9 June 12-h assimilation period with weak large-scale forcing (Figs. 13d-f and solid lines of Figs. 14d-f) . The MU also scores better during the assimilation period on 15 June at both the 1-and 5-mm thresholds, while scores are similar at the 10-mm threshold. On 27 April when forcing is strong and MU has difficulty producing additional deep convection, FO typically performs better than MU in terms of ETS. When assessing FSS during the last 6 h of assimilation (ending with simulation hour 12), MU scores better than FO for the 5-and 10-mm thresholds at the larger radii of influence (x axis of Fig. 14) . One should recall from section 2f that larger radii are not as likely to penalize large displacement errors. When the assimilation continues for 12 additional hours (dashed lines of Fig. 13 ), the MU24 simulation performs better and exhibits consistently greater ETS than the FO24 simulation for the 1-and 5-mm thresholds. For the 10-mm threshold, ETS become more ambiguous during the 27 April and 15 June cases.
When a spinup period as described in section 2a was not utilized, the ETS results are similar, with both assimilation methods performing better than CT during assimilation and during approximately the first 6 h of the forecast period. A large difference in ETS between initialization methods occurs during the 15 June case, as indicated by the CT ETS (black line) in Fig. 15 compared to that in Figs. 13g-i. The spinup period increases FIG. 11 . As in Fig. 10 , but between 2300 UTC 9 Jun and 0000 UTC 10 Jun 2011.
the ETS of CT considerably less during the other cases (not shown), except during the forecast period of the 9 June case. On these other two cases FO performs similarly with and without spinup in terms of ETS, while MU ETS increases modestly during the 27 April case. We also experimented with bias correcting the ETS (Hamill 1999) , but results did not seem advantageous relative to the uncorrected ETS (Fig. 13) and are not shown. During assimilation, bias-corrected ETS tend to be greater for the assimilation methods because the methods often overpredict precipitation where lightning is observed, particularly in the case of MU. Consequently, erroneous areas of precipitation would be corrected to smaller values that would increase ETS. Additionally, areas of overpredicted precipitation coinciding with areas of those observed would be corrected to more appropriate precipitation values that could also increase ETS. During the forecast period, bias correction has only a small effect on ETS because of less bias.
The probability of false detection (POFD) is a metric that indicates bias and the degree of agreement between locations of simulated and observed precipitation. A small value indicates that a simulation is not falsely producing many areas that exceed the threshold. Employing an overly active and biased lightning data assimilation method would produce a greater POFD relative to the CT simulation. At the 5-and 10-mm thresholds, the POFD of MU and FO is indeed consistently greater than that of CT during assimilation (Fig. 16) . When considering the 1-mm threshold, however, the POFD for FO and MU sometimes is less than CT, even during assimilation. At this small 1-mm threshold, the MU simulations generally have a POFD less than that of FO. The smaller POFD for MU often results from it better locating a storm early in its life cycle and then properly propagating the storm.
Summary and conclusions
A new nudging method has been developed to assimilate lightning data into numerical models at convectivepermitting scales. Our nudging method (denoted MU) warms the most unstable low levels of the simulated atmosphere at locations where lightning is observed but not simulated as diagnosed by the presence of graupel exceeding 1.0 g kg 21 . The objective is to initiate updrafts and deep convection in those locations. Observed total lightning data for method development were from the Earth Networks System. WRF simulations were performed across the central and eastern United States during three of the most electrically active days during 2011.
The results from our three cases indicate that neither the MU nor the Fierro et al. (2012) relative humidity nudging method is clearly superior in all cases. Instead, they show that the MU method is a viable alternative to FO. Based on equitable threat scores (ETS) and fraction skill scores using stage-IV precipitation observations, both the MU and FO methods improved simulated precipitation relative to control runs in which no assimilation was performed. The scores improved during assimilation and during a subsequent 12-h forecast period without assimilation, but only out to approximately 6 h. For the two June cases, MU improved ETS of the 1-and 5-mm precipitation amounts during the last hour of the assimilation period by more than 0.1 relative to the control. ETS improvement was smaller for the 10-mm amount and FIG. 13 . Time series of hourly precipitation ETS relative to ST4 observations for five different simulations (CT in black, MU in solid red, FO in solid blue, MU24 in dashed red, and FO24 in dashed blue) and for three severe storm cases and three different precipitation thresholds: on 27 Apr using (a) 1-, (b) 5-, and (c) 10-mm thresholds; on 9 Jun using (d) 1-, (e) 5-, and (f) 10-mm thresholds; and on 15 Jun using (g) 1-, (h) 5-, and (i) 10-mm thresholds. The assimilation ends at 12 h past 1200 UTC for MU and FO, but continues throughout the MU24 and FO24 simulations. The 6-h spinup period before 1200 UTC is not considered.
14. FSS (y axis) averaged over the last 6 h of the assimilation period (1800-0000 UTC, solid lines) and over the nonassimilation period (0000-0600 UTC, dashed lines) using six radii of influence (km, x axis) for three severe storm cases and three different thresholds: on 27 Apr using (a) 1-, (b) 5-, and (c) 10-mm thresholds; on 9 Jun using (d) 1-, (e) 5-, and (f) 10-mm thresholds; and on 15 Jun using (g) 1-, (h) 5-, and (i) 10-mm thresholds. 4866 27 April case. Meanwhile the FO method performed better for the 27 April case having strong synoptic forcing.
The FO method at times was more effective than MU at producing correctly located and appropriate amounts of precipitation. The MU method often proved more capable of producing deep convection in cases of observed isolated thunderstorms and storms with weak large-scale forcing. This increased effectiveness was a result of MU's ability to initiate an updraft in the low levels of the atmosphere that could force convection capable of overcoming the environmental convective inhibition (CIN). In contrast, the FO method added moisture in the 08 to 2208C mixed-phase region. The added moisture, by increasing the virtual temperature, enhanced buoyancy, but the resulting updraft often was confined to the midlevels. Consequently, the low levels near the convective cloud base sometimes would remain relatively dry. This dry layer often prevented parcels from becoming saturated, accessing CAPE, and eventually producing a thunderstorm. Although the greater humidity in the midlevels made deep convection more likely, without low-level forcing the FO method often could not produce a thunderstorm where one was observed. This important difference between MU and FO often allowed MU to perform considerably better than FO when CT failed to produce precipitating convection in a broad region where lightning is observed. Conversely, when lowlevel temperatures already are at the convective temperature as was common during the strongly forced 27 April case, MU often cannot initiate convection. Meanwhile, FO increased humidity and effectively initiated convection where it was observed. Combining the methods potentially would utilize the strengths of both methods and might further improve the simulations. The various parameters of FO's nudging function could also be tuned to produce better results since Fierro et al. (2012) applied those parameters only to high flash rate storms associated with a dryline over Oklahoma.
Both the FO and MU assimilation methods are employed at locations of observed lightning to produce or enhance convection that originally is not simulated. Neither method directly suppresses simulated convection where no lightning is observed. As a result, excessive areas and amounts of precipitation often occurred during assimilation. However, sometimes the procedures, particularly the MU method, indirectly suppressed the excessive areas of precipitation by better locating storms early in their life cycle and properly propagating them to the correct locations. This early overprediction, therefore, may be venial if the objective of assimilation is a better precipitation forecast since the wet precipitation bias disappears after the assimilation period. Still, the bias issue is relevant for producing additional forecast improvement since an underprediction of precipitation often occurred after the assimilation period produced a major overprediction of precipitation.
An assimilation method that directly suppresses convection in areas where lightning is not observed might diminish the current overprediction bias as well as moisture and temperature biases. However, developing such a method will be difficult since the absence of lightning does not preclude shallow warm rain convection. Furthermore, the absence of observed lightning at a location where it is simulated by the presence of graupel could indicate that either the atmosphere there actually is more stable than simulated, or that the FIG. 15 . As in Fig. 13 , but without employing a 6-h spinup period (as described in section 2a) and only simulations CT, MU, and FO on 15 Jun using (a) 1-, (b) 5-, and (c) 10-mm thresholds.
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atmosphere is conditionally unstable, but a trigger for deep convection has yet to occur. Effectively suppressing and modulating convection would necessitate additional atmospheric observations and/or more sophisticated, computationally expensive methods of assimilation.
Further improvements in lightning data assimilation likely will require more sophisticated methods. For example, the MU method has the potential to be implemented within the EnKF or 4DVAR assimilation schemes. and Allen and Mansell (2013) indicated that EnKF can modulate deep convection by considering the intensity of observed lightning and the corresponding simulated graupel content. However, both EnKF and 4DVAR often have difficulty assimilating lightning where no storm exists and lightning proxies such as graupel mixing ratio are zero. A first-guess field of zero simulated flashes produces a Jacobian of zero and no sensitivity to the observation (Errico et al. 2007 ) for variational methods. Meanwhile for EnKF, an ensemble with all first-guess fields of zero simulated flashes produces no ensemble spread (Evensen 2003; Anderson 2001) . Consequently, without a supplementary method these sophisticated methods are unable to modify the analysis despite observations clearly indicating that it should do so. Since the MU method has a demonstrated ability to initiate convection, it could be employed to produce convection in the firstguess fields when running the model forward. With a nonzero Jacobian or ensemble spread, the sophisticated procedures could then successfully modulate convection.
Results from the Geostationary Lightning Mapper (GLM) represent a potential source of valuable FIG. 16 . As in Fig. 13 , except for the probability of false detection (POFD). information about deep convection over the United States and regions of poor or no radar coverage. The preliminary results presented here indicate that our low-level warming nudging method is an effective and computationally inexpensive technique in which total lightning data can be assimilated into numerical weather models and thereby expand the utility of the GLM. However, we believe that considerable additional research will be needed before GLM data reach their full potential to improve forecasts by assimilation.
