We present a new method for addressing the challenge of continual learning wherein an agent must adapt to new tasks while maintaining high performance on previously learned tasks. To accomplish this, an agent must identify previously acquired information that generalizes to the new task while also adapting its internal model to learn information that is specific to the new task. Our approach is based on neurogenesis, which involves adding new neurons to a previously trained neural network in an intelligent way. To our knowledge, we are the first to leverage probabilistic programming within the framework of evolutionary computation to optimize the growth of neural networks for continual learning. Through a series of experiments, we show that our approach is able to consistently find better performing solutions than genetic algorithms and it is able to do so faster.
Introduction
In this work, we consider the challenge of continual learning. Agents that act and learn in the real world must develop the skills to handle a wide variety of different tasks. These tasks are inevitably associated with different distributions of observations and responses. The diversity of tasks encountered in complex environments may make the task of continual learning seem improbable at best, and impossible at worst. However, tasks are often related to one another. For example, some of the visual attributes that an autonomous vehicle learns for detecting cars on the road may also be used when learning to identify motorcycles. Thus, an agent may be able to avoid learning a new task from scratch. The key is for the agent to efficiently determine what information from previous tasks is reusable for a new task and to update its internal decision making models with new, task-relevant information while avoiding catastrophic forgetting. Succinctly, an agent must be able to learn new tasks efficiently while not forgetting how to perform previously learned tasks.
There are a variety of methodologies for tackling the continual learning problem [Parisi et al., 2019] . Existing approaches can be roughly divided into three categories: those that focus on consolidating synapses in a neural network that are critical to retain previous knowledge [Kirkpatrick et al., 2017; Zenke et al., 2017; Aljundi et al., 2018; ; those that employ either an explicit memory buffer or a generative model to be able to interleave the learning of new knowledge with that based on stored or generated data for the old tasks [McClelland et al., 1995; Ans et al., 2004; Atkinson et al., 2018; ; and those that dynamically change the structure of the neural network to accommodate new knowledge [Rusu et al., 2016; Draelos et al., 2017; Yoon et al., 2017] . Here, we address the challenge of continual learning by intelligently adding new neurons to an existing neural network (neurogenesis) so that it learns to solve a new task without forgetting how to solve previously learned tasks. The challenge is in determining how many neurons to add and where to add them so that a desired accuracy on the new task is achieved with as few new neurons as possible. In our approach the network is able to learn to leverage knowledge that was acquired when learning previous tasks, but which is relevant to the new task. This information sharing can substantially reduce the number of new neurons that need to be added to achieve a desired level of performance.
Our approach takes a unique angle towards neurogenesis by treating it as an optimization problem and using a novel combination of probabilistic programming and evolutionary computation. Specifically, we leverage the Estimation of Distribution Algorithm (EDA) framework. However, instead of representing the distribution over solutions using a Bayesian network, which is most common, we use a probabilistic program designed specifically for neurogenesis. This paper is organized as follows. We first discuss relevant background and then move on to our methodology, which covers neurogenesis and our estimation of distribution algorithm. We then describe our probabilistic program and learning process. Next, we describe our experimental setup and results, and lastly provide a discussion and concluding remarks.
Background
The approaches described here involve modifying the architecture of a neural network to enable continual learning without catastrophic forgetting. In Rusu et al. [2016] , when a new task arrives, a new sub-network is added to the parent network to facilitate learning. The sub-network receives connections from the parent network so that it can integrate previously learned useful information, but the weights in the parent network remain fixed. This approach prevents catastrophic forgetting, but does not scale well with increasing numbers of tasks. In contrast, our approach learns where and how many neurons to add. Draelos et al. [2017] proposed the neurogenesis deep learning (NDL) model to incrementally train an autoencoder on new MNIST digits by adding new neurons at each layer and employing a pseudo-rehearsal process called "intrinsic replay" for preserve the performance on the old MNIST digits. Yoon et al. [2017] proposed a dynamically expanding network (DEN) that selectively adapts network weights and also expand network structure at each layer as needed using group sparse regularization in an online manner to facilitate the sequential learning of tasks. These approaches are computationally efficient because they only leverage local statistical properties of neurons and/or layers. However, this is also a disadvantage because they will often fail to identify the best solutions. In contrast, our approach encodes an efficient global search process and thus has a higher probability of finding optimal or near-optimal solutions.
Another popular approach is to use principles of selforganization to incrementally "grow" a neural network. Recent examples include Part and Lemon [2017] and Mici et al. [2018] . These approaches share a similar advantage in terms of computational efficiency, but also the disadvantage of not performing a global search like our approach.
Methodology
In this section, we describe the components of our approach. We start with a description of our neurogenesis-based approach to the continual learning problem. Next, we describe the estimation of distribution algorithm [Larraaga and Lozano, 2001] , which is our overarching optimization method. Then, we discuss the probabilistic program learner (PPL) that generates new individuals and is the heart of our approach. Lastly, we describe the learning procedure used to adapt the parameters of the PPL so that it focuses on promising regions of the search space.
Neurogenesis for Continual Learning
In this work, we focused on adding new neurons to fully connected, feed-forward neural networks, however, our approach is equally applicable to recurrent and convolutional networks. Our method is initialized with a neural network that has been previously trained on one or more tasks. The neurogenesis process begins when a new task is presented. Here, we do not address the need to identify the arrival of a new task, but in practice, assuming that the input distribution for the new task is different, one can identify changes Figure 1 : Example of neurogenesis used in our approach, illustrated here for continual learning of optical character recognition tasks. The layers of the parent network are shown in blue, while the newly added neurons are shown in gray. The black connections have fixed weights, while the green connections have trainable weights. A new head (shown in purple) is added to act as the output layer for the new task. This prevents the green connections, whose weights are trained on the new task, from interfering with the parent network's performance on the old task.
in the statistics of the neuron activations in the penultimate layer of the network to infer that a new task has arrived. An example of neurogenesis is shown in Figure 1 . The gray blocks are new neurons. The weights on the black connections were learned from a previous task and are fixed, while the green connections are new and have trainable weights. First, a new output (classification/prediction) layer is added to the network. Next, new neurons are added and connections are established. When new neurons are added to a layer it effectively creates a new layer that emits new connections (green) to the new neurons in the nearest layer above, which may be the output layer. Additionally, if new neurons are added to the first hidden layer, then new connections are established from the input layer to these neurons. Restrictions on the connectivity patterns of new connections ensure that the performance of the network on old tasks is not altered. This is because the activations of new neurons do not affect the activations of old neurons.
Estimation of Distribution Algorithm
Estimation of Distribution Algorithms (EDAs) are a class of evolutionary computation algorithms [Larraaga and Lozano, 2001] . Unlike most EC algorithms, EDAs explicitly encode a probability distribution over the search space from which new individuals are generated. Rather than using mutation and crossover operators, an EDA adapts the parameters of a probabilistic model during the optimization process so that new individuals are increasingly likely to be selected from good regions of the search space. In our approach the probabilistic model is a probabilistic program, which is described in the next subsection. Figure 2 shows a diagram of our EDA. The process begins by generating a new population of individuals using the program. Each individual is a neural network and is trained on a pre-defined task, such as a classification problem. Next, the fitness of each individual is computed. We use a fitness function that captures the trade-off between classification accuracy and model complexity. The fitness function is given by
where accuracy ∈ [0, 1] and is the accuracy on the new task, complexity is the model complexity given by the number of new neurons divided by the number of neurons in the parent network, and k ∈ R + . The selection process then proceeds in two separate steps. First, one individual is selected using tournament selection. This provides some degree of exploration since the individual with the highest fitness may not be selected. Second, we use a hall-of-fame that always and only contains the best performing individual found over the course of the entire optimization process. If the fitness of the best performing individual in the current population exceeds the best fitness found thus far, then it becomes the individual in the hall-of-fame. The last step is to update the parameters of the probabilistic program. This is done using the newly selected individual and the individual in the hallof-fame, which may be the same. Updating the parameters tends to adjust the probability distribution represented by the probabilistic program in such a way that it is more likely to sample from good regions of the search space. At this stage the EDA either generates a new population using the updated program or terminates. In this work the termination criterion is that the elapsed wall-clock time has exceeded 21 min, though other criteria are possible, such as those based on a maximum number of iterations or fitness level.
Probabilistic Program Learner
Our approach uses a probabilistic program as a generative model to create new individuals. It has trainable parameters that are adjusted through a learning process, so that over the course of the optimization, individuals are sampled with increasing frequency from the best regions of the search space. We refer to this component as the Probabilistic Program Learner (PPL). Figure 3 shows a diagrammatic representation of the PPL. The purple boxes are random variables that specify the characteristics of the individuals, such as the number of new neurons to add. The light blue boxes are latent (unobserved) random variables that control the shapes of the probability distributions governing the aforementioned characteristics. These boxes each contain a descriptive name, the data type of the random variable, and the form of the probability distribution from which it is drawn. The dark blue boxes represent learnable parameters, hence the word "learnable" in the acronym PPL. They show the names of the parameters, their data types, and initial values. The program input (gray box) specifies a list of the maximum numbers of new neurons that may be added to any layer and the number of layers in the parent network, both of which are fixed throughout the optimization process. We now describe the stochastic process of sampling from the PPL to generate a new individual. The sub-process shown at the top of Figure 3 begins by sampling a parameter p s ∼ Dirichlet(c), where c is a learnable parameter. Next, an index is drawn from Ind max ∼ Multinomial(1, p s ). This index is used later in the program to access the array MaxSizes. The next sub-process begins by sampling a list of parameters p n ∼ Beta(alphas, betas), where alphas and betas are learnable parameters. The parameters p n are the individual probabilities of selecting each of the layers in the parent network to receive new neurons. Next, the layers that will receive new neurons are selected according to L ∼ Bernoulli(p n ), where L is a Boolean array. The last sub-process selects how many new neurons to add to each layer m ∈ N . The control logic allows new nodes to be added only to those layers selected in the second sub-process (i.e., L[m] == T rue). The probability of adding a single new neuron to layer m is drawn from p a ∼ Beta(alpha m , beta m ), where alpha m and beta m are 
Learning
In each generation of the optimization process, after selection has occurred, the learnable parameters of the probabilistic program are updated based on the attributes of the selected individuals. We refer to these attributes as observable variables and denote them by x. For each individual, the observables are the maximum number of new neurons per layer (Ind max ), the layers that are permitted to receive new neurons (L), and the number of new neurons in the m th layer (N m ). The random variables that are not observable are referred to as latent variables and are denoted by z. The latent variables in our model are p s , p n , and p a , which are described in the previous section. For each individual, the learning algorithm updates the parameters (c, alphas, betas, alpha m , and beta m ) so that the probabilistic program is more likely to generate similar individuals in subsequent generations. We used stochastic variational inference as the learning algorithm [Hoffman et al., 2013] .
Experimental Setup
We applied our approach to a variant of the MNIST optical character recognition problem [LeCun et al., 1998 ]. Our setup is shown in Figure 4 . First, a "parent" neural network was trained to classify gray-scale images of handwritten digits from 0 to 9 (old task). The training dataset consisted of 1000 randomly selected images with approximately 100 images per class. The parent networks used in our experiments achieved an average testing accuracy of 87.4%. The images were flattened into a 748-dimensional vector. The parent network consisted of 3 hidden layers with hyperbolic tangent (tanh) activation functions. There were 50, 30, and 20 neurons in the first, second, and third hidden layers, respectively.
A new task was created by randomly generating a permutation mask and applying it to each of the images in the dataset. The training dataset for the new task consisted of 1000 randomly selected, permuted images with approximately 100 images per class. The permutation mask was created by randomly selecting two non-intersecting sets of pixel indices, and then swapping the corresponding pixels in each image. In our experiments, 50% of the pixels in each image were modified. The resulting new task was similar enough to the old task that some information from the parent network was still valid, but different enough that adding new neurons significantly improved performance on the new task. If no new neurons were added, the parent network would experience catastrophic forgetting (loss of performance on the old task) due to the change in the input distribution. We set the maximum number of new neurons that could be added to any layer at 50. This leads to a total of 50 3 = 125, 000 unique individuals.
We set the parameter k in Equation 1 to 10.0. We found that smaller values of k resulted in the complexity term dominating the fitness, which resulted in a fairly simple fitness landscape with the global optimum being achieved by adding only 1 to 3 neurons at any layer. In contrast, setting k = 10.0 provided better balance between accuracy and complexity, and consequently, a more challenging optimization problem with many good, but suboptimal, local minima. For this setting, the global optimum is achieved by adding 16 new neurons to the first hidden layer and no new neurons to the second and third hidden layers. However, good, but sub-optimal, local minima can be achieved by adding new neurons to only the second or third hidden layers.
We used a genetic algorithm (GA) as basis for comparison with our approach. Genetic algorithms [Whitley, 1994] are a good fit to this problem due to the discrete nature of the search space. For the GA, an individual was encoded as a vector of length 3, where the values of the components indicated the number of new neurons to add in each of the three hidden layers. The maximum number of new neurons that could be added to any layer was 50. We used a population size of 30 and tournament selection with a tournament size of 3. Among the selected population, an individual was chosen for crossover with another randomly chosen individual with probability 0.5 and was chosen for mutation with probability 0.2. Once selected for mutation, each entry in the individual was mutated uniformly at random with probability 0.3 to a value in the interval [0, 50]. The relatively high mutation rate was found to prevent pre-mature convergence to poor solutions. We used two-point crossover with the crossover points being selected uniformly at random.
Results
We compared the performance of our approach to those of the GA using the experimental setup described in the previous section. We ran a total of 150 trials for the two approaches combined. Each trial started with a newly initialized population, and parameters in the case of the PPL, and then the optimization process was run for 21 minutes of wall-clock time. Wall-clock time was used because both the GA and our approach are randomized search algorithms and on average one generation of our approach takes longer than the GA due to the probabilistic inference. The average accuracy attained on the new task by the solutions from our approach was 87.7% and for the GA it was 87.6%. The relationship between accuracy and fitness is shown in Eq. 1. The fact that the accuracy is close to that of the parent network on the old task (87.4%) illustrates the effectiveness of neurogenesis for continual learning. The typical solution found by PPN was 12-17 new neurons added only to the first layer. The typical solution found by the GA had greater variability and was either 11-20 new neurons added only to the first layer or 13-20 new neurons added only to the second layer. Based on a large number of experimental trials, we observe that the global optimal solution is approximately 16 new neurons added only to the first layer.
The results of the first analysis are shown in Figures 5 and 6. Each figure shows the average best fitness achieved by the PPN (blue) and GA (red) as a function of elapsed run time in minutes. Figure 5 is from 2 to 5 minutes and the Figure 6 is from 5 to 21 minutes. Based on the curves in Figure 5 , it can be seen that on average PPN reaches near optimal solutions (a fitness of about 60.0) within the first 2 minutes of simulation time, whereas it takes the GA about 5 minutes to reach a comparable level of fitness. Figure 6 shows that in the long run our approach continues to improve and outperform the GA.
The next analysis examined the consistency with which the PPN and GA were able to find solutions that achieved particular fitness levels. Figure 7 shows the fraction of trial runs on which the best fitness found exceeded various lower bounds. The results for the PPN are in blue and those of the GA are in red. We can see that for each fitness lower bound on the x-axis, our approach exceeds the success frequency of the GA, and for the higher (more difficult to achieve) fitness levels (> 61) the success rate of our approach is at least double that of the GA. These results demonstrate that our approach consistently finds better solutions than the GA.
Discussion
We have demonstrated the effectiveness of our approach by showing that it is able to consistently find better performing solutions than the GA and it is able to do so faster. We believe that one of the primary reasons for this is that the probabilistic program represents a distribution over distributions, which promotes exploration and thus the discovery of better solutions more quickly. As can be seen in Figure 3 , the parameters (p s , p n , p a ) of the distributions governing the observable random variables (Ind max , L, N m ), which control the structural attributes of an individual, are themselves (latent) random variables. When running the program in the forward direction to generate a new individual, we must sample the latent random variables first and then use them to determine the distribution over the observables.
Another reason for the effectiveness of our approach is that it is easy to incorporate prior knowledge about a domain directly into the search process. Our probabilistic program, rather than using crossover and mutation operators to implicitly define the search distribution, enables the designer/user Figure 4 : Illustration of our experimental setup. On the left, a parent network is trained to classify images of handwritten digits (0-9). A new task is created by randomly generating a permutation mask that randomly and uniformly selects 50% of the pixels to be swapped. The mask is then applied to each image. This way the new task is different, but still related to the old task. Neurogenesis is shown on the right. Our approach identifies where new neurons should be placed to minimize network complexity while achieving good classification performance on the new task (corrupted digits). The new (green) connections have trainable weights, while the weights on the old (black) connections remain fixed to prevent catastrophic forgetting. Figure 5 : Comparison of the average best fitness found over the first 5 minutes of optimization time. The fitness values used for plotting have been shifted by -8.0 and scaled by 100.0. This was done solely for the purpose of improving visual interpretability of the results. Our approach (blue) quickly finds near optimal solutions, while the GA (red) is slower to find good solutions. Our approach starts much higher due to the informative prior in the probabilistic program. As a point of reference, when a parent network makes predictions on the new task prior to neurogenesis (complexity = 0 in Eq. 1) the expected fitness is -400 (accuracy = 0.4). The error bars are 90% confidence intervals. Figure 6 : Comparison of the average best fitness found over the next 5 to 21 minutes of optimization time. The fitness values used for plotting have been shifted by -8.0 and scaled by 100.0 to improve readability. Our approach (blue) continues to improve, while the GA (red) stagnates. The error bars are 90% confidence intervals. to build in semantics that are believed to be important. We were able to take advantage of this with the portion of the program that selects the layers that are permitted to receive new neurons. Our original formulation of the PPL did not have this logic, but we quickly realized based on empirical observations that it is important to efficiently explore regions of the search space where one or more layers do not receive any new neurons. Subsequently, a simple modification to our program enabled this enhancement.
Conclusions
We have demonstrated a new approach to neurogenesis based on probabilistic program learning. Our method helps to address the continual learning problem wherein learning occurs sequentially on different tasks. In this setting, when learning a new task, it is of utmost importance to avoid catastrophic forgetting of previously learned tasks. However, previously learned information that generalizes to the new task should be leveraged to limit growth in the complexity of the learning model.
Past work on neurogenesis has largely focused on employing ad hoc rules or leveraging local statistical properties of neurons and/or layers [Draelos et al., 2017; Yoon et al., 2017] to decide the number and location of the new neurons. In contrast, our approach employs an efficient global search process using a probabilistic program, which has a higher probability of finding optimal or near-optimal solutions. Moreover, the probabilistic program process allows for easy integration of new features and rules to better regulate the addition of new neurons. In the future we will also validate our framework for continual learning us-ing reinforcement learning tasks (e.g., those from the Ope-nAI Gym) and more challenging datasets such as ImageNet [Krizhevsky et al., 2012] , and make comparisons with additional methods such as evolution strategies. Another avenue we plan to pursue is extending our approach to convolutional neural networks (CNNs). In this application, instead of adding new neurons, PPL would add new feature maps to the convolutional layers.
