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This paper shows how to compute a short triangulation for a convex polygon in O(n) time, 
where n is the number of sides of the input polygon. The resulting triangulation is guaranteed 
to be of a total length that is only a constant factor of the shortest possible. © 1994 Academic 
Press, Inc, 
1. INTRODUCTION 
In this paper we show how to compute a short triangulation for a convex 
polygon in O(n) computational steps, where n is the number of sides of the input 
polygon. The resulting triangulation is guaranteed to be of a total length that is 
only a constant factor of the shortest possible. According to Aho, Hopcroft, and 
Ullman [1], such short triangulations have applications in the area of shading. 
It is well known [1] that by using dynamic programming we can compute a 
triangulation of minimum length in O(n 3) steps. 
2. A SPECIAL CASE 
To understand the algorithm for triangulating eneral convex polygons, it is 
helpful to begin by considering a special case of an (n + 1)-sided polygon, in which 
there is a very long side s and in which the two sides adjacent o s make angles 
that are less than some e, where ~ is less than 90°; see Fig. 1. Call the polygon sides 
other than s by the names of s 1, s2 ..... sn from left to right, as shown in Fig. 1. 
Let the length of the projections of si onto s be pi. We will consider the problem of 
triangulating the polygon so that the sum of the lengths of all the projections of the 
triangulation edges onto s is at most a constant factor fi of the minimum possible. 
It is easy to show that the length of such a triangulation T' can only be a constant 
factor of the length of any minimum-length riangulation T. (Let I T'I be the sum 
of the edge lengths of the triangulation T'. We assumed that the length of the 
projection of [T'] ~<fl× length of projection of ]To[, where To is the triangulation 
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FIG. 1. A special case. 
with minimum projection. Thus IT'[ cos c~<fl ITo]; that is, IT'[ ~<fl ITol/cos ~. But 
since To is the minimum-projection triangulation, we have I Tol cos c~ ~< I TI. Com- 
bining the last two relations yields [T'I ~< fl [Tl/cos 2 ~, which proves the desired 
statement.) 
In order to construct T', we will identify the triangulations with the extended 
binary trees (binary trees in which no node has exactly one child) with n leaves, as 
follows: the polygon sides sl .... , s, are identified with the leaves in left-to-right 
order. And if vivj, vjvk, vivk ( i<j<k) are triangulation edges (which means that 
some of these could also be polygon sides), then the nodes identified with the first 
two edges are respectively made the left and the right children of a new node, which 
is the node identified with the third edge vivk. Suppose we let the tree's leaf weights 
be equal to the lengths of the projections of the corresponding polygon sides (the 
pi's). Then the projected length of the triangulation plus the projected polygon side 
lengths is equal to the tree weight. In linear time we can obtain a suboptimum (up 
to within a constant factor of the optimum) binary tree I-2]. Thus this is what we 
will do. 
3. THE GENERAL CASE 
Let a convex polygon P be input. In order to find a near-optimum triangulation, 
we will first draw a frame (some line segments joining some polygon vertices) and 
then we find a triangulation T that includes this frame (a triangulation i cludes the 
frame if all the frame's line segment are triangulation edges) and is no longer than 
some constant imes the shortest riangulation that includes the frame. Both the 
frame and T will each be computed in O(n) time. The length of T will be within a 
constant factor of the length of the optimum triangulation. To prove this assertion, 
we will show the following: 
If there is any triangulation T' of the input polygon P, then we can find 
a triangulation T" of P such that T" includes the frame and the length 
of T" is only a constant imes the length of T'. 
It follows that the shortest riangulation of P that includes the frame is of length 
at most a constant imes the shortest riangulation of P. And thus T, whose length 
is within a constant factor of the length of the shortest riangulation that includes 
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the frame, must also be of length within some constant factor of the shortest 
triangulation of P. 
3.1. Constructing the Frame 
The frame can be constructed in a number of steps that is linear in the number 
of sides of the input polygon P according to the following steps: 
1. Find the longest diagonal D (ties broken arbitrarily) of P. Assume without 
loss of generality that D is horizontal and that there is some polygon vertex below 
D. The diagonal D will not be a part of the frame and may not even be a part of 
the triangulation, but will be used as a convenient reference. 
2. Let v be the leftmost polygon vertex below D. If possible, draw a line from 
v up, making a 60 ° angle with the horizontal, until another vertex, v', of P is hit. 
If this is not possible, then draw two lines up from v to two other vertices of P so 
that these lines make angles with the horizontal as close to 60 ° as possible; one just 
less than 60 ° and the other just greater than 60 °. Let v' be the vertex pertaining to 
the angle less than 60 ° . 
3. If v' is not the right end vertex of D, then draw a line or two down from 
v' to another vertex of P, like in Step 2 above, except hat the angle that these lines 
make with the horizontal is now approximately -60  ° instead of + 60 °. 
4. Repeat the zigzag pattern as many times as possible; see Fig. 2. 
The work we have done so far has divided P into several regions. Some regions 
(like (3) and (5)) may be triangles, in which case there is no further subdivision to 
be done. The other regions may have to be subdivided further, even in the stage of 
making the frame. There are two end regions, which are regions (1) and (9) in 
Fig. 2. For each non-triangle, non-end region, do the following: 
(a) Add the line segment s (which will now be called the base) that joins the 
two extreme vertices B and C of the chain of P's vertices in the region, as shown 
in Fig. 3. (For illustration purposes, assume that the sides of P in this region are 
on the bottom, below the base of the region. Also assume that s is horizontal.) 
FXG. 2. The frame. 
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FIG. 3. A non-triangle, non-end region. 
(b) Let 01 and 0 2 be the angles that s makes with the sides of P adjacent o 
S, as shown in Fig. 3. These two angles must be less than 90 °. If both these angles 
are at most 45 °, then stop. Otherwise, go to step 5. 
5. Assume, without loss of generality, that 01 is greater than 45 ° (02 may also 
be greater than 45°). Let Sl be the side of P adjacent o B, as shown in Fig. 4. Try 
to draw a line from B to a vertex v' of P, so that this line makes an angle of 45 ° 
magnitude with s. If this is impossible, then draw two lines from B down to two 
vertices of P, so that these lines make angles as close as possible to 45 ° to s; one 
line makes an angle just less than 45 °, while the other makes an angle just greater 
than 45 ° degrees; see Fig. 4. 
Suppose that the former line ends at vertex v and that the latter line ends at 
vertex v'. (These vertices have nothing to do with the vertices of the same names 
used in the explanation of an earlier part of the paper.) Then from v' draw a line 
(or two), again making an angle of approximately 45 ° with the side of P that is 
incident to v' and points to the left (Fig. 4). Repeat this process as long as we stay 
within the region bounded by BC. Obviously this process can be repeated no more 
than three times due to the amount of turning involved each time. In fact, in the 
fourth repetition only one (and never two) line can be drawn if that repetition even 
exists at all. We can see that this step divides that region into no more than eight 
parts. Some parts are triangles and do not have to be subdivided any further. 
c B 
V' 
FI~. 4. Dividing the subregion under the base. 
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FIG. 5. A new region that looks likes an old region. 
Others are shaped similar to the old region before the subdivision (Fig. 5). If the 
"new" 01 or 02 in any of the new regions (see Fig. 4 for the identification of these 
angles) is greater than 45 °, repeat he subdivision by subdividing such a new region. 
(Actually 01 cannot be greater than 45 ° because we have assumed that we are 
subdividing 01.) 
Finally, when all these regions are such that each has 01, 02 both less than or 
equal to 45 °, then there will be no more than 44 subregions of the original region 
of the frame. ("Original" here means one of the regions created by Steps 1 through 
4.) At this time it is not known whether the bound of 44 is tight or not. To see 
roughly why this bound holds, first note that there are at most five new regions that 
look like the original region: one with the original s as base, and at most four other 
regions on the bottom of the original region. Recall that only 02 (the left angle) 
might sometimes be greater than of equal to 45 °. In that case we would perform a 
subdivision of the region from left to right. So in each new subdivision, 02 ~< 45 °. 
But 01 is also less than or equal to 45 ° because whenever we divide up a region into 
subregions, a subregion of 0i is less than or equal to the old regions 0i for the 
same i. 
Each end region (region (1) or (9) in Fig. 2) can be subdivided, if necessary, in 
the same way as the other regions. So the TIME taken in subdividing each 
"original" region is proportional to the number of polygon sides in that region. 
Hence the total time taken in constructing the frame is O(n), where n is again the 
number of sides of P. 
3.2. The Near-Optimality of the Best Framed Triangulations 
Now we proceed to show that the shortest among the triangulations that include 
the frame (the best "framed triangulations") are only a constant factor as long as 
the shortest possible triangulation of P. To show this, it suffices to show the 
following stronger esult: if we have any triangulation, then we will construct one 
that is framed and is no more than a constant factor longer than the one we already 
have. 
Let T o be any triangulation of P. If any line segments of T o intersect he frame, 
then we will replace those segments by ones that do not intersect any segments 
of the frame. After that we will complete the triangulation to obtain a framed 
triangulation which is only a constant factor as long as To. 
The Replacements. Only the line segments that have ends in different regions of 
the polygon as defined by the frame will be replaced. For each region r, we will 
eventually eliminate all the line segments that cross the boundaries of r. We will 
now only consider eplacing the segments with an end in r. The other segments are 
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to be replaced when we account for the regions that contain their endpoints. Let us 
assume that r is not an end region of P. (The end regions can be dealt with in a 
similar fashion, but involve some details that are not very illustrative to explain.) 
There are two major cases to consider: 
Case I. First let us consider the case in which the "base" BC of the region 
(see Fig. 6) makes an angle of magnitude l ss than 45 ° with the horizontal. Assume, 
without loss of generality, that B is higher than C. Let L1, L2, ..., Lk be line 
segments with one end in r and intersecting the left bounding edge, AC, of r (the 
line segments intersecting the right bounding edge, AB, of r can be dealt with 
analogously). Let L1 ..... Lk appear in sorted order, with L; having its endpoint in 
r lying to the left of Li+x'S endpoint in r (Fig. 6). Replace L1 with two other line 
segments, one in the region r and the other in the region containing the other 
endpoint of the segment LI. Te segment that replaces L1 in r is the segment joining 
the vertices C and v2, where v2 is the end of L2 that lies in r. Call this new line 
segment ll. The replacement for L~ in the other region (not r) is handled in the 
accounting for that region. Now replace L2 by two segments. One of the replace- 
ment segments, 12, is in r and is the line joining C and v3, where v3 is the end of 
L3 that lies in r. The other replacement segment is again the counterpart of this 
replacement in the region containing the other end of L2. We keep repeating such 
replacements a long as there are still lines intersecting the frame. (The last line, Lk, 
is to be removed without having to be replaced by a segment in r.) 
To complete the triangulation, we only have to triangulate the regions that do 
not contain any sides of P, such as Region R in Fig. 4. In such a region, however, 
there can be no more than four sides (due to the constraints on the sizes of the 
angles of the region), and hence it must be the case that the length of the only addi- 
tional line segment hat may be needed to triangulate R is less than half the 
perimeter of R. 
Fro. 6. 
A 
L3 B 
L2 
11 v 
C v I 2 
Illustrating Case I, where BC makes a small angle (less than 45 °) with the horizontal. 
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Now we will see why the new triangulation is only a constant factor as long as 
the old one. To this end it suffices to show that I/ll~<constxlL21, 112[~< 
const x IL3[, and, in general, I/i[ ~<const x JLi+tl. To show this, we recognize two 
cases, as follows: 
1. The end of L;+ 1 that is not in the region r lies below the diagonal D of 
P. See Fig. 7. In this case, the polygon sides sl, s2, lying just below D, 
will intersect below D if extended. Hence it follows that l i is shorter than 
Zi+ 1 " 
2. The end of Li+ 1 that is not in the region r lies above the diagonal D of 
P. In this case, we refer to Fig. 8 to see that li cannot be more than l/x/2 
longer than Li+l. 
Case II. Now it remains to consider the case in which the "base" BC of the 
region r (see Fig. 9) makes an angle of magnitude greater than or equal to 45 ° with 
the horizontal. Assume, without loss of generality, that this angle is positive; that 
FIG. 7. 
A 
l I ~ '••  
, / "1. 
,~ i I | 
\ 
, / 
\ / 
i I 
\ I 
\ / 
sland s z ~ / 
intersect ~~ i II 
below D ~\/ 
D 
Illustrating CaseI.1, where the end of Li+ 1 that is not in the region r lies below the 
diagonal D. 
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FIG. 8. I l lustrat ing Case 1.2. 
is, the right end, B, of the base is higher than the left end, C. Let L1, L2, ... be the 
line segments of the given triangulation that have one endpoint inside the region r 
and one outside. These segments are named in the left-to-right ordering of their 
endpoints, vl, v2, ..., in r. We treat two distinct cases, as follows: 
1. The "other" end of L~+I (the end not in r) is below or on the left end 
of the longest diagonal D of P (Fig. 9). In this case replace L~ by the line 
segment l~ joining vi+l and B. The reason for these replacements o be 
short is like in subcase 1 of Case I. 
2. The complementary case; the "other" end, w, of L, is elsewhere. For the 
first such line no replacement is performed, but for subsequent lines until 
the last, we replace L~ by the line segment li = v~_ 1B (recalling that B is 
A 
v2 
FIG. 9. Illustrating Case II.1. 
D 
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Fio. 10. Illustrating Case II.2. 
the right endpoint of the base of the region R). From the geometry (see 
Fig. 10) we can see that li is no longer than some low constant times the 
length of Li_ 1. 
Like in Case I, we have to complete the triangulation of P by triangulating 
the regions that do not contain any sides of P. The details were discussed in the 
discussion of Case I. 
3.3. Constructing a Near-Optimum Framed Triangulation 
It now remains to be shown how to construct a framed triangulation of P that 
is of total length within a constant factor of the length of the optimum framed 
triangulation (and therefore within a constant factor of the length of any triangulation 
of P). To this end, note that each non-triangle region defined by the frame qualifies 
for the special case discussed in Section 2. Therefore ach region can be triangulated 
to near-optimum length using the linear-time method given in that section. 
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