We have demonstrated nondestructive detection of cold atoms with a probe laser by a frequency-modulation spectroscopy technique. We were able to tune the probe laser and its sidebands far from atomic resonance to reduce the spontaneous emission to less than 0.2 photon per atom during detection.  1999 Optical Society of America OCIS codes: 300.6380, 020.7010.
The ability to monitor an ensemble of cold atoms optically without significantly perturbing it is of great value to the atomic-optics research community. Experiments have already been reported in which a single Bose -Einstein condensate was nondestructively monitored with an imaging system over a large number of exposures. 1 With such detection one can follow a single sample through time and avoid noise from f luctuating initial conditions. A nondestructive time-off light measurement of multiple bounces on an atomic mirror would, for example, be particularly useful. 2 In this Letter we report the development of such a detection method that uses frequency modulation (FM) spectroscopy.
By nondestructive we mean with little spontaneous emission, because spontaneous emission is often the main process that destroys the coherence of an atomic sample. 3 Therefore we seek to increase the detuning of the probe laser beam from resonance to reduce the spontaneous scattering rate and detect the dispersion, or the phase shift on a laser beam that is due to the atoms. 4 A uniform sample of two-level atoms shifts the optical phase of a weak laser beam by
where D is the detuning from atomic resonance (defined by the frequency of the laser minus the frequency of the atomic transition), l is the laser wavelength, G is the natural linewidth of the atomic transition, l is the thickness of the sample, l MFP is the mean free path of a photon associated with near-resonant scattering, and r is the density of the atomic cloud. In the ideal case, the detection of this phase shift is limited by the shot noise of the probe laser; thus the signal-to-noise ratio, S͞N w͞dw, varies as p I ͞D, where I is the probe laser intensity. The mean number of spontaneously scattered photons N sp varies as I ͞D 2 ; thus, fixing N sp fixes the S͞N in the shot-noise limit. This point was made in Ref. 5 : Assuming that dispersive effects dominate, D . . G͞2, there is nothing to be gained by using large detunings if one fixes N sp .
Real detection systems are, of course, often limited by other sources of noise, and the optimization of the detuning, for example, is more complex. Here we describe a system in which we employ FM spectroscopy 6 to make time-of-f light measurements by using the phase shift induced by cold atoms on a laser beam. FM spectroscopy is a well-established technique that has been used in particular as a high-sensitivity detector of trace molecules in gas cells. 7 In these experiments one generally uses high enough laser power that an important noise limitation is the noise in the residual amplitude modulation that accompanies the FM. Here we used powers so low that the dark noise of the detector was also a significant factor. We sought to decrease N sp to fewer than one per atom. For example, N sp 0.1 means that 9͞10 of the atoms do not scatter any light and are in an unperturbed state for a second probe pulse.
To generate the FM sidebands for our detection system we modulate the injection current of a laser diode at frequency V. Following Ref. 7, the resultant electric field is well approximated by
where v L is the carrier frequency, M and b are the modulation indices for the amplitude modulation (AM) and the FM, respectively, and c is the relative phase between the two types of modulation. Inasmuch as the AM and FM modulation indices are relatively weak in our case, we assume that the field has only three spectral components: the carrier and two sidebands. When the atoms interact with the field, the three frequency components experience different phase shifts, and the beat note between the carrier and the sidebands at the modulation frequency V is modified.
We observe the beat note on a photodiode. This beat note is mixed with a local oscillator at frequency V and with a relative phase u. After a low-pass filter the resultant photocurrent is (to first order in the phase shift)
K is a constant that depends on the incident light intensity, the quantum eff iciency of the photodiode, and the gain of the electronics. The quantities w 2 , w 1 , and w 0 are the phase shifts given by Eq. (1) for the lower and upper sidebands and the carrier, respectively. The first term in Eq. (3) corresponds to the residual amplitude modulation of the laser diode, and it is independent of the presence of the atoms. If one chooses the phase of the local oscillator such that u 2 c ͑2n 1 1͒p͞2, where n is an integer, the residual AM term can be suppressed, and hence noise induced by this term is avoided. Both the second and the third terms in Eq. (3) can be used to detect the presence of the atoms. In our situation the third term is approximately four times larger than the second term. In our experiment, the modulation frequency V͞2p was equal to 800 MHz. The probe laser beam for the nondestructive detection came from a free-running Hitachi laser diode at 780 nm. We measured a beat note between this beam and an auxiliary laser locked to a Rb transition to determine the absolute frequency of the probe. By measuring the AM on the laser beam at 800 MHz and by observing the optical spectrum of the modulated laser diode with a Fabry-Perot interferometer, we found the modulation parameters to be M ഠ 0.1, b ഠ 0.6, and c ഠ 1.1p. The electronic circuit used for the detection is shown in Fig. 1 . To choose the relative phase u and thus suppress the first term of Eq. (3) we mounted the fast photodiode (New Focus Model 1601) upon a translation stage. With w 0 (no atoms) we suppressed the first term by translating the photodiode and thus adjusting the phase of the signal at the frequency V before the mixer. The noise after the low-pass filter was observed as a function of incident laser power. For optical powers greater than 100 mW, the rms amplitude noise increased linearly with the laser power, indicating that it was due to laser technical noise. Below 100 mW, the limitation was the noise of the detector.
To optimize the S͞N and minimize N sp one must carefully choose the values of the probe laser intensity I and the detuning D of the carrier from the atomic resonance. Small detunings are clearly undesirable because they require small intensities and we are limited by the intensity-independent detector noise. Detunings that are large compared with V are also undesirable because the signal in Eq. (3) decreases faster than 1͞D for such detunings. A calculation assuming a detector-noise-limited measurement and taking into account our relative sideband intensities and the transition strengths for an 85 Rb atom showed that the optimum detuning has a broad maximum near D͞2p 500 MHz. In practice we used a detuning of 400 MHz.
The experimental setup was the same as that used in Ref. 8 . Approximately 2 3 10 7 85 Rb atoms were loaded into a magneto-optical trap (MOT) every 2.4 s. The atoms were prepared in the F 3 level of the 5S 1/2 state and released from the MOT. The probe beam for the nondestructive detection, which we call the dispersive probe, was located 5.2 mm below the MOT and was linearly polarized. The carrier frequency of this beam was detuned above the atomic resonance ͑5S 1/2 F 3 ! 5P 3/2 F 4͒ by 400 MHz. The laser beam had a FWHM of 2.5 mm horizontal and 1.9 mm vertical.
Curve (a) of Fig. 2 shows a typical nondestructive time-of-f light signal. The signal was acquired for a power of 4 mW in the probe beam. The single-shot S͞N was approximately unity. The absolute size of the detected signal was consistent with the measured number of atoms and our measured overall gain to within better than a factor of 2. To calculate the signal theoretically we took into account the Gaussian shape of the cloud at the probe (rms size, s 1.4 mm) , that of the probe beam, and the hyperf ine structure of the Rb atom.
To measure the value of N sp we compared the results with those for another probe beam, which we call the destructive probe, whose detuning was small. This probe was located 11.6 mm below the MOT and was detuned 5 MHz below the 5S 1/2 F 3 ! 5P 3/2 F 4 transition. With it, we detected the atoms by absorption just after their interaction with the dispersive probe beam. The destructive probe could be superposed with a repumping beam so that either all the atoms or only those of the 5S 1/2 F 3 level were detected. When the repumper was present, the destructive signal was independent of the power in the dispersive probe. This was not the case when no repumper was present. In the latter situation we could thus study the hyperf ine pumping of the atoms by the dispersive probe. Curve (b) of Fig. 2 is the destructive signal. During the destructive detection approximately 500 photons were scattered per atom. Figure 3 shows the number of atoms detected with the destructive probe as a function of the laser power in the dispersive probe beam. By comparing the destructive signals with and without the dispersive probe, we could deduce the rate at which atoms made a transition from the F 3 level to the F 2 level during the interaction with the dispersive beam. A calculation of the branching ratios that took into account the two sidebands and assumed that the Zeeman sublevels in the F 3 level were equally populated indicated that only one scattered photon in six resulted in a transition from the F 3 level to the F 2 level. From the curve in Fig. 3 and this calculation, we deduced that N sp ഠ 0.2 at 4 mW. This value is in agreement with a theoretical calculation of the number of scattered photons.
It is interesting to compare our observed S͞N with the shot-noise limit. With a quantum efficiency of 50%, a detection bandwidth of 350 Hz, and the same values for b and M as in the experiment, we found that for shot-noise-limited detection S͞N ഠ 400 3 p P , where P is the laser power in milliwatts. At P 4 mW we found that the shot-noise-limited S͞N is approximately 25. The limit was the noise of the detector, and we found a level consistent with that quoted by the manufacturer.
It is natural to consider how to improve this method. The use of a lower-noise detector, such as a photomultiplier tube, should easily render the detector noise negligible if the stray light can be shielded sufficiently. In our experiment the typical detected atomic density was ϳ5 3 10 8 cm 23 . Bose-Einstein condensates, on the other hand, can have densities 4 orders of magnitude larger. The detection that we have described here would therefore easily be able to monitor a condensate that bounces several times on an atomic mirror.
