Evaluating how spatial heterogeneity in forage chemistry and abundance influences diet and demographics in a declining moose (Alces alces) population in northeast Minnesota. by Berini, John
 
   
 
Evaluating how spatial heterogeneity in forage chemistry and abundance influences diet 
and demographics in a declining moose (Alces alces) population in northeast Minnesota. 
 
 
 
 
 
A Dissertation  
SUBMITTED TO THE FACULTY OF THE  
UNIVERSITY OF MINNESOTA  
BY  
 
 
 
 
John L. Berini III 
 
 
 
 
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS  
FOR THE DEGREE OF  
DOCTOR OF PHILOSOPHY  
 
 
 
 
James D. Forester 
 
 
 
 
 
May 2019 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© John L. Berini III 
   i 
Acknowledgements 
While there are only two names on the title page of this dissertation, the story that 
unfolds on the following pages would not have been possible without the contributions of 
many.  
To my wonderful family - thank you for supporting me through all of my 
successes and failures over the course of the last eight years. Sarah, that hike in Texas 
many years ago planted the seeds that would eventually grow into an M.S. and now a 
Ph.D. studying wildlife – something I didn’t realize was even a possibility before we met. 
Thank you for supporting me to follow my passions, no matter the cost, when you were 
the individual that would likely be impacted the most. Noah, thank you for being patient 
with me when I allowed stress to influence my ability to be a good father. Kate, thank 
you for being my silent supporter and for giving so much of yourself so that I could 
succeed. There are no words to describe how grateful I am to have each of you in my life. 
I love you. 
To my advisor, Dr. James Forester – thank you for allowing me to have enough 
latitude to learn how to recover from my own mistakes that I’m sure you saw coming 
from a mile away. Thank you for pushing me to do things that I would never have 
thought myself capable of when I began this research in 2011. Struggling through these 
experiences has made me a better scientist, and ultimately, a better human.  
To my committee – thank you for providing with the feedback that I needed and 
not the feedback that I wanted. Lee, your knowledge of northeastern Minnesota helped 
me establish and refine my sampling regime from year one. Glenn, your knowledge of 
  ii 
wildlife physiology has helped me acquire a deeper and richer understanding of my study 
system, and your passion for communicating science in a clear and direct way has given 
me something to aspire to. David, thank you for guiding me to a deeper understand of 
stable isotopes and how we can (and cannot!) use them to better understand animal 
ecology. Rebecca, thank you for being a constant support since I was an undergraduate 
working with David Mech and Dan McNulty, and for providing me with an opportunity 
to better understand how climate influences plants and the animals that depend on them.  
The Minnesota Department of Natural Resources played a critical role in my 
ability to predict moose diets by providing tissue samples from both living and dead 
moose. Without these samples, this dissertation would have been far less meaningful. 
Specifically, I would like to thank everyone associated with the Wildlife Health Program, 
who led the adult moose mortality project. E. Hildebrand and M. Carstensen were crucial 
in helping me obtain moose tissue samples and the metadata required to use these 
samples in a meaningful way. 
I would also like to thank the members of the Forester Lab, past and present, 
including W. Severud, G. Oliveira-Santos, A. Herberg, S. Rettler, A. Les, S. Berg, P. 
Castro Antunes, R. Castro-Bustamante, G. Street, L. White, and S. Pittman. I’d like to 
specifically thank R. Muthukrishnan, who challenged me at every corner and became a 
close friend through his role as  an "interim-advisor.” Your guidance has helped be 
become substantially more capable as a quantitative ecologist and a coder. I cannot thank 
you enough. I’d also like to thank both the Montgomery and Fox Labs, for accepting me 
as one of their own, and helping me expand my horizons as a scientist. 
  iii 
Thank you to the army of undergraduate students who helped collect, process and 
analyze thousands of plant samples (literally!) over the last eight years. I’d specifically 
like to thank C. Montgomery and D. Erickson – you guys made my life so much easier, 
and I’m grateful to have had you help me keep things organized and running smoothly. 
Finally, I want to thank Michael Wethington - you have been with me on this project 
since day one, and this success of this project is as much yours as it is mine. I’m excited 
to see where things go for you over the next couple of years as you begin your own work 
in Antarctica! 
This study has been supported by the Environment and Natural Resources Trust 
Fund, the Institute on the Environment, and the Environmental Protection Agency via the 
Science to Achieve Results Fellowship. I was also supported by the Conservation 
Biology Graduate Program via the summer block grant program and the Wally Dayton 
Fellowship.  
A version of Chapter 2 has been published as: Berini JL, Brockman SA, Hegeman 
AD, Reich PB, Muthukrishnan R, Montgomery RA and Forester JD (2018) Combinations 
of Abiotic Factors Differentially Alter Production of Plant Secondary Metabolites in Five 
Woody Plant Species in the Boreal-Temperate Transition Zone. Front. Plant Sci. 9:1257. 
doi: 10.3389/fpls.2018.01257. 
 
 
 
 
 
  iv 
Dedication 
I dedicate this thesis to anyone who overcame difficult circumstances to become greater 
than what the world expected of you. 
  v 
Abstract 
Since 2006, the moose population in northeastern Minnesota has declined by nearly 50%. 
While recent warming has been implicated as a primary cause of this decline, there is 
little evidence to support this relationship. More recent evidence suggests that the 
influences of warming and poor nutrition may predispose moose to increased risk of 
mortality, including mortality attributed to predation and disease. During summer, moose 
begin to experience the detrimental effects of high temperatures at around 14 to 17 ºC, 
and mean-maximum summer temperatures in this area range from 19.5 ºC along Lake 
Superior, to approximately 24.5 ºC in the more central part of the region. Thus, moose in 
northeastern Minnesota are likely dealing with the negative effects of high temperatures 
on a routine basis throughout summer. 
 While it has been suggested that nutrition and warming may be acting in concert 
to influence moose demographics in Minnesota, potential synergisms between these 
factors have not been investigated. Thus, I evaluated how spatial variation in the thermal 
landscape influences forage chemistry, the abundance and distribution of forage, and the 
spatial variation in moose diets and overwinter survival. To determine how high 
temperatures might influence the chemistry of moose forage, I used untargeted 
metabolomics to evaluate how varying combinations of temperature, moisture, and light 
in both experimental and natural conditions influence the production of plant secondary 
metabolites in moose forage. To investigate how the abundance and chemistry of moose 
forage varies across NEMN, I used a mixed-effects regression kriging framework to 
estimate spatial variation of δ13C and δ15N values in plants commonly eaten by moose, 
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and then refined these predictions using species-specific allometric equations to estimate 
above-ground biomass of moose forage. Finally, to investigate the interaction between 
spatial variation in high summer temperatures, moose diet, and over-winter survival, I 
used stable isotope values from forage and hair to estimate moose diet via Bayesian 
mixing models, and then evaluated if diet composition and quality vary as a function of 
mean-maximum summer temperature, season, or winter mortality. 
 In general, warming and high-temperatures had variable effects on the defensive 
chemistry of moose forage, only a minor influence on forage abundance, and a strong 
effect on diet quality, composition, and overwinter survival. Specifically, when 
investigating the influences of warming on PSM production in moose forage, I found that 
the influences of temperature can be modulated by the presence or absence of other 
abiotic factors, such as precipitation and light. As an example, the relative abundance of 
compounds known to negatively influence moose herbivory increased by 250% or more 
when high temperatures occurred in an open canopy setting. When modeling spatial 
heterogeneity in the chemistry and abundance of moose forage across northeastern 
Minnesota, I found that while mean-maximum summer temperature played a strong role 
in the isotopic composition of moose forage across the region, it had only a minor effect 
on distribution and abundance. Finally, when investigating interactions between spatial 
variation in high summer temperatures, moose diet, and over-winter survival, I found that 
the warmest parts of the moose range in Minnesota were those where moose diets were 
poorest and where winter mortality rates were highest. Specifically, I found that moose in 
the warmest parts of the range have diets containing the highest proportion of aquatic 
  vii 
forage and the lowest proportion of high-preference forage. Additionally, moose that did 
not survive winter had diets containing substantially greater proportions of aquatic forage 
throughout the entire growing season when compared to moose that survived, which 
consumed mostly high-preference forage during early summer but increased their 
consumption of aquatics during late summer. Finally, while I estimated overall mortality 
to be at approximately 30% throughout the entire study region, mortality in the warmest 
parts of the range (69%) was approximately 4.5 times higher than that in the coolest parts 
of the range (15%). 
Given the evidence I present here, habitat-improvement projects may want to 
focus on promoting the regeneration of forage species that can adapt to future warming 
scenarios, while still providing thermal refuge, and proper nutrition during late summer. 
Also, future studies should evaluate spatially explicit differences in habitat use as a 
function of the thermal landscape and how variation in habitat use-behavior (i.e., 
movement) within the thermal landscape may influence diet composition, quality, and 
nutritional restriction. Identifying mechanistic links between movement, diet, and 
nutritional condition within the thermal landscape would advance our basic knowledge of 
large mammal behavior and ecology, as well as help develop sound management 
strategies in how we plan for future warming.  
 
  viii 
Table of Contents 
 
Acknowledgements .............................................................................................. i 
Dedication .......................................................................................................... iv 
Abstract ............................................................................................................... v 
List of Tables...................................................................................................... ix 
List of Figures .................................................................................................... xi 
Chapter 1: Summer Temperatures and Forage Chemistry may interact to influence 
Diet Composition and Moose Demographics in Northeastern Minnesota – An 
Introduction. ........................................................................................................ 1 
Chapter 2: Combinations of Abiotic Factors Differentially Alter Production of 
Plant Secondary Metabolites in Five Woody Plant Species in the Boreal-
temperate Transition Zone. .................................................................................. 8 
Chapter 3: Incorporating Biomass Improves Predictions of Spatial Variation in 
d15N and d13C Across a Northern Mixed Forest. ................................................ 47 
Chapter 4: High Temperatures and Diet During Summer Influence Overwinter 
Survival in a Declining Moose Population. ........................................................ 87 
Literature Cited ............................................................................................... 133 
Supplemental Information ............................................................................... 163 
 
 
 
  ix 
List of Tables 
Chapter 2 
Table 1. Summary of results for B4WarmED samples used to assess the influences of 
temperature and drought on PSM profiles and phytochemical diversity. ............ 36 
Table 2. Number of chemical features that increase and decrease in relative abundance by 
≥ 75% as a function the dominant stress condition. ............................................ 38 
Table 3. Summary of results for observational samples (2015) used to assess the 
influences of temperature region and overstory on PSM profiles and 
phytochemical diversity. .................................................................................... 39 
Chapter 3 
Table 1. Model structure for mixed-effects models characterizing biomass of different 
moose forage-preference groups. ....................................................................... 71 
Table 2. Model structure for best-fitting mixed-effects models for uninformed δ13C. All 
values were truncated to three significant digits. ................................................ 73 
Table 3. Model structure for best-fitting mixed-effects models for biomass-informed 
δ13C. All values were truncated to three significant digits. ................................ 75 
Table 4. Model structure for best-fitting mixed-effects models for uninformed δ15N. ... 77 
Table 5. Model structure for best-fitting mixed-effects models for biomass-informed 
δ15N.................................................................................................................. 79 
Chapter 4 
Table 1. Results of generalized linear models evaluating the influence of mean-maximum 
summer temperature on N availability for individual forage groups and for all 
groups combined (i.e., total N). ........................................................................ 115 
Table 2. Results of Tukey’s test for honestly significant differences comparing individual 
forage groups between temperature regions during late summer. ..................... 116 
Table 3. Variance in δ13C values for different temperature regions and results of 
Bartlett’s test for homogeneity of variance comparing these values. ................. 118 
Table 4. Results of Tukey’s test for honestly significant differences comparing of mean 
values of δ15Nhair between different temperature regions for early and late 
summer............................................................................................................ 119 
  x 
Table 5. Results of logistic regressions detailing the influence of each forage group on the 
probability of overwinter survival. ................................................................... 120 
Table 6. Results of pairwise logistic regressions comparing diets of the same animals 
before and after death. ..................................................................................... 121 
Table 7. Results of univariate ANOVAs comparing the dietary contributions of individual 
forage groups as a function of season, for animals that survived winter and those 
that died. .......................................................................................................... 122 
Table 8. Variance in δ13Chair values for animals with different winter fates, for both 
early and late summer and results of Bartlett’s test for homogeneity of variance 
comparing these values. ................................................................................... 123 
Table 9. Results of pairwise t-tests for comparing differences between early and late 
summer diet for those animals that we collected both live and dead hair samples.
 ........................................................................................................................ 124 
 
 
 
 
 
   xi 
List of Figures 
Chapter 2 
Fig.1. Location of observational sites and the B4WarmED Project at the University of 
Minnesota’s Cloquet Forestry Center. ................................................................ 40 
Fig.2. Non-metric multidimensional scaling (NMDS) plots detailing the influence of 
moderate and high-temperature on PSM profiles of (A) balsam fir and (B) paper 
birch in closed overstory. ................................................................................... 41 
Fig.3. Non-metric multidimensional scaling (NMDS) plots detailing the influence of 
elevated temperature and drought on PSM profiles of (A) balsam fir, (B) red 
maple, (C) paper birch, and (D) trembling aspen in open overstory. ................... 42 
Fig.4. Non-metric multidimensional scaling (NMDS) plots detailing the influence of 
varying light and temperature conditions on PSM profiles of (A) balsam fir, (B) 
paper birch, (C) beaked hazel, and (D) trembling aspen. .................................... 43 
Fig.5. Relative change in abundance (%) for specific PSM compounds when compared to 
our reference treatment for Year 1 (ambient temperature) for (A) balsam fir and 
(B) paper birch in closed overstory. ................................................................... 44 
Fig.6. Relative change in abundance (%) for specific PSM compounds when compared to 
our baseline treatment for Year 2 (ambient temperature, ambient precipitation) for 
(A) balsam fir and (B) paper birch in open overstory. ........................................ 45 
Fig.7. Relative change in abundance (%) for specific PSM compounds when compared to 
our baseline treatment for Year 3 (cold region, closed overstory) for (A) balsam 
fir and (B) paper birch. ...................................................................................... 46 
Chapter 3 
Fig.1. Forage sampling plots across northeastern Minnesota. ......................................... 81 
Fig.2. Isotopic variation of raw δ13C and δ15N values (‰) across preference groups. .. 82 
Fig.3. Predictions of proportional abundances and absolute amounts (kg/m2) of biomass 
for low (a. and d., respectively), medium (b. and e., respectively), and high-
preference forage (c. and f., respectively)........................................................... 83 
Fig.4. Isoscapes depicting spatial variation in δ13C (‰) across northeastern Minnesota.
 .......................................................................................................................... 84 
  xii 
Fig.5. Isoscapes depicting spatial variation in δ15N (‰) across northeastern Minnesota.
 .......................................................................................................................... 85 
Fig.6. Differences in isoscape predictions (‰) utilizing uninformed-isotope data and 
biomass-informed isotopes. ............................................................................... 86 
Chapter 4 
Fig.1. Sampling locations of vegetation and hair throughout the moose range of NEMN 
(a) and thermal landscape as depicted by mean-maximum summer temperature 
(JJA) from 1981-2010...................................................................................... 125 
Fig.2. Variation in moose diets as a function of temperature region during both early (a) 
and late summer (b). ........................................................................................ 126 
Fig.3. Mean and variance for values of δ13Chair and δ15Nhair across each temperature 
region for early (a) and late summer (b). .......................................................... 127 
Fig.4. Results of logistic regressions evaluating how consumption of different dietary 
groups varies between animals that survived winter and those that did not, for 
both early (a) and late summer (b). .................................................................. 128 
Fig.5. Results of pairwise logistic regressions for those animals that we collected both 
live and dead hair samples from, comparing diets before and after death, for early 
(a) and late summer (b). ................................................................................... 129 
Fig.6. Bar plots representing seasonal shifts in diet for animals that survived winter (a) 
and those that died (b)...................................................................................... 130 
Fig.7. Mean and variance for values of δ13Chair (a) and δ15Nhair (b). ....................... 131 
Fig.8. Mean differences in seasonal diet for those animals that we collected both live and 
dead hair samples from. ................................................................................... 132 
 
 
 
 
   1 
Chapter 1: Summer Temperatures and Forage Chemistry may interact to influence 
Diet Composition and Moose Demographics in Northeastern Minnesota – An 
Introduction. 
With roughly 200 species of terrestrial vertebrates going extinct in the last 100 
years, there is evidence that we are currently in the midst of Earth’s sixth mass extinction 
event (Ceballos et al. 2017). Over this same time period, more than 40% of known 
terrestrial vertebrate species have exhibited severe population decline (> 80% range 
contraction; Ceballos et al. 2017), and from 1970 to 2014, populations of terrestrial 
vertebrates declined by an average of 60% (Barrett et al. 2018). In mammals, population 
declines are often attributed to habitat loss and degradation, overexploitation, invasive 
species, and disease, with recent changes in climate also thought to be a major contributor 
(Barrett et al. 2018, Ripple et al. 2015). Although mammal species in tropical regions 
appear to be most vulnerable to extinction, those at high latitudes are more vulnerable to 
climate change than anywhere else on the planet (Barrett et al. 2018), with large 
mammals more likely to experience the adverse effects of climate than their smaller 
counterparts (Mccain and King 2014).  
Global distributions of large herbivore diversity are associated with gradients of 
temperature and precipitation (Olff et al. 2002, Walther et al. 2002), with the negative 
influences of temperature largely attributed to the positive association between body size 
and temperature sensitivity (Gillooly et al. 2001). High-temperatures can influence large 
herbivores directly via a number of different mechanisms. For example, male ibex 
(Capra ibex) reduce feeding activity during periods of high temperatures (Aublet et al. 
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2009), presumably in an effort to minimize metabolic heat production (Turbill et al. 
2011), and moose have been shown to alter habitat-use behavior as a function of ambient 
temperature, choosing habitats that offer thermal refugia over those that provide high-
quality forage (van Beest and Milner 2013, Street et al. 2016). In addition to the direct 
physiological and behavioral effects that high temperatures can have on large mammals, 
the influences of recent warming are pervasive, thereby leading to a range of indirect 
effects as well (Parmesan 2006, Walther et al. 2002). 
The North American moose (Alces alces) is a cold-adapted species that is 
relatively intolerant of high temperatures (Renecker and Hudson 1990), and in recent 
years has experienced population declines across much of the southern edge of its 
geographic range (Timmermann and Rodgers 2017). In northwestern Minnesota, moose 
exhibited a precipitous decline starting in the mid 1980s, decreasing from about 4000 
animals in 1984 to less than 100 animals in 2007 (Lenarz et al. 2009, Murray et al. 2013). 
A study investigating this decline reported that the majority of moose fatalities (87% of 
radio-collared moose and 65% of non-collared moose) were ultimately due to parasites 
and infectious disease. However, the authors also noted that many of the recorded causes 
of mortality were likely acting in close association with poor nutrition and warming 
(Murray et al. 2006). Animals that died of natural causes exhibited notable signs of 
malnutrition and severe body fat depletion, and annual population growth in northwestern 
Minnesota from 1961-2000 was negatively correlated with mean summer temperature, 
which increased by 2.1 ºC during this time (Murray et al. 2006).  
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In recent years, the moose population in northeastern Minnesota (NEMN) has 
exhibited demographic trends similar to those observed in the northwestern part of the 
state, declining by more than 65% from 2006 to 2018 (DelGiudice 2018, Lenarz et al. 
2009). Because moose are heat intolerant, when they are exposed to prolonged periods of 
high temperatures, they increase metabolic and respiration rates and reduce forage intake, 
which can lead to malnutrition, decreased body condition, and immunosuppression 
(Lenarz et al. 2009, McCann et al. 2013, Murray et al. 2006, Renecker and Hudson 
1986). Although one study reported a negative correlation between high temperatures and 
survival in this population (Lenarz et al. 2009), there is little mechanistic evidence to 
explain a relationship between recent warming and moose declines. Moreover, the wolf 
population in this region has substantially increased since 2006, with a strong inverse 
relationship between wolf numbers and calf:cow ratios from 2001 to 2013 (Mech and 
Fieberg 2014). One study recently reported between 33 and 47% of monitored moose calf 
mortalities was due, at least in part, to wolf predation (Severud et al. 2015), while another 
reported that more than 30% of analyzed wolf scats from NEMN contained moose tissue 
(Chenaux-Ibrahim 2015). However, it is important to note that moose significantly 
reduce anti-predatory behavior during periods of resource limitation (Oates et al. 2019), 
and in a study summarizing necropsy results of 62 opportunistically collected moose 
carcasses from 2003 to 2013, 85% of animals were either moderately underweight or 
exhibiting signs of severe weight loss and muscle deterioration (Wünschmann et al. 
2015).  
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High-temperatures could also be indirectly impacting large herbivores through 
their forage. This impact could yield large-scale demographic consequences (Owen-
Smith 2002, Shi et al. 2003), the causes of which could be difficult to detect. At the plant 
level, temperature increases of < 2 ºC in Minnesota have been shown to significantly 
reduce crude protein and carbohydrates (Jamieson et al. 2015), while also leading to 
significant phenological advancement (Schwartzberg et al. 2014). At the animal level, 
warming of 3 to 6 ºC can lead to decreased forage intake and digestibility (Savsani et al. 
2015), as well as increased sensitivity to plant defensive compounds (Kurnath et al. 
2016), all of which have been shown to influence survival and reproduction in large 
mammals (Barboza and Parker 2008, Cook et al. 2004, Langvatn et al. 1996, McArt et al. 
2009). During summer, the moose range in Minnesota spans a 5 ºC mean-maximum 
summer temperature gradient, going from roughly 19.5 ºC in the northeastern-most part 
of the range, to approximately 24.5 ºC in the more central parts of the range (PRISM 
Climate Group 2017). Moose begin to experience the detrimental effects of high 
temperatures at around 14 to 17 ºC (McCann et al. 2013, Renecker and Hudson 1986). 
Thus, moose in NEMN are likely dealing with the negative effects of high temperatures 
on a routine basis. Together, the influences of warming on moose and their forage could 
have a profound negative impact on demographics via their specific, synergistic 
influences on survival and reproduction. 
  While it has been suggested that nutrition and warming may be acting in concert 
to influence moose demographics in Minnesota (Murray et al. 2006), potential 
synergisms between these factors have not been investigated. Thus, I evaluated how 
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warming and spatial variation in the thermal landscape influences forage chemistry, the 
abundance and distribution of forage, and the spatial variation in moose diets and 
overwinter survival. To determine how high temperatures influence the chemistry of 
moose forage (Ch. 1), I used untargeted metabolomics to evaluate how varying 
combinations of temperature, moisture, and light in both experimental and natural 
conditions influence the production of plant secondary metabolites in moose forage. To 
investigate how the abundance and chemistry of moose forage varies across NEMN (Ch. 
2), I used a mixed-effects regression kriging framework to estimate spatial variation of 
δ13C and δ15N values in plants commonly eaten by moose, and then refined these 
predictions using species-specific allometric equations to estimate above-ground biomass 
of moose forage. Finally, to investigate the interaction between spatial variation in high 
summer temperatures, moose diet, and over-winter survival (Ch. 3), I used stable isotope 
values from forage and hair to estimate moose diet via Bayesian mixing models, and then 
evaluated if diet composition and quality vary as a function of mean-maximum summer 
temperature, season, or winter mortality. 
 In general, warming and high-temperatures had variable effects on the defensive 
chemistry of moose forage, only a minor influence on forage abundance, and a strong 
effect on diet quality, composition, and overwinter survival. Specifically, when 
investigating the influences of warming on PSM production in moose forage (Ch. 1), I 
found that the influences of temperature can be modulated by the presence or absence of 
other abiotic factors, such as precipitation and light. As an example, the relative 
abundance of compounds known to negatively influence moose herbivory (i.e., diterpene 
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resin acids, Danell et al. 1990) increased by 250% or more when high temperatures 
occurred in an open canopy setting. When modeling spatial heterogeneity in the 
chemistry and abundance of moose forage across NEMN (Ch. 2), I found that while 
mean-maximum summer temperature played a strong role in the isotopic composition of 
moose forage across the region, it had only a minor effect on distribution and abundance. 
This suggests that any relationship we observe between moose diet and the thermal 
landscape is likely due to temperature-induced changes in behavior (i.e., habitat use and 
forage intake or selection) rather than variation in abundance. Finally, when investigating 
interactions between spatial variation in high summer temperatures, moose diet, and 
over-winter survival (Ch. 3), I found that the warmest parts of the moose range in 
Minnesota were those where moose diets were poorest and where winter mortality rates 
were highest. Specifically, I found that moose in the warmest parts of the range have 
diets containing the highest proportion of aquatic forage and the lowest proportion of 
high-preference forage. Additionally, moose that did not survive winter had diets 
containing substantially greater proportions of aquatic forage throughout the entire 
growing season when compared to moose that survived, which consumed mostly high-
preference forage during early summer but increased their consumption of aquatics 
during late summer. Finally, while I estimated overall mortality to be at approximately 
30% throughout the entire study region, mortality in the warmest parts of the range (69%) 
was approximately 4.5 times higher than that in the coolest parts of the range (15%).  
Collectively, the evidence I present here suggests that high summer temperatures 
may underlie the recent moose decline via the synergistic effects of warming on moose 
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behavior and forage. Habitat-improvement projects may want to focus on promoting the 
regeneration of forage species that can adapt to future warming scenarios, while still 
providing thermal refuge, and proper nutrition during late summer. For example, 
replanting efforts may want to consider genetic strains of paper birch, trembling aspen, 
and willow (i.e., high-preference moose forage) that are adapted to warmer climates, 
potentially helping buffer moose against some of the temperature-induced synergies I 
observed here. Also, future studies should evaluate spatially explicit differences in habitat 
use as a function of the thermal landscape and how variation in habitat use-behavior (i.e., 
movement) within the thermal landscape may influence diet composition, quality, and 
nutritional restriction. Also, creating landscape-scale models depicting an animal’s 
fundamental dietary niche (i.e., what the diet should be, given the composition of the 
landscape, in the absence of selection) and then comparing these models to spatial 
variation in diet would provide valuable insights into how different habitat covariates 
(e.g., temperature, landscape composition, predator densities) may influence diet 
selection. Identifying mechanistic links between movement, diet, and nutritional 
condition within the thermal landscape would advance our basic knowledge of large 
mammal behavior and ecology, as well as help develop sound management strategies in 
how we plan for future warming.  
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Chapter 2: Combinations of Abiotic Factors Differentially Alter Production of Plant 
Secondary Metabolites in Five Woody Plant Species in the Boreal-temperate 
Transition Zone. 
ABSTRACT Plant secondary metabolites (PSMs) are a key mechanism by which plants 
defend themselves against potential threats, and changes in the abiotic environment can 
alter the diversity and abundance of PSMs. While the number of studies investigating the 
effects of abiotic factors on PSM production is growing, we currently have a limited 
understanding of how combinations of factors may influence PSM production. The 
objective of this study was to determine how warming influences PSM production and 
how the addition of other factors may modulate this effect. 
We used untargeted metabolomics to evaluate how PSM production in five 
different woody plant species in northern Minnesota, USA are influenced by varying 
combinations of temperature, moisture, and light in both experimental and natural 
conditions. We also analysed changes to the abundances of two compounds from two 
different species – two resin acids in Abies balsamea and catechin and a terpene acid in 
Betula papyrifera. We used perMANOVA to compare PSM profiles and phytochemical 
turnover across treatments and NMDS to visualize treatment-specific changes in PSM 
profiles. We used linear mixed-effects models to examine changes in phytochemical 
richness and changes in the abundances of our example compounds. 
 Under closed-canopy, experimental warming led to distinct PSM profiles and 
induced phytochemical turnover in B. papyrifera. In open-canopy sites, warming had no 
influence on PSM production. In samples collected across northeastern Minnesota, 
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regional temperature differences had no influence on PSM profiles or phytochemical 
richness but did induce phytochemical turnover in B. papyrifera and Populus 
tremuloides. However, warmer temperatures combined with open canopy resulted in 
distinct PSM profiles for all species and induced phytochemical turnover in all but 
Corylus cornuta. Although neither example compound in A. balsamea was influenced by 
any of the abiotic conditions, both compounds in B. papyrifera exhibited significant 
changes in response to warming and canopy. Our results demonstrate that the metabolic 
response of woody plants to combinations of abiotic factors cannot be extrapolated from 
that of a single factor and will differ by species. This heterogeneous phytochemical 
response directly affects interactions between plants and other organisms and may yield 
unexpected results as plant communities adapt to novel environmental conditions. 
INTRODUCTION 
Plant secondary metabolites (PSMs) are one of the primary ways in which plants 
respond to environmental variability, and regulation of PSM production is strongly 
influenced by the local environment (Bennett and Wallsgrove 1994, Bray et al. 2000, Hirt 
and Shinozaki 2003, Wink 1988). Many interactions between plants and other organisms 
are mediated by PSMs (Farmer 2001, Karban 2008, Karban et al. 2006), and thus, the 
biochemical mechanisms that influence these interactions are modulated, at least in part, 
by the presence, absence, or magnitude of various environmental factors (DeLucia et al. 
2012, Jamieson et al. 2012). For instance, changes in the amount and seasonality of 
precipitation have been shown to influence concentrations of cyanogenic glycosides 
(Gleadow and Woodrow 2002, Vandegeer et al. 2013), and elevated concentrations of 
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atmospheric CO2 often result in increased concentrations of condensed tannins (Lindroth 
2012). Evidence is mounting that recent warming may also influence the production of 
PSMs (Kuokkanen et al. 2001). 
Studies investigating the influence of warming on PSM production suggest that 
temperature-induced changes to PSMs may be species, compound, or even context 
dependent. For example, warming has been shown to have no effect on levels of 
phenolics in red maple (Acer rubrum, (Williams et al. 2003), Norway spruce (Picea 
abies, (Sallas et al. 2003), and Scots pine (Pinus sylvestris, (Sallas et al. 2003) but 
resulted in decreased levels of phenolics in dark-leaved willow (Salix myrsinifolia, 
(Veteli et al. 2006) and silver birch (Betula pendula, (Kuokkanen et al. 2001). 
Additionally, warming has been shown to increase levels of terpene-based compounds in 
Norway spruce (Sallas et al. 2003), Ponderosa pine (Pinus ponderosa, (Constable et al. 
1999), and Scots pine (Sallas et al. 2003) but has been shown to both increase (Constable 
et al. 1999) and decrease (Snow et al. 2003) levels of monoterpenes in Douglas fir (Pinus 
menziesii). While evidence of warming-induced changes to phytochemistry is important 
to our understanding of how plants will respond to future climates, in natural settings, 
elevated temperature often combines with other abiotic conditions to influence PSM 
production and potentially modulate any changes to phytochemistry that might otherwise 
be induced by warming alone.  
As temperatures continue to rise, global precipitation patterns are expected to shift 
(Alexander et al. 2006, Hurrell 1995, IPCC 2014) and light availability to understory 
plants will likely be altered due to changes in the frequency and intensity of forest 
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disturbance patterns (Canham et al. 1990, Dale et al. 2001). While variability in each of 
these environmental factors has been shown to influence production of PSMs on their 
own (Bryant et al. 1983, Dudt and Shure 1994, Pavarini et al. 2012), combinations of 
factors can have a distinct effect (Mittler 2006, Rizhsky et al. 2002, 2004, Zandalinas et 
al. 2018). Moreover, plant responses to combinations of abiotic factors can be either 
synergistic or antagonistic (Bonham-Smith et al. 1987, Mittler 2006, Zandalinas et al. 
2018). For example, drought has been shown to enhance cold tolerance (Cloutier and 
Andrews 1984), but also exacerbate a plant’s intolerance of high temperatures (Rizhsky 
et al. 2002). Further, different combinations of salinity and high temperatures have been 
shown to have both positive and negative influences on the metabolism of reactive 
oxygen species and stomatal response (Zandalinas et al. 2018). Regardless, the vast 
majority of current research remains focused on the influences of individual conditions 
rather than considering potential interactions among them.  
Until recently, the majority of studies investigating the potential influence of 
different abiotic factors largely considered the effects of these factors on individual 
compounds or small groups of compounds. However, individual metabolites rarely, if 
ever, function in isolation (Gershenzon et al. 2012). Rather, the influence of any one 
compound is dependent on conditions within the local environment, as well as the 
relative abundance of numerous other metabolites within a plant’s array of chemical 
constituents (Dyer et al. 2003, Gershenzon et al. 2012, Jamieson et al. 2015, Richards et 
al. 2010). Thus, understanding how changes in the abiotic environment will influence a 
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plant’s metabolic profile is important for interpreting how these changes will influence 
the abundance and biological role of individual compounds as well.  
Phytochemical diversity influences how effective plants are when defending 
against a range of threats (Frye et al. 2013, Gershenzon et al. 2012, Richards et al. 2015). 
Compounds may act synergistically, thereby forming mixtures that can provide enhanced 
protection against potential hazards (Gershenzon 1984, Gershenzon et al. 2012, Harborne 
1987). Indeed, recent evidence suggests that the number of individual compounds 
comprising a plant’s phytochemical profile can even influence local biological diversity 
via the influence of changes in toxicity on rates of herbivory (Richards et al. 2015). 
Increased diversity of secondary metabolites may also allow for more precise 
communication between plants, thereby allowing for more robust protection against a 
range of conditions (Frye et al. 2013, Gershenzon et al. 2012, Iason et al. 2005, Poelman 
et al. 2008). Two metrics that are useful for assessing changes in phytochemical diversity 
are “phytochemical richness” (i.e., the absolute number of compounds produced) and 
“phytochemical turnover” (i.e., the degree of overlap among the compounds produced), 
as both measures provide different insights into the metabolic response of plants to a 
range of abiotic conditions.  
Variability in phytochemistry, even within the same species, may influence 
ecosystem structure and function through an array of chemically driven ecological effects 
(Bukovinszky et al. 2008, Gillespie et al. 2012, Sedio et al. 2017). The growth-
differentiation balance hypothesis (GDBH) suggests that as the local environment 
becomes increasingly stressful, growth processes will become limited and the production 
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of PSMs will increase until the point that PSM production also becomes limited by 
resource acquisition/availability (Lerdau et al. 1994)(Lewinsohn et al. 1993)(Lewinsohn 
et al. 1993) . While phytochemical diversity has not been explicitly tested in light of the 
GDBH, studies have shown that herbivore-induced secondary chemistry can be 
completely suppressed in some woody species under a range of  abiotic conditions 
(Lewinsohn et al. 1993), rendering them vulnerable to further invasion by pests and 
pathogens. While the number of studies investigating the effects of warming and other 
abiotic conditions on PSM production is rapidly growing, we currently have a limited 
understanding of how different abiotic factors may interact to influence phytochemical 
diversity (Bidart-Bouzat and Imeh-Nathaniel 2008, Jamieson et al. 2012, 2015). The 
objective of this study was to determine how elevated temperatures may influence the 
production of PSMs and to evaluate how the addition of other abiotic factors may 
modulate this effect.  
While a targeted approach uses standard model compounds to identify and 
observe changes in specific compounds selected a priori, an untargeted (i.e., global) 
approach makes no assumptions regarding specific metabolites, and therefore, allows one 
to observe global changes across the entire metabolic profile. Thus, the strength of an 
untargeted approach lies in the potential to discover unanticipated changes in metabolic 
profiles as a result of environmental perturbations (Crews et al. 2009). Although 
untargeted metabolomics have been used in medicine for clinical diagnosis of various 
diseases, including numerous forms of cancer (Jain et al. 2015, Sreekumar et al. 2009), 
this study is among the first to apply this method to an ecological setting.  
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We used an untargeted metabolomics approach to evaluate how the 
phytochemical profiles of five different woody plant species are influenced by 
temperature, soil moisture, and light. Specifically, we tested the hypothesis that elevated 
temperatures alter the production of PSMs by leading to phytochemical profiles that are 
distinct from those found at ambient temperature (H1) and that warming will change 
phytochemical diversity via reductions in phytochemical richness or a high degree of 
turnover (H2). We also tested the hypothesis that the addition of other abiotic factors, 
specifically high light and drought, will either magnify or nullify temperature-induced 
changes in phytochemical profiles and PSM diversity (H3). Finally, because individual 
compounds may vary greatly in response to heterogeneity in the abiotic environment, we 
identified two ‘example compounds’ from balsam fir (Abies balsamea – two unspecified 
di-terpene resin acids) and paper birch (Betula papyrifera – catechin and another 
unspecified di-terpene resin acid) and analyzed the effects of different sets of abiotic 
factors (high-temperature, light, and drought) on their relative abundance. Specifically, 
we tested the hypothesis that individual compounds will respond to different conditions 
and combinations of conditions by either increasing or decreasing in relative abundance, 
potentially in a non-uniform and unpredictable manner (H4).  
MATERIALS AND METHODS 
Experimental Design —The Boreal Forest Warming at an Ecotone in Danger 
(B4WarmED) project is an ecosystem experiment that simulates both above- and below-
ground warming in a boreal forest community. The experiment was conducted at Cloquet 
Forestry Center (CFC; Cloquet, MN. USA) and was initiated in 2008. The experimental 
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design consists of a 2 (overstory – open and closed) × 3 (warming – ambient, ambient 
+1.7°C, and ambient +3.4°C) × 2 (precipitation – ambient and ambient -40%) factorial 
design with six replicates (two per block) per treatment combination, for a total of 72 – 
7.1 m2 plots (Rich et al. 2015). Within each plot, 121 seedlings of 11 tree species were 
planted into the remaining herbaceous vegetation in a gridded design (Rich et al. 2015). 
Above-ground biomass was warmed using a Temperature Free-Air-Controlled 
Enhancement System (T-FACE) and below-ground biomass was warmed via buried 
resistance-type heating cables (Rich et al. 2015). Above- and below-ground temperatures 
have been monitored and logged at 15-minute intervals since spring 2008. In 2012, event-
based rain exclosures were installed on nine plots in the open overstory replicates of the 
warming experiment, which allowed for safe and reliable removal of rainfall. Mean 
annual rainfall exclusion from June to September ranges from 42% to 45%. 
We collected plant samples from the B4WarmED project during two different 
time periods. On 14 July 2013, we collected samples of balsam fir and paper birch that 
were grown under closed overstory and three warming treatments, and on 15 July 2014, 
we collected samples of balsam fir, paper birch, trembling aspen (Populus tremuloides), 
and red maple (Acer rubrum) grown under open overstory in the three warming 
treatments and two precipitation treatments. Where possible, we collected recent-growth 
foliar tissue from two plants per species within each replicate plot. However, some 
replicates contained either one or no plants with enough leaf tissue to sample. Samples 
sizes were particularly small during 2014, so we were forced to group individual 
warming treatments (ambient, +1.7°C, +3.4°C) into a binary response (ambient 
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temperature vs. elevated temperature). All plant samples were collected within a two-
hour time period. Upon collection, samples were flash frozen with dry ice, and 
subsequently stored in a -80 °C freezer to minimize chemical degradation. We broadly 
refer to samples collected from the B4WArmED project as our “experimental” samples.  
To investigate how temperature and light conditions may interact to influence 
phytochemical production in a natural forest environment, we collected samples of 
balsam fir, paper birch, trembling aspen, and beaked hazel (Corylus cornuta) from open 
and closed canopy environments across two regions in northeastern Minnesota (Fig.1). 
These regions exhibit differences in mean-maximum summer temperature (maximum 
daily temperature averaged across June, July, and August) of approximately 5.5°C (Table 
S2-1). On 14 July 2015, we collected a minimum of 3 biological replicates from each 
species within each set of abiotic conditions. The sampling design consists of a 2 
(overstory – open and closed) × 2 (temperature – warm and cool) design with three plot 
replicates per treatment combination, for a total of 12 – 400 m2 plots. Open-canopy plots 
allowed us to evaluate high-light conditions on production of PSMs and were located in 
areas that were clear-cut in 2006 (i.e., open overstory), while closed-canopy plots were 
located in areas that experienced no known overstory disturbance since at least 1985 (i.e., 
closed overstory). Thus, light conditions for all plots were based on whether the overstory 
was open (i.e., high light) or closed (i.e., low light). Temperature logger data collected for 
a parallel study from similar plot types suggest that average high temperatures from 1 
May 2015 to 14 July 2015 ranged from 30.4°C in low-light plots in the cool region to 
36.6°C in high-light plots in the warm region. All field samples were collected on the 
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same day, within an 8-hour period. Upon collection, samples were flash frozen with dry 
ice, and subsequently stored in a -80 °C freezer. For brevity, we occasionally refer to 
samples collected throughout northeast Minnesota as “observational” samples.  
Study organisms — Balsam fir is a mid- to large-sized species of conifer, growing 
to 26 m in height, with shallow roots (Smith 2008). It is highly vulnerable to drought, 
fire, and spruce budworm (Choristoneuro fumiferana) infestations (Engelmark 1999), 
and modest climate warming has been shown to decrease net photosynthesis and growth 
by as much as 25% (Reich et al. 2015). Paper birch can grow to 28 m in height (Smith 
2008) and is drought and shade intolerant (Iverson et al. 2008, Iverson and Prasad 1998). 
While it can grow rapidly and live to be 250 years of age, seedlings need significant light 
to prosper (Kneeshaw et al. 2006). Elevated temperatures have been shown to influence 
foliar nitrogen, lignin, and condensed tannins in both paper birch and trembling aspen 
with the specific response varying as a function of species and climate (Jamieson et al. 
2015). Trembling aspen is one of the most widespread tree species in North America and 
occurs on a wide-range of soil types and in various climatic conditions (Smith 2008). It is 
sensitive to both drought and shade (Iverson et al. 2008, Iverson and Prasad 1998) and 
may become increasingly vulnerable to other potential stressors under conditions of 
drought and high temperatures (Worrall et al. 2008). Red maple is a moderately large 
tree, growing to 29 m in height and is known to be tolerant to a wide-range of 
precipitation conditions, from drought to seasonal flooding (Smith 2008). While this 
species is expected to prosper under future climate scenarios (Iverson et al. 2008, Iverson 
and Prasad 1998) and performed well under experimental warming (Reich et al. 2015), 
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both prolonged flooding and severe drought have been shown to result in senescence and 
decreased growth, respectively (Nash and Graves 1993).  Beaked hazel, a shade-tolerant 
shrub that can grow to 4 m tall, is a common understory species in both conifer and 
deciduous forests and occurs almost exclusively in fire prone habitats (Smith 2008). 
Beaked hazel is highly sensitive to fire and previous work suggests that growth may be 
limited by soil moisture (Johnston and Woodard 1985).  
Metabolite Analysis — Tissue samples were lyophilized for 72 hours and then 
homogenized and extracted using 25 mg (+/- 2.5 mg) of each sample. Homogenization 
and extraction were performed for 5 min at a frequency of 1500 Hz with 1 mL of 70% 
isopropyl alcohol at –20 °C using a bead mill and 2.8 mm tungsten carbide beads (Sped 
Sample Prep GenoGrinder 2010, Metuchen, NJ). Samples were then subjected to 
centrifugation at 16,000 xg for 5 min.  The supernatant was then removed and subjected 
to an additional centrifugation step, 16,000 xg for an additional 5 minutes, and the 
supernatant was collected for subsequent analysis. Finally, 20 µL of each supernatant 
sample was removed and pooled to use as a control. All samples were then stored at –80 
°C.  
We analyzed samples with liquid chromatography mass spectrometry (LC-MS) 
using an Ultimate 3000 UHPLC (ultra-high-performance liquid chromatography) system 
coupled to a Q Enactive hybrid quadrupole-Orbitrap mass spectrometer with a heated 
electrospray ionization (HESI) source (Thermo Fisher Scientific, Bremen, Germany). We 
injected 1 µL of each sample per analysis onto an ACQUITY UPLC HSS T3 column, 
100 Å, 1.8 µm, 2.1 mm X 100 mm (Waters, Milford, MA, USA) using a gradient 
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composed of solvents A: 0.1% formic acid and B: acetonitrile. Specifically, 0-2 min, 2% 
B; 6 min, 24% B; 9 min, 33% B; 12 min, 65% B; 16 min, 80% B; 20 min 93% B; 21 min 
98% B; 22 min 98% B; 23 min 2% B; 23-25 min 2% B. Samples were analyzed in a 
randomized order to minimize systematic bias from instrument variability and carryover. 
Full-scan analysis was performed using positive/negative ion polarity switching, a 115-
1500 m/z scan range, a resolution of 70,000 (at m/z 200), maximum fill times of 100 ms, 
and target automatic gain control (AGC) of 1 × 106 charges. Ion fragmentation was 
performed using a higher-energy collision dissociation (HCD) cell and resulting MS/MS 
data were collected using a resolution of 17,500, maximum fill times of 100 ms, and an 
AGC target of 2 × 105 charges. Normalized collision energies (NCE) ranged from 10-45 
in increments of 5. All data were collected using Xcalibur version 2.2 (Thermo Fisher 
Scientific, Bremen, Germany).  
Example Compounds — To determine which chemical features varied 
consistently and significantly among each treatment and species group, we aligned, 
smoothed, background subtracted, and analysed all chromatographic data using analysis 
of variance (α = 0.001) via Genedata 7.1 (Genedata, Basel, Switzerland). We assigned 
putative metabolite identities only to the features found to be significantly abundant 
(ANOVA, α = 0.001) with an exact mass and higher-energy collisional dissociation 
(HCD) MS/MS fragmentation spectra. We determined molecular formulae by using exact 
mass to calculate the most probable elemental composition for each feature (Table S2-2). 
We then manually interpreted HCD spectra collected at numerous collision energies 
(Figs.S2-1 through S2-3), and compared these to the MassBank database using 
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MetFusion (Gerlich and Neumann 2013). Where possible, we confirmed the identity of 
individual compounds via comparison to an authenticated standard (Sigma-Aldrich) and 
assigned other putative identities by matching molecular formulae to those of previously 
observed metabolites in Betula (Julkunen-Tiitto et al. 1996) and Abies (Otto and Wilde 
2001). Specifically, we analyzed changes in the relative abundance of catechin and an 
unspecified terpene acid in paper birch and two unspecified diterpene resin acids in 
balsam fir. The identification of catechin was confirmed by comparison of accurate mass, 
LC-retention and MS/MS fragmentation properties of commercially available standard 
compounds for both catechin and its frequently associated isomer epicatechin which were 
distinguishable by chromatographic separation. There has been a great deal of work 
investigating the biological and ecological activity of catechin and terpenoid-based 
metabolites (Berg 2003, Gershenzon and Croteau 1992, Stolter et al. 2005, Tahvanainen 
et al. 1985); and as a result, we expect our results regarding these compounds to be 
broadly relevant. 
Data Processing & Statistical Analysis — Data processing and statistical analyses 
were conducted using R 3.5.0 (R Core Team 2018). To initiate data processing, we used 
the xcmsRaw function in the xcms package (Benton et al. 2010, Smith et al. 2006, 
Tautenhahn et al. 2008) to read our raw mzML files into R. After separating our data by 
polarity using the split function in the base package, we used the findPeaks.centwave 
function for peak detection, which we parameterized as follows: ppm = 2, peakwidth = 
c(5,20), prefilter = c(1,15000000), mzCenterFun = "apex", integrate = 1, mzdiff = -0.001, 
fitgauss = F, snthresh = 10. Once peak detection was complete, we trimmed the resulting 
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polarity-specific data frames based on retention time and retained only those peaks 
detected between 1 and 21 minutes. 
A major shortfall of employing LC-MS to perform “untargeted profile analysis,” 
as we did here, is the production of two independent but partially overlapping datasets 
resulting from ion polarity switching. While polarity switching is useful for detection of 
features that can only be detected via either positive or negative ionization, some features 
are detectable under both ionization modes, therefore resulting in two independent data 
sets containing a small subset of common features. Moreover, interpretation of statistical 
results is challenging due to the presence of parallel sets of analyses with common 
features contributing to both. To alleviate these issues, we combined positive and 
negative polarities using the find.matches function in the Hmisc package (Harrell and 
Dupont 2018). The find.matches function allows one to identify which rows in a data 
matrix align with those in a separate, identically formatted matrix by allowing the user to 
define a tolerance level for the numerical columns in each matrix. Thus, to determine our 
common features in the positive and negative ionization datasets that result from LC-MS, 
we created two matrices for positive and negative polarity, containing three separate 
columns – the mass of each detected peak, an assigned name for each peak, and retention 
time. To ensure that corresponding features from each ionization mode were capable of 
alignment, we subtracted 2.1046, roughly the mass of two protons, from all masses in the 
positive polarity dataset. For those features identified as common among both ionization 
modes, we retained peak data from the polarity exhibiting greatest mean intensity across 
all samples. We then assigned new peak names to identify which peaks were present in 
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either positive or negative polarity versus those that were found in both. All output 
created using the find.matches function was manually checked to ensure that all peaks 
identified as having a match in one polarity, had their mate identified as a match in the 
other. 
We used permutational MANOVA (perMANOVA, (Anderson 2001) to compare 
PSM profiles between abiotic conditions. When analyzing PSM profiles, differences were 
estimated using Canberra dissimilarity matrices (Dixon et al. 2009). Analysis was 
performed with the adonis function (from the vegan package(Oksanen et al. 2015), which 
allowed us to account for our blocked sampling design via the strata argument. Both 
differences in the centroids among conditions or differences in multivariate dispersion 
can lead to statistically significant results when using perMANOVA. To determine if 
differences among centroids were contributing to perMANOVA results, we created mean 
dissimilarity matrices using the meandist function and we used the betadisper function to 
assess multivariate homogeneity of variance (i.e., dispersion, (Oksanen et al. 2015). We 
used non-metric multidimensional scaling (NMDS, Kruskal, 1964) to visualize 
differences in PSM profiles among conditions, which we performed using the metaMDS 
function in the vegan package (Oksanen et al. 2015). We set our dimensionality 
parameter (k) to 2 and projected condition-specific effects onto NMDS plots using the 
ordiellipse function to plot 95% confidence ellipses based on standard error (Oksanen et 
al. 2015).  
To evaluate treatment-induced changes to PSM diversity, we calculated 
phytochemical richness based on the presence and absence of individual compounds, then 
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tested the main effect of treatment on richness with block (experimental samples) or site 
ID (observational samples) as our random effect using linear mixed-effects models (lme 
function within the nlme package, (Pinheiro et al. 2015). To analyze phytochemical 
turnover (i.e., the degree of overlap between the phytochemical profiles of individual 
plants across and between conditions) we created dissimilarity matrices based on binary 
datasets representing the presence or absence of each feature using Jaccard’s Index. We 
evaluated condition-specific differences in phytochemical turnover using perMANOVA 
via the adonis function, and evaluated the influence of multivariate centroids and 
homogeneity of variance on perMANOVA results as detailed above (Anderson 2001, 
Oksanen et al. 2015). 
Weather data from Cloquet Forestry Center (CFC) shows that ambient air 
temperature, cumulative precipitation from 1 Jan to collection date, and leaf surface 
temperature were not statistically different between 2012 and 2013 or between specific 
sample sets (2013 – closed overstory, 2014 – open overstory). However, soil moisture 
and soil temperature vary strongly between years and sample sets, and differences 
between experimental and observational samples are likely to be even greater. Thus, 
samples collected during different years were analyzed independently of one another as 
individual data sets. 
For analytical and visualization purposes, the condition or set of conditions 
assumed to impart the least amount of metabolic change during each year was labeled as 
our reference group, to which all other conditions were compared for that sample year. 
For Year 1 (2013), we designated “ambient” as our reference category, while samples 
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grown under ambient temperature and ambient precipitation were designated as our 
reference category for Year 2 (2014). We designated samples collected from cold region, 
low-light conditions as our reference category for Year 3 (2015).  To help visualize how 
different abiotic conditions may influence PSM production in different species, we 
calculated the number of chemical features that increased and decreased by ≥ 75%, 
relative to our reference category and created scaled Venn Diagrams representing these 
relationships. 
Finally, we used linear mixed-effects models to test the main effect of abiotic 
condition on the relative abundance of our example compounds, with sample block as our 
random effect for experimental samples and plot ID as our random effect for 
observational samples (lme function within the nlme package, Pinheiro et al., 2015). 
These models tested whether combinations of abiotic factors influence the abundance of 
our known example compounds.  
RESULTS 
Temperature 
The influence of temperature was both species and context dependent. In closed 
overstory (Year 1), when compared to ambient, warming-induced changes to the 
phytochemical profile of balsam fir were not statistically significant, whereas paper birch 
exhibited warming-induced shifts to phytochemical profiles, thereby leading to distinct 
PSM profiles for the warming treatment. Analysis of multivariate dispersion and mean-
dissimilarity matrices both suggest that differences in paper birch were due to 
temperature-induced changes in the centroid rather than dispersion (Table 1). NMDS 
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plots reveal minor overlap between temperature conditions in paper birch, and balsam fir 
grown under moderate and high-temperatures show strong overlap with plants grown in 
ambient temperatures but minor overlap with each other (Fig.2). Warming had no effect 
on phytochemical richness in either species but did influence phytochemical turnover in 
paper birch (Table 1). In open overstory (Year 2), warming had no influence on PSM 
profiles or PSM diversity (i.e., richness or turnover), regardless of species (Table 1). 
NMDS plots support these findings in that there is no discernible relationship between 
temperature and PSM profiles, regardless of species (Fig.3). In observational samples 
collected throughout northeast Minnesota (Year 3), temperature on its own had no 
influence on plant PSM profiles or phytochemical richness values. However, 
phytochemical turnover was significantly different in plants from different temperature 
regions in paper birch (perMANOVA, F = 5.912, r2 = 0.179, p = 0.0003) and trembling 
aspen (perMANOVA, F = 3.322, r2 = 0.156, p = 0.0012). NMDS plots suggest that each 
species responds differently to combinations of temperature and light (i.e., canopy; 
Fig.4). Balsam fir produces distinct PSM profiles as a function of ambient light 
conditions (i.e., open vs. closed canopy), but only within the cool region, while paper 
birch and trembling aspen appear to have distinct PSM profiles for each combination of 
conditions. Conversely, beaked hazel exhibits no discernible pattern across different 
conditions. 
Venn diagrams created to help visualize the influence of different abiotic 
conditions for Year-1 samples suggest that the high-temperature (+3.4°C) treatment 
induced a greater response from both balsam fir and paper birch than the moderate-
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temperature (+1.7°C) treatment. Specifically, the high-temperature treatment led to more 
features that either increased or decreased in relative abundance by 75% or more when 
compared to ambient or moderate-temperature treatments (Table 3; Fig.S2-4).  
Interactive Effects of Different Abiotic Conditions 
In our Year-2 samples, the combination of drought and elevated temperature had 
no influence on PSM profiles nor any aspect of phytochemical diversity, regardless of 
species (Table 1). These results were supported by NMDS plots (Fig.3). Additionally, 
Venn diagrams suggest large-magnitude increases or decreases in relative abundance of 
PSMs did not follow an obvious pattern that could be attributed to different conditions. 
There appears to be a high degree of overlap across conditions in those compounds that 
exhibit increases in relative abundance of ≥ 75%, while less overlap occurs among 
compounds exhibiting large declines in relative abundance. Furthermore, the influence of 
drought on the decline of relative abundance by ≥ 75% appears to be more distinct than 
that of either warming or warming and drought together (Table 2). 
In observational samples from throughout northeast Minnesota (Year 3), when 
evaluating the effects of high temperature and light combined, balsam fir appears to 
create unique PSM profiles in response to different light conditions (i.e., open vs. closed 
canopy), but only within the cool region, while paper birch and trembling aspen appear to 
have distinct PSM profiles for each condition. Beaked hazel exhibits no discernible 
pattern (Fig.4). Phytochemical richness did not vary as a function of light conditions or 
temperature region. However, phytochemical turnover in balsam fir was significantly 
influenced by conditions of high light (i.e., open canopy; Table 3). When analyzing the 
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interactive effects of light conditions and temperature region, all species exhibited 
significant differences in their PSM profile (Table 3), with only trembling aspen 
exhibiting significant differences in multivariate dispersion as a function of the 
combination of light condition and temperature region (Table 3). Although 
phytochemical richness was not influenced by the combined effects of temperature region 
and light conditions, phytochemical turnover was influenced in paper birch and trembling 
aspen and a marginal, non-significant trend was present in beaked hazel (Table 3). 
Patterns in Venn diagrams detailing the influences of different conditions during 
Year 2 are difficult to discern, as different plant species appeared to respond to varying 
conditions in different ways (Fig.S2-5). Drought led to more features increasing by ≥ 
75% in balsam fir and paper birch, while elevated temperature led to the large-magnitude 
increase of more features in trembling aspen (Table 2; Fig.S2-5). In red maple, the 
combination of drought and elevated temperature had the greatest influence on large-
magnitude increases in relative abundance (Table 2; Fig.S2-5). The combination of 
drought and warming led to more large-magnitude declines in relative abundance in 
balsam fir and paper birch, while drought had a greater impact on red maple and 
trembling aspen (Table 2; Fig.S2-5). In observational samples (Year 3), the combination 
of high-light conditions and warmer temperatures led to more large-magnitude shifts in 
relative abundance (i.e., increasing and decreasing by 75% or more), regardless of species 
(Table 2; Fig.S2-6).   
Example Compounds 
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 In closed-overstory conditions (Year 1), warming resulted in significant declines 
in both catechin and terpene acid in paper birch but had no influence on either compound 
in balsam fir (Fig.5, Table S2-3). In high-light conditions (Year 2), neither of the 
compounds in either species exhibited a significant, condition-specific change in relative 
abundance. However, terpene acid in paper birch was completely absent from all samples 
collected from high-light plots (Fig.6; Table S2-3). In observational samples from 
throughout northeast Minnesota (Year 3), neither compound in balsam fir exhibited 
significant changes in relative abundance due to light conditions, temperature region, or 
their interaction. In paper birch, however, the interactive effects of high-light conditions 
and warmer-temperatures resulted in a more than 250% increase in the relative 
abundance of catechin, while terpene acid exhibited no response, regardless of treatment 
(Fig.7; Table S2-3). 
 DISCUSSION 
Our study is among the first to explicitly show that combinations of abiotic 
drivers (often potential stressors) in forest plants can lead to broad phytochemical 
responses that are distinct from those that result from single abiotic factors and that 
different species of woody plants respond to complex sets of conditions in variable ways. 
In our experimental samples, warming under closed canopy led to distinct PSM profiles 
in paper birch but not balsam fir, with paper birch exhibiting increased phytochemical 
turnover. Warming under open canopy had no influence on PSM profiles or any aspect of 
phytochemical diversity. In our observational samples collected across northeast 
Minnesota, warmer temperatures had no influence on PSM profiles but did lead to 
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significant phytochemical turnover in paper birch and trembling aspen. When elevated 
temperature was combined with drought in Year 2 of our experimental samples, we found 
no influence on PSM profiles or phytochemical diversity. However, temperature variation 
combined with high-light conditions in our observational samples resulted in condition-
specific profiles for all species and led to significant phytochemical turnover in all but 
beaked hazel. In general, our results indicate that the phytochemical response of plants to 
varying combinations of abiotic factors cannot be directly extrapolated from the response 
of plants to individual factors. Perhaps more importantly, our results provide evidence 
that heterogeneity in the abiotic environment influences secondary metabolism in woody 
plants via a range of complex and highly variable responses.  
Few studies to date have explicitly studied the influences of heterogeneity in the 
abiotic environment on phytochemical diversity, and specifically, phytochemical 
turnover. However, it has been hypothesized that variability in which compounds are 
either present or absent may be an adaptation for variable environments, thereby 
decreasing vulnerability of plants to a range of potential stress conditions, including 
herbivory (Cheng et al. 2011, Laitinen et al. 2000). Here, we found that in some plant 
species, different combinations of abiotic factors can affect which compounds are either 
present or absent, thus leading to phytochemical turnover. For example, compounds that 
are absent in one set of conditions may become present within a slightly different set of 
conditions, or vice versa. The potential for this to occur was apparent when our example 
terpene acid decreased in paper birch plants subjected to experimentally elevated 
temperature in closed canopy but went completely undetected in plants subjected to 
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experimental warming and drought in open canopy and exhibited no change at all in our 
observational samples from throughout northeast Minnesota. Suppression of individual 
compounds due to varying stress conditions has been observed in other studies as well. 
For instance,  proline, which is thought to play an important role in protection from 
drought, is severely suppressed when plants are simultaneously subjected to drought and 
high temperatures (Rizhsky et al. 2004). While individual compounds can play an 
important role in the survival of plants subjected to a range of biotic and abiotic 
conditions, a plant’s phytochemical profile imparts a metabolic framework that can 
determine the biological role and strength of individual compounds (Dyer et al. 2003, 
Gershenzon et al. 2012, Jamieson et al. 2015, Richards et al. 2010). Here we show that 
individual compounds as well as the phytochemical context within which they operate 
can both be altered by variations in the abiotic environment.  
Plants produce thousands of individual compounds, and variations in the relative 
abundance of many of these compounds can have a wide-range of effects on the biotic 
interactions plants have with other organisms. Catechin, which is a phenol-based 
precursor to proanthocyanidins (i.e., condensed tannins), is widely considered an 
antiherbivore defensive compound (Berg 2003, Stolter et al. 2005, Tahvanainen et al. 
1985) and can have a significant, negative impact on the development of forest pests 
(Roitto et al. 2009). Catechin also has antimicrobial and allelopathic effects, and plants 
with decreased catechin production may be at a competitive disadvantage for nutrients 
within the soil as it can inhibit the growth and germination of neighboring plants (Inderjit 
et al. 2008, Veluri et al. 2004). Terpene acids, including diterpene resin acids, are 
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considered strong antifeedants (Ikeda et al. 1977), and the ingestion of forage with 
elevated concentrations of diterpenoids can result in slower development times and 
significantly higher mortality in herbivorous larvae (Larsson et al. 1986). Here we show 
that different compounds have individualized responses based on the micro-
environmental conditions that are present.  
In balsam fir, warming alone led to consistent, albeit non-significant declines in 
the mean relative abundances of both resin acids. When high temperatures were 
combined with other abiotic factors (i.e., drought and light), resin acid 1 exhibited 
consistent but non-significant increases, while resin acid 2 was more variable, exhibiting 
no consistent trend. In paper birch, both example compounds exhibited significant 
changes in relative abundance as a function of different factors. While elevated 
temperature alone led to significant declines in catechin, the combination of elevated 
temperature and high light led to a more than 250% increase in relative abundance. Our 
example terpene acid declined with warming and was undetectable when we tried to 
assess the effects of drought. This particular scenario provides an example of how 
individual compounds may “wink in or out” due to variation in the abiotic environment.  
Numerous studies have reported that high-temperature and drought interact to 
alter PSM production in plants (Craufurd and Peacock 1993, Jiang and Huang 2001, 
Rizhsky et al. 2002, 2004, Savin and Nicolas 1996). Thus, we were surprised to find no 
interaction between drought and warming in our study. It is important to note, however, 
that the extremes of those treatments employed by other studies are typically greater than 
what we test here, sometimes increasing temperature to more than 40ºC (Rizhsky et al. 
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2002) and withholding water altogether for extended periods (Jiang and Huang 2001). In 
our study, mean soil moisture was lower during 2014 than 2013, with mean soil 
temperatures being higher (unpublished data). Surprisingly, air temperature and leaf-
tissue surface temperature during late spring/early summer (May 1 to July 15) were 
indistinguishable between samples years and plot types (2013 closed canopy vs. 2014 
open canopy), and cumulative precipitation during the first half of each year (January 1 to 
July 15) was also indistinguishable (unpublished results). Combinations of abiotic factors 
can have one dominant factor that defines the phytochemical response of affected plants, 
and drought, when present, may dominate the influence of combinations of abiotic 
factors. Considering this, our inability to identify any treatment-specific influence on 
PSM profiles or phytochemical diversity may be due to low soil moisture during 2014. If 
plants from which samples were collected from in 2014 were experiencing some level of 
drought stress due to low soil moisture, this signal may have preempted any potential 
phytochemical response that might have occurred due to treatment.  
When considering the influence of abiotic conditions on large-scale shifts in 
relative abundance (increases or decreases ≥ 75% relative to our reference group), greater 
increases in temperature (+3.4°C) appeared to have a greater influence than moderate 
increases (+1.7°C). When present, drought, either alone or in combination with elevated 
temperature, dominated all but one of the large-scale shifts we assessed (Year 2), and in 
our observational samples, high-light conditions, either alone or in combination with 
elevated temperature, dominated all of the large-scale shifts we assessed in which it was 
present (Year 3). As noted above, numerous studies have reported that drought has a 
  33 
defining impact on plants’ phytochemical profiles, even when in combination with other 
abiotic drivers, such as elevated temperature and high light. Moreover, in our Year 1 
samples, elevated temperature led to both large-scale increases and large-scale decreases 
in relative abundance. However, the number of compounds exhibiting these shifts were 
substantially smaller when compared to the number of compounds influenced by the 
abiotic conditions evaluated in either Year 2 of our experimental samples or our 
observational samples (Year 3). Outside of Year 1, during which we tested only the 
effects of elevated temperature, it was rare when the same abiotic condition 
simultaneously dominated both large-scale increases and large-scale decreases in relative 
abundance, suggesting that different combinations of abiotic factors may influence 
upregulation and downregulation of different compounds. 
Changes in the abundance and diversity of secondary metabolites within a plant’s 
phytochemical profile may alter biotic interactions, potentially leading to broad-scale 
ecological change. For example, while some herbivores respond negatively to forage with 
a higher diversity of PSMs, others appear to target these plants in an effort to alleviate 
costs associated with external stressors via their pharmacological benefits (Forbey and 
Hunter 2012). Additionally, numerous studies have reported that phytochemical diversity 
within a plant community is positively correlated with community diversity across 
multiple trophic levels (Jones and Lawton 1991, Richards et al. 2015), influencing 
invertebrate predators and parasitoids, and potentially extending to vertebrate predators 
as well (Dicke et al. 2012). 
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While the consequences of different abiotic conditions on phytochemical diversity 
remain unpredictable, our results demonstrate that the phytochemical response of plants 
to combinations of abiotic factors cannot be extrapolated from that of individual factors. 
For instance, while warming alone may have a very specific influence on some 
compounds, when in combination with additional abiotic factors such as drought and 
light, warming may lead to highly variable and unpredictable response (Mittler 2006), 
making it increasingly difficult to predict the performance of woody plants in a changing 
environment. Regardless, previous research suggests that changes in phytochemical 
production induced by variability in abiotic conditions can influence both tree resistance 
and pest performance traits (Jamieson et al. 2015), potentially altering the frequency and 
intensity of insect outbreaks (Schwartzberg et al. 2014). Elevated temperatures by 
themselves have been shown to reduce the competitive abilities of more southern boreal 
tree species when compared to co-occurring species adapted to warmer climates (Reich et 
al. 2015). Climate-induced changes to phytochemistry may lead to shifts in the 
competitive landscapes for cold-adapted trees and shrubs, potentially altering their ability 
to compete for resources and defend against pests and pathogens in novel climatic 
conditions. However, because individual compounds and the metabolic profiles of which 
they are a part are differentially influenced by abiotic factors and combinations of these 
factors, predicting how forest plants will respond to novel environmental conditions will 
be challenging. 
 The majority of biotic interactions between plants and other organisms are 
chemically mediated, and recent climate change has challenged our understanding of the 
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mechanisms underlying these interactions. The primary objective of this study was to 
determine how warming influences plant production of secondary metabolites and how 
combinations of additional abiotic factors may modulate this effect. Here, we show that 
heterogeneity in a range of abiotic factors broadly influence secondary chemistry in 
plants thereby leading to condition-specific phytochemical profiles. If our results are 
typical of plant responses, abiotically induced changes to secondary chemistry in woody 
plants could influence their rate of range expansion or contraction under novel climate 
scenarios. Additionally, our results contribute to current efforts to understand how 
continued warming will influence plants and the biotic interactions that serve as the 
foundation for a wide range of ecosystem processes. In the future, studies monitoring 
physiological changes in conjunction with global shifts in PSM profiles would provide 
insights into mechanisms underlying biotic interactions mediated by the local 
environment. As spatial and temporal patterns in the global abiotic environment continue 
to shift, it is imperative that we continue to learn as much as we can about the 
phytochemical response of plants to these changes. 
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Table 1. Summary of results for B4WarmED samples used to assess the influences of temperature and drought on PSM profiles and phytochemical diversity. For 
samples collected during 2013, “mod. temp.” includes all samples collected from plots warmed to ambient + 1.7ºC, while “high temp.” includes all samples 
collected from plots warmed to ambient + 3.4ºC. For a given condition, the mean number of chemical features identified within a species is listed under 
“features”. “Dispersion” represents the results of our multivariate homogeneity of variance test, while “centroid” represents the mean difference in dissimilarity 
matrices relative to our reference group (*). A larger D value indicates greater distance from the reference group than those with a smaller D. All statistical 
analyses were tested against a = 0.05, and statistically significant results are italicized and identified with an asterisk (*). Within the table, “na” indicates “not 
applicable”. 
 
          PSM profile phytochemical diversity 
          perMANOVA dispersion centroid LMErichness perMANOVAturnover 
Year species stress condition n features f r
2 P f P delta 
 D 
richness 
P f r2 P 
2013 balsam fir 
  
  
ambientª 12 1903 1.223 0.073 0.103 0.576 0.567 na na na 1.206 0.072 0.142 
  mod. temp. 13 1856           -25.800 -47 0.154       
  high temp.  9 1873           -68.500 -30 0.321       
  paper 
birch 
  
  
ambientª 11 1669 1.382 0.090 0.013* 0.765 0.470 na na na 1.444 0.093 0.019* 
  mod. temp. 12 1722           55.700 53 0.201       
  high temp. 8 1700           17.700 31 0.526       
        
 
            
  
      
2014 balsam fir 
  
  
  
ambientª 5 1937 1.016 0.105 0.428 0.346 0.810 na na na 1.076 0.110 0.308 
  temp. 11 2017           196.000 80 0.222       
  drought 5 2012           121.000 75 0.308       
  temp. + 
drought  
9 1992           118.000 55 0.308       
  red maple 
  
  
  
ambientª 5 1968 1.070 0.100 0.303 1.520 0.210 na na na 1.076 0.100 0.320 
  temp. 11 2002           29.300 34 0.800       
  drought 4 1998           97.600 30 0.857       
  temp. + 
drought  
13 1845           -251.300 -123 0.344       
  ambientª 6 1948 1.149 0.097 0.147 1.233 0.307 na na na 1.210 0.102 0.134 
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  paper 
birch 
  
  
  
temp. 12 2014           32.000 66 0.232       
  drought 7 1949           -112.000 1 0.973       
  temp. + 
drought  
11 2036           98.000 88 0.122       
  trembling 
aspen 
  
  
  
ambientª 4 2287 0.689 0.103 0.960 0.061 0.980 na na na 0.622 0.094 0.980 
  temp. 6 2282           17.000 -5 0.961       
  drought 5 2241           -44.000 -46 0.646       
  temp. + 
drought 
7 2282           16.000 -5 0.957       
ª reference group or baseline condition for the given sample year to which all other treatments within species were compared
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Table 2. Number of chemical features that increase and decrease in relative abundance by ≥ 75% as a function the dominant stress condition. In most 
scenarios, the stress condition that led to large-scale increases in relative abundance was different than that which led to large-scale decreases. “Number 
affected” displays the number of chemical features that either increased or decreased by ≥ 75% for the given species and stress condition. 
 
  increase by ≥ 75%  decrease by ≥ 75% 
year species stress condition number affected  stress condition number affected 
2013 balsam fir high temperature 6  high temperature 21 
 paper birch high temperature 28  high temperature 38 
       
2014 balsam fir drought 43  temperature + drought 35 
 paper birch drought 98  temperature + drought 31 
 red maple temperature + drought 36  drought 66 
 trembling aspen temperature 79  drought 37 
       
2015 balsam fir temperature + light 26  light 111 
 beaked hazel temperature + light 155  temperature + light 56 
 paper birch temperature + light 126  light 278 
 trembling aspen temperature + light 280  light 162 
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Table 3. Summary of results for observational samples (2015) used to assess the influences of temperature region and overstory on PSM profiles and 
phytochemical diversity. For a given condition, the mean number of chemical features identified within a species is listed under “features”. “Dispersion” 
represents the results of our multivariate homogeneity of variance test, while “centroid” represents the mean difference in dissimilarity matrices relative to our 
reference group (*). A larger D value indicates greater distance from the reference group than those with a smaller D. All statistical analyses were tested against a 
= 0.05, and statistically significant results are italicized and identified with an asterisk (*). Within the table, “na” indicates “not applicable”. 
 
          PSM profile phytochemical diversity 
          perMANOVA dispersion centroid LMErichness perMANOVAturnover 
species stress condition n features f r2 P f P delta 
 Drichn
ess 
P f r2 P 
balsam fir 
 
  
referenceª 10 1371 1.579 0.119 0.024* 0.334 0.807 na na na 2.152 0.156 0.004* 
light 8 1287           27.1 -84 0.228       
temp. 10 1373           -11.8 2 0.947       
temp. + light  11 1361           -40.1 -10 0.844       
paper birch 
 
  
referenceª 10 1185 2.029 0.196 0.002* 2.546 0.072 na na na 2.784 0.250 0.001* 
light 7 1168           -2.5 -17 0.675       
temp. 8 1205           88.5 20 0.708       
temp. + light  4 1223           143.4 38 0.537       
beaked 
hazel 
 
  
referenceª 3 1338 1.968 0.269 < 0.001* 0.242 0.863 na na na 1.313 0.120 0.109 
light 8 1220           -227.8 -118 0.467       
temp. 12 1194           -262.1 -144 0.303       
temp. + light  10 1252           -228.1 -86 0.546       
trembling 
aspen 
 
  
referenceª 3 1509 1.352 0.123 0.028* 2.92 0.040* na na na 2.696 0.336 <0.001* 
light 8 1466           -26.2 -43 0.556       
temp. 3 1531           -23.8 22 0.789       
temp. + light 6 1558           -36.4 49 0.537       
ª reference group or baseline condition (i.e., lower temperatures, low light) to which all other treatments were compared 
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Fig.1. Location of observational sites and the B4WarmED Project at the University of Minnesota’s Cloquet 
Forestry Center. The number of replicate plots for each set of abiotic conditions is n=3, and where only two 
can be seen for a given combination of abiotic factors (i.e., temperature + light conditions), locations are 
close enough in proximity that they appear to overlap when viewed at a broad scale. Inset map identifies 
the approximate location of the study area within the state of Minnesota and the boreal-temperate transition 
zone (Brandt, 2009).  
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Fig.2. Non-metric multidimensional scaling (NMDS) plots detailing the influence of moderate and high-
temperature on PSM profiles of (A) balsam fir and (B) paper birch in closed overstory. Ellipses represent 
95% confidence intervals, based on standard error. In balsam fir, both warming treatments exhibit less 
overlap with each other than with ambient. In paper birch, different temperatures lead to distinct profiles 
when compared to each other and ambient.  
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Fig.3. Non-metric multidimensional scaling (NMDS) plots detailing the influence of elevated temperature 
and drought on PSM profiles of (A) balsam fir, (B) red maple, (C) paper birch, and (D) trembling aspen in 
open overstory. Ellipses represent 95% confidence intervals, based on standard error. There appears to be 
no discernible pattern between sets of abiotic factors and PSM profiles, regardless of species.  
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Fig.4. Non-metric multidimensional scaling (NMDS) plots detailing the influence of varying light and 
temperature conditions on PSM profiles of (A) balsam fir, (B) paper birch, (C) beaked hazel, and (D) 
trembling aspen. Ellipses represent 95% confidence intervals, based on standard error. Each species 
appears to respond to different abiotic conditions in a unique manner. Balsam fir appears to create unique 
PSM profiles in high-light conditions when compared to our reference group (closed canopy, low-
temperature), while paper birch and trembling aspen appear to have distinct PSM profiles for each set of 
conditions. Beaked hazel exhibits no discernible pattern.  
  44 
 
Fig.5. Relative change in abundance (%) for specific PSM compounds when compared to our reference 
treatment for Year 1 (ambient temperature) for (A) balsam fir and (B) paper birch in closed overstory. 
Neither resin acid in balsam fir was influenced by warming. In paper birch, both catechin and terpene acid 
declined with warming relative to ambient. Error bars represent the 95% boot-strapped confidence intervals 
and relative abundances significantly different than those found in the baseline treatment are identified by 
an asterisk (*). 
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Fig.6. Relative change in abundance (%) for specific PSM compounds when compared to our baseline 
treatment for Year 2 (ambient temperature, ambient precipitation) for (A) balsam fir and (B) paper birch in 
open overstory. Neither resin acid in balsam fir was influenced by warming. In paper birch, relative 
abundance of catechin was not influenced by temperature, however, terpene acid was undetected. Error 
bars represent the 95% boot-strapped confidence intervals. 
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Fig.7. Relative change in abundance (%) for specific PSM compounds when compared to our baseline 
treatment for Year 3 (cold region, closed overstory) for (A) balsam fir and (B) paper birch. Neither resin 
acid in balsam fir was influenced by warming. In paper birch, relative abundance of catechin was only 
influenced by the combination of light and high temperatures, increasing by more than 250%. Terpene acid 
was unaffected, regardless of stress condition. Error bars represent the 95% boot-strapped confidence 
intervals and relative abundances significantly different than those found in the reference condition are 
identified by an asterisk (*). 
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Chapter 3: Incorporating Biomass Improves Predictions of Spatial Variation in d15N 
and d13C Across a Northern Mixed Forest. 
ABSTRACT As an ecological tool, understanding the spatial variation of isotope ratios 
(i.e., isoscapes) has become increasingly valuable in efforts to understand various aspects 
of organismal behavior and ecology. To capture the most fundamental elements of 
isotopic variation at large spatial scales, it is essential first to predict spatial variation in 
the relative abundance of the materials used to estimate the isotopic landscape. Methods 
used to predict spatial variation at smaller spatial scales, however, have yet to include 
relative abundances of different materials. Moreover, when estimating the isotopic 
landscape, traditional regression kriging methods fail to account for the influences of 
environmental grouping factors (i.e., random effects) that can impact our ability to 
predict spatial heterogeneity accurately. We use a mixed-effects model regression kriging 
framework to estimate spatial variation of δ13C and δ15N values in plants commonly eaten 
by moose in northeast Minnesota. We then refined these predictions using species-
specific allometric equations to estimate above-ground biomass of three different moose 
forage-preference groups. We determined our best-fitting mixed-effects models via two-
step, AIC-based model selection and then used these models to predict spatial variation in 
stable carbon and nitrogen isotopes across the study region. For our final models, we 
kriged the regression residuals across the study region and added them to our isoscape 
predictions. Finally, we evaluated our prediction accuracy via spatial hold-one-out cross 
validation. Different preference groups exhibited substantial variation in abundance and 
distinct isotopic signatures. Moreover, models incorporating biomass led to predictions 
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that were distinct from those that did not, and the use of mixed-effects models improved 
our ability to predict the isotopic landscape. Regression kriging using mixed-effects 
models and the refinement of model predictions using measures of abundance, provides a 
flexible, yet mechanistically driven approach to modeling variation across space and 
through time. Thus, the method we present here is broadly applicable and could be 
adapted to many scenarios in which kriging is part of the analytical process. 
INTRODUCTION  
Understanding how animals interact with their environment, specifically where 
they go and what they eat, is foundational to the fields of ecology and animal behavior 
(Kingsland 1991, Owen-Smith et al. 2010). One way to study animal behavior is by using 
stable isotope analysis, which has become increasingly common in studies of animal 
movement and foraging (Cerling et al. 2006). A major advantage of using stable isotope 
analysis over other methods is its flexibility in allowing us to reconstruct ecological 
processes and activities without witnessing them firsthand (West et al. 2006). For 
example, the isotopic signatures of plants are reflected in the biogenic materials of the 
herbivores that consume them, and as a result, we can determine not only what an 
herbivore ate and where it went, but also why it may have gone there (Cerling et al. 2006, 
Raynor et al. 2016). Based on this premise, stable isotope analysis has been used to 
evaluate nutritional outcomes of habitat-use and dietary choice in elk (Walter et al. 2010), 
to show important differences in feeding behavior between migrant and resident 
elephants in southern Kenya (Cerling et al. 2006), and to investigate diet segregation as a 
function of sex-specific nutritional demands in American bison in Yellowstone National 
  49 
Park (Berini and Badgley 2017). When incorporated with animal isotopes, spatial 
variation in the isotopic values of animal resources can provide researchers with valuable 
insights into animal behavior. 
Spatial patterns in the variation of isotope ratios, recently described as isoscapes 
(West et al. 2009), have long been used to inform a range of biogeochemical and 
biological processes (Bowen 2010, West et al. 2009). As an ecological tool, isoscapes 
have become increasingly valuable in our efforts to gain a better understanding of various 
aspects of organismal behavior and ecology. For example, deuterium (dD) isoscapes have 
been used to investigate long-distance movements of butterflies across the Sahara desert 
(Stefanescu et al. 2016) and spatial variation in stable isotopes of strontium (87Sr/86Sr) 
and oxygen (d18O) have been used to reconstruct caribou migrations in Alaska (Britton et 
al. 2009). Spatial variation in values of dD and δ13C have been used to predict the most 
likely dispersal route of a radio-collared cougar (Puma concolor; Henaux et al. 2011), 
and heterogeneity of d15N and d13C values have been used to evaluate variation in protein 
inputs for geese (Anser anser) in Sweden (Fox et al. 2009). As the number and diversity 
of studies utilizing isoscapes increases, our ability to precisely and accurately predict 
heterogeneity in the isotopic landscape will continue to improve. 
To model isotopic variation at large spatial scales, it is essential first to predict 
spatial variation in the abundances of different isotopic substrates used to estimate this 
variation (if two or more substrates differ in their isotopic composition). For example, C3 
and C4 plants have distinct d13C signatures, and thus, the relative abundances of these two 
functional groups has become a critical consideration when predicting spatial variation of 
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d13C values (aggregated across functional groups) at regional to continental scales (Still 
and Powell 2010). Estimating geographic variation of d13C values at smaller spatial 
scales (i.e., within a single functional group), however, is more complicated, due in part 
to the intensive sampling required to establish relationships between d13C values and 
environmental covariates. Although early studies of isotopic variation in plants were 
unable to find significant differences in d13C among plant taxa (Craig 1953, 1954), recent 
work has identified differences in the isotopic composition both within and among plant 
species (Garten and Taylor 1992, Leavitt and Long 1986, Marshall et al. 2007). Royle & 
Rubenstein (2004) noted that geographic variation in species abundance is an important 
consideration when spatial variation in the isotopic landscape is highly non-uniform. 
Although their work focused on properly assigning the geographic origin of birds based 
on δD and δ13C values, many of the arguments they make for incorporating spatial 
variation in species abundance into isoscape models are broadly applicable. Nevertheless, 
models depicting isotopic heterogeneity at smaller spatial scales have yet to include 
variation in abundance of different taxonomic or functional groups. 
Traditionally, models depicting geographic variation in stable isotopes have relied 
on isotopic data derived from sampled locations, while locations without measurements 
were filled in via methods of spatial interpolation (Bowen and Wilkinson 2002, 
Cheesman and Cernusak 2016). However, the need to estimate error in isoscape models 
has led to the development of new geospatial modelling techniques (Bowen and 
Revenaugh 2003, Lott and Smith 2006). For example, regression models are now 
commonly used to inform spatial interpolation, which permits researchers to estimate and 
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potentially minimize prediction error by also kriging regression residuals (i.e., regression 
kriging, Bowen and Wilkinson 2002). Moreover, increased access to high-resolution 
spatial data has allowed for prediction of isotopic variation at higher resolutions over 
limited spatial extents (e.g., field-scale; Hellmann et al. 2016). With recent 
advancements, opportunities now exist to develop mechanistic isoscape models that have 
even greater accuracy and precision. 
When estimating the isotopic landscape, currently employed methods often fail to 
account for the potential effects of environmental, categorical variables that may 
influence model estimates. For example, known variation of d13C within species or 
functional groups could easily be incorporated as a random effect in a mixed-effects 
regression kriging framework. At the local level, d13C in leaf tissue is known to vary as a 
function of canopy height, irradiance levels, and water-use efficiency (Ometto et al. 
2006), all of which may be indirectly influenced by disturbance. Thus, by incorporating 
disturbance type as a random effect, we are better able to identify meaningful fixed-
effects that might otherwise be obscured by the unmeasured influences caused by 
different environmental variables. Regression kriging that incorporates mixed effects 
models makes it possible for researchers to account for these unmeasured (and likely 
complicated) influences while also improving upon the prediction accuracy of currently 
employed methods. 
As a case study, we used biomass-informed, mixed-effects models in a regression 
kriging framework to study how the isotopic composition of moose forage changes across 
space and to test whether our method improved upon the accuracy of more traditional 
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techniques. This study system provides a unique opportunity to test our method in a 
context that may also have conservation implications, as moose in this region have been 
declining since approximately 2005, with nutritional suppression suggested as a potential 
driver (Monteith et al. 2015, Wünschmann et al. 2015). While regression kriging with 
mixed-effects models has been applied to improve digital mapping of soil properties 
(Omuto and Vargas 2015), to our knowledge this method has not previously been used to 
predict spatial variation in stable isotopes. We use this approach to investigate four 
questions associated with the estimation of isotopic variation at the landscape scale. First, 
are different forage-preference groups isotopically distinct from one another (Q1) and 
second, are kriging predictions of the abundances of different preference groups distinct 
from one another and spatially heterogeneous (Q2)? Third, do mixed-effects models 
characterizing spatial variation in stable isotopes improve predictions over those created 
via simple linear models (Q3)? Finally, do biomass-informed isoscapes provide 
predictions that are distinct from those provided by uninformed isoscapes (i.e., isoscapes 
in which we assume equal abundance of all sampled species; Q4)? The answers to these 
questions will help refine our understanding of how stable isotopes vary across space and 
potentially, how to more accurately model this variation. 
MATERIALS AND METHODS 
Model System 
 Moose are cold-adapted, north-temperate ungulates that are at the southern edge 
of their bioclimatic envelope in northern Minnesota (Lenarz et al. 2009). In the 
northwestern part of the state moose have been all but extirpated since about 2007 
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(Murray et al. 2006). In the northeastern part of the state, moose have declined by more 
than 60% since 2005 (DelGiudice 2018), with recent warming suggested as a potential 
driver (Lenarz et al. 2009, 2010). Over the last century, temperatures in northern 
Minnesota have risen by an estimated 1.7 to 2°C (EPA 2016). While it has been 
hypothesized that increasing temperatures may be contributing to this decline (Lenarz et 
al. 2009, 2010, Murray et al. 2006), a clear connection between moose population 
declines and rising temperatures has yet to be established. 
The study area in northeastern Minnesota covers approximately 1.3-million 
hectares, and is composed primarily of southern boreal forest, including large portions of 
Superior National Forest and the Boundary Waters Canoe Area Wilderness (BWCAW). 
This region is a mosaic of upland and lowland forest types characterized by black spruce 
(Picea mariana) and northern white cedar (Thuja occidentalis) in the lowlands and 
balsam fir (Abies balsamea), trembling aspen (Populus tremuloides), and paper birch 
(Betula papyrifera) on the uplands, with large stands of jack (Pinus banskiana), red (P. 
resinosa) and white pine (P. strobus) occurring throughout. While large swaths of 
unlogged areas remain (i.e., 169,000 ha within the BWCAW), fire and logging are 
common and routine forms of disturbance in this ecosystem (Heinselman 1996). Mean 
annual temperature is approximately 2 ºC with mean annual precipitation (rain plus 
snowfall water equivalent) of around 70 cm (Heinselman 1996). Summers in this region 
are typically short and cool, with mean temperatures of around 17.5 ºC in mid-July and 
an average precipitation of approximately 10 cm. Winters are characterized as long and 
cold, with mean temperatures of roughly -17ºC and normal annual snowfall totals ranging 
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from 1.4 to 1.8 m (Frelich 2002, Heinselman 1996). Topography across the study area 
varies from relatively flat to moderately hilly, with elevation ranging from 183 m at the 
surface of Lake Superior, to 701 m at Eagle Mountain, the highest point in the state. The 
area is sparsely inhabited, with few paved roads and much of the region accessible only 
by foot, logging road, or canoe (Lenarz et al. 2010).   
We established 0.04 ha plots throughout northeastern Minnesota (n=70) to 
characterize the isotope composition (i.e., δ13C and δ15N values) and biomass of plant 
species within each plot (Fig.1). Plots covered a range of disturbance ages (i.e., 13 years, 
9 years, 4 years, and undisturbed) and types (i.e., canopy burn, clear cut, and insect-
defoliation), as well as a range of landcover types (i.e., wetland and wetland forest, 
coniferous forest, deciduous forest, mixed forest, and regenerating forest). Because 
temperature has been implicated as one of the leading causes of decline for moose in 
Minnesota (Lenarz et al. 2009, Murray et al. 2006), plots were originally established as 
part of a parallel study investigating the influences of high summer temperatures on 
moose forage. Thus, our network of plots were distributed across the study region into 
three discrete temperature zones (cool, moderate, and warm) that span a mean-maximum 
summer temperature gradient of approximately 5.5 ºC (PRISM Climate Group 2017). 
Stable Isotopes 
We sampled summer forage in each of the 70 plots from late May to early August 
during each year from 2012 to 2016 (Fig.1). In total, we collected 2,694 summer forage 
samples from more than 30 species (Table S3-1). We categorized all species into one of 
three groups, based on dietary preference – high, medium, and low (Table S3-1; Peek et 
  55 
al. 1976). These groups also vary according different quality metrics (e.g., %N and C:N), 
with high-preference, in general, being the highest quality and low-preference forage 
being the lowest quality (Table S3-1). Where possible, we collected up to five samples of 
each species we encountered in each plot, where each sample consisted of 5-7 leaves that 
we stripped from a peripheral stem located between 0.5 to 1.0 m from the forest floor. 
Once collected, samples were placed in a cloth bag labeled with the plot and sample ID. 
In preparation for stable isotopes analysis, samples were dried in a 60ºC oven for 
24 to 48 hours and subsequently placed in light-proof, tin containers. A small portion of 
each sample was collected and ground to a homogenous powder using a Spex 
SamplePrep GenoGrinder bead mill with 2.8 mm stainless steel grinding beads. Once 
homogenized, we weighed 2.5 ± 0.1 mg of each sample into a 5x9 mm Costech tin 
capsule. All samples were analyzed either at the Stable Isotope Laboratory in the 
Department of Earth Sciences at the University of Minnesota (UMN) or the Stable 
Isotope Laboratory in Earth and Planetary Sciences at the University of California, Santa 
Cruz (UCSC).  At UMN, samples were analyzed for δ15N and δ13C values via flash 
combustion in a Costech 4010 Elemental Analyzer (EA) coupled to a Thermo-Finnegan 
Delta V Plus isotope ratio mass spectrometer (IRMS). At UCSC, samples were analyzed 
via flash combustion in a CE Instruments NC2500 EA interfaced to a ThermoFinningan 
Delta Plus XP IRMS. At each location, the resulting gas was analyzed for elemental 
concentration of 13C/12C and 15N/14N ratios and expressed in standard δ notation, 
representing the differences between samples ratios and ratios found in international 
standards for carbon (VPDB) and nitrogen (atmospheric N2). Finally, because samples 
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were analyzed in two different laboratories, we alleviated concerns of machine or lab 
specific analytical biases by running five samples from six different species in each lab 
and creating offset and linearity corrections that we then applied to all samples analyzed 
at UCSC. 
Woody Biomass Calculations 
While moose are known to break stems with a diameter at breast height (DBH) of 
≤ 6cm in order to browse on terminal shoots, they also occasionally browse on plants that 
are relatively close to the forest floor (Renecker and Schwartz 2007). Thus, within each 
0.04 ha plot, we measured smaller woody stems (i.e., stems ≤ 6 cm of diameter at breast 
height, DBH, and ≥ 15 cm in height) within three nested subplots along the 30º, 150º, and 
270º azimuths, at 5.5 m from the plot centroid. Within a 25 m2 subplot, we tallied the 
number of individuals of each species having a DBH ≥ 2.5 cm and ≤ 6 cm (i.e., saplings), 
with tallies for each species recorded for each 0.5 cm DBH interval. Within a smaller, 10 
m2 subplot, we measured diameter at 15 cm height of all woody plants that were ≥ 15 cm 
in height but < 2.5 cm in DBH (i.e., shrubs or advanced regeneration). We tallied the 
number of individuals of each species within each 0.5 cm size class, from 0.5 cm to 2.5 
cm. Anything with a diameter < 0.5 cm at 15 cm height was omitted. 
 We calculated estimates of above-ground biomass using species-specific 
allometric equations based on the measurements detailed above. For saplings, we used 
species-specific equations from Jenkins et al. (2003), to estimate above-ground biomass 
using DBH. We also used species-specific equations for shrubs and small saplings, 
(Perala and Alban 1993, Smith and Brand 1983), which allowed us to estimate above 
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ground biomass based on stem diameter at 15 cm height. For some species, equations for 
whole, above-ground biomass were not available. For those species, we calculated 
biomass for stems and foliage separately, and then added those values to estimate total 
biomass of each species in each plot. All estimates were converted to kg/m2. 
Creating Isoscapes 
To model carbon and nitrogen isotopes across the landscape, we needed to 
aggregate the isotope data within each preference group at each plot. We did this in two 
ways. First, we took a traditional approach in which we simply averaged all isotope 
samples within a given preference group in each plot. This approach, which did not 
account for sample density or available biomass, we refer to as “biomass uninformed”. 
Our primary goal was to represent the isotopic composition of different groups of plants 
as those groups are perceived by a large herbivore. Because isotope samples were not 
collected in proportion to availability within plots or on the landscape, we used a 
“biomass-informed” approach, in which we generated bootstrapped samples of the 
isotope data (weighted by our biomass estimates) for each preference group in each plot 
(see “Bootstrap Sampling”). Once plot-level estimates were made for the biomass 
uninformed and informed approaches, we developed linear models (with and without 
random effects) to determine what biotic and abiotic factors influenced variation in 
isotope values (see “Model Selection”). Finally, we used regression kriging to make 
spatial predictions of how isotope compositions of each preference group vary across the 
landscape (see “Regression Kriging”), and then compared prediction accuracy using 
spatial leave-one out cross validation (see “Comparison of Models and Predictions”). 
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Bootstrap Sampling 
 We used the biomass estimates from each plot to generate bootstrapped data 
reflecting the mean stable isotope composition of each forage preference group as a 
function of the relative abundance of each group within each plot. To do this, we used the 
sample function in the base package of R (R Core Team 2018), which can use a vector of 
probability weights (referred to below as “selection probability vector”) for selecting 
individual values from the sampled data set (i.e., the prob argument within the sample 
function). Each plot had three selection probability vectors, one for each preference 
group. Within each plot, each vector consisted of a string of numbers representing the 
selection probabilities of all samples within a given preference group. Each sample had 
its own selection probability that was equal to the proportional abundance of that species 
within its preference group, divided by the number of samples collected for that species. 
As an example, in a hypothetical plot A, the low-preference forage samples consist of 3 
balsam firs, 2 speckled alders, and 1 beaked hazel, for 6 total samples in this preference 
group — each species making up 72%, 19%, and 9% of the low-preference forage 
biomass in plot A, respectively. Given this, our selection probability vector for low-
preference forage in plot A would be a string of 6 values: 3 values of 0.72/3 (0.24), 2 
values of 0.19/2 (0.095), and one value of 0.09, all of which sum to 1.00. Once our 
selection probability vectors were established, we sampled each plot-preference group 
combination 500 times, with replacement. We then calculated the mean of this sample, 
which represents the mean stable isotope composition of a preference group within a plot. 
To account for potential variation from one sampling effort to the next, we repeated this 
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procedure 1000 times, which yielded a single vector of 1000 means. We then calculated 
the mean of this vector and saved it as our “biomass-informed” isotope value for that 
forage-preference group, within the given plot. We repeated this procedure for each plot 
and each forage-preference group, for both δ13C and δ15N values.  
  To summarize our uninformed data, rather than simply use mean isotope values 
for each preference group in each plot (i.e., mean stable isotopes values not scaled by 
biomass), we used a procedure similar to that described above. However, rather than 
incorporating species-specific proportional abundances, we assumed equal abundance 
across all species found within each forage-preference group at each plot. Thus, in the 
example above, our vector of selection probabilities for low-preference forage in plot A 
for uninformed data would also be a string of 6 values – 3 values of 0.33/3, 2 values of 
0.33/2, and one value of 0.33, all of which sum to 1.00. 
Model Selection 
 We selected 15 landscape covariates, 13 fixed and 2 random (Table S3-2), and 
performed a two-step, AIC-based backward elimination to define the best fitting linear 
mixed-effects model for δ15N and δ13C for each forage-preference group, across all plots. 
Our “full model” contained all fixed and random effects, and for the first step of the 
model-selection process, we held our random effects constant and removed one fixed 
covariate at a time until we reached the fixed-effects structure yielding the lowest AIC 
score. Once we achieved the fixed-effects structure yielding the lowest possible AIC 
score, we performed AIC-based backward elimination on the random effects. We used 
the lmer function in the lme4 R package for all linear mixed-effects models (Bates et al. 
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2015). When defining our fixed-effects structure we set the REML argument in lmer to 
FALSE, and when defining our random effects structure we set this argument to TRUE 
(Faraway 2016). In one scenario (i.e., δ15N for low-preference forage), our best fitting 
model was rank deficient (i.e., insufficient data to estimate the chosen model due to too 
many covariates). To alleviate rank deficiency, we removed the set of factor covariates 
that altered the model’s AIC score the least.  
Regression Kriging 
To prepare our spatial data for regression kriging, all spatial covariate data that 
were originally formatted as shapefiles were converted into raster datasets in ArcGIS 
10.3.1 (ESRI 2011). Once all data were converted, we needed to make sure that the cell 
size of all raster datasets were equal. Thus, for any raster dataset with a cell size larger 
than 30x30 m, we used bilinear interpolation via the resample tool in ArcGIS to reduce 
the cell size without altering the raster’s extent. Next, we needed to ensure that all of our 
raster datasets were of the same extent. We accomplished this with the extract by mask 
function in ArcGIS, using the raster with the smallest extent as our “mask”. Finally, we 
used the raster to ASCII conversion tool in ArcGIS to convert each raster to an ASCII file 
that could then easily be read into R as a single, multi-layered spatial grid data frame. To 
initiate regression kriging in R, we used the readGDAL function from the rgdal package 
(Bivand et al. 2018) to read in our ASCII landscape covariate data and the read.csv 
function in the base package to read in our plot locational data (i.e., the easting and 
northing of each plot’s centroid). To align our plot location data with our landscape 
covariates, we used the over function from the sp package (Bivand et al. 2013, Pebesma 
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and Bivand 2005) and then combined the corresponding landscape covariate data with 
our plot locational data file. 
By definition, regression kriging is a method of spatial interpolation that 
combines regression modeling with kriging of the regression residuals (Omuto and 
Vargas 2015). Kriging the residuals has been shown to improve spatial predictions 
substantially by allowing for small-scale autocorrelation while also accounting for 
measurement and modelling error (Alsamamra et al. 2009, Omuto and Vargas 2015, 
Prudhomme and Reed 1999). For spatial interpolation of the residuals from our best-
fitting models, we used the autoKrige function in the automap package (Hiemstra et al. 
2009). We determined the best fitting variogram model both by means of visual 
inspection and the sum of squared errors of the fitted model, and then incorporated the 
best fitting variogram model into the autoKrige function via the model argument. We 
then used the predict function in the stats package (R Core Team 2018) to predict δ13C 
and δ15N values across the entire study area and summed these predictions with our 
kriged residuals, which helps to account both for local autocorrelation and measurement 
and modelling error. We saved the resulting data as grid files using the write.asciigrid 
function in the sp package (Bivand et al. 2013, Pebesma and Bivand 2005). For 
visualization purposes, we then converted these ASCII files into raster data sets in 
ArcGIS using the ASCII to raster conversion tool. All R code, sample data, and resulting 
output for this portion of our analysis can be found at the Date Repository for the 
University of Minnesota (DRUM). 
Comparison of Models and Predictions 
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 In general, accounting for variation in the abundance of different substrates (e.g., 
forage biomass) should inherently result in estimates of the isotopic landscape that more 
accurately reflect the true isotopic mean at any point in space. Thus, we assume that 
models accounting for biomass are a better reflection of reality (i.e., the average isotope 
value of any point in space) than those that do not. Regardless, we used both qualitative 
and quantitative methods to determine which models provide better fits and predictions. 
We used one-way ANOVA followed by Tukey’s Test for Honestly Statistical Differences 
to determine if different forage-preference groups are isotopically distinct from one 
another (Q1). To visualize spatially explicit differences in the amount and relative 
abundance of different forage preference groups (Q2), we calculated the absolute 
difference between each preference group and mapped these differences using the raster 
calculator in ArcGIS 10.3.1. To evaluate if mixed-effects models characterizing spatial 
variation in stable isotopes improve predictions over those created via simple linear 
models (Q3), we calculated marginal and conditional r2. Marginal r2 describes the 
proportion of variance explained by the fixed effects, while conditional r2 describes the 
proportion of variance explained by both the fixed and random effects combined. Finally, 
to determine if biomass-informed isoscapes provide predictions that are distinct from 
those provided by uninformed isoscapes (Q4), we performed spatially referenced hold-
one-out cross validation. Specifically, we held out an individual plot and re-kriged δ13C 
and δ15N for each preference group using the remaining plots and our best fitting linear 
mixed-effects models. We then compared the predicted values of the held-out plots (i.e., 
δ13C and δ15N for high-, medium-, and low-preference forage) to the true values, and 
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continued this process across all plots. We then calculated the root-mean-squared error 
(RMSE) to determine how well our regression-kriging process predicted the values of our 
held-out sites, for both uninformed and biomass-informed isotopes. By comparing the 
modeled values at each site to the “true” values, RMSE provides us with a measure of 
how well each model performed. Values of RMSE are in the same units as the quantities 
being estimated, and values closer to zero indicate better predictive power. Finally, to 
visualize differences among uninformed and biomass-informed models, we calculated the 
absolute difference between uninformed and biomass-informed isoscapes for each 
preference group and mapped these differences using the raster calculator in ArcGIS 
10.3.1. 
RESULTS 
In general, different preference groups exhibited both distinct isotopic signatures 
and substantial variation in abundance across northeastern Minnesota (Fig.2). Moreover, 
the use of mixed-effects models helped improve isoscape predictions and models 
incorporating biomass led to predictions that were distinct from those that did not. When 
evaluating raw isotope data to determine if different forage preference groups were 
distinct (Q1, Fig.2), results of one-way ANOVA for δ13C (F2,2691 = 129.9, p < 0.00001, η2 
= 0.084) and δ15N (F2,2691 = 24.9, p < 0.00001, η2 = 0.085) were statistically significant. 
Furthermore, Tukey HSD Tests comparing preference groups against one another for 
both δ13C and δ15N revealed that all groups were isotopically distinct, with each 
comparison yielding p < 0.0001. 
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When inspecting model predictions for the proportional and absolute abundance 
of different forage preference groups (Q2), both measures of abundance exhibited 
substantial variation across all preference groups (Fig.3). Predictions of low-preference 
forage exhibited the greatest mean abundance across the study region (49%) and 
predictions of medium-preference forage exhibited the smallest mean abundance (18%). 
Mean abundance of high-preference forage across the study region was approximately 
31%. Additionally, each preference group exhibited a high degree of spatial 
heterogeneity across the study region. For example, proportional abundance of low-
preference forage ranged from 0% to 100% with a standard deviation of 28%, while the 
proportional abundance of high-preference forage also ranged from 0% to 100% with a 
standard deviation of 23%%. Medium-preference forage ranged from 0% to 100%, with a 
standard deviation of 21% (Fig.3). Additionally, only two of the thirteen fixed effects 
(i.e., northing and mean annual precipitation) appeared in all models used to predict the 
abundance of different forage groups (Table 1). Furthermore, differences in abundance 
between low and medium-preference forage appeared to be inversely related to 
differences exhibited between medium- and high-preference forage. For example, those 
areas exhibiting large differences between low- and medium-preference forages exhibited 
relatively small differences when comparing medium- and high-preference foods. In 
general, lower-preference forages were more abundant throughout the study region than 
higher-preference forages (Fig.3). 
When evaluating the ability of mixed-effects models to improve our predictive 
power (Q3), we found that incorporating random effects improved our ability to predict 
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δ13C for medium-preference forage for our uninformed models (Table 2), and both low 
and medium-preference forage for our biomass-informed (Table 3) models. For δ15N, we 
found that mixed-effects models improved our ability to predict all forage-preference 
groups, for both uninformed (Table 4) and biomass-informed (Table 5) models. The 
inclusion of random effects improved r2 values by as much as 0.20 for δ13C values and by 
as much as 0.876 for δ15N.  
In general, uninformed and biomass-informed isoscapes were best characterized 
by models that were distinct across different preference groups (Q4, Tables 2 – 4). 
However, there were varying degrees of overlap in the fixed effects of the best fitting 
models for different preference groups, and this was true for both uninformed and 
biomass-informed models. For example, δ15N for medium-preference forage had a single 
fixed effect in the uninformed model, while the biomass-informed model for δ15N values 
of the medium-preference group had six fixed effects (Tables 4 and 5). Conversely, 
models characterizing δ15N for high-preference forage for both uninformed and biomass-
informed had identical structures (Tables 4 and 5). When predicting held out data, RMSE 
estimates ranged from 0.69‰ to 1.05‰ for δ13C and from 0.92‰ to 1.70‰ for δ15N 
(Tables 2-5). Maps depicting the differences between uninformed and biomass informed 
isotopes suggest strong differences between different prediction methods. While 
differences among uninformed and biomass-informed isoscapes for low and high-
preference foods are less pronounced for δ15N, predictions of the isotopic landscape for 
these preference groups differ by as much as 1.5 ‰ and 1.3 ‰, respectively (Fig. 6). 
Maps depicting the absolute difference between uninformed and biomass-informed 
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predictions show that accounting for biomass when estimating the isotopic landscape can 
yield substantially different predictions (Fig.6) that may vary by 10‰ or more (Fig.6e). 
DISCUSSION 
When estimating the isotopic landscape, accounting for the relative abundance of 
different substrates used to estimate the landscape will inherently lead to isoscape models 
that more accurately represent reality. The modeling approach we present here is among 
the first to incorporate biomass data to refine predictions of isotopic variation in plants at 
the landscape scale. In this study, isoscape estimates based on plant groups that vary both 
in their abundance and isotopic composition exhibit substantial variation between models 
that account for abundance (i.e., biomass) and those that do not (Tables 2-5). Moreover, 
accounting for the abundances of different plant groups often led to the inclusion or 
omission of landscape covariates resulting in models that better predict variation in the 
isotopic landscape (Tables 2-5). However, even though some models had identical 
structures (e.g., δ15N for high-preference forage, both informed and uninformed), 
accounting for site-to-site variation in the abundance of different preference groups still 
led to differences in isoscape estimates (e.g., differences of up to 1.3‰, Fig.6f) that could 
influence the results of any study utilizing these data as an important source of inference. 
Overall, our results suggest that accounting for variation in the abundance of different 
isotopic substrates, can lead to isoscape estimates that are distinct from those that do not 
(Fig.6), and therefore, better reflect the actual isotopic variation present across the 
landscape (i.e., CVLMER RMSE values in Tables 2-5). 
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Currently, the majority of models used to characterize variation in the isotopic 
landscape use simple linear models, however, we show here that incorporating 
environmental grouping factors (i.e., random effects) can substantially improve model fit. 
Incorporating random effects via the use of mixed-effects models improved the 
performance of nine of our 12 isoscape models, and improved model predictive ability by 
as much as 87% in one instance (i.e., uninformed δ15N for mid-preference forage, RMSE 
= 0.92 ‰). While the inclusion of random covariates had no influence on the 
performance of three of our models, this could change with the inclusion of different 
covariates. We utilized bedrock geology and disturbance as random effects for both δ13C 
and δ15N values. However, given our results, values of δ15N are clearly more impacted by 
these covariates than those of δ13C. The inclusion of different random covariates would 
likely influence how well these models perform. For instance, due to the influence of sub-
canopy CO2 recycling on δ13C values (van der Merwe and Medina 1989), accounting for 
the amount, structure, and complexity of the space between the forest floor and the 
canopy could substantially improve model performance for δ13C values. While the 
incorporation of random effects did not always help explain more of the variance, mixed-
effects models are easy to implement and provide researchers with a relatively simple 
approach to investigating mechanistic drivers underlying spatial heterogeneity. 
Different plant species vary in their isotopic composition and therefore, methods 
that do not account for spatial variation in the abundance of these species may lead to a 
misrepresentation of the isotopic landscape. Accounting for variation in the relative 
abundance of different preference groups altered our estimates of the isotopic landscape 
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by as much as 10‰ (i.e., the maximum difference between uninformed and informed 
isoscapes for δ15N for mid-preference forage), and the average difference between 
uninformed and biomass-informed isoscapes ranged from 0.11‰ to 1.95‰. A more 
important consideration than differences in our average estimates, however, may be the 
refined depictions of spatial heterogeneity in these models and how it may inform our 
knowledge of ecological systems. For example, performance of the moose population 
across northeastern Minnesota is relatively heterogeneous, with some areas performing 
relatively well and others performing poorly (DelGiudice 2018). Because different 
forage-preference groups are isotopically distinct and the isotopic values for these groups 
are heterogeneous across the study region, moose traveling through this landscape will 
carry with them an isotopic signature of where they have been and what they have eaten. 
Thus, models that accurately characterize spatial heterogeneity in the isotopic landscape 
could be beneficial when evaluating how diet and habitat-use behavior of moose may be 
contributing to spatial heterogeneity in population performance. It is also important to 
note that utilizing biomass to help refine isoscape predictions will be even more useful 
for landscapes in which substrate groups are more isotopically distinct than that which we 
use here (e.g., landscapes that include C4 grasses). 
While the primary goal of this study was to provide a more accurate and precise 
means for modeling the isotopic landscape, models characterizing spatial variation in the 
abundance of different groups of plants is an additional benefit of this method. For 
example, data that characterize how dietary components vary in their abundance across 
space can provide insights into potential contributors to population decline and, therefore, 
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may help focus research and management efforts. In the case study we present here, 
statistical models characterizing spatial variation of different forage-preference groups 
allows us to determine which landscape covariates influence the abundance and 
distribution of moose forage. Those areas where the moose population is performing 
poorly appear to correlate with areas in which high-preference forage is relatively less 
abundant, and vice versa (DelGiudice 2018). If managers want to increase the abundance 
of high-preference moose forage, they may want to manage for high-preference species 
(e.g., paper birch, trembling aspen, willow) in areas with optimal solar insolation. Our 
models also corroborate other studies that show both temperature and precipitation 
influence the abundance and distribution of different boreal plants (Castro et al. 2004, 
Kleidon et al. 2009, Lesica and Crone 2017). Thus, changes in climate expected to occur 
in northeastern Minnesota over the coming decades should be considered when thinking 
about how to manage habitat in a way that is optimized for the future success of moose in 
Minnesota.  
Animal behavior is, at least in part, a manifestation of how individuals respond to 
heterogeneity in their environment (Dall et al. 2005), and stable isotopes are a powerful 
tool that makes it possible to evaluate the behavioral response of animals to this 
heterogeneity (Rubenstein and Hobson 2004). Although we use a declining moose 
population in northeast Minnesota as our model system, the principles, concepts, and 
methods we apply throughout are applicable to a range of species across a variety of 
habitat types. For example, in order to reconstruct an herbivore’s diet using stable 
isotopes, one needs only to know the stable isotope composition of the herbivore and its 
  70 
potential forage (Parnell et al. 2013). However, even without stable isotope data from an 
herbivore, researchers could feasibly use the method we present here to create landscape-
scale models depicting an animal’s fundamental dietary niche (i.e., what the diet should 
be given the composition of the landscape, in the absence of selection). Comparing 
spatially explicit estimates of an animal’s fundamental dietary niche to that which the 
animal actually consumed could provide insights that help us understand the mechanisms 
that drive movement and foraging behavior across a range of different model systems.  
The approach to kriging that we describe here is highly flexible and broadly 
applicable to many scenarios in which kriging is part of the analytical process. As a 
result, this method could be used to model spatial variation of a range of continuous 
variables, not just isotopic compositions, at a wide range of spatial scales. Regression 
kriging using mixed-effects models has previously been applied in soil sciences (Omuto 
and Vargas 2015) and incorporating abundance measures like biomass of various plant 
species could be used to refine spatially explicit predictions of forage quality (i.e., crude 
protein, C:N ratios, plant secondary metabolites). Regardless of the application, 
regression kriging using mixed-effects models and the refinement of model predictions 
using measures of abundance, provides a flexible, yet mechanistically driven approach to 
modeling environmental covariates that vary both across space and through time.  
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Table 1. Model structure for mixed-effects models characterizing biomass of different moose forage-preference groups. All values were truncated to three 
significant digits. Covariates with no values under a given preference group indicates that the covariate was not a part of the best fitting model. Marginal r2 
explains the proportion of the variance explained by the main effects, whereas conditional r2 explains the proportion of the variance explained by both the main 
and the random effects combined. Where marginal r2 is equal to the conditional r2, there was no benefit to using mixed-effects models over simple linear models. 
RMSE for cross validation (CVLMER, RMSE) was derived via hold-one-out cross validation. For metadata associated with model covariates, see Table S3-2. 
“MMST” and “DEM” correspond to “mean maximum summer temperature” and “digital elevation map,” respectively.  
 
 low preference  medium preference  high preference 
fixed effects β SE P  β SE P  β SE P 
covertype            
wetland forest — — —  -10.55 11.491 0.375  — — — 
coniferous forest — — —  -11.39 11.553 0.342  — — — 
deciduous forest — — —  -10.17 11.447 0.391  — — — 
mixed forest — — —  -10.14 11.408 0.391  — — — 
regenerating forest — — —  -10.02 11.416 0.396  — — — 
            
disturbance type            
fire — — —  -0.50 0.515 0.344  — — — 
mechanical add — — —  0.38 0.495 0.451  — — — 
mechanical remove — — —  -0.56 0.437 0.217  — — — 
            
disturbance severity            
low -5.90 2.864 0.044*  — — —  — — — 
medium -5.79 2.841 0.046*  — — —  — — — 
high -6.16 2.829 0.033*  — — —  — — — 
            
disturbance age <0.01 0.038 0.986  0.01 0.040 0.777  — — — 
easting — — —  0.27 0.302 0.375  0.151 0.127 0.252 
northing 0.22 0.067 0.001*  -0.17 0.189 0.362  — — — 
precipitation 0.27 0.123 0.027*  -0.13 0.269 0.621  — — — 
DEM <0.01 <0.001 0.091  — — —  — — — 
MMST — — —  0.58 0.293 0.059  — — — 
solar insolation — — —  -0.07 0.088 0.414  0.112 0.079 0.079 
water table depth — — —  — — —  — — — 
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aspect <0.01 <0.001 0.993  — — —  — — — 
slope -0.03 0.033 0.310  — — —  — — — 
            
random effects disturbance  bedrock geology  bedrock geology 
            
marginal r2 0.339  0.236  0.064 
conditional r2 0.339  0.736  0.374 
CVLMER RMSE 
(kg/m2) 
0.43  0.20  0.52 
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Table 2. Model structure for best-fitting mixed-effects models for uninformed δ13C. All values were truncated to three significant digits. Covariates with no 
values under a given preference group indicates that the covariate was not a part of the best fitting model. Marginal r2 explains the proportion of the variance 
explained by the main effects, whereas conditional r2 explains the proportion of the variance explained by both the main and the random effects combined. 
Where marginal r2 equals the conditional r2, there was no benefit to using mixed-effects models over simple linear models. RMSE was derived via spatial hold-
one-out cross validation for our linear mixed-effects models (CVLMER). For metadata associated with model covariates, see Table S3-2. “MMST” and “DEM” 
correspond to “mean maximum summer temperature” and “digital elevation map,” respectively. 
 
 low preference  medium preference  high preference 
fixed effects β SE P  β SE P  β SE P 
covertype            
wetland forest -29.43 0.200 <0.001*  -36.66 3.875 <0.001*  -29.05 11.483 0.001* 
coniferous forest -29.64 0.274 <0.001*  -37.25 3.885 <0.001*  -30.17 11.532 0.001* 
deciduous forest -29.71 0.264 <0.001*  -36.95 3.867 <0.001*  -29.09 11.445 0.001* 
mixed forest -30.01 0.164 <0.001*  -37.50 3.914 <0.001*  -29.57 11.387 0.001* 
regenerating forest -28.66 0.153 <0.001*  -36.41 3.890 <0.001*  -29.03 11.535 0.001* 
            
disturbance type            
fire — — —  — — —  -0.46 0.340 0.174 
mechanical add — — —  — — —  0.38 0.465 0.410 
mechanical remove — — —  — — —  0.65 0.427 0.129 
            
disturbance severity            
low — — —  — — —  — — — 
medium — — —  — — —  — — — 
high — — —  — — —  — — — 
            
disturbance age — — —  0.07 0.029 0.009*  — — — 
easting -0.19 0.088 0.028*  — — —  1.37 0.446 0.003* 
northing — — —  — — —  -1.01 0.281 <0.001* 
precipitation — — —  0.25 0.128 0.065  -1.34 0.368 <0.001* 
DEM — — —      — — — 
MMST — — —  — — —  1.67 0.540 0.002* 
solar insolation 0.14 0.093 0.125  — — —  — — — 
water table depth — — —  — — —  -0.02 0.006 <0.001* 
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aspect — — —  — — —  — — — 
slope — — —  — — —  — — — 
            
random effects disturbance, bedrock 
geology 
 bedrock geology  bedrock geology 
            
marginal r2 0.452  0.450  0.497 
conditional r2 0.452  0.544  0.497 
CVLMER RMSE (‰) 0.69   0.69  0.83 
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Table 3. Model structure for best-fitting mixed-effects models for biomass-informed δ13C. All values were truncated to three significant digits. Covariates with 
no values under a given preference group indicates that the covariate was not a part of the best fitting model. Marginal r2 explains the proportion of the variance 
explained by the main effects, whereas conditional r2 explains the proportion of the variance explained by both the main and the random effects combined. 
Where marginal r2 equals the conditional r2, there was no benefit to using mixed-effects models over simple linear models. RMSE was derived via spatial hold-
one-out cross validation for our linear mixed-effects models (CVLMER). For metadata associated with model covariates, see Table S3-2. “MMST” and “DEM” 
correspond to “mean maximum summer temperature” and “digital elevation map,” respectively. 
  
 low preference  medium preference  high preference 
fixed effects β SE P  β SE P  β SE P 
covertype            
wetland forest -27.13 1.087 <0.001*  -43.12 6.234 < 0.001*  -28.64 0.010 0.010* 
coniferous forest -27.20 1.057 <0.001*  -43.65 6.233 < 0.001*  -28.55 0.010 0.010* 
deciduous forest -27.32 1.070 <0.001*  -43.44 6.222 < 0.001*  -27.63 0.010 0.010* 
mixed forest -27.47 1.097 <0.001*  -43.81 6.245 < 0.001*  -27.61 0.010 0.010* 
regenerating forest -26.14 1.133 <0.001*  -42.44 6.188 < 0.001*  -26.71 0.010 0.010* 
            
disturbance type            
fire — — —  — — —  — — — 
mechanical add — — —  — — —  — — — 
mechanical remove — — —  — — —  — — — 
            
disturbance severity            
low 0.08 0.300 0.856  — — —  — — — 
medium 1.03 0.551 0.161  — — —  — — — 
high -0.25 0.358 0.636  — — —  — — — 
            
disturbance age — — —  0.040 0.036 0.270  — — — 
easting — — —  — — —  <0.01 <0.001 0.014* 
northing — — —  — — —  <0.01 <0.001 0.005* 
precipitation — — —  0.60 0.260 0.027*  -0.92 0.400 0.025* 
DEM -0.01 <0.001 0.012*  <0.01 0.001 0.078  <0.01 0.001 0.089 
MMST — — —  — — —  1.31 0.581 0.029* 
solar insolation -0.01 <0.001 0.276  — — —  — — — 
water table depth — — —  — — —  -0.01 0.007 0.052 
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aspect — — —  — — —  — — — 
slope — — —  — — —  — — — 
            
random effects disturbance  bedrock geology  bedrock geology 
            
marginal r2 0.462  0.388  0.415 
conditional r2 0.473  0.588  0.415 
CVLMER RMSE (‰) 0.87  0.90  1.05 
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Table 4. Model structure for best-fitting mixed-effects models for uninformed δ15N. All values were truncated to three significant digits. Covariates with no 
values under a given preference group indicates that the covariate was not a part of the best fitting model. Marginal r2 explains the proportion of the variance 
explained by the main effects, whereas conditional r2 explains the proportion of the variance explained by both the main and the random effects combined. 
Where marginal r2 equals the conditional r2, there was no benefit to using mixed-effects models over simple linear models. RMSE was derived via spatial hold-
one-out cross validation for our linear mixed-effects models (CVLMER). For metadata associated with model covariates, see Table S3-2. “MMST” and “DEM” 
correspond to “mean maximum summer temperature” and “digital elevation map,” respectively. 
 
 low preference  medium preference  high preference 
fixed effects β SE P  β SE P  β SE P 
covertype            
wetland forest — — —  — — —  -7.674 19.431 0.699 
coniferous forest — — —  — — —  -9.349 19.483 0.639 
deciduous forest — — —  — — —  -7.826 19.400 0.693 
mixed forest — — —  — — —  -7.220 19.342 0.715 
regen forest — — —  — — —  -7.135 19.490 0.720 
            
disturbance type            
fire — — —  — — —  1.250 0.816 0.131 
mechanical add — — —  — — —  2.774 0.865 0.002* 
mechanical remove — — —  — — —  1.297 0.916 0.162 
            
disturbance severity            
high -
3.0941 0.587 
< 
0.001* 
 — — —  — — — 
low -
2.0355 0.844 0.031* 
 — — —  — — — 
moderate -
1.6986 0.662 0.031* 
 — — —  — — — 
            
disturbance age — — —  — — —  -0.257 0.085 0.004* 
easting 0.342 0.139 0.001*  — — —  1.615 0.647 0.017* 
northing -0.405 0.129 0.002*  — — —  -1.028 0.408 0.017* 
precipitation — — —  — — —  -1.173 0.567 0.049* 
DEM — — —  — — —  — — — 
MMST — — —  — — —  1.679 0.709 0.021* 
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solar insolation — — —  — — —  — — — 
water table depth — — —  -0.031 0.008 < 0.001*  -0.029 0.008 0.001* 
aspect — — —  — — —  — — — 
slope — — —  — — —  — — — 
            
random effects disturbance  disturbance, bedrock geology  bedrock geology 
            
marginal r2 0.186  0.030  0.359 
conditional r2 0.647  0.906  0.496 
CVLMER RMSE (‰) 0.92   0.92  0.98 
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Table 5. Model structure for best-fitting mixed-effects models for biomass-informed δ15N. All values were truncated to three significant digits. Covariates with 
no values under a given preference group indicates that the covariate was not a part of the best fitting model. Marginal r2 explains the proportion of the variance 
explained by the main effects, whereas conditional r2 explains the proportion of the variance explained by both the main and the random effects combined. 
Where marginal r2 equals the conditional r2, there was no benefit to using mixed-effects models over simple linear models. RMSE was derived via spatial hold-
one-out cross validation for our linear mixed-effects models (CVLMER). For metadata associated with model covariates, see Table S3-2. “MMST” and “DEM” 
correspond to “mean maximum summer temperature” and “digital elevation map,” respectively. 
 
 low preference  medium preference  high preference 
fixed effects β SE P  β SE P  β SE P 
covertype            
wetland forest — — —  — — —  306.20 20.64 0.160 
coniferous forest — — —  — — —  304.50 20.64 0.163 
deciduous forest — — —  — — —  306.10 20.64 0.161 
mixed forest — — —  — — —  306.70 20.64 0.160 
regenerating forest — — —  — — —  307.00 20.64 0.160 
            
disturbance type            
fire — — —  — — —  1.39 1.162 0.238 
mechanical add — — —  — — —  3.05 1.155 0.012* 
mechanical remove — — —  — — —  1.58 1.208 0.197 
            
disturbance severity            
low 172.80 95.88 0.078  — — —  — — — 
medium 172.60 95.98 0.077  — — —  — — — 
high 173.10 95.89 0.075  — — —  — — — 
            
disturbance age — — —  — — —  -3.05 0.122 0.015* 
easting <0.01 <0.001 0.135  — — —  <0.01 <0.001 0.090 
northing <0.01 <0.001 0.062  <0.01 <0.001 0.693  <0.01 <0.001 0.129 
precipitation -0.37 0.417 0.367  -0.21 0.402 0.603  -1.21 0.755 0.126 
DEM <0.01 0.001 0.745  <0.01 0.002 0.111  — — — 
MMST — — —  — — —  1.56 0.885 0.084 
solar insolation — — —  <0.01 <0.001 0.018  — — — 
water table depth — — —  -0.01 0.009 0.270  -0.02 0.012 0.025* 
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aspect — — —  — — —  — — — 
slope — — —  -0.07 0.058 0.182  — — — 
            
random effects disturbance  disturbance, bedrock geology  bedrock geology 
            
marginal r2 0.146  0.142  0.243 
conditional r2 0.583  0.666  0.512 
CVLMER RMSE (‰) 1.24    1.41  1.70 
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Fig.1. Forage sampling plots across northeastern Minnesota. Dark grey area in inset map represents the 
study region and Minnesota Moose Management Area as determined by the Minnesota Department of 
Natural Resources.  
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Fig.2. Isotopic variation of raw δ13C and δ15N values (‰) across preference groups. Mean values are 
represented by symbols, while error bars represent standard error.  
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Fig.3. Predictions of proportional abundances and absolute amounts (kg/m2) of biomass for low (a. and d., respectively), medium (b. and e., 
respectively), and high-preference forage (c. and f., respectively). Visual inspection of these maps suggests substantial differences in both the 
proportional abundances and the absolute amounts of biomass of all three forage-preference groups. 
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Fig.4. Isoscapes depicting spatial variation in δ13C (‰) across northeastern Minnesota. Visual inspection of prediction maps reveals distinct differences 
when comparing uninformed isoscapes for low (a), medium (b), and high-preference forage (c) to those derived from biomass-informed models for low 
(d), medium (e), and high-preference forage (f). 
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Fig.5. Isoscapes depicting spatial variation in δ15N (‰) across northeastern Minnesota. Visual inspection of prediction maps reveals distinct differences 
when comparing uninformed isoscapes for low (a) and medium-preference forage (b) to those informed by biomass estimates (d and e, respectively). 
However, isoscapes predictions for high-preference forage, both uninformed (c), and biomass-informed (f), appear to be very similar. 
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Fig.6. Differences in isoscape predictions (‰) utilizing uninformed-isotope data and biomass-informed isotopes. Maps depict the absolute values of 
unformed predictions minus biomass-informed predictions for δ13C and δ15N for low (a. and d., respectively), mid (b. and e., respectively), and high-
preference forage (c. and f., respectively). Darker colors represent those areas of the study region in which predictions based on uninformed isotopes are 
farthest away from biomass-informed predictions, whereas lighter colors represent those areas of the study region where predictions are more similar.
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Chapter 4: High Temperatures and Diet During Summer Influence Overwinter 
Survival in a Declining Moose Population. 
ABSTRACT The North American moose (Alces alces) is a cold-adapted species that has 
recently experienced population declines at various points along the southern edge of its 
range. The moose population in northeast Minnesota (NEMN) declined by more than 
65% from 2006 to 2018, and the combined effects of poor nutrition and high 
temperatures may predispose moose to higher risk of mortality. The primary objective of 
this study was to investigate the interaction between spatial variation in summer 
temperatures and moose diet and to evaluate if the relationship between these variables 
influenced over-winter survival. 
We collected terrestrial and aquatic plant samples as well as hair samples from 
dead and living moose and categorized all samples into one of three temperature regions 
(i.e., warm, moderate, and cool) based on collection location within the thermal 
landscape. We also categorized forage into one of four groups based primarily on 
preference (high-, medium-, low-preference, and aquatics). We analyzed all forage 
samples for %N, δ13C and δ15N values, and all hair samples for δ13C and δ15N values. We 
estimated nitrogen availability in forage throughout the study region and used Bayesian 
mixing models to estimate diet composition. We then tested whether diets varied as a 
function of temperature region, winter mortality, or season, and evaluated if winter 
mortality varied as a function of temperature region.   
In general, the warmest parts of the moose range in Minnesota are those that 
offered forage of lower quality, where moose diets were poorest, and where winter 
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mortality was highest. Nitrogen availability in terrestrial forage declined with mean-
maximum summer temperature, and moose in the warmest parts of the range had diets 
containing the highest proportion of aquatic forage and the lowest proportion of high-
preference forage. Additionally, winter mortality was almost 4.5 times greater in the 
warmest parts of the range when compared to the coolest. Finally, probability of over-
winter survival increased with increasing proportions of high- and medium preference 
forage during early summer and high- and low-preference forage during late summer. 
Collectively, our results suggest that the interaction between temperature and diet during 
summer may increase risk of over-winter mortality, including mortality associated with 
predation and disease. 
INTRODUCTION 
Large mammalian herbivores are declining globally at an unprecedented rate, and 
while hunting, competition with livestock, and habitat loss have been listed as some of 
the leading causes of decline (Ripple et al. 2015), the pervasive influences of recent 
climate change have also been associated with negative demographic trends of large 
herbivores (Olff et al. 2002). Fluctuations in the North Atlantic Oscillation have been 
linked to changes in body condition in sheep (Ovis aries, Mysterud et al. 2001), severe 
snowpack conditions have been associated with the near elimination of juvenile cohorts 
in elk (Cervus elaphus, Garrott et al. 2003), and changes in precipitation have been 
tightly correlated with changes in population size in African herbivores (Berger 1997). 
Global distributions of large herbivore diversity are strongly correlated with gradients of 
temperature and precipitation (Olff et al. 2002). Thus, spatiotemporal shifts in global 
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patterns of these and other climatic variables are expected to influence the abundance and 
distribution of large herbivores (Schloss et al. 2012), with high-latitude species at greater 
risk of climate-induced declines than their more southerly counterparts (ACIA 2004, 
Garcia et al. 2014, Walther et al. 2002). Northern latitudes are likely to experience 
disproportionate warming compared to the rest of the globe (IPCC 2007), and large 
mammals are thought to be incapable of rapid micro-evolution or sufficient range shifts 
necessary to adjust to increasing temperatures (Hetem et al. 2014).  
The North American moose (Alces alces) is a cold-adapted species that is 
relatively intolerant of high temperatures (Renecker and Hudson 1990), and has 
experienced population declines at various points along the southern edge of its 
geographic range (Timmermann and Rodgers 2017). In northwestern Minnesota, moose 
exhibited a precipitous decline starting in the mid 1980s, decreasing from about 4000 
animals in 1984 to less than 100 animals in 2007 (Lenarz et al. 2009, Murray et al. 2013). 
A study investigating the potential causes of this decline reported that the majority of 
moose fatalities (87% of radio-collared moose and 65% of non-collared moose) were 
ultimately due to parasites and infectious disease. However, the authors also noted that 
many of the recorded causes of mortality were likely facilitated by a combination of poor 
nutrition and warmer ambient temperatures. Animals that died of natural causes exhibited 
notable signs of malnutrition and severe body fat depletion, and annual population 
growth in northwestern Minnesota from 1961-2000 was negatively correlated with mean 
summer temperature, which increased by 2.1 ºC during this time (Murray et al. 2006).  
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Since 2006, demographic trends of moose in northeast Minnesota (NEMN) have 
resembled those previously observed in the northwestern part of the state, with one study 
reporting a negative correlation between ambient temperature and annual survival 
(Lenarz et al. 2009). Because moose are heat intolerant, when they are exposed to even 
modestly warm temperatures (e.g., 14 to 17 ºC), they increase metabolic and respiration 
rates and reduce forage intake, which can lead to malnutrition, decreased body condition, 
and immunosuppression (Lenarz et al. 2009, McCann et al. 2013, Murray et al. 2006, 
Renecker and Hudson 1986). Despite these relationships, there is little mechanistic 
evidence directly linking increasing temperatures with the observed population decline.  
While changing climate over the last decade has been implicated as a major driver 
of moose demographics in NEMN, the wolf population in this region has substantially 
increased over this same time period, potentially contributing to the current decline 
(Mech and Fieberg 2014). One study recently reported between 33 and 47% of monitored 
moose calf mortalities were due, at least in part, to wolf predation (Severud et al. 2015), 
and another study reported that more than 30% of analyzed wolf scats from NEMN 
contained moose tissue (Chenaux-Ibrahim 2015). However, there is evidence that wolf 
predation on moose is spatially heterogeneous, with higher rates of predation in the 
coolest parts of the range and lower predation rates in warmer parts of the range 
(Chenaux-Ibrahim 2015). Additionally, a study summarizing necropsy results of 62 
opportunistically collected moose carcasses from 2003 to 2013, 85% of animals were 
either moderately underweight or exhibiting signs of severe weight loss and muscle 
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deterioration (Wünschmann et al. 2015). The authors noted the important role that 
nutritional state likely played in the fates of these animals (Wünschmann et al. 2015).  
Evidence suggests that as ambient temperatures increase, large herbivores may 
alter habitat-use in a way that decreases thermal loads, while also leading to a lower 
nutritional state (Albon and Langvatn 1992). Moose are well-adapted for cold, but 
become heat stressed and potentially hyperthermic when temperatures rise above 14 ºC in 
the summer (Renecker and Hudson 1986). Typically, moose respond to high 
temperatures in one of two ways, both of which may result in important nutritional 
tradeoffs. First, moose may increase their use of densely forested conifer habitat 
(Renecker and Hudson 1990, Street et al. 2016), bedding down in lowland forest canopies 
with high soil-water content (McCann et al. 2016), presumably in an effort to dissipate 
metabolic heat by increasing contact with the cool ground (Merrill 1991). During 
prolonged periods of extreme heat, moose may remain bedded for extended periods of 
time and forgo multiple feeding bouts, thereby putting themselves at risk of starvation 
(Renecker and Hudson 1986). Alternatively, moose may increase their use of aquatic or 
wetland habitats during extended periods of high temperatures (Renecker and Hudson 
1989, Street et al. 2016). While these habitats can offer an abundance of forage, aquatic 
forage tends to be high in protein but low in carbohydrates compared to terrestrial forage 
(Tischler 2004). If moose are spending extended periods of time either bedded in dense 
cover or in aquatic habitats, they may have a difficult time accumulating enough body fat 
to survive winter (Chan-McLeod et al. 2000, Julander et al. 1961, Parker et al. 2009).  
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A recent study investigating the relationship between winter nutritional status of 
moose in NEMN and regional population growth reported that estimates of abundance 
and calf production were closely correlated with population-wide nutrition (DelGiudice et 
al. 2017). Moreover, from 2013 to 2015, winter nutritional restriction was closely related 
to high temperatures during winter (DelGiudice et al. 2017). Although studies of other 
large herbivores suggest that poor summer nutrition can also detrimentally impact 
reproduction and overwinter survival (Cook et al. 2004), the impact of summer diet on 
the moose population in NEMN is unknown. 
The primary objective of this study is to investigate the interaction between 
spatial variation in high summer temperatures and moose diet, and to evaluate if the 
relationship between these two variables might influence over-winter survival. Northeast 
Minnesota is an ideal location in which to evaluate this relationship because there is a ~ 
5.5 ºC gradient in mean-maximum temperature across the region (Fig.1). To evaluate 
how high temperatures and diet may interact during summer to influence over-winter 
survival, we hypothesized that: 1) Forage quality is greater in areas with cooler 
temperatures, 2) Moose in cooler parts of the range have diets of higher quality than those 
from warmer parts of the range, 3) The number of moose that do not survive winter is 
disproportionately higher in the warmest parts of the range, and 4) The diets of moose 
that do not survive winter are of lower quality than those that do.  
STUDY AREA 
Our study area in northeastern Minnesota covers approximately 1.3-million hectares, and 
is composed primarily of southern boreal forest, including large portions of Superior 
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National Forest and the Boundary Waters Canoe Area Wilderness (BWCAW). This 
region is a mosaic of upland and lowland forest types characterized by black spruce 
(Picea mariana) and white cedar (Thuja occidentalis) in the lowlands and balsam fir 
(Abies balsamea), trembling aspen (Populus tremuloides), and paper birch (Betula 
papyrifera) on the uplands, with large stands of jack (Pinus banskiana), red (P. resinosa) 
and white pine (P. strobus) occurring throughout. While large swaths of unlogged areas 
remain (i.e., 169,000 ha within the BWCAW), fire and logging are common and routine 
forms of disturbance in this ecosystem (Heinselman 1996). Mean annual temperature is 
approximately 2ºC with mean annual precipitation (rain plus snowfall water equivalent) 
of 70 cm (Heinselman 1996). Summers in this region are typically short and cool, with 
mean temperatures of 17.5 ºC in mid-July and an average precipitation of 10 cm. Winters 
are characterized as long and cold, with mean temperatures of -17ºC and normal winter 
snowfall ranging from 50 to 70 cm (Frelich 2002, Heinselman 1996). Topography across 
the study area varies from relatively flat to moderately hilly, with elevation ranging from 
the 183 m at the surface of Lake Superior, to 701 m at Eagle Mountain, the highest point 
in the state. The area is sparsely inhabited, with few paved roads and much of the region 
accessible only by foot, logging road, or canoe.   
METHODS 
Overview 
We used a variety of sampling and analytical techniques to evaluate how warmer summer 
temperatures and diet may interact to influence over-winter survival in moose across 
northeast Minnesota. We sampled terrestrial forage from 0.4 ha plots (n = 70) located 
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across the study region (Fig.1), and aquatic forage from 17 different lakes across the 
study region. We also collected moose hair samples from living and dead moose during a 
parallel study designed to evaluate adult moose mortality (see Sample Collection below). 
We measured woody plants in all plots and used species and size-class-specific allometric 
equations to estimate forage biomass within each plot (see Woody Biomass Calculations 
below), and used elemental and stable isotope analysis to determine values of %N, δ13C, 
and δ15N in forage and values of δ13C and δ15N in hair (see Stable Isotopes Analysis 
below). We used stable isotope values from forage and hair to estimate the contributions 
of each forage group to moose diets using Bayesian mixing models, and then tested 
whether diets vary as a function of temperature region, winter mortality, and season (see 
Data Analysis below). 
Sample Collection 
We established 70 circular plots, each 0.4 ha in size, throughout northeast 
Minnesota and collected samples of known and potential forage species to characterize 
the isotopic composition of moose forage throughout the study region. Sample plots 
covered a range of disturbance ages (i.e., 13 years, 9 years, 4 years, and undisturbed) and 
types (i.e., canopy burn, clear cut, and insect-defoliation), as well as a range of landcover 
types (i.e., wetland and wetland forest, coniferous forest, deciduous forest, mixed forest, 
and regenerating forest). From 2012 to 2016, we collected annual samples of forage 
species in each of the plots from late May to early August, with a small subset of 
individual plants collected at multiple time periods throughout summer. In total, we 
collected 2,694 terrestrial forage samples from more than 30 species (Table S4-1). We 
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categorized all species into one of three groups, based primarily on dietary preference: 
high-, medium-, and low-preference (Table S4-1; Peek et al. 1976). Where possible, we 
collected up to five samples of each species in each plot, where a sample consisted of 5-7 
leaves that we stripped from a peripheral stem located between 0.5 to 1.0 m from the 
forest floor. Once collected, samples were placed in a cloth bag, which was then labeled 
with the plot and sample ID. For diet composition estimates, we also collected samples of 
submerged and emergent aquatic forage (n=105) from 17 different lakes throughout the 
warm (n=7) and cold (n=10) temperature regions. We collected aquatic samples by 
dragging an aquatic sampling rake at depths ranging from 1 to 2 meters. Where possible, 
we collected up to five samples of each species from each lake. Once collected, samples 
were placed in a cloth bag, which was then labeled with the lake name and sample ID. 
Moose hair samples were collected from both live and dead animals by the 
Minnesota Department of Natural Resources (MNDNR) from 2012 to 2017 (Fig.1a). Hair 
from live animals (n = 127) was collected during radio-collar deployment, which took 
place as part of a parallel study to investigate adult moose mortality (Carstensen et al. 
2015). Hair from animals that died during winter (n=35) was collected from a 
combination of radio-collared animals (n=18) and opportunistically sampled carcasses 
(n=17). Because we wanted to focus solely on the potential influences of diet on winter 
mortality, we included only those animals that died between November 1st and May 1st of 
each year.  
Woody Biomass Calculations 
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Moose are known to break stems with a diameter at breast height (DBH) of ≤ 6cm 
in order to browse on terminal shoots, but also occasionally browse on plants that are 
relatively close to the forest floor (Renecker and Schwartz 2007). Thus, within each 0.4 
ha plot, we measured smaller woody stems (i.e., stems ≤ 6 cm of diameter at breast 
height, DBH, and ≥ 15 cm in height) within three, nested, 25 m2 subplots along the 30º, 
150º, and 270º azimuths, at 5.5 m from the plot centroid. Within a 25 m2 subplot, we 
tallied the number of individuals of each species having a DBH ≥ 2.5 cm and ≤ 6 cm (i.e., 
saplings), with tallies for each species recorded for each 0.5 cm DBH interval. Within a 
smaller, 10 m2 subplot, we measured diameter at 15 cm height of all woody plants that 
were ≥ 15 cm in height but < 2.5 cm in DBH (i.e., shrubs or advanced regeneration). We 
tallied the number of individuals of each species within each 0.5 cm size class, from 0.5 
cm to 2.5 cm. Anything with a diameter < 0.5 cm at 15 cm height was omitted. 
 We calculated estimates of above-ground biomass using species-specific biomass 
equations based on the measurements detailed above. For saplings, we used species-
specific equations from Jenkins et al. (2003) to estimate above-ground biomass using 
DBH. We also used species-specific equations for shrubs and advanced regeneration, 
(Perala and Alban 1993, Smith and Brand 1983), which allowed us to estimate above 
ground biomass based on stem diameter at 15 cm height. For some species, equations for 
whole, above-ground biomass were not available. For those species, we calculated 
biomass for stems and foliage separately, and then added those values to estimate total 
biomass of each species in each plot. All estimates were converted to kg/m2. 
Stable Isotope Analysis 
 
 
 
 
 97 
In preparation for stable isotopes analysis, plant samples were dried in a 60ºC 
oven for 24 to 48 hours and subsequently placed in light-proof, tin containers. A small 
portion of each sample was collected and ground to a homogenous powder using a Spex 
SamplePrep GenoGrinder bead mill with 2.8 mm stainless steel grinding beads. Once 
homogenized, we weighed 2.5 ± 0.1 mg of each sample into a 5x9 mm Costech tin 
capsule. All samples were analyzed either at the Stable Isotope Laboratory in the 
Department of Earth Sciences at the University of Minnesota (UMN) or the Stable 
Isotope Laboratory in Earth and Planetary Sciences at the University of California, Santa 
Cruz (UCSC). At UMN, samples were analyzed for %N, %C, δ15N and δ13C values via 
flash combustion in a Costech 4010 Elemental Analyzer (EA) coupled to a Thermo-
Finnegan Delta V Plus isotope ratio mass spectrometer (IRMS). At UCSC, samples were 
analyzed via flash combustion in a CE Instruments NC2500 EA interfaced to a 
ThermoFinningan Delta Plus XP IRMS. At each location, the resulting gas was analyzed 
for elemental concentration of 13C/12C and 15N/14N ratios and expressed in standard δ 
notation, representing the differences between samples ratios and ratios found in 
international standards for carbon (VPDB) and nitrogen (atmospheric N2). Finally, 
because samples were analyzed in two different laboratories, we addressed machine or 
lab specific analytical biases by running five samples from six different species in each 
lab and creating offset and linearity corrections that we then applied to all samples 
analyzed at UCSC. 
The isotopic composition of animal materials (e.g., scat, hair, bone) reflects that 
of the food that was ingested and assimilated during the formation of these materials 
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(Cerling and Harris 1999, Deniro and Epstein 1978). Moose begin molting their winter 
coat during mid- to late-May and completely replace their winter coat with a thinner, 
lighter coat by late June (Franzmann et al. 1975, Samuel 1991, Tankersley and Gasaway 
1983, Welch et al. 1990). Beginning in early June, moose also begin to develop winter 
hair, including that which is grown on their withers, with their winter coat typically 
complete by mid- to late September (Samuel et al. 1986). Because hair growth occurs 
only during summer, hair collected from late fall through early spring can be used to 
evaluate the diet from the previous summer, with stable isotopes in the proximal end of 
the hair reflecting that of late-summer diet and the distal end reflecting that of early-
summer diet. Differences in mean δ13C values have been used to analyze population 
differences in diet (Angerbjörn et al. 1994), and individual variation in values of δ13C 
from animal materials provides a measure of dietary breadth within a group or population 
(Berini and Badgley 2017). As animals ingest a greater range of plant species and plant 
parts, the variance of δ13C increases (Newsome et al. 2009, Stewart et al. 2003). In 
general, the mean δ15N of animal tissues reflects the protein content of the animal’s diet 
(Ambrose 1991, Schoeninger and DeNiro 1984), with a negative correlation between the 
nitrogen content of ingested plants and δ15N values of herbivore tissues (Adams and 
Sterner 2000). Thus, animals consuming forage with greater N content will have more 
negative δ15N values in their tissues, with N limitation indicated via more positive δ15N 
values (Sealy et al. 1987). 
To prepare moose hair samples for stable isotope analysis, we rinsed all hairs with 
deionized (DI) water and sonicated them in a DI water bath for approximately 10 
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minutes. Samples were then given another rinse and placed in a 2:1 chloroform/methanol 
mixture for approximately 2 hours to remove lipids. Once lipid extraction was complete, 
we rinsed off any residual solution with DI water, soaked the hairs in a DI bath for an 
additional 30 minutes, and then gave them a final rinse. All samples were then dried in an 
oven at 40ºC for a minimum of 48 hours.  
Hair samples were analyzed for stable isotopes of carbon and nitrogen either at 
UMN or the Center for Stable Isotopes at the University of New Mexico (CSI-UNM). 
We clipped and weighed 0.7 ± 0.1 mg at UMN and 0.5 ± 0.1 mg at CSI-UNM from the 
proximal and distal ends of each hair. At both laboratories, samples were then loaded into 
5x9 mm Costech tin capsules and analyzed for δ15N and δ13C values via flash combustion 
in a Costech 4010 Elemental Analyzer (EA) coupled to a Thermo-Finnegan Delta V Plus 
isotope ratio mass spectrometer (IRMS). The resulting gas was analyzed for elemental 
concentration of 13C/12C and 15N/14N ratios and expressed in standard δ notation, 
representing the differences between samples ratios and ratios found in international 
standards for carbon (VPDB) and nitrogen (atmospheric N2). Because samples were 
analyzed in two different laboratories, we addressed machine or lab specific analytical 
biases by running hair samples from five different animals in each lab and created offset 
and linearity corrections that we then applied to all samples analyzed at CSI-UNM. 
Finally, to account for minor isotopic differences between hairs from the same animal, 
we analyzed the ends of each hair, from each animal, in replicates of two. We then 
calculated the average of the two replicates and saved these values as our final δ13C and 
δ15N values, which we then used to estimate diet for early and late summer. 
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Data Analysis 
To determine if forage quality is greater in areas with cooler temperatures (H1), 
we evaluated how the amount of N in moose forage varies as a function of mean-
maximum summer temperature (i.e., mean maximum daily temperature over June, July, 
and August each year from 1980-2010). Because both %N and the abundance of different 
forage groups can vary differently across the study region, we needed to estimate how the 
amount of N available in moose forage may change as a function of our different 
preference groups within each plot. To do this, we multiplied the mean proportional 
abundance of N of each forage group within each plot by their respective biomass 
estimates (kg/m2) and added these values together. Then, using the get_prism_normals 
function from the prism package in R (Hart and Bell 2015), we imported the 30-year 
averages (1981-2010) for mean-maximum summer temperature (MMST) from the 
PRISM Climate Group at Oregon State University (PRISM Climate Group 2017). We 
extracted the temperature data at each of our forage-sampling plots using the extract 
function from the raster package in R (Hijmans 2019). Finally, to determine if there was 
a significant statistical relationship (p < 0.05) between the amount of N available and 
MMST, we fit generalized linear models using the glm function in the base package of R 
(R Core Team 2018). We fit four different models – one to evaluate the total N (kg/m2) in 
each plot as a function of MMST and one model for each forage group (i.e., high-, 
medium-, and low-preference). For each model, we set MMST as our independent 
variable and total N as our dependent variable.  
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To determine if moose in cooler parts of the range have diets of higher quality 
than those from warmer parts of the range (H2), we analyzed how diet composition and 
stable isotope values of moose hair vary as a function of MMST. First, we categorized 
moose hair samples from living moose into one of three temperature regions (e.g., warm, 
medium, cool) based on their collection location within the thermal landscape (Fig.1). 
We estimated diet composition during early and late summer by fitting Bayesian mixing 
models using the MixSIAR package in R (Parnell et al. 2013, Stock and Semmens 2016). 
MixSIAR allows estimation of the contributions of different isotopic sources to the 
composition of a material that reflects a mixture of these different sources, while also 
allowing the user to account for both residual and process error (Parnell et al. 2013, Stock 
and Semmens 2016). In our study, source data was the δ13C and δ15N values from plants, 
whereas mixture data was the δ13C and δ15N values from moose hair. Trophic enrichment 
factors (i.e., the net isotopic difference between source and mixture; Martínez del Rio et 
al. 2009) were based on those in Drucker et al. (2010). We arrived at the most efficient 
Markov chain Monte Carlo (MCMC) length by fitting our models repeatedly, starting 
with the shortest chain-length allowable (i.e., run = “test”, chainLength = 1000), and 
gradually increasing the chain-length until we achieved a Gelman-Rubin score of < 1.10, 
indicating that sampling variability is negligible (Brooks and Gelman 1998). Our final 
models had the following MCMC parameters: chainLength=100000, burn=50000, 
thin=50, chains=3, calcDIC=TRUE. We saved the mean estimates from our posterior 
distributions as our final diet composition estimates.  
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We fit two MANOVA models that evaluated diet composition as a function of 
temperature region, for both early and late summer, to evaluate if animals from different 
temperature regions exhibit significant differences in diet composition. However, because 
our data are compositional in nature and therefore bound by 0 and 1, we performed an 
isometric log ratio transformation on our diet estimate data using the ilr function in the 
compositions package (van den Boogaart et al. 2018). In the event that we encountered 
MANOVA models resulting in p < 0.05, we fit univariate ANOVAs to evaluate how the 
proportion of each forage group (i.e., aquatic, high-, medium-, and low-preference) 
changes between temperature regions (R Core Team 2018). Prior to conducting 
univariate ANOVA, we used a centered log ratio transformation via the clr command 
(also in the compositions package) because isometric log transformations reduce the 
dimensionality of a dataset by one (van den Boogaart et al. 2018). To evaluate if animals 
from different temperature regions exhibit significant differences in variance of δ13C (i.e., 
dietary breadth), we conducted Bartlett’s test for homogeneity of variance via the 
bartlett.test command in the stats package of R (R Core Team 2018). To evaluate if 
animals from different regions exhibit differences in mean δ15N values (i.e., nitrogen 
intake), we conducted analysis of variance (ANOVA) via the aov function (R Core Team 
2018). For ANOVA tests with statistically significant outcomes (p < 0.05), we used the 
TukeyHSD function (R Core Team 2018) to conduct Tukey’s test for honestly significant 
differences, which allowed us to determine which temperature regions were significantly 
different from one another.  
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To determine if the number of moose that do not survive winter is 
disproportionately higher in the warmest parts of the range (H3), we compared the 
number of moose that were radio collared in each temperature region, with the number of 
collared animals that died. We conducted a Pearson’s χ2 test using the chisq.test function 
in the stats package and applied Yate’s correction for small sample sizes (Yates 1934) by 
setting correct=T (R Core Team 2018).  
We evaluated differences in diet composition as a function of winter survival (H4) 
using logistic regression via the glm function (family = “binomial”), for both early and 
late summer (R Core Team 2018). We performed centered log-ratio transformations prior 
to logistic regression, as described above (van den Boogaart et al. 2018). We used 
MANOVA to evaluate seasonal dietary shifts from early to late summer, for animals that 
survived winter and for those that did not, with diet composition as our dependent 
variable and season as our independent variable. In the event that a MANOVA resulted in 
p < 0.05, we conducted univariate ANOVA to determine which dietary items exhibited 
significant shifts between early and late summer. Again, we used an isometric log ratio 
transformation prior to conducting MANOVA and centered log ratio transformation prior 
to conducting ANOVA (van den Boogaart et al. 2018). To evaluate dietary breadth using 
δ13C values, we used Bartlett’s test for homogeneity of variance and to investigate 
nitrogen limitation using δ15N, we used ANOVA. Finally, we subset our diet composition 
estimates for those animals that we collected both live and dead hair samples from, and 
evaluated diet composition as a function of over-winter mortality and seasonal dietary 
shifts throughout summer. These analyses were conducted exactly as described above, 
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and allowed us to compare the diets of the same individuals both before and after their 
death. 
RESULTS 
 Generalized linear models evaluating the influence of mean-maximum summer 
temperature on the availability of N throughout the study region (H1) revealed a 
statistically significant decline in overall N availability as MMST increased (Table 1). 
Within individual groups of terrestrial forage (i.e., high-, medium-, and low-preference 
forage), N availability exhibited a negative, non-significant trend with increasing MMST 
in high- and medium-preference forage, while low-preference forage exhibited no 
relationship (Table 1).  
 MixSIAR results revealed that during early summer, the average diet for moose 
that survived winter consisted of 38% high-preference forage, 28% aquatics, 22% 
medium-preference forage, and 11% low-preference forage. During late summer, mean 
estimates changed to 31% high-preference, 35% aquatics, 13% medium-preference, and 
21% low-preference. For moose that did not survive winter, the average early-summer 
diet consisted of 27% high-preference forage, 38% aquatics, 17% medium-preference 
forage, and 17% low-preference forage. While during late summer, mean estimates 
changed to 25% high-preference, 40% aquatics, 15% medium-preference, and 20% low-
preference.  
MANOVA tests evaluating diet as a function of temperature region for animals 
that survived winter (H2) revealed significant differences in diet composition among 
temperature regions during early (F2,123 = 3.20, p = 0.004) and late summer (F2,124 = 6.83, 
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p < 0.0001). During both time periods, moose from the warm and moderate-temperature 
regions consumed proportionally more aquatics, but generally less high-, medium-, and 
low-preference forage compared to moose from the cool region (Table 2, Fig.2). Diet 
composition estimates of different forage groups were not significantly different between 
the warm and moderate regions during early or late summer. Variance of δ13Chair values 
(i.e., dietary breadth) increased with temperature during early summer but not during late 
summer (Table 3, Fig.3) and ANOVA results revealed a significant difference in δ15Nhair 
(i.e., dietary N limitation) among temperature regions, but only during late summer (F2,126 
= 4.302, p = 0.0156). Tukey’s HSD test revealed that mean values of δ15Nhair during late 
summer were greater in the moderate region when compared to cool (Table 4, Fig.3). 
Our χ2 test evaluating over-winter mortality as a function of temperature region 
revealed that mortality was disproportionately higher in the warmest parts of the range 
(H3; χ2 = 6.722, df = 2, p < 0.0347). While overall mortality for collared moose was 
29.9% across the entire study area, 15.6% and 28.6% of radio-collared moose did not 
survive winter in the cool and moderate temperature regions, respectively, but 68.8% of 
radio-collared moose from the warm region did not survive winter. 
Logistic regression analyses comparing the diets of animals with different winter 
fates revealed that the diet composition of moose that survived winter was significantly 
different than those that did not, both during early and late summer (Fig.4). Probability of 
overwinter survival increased with increasing contributions of high- and medium-
preference forage to the overall diet during early summer, but decreased with increasing 
contributions of low-preference forage (Table 5, Fig.4). During late summer, probability 
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of survival increased with increasing contributions of high- and low-preference forage 
(Table 5, Fig.4). Pairwise logistic regressions comparing diets of the same animals before 
and after death revealed that during early summer, medium-preference forage was 
associated with increased probability of over-winter survival (Table 6, Fig.5). During late 
summer, as the proportional contributions of high-preference and aquatic forage 
increased, probability of overwinter survival also increased (Table 6, Fig.5). As the 
proportional contributions of low-preference forage increased, probability of overwinter 
survival decreased (Table 6, Fig.5). 
MANOVA tests evaluating dietary shifts from early to late summer revealed that 
animals that survived winter exhibited temporal changes in diet (F1,251 = 7151, p < 
0.0001) as did animals that died (F1,69 = 15.62, p < 0.0001). Animals that survived winter 
consumed mostly high-preference forage during early summer, but then shifted their diets 
in late summer to include greater proportions of aquatic forage (Table 7, Fig.6a). Despite 
the fact that MANOVA results suggests a significant dietary shift between seasons for 
animals that died, univariate ANOVAs revealed no shifts from early to late summer, with 
aquatic forage representing the largest proportion of their diet among all forage groups, 
during both time periods (Table 7, Fig.6b). During both early and late summer, moose 
that survived winter had smaller variance in values of δ13Chair (Table 8, Fig.7a) and lower 
mean δ15Nhair values (Table 8, Fig.7b) than moose that died. To ensure that the 
differences in variance we observed were not due to our small number of mortalities, we 
created a bootstrapped sample of 35, δ13Chair values from our live sample set, calculated 
the variance and repeated this procedure 500 times. We then calculated the mean of these 
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500 variance values and the 95% confidence intervals around the mean. The resulting 
value for the mean variance (0.9268) and the 95% confidence interval (upper = 0.8644, 
lower = 0.9891) suggests that the differences we observed above were not due to the 
small number of mortalities. 
Pairwise t-tests for those animals that we collected both live and dead hair 
samples from revealed that the summer before an animal died, the proportional 
contributions of both high- and medium-preference forage decreased while the 
contributions of low-preference forage increased (Table 9, Fig.8). We also found a non-
significant trend of increasing aquatic forage in the diet the summer preceding winter 
mortality (Table 9, Fig.8). 
DISCUSSION 
Here we report that, in northeast Minnesota, the warmest parts of the moose range 
are those that offer forage of lesser quality, where moose diets are poorest, and where 
winter mortality is highest. Moreover, animals that do not survive winter have diets of 
lower quality compared to those that do, especially during late summer. While warming 
has been implicated as a potential driver of recent moose declines in Minnesota, our 
results directly link higher temperatures with negative demographic trends. Collectively, 
our results suggest that temperature-induced changes to summer diet are, at the very least, 
a contributing factor to the recent declines observed in this population. 
Temperature-induced changes to forage quality are widely documented for large 
herbivores (Cebrian et al. 2008, Doiron et al. 2014, Lenart et al. 2002). For example, in 
southeastern Alaska, warmer temperatures during summer led to a decline in crude 
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protein and digestibility of moose forage (Lenart et al. 2002), while on Seward Peninsula, 
high temperatures resulted in an influx of high-quality forage for caribou during early 
spring due to earlier green-up dates (Cebrian et al. 2008). While earlier green-up, could 
benefit animals experiencing severe nutritional restriction toward the end of winter, more 
rapid phenology due to warming may lead to decreased nitrogen concentrations in some 
forage species at the end of summer (Cebrian et al. 2008, Doiron et al. 2014). Throughout 
the duration of this study, our experience suggests that warmer regions of NEMN may 
green-up as much as 7 – 10 days earlier than cooler regions, where temperatures during 
early summer are moderated by Lake Superior. However, a study investigating spatial 
heterogeneity in the phenology of NEMN would be a useful contribution in efforts to 
understand how the distribution and abundance of high-quality forage varies for moose 
and how this might influence spatially explicit demographic rates.  
While it is true that only a small amount of variance in total N throughout NEMN 
is explained by MMST (R2 = 0.07), our intentions for this model were not to predict total 
N based on MMST, but rather to investigate the strength of this relationship. Considering 
the range of different variables that are known to influence nitrogen in plants (e.g., slope, 
Tateno et al. 2004; canopy cover, Zackrisson et al. 2004; soil composition, Côté et al. 
2000; precipitation, Yin 1993; salinity, Cheng et al. 2013), the fact that MMST explained 
more than 7% of this variation is surprising. It is possible that the relationship we 
identified here is the result of a correlation with some unmeasured variable. Regardless, if 
our goal was to predict spatial variation in N availability across NEMN, it is likely that 
MMST would be one of the variables included in the best fitting model (Berini et. al. IN 
 
 
 
 
 109 
REVIEW). Heterogeneity in the thermal landscape and its effect on forage quality could 
lead to spatial variation in the foraging behavior of moose, and ultimately, spatially 
explicit differences in how animals interact with their environment. These differences, in 
turn, could relate to factors that influence demographic vital rates (Cook et al. 2004, 
Robert A. Garrott et al. 2003). 
A recent study in NEMN indicated that moose increase their use of aquatic or 
wetland habitats with increased exposure to high temperatures (Street et al. 2016). That 
study suggested that use of these habitats could lead to reduced foraging efficiency if the 
quality of forage is lower than in other habitats (Street et al. 2016). Here, we show that 
moose in the warmest parts of the range consume greater quantities of aquatic forage 
throughout the summer. Stable isotopes of nitrogen in herbivore tissues are inversely 
related to N content of ingested forage (Adams and Sterner 2000), and in our study, 
moose from warmer regions had higher values of δ15Nhair (i.e., lower dietary N) during 
late summer, when compared to animals from cooler regions. Interestingly, although our 
models show that moose in warmer areas are ingesting more aquatic forage, which tends 
to have higher N content then terrestrial forage (Tischler 2004), they are exhibiting signs 
of lower dietary N than moose from cooler areas. Moose are intolerant of high 
temperatures, and if individuals in the warmest parts of the range are becoming heat 
stressed, it is possible that they are limiting forage intake, which is one of the most 
common side effects of heat stress in large mammals (Collier and Beede 1985, Renecker 
and Hudson 1986) . Thus, it may be that moose are consuming the same amount of 
aquatic forage, but less terrestrial forage, leading to an increase in the proportional 
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contribution of aquatics to the overall diet. While beyond the scope of what we present 
here, a study comparing the body fat content of moose during winter to their diet 
composition during early and late summer could provide valuable insights into this 
relationship. Additionally, although we did not evaluate the influences of high 
temperatures on aquatic forage, Peek et al. (1976) suggested that higher water 
temperatures could lead to a reduction in quality of aquatic forage. Finally, we found that 
total N availability declines with increasing temperatures across the study region. 
Together, reduced intake along with reduced forage quality could lead to the relationship 
we observed here. Regardless, our results show that animals in the warmest parts of the 
range consume proportionally more aquatics than any other forage group during late 
summer, and moose with diets dominated by aquatic forage are less likely to survive 
winter. While aquatic forage is an important part of the moose diet, it is one of many 
important dietary items required for healthy moose (Belovsky 1978). 
While the leading proximate causes of mortality for moose in NEMN have been 
attributed to predation, parasitic and bacterial infections, and severe malnutrition, these 
same studies have also noted that temperature and diet likely interact to predispose moose 
to winter mortality (Carstensen et al. 2015, Lenarz et al. 2010, 2010, Mech and Fieberg 
2014, Wünschmann et al. 2015). In this study, moose that died during winter are not only 
exposed to higher temperatures than those that survived, but also had consistently poorer 
diets heading into winter. Previous work on elk has shown that body condition at the start 
of winter is a key determinant for overwinter survival (Cook et al. 2004), and the rate of 
moose mortality in the warmest parts of the range (68%) was almost 4.5 times higher 
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than the rate we found in the coolest parts of the range (15%). Additionally, moose that 
survived winter exhibited dietary shifts throughout the growing season that appear to be 
important for overwinter survival.  
During early summer, moose that survive the following winter are consuming 
mostly high-preference forage (38% of their total diet), with about a quarter of their diet 
consisting of aquatics (27%). As summer progresses, the relative contributions of these 
two dietary elements becomes more equivalent, with aquatic plants making up a little 
more than a third of the diet (35%) and high-preference forage making up slightly less 
than a third (31%). Moose that die the following winter are consuming significantly less 
high-preference forage during early summer (27%, Fig.4a) while also consuming 
significantly more low-preference forage (17%, Fig.4a), with the contributions of these 
two elements to the overall diet changing little as summer progresses (Fig.6b). 
Collectively, our results provide evidence that early-summer diet is important to over 
winter survival in this population. It also suggests that animals consuming relatively large 
amounts of aquatic forage throughout the entire summer have poorer nutrition, as 
exhibited by higher δ15Nhair, thereby contributing to higher risk of mortality the following 
winter. It is possible that moose ingesting more aquatics at the beginning of summer are 
already experiencing heat stress due to a temporal mismatch between the shedding of the 
winter coat and the onset of high temperatures (Dou et al. 2013). If this is true, these 
animals could be at a nutritional disadvantage at the beginning of summer, and 
potentially fail to acquire critical nutritional stores prior to the end of the growing season 
and the onset of winter. The results we present here suggest that poor diet increases risk 
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of mortality, and high temperatures interact with, and even appear to exacerbate this 
effect.  
It is possible that the early to late summer dietary patterns we observed here were 
due to behavioral predispositions rather than actual changes in behavior from one 
summer to the next. While hair samples from animals with different winter fates make it 
possible to evaluate potential correlations between summer diet and winter survival, 
samples from the same animal but collected before and after their death allow us to 
evaluate if animals that die during winter are changing their foraging behavior the 
summer prior to dying. While the number of animals for which we had paired samples for 
was small (n = 18), during summers that preceded winter mortality, moose decreased 
their use of medium-preference forage during early summer (Fig.5a). During late 
summer, these same animals decreased their use of aquatic and high-preference forage 
the summer prior to their death, but increased their use of low-preference forage (Fig.5b). 
Moreover, these same individuals exhibited no change in diet throughout the growing 
season – eating proportionally more aquatic forage than any other forage group 
throughout the entire summer.  
Although the changes in diet we observed could be related to changes in forage 
availability, this is unlikely for multiple reasons. First, while we show above that MMST 
influences overall N availability, we did not observe differences within individual forage 
groups. Second, moose that died during winter came from all three temperature regions, 
yet show significant differences in their proportional consumption of all preference 
groups when compared to those that survived, which also come from all three 
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temperature regions. Finally, by evaluating differences in diet composition for those 
animals that we have paired hair samples for, we show that animals actually change their 
foraging behavior the summer prior to their death. Thus, while the small number of 
mortalities limits our ability to draw robust conclusions, our results suggest that over-
winter survival is more likely to be influenced by temperature-induced changes to 
behavior than spatial variation in the availability of forage.  
Although we investigated how high-summer temperatures and diet interact to 
specifically influence overwinter survival, potential synergies between temperature and 
diet could have broader impacts than what we investigate here. Prior work has found that 
small differences (10-20%) in digestible energy (DE) intake during summer-autumn can 
have substantial implications for fat accretion and growth rates in adults and calves in elk 
(Cook et al. 2004), and differences of roughly 13% have been reported for DE of aquatic 
and terrestrial forage (MacCracken et al. 1993). Additionally, previous work has 
suggested that fertility may be compromised by poor summer-autumn nutrition for moose 
in NEMN (DelGiudice et al. 2011), and in northwest Minnesota, poor nutrition was 
associated with pregnancy rates that were consistently below 50% (Murray et al. 2006). If 
high-summer temperatures are forcing moose to decide between habitats that offer 
thermal refugia versus those that offer high-quality food, then the thermal environment 
during mid to late summer may be influencing demographic rates throughout the entire 
year, especially during winter and early spring. While the results we present here indicate 
that moose in the warmest parts of their range are consuming more aquatic forage than 
those from the cooler parts of the range, these animals may simply be eating less 
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terrestrial forage in response to heat stress. Regardless of the cause, ingesting less 
terrestrial forage could make it difficult for moose to accrue enough body prior to the 
onset of winter, thereby increasing risk of over-winter mortality and other negative 
demographic consequences. 
For animals at the southern edge of their geographic range, the detrimental effects 
of higher temperatures may be pervasive, having a wide range of both direct and indirect 
influences on demographic rates. During summer, moose experience heat stress between 
17 and 24 ºC (McCann et al. 2013), and mean-maximum summer temperatures in NEMN 
from 1981 to 2010 ranged from roughly 20 to 25 ºC, suggesting that moose in NEMN 
routinely experience heat stress during summer. While numerous studies have suggested 
that warming and nutrition likely interact to influence moose declines in Minnesota, a 
clear link between these variables and demographic rates has not been established. In this 
study, we provide evidence that high temperatures negatively influence forage quality, 
foraging behavior, and nutrition, and that the interaction of these factors negatively 
affects overwinter survival. While moose mortality throughout NEMN has been 
attributed to a range of different causes, the evidence we present here suggests that high 
temperatures and diet during summer may, together, be a driver that predisposes moose 
to predation, disease, and malnutrition, along with other potential causes of winter 
mortality. 
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Table 1. Results of generalized linear models evaluating the influence of mean-maximum summer 
temperature on N availability for individual forage groups and for all groups combined (i.e., total N). 
Comparisons yielding a statistically significant difference (p < 0.05) are identified via italics and an asterisk 
(*). 
 
forage group  β df r2 p 
low  -0.6427 68 0.0421 0.0885 
medium  -0.1804 68 0.0359 0.1163 
high  -0.3927 68 0.0526 0.0562 
      
total N  -0.0288 68 0.0725 0.0242* 
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Table 2. Results of Tukey’s test for honestly significant differences comparing individual forage groups between temperature regions during late 
summer. “Comparison” indicates the temperature regions being compared, while “difference” indicates the mean difference between the two 
temperature regions being compared for the respective preference group.  “Upper” and “lower” represent the upper and lower limits of 95% confidence 
interval of the mean difference. Comparisons yielding a statistically significant difference (p < 0.05) are identified via italics and an asterisk (*). All 
values were truncated to four significant digits. 
 
time period preference group comparison difference lower upper p 
early summer       
 aquatic      
  mod-cool 0.1525 0.0451 0.2600 0.0028* 
  warm- cool 0.2649 0.0762 0.4537 0.0032* 
  warm-mod 0.1124 -0.0690 0.2938 0.3090 
       
 high      
  mod- cool -0.0517 -0.1271 0.0237 0.2380 
  warm- cool -0.0965 -0.2290 0.0360 0.1989 
  warm-mod -0.0448 -0.1721 0.0826 0.6827 
       
 medium      
  mod- cool -0.1184 -0.2092 -0.0277 0.0068* 
  warm- cool -0.1435 -0.3030 0.0159 0.0870* 
  warm-mod -0.0251 -0.1784 0.1282 0.9203 
       
 low      
  mod- cool -0.1051 -0.1829 -0.0272 0.0049* 
  warm- cool -0.1420 -0.2788 -0.0051 0.0401* 
  warm-mod -0.0369 -0.1685 0.0946 0.7838 
       
late summer       
 aquatic      
  mod-cool 0.0423 0.0181 0.0664 0.0001* 
  warm- cool 0.0671 0.0261 0.1081 0.0004* 
  warm-mod 0.0248 -0.0144 0.0641 0.2955 
       
 high      
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  mod- cool -0.0110 -0.0205 -0.0015 0.0186* 
  warm- cool -0.0232 -0.0393 -0.0071 0.0025* 
  warm-mod -0.0122 -0.0276 0.0033 0.1516 
       
 medium      
  mod- cool -0.0196 -0.0348 -0.0043 0.0080* 
  warm- cool -0.0253 -0.0512 0.0006 0.0572 
  warm-mod -0.0057 -0.0305 0.0191 0.8484 
       
 low      
  mod- cool -0.0379 -0.0574 -0.0184 < 0.0001* 
  warm- cool -0.0586 -0.0917 -0.0255 0.0001* 
  warm-mod -0.0207 -0.0525 0.0110 0.2712 
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Table 3. Variance in δ13C values for different temperature regions and results of Bartlett’s test for 
homogeneity of variance comparing these values. Comparisons yielding a statistically significant difference 
(p < 0.05) are identified via italics and an asterisk (*). 
 
 variance  Bartlett’s test 
period cool moderate warm  df Bartlett’s K2 p 
early summer 0.1183 0.7509 0.3421  2 99.6650 < 0.0001* 
late summer 0.4480 0.3379 0.3269  2 1.1742 0.5559 
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Table 4. Results of Tukey’s test for honestly significant differences comparing of mean values of δ15Nhair 
between different temperature regions for early and late summer. “Comparison” indicates the temperature 
regions being compared, while “difference” indicates the mean difference between the two temperature 
regions being compared for the respective preference group.  “Upper” and “lower” represent the upper and 
lower limits of 95% confidence interval of the mean difference. Comparisons yielding a statistically 
significant difference (p < 0.05) are identified via italics and an asterisk (*). All values were truncated to 
four significant digits. 
 
summer period comparison difference lower upper p 
early      
 mod-cool 0.4903 -0.0360 1.0168 0.0734 
 warm- cool 0.2644 -0.6648 1.1938 0.7783 
 warm-mod -0.2258 -1.1211 0.6694 0.8211 
      
late      
 mod-cool 0.6488 0.1195 1.1781 0.0119* 
 warm-cool 0.5423 -0.3608 1.4454 0.3316 
 warm-mod -0.1065 -0.9704 0.7572 0.9539 
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Table 5. Results of logistic regressions detailing the influence of each forage group on the probability of 
overwinter survival. Odds ratios < 1 indicate a negative effect of that forage group on survival, while an 
odds ratio > 1 indicates a positive effect on winter survival. Comparisons yielding a statistically significant 
difference (p < 0.05) are identified via italics and an asterisk (*).  
 
summer period forage group odds ratios z p 
early     
 aquatics 3.6773 -1.5690 0.1170 
 high 1.9758 3.7260 < 0.0001* 
 medium 3.8050 3.3230  0.0008* 
 low -3.8171 -1.9760  0.0482* 
late     
 aquatics 3.5286 -0.1620 0.8720 
 high 0.0685 4.8430 < 0.0001* 
 medium 3.5800 1.5310 0.1260 
 low -3.6518 2.7000 0.0069* 
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Table 6. Results of pairwise logistic regressions comparing diets of the same animals before and after 
death. Odds ratios < 1 indicate a negative effect of that forage group on survival, while an odds ratio > 1 
indicates a positive effect on winter survival. Comparisons yielding a statistically significant difference (p < 
0.05) are identified via italics and an asterisk (*).  
 
summer period forage group odds ratios z p 
early     
 aquatics 1.0003 0.8080 0.4190 
 high 2.8180·10-6 0.0010 0.9990 
 medium 0.9229 2.3560  0.0185* 
 low 3.9219·10-5 -1.2540  0.2100 
late     
 aquatics 0.6847 2.7730 0.0055* 
 high 0.4631 3.1790  0.0014* 
 medium 0.0057 -1.8930 0.0583 
 low -0.8619 -2.6870 0.0072* 
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Table 7. Results of univariate ANOVAs comparing the dietary contributions of individual forage groups as 
a function of season, for animals that survived winter and those that died. 
 
  early summer  late summer   
winter 
fate 
forage 
group 
mean (%) sd  mean (%) sd F p 
alive         
 aquatics 27.9 0.08  34.5 0.02 117.500 < 0.0001* 
 high 38.5 0.03  31.0 0.01 193.100 < 0.0001* 
 medium 22.5 0.03  13.1 0.01 796.500 < 0.0001* 
 low 10.9 0.01  21.0 0.01 1687.000 < 0.0001* 
dead         
 aquatics 38.0 0.28  40.2 0.25 1.015 0.3170 
 high 27.0 0.12  24.9 0.09 0.042 0.8390 
 medium 17.3 0.09  14.6 0.06 0.267 0.1590 
 low 17.4 0.09  20.1 0.09 2.100 0.2300 
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Table 8. Variance in δ13Chair values for animals with different winter fates, for both early and late 
summer and results of Bartlett’s test for homogeneity of variance comparing these values. Comparisons 
yielding a statistically significant difference (p < 0.05) are identified via italics and an asterisk (*). 
 
 variance  Bartlett’s test 
period alive dead  df Bartlett’s K2 p 
early summer 0.5189 2.7467  1 45.034 < 0.0001* 
late summer 0.4415 13.2210  1 195.520 < 0.0001* 
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Table 9. Results of pairwise t-tests for comparing differences between early and late summer diet for those 
animals that we collected both live and dead hair samples. The column entitled “mean difference” 
represents the mean difference between early and late summer, and statistical significance for each test is 
identified via italics and asterisk (*). 
 
 
 mean difference (%)    
forage group alive dead df t p 
aquatic -8.88 -5.08 18 -1.9471 0.0673 
high 8.11 3.97 18 9.5419 < 0.0001* 
medium 10.97 3.91 18 6.7522 < 0.0001* 
low -10.20 -2.79 18 -6.3695 < 0.0001* 
 
 
 
  125 
 
Fig.1. Sampling locations of vegetation and hair throughout the moose range of NEMN (a) and thermal 
landscape as depicted by mean-maximum summer temperature (JJA) from 1981-2010 (PRISM Climate 
Group 2017) with temperature regions (b). All sampling plots and moose hair were categorized into one of 
three different temperature regions (inset map, panel b) based on their location within the thermal 
landscape. 
a) 
 
 
b) 
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Fig.2. Variation in moose diets as a function of temperature region during both early (a) and late summer 
(b). MANOVA results suggest that diet composition does not vary by temperature region during early 
summer, but does during late summer. Points represent mean and bars ± one standard error. 
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Fig.3. Mean and variance for values of δ13Chair and δ15Nhair across each temperature region for early (a) 
and late summer (b). Greater variance in values of δ13Chair suggests greater dietary breadth, while higher 
mean values of δ15Nhair represent greater nitrogen limitation. Points represent mean values while error bars 
represent ± one standard deviation. 
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Fig.4. Results of logistic regressions evaluating how consumption of different dietary groups varies 
between animals that survived winter and those that did not, for both early (a) and late summer (b). 
Weighted lines identify significant changes (p < 0.05) in consumption as a function of winter mortality, 
while lighter, dashed lines indicate no significant relationship. 
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Fig.5. Results of pairwise logistic regressions for those animals that we collected both live and dead hair 
samples from, comparing diets before and after death, for early (a) and late summer (b). Weighted, solid 
lines identify significant changes (p < 0.05) in consumption as a function of winter mortality, while lighter, 
dashed lines indicate no significant relationship. 
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Fig.6. Bar plots representing seasonal shifts in diet for animals that survived winter (a) and those that died 
(b). Error bars represent ± 1 standard deviation, while bars represent the mean value. Astrices (*) represent 
statistically significant differences (p < 0.05) between the mean values of individual forage groups for early 
and late-summer. 
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Fig.7. Mean and variance for values of δ13Chair (a) and δ15Nhair (b). Greater variance in values of δ13Chair 
suggests greater dietary breadth, while higher mean values of δ15Nhair represent greater nitrogen limitation. 
Points represent mean values while error bars represent ± one standard deviation. 
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Fig.8. Mean differences in seasonal diet for those animals that we collected both live and dead hair samples 
from. Points represent mean difference between early and late summer diet while bars represent ± 1 
standard deviation. Values below zero indicate greater proportional contributions during late summer, 
while values above zero indicate greater contributions of individual forage groups during early summer. 
Substantial overlap between paired, alive-dead error bars (i.e., aquatic) suggests no change in the 
contribution of that forage group during summers preceding winter survival and summers preceding winter 
mortality. Statistically significant differences (p < 0.05) are represented by an asterisk (*). 
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Supplemental Information 
Table S2-1. Location and treatment data of field sampling locations. Light conditions were a binary 
response of whether a plot was in an area that was recently clear cut (i.e., high) or areas that have 
experienced no known overstory disturbance since at least 1985 (i.e., low). Mean-maximum summer 
temperature (MMST) is the maximum daily temperature averaged across June, July, and August from 1981 
to 2000 (Sumner et al. 2007). 
 
plot ID easting northing light conditions MMST 
1 700598 5303917 high 23.86 
2 700283 5308537 high 25.30 
3 698786 5308655 high 25.05 
4 685385 5304339 low 24.70 
5 685160 5295714 low 22.86 
6 678345 5291770 low 22.36 
7 614050 5313377 low 25.40 
8 611435 5315050 low 25.62 
9 610716 5314932 low 25.68 
10 599534 5312110 high 25.51 
11 599427 5312111 high 25.51 
12 598718 5310922 high 25.43 
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Table S2-2. Experimental exact mass, hypothetical mass, molecular formula and PPM error for all metabolites found to be significantly abundant (ANOVA, α = 
0.001). “Level of Confidence” signifies the level of confidence in metabolite ‘identification’, as defined by the Chemical Analysis Working Group of the 
Metabolomics Standards Initiative (Sumner et al. 2007). Catechin was found to be significant in both positive and negative ionization modes, and its identity was 
confirmed via an authentic standard.  
 
Identification Species Ionization mode 
Experimental exact 
mass 
Hypothetical 
exact mass Molecular formula PPM error 
Level of 
Confidence 
catechin paper birch - 289.0729 289.0712 C15H13O6 5.8809 1 
        
catechin paper birch + 291.0861 291.0868 C15H15O6 2.4048 1 
        
putative 
diterpene resin acid 1 balsam fir + 317.1382 317.1389 C18H21O5 2.2072 3 
        
putative 
diterpene resin acid 2 balsam fir + 331.1541 331.1545 C19H23O5 1.2079 3 
        
putative 
diterpene resin acid 3 paper birch + 337.1435 337.1439 C21H21O4 1.1864 3 
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Table S2-3. Results of linear mixed-effects models comparing changes in relative abundance of example compounds for different stress conditions. Statistically 
significant results (a = 0.05) are identified with an asterisk (*) and change values preceded by “-” indicate a decline in mean relative abundance relative to our 
reference group, where as a “+” indicates an increase in mean relative abundance. 
 
species compound year stress condition df change (%) t P 
balsam fir resin acid 1 1 moderate 
temperature 
29 -16.5 -0.724 0.4751 
 1 high temperature 29 -15.9 -0.372 0.7126 
       
 2 drought 25 +21.9 0.795 0.4343 
 2 temperature 25 +28.7 1.238 0.2272 
 2 drought + 
temperature 
25 +30.0 1.234 0.2288 
       
 3 light 8 +83.7 0.977 0.3570 
 3 temperature 8 +120.2 1.484 0.1761 
 3 temperature + 
light 
8 +70.2 0.878 0.4057 
       
resin acid 2 1 moderate 
temperature 
29 -14.2 -1.068 0.2944 
 1 high temperature 29 -13.6 -0.919 0.3657 
       
 2 drought 25 -3.0 -0.103 0.9188 
 2 temperature 25 +5.4 0.333 0.7417 
 2 drought + 
temperature 
25 +13.1 0.736 0.4685 
       
 3 light 8 -17.9 -0.586 0.5739 
 3 temperature 8 +20.8 0.815 0.4389 
 3 temperature + 
light 
8 +39.5 1.495 0.1734 
        
paper 
birch 
catechin 1 moderate 
temperature 
26 -54.3 -3.933 < 0.0001* 
 1 high temperature 26 -66.4 -4.322 0.0002*  
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 2 drought 30 -23.9 -1.070 0.2931 
 2 temperature 30 -33.8 -1.618 0.1161 
 2 drought + 
temperature 
30 -32.2 -1.489 0.1469 
       
 3 light 6 +22.0 0.310 0.7670 
 3 temperature 6 +44.5 0.626 0.5538 
 3 temperature + 
light 
6 +251.1 2.837 0.0297* 
       
terpene acid 1 moderate 
temperature 
26 -75.8 -3.015 0.0057* 
 1 high temperature 26 -71.4 -2.877 0.0079* 
       
 2 drought 
feature undetected   2 temperature  2 drought + 
temperature 
       
 3 light 6 -98.0 -1.504 0.1832 
 3 temperature 6  24.9 0.283 0.7870 
 3 temperature + 
light 
6      149.1 1.664 0.1470 
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Table S3-1. Summary information for different forage-preference groups. For low-preference forage, “other” includes plant species that are not considered part 
of the routine diet of moose in Minnesota, but possibly still sampled, such as Alnus spp., Populus balsamifera, Populus grandidentata, Fraxinus nigra, Thuja 
occidentalis, etc. 
 
 
   δ13C (‰)  δ15N (‰)  %N  C:N 
preference group species n mean sd  mean sd  mean sd  mean sd 
high Betula papyrifera 348 -28.99 1.48  -2.32 2.02  2.81 0.94  18.42 6.09 
 Populus tremuloides 293 -28.55 1.42  -1.78 2.19  2.92 1.18  18.76 5.72 
 Salix spp. 150 -27.84 1.34  -1.58 2.12  2.82 0.96  18.92 6.30 
 all species 791 -28.61 1.50  -1.96 2.15  2.85 1.04  18.63 5.99 
              
medium Acer spp. 281 -28.80 1.60  -4.42 2.31  2.53 0.85  19.30 6.24 
 Prunus spp. 171 -28.83 1.18  -2.81 2.11  2.81 0.78  17.90 6.43 
 Sorbus americana 144 -29.50 1.50  -3.61 1.98  2.71 0.71  17.92 4.76 
 all species 596 -28.98 1.49  -3.77 2.27  2.66 0.81  18.57 6.01 
              
low Abies balsamea 344 -30.12 1.19  -3.38 2.13  1.38 0.42  38.43 9.71 
 Amelanchier spp. 388 -29.57 1.42  -3.11 2.14  2.79 0.86  17.97 5.45 
 Corylus cornuta 381 -29.45 1.56  -3.17 1.88  2.50 0.67  18.67 4.44 
 Cornus spp. 124 -29.76 1.98  -2.43 2.07  2.41 0.68  19.66 5.64 
 other 94 -28.92 1.47  -2.45 2.37  2.37 1.01  25.69 16.74 
 all species 1331 -29.65 1.51  -3.08 2.10  2.28 0.90  24.17 11.69 
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Table S3-2.  Summary information for fixed and random effects. When necessary, spatial covariates were converted from their original format, first into raster 
datasets for manipulation of resolution and extent, then into ASCII datasets for analysis in R 3.5.2. All data format conversions were performed in ArcGIS 
10.3.1. Random effects are identified with an asterisk (*). In addition to the covariates listed below, we also incorporated both easting and northing as fixed 
effects. 
 
covariate definition units description 
original 
format source 
aspect downslope direction with values ranging from 
0.0 to 359.0 degrees 
degrees grid LANDFIRE. 2018. Aspect. 
<www.landfire.gov/aspect.php> Accessed 01 May 
2018. 
     
bedrock 
geology* 
primary and secondary bedrock type combined 
into a single, categorical code 
categorical 
code 
shapefile Minnesota Geologic Survey. 2011. Geologic Map 
of Minnesota - Bedrock Geology (MGS Map S-21).  
<gisdata.mn.gov/dataset/geos-bedrock-geology-
mn> Accessed on 01 May 2018.  
     
covertype updated classification of 2013 national landcover 
database using a combination of Landsat 8 data 
and LiDAR data 
categorical 
code 
raster Rampi, L. P., Knight, J. F. and M. Bauer. 2016. 
Minnesota Land Cover Classification and 
Impervious Surface Area by Landsat and Lidar: 
2013 Update. Retrieved from the Data Repository 
for the University of Minnesota 
<http://doi.org/10.13020/D6JP4S> Accessed on 01 
May 2016. 
     
digital elevation 
(DEM) 
elevation in feet above mean sea level feet raster USGS. 2014. Minnesota Digital Elevation Model - 
30 Meter Resolution. 
<gisdata.mn.gov/dataset/elev-30m-digital-elevation-
model> Accessed on 01 May 2018. 
     
disturbance age disturbance age as of 2014, characterized as 
discrete time periods — 1 year, 2-5 years, or 6-
10 years 
categorical 
code 
raster LANDFIRE. 2016. Disturbance. 
<www.landfire.gov/disturbance_2.php> Accessed 
01 May 2018. 
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disturbance 
severity 
disturbance severity, characterized as high, low, 
or moderate 
categorical 
code 
raster LANDFIRE. 2016. Disturbance. 
<www.landfire.gov/disturbance_2.php> Accessed 
01 May 2018. 
     
disturbance 
type 
disturbance type of original disturbance, 
characterized as fire, mechanical addition, 
mechanical removal, or chemical 
categorical 
code 
raster LANDFIRE. 2016. Disturbance. 
<www.landfire.gov/disturbance_2.php> Accessed 
01 May 2018. 
     
disturbance* three-digit code combining disturbance type, 
severity, and age as described above 
categorical 
code 
raster LANDFIRE. 2016. Disturbance. 
<www.landfire.gov/disturbance_2.php> Accessed 
01 May 2018. 
     
mean-
maximum 
summer 
temperature 
(MMST) 
average daily maximum from 01 June through 
August 31, from 1981 to 2010 
ºC ASCII PRISM Climate Group, Oregon State University, 
http://prism.oregonstate.edu, created 4 Feb 2004. 
Accessed on 01 May 2018. 
     
precipitation average annual precipitation from 1981-2010 inches raster State Climatology Office, DNR, MDA. 2015. 
Normal Annual Precipitation Average, Minnesota, 
1981-2010.  
     
slope represents deviation from horizontal elevation, 
values range from 0.0 to 90.0 degrees 
degrees grid LANDFIRE. 2018. Slope. 
<www.landfire.gov/slope.php> Accessed 01 May 
2018. 
     
solar insolation characterizes the amount of direct and indirect 
sunlight that reaches the surface 
kWh/m2 raster Brink, C, Gosack, B, Kne, L, Luo, Y, Martin, C, 
McDonald, M, Moore, M, Munsch, A, Palka, S, 
Piernot, D, Thiede, D, Xie, Y, and A. Walz. 2015. 
Solar Insolation, Minnesota (2006-2012).  
<conservancy.umn.edu/handle/11299/172642> 
Accessed on 01 May 2018 
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water table 
depth 
depth to water table, categorized into seven 
discrete depth classes that describe distance in 
feet below land surface 
discrete 
depth 
classes 
raster Minnesota Department of Natural Resources 
(DNR), County Geologic Atlas Program. 2016. 
Water-Table Elevation and Depth to Water Table, 
Minnesota Hydrogeology Atlas series HG-03.  
<gisdata.mn.gov/dataset/geos-hydrogeology-atlas-
hg03> Accessed on 01 May 2018. 
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Table S4-1. Summary information for different forage-preference groups. For low-preference forage, “other” includes plant species that are not considered part 
of the routine diet of moose in Minnesota, but possibly still sampled, such as Alnus spp., Populus balsamifera, Populus grandidentata, Fraxinus nigra, Thuja 
occidentalis, etc. For the purposes of this study, we did not differentiate among species of aquatic plants.  
 
   δ13C (‰)  δ15N (‰)  %N 
forage group species n mean sd  mean sd  mean sd 
high Betula papyrifera 348 -28.99 1.48  -2.32 2.02  2.81 0.94 
 Populus tremuloides 293 -28.55 1.42  -1.78 2.19  2.92 1.18 
 Salix spp. 150 -27.84 1.34  -1.58 2.12  2.82 0.96 
           
medium Acer spp. 281 -28.80 1.60  -4.42 2.31  2.53 0.85 
 Prunus spp. 171 -28.83 1.18  -2.81 2.11  2.81 0.78 
 Sorbus americana 144 -29.50 1.50  -3.61 1.98  2.71 0.71 
           
low Abies balsamea 344 -30.12 1.19  -3.38 2.13  1.38 0.42 
 Amelanchier spp. 388 -29.57 1.42  -3.11 2.14  2.79 0.86 
 Corylus cornuta 381 -29.45 1.56  -3.17 1.88  2.50 0.67 
 Cornus spp. 124 -29.76 1.98  -2.43 2.07  2.41 0.68 
 other 94 -28.92 1.47  -2.45 2.37  2.37 1.01 
           
aquatic n/a 105 -26.97 2.65  0.62 2.43  3.10 0.77 
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Fig.S2-1. Mirrored HCD fragmentation spectra of endogenous catechin from Year 1 paper birch (above) 
and a catechin standard (below) from negative ionization mode. Catechin was identified and shown to be 
distinct from its isomer, epicatechin, as commercial standards of each of these compounds were 
chromatographically resolved. HCD fragmentation was performed at a normalized collision energy of 25. 
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Fig.S2-2. Positive ionization mode HCD fragmentation spectra of putative diterpene resin acids with m/z 
values of 317.1382 (A) and 331.1542 (B) from balsam fir. HCD fragmentation was performed at a 
normalized collision energy of 10. The spectra are very similar except for a 14 AMU shift (denoted with a 
*), suggesting these molecules are structurally related and differ only in the length of a hydrocarbon chain 
or presence/absence of a methylation.  
(A) 
(B) 
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Fig.S2-3. Positive ionization mode HCD fragmentation spectra of putative diterpene resin acid from paper 
birch. HCD fragmentation was performed at a normalized collision energy of 25. 
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Fig.S2-4. Venn diagrams for Year 1 samples detailing the number of compounds that increase or decrease 
by ≥ 75% in balsam fir (A and B, respectively) and paper birch (C and D, respectively). Circles are scaled 
and comparable across species and treatments. Areas in which circles are overlapping are relative to the 
number of compounds effected by both treatments. High-temperatures appears to have a greater influence 
on large scale shifts in the relative abundance of compounds than moderate temperatures. 
(A) (B) 
(C) (D) 
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Fig.S2-5. Venn diagrams for Year 2 samples detailing the number of compounds that increase or decrease 
by ≥ 75% in balsam fir (A and B, respectively), red maple (C and D, respectively), paper birch (E and F, 
respectively), and trembling aspen (G and H, respectively). Circles are scaled and comparable across 
species and treatments. Areas in which circles are overlapping are relative to the number of compounds 
affected by all treatments. 
(A) (B) 
(C) (D) 
(E) (F) 
(G) (H) 
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Fig.S2-6. Venn diagrams for Year 3 samples detailing the number of compounds that increase or decrease 
by ≥ 75% in balsam fir (A and B, respectively), paper birch (C and D, respectively), beaked hazel (E and F, 
respectively), and trembling aspen (D and H, respectively). Circles are scaled and comparable across 
species and treatments. Areas in which circles are overlapping are relative to the number of compounds 
affected by all treatments. In general, the combination of high-light and high-temperature results in the 
large-scale increase of more compounds, on average, than any other treatment. While high-light conditions 
result in the large-scale decrease of more compounds, on average, than any other treatment.  
(A) (B) 
(E) (F) 
(C) (D) 
(G) (H) 
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Fig.S3-1.  Relationship between predicted and true values for hold-one-out cross validation from linear 
mixed-models predicting uninformed isotopes for δ13C and δ15N. Points (n=67) represent predicted and true 
values at individual sites, while the line characterizes the linear regression between predicted and true 
values.  RMSE is the root-mean squared error for spatial hold-one out cross validation.  
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Fig.S3-2. Relationship between predicted and true values for hold-one-out cross validation from linear 
mixed-models predicting biomass-informed isotopes for δ13C and δ15N. Points (n=67) represent predicted 
and true values at individual sites, while the line characterizes the linear regression between predicted and 
true values.  RMSE is the root-mean squared error for spatial hold-one out cross validation. 
 
 
