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THE PRINCIPAL p-BLOCKS WITH SMALL NUMBERS OF
CHARACTERS
SHIGEO KOSHITANI∗, TARO SAKURAI
Abstract. For a prime p, we determine a Sylow p-subgroup D of a finite group G such
that the principal p-block B of G has four irreducible ordinary characters. It has been
determined already for the cases where the number is up to three by work by R. Brauer,
J. Brandt, and V.A. Belonogov thirty years ago. Our proof relies on the classification of
finite simple groups.
1. Introduction
As Richard Brauer said, in p-modular representation theory of finite groups, where p is
a prime, one of the most important and interesting problems is to determine the number
k(B) of irreducible ordinary characters of a finite group G in a p-block B of G if a defect
group D of B is given (see [10, Problem 20]). In particular, we want to know what we
can say about the structure of B if k(B) is small. It is known for instance that k(B) = 1
if and only if D is trivial, namely, the block algebra B is a simple algebra. Further we
know that k(B) = 2 if and only if the order of D is two (see [9, Theorem A]). Then, it
is quite natural to wonder what happens if k(B) = 3. It is kind of surprising that we do
not know the answer yet in spite of the two celebrated results about the half of Brauer’s
Height Zero Conjecture [38] and McKay’s Conjecture for p = 2 [50]. Going back to the
question that k(B) = 3 for an arbitrary p-block B, we know that if k(B) = 3 and `(B) = 1,
then the order of D is three by [9, Theorems A and B] and [22], where `(B) is the number
of irreducible Brauer characters of G belonging to B. So what is left is to determine D
if k(B) = 3 and `(B) = 2. As far as we know, this is still open though we guess that
D should have order three. Actually only for the particular case that B is the principal
p-block, we have an answer, namely in [7] V.A. Belonogov proves that if B is the principal
p-block and k(B) = 3, then D has order three.
The next natural situation is surely looking at the case where k(B) = 4. Actually, this
is the case of our main result in this paper. Namely our object is to prove the following:
Theorem 1.1. Let B be the principal p-block of a finite group G with a Sylow p-subgroup
D. Further, let k(B) and `(B) respectively be the numbers of irreducible ordinary and
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Brauer characters of G belonging to B. Assume that k(B) = 4. Then the following holds
(depending on the classification of finite simple groups) :
(i) If furthermore `(B) = 2, then D ∼= C5 (the cyclic group of order 5).
(ii) If furthermore `(B) = 3, then D ∼= C2 × C2 (the Klein four group).
Remark 1.2. It is well-known that G is p-nilpotent (and hence the principal p-block is
nilpotent) if `(B) = 1. More generally, under the assumption that `(B) = 1 for an arbitrary
p-block B of G, there are interesting results due to Ku¨lshammer and Chlebowitz in [45, 19].
There is also a related result [44] where small blocks of (not necessarily of finite groups)
finite dimensional F -algebras are investigated.
Notation 1.3. Throughout this paper G is always a finite group, p is a prime, F is an
algebraically closed field of characteristic p > 0, and FG is the group algebra of G over
F . We usually denote by q a power of a certain prime unless stated otherwise. For such a
q we write Fq for the finite field of q elements and Fq for the algebraic closure of Fq. We
denote by Gp′ the set of all p-regular elements of G, by G
# the set G−{1}, by exp(G) the
exponent of G, and by Z(G) the center of G. We write H char G when H is a characteristic
subgroup of G. We write N for the set of all positive integers. For any n ∈ N, Cn, Dn, and
Qn respectively are the cyclic group, the dihedral group, and the quaternion group of order
n. For any n ∈ N we denote by Sn and An respectively the symmetric and the alternating
groups of degree n. For g ∈ G, Kg denotes the conjugacy class of G which contains g.
We write Op(G) and Op′(G) respectively for the largest normal p-subgroup of G and the
largest normal p′-subgroup of G. We write similarly Op(G) and Op
′
(G) respectively for
the smallest normal subgroup N of G such that G/N is a p-group and the smallest normal
subgroup L of G such that G/L is a p′-group. We write Sylp(G) for the set of all Sylow
p-subgroups of G. For two groups H and L, we denote by H o L a semi-direct product of
H by L, namely H C HoL. For two subgroups H and L of G, we write H =G L if there is
an element g ∈ G such that L = g−1Hg. For elements x, g ∈ G, we define xg := g−1xg. We
write k(G) and `(G) for the numbers of the conjugacy classes and the p′-conjugacy classes
of G, respectively. We denote by Irr(G) the set of all irreducible ordinary characters of G,
and it is well-known that |Irr(G)| = k(G). For a p-subgroup P of G we write FP (G) for
the fusion system (fusion category) of G over P (see [6, I, Part I]).
Let B be a block (algebra) of FG, and let 1B be the block idempotent of B. As usual, we
denote by Irr(B) and IBr(B) respectively the sets of all irreducible ordinary and Brauer
characters of G belonging to B, and we denote by k(B) and `(B) respectively |Irr(B)|
and |IBr(B)|. We denote by k0(B) the number of elements in Irr(B) of height zero. We
write Zpr(B) for the projective center of B and Z¯(B) the stable center of B, that is
Z¯(B) := Z(B)/Zpr(B) (see [13, pp.4 and 20] and [37, p.127]).
For ordinary characters χ and ψ of G, we denote by 〈χ, ψ〉G the (usual) inner product.
For an ordinary character ψ of G we denote by Irr(G|ψ) the set of all elements χ ∈ Irr(G)
such that 〈ψ, χ〉G 6= 0, and we define Irr(B|ψ) := Irr(G|ψ) ∩ Irr(B). Further, let CB be
the Cartan matrix of B. We write 1G for the trivial ordinary character of G. For an
ordinary character χ of G, we write χ0 for the restriction of χ to Gp′ . We write B0(FG)
for the principal block (algebra) of FG, and FG for the trivial (right) FG-module. For
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a subgroup H of G and for characters χ of G and θ of H, we denote by χ↓H and θ↑G
the restriction of χ to H and the induction (induced character) of θ to G, respectively.
Let N C G. For an ordinary character θ of N and an element g ∈ G we define θg by
θg(n) = θ(gng−1) for n ∈ N . Let Gθ be the stabilizer (inertial subgroup) of θ in G, namely
Gθ := {g ∈ G | θg = θ}.
Let A be a finite dimensional F -algebra. We denote by Z(A) the center, by J(A) the
Jacobson radical, and by LL(A) the Loewy length of A, respectively.
For the other notation and terminology, see the books [53] and [29].
This paper is organized as follows. In §2 we shall give general lemmas that are useful.
In §3 we shall reprove Theorem 3.1, namely we shall investigate the principal p-blocks B
such that k(B) = 3 and `(B) = 2. In §4 we shall give lemmas which shall be used in §5. In
§5 we shall prove our first main result, namely, we shall investigate the principal p-blocks
B such that k(B) = 4 and `(B) = 3. Finally in §6 we shall prove our second main result,
that is, we shall investigate the principal p-blocks B with k(B) = 4 and `(B) = 2.
2. Preliminaries
In this section we shall list several lemmas which shall be used for the proof of our main
results. The next lemma is quite useful for our aim.
Lemma 2.1. Let B be a block of FG with defect group D.
(i) dimFZ
pr(B) is the multiplicity of 1 as elementary divisor of CB.
(ii) If further CG(u) is p-nilpotent for every element u ∈ D of order p, then
dimF Z¯(B) = k(B)− `(B) + 1.
Proof. (i) See [13, p.4] or [37, p.143, lines −7 ∼ −6].
(ii) By [27], det(CB) = |D|. Hence, [53, Theorem 3.6.35] implies that the elementary
divisors of CB are |D| with multiplicity one and 1 with multiplicity `(B) − 1. Hence
by (i), dimFZ
pr(B) = `(B) − 1. Therefore, dimF Z¯(B) = dimFZ(B) − dimFZpr(B) =
k(B)− (`(B)− 1) since k(B) = dimFZ(B) (see [53, Lemma 5.11.3]). 
Lemma 2.2 (Navarro-Tiep). Assume that p = 2 and B := B0(FG). If k(B) = 4, then a
Sylow 2-subgroup of G is abelian.
Proof. Follows by [47, Corollary 1.4(i)] and [54, Theorem A] (note that [54] uses the CFSG
and does not [47]). 
Lemma 2.3. Assume that a pair (p,G) is one of the pairs of the primes p and the finite
simple groups G listed in [46, (ii) and (iii) in Theorem A], and let B := B0(FG). Then
k(B)− `(B) 6= 2 and 6= 1
Proof. Follows from [46, (ii) and (iii) in Theorem A] and [32, Tables 1 and 2]. 
Lemma 2.4 ([8]). Assume that p is odd, and that for every element u ∈ G of order p,
CG(u) is p-nilpotent. Set H := NG
(
Z(J(D))
)
where D ∈ Sylp(G) and J(D) is the Thomp-
son subgroup of D. Then p 6 | |G : H|, and H∗(G,F ) ∼= H∗(H,F ).
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Proof. Follows by [8, Proposition 9.2 and lines −7 ∼ −4, p.62]. 
It seems that the following lemma demands too strong assumption, however it will be quite
useful for our aim because of the stable equivalence of Morita type due to M. Broue´.
Lemma 2.5. Suppose that D ∈ Sylp(G) with D C G and that G = DoE for a p′-subgroup
E of G such that E acts on D faithfully (and hence Op′(G) = 1, so that B := B0(FG) is
the unique block of FG by [25]). Assume furthermore that k(B)−`(B) = 2 and that CG(u)
is p-nilpotent for every element u ∈ D of order p. Then it holds the following:
(i) Every p′-conjugacy class K of G with K 6= {1} is of defect zero.
(ii) E acts on D# semi-regularly (i.e. freely).
(iii) Let K0 := {1}, K1, · · · , K`(G)−1 be all p′-conjugacy classes of G. Then,
`(G)−1⊔
i=1
Ki = {vy | v ∈ D, y ∈ E#} = DE#.
(iv) D is abelian.
(v) There are elements u, v ∈ D# such that D# = Ku unionsq Kv (disjoint union) and
|Ku| = |Kv| = |E|.
(vi) The projective center Z¯(B) is a symmetric F -algebra of F -dimension 3.
Proof. (i) It follows from the assumption that CG(u) is p-nilpotent for every u ∈ G of order
p and [27] that det(CB) = |D|. Hence [53, Theorem 3.6.35] implies that all the elementary
divisors of CB is |D| with multiplicity one and 1 with multiplicity `(B) − 1. Thus the
assertion follows from [53, Theorem 5.11.6(iv)].
(ii) Apparently, E acts on D#. Take any element v ∈ D# and any p′-element y ∈ CE(v).
Assume that y 6= 1. Then, Ky has defect zero by (i), which means that p 6 | |CG(y)|. Since
v is a p-element in CG(y)
#, this is a contradiction. Hence y = 1, so that CE(v) = 1.
(iii) The second equality holds trivially. So, we look at only the first equality. Take any
element g ∈ Ki for some i ∈ {1, · · · , `(G)− 1}. Since G = DoE, we can write g = vy for
some v ∈ D and y ∈ E. Since g is a non-identity p′-element, y 6= 1, so that y ∈ E#.
Conversely, take any element g = vy with v ∈ D and y ∈ E#. Hence g 6= 1. Let gp
and gp′ respectively be the p-part and the p
′-part of g. Since y 6= 1 and since D C G, g
is not a p-element. Hence gp′ 6= 1. Thus we can assume that gp′ ∈ K1. Then, (i) yields
that gp = 1. That is, g = gp′ , which means that g is a non-identity p
′-element, and hence
g ∈ ⊔`(G)−1i=1 Ki.
(iv) Let r be the number of all conjugacy classes of G that contain p-elements (possibly
the identity element). Since k(B) − `(B) = 2 by the assumption, it follows by [53, Theo-
rems 5.4.13(ii) and 5.6.1] that r = 2 or 3. If r = 2, then for every p-element u ∈ G#,
`(B0(F [CG(u)])) = 2, contradicting the assumption that CG(u) is p-nilpotent. Thus, r = 3.
So, we can pick up two non-identity p-elements, say z, u such that z ∈ Z(D) and that u
and z are not conjugate in G. Then, since D C G, D = {1} unionsqKz unionsqKu (disjoint union).
Suppose that D is non-abelian. Then, u can be chosen as u 6∈Z(D). First we claim
Ku ∩ Z(D) = ∅. If there is an element z′ ∈ Ku ∩ Z(D)#, then u is G-conjugate to an
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element in Z(D), so that u ∈ Z(D) since Z(D) charD charG, a contradiction. Thus,
Ku ∩ Z(D) = ∅.
Now, we claim that Z(D)# = Kz. Since D C G and Z(D) charD, Cz ⊆ Z(D)#.
Conversely, take any element z′ ∈ Z(D)#. Then, since Ku ∩ Z(D) = ∅ from the above,
z′ 6∈Ku, so that z′ ∈ Kz. Namely, Z(D)# ⊆ Kz, so the claim is proved. Thus, by (iii)
(1) G = K0 unionsqKz unionsqKu unionsqK1 unionsq · · · unionsqK`(G)−1, Z(D)# = Kz, D# = Kz unionsqKu.
We next claim that E acts on Kz regularly. Clearly E acts on Kz semi-regularly by (ii).
Further, take any two elements z1, z2 ∈ Kz. As we have seen above, z1, z2 ∈ Z(D). There
is an element g ∈ G such that z2 = g−1z1g. We can write g = vy for some v ∈ D and
y ∈ E. Then, z2 = z1g = z1vy = z1y, so that z1 and z2 are conjugate in E. So that E acts
on Kz transitively. Hence E acts on Kz regularly. Therefore
(2) |Kz| = |E|.
Further we claim that CG(u) = CD(u). Take any element g ∈ CG(u). First note that
CD(u) is a Sylow p-subgroup of CG(u) since D C G. Clearly, CD(u) C CG(u). On the
other hand, since CG(u) is p-nilpotent by the assumption, we have
CG(u) = Op′(CG(u))× CD(u).
Then, (i) implies that Op′(CG(u)) = 1, so that CG(u) = CD(u). Thus |Ku| = |G : CG(u)| =
|G : CD(u)| = |D||E|/|CD(u)| = |E||D : CD(u)|. Set e := |E|. Hence
(3) |Ku| = e|D : CD(u)|.
Then,
e|D| = |G|
= 1 + e+ e|D : CD(u)|+ |D|(e− 1) by (1), (2), (3) and (iii)
= 1 + e+ e|D : CD(u)|+ |D|e− |D|
so that
|D| − 1 = e(1 + |D : CD(u)|)
= (|Z(D)| − 1)(1 + |D : CD(u)|) by (1), (2)
= |Z(D)|+ |Z(D)||D : CD(u)| − |D : CD(u)| − 1
and hence
(4) |D| = |Z(D)|+ |Z(D)||D : CD(U)| − |D : CD(u)|.
Now, set
|D| =: pd, |Z(D)| =: ps, |CD(u)| =: pt for some integers d, s, t ≥ 1.
Thus, by (4),
pd = ps + pspd/pt − pd/pt
so that
pdpt = ps+t + ps+d − pd
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and hence
(5) pt = ps+t−d + ps − 1.
Clearly Z(D) $ Z(D)〈u〉 ⊆ CD(u) since u ∈ D−Z(D), so that Z(D)  CD(u), and hence
ps < pt. Hence we can set that
t− s =: n for some integer n ≥ 1.
Thus, by (5),
ps − 1 = pt − ps+t−d = ps+n − p2s+n−d.
Since s ≥ 1, ps− 1 is a positive integer. Furthermore since s+n > 1, we have to have that
2s+ n− d = 0.
Hence by the above,
ps − 1 = ps+n − 1.
So that s = s+ n, and hence n = 0, a contradiction. Therefore, D is abelian.
(v) By (iv) and the proof of (iv), we get the assertion immediately.
(vi) By the assumption, for every p-element u′ ∈ G#, CG(u′) is p-nilpotent, so that
`(B0(F [CG(u
′)])) = 1. Further, by (iv), every element u′ in D is conjugate to an element
in Z(D). Thus, the condition (ii) in [37, Theorem 3.1] is satisfied, so that by the theorem
Z¯(B) is a symmetric algebra. On the other hand, by the assumption that k(B)− `(B) = 2
and Lemma 2.1, we have dimF Z¯(B) = 3. 
Although the first part of the next lemma is essentially due to Dade, we give an elementary
proof for convenience of the readers.
Lemma 2.6 (Dade, Lemma 9.9 in [24]). Assume that N C G with p 6 | |G/N |, and B and
b are blocks of FG and FN , respectively, such that B covers b. Let D be a defect group of
B such that CG(D) ≤ N .
(i) If furthermore b is G-invariant, then 1B = 1b, namely B is the unique block of FG
covering b, and b is the unique block of FN covered by B.
(ii) If in particular B = B0(FG), then, Irr(B | 1N↑G) = Irr(G/N) where we identify
Irr(G/N) as a subset of Irr(G).
Proof. (i) Since b is G-invariant, it holds that b is the unique block of FN covered by B
(see [53, Lemma 5.5.3]) and that 1b ∈ Z(FG). Surely 1b is an idempotent. Set B1 := B.
Hence we can write that 1b = 1B1 + 1B2 + · · · + 1Bn for an integer n ≥ 1 and for distinct
blocks B1, · · · , Bn of FG since B1 covers b. Note that B1, · · · , Bn are all blocks of FG
covering b. So it suffices to prove that n = 1.
Since CG(D) ≤ N and D is a defect group of B, [53, Lemma 5.5.14] implies that B is
regular with respect to N . Hence, by [53, Theorem 5.5.13(ii)], B = bG. Now, by [40, 4.2.
Proposition], there is a defect group D of b such that D =G D ∩N . Obviously D ∩N = D
since D/(D∩N) ∼= DN/N ≤ G/N and G/N is a p′-group. Hence D =G D, so that there is
an element g ∈ G such that D = g−1Dg. Then, by replacing g−1Dg by D, we can assume
that D = D. Namely, D is a defect group of b as well.
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Assume that n ≥ 2. So, there exists the block B2 as above. Let D2 be a defect group
of B2. Since B2 covers b and D is a defect group of b, [40, 4.2. Proposition] implies
that D =G D2 ∩ N . Again by replacing some G-conjugate of D2 by D2, we can assume
that D = D2 ∩ N . Hence D ≤ D2, so that CG(D2) ≤ CG(D). Thus, the assumption
that CG(D) ≤ N yields that CG(D2) ≤ N . Therefore again by [53, Lemma 5.5.14], B2 is
regular with respect to N . Hence B and B2 are both regular with respect to N and also
both cover b, that contradicts the uniqueness in [53, Theorem 5.5.13(ii)].
(ii) Set b := B0(FN). From (i), 1B = 1b. Since the character 1N extends to the character
1G, the assertion follows by [35, (6.17) Corollary]. 
Lemma 2.7. Assume that N C G such that G/N is a p-group, and B and b are blocks of
FG and FN , respectively, such that B covers b.
(i) If furthermore b is G-invariant, then 1B = 1b.
(ii) If particularly B = B0(FG), then Irr(B | 1N↑G) = Irr(G/N) where we identify
Irr(G/N) as a subset of Irr(G).
Proof. (i) Follows by [53, Corollary 5.5.6].
(ii) Follows by (i) and [35, (6.17)Corollary] just as in the proof of Lemma 2.6(ii). 
The authors thank Radha Kessar for informing them of the next lemma, which is useful
for our aim.
Lemma 2.8. Suppose that G is a simple, simply connected linear algebraic group defined
over the algebraic closure F¯q of Fq for a power q of a prime, and that F : G → G is a
Steinberg (Frobenius) morphism. Set G := GF , and let Z be a subgroup of Z(G). Further,
if ` is a prime with ` ≥ 5 and G/Z has an abelian Sylow `-subgroup, then we have that
` 6 | |Z| and hence that a Sylow `-subgroup of G is abelian.
Proof. It follows from [51, Table 24.2] that if G is neither SLn(q) for n ≥ 2 nor SUn(q) for
n ≥ 3, then ` 6 | |Z| since ` ≥ 5.
Case 1: G := SLn(q) for n ≥ 2: Suppose `
∣∣∣ |Z|. By the above table, |Z| ∣∣∣ |Z(G)| =
gcd(n, q−1). Since `
∣∣∣ |Z| ∣∣∣ gcd(n, q−1) ∣∣∣ (q−1), there exists a primitive `-th root of unity in
(Fq)×, which we denote by ζ. Let a be an element inG such that a := diag(ζ, ζ−1, 1, 1, · · · , 1).
Note that ` ≤ n since `
∣∣∣ |Z| ∣∣∣ gcd(n, q− 1) ∣∣∣n. Further, let b be an element in GL`(q) such
that b is a permutation matrix corresponding to the cycle (1 2 3 · · · `) ∈ S`, namely,
b :=

0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
. . . . . .
...
0 0 0 0
. . . 1
1 0 0 0
. . . 0
 ∈ GL`(q)
Since ` is odd, the cycle (1 2 3 · · · `) is an even permutation, and hence b ∈ SL`(q). Then, b
is considered as an element of G = SLn(q) via SL`(q)×〈In−`〉 ≤ SLn(q) where In−` is the
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identity matrix of degree n−`. It is easy to see that a−1b−1ab = diag(ζ−1, ζ2, ζ−1, 1, · · · , 1),
so that
(6) [a, b] := a−1b−1ab 6∈Z
since ` 6= 3. Now, let m be the largest integer such that `m | (q − 1), so that m ≥ 1 since
` | (q−1) as we have seen above. Let Q be a subgroup of G such that Q is the set of all the
diagonal matrices in G which satisfy that their diagonal parts are elements in the cyclic
group C`m (we consider that C`m ≤ (Fq)×). Clearly, Q is an abelian `-group and a ∈ Q.
Now, since b acts on Q canonically, we can define a semi-direct product P := Q o 〈b〉.
Apparently, P is an `-subgroup of G, and a, b ∈ P . Since we are assuming that a Sylow
`-subgroup of G/Z is abelian, PZ/Z is abelian, so that [a, b] ∈ Z, a contradiction by (6).
Case 2: G := SUn(q) for n ≥ 3: Suppose `
∣∣∣ |Z|. By [51, Table 24.2],
`
∣∣∣ |Z| ∣∣∣ |Z(G)| = gcd(n, q + 1) ∣∣∣ (q + 1) ∣∣∣ (q2 − 1) = |(Fq2)×|,
so that there is a primitive `-th root of unity in (Fq2)×, which we denote by ζ (recall that
in the classical notation G is denoted by SU(n, q2), namely, G is defined over the field
Fq2). Note also that ` ≤ n since ` |n from the above. Then, just exactly as in Case 1
we can define a and b, and precisely by the same argument, and hence we finally have a
contradiction. 
The following wonderful result due to Broue´ and Michel shall play a very important role
to prove Theorems 3.1, 5.1 and 6.1.
Lemma 2.9 (Broue´-Michel [15]). Suppose that G is a connected reductive algebraic group
defined over the algebraic closure F¯q of Fq for a power q of a prime and F : G → G is
a Steinberg (Frobenius) morphism. Set G := GF . If furthermore a prime ` satisfies that
5 ≤ ` 6 | q and a Sylow `-subgroup of G/Z(G) is abelian, then the principal `-blocks of G
and NG(D) are isotypic, where D is a Sylow `-subgroup of G.
Proof. By Lemma 2.8, ` 6 | |Z(G)|. Hence, by the assumption, a Sylow `-subgroup of G is
abelian. Thus, [15, The´ore`me] yields the assertion. 
Lemma 2.10. Assume that G be one of the 26 sporadic simple groups, D ∈ Sylp(G), and
B := B0(FG). If p ≥ 5 and D is non-cyclic elementary abelian, then k(B) > 9. (Surely
this bound is very loose.)
Proof. By [20] and [60] it is enough to check the following four cases for G:
(1)Th and |D| = 72, (2) Fi24′ and |D| = 52, (3) B and |D| = 72, (4) M and |D| = 112
where the four groups are the Thompson simple group, the derived subgroup of Fischer’s
24 group, the baby monster and the monster, respectively. So we get the assertion for
these by GAP for the Th for p = 7, [3], [4], [5], respectively. 
Lemma 2.11. Suppose that G is one of the 16 non-abelian simple groups in the list [51,
Table 24.3] (cf. [31, Table 6.1.3]). Further assume that p ≥ 5 and D ∈ Sylp(G) is non-
cyclic elementary abelian, and let B := B0(FG). Then k(B) > 9. (Surely this bound is
very loose.)
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Proof. By [20] and [60], we must check only the case where G = G(q) = 2E6(2). By [20,
p.191], we have to take care of only the cases that |D| = 52 and |D| = 72.
First assume p = 5. By [14, 18], we have `(B) = 16 since the e, that is the order of
q = 2 modulo ` = p = 5, is 4 and the principal Φ4-block has 16 unipotent characters (see
[14, Theorem 3.2 and Table 3]). Hence we can exclude this case.
Next, assume p = 7. Then, by [12, Theorem 3.10], `(B) ≥ 9 (note that the e is three
since q = 2 and ` = p = 7, and note also that by [14, 18] we can know the precise value
of `(B) since the e is 3 and the principal Φ3-block has 15 unipotent characters, though we
do not need it). Thus we can exclude this case, too. 
3. What we can say if k(B) = 3 and `(B) = 2
The purpose of this section is to give another proof of Belonogov’s Theorem.
Theorem 3.1 (Belonogov [7]). If the principal p-block B := B0(FG) of FG satisfies that
k(B) = 3, then a Sylow p-subgroup D of G is of order 3.
The result here can be considered as an easy but nice application of the CFSG. Actually
even better is that by the same method in principal we shall be able to determine a Sylow
p-subgroup of G when the number k(B) is four for the principal p-block B of G.
Hypothesis 3.2. We assume the following from now on till the end of this section.
• D is a Sylow p-subgroup of a finite group G with |D| =: pd.
• SetB := B0(FG) with k(B) = 3 and `(B) = 2, and set Irr(B) =: {χ0 := 1G, χ1, χ2 }
and IBr(B) =: {φ0 := (1G)0, φ1}.
Lemma 3.3. We have that p 6= 2, and that Theorem 3.1 holds provided D is cyclic or
D C G.
Proof. If p = 2, then we have a contradiction by [22] and [47, Corollary 1.3(i)]. If D is
cyclic, then the assertion follows from [22]. If D C G, then the assertion is implied by [46,
Theorem 4.1] (note that this is a CFSG-free result though depends on GAP). 
Lemma 3.4. D is elementary abelian.
Proof. Follows by [46, Theorem 3.6] (note that this result needs the CFSG since this depends
on the [46, Theorem A]). 
Lemma 3.5 (Navarro-Sambale-Tiep [55]). If p = 3, then |D| = 3.
Proof. First, k0(B) ≡ 0 (mod 3) by [47, Corollary 1.6], so that k0(B) = 3. Hence [55,
Theorem C] implies that |D| = 3 (note that the CFSG is used in [55] while never is in [47]
which was before the CFSG). 
The next aim is that we can assume that G is non-abelian simple to prove Theorem 3.1.
Hypothesis 3.6. Besides Hypothesis 3.2, we assume the following from now on till just
before the proof of Theorem 3.1 because of Lemmas 3.3, 3.4 and 3.5.
• p is a prime with p ≥ 5.
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• D is not normal and is a non-cyclic elementary abelian Sylow p-subgroup of G with
|D| =: pd.
• For every finite group G such that |G| < |G| it never happens that k(B0(FG)) = 3.
Lemma 3.7. We can assume that Op′(G) = 1 and Op(G) = 1.
Proof. Since B is principal, we can assume that Op′(G) = 1 (see [53, Theorem 5.8.1]).
Assume that Q := Op(G) 6= 1. Set G¯ := G/Q, D¯ := D/Q and B¯ := B0(FG¯). Then, B
dominates B¯ since both blocks contain the trivial characters. So, by [53, Theorem 5.8.10
and Lemma 5.8.6(ii)], Irr(B¯) ⊆ Irr(B), and hence k(B¯) = 1, 2 or 3 by Hypothesis 3.2.
If k(B¯) = 1, then D¯ = 1, so that D C G, a contradiction by Hypothesis 3.6.
Assume k(B¯) = 2. Then `(B¯) = 1, so that G¯ is p-nilpotent (see [53, Theorem 5.8.3]),
and hence G is p-solvable. Since D is abelian by Lemma 3.4, G is p-solvable of p-length
one by [29, Theorem 6.3.3]. So |D| = 3 by Lemma 3.3. This is a contradiction as above.
Finally, if k(B¯) = 3, then Irr(B) = Irr(B¯), so that Q ≤ ⋂χ∈Irr(B) ker(χ), and hence
Q ≤ Op′(G) by [53, Theorem 5.8.1], a contradiction. 
Actually, the following is the key lemma of this section, which makes it possible for us to
reduce to the case where G is non-abelian simple.
Lemma 3.8. We can assume that Op
′
(G) = G.
Proof. Assume that Op
′
(G) 6=G. Then, there is a normal subgroup N C G such that
p 6 | |G/N | and G/N is a simple group. Set b := B0(FN), and H := N ·CG(D). Then,
H C G by the Frattini argument. Since G/N is simple, H = G or H = N .
Assume first that H = G. Then, by [1] and [23, Theorem], B ∼= b as F -algebras. Hence
k(b) = 3 (note that dimF Z(B) = k(B)). But this is a contradiction by Hypothesis 3.6.
So we have H = N . Thus, by Lemma 2.6(ii), Irr(B | 1N↑G) = Irr(G/N). So that
k(G/N) ≤ 3, which implies that G/N is solvable by [59, Table 1, p.309]. Since G/N is
simple, G/N ∼= Cr for a prime r with r 6= p. Since G/N is cyclic and 1N is G-invariant,
Clifford’s Theorem and [53, Chapter 3 Problem 11(i)] imply that
(7) if χ ∈ Irr(G) with 〈χ↓N , 1N〉N 6= 0, then χ↓N = 1N , so χ(1) = 1.
Hence, it follows by Lemma 2.6(i) and the Frobenius Reciprocity (and also by recalling
that Irr(B) = {χ0, χ1, χ2} in Hypothesis 3.2) that
1N↑G ∈ {χ0 := 1G, χ0 + χ1, χ0 + χ2, χ0 + χ1 + χ2}.
Clearly, 1N↑G 6= χ0 since |G/N | = r > 1. So 〈1N↑G, χ1〉G 6= 0 or 〈1N↑G, χ2〉G 6= 0. So,
without loss of generality, we can assume the first case. Then, χ1↓N = 1N by (7), so
that χ1(u) = 1 for every p-element u ∈ G since p 6 | |G/N | (and hence u ∈ N). Since
χ1 6= χ0 = 1G, there exists an element g ∈ G with χ1(g) 6= 1. Write g = gp gp′ = gp′ gp
where gp and gp′ respectively are the p-part and the p
′-part of g. Thus, since χ1 is linear
(and hence χ1 is a group homomorphism) and since χ1(gp) = 1, we have that
1 6= χ1(g) = χ1(gp gp′) = χ1(gp)χ1(gp′) = χ1(gp′).
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This means that (χ1)
0 6= φ0 (recall that φ0 = (1N)0). Then, since IBr(B) = {φ0, φ1} by
Hypothesis 3.2, and since χ1(1) = 1, we must have that (χ1)
0 = φ1. This yields that
φ0(1) = φ1(1) = 1. Therefore, by [41, 42, Theorem (7) ⇔ (10)], B ∼= B as F -algebras
where B := B0(F NG(D)). Hence, by Hypothesis 3.2 and [53, Lemma 5.11.3], we have
3 = k(B) = k(B). This is a contradiction by Hypothesis 3.6. 
Lemma 3.9. We can assume that G is a non-abelian simple group.
Proof. By Lemmas 3.7 and 3.8, we have that Op′(G) = 1 = Op(G) and G = O
p′(G). Since
D is abelian by Lemma 3.4, it follows from [39, 2.1.Theorem] that there are non-abelian
simple groups G1, · · · , Gn such that p
∣∣∣ |Gi| for each i and that G = G1×· · ·×Gn for some
n ∈ N. Set Bi := B0(FGi) for each i. Then B ∼= B1 ⊗F · · · ⊗F Bn as F -algebras, so that
`(B) = `(B1) × · · · × `(Bn). Since each Gi is not p-nilpotent, we have that `(Bi) ≥ 2 for
every i. Since `(B) = 2 by Hypothesis 3.2, it has to hold that n = 1. 
Lemma 3.10. If we assume moreover that G is a finite simple group G(q) of Lie type
defined over Fq such that p 6 | q, then we get a contradiction.
Proof. First of all, we can assume that G 6∼= 2F4(2)′ since if G = 2F4(2)′, then k(B) ≥ 8 for all
primes p | |G| by [20, p.74] and [60], that contradicts Hypothesis 3.2. By Hypothesis 3.6, p ≥
5 and D is non-cyclic elementary abelian. Thus Lemma 2.11 yields that there are a simple,
and simply connected reductive algebraic group G defined over the algebraically closed field
Fq and a Steinberg (Frobenius) endomorphism F : G→ G with G = GF/Z(GF) (see [49,
2.3] or [17, p.185]). It follows from Lemma 2.9 that k(B) = k(B) where B := B0(F NG(D)).
So that by Hypothesis 3.2, k(B) = 3. This contradicts Hypothesis 3.6. 
Now, we are ready to reprove Belonogov’s Theorem.
Proof of Theorem 3.1. We use induction on |G|. If D C G, then |D| = 3 by Lemma
3.3. If p = 2 or D is cyclic, then |D| = 3 by Lemma 3.3. Furthermore if p = 3 then |D| = 3
by Lemma 3.5. Thus, we can assume the same as Hypothesis 3.6. So, we can assume that
G is non-abelian simple by Lemma 3.9.
First, assume that G is an alternating group An for some n ≥ 5. Then, [52, Theorem 5.4],
Lemma 3.4 and [2, Consequence 6] imply that 3 = k(B) = k(B), where B := B0(F NG(D))
, a contradiction.
If G is one of the 26 sporadic simple groups, then the assertion follows by Lemma 2.10.
Assume that G = G(q) is a simple group of Lie type defined over Fq with p | q. Then
G = PSL2(q) since D is abelian (see e.g. [58, Theorem]). Thus, by [11, p.588], [16, Satz
9.1] and [34, 8.5. Theorem p.70], we have that `(B) = (q − 1)/2, and hence q = 5 since
`(B) = 2, so that |D| = 5, a contradiction since D is non-cyclic.
Finally suppose that G = G(q) is a simple group of Lie type defined over Fq for a power
q of a prime such that p 6 | q. Then, Lemma 3.10 yields a contradiction.
Therefore, by the classification of finite simple groups CFSG in [30, p.6], we get a con-
tradiction. The proof is completed. 
Remark 3.11. There is an interesting observation by Sambale in [57, Proposition 15.7],
that says even without the CFSG that e.g. p ≥ 11, d is odd if k(B) = 3 and `(B) = 2.
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4. What we can say if k(B) = 5 and `(B) = 3
The purpose of this section is to state lemmas which shall be useful for the proof of
Theorem 5.1.
Lemma 4.1. Let D ∈ Sylp(G) such that D C G and D is non-cyclic abelian. Let B :=
B0(FG). Then, it does not happen that k(B) = 5 and `(B) = 3.
Proof. Assume that such a case occurs. Since B is the principal p-block, we can assume that
Op′(G) = 1. We can write G = DoE for a p′-subgroup E by Schur-Zassenhaus’ Theorem.
Clearly G is p-solvable, so that Fong-Gaschu¨tz’s Theorem says that G has only one p-
block, say B. Hence k(G) = k(B) = 5 and 3 = `(B) = `(G) = `(G/D) = `(E) = k(E).
Thus, by [59, Table 1], we know that G ∈ {C5, D8, Q8, D14, C5 o C4, C7 o C3,S4,A5} and
E ∈ {C3,S3}. So that p 6= 3. Since 3
∣∣∣|E|∣∣∣|G|, G is p-solvable and D is non-cyclic, we have
G = S4. So that p = 2, and this is a contradiction since D is abelian. 
Lemma 4.2. Suppose that B := B0(FG) with k(B) = 5 and `(B) = 3. Assume, further,
that p ≥ 5 and a Sylow p-subgroup of G is non-cyclic elementary abelian.
(i) If G is a non-abelian simple group, then this case does not happen.
(ii) If G = Op(G) = Op
′
(G) and Op′(G) = Op(G) = 1, then this case does not happen.
Proof. (i) Assume that such a case happens. We use the CFSG. Let D ∈ Sylp(G).
First, assume that G is an alternating group An for some n ≥ 5. Then, since D is
abelian (and hence by Burnside’s Theorem), [52, Theorem 5.4] and [2, Consequences 5 and
6] imply that 5 = k(B) = k(B) and 3 = `(B) = `(B), where B := B0(F NG(D)). Thus we
have a contradiction by Lemma 4.1.
If G is one of the 26 sporadic simple groups, then the assertion follows by Lemma 2.10.
Assume that G = G(q) is a simple group of Lie type defined over Fq with p | q. Then
G = PSL2(q) since D is abelian (see e.g. [58, Theorem]). Thus, by [11, p.588], [16, Satz
9.1] and [34, 8.5. Theorem p.70], we have that `(B) = (q − 1)/2, and hence q = 7 since
`(B) = 3, so that |D| = 7 since p | q, a contradiction since D is non-cyclic.
Finally suppose that G = G(q) is a simple group of Lie type defined over a certain
finite field Fq for some q with p 6 | q. Since p ≥ 5, D is non-cyclic elementary abelian and
k(B) = 5, all the sixteen finite simple groups in [51, Table 24.3] (cf. [31, Table 6.1.3])
cannot be our G by Lemma 2.11.
As we have seen in the proof of Lemma 3.10, we can assume that G 6∼= 2F4(2)′ since if
G = 2F4(2)
′, then k(B) ≥ 8. Then, just as in the proof of Theorem 3.1 we can assume
that there are a simple, and simply connected reductive algebraic group G defined over the
algebraically closed field Fq and a Steinberg (Frobenius) endomorphism F : G → G with
G = GF/Z(GF) (see [49, 2.3] or [17, p.185]). Then we get by Lemma 2.9 that k(B) = k(B)
and `(B) = `(B) where B := B0(F NG(D)). Hence k(B) = 5 and `(B) = 3, a contradiction
by Lemma 4.1.
Therefore just as in the proof of Theorem 3.1, by making use of the CFSG in [30, p.6],
the proof of (i) is completed.
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(ii) It follows from [39, 2.1.Theorem] that there are non-abelian simple groups G1, · · · , Gn
such that p
∣∣∣ |Gi| for each i and that G = G1×· · ·×Gn for some n ∈ N. Set Bi := B0(FGi)
for each i. Then B ∼= B1 ⊗F · · · ⊗F Bn as F -algebras, so that `(B) = `(B1)× · · · × `(Bn).
Since each Gi is not p-nilpotent, `(Bi) ≥ 2 for all i, so that n = 1 since `(B) = 3. Hence
the assertion follows by (i). 
5. What we can say if k(B) = 4 and `(B) = 3
The purpose of this section is to prove the following theorem:
Theorem 5.1. Let B := B0(FG) and D ∈ Sylp(G). If k(B) = 4 and `(B) = 3, then
D ∼= C2 × C2.
In the following we list many lemmas whose aim is just to give a complete proof of Theorem
5.1. Because of this we shall use the following notation and assume the following entirely
throughout this section from now on. Namely,
Notation 5.2. Throughout this section we assume that G is a finite group with a Sylow
p-subgroup D with |D| =: pd for some d ≥ 1 and B := B0(FG).
Lemma 5.3. If k(B) = 4 and `(B) = 3, then we have that D is non-cyclic and elementary
abelian and that p 6= 3.
Proof. Assume first that D is cyclic. By [22], the inertial index e of B is 3 since e = `(B).
Then, |D| = me + 1, where m is the multiplicity of the exceptional characters of B, and
also k(B) = e + m. Hence 4 = 3 + m, so that m = 1. Thus, |D| = 3 + 1 = 4, and hence
p = 2. This is a contradiction since e|(p− 1).
Since k(B)− `(B) = 1 and B is principal, D is elementary abelian by [46, Theorem 3.6]
(note that this result needs the CFSG since it depends on [46, Theorem A]).
Finally suppose p = 3. Since D is abelian, by [38], k(B) = k0(B). By [47, Corollary 1.6],
k0(B) ≡ 0 (mod 3) since D is non-cyclic. Since k(B) = 4, this is a contradiction. 
Lemma 5.4. If k(B) = 4, `(B) = 3 and D C G, then D ∼= C2 × C2, in fact B ∼= F A4 as
F -algebras, and also as interior D-algebras.
Proof. Since B is principal, we can assume that Op′(G) = 1. Then by Fong-Gaschu¨tz’s
Theorem, FG has only one block, say B. Then, by Schur-Zassenhaus’ Theorem, G = DoE
for a p′-subgroup E of G. Thus, k(G) = k(B) = 4 and 3 = `(B) = `(G) = `(G/D) =
`(E) = k(E). Hence, [59, Table 1] implies that
E ∈ {C3,S3} and G ∈ {C4, C2 × C2,A4}.
Then, since 3
∣∣∣|E|∣∣∣|G|, G = A4, so that the assertion follows. 
Hypothesis 5.5. Suppose that k(B) = 4 and `(B) = 3 till just before the proof of
Theorem 5.1. Further, because of Lemmas 5.3 and 5.4, we can assume that p 6= 3, D is
non-cyclic elementary abelian and also that Theorem 5.1 holds for any finite group G such
that |G| < |G|.
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Lemma 5.6. It holds the following:
(i) If G is non-abelian simple, then D ∼= C2 × C2, so that G ∼= PSL2(q) for a power q
of a prime such that q ≡ 3 or 5 (mod 8).
(ii) If G = Op(G) = Op
′
(G) and Op′(G) = Op(G) = 1, then G is non-abelian simple,
and hence D ∼= C2 × C2 and further G ∼= PSL2(q) for a power q of a prime such
that q ≡ 3 or 5 (mod 8).
Proof. (i) As in Lemma 4.2, we have a contradiction if p ≥ 5. So by Hypothesis 5.5, p = 2.
Then since D is abelian by Hypothesis 5.5, [26] and Lemma 5.4 imply the assertion.
(ii) By using (i) we can prove (ii) just as in the proof of Lemma 4.2(ii). 
Lemma 5.7. We can assume that Op′(G) = Op(G) = 1.
Proof. Since B is principal, we can assume Op′(G) = 1. Next, assume that Op(G) 6= 1.
Set Q := Op(G), D¯ := D/Q, G¯ := G/Q, and B¯ := B0(FG¯). Since B dominates B¯,
Irr(B¯) ⊆ Irr(B) (see [53, Theorem 5.8.10 and Lemma 5.8.6(ii)]). So k(B¯) = 1, 2, 3 or 4.
If k(B¯) = 1, then p 6
∣∣∣ |G¯|, so that Q ∈ Sylp(G). So the assertion follows by Lemma 5.4.
If k(B¯) = 4, then Q ≤ ⋂χ∈Irr(B) kerχ = Op′(G), a contradiction since Q 6= 1.
Assume k(B¯) = 2. Then [9, Theorem A] implies that |D¯| = 2, and hence p = 2 and G¯ is
2-nilpotent by [29, Theorem 7.6.1]. Hence G is 2-solvable. Then, G is of 2-length one since
D is abelian by Lemma 5.3. Further, since we assume that O2′(G) = 1, D C G. Thus the
assertion follows from Lemma 5.4.
Assume finally that k(B¯) = 3. Then, Theorem 3.1 yields that |D¯| = 3, so that p = 3, a
contradiction by Lemma 5.3. 
Lemma 5.8. We can assume that Op(G) = G.
Proof. Suppose Op(G)G. Then, there is an N with N C G and |G/N | = p. Since
D is elementary abelian and non-cyclic by Lemma 5.3, we can write G = N o R and
D = Q × R where Q ∈ Sylp(N) and R ≤ G with R ∼= Cp. Set b := B0(FN). Then
it follows from [43, Theorem] that B ∼= b ⊗F FR as F -algebras. Then, by [53, Lemma
2.4.2(iii)], Z(b) ⊗F FR = Z(b) ⊗F Z(FR) = Z(b ⊗F FR) ∼= Z(B) as F -algebras. Since
dimFZ(B) = k(B) = 4 by Hypothesis 5.5, it holds that k(b) · p = 4. Hence k(b) = 2 and
p = 2. Then, [9, Theorem A] implies that Q ∼= C2. So that D ∼= C2 × C2. Namely, the
conclusion of Theorem 5.1 holds (recall that we are discussing by induction, see Hypothesis
5.5). 
Lemma 5.9. If furthermore G = Op
′
(G)·CG(D), then D ∼= C2 × C2.
Proof. By Lemmas 5.7 and 5.8 we can assume that Op′(G) = Op(G) = 1 and O
p(G) = G.
Set L := Op
′
(G) and b′ := B0(FL). Then, it follows from [1, 23] that B ∼= b′ as F -algebras,
so that k(b′) = 4 and `(b′) = 3 by [53, Lemma 5.11.3]. Obviously Op′(L) = Op(L) = 1.
Now, since Op(G) = G, [48, Chap.I Corollary 10.13] implies that Ext1B(F, F ) = 0, so that
Ext1b′(F, F ) = 0 since the isomorphism B
∼= b′ sends FG to FL, which yields that Op(L) = L
again by [48, Chap.I Corollary 10.13]. By the definition of L, Op
′
(L) = L. Hence Lemma
5.6(ii) yields that D ∼= C2 × C2. 
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Now, we are ready to prove our main theorem of this section, that is in fact the first half
of the main result of this paper (see Theorem 1.1). Namely,
Proof of Theorem 5.1. By Lemmas 5.7 and 5.8, we can assume that Op′(G) = Op(G) =
1 and Op(G) = G. Set N := Op
′
(G)·CG(D) and b := B0(FN). Thus, N C G by the
Frattini argument, and obviously CG(D) ≤ N . If G = N , then Lemma 5.9 yields that
D ∼= C2×C2. Hence we can assume that N  G. Set G¯ := G/N and B¯ := B0(FG¯). Now,
by Lemma 2.6(i)–(ii), we know that
(8) 1B = 1b and Irr(G¯) = Irr(B | 1N↑G) ⊆ Irr(B).
Since k(B) = 4 and |G¯| > 1, k(G¯) = 2, 3 or 4.
Assume first that k(G¯) = 4. Then, by [59, Table 1 p.309], G¯ ∈ {C4, C2 × C2, D10,A4}.
If G¯ ∼= C4 or C2 × C2, then all irreducible ordinary characters in B are linear, so that
[41, 42, Theorem (7)⇔(10)], that k(B) = k(B) and `(B) = `(B) where B := B0(F NG(D)),
so that Lemma 5.4 yields that D ∼= C2 × C2. Suppose next that G¯ ∼= D10 or A4. Then
|{χ(1) |χ ∈ Irr(B)}| = 2. Apparently, p 6= 2 since p 6 | |G¯|. Hence by Lemma 5.3, p ≥ 5.
Thus, by [28, Theorem A], G is p-solvable. Hence, by Lemma 5.3 and [29, Theorem 6.3.3],
G is of p-length one. So D C G since Op′(G) = 1. Thus, Lemma 5.4 yields the assertion.
Assume next that k(G¯) = 3. Then, again by [59, Table 1 p.309], G¯ ∼= C3 or S3. If
G¯ ∼= C3, then B has three distinct linear ordinary characters χ0, χ1 and χ2, so that (χi)0
for i = 1, 2, 3 are three different linear Brauer characters in B, and hence again by [41, 42,
Theorem (7)⇔(10)] and Lemma 5.4, we have D ∼= C2×C2. Now, assume that G¯ ∼= S3. Let
χ be the unique ordinary character S3 of degree 2, and consider χ as an ordinary character
in Irr(B) (see (8)). Then, (8) and the Frobenius Reciprocity imply that 〈χ↓N , 1N〉N 6= 0.
But since H2(S3,C×) = 1 (see [36, 2.12.3 Theorem (i)]) and since 1N is G-invariant, we
get by Clifford’s Theorem (see [53, Chap.3, the solution of Problem 11]) that χ↓N = 1G, a
contradiction since χ(1) = 2.
Assume finally that k(G¯) = 2. Hence G¯ ∼= C2 by [59, Table 1]. By (8), Irr(B) has at
least two linear characters, say χ0 := 1G and χ1 (sign character). Since G¯ is cyclic and
1N is G-invariant, by Clifford’s Theorem and (8), χ1↓N = 1N , so that χ1(u) = 1 for every
p-element u ∈ G since p 6 | |G/N | (and hence u ∈ N). Since χ1 6= χ0 = 1G, there exists
an element g ∈ G with χ1(g) 6= 1. Write g = gp gp′ = gp′ gp where gp and gp′ respectively
are the p-part and the p′-part of g. Thus, since χ1 is linear (and hence χ1 is a group
homomorphism) and since χ1(gp) = 1, we have that
1 6= χ1(g) = χ1(gp gp′) = χ1(gp)χ1(gp′) = χ1(gp′).
This means that (χ1)
0 6= φ0 (recall that φ0 = (1N)0). Thus we can set φ1 := (χ1)0. Since
`(B) = 3, there is another one, say φ2 so that IBr(B) = {φ0, φ1, φ2} and φ0 := (1N)0. Let
Si be a simple FG-module in B with Si ↔ φi for i = 0, 1, 2. Obviously, dimF Si = 1 and
Si↓N ∼= FN for i = 0, 1. Since 1B = 1b by (8), there is a simple FN -module T in b such that
HomFG(T↑G, S2) 6= 0. Then, again by Clifford’s Theorem and by the fact that G¯ ∼= C2,
S2↓N ∼= T or T ⊕ T g
where g ∈ G with G = 〈N, g〉.
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Assume that S2↓N ∼= T . Since 1B = 1b by (8) and since Si↓N ∼= FN for i = 0, 1,
we get that IBr(b) = {ψ0, ψ1} where ψ0 := (1N)0 and ψ1 ↔ T . Recall that |G¯| = 2
and this is a p′-number. Hence, by Maschke’s Theorem, T↑G is semi-simple (recall that
J(FG) = FG·J(FN) = J(FN)·FG). Now, by the Frobenius Reciprocity,
HomFG(Si, T↑G) ∼= HomFN(Si↓N , T ) = HomFN(FN , T ) = 0 for i = 0, 1
HomFG(S2, T↑G) ∼= HomFN(S2↓N , T ) ∼= F as F -spaces
since T 6∼=FN (if T ∼= FN , then S2↓N ∼= FN , so that S2 is considered as a simple FG¯-module,
and hence FG¯ has three non-isomorphic simple modules, a contradiction since |G¯| = 2).
Thus, by noting 1B = 1b in (8) again, we have T↑G ∼= S2, so that dimF S2 = 2× dimF T , a
contradiction.
Hence, S2↓N ∼= T ⊕ T g. So that, since S0 = FG, S1, S2 are all non-isomorphic simple
FG-modules in B and since 1B = 1b, all non-isomorphic simple FN -modules in b are
T0 := FN , T, T
g, and hence
(9) `(b) = 3.
Now, we have known that Irr(B) = {χ0 = 1G, χ1 = sign, χ2, χ3} and that χi↓N = θ0 := 1N
for i = 0, 1. Since |G¯| = 2 and since 1B = 1b in (8), we obtain that
χ2↓N = θ1 or θ1 + θ1g for some θ1 ∈ Irr(b)− {θ0}
and that
χ3↓N = θ3 or θ3 + θ3g for some θ3 ∈ Irr(b)− {θ0}.
Hence, again by 1B = 1b in (8), k(b) ≤ 5. Since `(b) = 3 by (9), k(b) ≥ 4. So that k(b) = 4
or 5. Now recall that p 6= 3 by Lemma 5.3. Obviously, p 6= 2 since 2 = |G/N |
∣∣∣ |G/L|. So
that p ≥ 5. Moreover, since b = B0(F [L·CG(D)]) and b′ = B0(FL), [1, 23] implies that
b ∼= b′ as F -algebras. So that
(10) k(b) = k(b′) and `(b) = `(b′).
Hence, if k(b) = 5, then k(b′) = 5 and `(b′) = 3, so that Lemma 4.2 yields that we have a
contradiction. Thus, k(b) = 4. Namely
k(b) = 4 and `(b) = 3.
Again by (10), k(b′) = 4 and `(b′) = 3. Then since b′ = B0(FL), we finally have that
D ∼= C2 × C2 by Lemma 5.6(ii). 
6. What we can say if k(B) = 4 and `(B) = 2
The purpose of this section is to prove the following theorem:
Theorem 6.1. Let B := B0(FG), and let D be a Sylow p-subgroup of G. If k(B) = 4 and
`(B) = 2, then |D| = 5.
In the following we list lemmas to give a complete proof of Theorem 6.1.
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Notation 6.2. Throughout this section we assume that G is a finite group with a Sylow p-
subgroup D with |D| =: pd for some d ≥ 1, B := B0(FG), and we set H := NG
(
Z(J(D))
)
where J(D) is the Thompson subgroup of D, and H¯ := H/Op′(H).
Lemma 6.3. If k(B) = 4, `(B) = 2 and D C G, then |D| = 5 and B ∼= F D10 as
F -algebras and also as interior D-algebras.
Proof. Since B is principal, we can assume Op′(G) = 1. Then by Fong-Gaschu¨tz’s Theorem,
FG has only one block, say B. By Schur-Zassenhaus’ Theorem, G = D o E for a p′-
subgroup E of G. Thus, k(G) = k(B) = 4 and 2 = `(B) = `(G) = `(G/D) = `(E) = k(E).
Hence, [59, Table 1] implies the assertion. 
Hypothesis 6.4. Suppose that k(B) = 4 and `(B) = 2 till just before the proof of
Theorem 6.1. Further, because of Lemma 6.3, we assume that Theorem 6.1 holds for any
finite group G such that |G| < |G|.
Lemma 6.5. We can assume that G = Op
′
(G).
Proof. Set L := Op
′
(G) and b := B0(FL). Suppose G6=L. Set N := LCG(D). If N = G,
then [1, 23] implies that k(B) = k(b) and `(B) = `(b), so that Hypothesis 6.4 yields that
|D| = 5 since |L| < |G|. Hence we can assume N  G. Set G¯ := G/N . Then, by Lemma
2.6(i)–(ii), it holds k(G¯) ≤ k(B) = 4. Since G¯ 6= 1, k(G¯) ∈ {2, 3, 4}. If k(G¯) = 4, then
N ≤ ⋂χ∈Irr(B) ker(χ) = Op′(G) by [53, Theorem 5.8.1], so p 6 | |N |, and hence p 6 | |G|, a
contradiction.
Suppose k(G¯) = 3. Then, by [59, Table 1], G¯ = C3 or S3. Hence G¯ has two distinct
linear ordinary characters, so that B has two distinct linear ordinary characters since
Irr(G¯) ⊆ Irr(B), say χ0 := 1G and χ1, by Lemma 2.6(i)–(ii). Set φi := (χi)0 for i = 0, 1.
Then, φ0 and φ1 are Brauer characters of B and note that φ0 6=φ1 as in the middle of the
proof of Theorem 5.1. Hence IBr(B) = {φ0, φ1} since `(B) = 2. Namely, all irreducible
Brauer characters in B are of degree one. Hence by [41, 42, Theorem (5)⇔ (10)], k(B) =
k(B) and `(B) = `(B), where B := B0(F NG(D)). Thus, Lemma 6.3 yields the assertion.
Finally, suppose k(G¯) = 2. Then G¯ ∼= C2 by [59, Table 1]. Thus as above, B has two
distinct linear ordinary characters, and hence we have the assertion. 
Lemma 6.6. If Op(G)G, then D is abelian.
Proof. First of all, by Lemma 2.2, D is abelian if p = 2. Hence we can assume that p 6= 2.
Suppose that D is non-abelian, and hence d ≥ 3.
We want to have a contradiction. By the assumption, G has a normal subgroup N C G
such that |G/N | = p. Let b := B0(FN). Then, b is G-invariant, so that from Lemma 2.7
(11) 1B = 1b and
(12) Irr(B | 1N↑G) = Irr(G/N).
This means that B has p distinct linear ordinary characters since G/N ∼= Cp. That is,
p ≤ |Irr(B)| = k(B). Then, since k(B) = 4 and we are assuming p ≥ 3, it holds that
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p = 3. Then, by [47, Corollary 1.6], k0(B) = 3 since k(B) = 4. On the other hand, since
G/N ∼= C3, (12) implies that B has three distinct linear ordinary characters. So that we
can write Irr(B) = {χ0 := 1G, χ1, χ2, χ3} such that N ≤ kerχi for i = 0, 1, 2 and hence
χ0(1) = χ1(1) = χ2(1) = 1, and that χ3 has positive height. There is a character θ ∈ Irr(b)
such that 〈χ3↓N , θ〉N 6= 0 by (11). Obviously, θ 6= 1N by (12) since χ3 6∈ {χ0, χ1, χ2}.
Assume first that Gθ = G. Then, χ3↓N = θ since G/N is cyclic. So that 〈θ↑G, χ3〉G = 1.
By the above, 〈θ↑G, χi〉G = 0 for i = 0, 1, 2. Hence (11) implies that Irr(b) = {1N , θ}.
Thus k(b) = 2, so that [9, Theorem A] yields that p = 2, a contradiction since p = 3.
Thus Gθ  G, and hence χ3↓N = θ+ θg + θg2 where G/N = 〈gN〉 for an element g ∈ G.
This implies that Irr(b) = {1N , θ, θg, θg2} by (11). Namely, k(b) = 4. Since `(B) = 2, there
is a simple FG-module S in B with S 6∼=FG. Since G/N ∼= Cp = C3 which is cyclic, we
know by (11) and Clifford’s Theorem that
S↓N ∼= T ⊕ T g ⊕ T g
2
or S↓N ∼= T for a simple FN -module T in b.
If the first case occurs, then since T 6∼=FN (otherwise the multiplicity of T in S↓N as a
direct summand is not one, that contradicts the fact that G/N is cyclic), FN , T, T
g, T g
2
are all non-isomorphic simple FN -modules in b by (11), which yields that `(b) ≥ 4, a
contradiction since k(b) = 4. Hence only the second case happens. Namely, S↓N ∼= T .
Obviously, N is not 3-nilpotent (otherwise G is 3-nilpotent since |G/N | = 3, contradicting
the fact that `(B) = 2). Now, since all non-isomorphic simple FG-modules in B are FG
and S, it follows again from (11) that all non-isomorphic simple FN -modules in b are FN
and T . This means that `(b) = 2. Apparently, |N | < |G|. Hence Hypothesis 6.4 implies
that a Sylow p-subgroup of N must be of order 5, namely, p = 5, a contradiction. 
In fact the next lemma and Lemma 2.5 do work quite well to prove Theorem 6.1.
Lemma 6.7 ([8]). Assume that
(13) p is odd, and CG(u) is p-nilpotent for every element u ∈ G of order p.
(i) It holds that H = NG(D) and that NG(D) controls p-fusion in G, namely FD(G) =
FD(NG(D)).
(ii) Set B := B0(F NG(D)). Then, the Scott module Sc(G × NG(D), ∆D) with vertex
∆D induces a splendid stable equivalence of Morita type between B and B where
∆D := {(u, u) ∈ G×NG(D) |u ∈ D} (see [53, Chap.5 §8] for the Scott modules).
Proof. (i) If D is abelian, then by Burnside’s fusion theorem, NG(D) controls p-fusion in
G and J(D) = D by the definition of Thompson’s subgroup J(D), and hence H = NG(D).
Thus we may assume that D is non-abelian. Then, by Lemma 6.6, Op(G) = G. So that
Ext1FG(F, F ) = H
1(G,F ) = 0 (see e.g. [48, Chap.I Corollary 10.13]), and hence Op(H) = H
by Lemma 2.4 and [48, Chap.I Corollary 10.13]. Set H¯ := H/Op′(H), and then O
p(H¯) = H¯.
Now, since we may assume that D ∈ Sylp(H) by Lemma 2.4, it follows from (13) and [8,
Lemma 9.3] that H¯ is a Frobenius group whose kernel is D¯ := (DOp′(H))/Op′(H) ∼= D.
Hence D¯ C H¯, so that D C H. This yields that H ≤ NG(D). On the other hand,
since Z(J(D)) char J(D) char D, we know that NG(D) ≤ H. Now, by (13) and [8, the
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proof of Theorem 8.3], we know that G does not have the quadratic group Qd(p) in any
subquotient of G. Hence well-known Glauberman’s ZJ-theorem (see e.g. [21, Theorem
1.21]) implies that FD(G) = FD(H). Therefore FD(G) = FD(NG(D)) since we have
proved that H = NG(D).
(ii) Since we know H = NG(D) by (i), [8, Theorem 8.3] implies the assertion. 
Lemma 6.8. One of the following two cases happens:
(I) D is elementary abelian.
(II) There are precisely two conjugacy classes of G of non-trivial p-elements, and CG(u)
is p-nilpotent for every element u ∈ D#.
Proof. Since k(B) − `(B) = 2, [53, Theorems 5.9.4 and 5.6.1] yields that the number of
conjugacy classes of p-elements in G# is one or two.
So, assume first that the number is one. Then, `(B0(F [CG(u)])) = 2 for every non-
trivial p-element u in G by [53, Theorems 5.9.4 and 5.6.1], and all p-elements in G# are
G-conjugate. If G were one of the finite groups in [46, (ii), (iii) of Theorem A], then, by
Lemma 2.3, k(B)− `(B) 6= 2, a contradiction. Thus, by [46, Theorem A], D is elementary
abelian, so that Case (I) occurs.
Hence we can assume that the number is two, namely k(B) − `(B) = 2 = `(bu) + `(bv)
and `(bu) = `(bv) = 1, where bu := B0(F CG(u)) and bv := B0(F CG(v)) for two distinct
elements u, v ∈ D#. This implies that for every element w ∈ D#, CG(w) is p-nilpotent.
So, Case II happens. 
Lemma 6.9. We can assume that D is abelian.
Proof. First of all, the assertion holds for p = 2 by Lemma 2.2. So, suppose that p is odd.
Then, from Lemma 6.8, it suffices to consider the case that the case (II) happens in Lemma
6.8. So that for every element u ∈ D#, CG(u) is p-nilpotent.
We may assume that D is non-abelian. Set L := NG(D) and B := B0(FL). Hence it
follows from Lemma 6.7(ii) that B and B are stably equivalent of Morita type. Thus, by [13,
Propositions 5.3 and 5.4], it holds that k(B)− `(B) = k(B)− `(B) and that Z¯(B) ∼= Z¯(B)
as F -algebras. Namely, k(B)− `(B) = 2. Set L¯ := L/Op′(L). Since B is the principal block
of FL, B ∼= B0(FL¯) as F -algebras and also as interior D-algebras. Obviously, CL¯(w¯) is
p-nilpotent for every element w¯ ∈ D¯# where D¯ := (DOp′(L))/Op′(L) ∼= D. Thus we can
apply L¯ to the group G in Lemma 2.5 (note that the action of E on D¯ is faithful where
E is a p-complement of L¯). Therefore, it follows from Lemma 2.5(iv) that D¯ is abelian,
which means that D is abelian, a contradiction. 
Lemma 6.10. We can assume that D is elementary abelian.
Proof. We can assume Op′(G) = 1 and O
p′(G) = G by Lemma 6.5. Since k(B)− `(B) = 2,
it follows from the proof of Lemma 6.8 that all non-identity p-elements are conjugate in G;
or that there are precisely two conjugacy classes of G which have non-identity p-elements
and CG(u) is p-nilpotent for every u ∈ D#.
If the first case occurs, then [46, Theorem A] and Lemma 2.3 imply that D is elementary
abelian. Hence we can assume that the second case occurs. Namely, there are precisely
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two conjugacy classes of G which have non-identity p-elements and CG(u) is p-nilpotent
for every u ∈ D#. Note that D is abelian by Lemma 6.9. Set E := NG(D)/CG(D). Hence
Burnside’s fusion theorem says that there are exactly three E-conjugacy classes of D, that
is dimF
(
(FD)E
)
= 3 where (FD)E := {a ∈ FD | y−1ay = a, ∀y ∈ E}. Now, by [56, Proof
of Theorem],
(p + p− 2)/(p− 1) ≤ LL
(
(FD)E
)
where p := exp(D)
since D is abelian. Clearly LL
(
(FD)E
)
≤ dimF
(
(FD)E
)
, so that
(p + p− 2)/(p− 1) ≤ 3.
So p+p−2 ≤ 3(p−1), and hence if  ≥ 2 then 0 < (p−1)2 = p2−2p+1 ≤ p−2p+1 ≤ 0,
a contradiction. Hence  = 1, which means that D is elementary abelian. 
Lemma 6.11. We can assume that Op′(G) = 1 and Op(G) = 1.
Proof. Since we deal with only the principal block of FG, the first assertion is trivial. Next,
set Q := Op(G), G¯ := G/Q, D¯ := D/Q and B¯ := B0(FG¯).
Assume Q 6= 1. It follows from [53, Lemma 5.8.6] that B dominates B¯ and that Irr(B¯) ⊆
Irr(B). Hence k(B¯) is 1, 2, 3 or 4. If k(B¯) = 1, then p 6 | |G¯|, and hence D = Q C G,
so that the assertion follows from Lemma 6.3. If k(B¯) = 4, then Irr(B¯) = Irr(B), which
means that Q ≤ ⋂χ∈Irr(B) kerχ = Op′(G), that is a contradiction since Q 6= 1.
Next suppose that k(B¯) = 2. Then |D¯| = 2 by [9, Theorem A], so that p = 2 and G¯
is 2-nilpotent by Burnside’s Theorem. Hence G is 2-solvable, which yields that G is of
2-length one since D is abelian by Lemma 6.9. Now, since O2′(G) = 1, D C G. Hence we
have a contradiction by Lemma 6.3.
Finally suppose that k(B¯) = 3. Then Theorem 3.1 yields that |D¯| = 3, so that p = 3.
Hence, by [47, Corollary 1.6], k0(B) = 3 since k(B) = 4. But this is a contradiction since
we know that D is abelian by Lemma 6.9 so that k(B) = k0(B) by [38]. 
Lemma 6.12. W can assume that G is a non-abelian simple group with an abelian Sylow
p-subgroup D of G.
Proof. By Lemmas 6.11 and 6.5, we can assume Op′(G) = 1 = Op(G) and G = O
p′(G).
Since D is abelian by Lemma 6.9, the same argument as the proof of Lemma 4.2(ii) yields
the assertion. 
Now we are ready to prove the main result of this section.
Proof of Theorem 6.1. First, assume that D is cyclic. Then [22] implies that 4 =
k(B) = `(B) + m = 2 + m, so that m = 2 where m is the multiplicity of the excep-
tional characters in B, which implies that |D| = 2·2 + 1 = 5, so we are done. Hence we
can assume that D is non-cyclic, so that d ≥ 2.
Assume p = 2. By Lemma 6.9, D is abelian. Let B := B0(F NG(D)). Then, by [26,
Theorem], k(B) = k(B) = 4 and `(B) = `(B) = 2. Thus, by Lemma 6.3, p = 5, a
contradiction.
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If p = 3, then [47, Corollary 1.6] implies that k0(B) = 3, so that k0(B) = 3 < 4 = k(B),
that is a contradiction by [38] since D is abelian by Lemma 6.9.
Hence p ≥ 5. By Lemmas 6.10 and 6.12, we can assume that G is a non-abelian simple
group with the non-cyclic elementary abelian Sylow p-subgroup D.
Then, just as in the proof of Lemma 4.2, it follows from Lemmas 6.3, 2.10, 2.9 and also
the CFSG that the assertion follows as before. 
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