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We examine the scaling with activity of the emergent length scales that control the nonequilib-
rium dynamics of an active nematic liquid crystal, using two popular hydrodynamic models that
have been employed in previous studies. In both models we find that the chaotic spatio-temporal
dynamics in the regime of fully developed active turbulence is controlled by a single active scale
determined by the balance of active and elastic stresses, regardless of whether the active stress
is extensile or contractile in nature. The observed scaling of the kinetic energy and enstropy with
activity is consistent with our single-length scale argument and simple dimensional analysis. Our
results provide a unified understanding of apparent discrepancies in the previous literature and
demonstrate that the essential physics is robust to the choice of model.
1 Introduction
Active systems are continuously driven out of equilibrium by en-
ergy injected at the local scale, resulting in collective motion at
the large scale. Examples include bacterial colonies, in vitro ex-
tracts of cytoskeletal filaments and associated motor proteins, and
monolayers of vibrated granular matter1. Much interest has re-
cently focused on active nematics - systems composed of active
units with head-tail symmetry that can order into states with ne-
matic liquid crystalline order, with the activity giving rise to a rich
variety of collective phenomena. These include spontaneous lam-
inar flow2–4, large density fluctuations5–7, pattern formation8,9,
spontaneous unbinding of topological defects10–13, and active
turbulence14–18.
Theoretical interest in active nematics has been fueled by the
observation of spontaneously flowing and turbulent states in
suspensions of microtubule-kinesin bundles confined at an oil-
water interface19–21. Other recent experimental realizations were
obtained by immersing living swimming bacteria (specifically,
E. coli) in a lyotropic liquid crystal22 and by plating dense layers
of fibroblasts on substrates23. Microtubule bundles and E. coli ex-
ert active extensile force dipoles on their surroundings, while the
fibroblasts exert contractile force dipoles. In both systems active
stresses couple to orientational order and induce flows and defect
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unbinding, with qualitatively similar non-equilibrium dynamics,
albeit on very different time scales.
All these experiments have indicated that the appearance of
spatio-temporal chaos in active nematics is accompanied by the
proliferation of topological defects, which may mediate the on-
set of turbulence even at negligible values of the Reynolds num-
ber11,14. In active fluids, distortions of the local orientational
order produce local shear flows that enhance the orientational
deformation, ultimately leading to the unbinding of defect pairs.
In nematics, these consist of pairs of ±1/2 disclinations - specific
distortions of the orientational order that are the signature of the
underlying broken symmetry. It was additionally shown11 that
the dynamics of topological defects in active systems depends on
the nature of the forcing, i.e., whether the force dipole is con-
tractile or extensile. This result provides a useful criterion for
inferring the nature of active forces in systems with nematic sym-
metry11,16,24.
In spite of much theoretical work, discrepancies still exist in the
literature over the nature of the characteristic length scales that
control the spontaneous proliferation and annihilation of topo-
logical defects, and the resulting dynamics in the so-called tur-
bulent state. In particular, the dependence of such length scales
on the strength of the active forcing, |α|, remains unclear. A re-
cent numerical study by Giomi17 examined the statistics of the
activity-driven turbulent phase in two-dimensional nematic films
by measuring the distribution of vortex sizes for a selection of
activities. This work provided evidence that the key physics is
determined by a single active length scale, `α , proportional to
|α|−1/2. In contrast, in a closely related work, but on a different
continuum model of a quasi-2D nematic, Thampi et al. performed
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a detailed study that measured several orientational and hydro-
dynamical correlation lengths, suggesting that the length scale of
structure in the fluid instead scales as |α|−1/4.
An important aim of this work is to provide a unified under-
standing of these previous, apparently conflicting reports. In or-
der to do so, we consider two different but related models of
active nematic liquid-crystal hydrodynamics that are commonly
used in the literature. The dynamics of these models is compared
using two independently developed numerical codes. By vary-
ing the key dimensionless parameters over several decades, we
obtain data to support the conjecture that, in both models, the
mean defect spacing in the regime of full developed active tur-
bulence is set by the length scale `α ∼ (K/|α|)1/2, defined by the
balance of active and elastic stresses. Here |α| is the magnitude
of the active stress (commonly referred to as the activity) and
K parametrizes the free energy penalty that results from spatial
variations in the director field1,3,4,13,17,25. We show that this re-
sult holds for both extensile and contractile systems, in both the
flow aligning and the flow tumbling regimes. This active length
scale also controls the onset of spontaneous laminar flow in an
active film, a phenomenon that has been referred to in the liter-
ature as the spontaneous flow instability2. Our study provides
the first explicit demonstration that distinct constitutive models
produce the same emergent length scale, i.e., they both produce
quantitatively consistent scaling relations. We also demonstrate
a regime of less highly developed turbulence in which a weaker
scaling `α ∼ |α|−1/4 appears consistent with our numerical data.
In many experimental realizations active nematics are confined
to quasi two-dimensional geometries, e.g., on the surface of lipid
vesicles20, in flattened water-in-oil droplets19, in thin-films26,
or squeezed between parallel glass plates22. It is worth noting
that the presence of confining walls (with no-slip boundary condi-
tions) in the last of these modifies hydrodynamic interactions be-
tween active particles27; of the above experiments, free-standing
films may then provide the closest experimental realisation of
our system. Clearly, in any numerical study, it is important to
define carefully the considered dimensionality. In what follows
we denote by D the number of dimensions in which the relevant
fields (nematic order parameter tensor, fluid velocity, etc.) are al-
lowed to vary; and separately by d the number of dimensions in
which the nematic director is allowed to develop non-zero com-
ponents. We shall perform two different studies. In the first we
take a strictly two-dimensional model of an active nematic sheet,
in which the order parameter tensor Q is allowed to develop non-
zero components only in the x−y directions (d = 2); and physical
quantities are likewise allowed to vary only in the x− y plane
(D = 2). In the second study we consider a three-dimensional
nematic (d = 3) but in which all quantities are nonetheless still
assumed to be spatially homogeneous in the direction of the layer
thickness (D = 2). In the latter case the director can in princi-
ple point out of the simulated plane, and indeed this effect has
been reported in a previous numerical study of active nematics in
a cylindrical capillary28. In that work confinement in the plane
of simulation plays an important role whereas our study delib-
erately focuses on the bulk dynamics where we do not observe
out-of-plane motion. Finally it we note that accurately resolv-
ing turbulent active hydrodynamics is computationally demand-
ing, especially when performing large sweeps of parameter space.
This necessarily restricts us to a 2D study, as is the case with many
other studies of active turbulence3,14,17.
The paper is structured as follows. In Section 2 we define the
equations of motion for both models, and outline the parameter
ranges that we explore for each. In Section 3, we define the ob-
servable length scales that can be used to characterize the fluid
structure, and discuss the physical reasoning behind their defi-
nition. The results of our study are presented in Section 4. In
Section 5 we provide a comparison with other works and offer
our conclusions.
2 Models
In D = 2 spatial dimensions we consider an incompressible uni-
axial active nematic liquid crystal with a director that can orient
in d dimensions, with d = 2,3 in our two respective studies. The
nematic orientational order is parametrized by a symmetric and
traceless tensor field Qi j = Sd2 (nin j−
δi j
d ), where S is the order pa-
rameter magnitude and the director n is a headless unit vector
that characterizes the direction of broken orientational symmetry.
The nematic is embedded in an incompressible fluid of constant
density, ρ, and constant viscosity, η . The fluid velocity field is de-
noted by v. The associated pressure field p is determined by the
incompressibility condition ∇ ·v= 0.
The equations of motion for an active nematic are derived from
the well-known hydrodynamic equations for a passive liquid-
crystal25
ρDtv= η∇2v−∇p+∇ ·ΣT , (1)
DtQ= 2[Q ·Ω]A+M(d)(D,Q)+ 1γH , (2)
where Dt = (∂t +v ·∇) is the material derivative and γ is a rota-
tional viscosity. Here D and Ω denote the symmetric and antisym-
metric parts of the rate of strain tensor (∇v)ij ≡ ∂ivj, respectively,
with Di j = 12
(
∂ivj +∂jvi
)
and Ωi j = 12
(
∂ivj−∂jvi
)
. For other ten-
sors the transpose, symmetric, antisymmetric and traceless parts
are denoted by the superscripts †, S, A and T , respectively. For
example, [B]A = 12
[
B−B†].
The relaxation dynamics of the alignment tensor in Eq. 2 is gov-
erned by the molecular field, H=−[ δFδQ ]ST , in which the Landau-
de Gennes free energy25, F =
∫
dV ( fb+ fd), is the sum of contri-
butions from a bulk free energy density
fb = GQ
{
A
2
Tr
[
Q2
]
+
B
3
Tr
[
Q3
]
+
C
4
Tr
[
Q2
]2}
, (3)
and the distortion free energy density
fd =
K
2
∂iQ jk∂iQ jk . (4)
Here GQ and K determine the bulk and distortion energy density
scales respectively. For simplicity we have adopted the one-elastic
constant approximation in the distortion free energy (Eq. 4).
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The tensor M(d)(B,Q) is defined for an arbitrary tensor B as
M(d)(B,Q) =
2
d
ξB+ξ{B ·Q+Q ·B− 2
d
ITr [Q ·B]}
−2ξQTr [Q ·B] , (5)
where
ξ =
Sd
(d−2)S+2λ . (6)
Here λ is the Leslie-Ericksen flow aligning parameter, which spec-
ifies how the nematic director responds to a shear flow: |λ | > 1
corresponds to flow-aligning nematics and |λ |< 1 corresponds to
the flow-tumbling regime. (See Appendix A.)
The stress tensor Σ in Eq. 1 is the sum of passive liquid-crystal
and active contributions, Σ = ΣQ + Σa. The passive part of the
stress tensor is given by
ΣQ = 2[Q ·H]A−M(d)(H,Q)−∇Q : δF
δ∇Q
. (7)
In an active nematic there is an additional active stress contribu-
tion that arises from the dipolar forces exerted by active particles
on their environment. This active stress is Σa = αQ, where α > 0
describes contractile stresses and α < 0 extensile stresses. In the
passive limit α → 0, the equations just described reduce to those
of a passive liquid-crystal.
So far, the model that we have presented encompasses both
of the numerical studies performed. We now outline the specific
choices for parameter values and dimensionality made in each
of the two numerical studies separately, and discuss how these
choices affects the form of the equations. The main difference
between the two variations will be the presence of higher order
coupling terms in Model II, both in the liquid-crystal stress and in
the coupling between orientational order and velocity gradients.
Model I (MI): This model describes a D = 2 dimensional ne-
matic sheet with a d = 2 dimensional nematic order parameter.
In this case the symmetric second rank tensor Q has only two
independent components and Tr[Q3] = 0 identically. In Model I
the mean-field free energy (Eq. 3) has coefficients A = 1−Γ2 and
C = Γ, where Γ is a dimensionless parameter that controls the
continuous transition from an isotropic to a nematic state, with
the transition occurring at Γ = 1. The second term in Eq. 5 is
also identically zero; the third term is of a higher order in Q and
can safely be neglected29, so that M(2)(B,Q) = ξB. We also ex-
clude the last term in Eq. 7 in Model I. We assume a constant
density ρ = 1 for which the Reynolds number Re = ρV `Q/η = 1,
where the velocity scale is V = `QGQ/η∗. We choose Γ = 2 such
that the system is deep in the nematic state, with S0 = 0.78. Ac-
cording to Eq. 6, the system will be in the flow-aligning regime
if |ξ | > 0.78 and in the flow-tumbling regime for |ξ | < 0.78. All
results shown below for Model I correspond to ξ = ±0.1 (flow-
tumbling regime). We also choose ξ > 0 for extensile systems
∗Note that the typical activity-induced velocity scale is in the range V = 1→ 10 (see
Fig. 5b or Eq. 19), meaning that the effective Reynolds number is in the range Re =
1→ 10. These values are still small enough to ensure that any turbulence is activity
driven (rather than inertial) in nature.
parameter description dimensions
α activity [σ ]
K Frank constant [σ ][L]2 (= 1 in MI)
GQ energy density scale [σ ] (= 1 in MI, MII)
γ rotational viscosity [σ ][T ] (= 1 in MII)
ξ alignment param. [1]
Γ IN control param. [1]
η solvent viscosity [σ ][T ] (= 1 in MI)
ρ solvent density [M][L]−d
Lx = Ly = L box size [L] (= 1 in MII)
Table 1 Summary of the various model parameters and their
dimensions. The choices for mass [M] (or equivalently stress
[σ ] = [M][L]d−2[T ]−2), length [L] and time [T ] in each model are also
indicated.
(α < 0) and ξ < 0 for contractile systems (α > 0) to guarantee
αξ < 0, a condition that is required in to observe the initial flow
instability in the ordered state13.
Model II (MII): This model considers a D= 2 dimensional layer
of nematic liquid crystal described by the full d = 3 Landau free
energy given in Eq. 3, thereby in principle allowing the director to
explore all d = 3 dimensions. However it still neglects all spatial
variations in the direction of the layer thickness, so taking D = 2
as noted above. In this case the free energy in Eq. 3 sets A= 1− Γ3 ,
B = −Γ and C = Γ, yielding a first order isotropic-nematic tran-
sition at Γ = 2.7. In the following we choose Γ = 3 which places
us at the spinodal stability limit of the isotropic phase and well
within the nematic state, with S0 = 0.6. According to Eq. 6, the
system will be in the flow-aligning regime for |ξ |> 0.6 and in the
flow-tumbling regime for |ξ |< 0.6. In all simulations using Model
II we have fixed ξ = 0.7, corresponding to a flow-aligning system.
We consider only extensile systems with this model, i.e., values of
α < 0. Finally, in MII we take the limit of zero Reynolds number
by setting ρ = 0.
The full list of nine parameters (for both models) is given in
Table 1. We are free to choose units of mass [M], length [L] and
time [T ], or equivalently of stress [σ ] = [M][L]d−2[T ]−2, length
[L] and time [T ], and we have noted in Table 1 which quanti-
ties we chose to set equal to unity in each of the two studies.
This leaves six dimensionless groupings that we summarize in
Table 2, three of which are fixed throughout. Therefore even
though we choose our units differently in the two different sim-
ulation studies, all results are presented and compared in a con-
sistent adimensional way between the two models. We choose
parameters that produce flow-tumbling behaviour in Model I and
flow-aligning in Model II. Note that due to differences in param-
eter selections, the linear instability thresholds in the two models
differ by a factor O(103) (αc/GQ = 0.3→ 0.4 in Model I13 and
αc/GQ = 4×10−5→ 4×10−4 in Model II30). Accordingly, the on-
set of the turbulent regime in each model is separated by a similar
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parameter description MI value MII value
varied parameters
α/GQ dimensionless activity 20→ 103 0.05→ 12.8
K
L2GQ
=
(
`Q
L
)2
ratio of micro- to
macroscopic length
scales
6.1×10−5 2×10−6→ 10−5
γ/η ratio of viscosities 10→ 40 0.567
fixed parameters
ξ alignment param. ±0.1 0.7
Γ IN control param. 2 3
Re = ρ`QVη Reynolds number 1 0
Table 2 Summary of the dimensionless parameters and their values in
both models. The velocity scale V = `QGQ/η in our units.
factor, requiring us to explore different ranges of dimensionless
activity, as noted in Table 2. In particular, in Model II we explore
the transition from small to large activities, whereas Model I fo-
cuses on larger activities still (i.e., deeper into the regime of fully
developed active turbulence).
2.1 Numerical details
In order to demonstrate the robustness of our results with respect
to numerical implementation, we use two independent codes
(one for each model). In each case we perform simulations in a
square box of side L with biperiodic boundary conditions. The Q
dynamics in Model I is time-integrated numerically on a square
grid of 1282 points using a fourth order Runge-Kutta method,
with a timestep ∆t = 10−3. Gradients of Q are computed using
a finite difference scheme. In Model II Q is integrated numeri-
cally using a Euler time-stepping scheme of timestep in the range
∆t = 10−4→ 10−2 on a grid of 2562→ 20482 points (dependent on
the magnitude of activity) and gradients of Q are treated using a
semi-implicit Fourier method. In Model II, the velocities are de-
termined instantaneously from the force balance equation, which
we solve in Fourier space using a stream function formulation.
In Model I, we integrate the Navier-Stokes equation (Eq. 1) with
the same scheme used for the order parameter equation to ob-
tain the velocity at every time step. We have verified that our re-
sults are quantitatively unchanged upon decreasing the timestep
or grid spacing. Both simulations were initialised with a uniform
director field orientated within the x− y plane, subject to a small
sinusoidal perturbation of magnitude ∼ 10−5.
3 Characteristic length scales
Irrespective of the specific details of the model used, we expect
the resulting dynamics of the active nematic to be controlled by
the interplay of key length- and time scales that govern the basic
physics.
3.1 Model length scales
An inspection of the hydrodynamic equations and model geom-
etry reveals three underlying length scales. The first is simply
the system size L. The second arises from balancing the bulk
and elastic-distortion free energy terms in Eqs. 3 and 4, to obtain
the equilibrium nematic persistence length, which deep in the ne-
matic state is given by †
`Q =
√
K
GQ
. (8)
This is the length scale over which spatial correlations in the ne-
matic field decay deep in the nematic phase, where it is propor-
tional to the defect core radius. The third lengthscale arises by
balancing the elastic stress ∼ K/`2 associated with a deformation
over a length ` with the active stress scale ∼ |α|, to give the active
length scale
`α =
√
K
|α| . (9)
To guarantee that any physics on these lengthscales `Q, `α is not
contaminated by finite size effects, we focus on the regime in
which `Q L and `α  L.
Alternatively, from a dynamical viewpoint one might consider
the system to be controlled by two timescales: the passive struc-
tural relaxation time τp = γ`2/K, which controls the relaxation
of a distortion to the nematic order on a length scale `, and the
active time scale τα = η/|α|, which controls the relative rates of
injection of active stresses and stress decay via viscous dissipation.
The length scale that results when these timescales are equated is
then
`τ =
√
Kη
αγ
= `α
√
η
γ
. (10)
3.2 Emergent length scales
The length scales discussed above were motivated by simple di-
mensional analysis of the model parameters and flow geometry.
In our numerical simulations, we find that (for a high enough
level of activity) an initially homogeneous state gives way to a
spatio-temporally complicated state with defects in the nematic
director field, and associated local flows in the velocity field, as
found earlier by several authors11,14 and shown in the snapshots
of Figs. 2 and 3. An important aim of the present work is to
elucidate how the length scales associated with these emergent
structures depend on the underlying model length scales just dis-
cussed. We denote these emergent length scales by the common
symbol `∗, but in fact there are multiple possible scales that we
might choose to characterize the spatio-temporal dynamics, as we
now describe.
• Mean defect separation `d: We define the mean defect sep-
aration
`d = 1/
√
nd , (11)
where nd is the areal density of defects, calculated by adapt-
ing the defect tracking method of Ref.31.
• Director correlation length `θ : The normalised director
† In Model I the isotropic-nematic transition is continuous and the equilibrium ne-
matic correlation length given by `Q =
√
K/|A| =√2K/|GQ(1−Γ)| diverges at the
transition. Deep in the nematic state where Γ 1 we can approximate `Q ∼
√
K/GQ.
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Fig. 1 Nematic correlation function Cθ defined in Eq. 12 obtained from
Model II for an extensile system in the regime of spatio-temporally
chaotic behavior for (`Q/L)2 = 5×10−6 and activities in the range
α/GQ =−0.4 (red) to −12.8 (blue). Inset: Unscaled data, demonstrating
our definition Cθ (`θ ) = 1/2. Main: the same data collapse onto a single
curve when rescaled by the active length `α .
correlation function defined as
Cθ (R) =
2〈n(R) ·n(0)〉−1
2〈n(0) ·n(0)〉−1 . (12)
This characterizes the probability that two director orienta-
tions a distance R apart are the same (respecting the fact that
n→ −n are equivalent for a nematic). Here and through-
out, the angular brackets 〈·〉 indicate an average over space
and time. We then choose `θ to be the length at which
Cθ (`θ ) = 1/2, as in Fig. 1 (inset).
• Velocity correlation length `v: Analogously, the velocity
correlation function,
Cv(R) =
〈v(R) ·v(0)〉
〈v(0) ·v(0)〉 , (13)
defines the velocity correlation length `v according to
Cv(`v) = 1/2.
• Vorticity correlation length `Ω: Finally, we define the cor-
relation function for the local vorticity, Ω= ∂xvy−∂yvx, as
CΩ(R) =
〈Ω(R)Ω(0)〉
〈Ω(0)Ω(0)〉 , (14)
and define the vorticity correlation length `Ω byCΩ(`Ω)= 1/2.
3.3 Scaling hypothesis
Simple dimensional analysis based on the model length scales dis-
cussed in Sec. 3.1 suggests that the length scales `∗ of Sec. 3.2
characterizing the emergent structures in the fluid (whether
`d , `θ , `v or `Ω) should obey a simple scaling relation of the form
`∗
`Q
= F∗
(
`α
`Q
,
L
`Q
)
, (15)
where F∗ is a general scaling function.
Previous simulation studies3,15,17,30,32 have shown that all
characteristic length scales, denoted generically by `∗, decrease
with increasing activity |α|. At low activity, typically just a few de-
fects are seen in the simulation box, as in the snapshots in Figs. 2c
and 3b. At higher activity one obtains a state of fully devel-
oped turbulence with a much higher density of defects (Figs. 2d
and 3c). In this highly turbulent regime we expect the emergent
length scale `∗ to become much smaller than, and therefore in-
dependent of, the system size L. The above scaling form is then
accordingly expected to reduce to
`∗
`Q
= F∗
(
`α
`Q
)
. (16)
In our simulations all scaling law measurements are taken safely
within this regime of fully developed turbulence, such that the
emergent length scales are free of finite size effects. We also
explicitly demonstrate that finite-size effects indeed return when
`α/L is no longer small, as illustrated by the snapshot of Fig. 2c.
It is also worth noting that at extremely large activities the
defect density could in principle become so large that the de-
fect spacing approaches the microscopic length scale `Q. In this
regime we would expect `∗ to be unable to decrease further upon
any additional increase in activity, and so to saturate. How-
ever our simulations do not reach this limit and the inequality
`Q < `
∗ < L is always respected.
3.4 Form of the scaling function
Having proposed the existence of a scaling function in Eqn. 16,
we now consider possible specific forms for this functional de-
pendence of `∗ on the model parameters. Conflicting scaling laws
for `∗ have been proposed in the existing literature15–17. While
all of these studies agree that `∗ ∝ K1/2 ∝ `Q, there remains an
apparent discrepancy over the scaling of `∗ with the activity.
Using Model II, Thampi et al.15,16 have proposed that `∗ ∝
α−1/4, which would correspond to F∗ in Eqn. 16 having a square
root dependence on its first argument. In contrast, using Model
I, Giomi17 suggested the relation `∗ ∝ α−1/2, which would cor-
respond to a linear dependence of F∗ on its first argument. A
possible origin of this discrepancy is the differing dimensionality
of the order parameter Q between the two studies: while both
have D= 2, Refs.15,16 had d = 3, whereas Ref.17 had d = 2. This
motivates us to compare numerical results for both d = 2,3 within
a single study. However our results below will rule out differ-
ences in d as a source of discrepancy. Another potential reason
could be that the two studies in fact explored different parame-
ter regimes given the high dimensionality of the parameter space
in these models. Therefore in order to ascertain the generality
of these scaling laws, we systematically explore wide ranges for
the three relevant adimensional parameters
(
α/GQ, `Q/L,γ/η
)
for both models. Our results will show that both forms suggested
by the earlier studies can indeed apply, each in a different regime:
one in the regime of fully developed active turbulence, the other
when the system size plays a non-trivial role.
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Fig. 2 Results from Model II for the nematic correlation length `θ (empty symbols) and defect spacing `d (filled symbols) as functions of the
dimensionless activity |α|/GQ for an extensile nematic (α < 0). (a) Lengthscales vs |α| for various values of the microscopic correlation length:
(`Q/L)2 = 2×10−6 (red circles), 5×10−6 (green squares), and 1×10−5 (blue triangles). The remaining parameter values are given in Table 2. At small
activity we see saturation due to finite size effects. (b) The curves collapse when `θ and `d are rescaled by `Q. In both frames the black dashed lines
show (|α|/GQ)−1/2. In Fig. 2a we also mark the power law (|α|/GQ)−1/4 obtained by Thampi et al. as a purple dot-dashed line. (c,d) Representative
snapshots of (nxny)2 for (c) |α|/GQ = 0.1 and (d) |α|/GQ = 6.4. We set (`Q/L)2 = 1×10−5 in both snapshots. Defects of topological charge ±1/2 are
identified by green dots (+) and red squares (-). For videos see supplementary material.
4 Results
We now present the results of our simulations. We focus on the
regime of fully developed turbulence, corresponding to activity
large enough to avoid finite system-size effects (`α < L) and yet
small enough to avoid saturation of the defect spacing at the mi-
croscopic length (`d > `Q). We systematically explore the func-
tional dependence of the emergent correlation lengths defined in
Section 3.2 on the model parameters. Specifically in Model I we
vary the activity, α/GQ, and viscosity ratio, γ/η , keeping all other
parameters fixed to the values in Table 2. In Model II we vary
the activity α/GQ and the nematic persistence length `Q/L, with
all other parameters fixed to the values in Table 2. We will show
that in the region of fully developed active turbulence all of the
emergent length scales defined above scale with the active length
`α ∼ |α|−1/2, in both models. We will additionally demonstrate
that a weaker exponent might be obtained in the regime of less
well developed turbulence, where the typical size of the emergent
structures is an appreciable fraction of the box size.
4.1 Correlation lengths
In this section, we present our results for the correlation lengths
defined in Sec. 3.2. Our main focus will be on an extensile ne-
matic, corresponding to α < 0. We shall briefly discuss the con-
tractile case at the end of this section.
4.1.1 Extensile active matter
Orientational correlations. We begin by considering correlations
in the nematic order parameter Q. Figs. 2a and 3a shows the di-
rector correlation length `θ and the defect spacing `d as obtained
from Model II and Model I, respectively. For sufficiently large ac-
tivity α, we find that in both models both lengths obey a clear
scaling law `d , `θ ∼
(
α/GQ
)−1/2 (black dashed lines). Note that
the defect spacing correlation length `d is consistently larger than
`θ by a factor ∼ 2− 3. This is to be expected as correlations at
the halfway point between two defects (`d/2) should be similar
to those at `θ .
At smaller activities (i.e., for |α|/GQ . 1) the data obtained
with Model II show a saturation in the power law (leftmost data
points in Fig. 2a). This can be attributed to that fact that the
length scale of nematic structure now spans an appreciable frac-
tion of the system size, as seen in the snapshots of Fig. 2c. It is
possible that fitting a power law in this saturation regime could
result in a less negative exponent than the −1/2 found in the
regime of fully developed turbulence. Indeed we find that the
scaling |α|−1/4 suggested by Thampi et al. (purple dashed dotted
line in Fig. 2a) matches our data reasonably well in this regime.
The data in Fig. 2a also suggests that both `d and `θ scale lin-
early with `Q. We verify this scaling explicitly in Fig. 2b by plot-
ting `d/`Q and `θ/`Q against activity. The data for various values
of `Q collapse neatly onto a single curve, demonstrating a clear
linear relation between both correlation lengths and `Q.
The data obtained with Model I shown in Fig. 3a focus on large
activities and verify that in this regime the scaling of both `d and
`θ with
(|α|/GQ)−1/2 holds regardless of the model used. (They
do not probe the saturation with system size seen at lower activi-
ties in Model II.) Data obtained for different values of the viscosity
ratio γ/η can be collapsed when plotted as shown in Fig. 3b, sug-
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Fig. 3 Results from Model I for the nematic correlation length `θ (empty
symbols) and defect spacing `d (filled symbols) as functions of the
dimensionless activity |α|γ/GQη for an extensile nematic (α < 0). (a)
Length scales vs |α| for various values of the viscosity ratio: γ/η = 10
(red circles), 20 (green squares), 30 (blue triangles), and 40 (magenta
diamonds). The values of the other parameters are given in Table 2.
The black dashed lines denote a slope of −1/2. (b,c) Representative
snapshots of the alignment tensor for η/γ = 20 in (b) the low activity
regime (|α|/GQ = 20) with low defect density and (c) the high activity
regime (|α|/GQ = 100) with high defect density. The color scale
represents the magnitude S of the order parameter and the black lines
denote the local orientation of the director field. Topological defects with
charge ±1/2 are shown as green dots (+) and red squares (-).
gesting `∗/`Q ∼ `τ/`Q =
[|α|γ/(GQη)]−1/2, although the range of
variation of the viscosity ratio is not sufficient to provide convinc-
ing evidence of scaling.
Taken together, the data obtained with the two models tests
the functional dependence of the two nematic correlation lengths
with respect to activity and the nematic persistence length `Q.
Once free of the system size, we find that both obey `∗/`Q ∼
`α/`Q. Consistent with this scaling, replotting in Fig. 1 (main)
the full director correlation function as a function of the rescaled
coordinate R/`α gives good data collapse. Additionally, the data
obtained with Model I suggest a scaling `∗/`Q ∼ (`α/`Q)
√
γ/η ,
but a larger range of γ values would be needed to verify this.
Next we demonstrate that the same scaling form is observed for
correlations lengths associated with the velocity field v.
Velocity and vorticity correlation lengths. Using data obtained
with Model I, we explore the dependence of the velocity correla-
tion length `v and the vorticity correlation length `Ω (as defined
in Section 3.2) on activity. In light of the results of the previous
section, we directly plot both these lengths against the rescaled
activity |α|γ/GQη (see Fig. 4a). As shown previously for the ori-
entation correlation lengths, we again observe that both `v and
`Ω scale as ∼
(|α|γ/GQη)−1/2, with all data sets falling approxi-
mately on a single curve. We stress that this behavior is different
from that reported in Ref.15, where it was argued that `v does not
depend on activity, while `Ω scale as α−1/4.
4.1.2 Contractile active matter.
So far we have presented data for extensile systems, correspond-
ing to α < 0. However many examples of contractile active mat-
ter are found in nature, e.g., suspensions of Chlamydomonas al-
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Fig. 4 Velocity (`v, filled symbols) and vorticity (`Ω, empty symbols)
correlation lengths, normalized by `Q for (a) an extensile (α < 0) and (b)
a contractile (α > 0) system. We explore several values of the viscosity
ratio: γ/η = 10 (red circles), 20 (green squares), 30 (blue triangles), and
40 (magenta diamonds). Frame (c) shows the defect spacing `d (filled
symbols) and the director correlation length `θ (empty symbols) for a
contractile (α > 0) active nematic as a function of αγ/GQη for the same
set of values of γ/η . All lengths scale as (αγ/GQη)−1/2. The black
dashed lines represent a slope of −1/2.
gae33, or cytoskeletal actomyosin networks34. Therefore in or-
der to further demonstrate the generality of our results, we now
briefly consider the contractile case (α > 0). Since the linear in-
stability of the homogeneous state requires requires αξ < 013, for
contractile systems we use ξ →−ξ = −0.1. Our data, shown in
Figs. 4(b,c), support the idea that the defect spacing (`d), direc-
tor correlation length (`θ ), velocity (`v) and vorticity (`Ω) cor-
relation lengths are all controlled by a single active length scale
`α ∼ |α|−1/2. We caution, however, that the mapping of rod-like
extensile (ξ > 0,α < 0) onto disc-like contractile (ξ < 0,α > 0)
only holds at the linear instability level; the full non-linear dy-
namics may be subject to additional instabilities depending on
the specific parameter values. While we do not expect that this
would significantly change the scaling behaviour, we defer a full
study of these effects to future work.
4.2 Kinetic energy and enstrophy
The above scaling relations were obtained using the correlation
functions defined in Section 3, which are normalised so that each
function, e.g., Cv(R), approaches unity as the separation distance
R→ 0. (See Fig. 1.) The normalization constants themselves,
however, (i.e., the denominators in Eqs. 13 and 14) also provide
useful information as they are directly proportional to the mean
kinetic energy and enstrophy of the system, given by
Ek =
1
2
v2rms =
1
2
〈v(r) ·v(r)〉 , (17)
Es =
1
2
Ω2rms =
1
2
〈Ω(r)Ω(r)〉 , (18)
where the angular brackets 〈·〉 again denote an average over space
and time. These quantities can be obtained experimentally, for in-
stance by using particle image velocity (PIV) to quantify the flow
fields of active liquids, as done by Dunkel et al.35 in suspensions
of extensile B. subtilis bacteria. We now use our earlier findings
to motivate the expected scaling relation of these flow properties
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Fig. 5 Scaling of kinetic energy (frames (a) and (c)) and enstrophy (frames (b) and (d)) with activity for both Models I and II. The left figure displays
the results obtained from Model 1 by varying the viscosity ratio γ/η as shown. The right figure displays the results obtained from Model II by varying
the nematic correlation length `Q/L. The inset of frame (d) shows the scaling collapse of the kinetic energy when plotting v2rms/`2Q against activity. In
frame (d), data is shown for two numerical resolutions: dashed lines for N = 1024, and solid lines for N = 2048.
with activity, and then verify our predictions with further numer-
ical data from both models.
Using simple dimensional analysis, the characteristic velocity
of activity-induced shear flows associated with distortion of the
local nematic order over a length scale `∗ can be obtained from
the force balance condition (Eq. 1) as
v∼ |α|`∗/η . (19)
Our results indicate that for sufficiently large values of activity the
physics is controlled by a single active length scale `∗, with `∗ ∼
|α|−1/2. Using this in Eq. 19, we find v∼ |α|1/2 and < v2rms >∼ |α|.
The scaling of the vorticity can be estimated as ω ∼ v/`∗, which
gives an enstrophy Ω2rms ∼ |α|2.
This scaling is consistent with the findings of Ref.17 in which
the author examined the typical size of vortex structures in the
regime of spatio-temporal chaotic dynamics using what we refer
to here as Model I and found that both the vortex size and the
defect spacing appear to scale with the active lengthscale `α . Fur-
ther evidence for this scaling can be found in the experiments
of Ref.35, which found that Ω2rms = v2rms/(`∗)
2 where `∗ is the
characteristic vortex size: assuming that `∗ ∼ `α , this implies that
Ω2rms ∼ |α|v2rms as we have argued above. Our proposed scaling is
not, however, in agreement with the findings of Ref.14,16. In those
studies it was found that v2rms ∼ |α|2 and Ω2rms ∼ |α|2, a result that
cannot seemingly be reconciled with the simple assumption that
Ω∼ v/`α .
In order to appraise these conflicting scaling laws, we perform
simulations with both Model I and Model II and measure the ki-
netic energy (v2rms, see Figs. 5a, b) and enstrophy (Ω2rms, Figs. 5c,
d). The data from both models clearly obey our expected scaling
laws v2rms ∼ |α| and Ω2rms ∼ |α|2 (black dashed lines). With Model I
our choice of units means that increasing the rotational viscosity γ
is equivalent to reducing the solvent viscosity η . Our dimensional
analysis in Eq. 19 suggests that increasing γ/η should increase the
characteristic velocity. We indeed observe this trend in our data in
Figs. 4b, although simulations over a larger range of γ/η would
be required to determine the exact scaling. By the same analysis,
we also expect that v2rms should be proportional to `
2
Q for fixed
GQ, since v2rms ∼ (α`∗/η)2 ∼ (|α|GQ/η2)`2Q. Our data from Model
II explores several values of `Q, and plotting v2rms/`
2
Q against ac-
tivity indeed leads to a reasonable curve collapse (Fig. 5d inset).
Consistent with the findings of Giomi17, we observe no appre-
ciable dependence of Ω2rms on `Q. This follows again from the
scaling, Ω2rms ∼ v2rms/`∗2 ∼ (α/η)2.
5 Discussion
Using two distinct continuum models that have been studied ex-
tensively within the literature, we have performed a detailed nu-
merical study of an active nematic to examine the scaling with
activity of a number of structural and hydrodynamic correlation
lengths, including the mean defect spacing. Our findings are con-
sistent with the suggestion first put forward in Ref.17 that in the
regime of fully developed active turbulence defect proliferation,
and the associated turbulent-like dynamics of the active nematic,
are controlled by a single length scale `α ∼ |α|−1/2. This is also
the length scale that controls the onset of spontaneous flow insta-
bility of active films2,3,36. Our numerical data from both models
show that all measures of correlation length considered scale with
this length scale, for both extensile and contractile systems.
Two caveats must, however, be applied. First, for extremely
large activities (i.e., `α ∼ `Q) activity-induced deformations below
the nematic persistence length `Q are expected to be suppressed.
Secondly, at low activities, structures can form that span the sys-
tem size, and correlation lengths will correspondingly saturate,
(i.e., `α ∼ O(L)). We have explicitly demonstrated this system-
size saturation in our simulations, a result that reconciles the ap-
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parently conflicting power law exponents previously reported in
the literature.
Finally, to further support our findings, we have calculated
the average kinetic energy and average enstrophy of the system,
quantities that are readily obtainable from experiment. Our nu-
merical results show that the scaling of these quantities with ac-
tivity is consistent with a simple dimensional analysis based on
the assumption that the physics is controlled by the single length
scale `α .
Our results show that the key scaling relations hold for both
strictly 2D and quasi-2D models. Encouragingly, this implies that
such models capture the dynamics of active nematics in a generic
way, i.e., independent of the specifics of the model. How our
results would compare with the equivalent fully-3D simulation of
an active nematic remains an interesting open question.
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A Flow-aligning Parameter
We include here a comparison between the tumbling parameter
ξ used here and the Leslie-Erickson (LE) tumbling parameter λ
(where |λ | > 1 corresponds to flow-aligning regime and |λ | < 1
corresponds to flow-tumbling regime). This comparison is pre-
sented in Appendix B of Ref.3 for the case d = 3, but to our knowl-
edge has not been displayed before for the case d = 2.
In d dimensions the nematic tensor Qi j of a uniaxial nematic
can be written as
Qi j =
d
(I/∆I)
S(nin j− 1d δi j) , (20)
where I and ∆I are the sum and difference, respectively of the
two principal values of the moment of inertia tensor of uniaxial
nematogens. In our case we use I/∆I = 2 that corresponds to
needle-like molecules37.
We write the dynamical equation for the alignment tensor in d
dimension using the notation of Olmsted29,
DQi j
Dt
=ΩikQk j−QikΩk j+β1Di j+
1
β2
Hi j
+β5{QikDk j+DikQk j−
2
d
δi jD : Q}
+β6{QikHk j+HikQk j−
2
d
δi jH : Q},
(21)
where β1, β2, β5 and β6 are parameters that couple order and
flow.
Substituting the expression given in Eq. 20 for the alignment
tensor into the dynamical equation Eq. 21, and assuming S to be
constant, we obtain an equation for the director,
n˙i = (Ω× nˆ)i+
[
(I/∆I)2
2β2(dS)2
+
(1− 2d )(I/∆I)β6
2dS
]
hi
+
[
(I/∆I)β1
dS
+
(
1− 2
d
)
β5
]
n jDi j.
(22)
Comparing Eq. 22 to the Leslie-Erickson equation29,
n˙i = (Ω× nˆ)i+ 1γ1 hi+λn jDi j, (23)
we identify the correspondence between the Olmsted coefficients
βi and the Leslie-Erickson coefficients as
Sλ =
(I/∆I)
d
β1 +
(d−2)
d
β5S+O(S2), (24)
S2
γ1
=
(I/∆I)2
2β2d2
+
(1− 2d )(I/∆I)
2d
β6S+O(S2). (25)
Using I/∆I = 2 in Eq. 24, we obtain
λ =
2
d
β1
S
+
(d−2)
d
β5. (26)
Finally, for the case β1 = β5 = ξ , we find
ξ =
{
λS for d = 2
3S
S+2λ for d = 3
(27)
The d = 3 case was previously reported in Ref.3.
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