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ABSTRACT  
   
 Deoxyribonucleic acid (DNA) has emerged as an excellent molecular building 
block for nanoconstruction in addition to its biological role of preserving genetic 
information. Its unique features such as predictable conformation and programmable 
intra- and inter-molecular Watson-Crick base pairing interactions make it a remarkable 
engineering material. A variety of convenient design rules and reliable assembly methods 
have been developed to engineer DNA nanostructures. The ability to create designer 
DNA architectures with accurate spatial control has allowed researchers to explore novel 
applications in directed material assembly, structural biology, biocatalysis, DNA 
computing, nano-robotics, disease diagnosis, and drug delivery.  
 This dissertation focuses on developing the structural design rules for “static” 
DNA nano-architectures with increasing complexity. By using a modular self-assembly 
method, Archimedean tilings were achieved by association of different DNA motifs with 
designed arm lengths and inter-tile sticky end interactions. By employing DNA origami 
method, a new set of design rules was created to allow the scaffolds to travel in arbitrary 
directions in a designed geometry without local symmetry restrictions. Sophisticated 
wireframe structures of higher-order complexity were designed and constructed 
successfully.  This dissertation also presents the use of “dynamic” DNA nanotechnology 
to construct DNA origami nanostructures with programmed reconfigurations.   
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CHAPTER 1 
INTRODUCTION 
Adapted with permission from Zhang, F.; Nangreave, J.; Liu, Y.; Yan, H. Structural 
DNA Nanotechnology: State of the Art and Future Perspective, J. Am. Chem. Soc., 2014, 
136, 11198–11211. Copyright 2014 American Chemical Society. 
 
1.1 Introduction of DNA nanotechnology 
 Self-assembly is a remarkable process by which chemical systems composed of 
non-living components are organized into living, biological systems. Nature 
accomplishes this incredible feat by adding information to matter and by guiding the self-
assembly process to create functional structures. As the basic units of life, living cells are 
the epitome of molecular sophistication, with a multitude of components and systems that 
interact to perform thousands of routine functions like creating and using energy, 
synthesizing nucleic acids and proteins, and responding to environmental cues. The 
components of a cell range in size from individual atoms and molecules, to globular 
nanoscale objects, to even larger highly ordered structures such as microtubules. 
Nanotechnology is a field in which researchers manipulate matter on the same scale, 
operating in the window between molecular and macroscopic worlds, a window that is 
ideally suited for information storage, processing, and transmission.  
Humanity has a long history of looking to nature for inspiration, from prehistoric 
times when early humans mimicked the hunting techniques of other animals, to Leonardo 
daVinci’s 15th century sketches of flying machines based on bird flight, to today’s 
scientists and engineers who are attempting to engineer cell like structures and machines. 
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With the exponential advances in science and technology that have occurred over the past 
few decades, scientists are getting closer to engineering bio-inspired components that can 
communicate, regulate and actuate in artificial molecular networks. Toward this goal, 
information coding polymers such as DNA, RNA and proteins are ideal building blocks 
in the assembly of designer nano-architectures. This introduction will concentrate on the 
most recent and inspiring advances in structural DNA nanotechnology. An outlook of the 
future of this rapidly expanding field is presented in Chapter 6. More comprehensive 
reviews that provide very detailed descriptions of the state of the art in this field can be 
found elsewhere in the literature1-5. 
 
1.2 Structural DNA construction 
DNA, nature’s molecule of choice for storing and transmitting genetic 
information, is an excellent nanoscale building block because of its specific three-
dimensional (3D) conformation, chemical addressability, and predictable Watson-Crick 
base pairing. Structural DNA nanotechnology, derived from Seeman’s innovative 
proposal that DNA could be used as a physical material for the self-assembly of 
nanoscale structures6 (Figure 1.1), has developed with astounding speed over the past 30 
years. The most significant underlying concept is the application of immobile, branched 
DNA junctions, together with sequence specific sticky end associations, to create self-
assembling arrays, objects and devices (Figure 1.1A).  
Over the past several decades, researchers have established a collection of 
convenient methods to construct DNA nanostructures that exhibit significant geometric 
and topological complexity. Designing and predicting the three dimensional (3D) 
  3 
conformation of these nanostructures is now routine thanks to several user-friendly 
software interfaces that have been developed7-12. A number of two-dimensional and 
three-dimensional lattices assembled from small, repeating DNA nanostructure motifs 
were produced13-20 (Figure 1.1C), and several discrete polyhedral objects were 
constructed from fixed numbers of DNA junction motifs21-27 (Figure 1.1D). In 2009, 
Seeman’s group was the first to assemble 3D DNA crystals from deliberately designed 
sticky-end connections (Figure 1.1C, right), rather than through simple, non-specific base 
stacking16. They used self-assembling tensegrity triangle motifs to create 3D crystals with 
various unit dimensions. This work represents a milestone in fulfilling Seeman’s initial 
vision of using 3D DNA lattices as hosts to organize guest protein molecules and 
facilitate protein crystallography6 (Figure 1.1B). Several researchers encoded algorithms 
into DNA nanostructure components to direct the assembly of particular 2D lattice arrays 
and had some initial success28-29 (Figure 1.1E); however, scaling up algorithmic assembly 
to realize more complex patterns remains a challenge, mainly because of the errors that 
accumulate during assembly. If error correction mechanisms30-31 could be implemented, it 
would represent a ground-breaking advance in this field. 
In 2006, the emergence of DNA-origami32 transformed the landscape of DNA 
nanotechnology. The DNA origami method uses a number of short single stranded DNA 
(ssDNA) oligonucleotides to direct the folding path of a long ssDNA ‘scaffold’ strand. 
Rothemund used genomic ssDNA from the M13 phage as the scaffold strand (7249 
nucleotides), and designed a set of short “staple” strands to selectively bind to distant 
regions of the scaffold and fold it into a pre-designed shape. This assembly method 
results in near-quantitative yield for most 2D designs (Figure 1.1F), even with unpurified 
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staples. Several groups successfully extended DNA origami fabrication to 3D33-36, and to 
the assembly of twisted37 and curved38 3D objects (Figure 1.1F). Other research groups 
have focused their attention on scaling up DNA origami using the following methods: 
edge-to-edge base stacking interactions between individual origami units39, sequence 
specific sticky end cohesion between individual units40, “super origami”41 and use of 
longer scaffold for origami construction42-43.  
More recently, Yin and coworkers synthesized a variety of 1D51, 2D45 and 3D46 
DNA nanostructures from single stranded DNA tiles (SSTs). The platform that they 
developed is based on a series of interlocking local connections between SSTs. 
Collections of SSTs form 2D sheet or 3D block canvases that can be selectively engraved 
to create different shapes and patterns, by simply including or omitting specific SSTs 
(Figure 1.1G).   
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Figure 1.1 Structural foundations of structural DNA nanotechnology. (A & B) Seeman’s 
original proposals to use immobile DNA junctions to create self-assembling  arrays6, and  
self-assembled 3D DNA lattices as scaffolds to organize macromolecules into crystalline 
lattices6. (C) Representative examples of DNA nanostructure motifs used to create 
periodic 2D arrays and 3D crystal (top: helical structure of the motif; bottom: AFM 
images of the assembled 2D arrays and optical image of the 3D crystal). From left to 
right: double-crossover DNA tile13, 4 by 4 DNA tile14 and 6 by 4 DNA tile15. And 3D 
crystal16. (D) Representative examples of polyhedral DNA nanostructures. From left to 
right: molecular models of a DNA cube21,  DNA tetrahedron22,   DNA dodecahedron23 
and DNA biprism24. (E) Representative examples of algorithmic self-assembly based on 
double-crossover tiles: Sierpinski triangles28 (left) and binary counter29 (right). (F) 
Representative examples of DNA origami nanostructures (top: schematic drawings of the 
structures; bottom: corresponding AFM or TEM images). From left to right: a 2D DNA 
origami smiley face32, a 3D DNA origami in the shape of a gear37, a curved single layer 
3D origami in the shape of a vase38 and a DNA origami gridiron44. (G) Complex 
nanostructures produced using the single stranded DNA tile strategy45,46. Figures 
reproduced with permission from: (C) ref. 13, 1998 NPG, ref. 14, 2003 AAAS, ref. 15, 
2006 ACS, ref. 16, 2009 NPG; (E) ref. 28, courtesy of P. Rothemund, ref. 29, 2005 ACS; 
(F) ref. 32, 2006 NPG, ref. 37, 2009 AAAS, ref. 38, 2011 AAAS, ref. 113, 2013 AAAS; 
(G) ref. 45, 2012 NPG, ref. 46, 2012 AAAS.  
 
 
Figure 1.2 Representative dynamic DNA nanostructures. (A) A DNA tweezer based on 
DNA strand displacement technique47. (B) A autonomous DNA walker catalyzed by 
meta-stable DNA hairpin fuel48. (C) Movement of DNA spider on a prescribed 
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landscape49. (D) A DNA assembly line: DNA walker will transport gold nanoparticles to 
different product formation station with instructions from DNA strand displacement50.  
 
 
1.3 Dynamic DNA nanodevices 
Natural biological devices are designed to operate in dynamic conditions, 
responding to subtle biological cues to realize their functions. The structural properties of 
DNA that allow it to serve as a versatile construction material have been exploited to 
create dynamic nanodevices (Figure 1.2A) ranging from small switchable structures47, 52-
56
 and reconfigurable systems57-62, to structures that display complex movements such as 
rolling63, rotating64 and walking48-49, 65-66.  
Protein molecular motors transform chemical energy into mechanical energy to 
facilitate a variety of biological functions from cell division, transport, and motility, to 
enzymatic activity. DNA nanotechnologists have long envisioned programming DNA 
walker molecules to mimic the ability of natural motor proteins to walk along 
intracellular tracks and achieve controlled motion. Imparting directionality to DNA 
walkers could be realized by means of successive addition of DNA fuels, by coordinating 
conformational changes between different components of the walker, by leading the 
walker through selective track modifications, or by pairing their motion to unidirectional 
reaction cycles. Researchers have already demonstrated unidirectional motion by DNA 
walkers through prescribed tracks48, 67 and landscapes49 (Figure 1.2B&C). Based on this 
technology, it is possible to develop walkers that are programmed to travel a certain path 
by encoding the directions into the nucleotide sequences of the walker itself, and into the 
corresponding landscape. For example, Seeman's group reported a DNA-based robot that 
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manufactured structures on a nanoscale assembly line50 (Figure 1.2D). Their DNA walker 
traveled through three fixed modules that were individually programmed to selectively 
incorporate a gold nanoparticle into the final product, resulting in eight possible 
outcomes. Recently, researchers reported those DNA walkers were also used to mediate 
multistep organic synthesis68. 
 
Figure 1.3 Representative examples of DNA nanostructure directed assembly of 
inorganic and protein molecules (top: schematics; bottom: corresponding TEM or AFM 
images). (A) From left to right: gold nanoparticles organized by a 2D DNA tile array69, 
gold nanorod dimers with controlled angles between the nanorods organized by DNA 
origami,70 DNA origami directed quantum dot architectures71, and DNA origami directed 
gold nanoparticles into chiral arrangement and the induced circular dichromic effect72. (B) 
Organization of streptavidin proteins by a 2D DNA nanoarray14, protein arrays templated 
by a 2D DNA nanostructure through aptamer-protein interactions73, orthogonal Snap-tag 
and His-tag mediated decoration of DNA origami74 . Figures reproduced with permission 
from: (A) ref. 69, 2006 ACS, ref. 70, 2011 ACS, ref. 71, 2012 ACS, ref. 72, 2012 NPG; 
(B) ref. 14, 2003 AAAS, ref. 161, 2007 ACS, ref. 162, 2010 Wiley. 
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1.4 Applications of DNA nanotechnology 
As structural DNA nanotechnology transitions from adolescence into adulthood, 
the need to demonstrate potential applications is of the utmost importance. We must 
improve our ability to engineer and program complex molecular systems and prove that 
designer DNA nanostructures can be employed to real world applications. If we continue 
to exploit the programmability of DNA nanostructures to accurately template functional 
molecules, materials and probes, we will be able to organize these external elements into 
practical devices and engineer molecular sensors, circuits, and actuators.  
Inorganic nanomaterials such as quantum dots, nanowires and rods, and metal 
nanoparticles have attracted attention because of their unique optical and electronic 
properties that can be used in solar cells, phototransistors, laser diodes, light-emitting 
diodes, and other optoelectronic devices75. However, a better understanding of the photo-
physical behavior of these materials is necessary to use them in such devices. Researchers 
have successfully used DNA nanoscaffolds to organize metallic nanoparticles, 
semiconductor nanocrystals69-72, 76-77 (Figure 1.3A), organic chromophores78, and 
cholesterol moieties79 into well-defined architectures. These inorganic particle-DNA 
nanostructure complexes have enabled systematic investigation of distance dependent 
interactions between photonic elements80-82. In one example, Liedl and co-workers 
constructed a spiral, nanoscale staircase on which gold nanoparticles were arranged at 
regular intervals and with chiral geometries72 (Figure 1.3A). This work demonstrates how 
DNA scaffolding can be used to control the precise structural arrangement of metal 
nanoparticles, enabling researchers to tailor surface plasmon resonance and the 
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interaction with visible light. In another example, DNA nanostructures were used to 
organize various organic chromophores into artificial light harvesting complexes with 
control over cascading, unidirectional energy transfer78.  
As we previously mentioned, one of the initial goals of structural DNA 
nanotechnology was to use 3D DNA lattices as hosts to organize guest protein molecules 
and facilitate protein crystallography. Although this vision has yet to be realized, people 
have already begun to use DNA nanostructures as chaperones to align and organize 
protein molecules using different strategies, including ligand-protein (such as Biotin-
streptavidin) interactions, aptamer-target interactions, and ligand-engineered (tagged) 
protein interactions (Figure 1.3B). Shih and co-workers recently designed DNA origami 
nanotube liquid crystals to provide the appropriate “alignment environment” for 
determining the previously unknown structure of a membrane protein by nuclear 
magnetic resonance (NMR)83. Turberfield and co-workers used periodic 2D DNA tile 
arrays as templates to arrange proteins and subsequently used cryo-EM to solve their 
structures84.  
Some of nature’s most powerful agents, proteins, are large macromolecules that 
perform a wide assortment of functions required to sustain life, including metabolic 
catalysis, DNA replication, and molecular transport. In order to better understand the 
governing dynamics in complex protein systems we need control over the number, 
orientation, and arrangement of the constituents. Nucleic acid scaffolds afford this level 
of control and researchers have already used RNA and DNA platforms to engineer a 
number of enzyme cascades85-88 (Figure 1.4A). For example, Silver and co-workers used 
a bacterial host to transcribe RNA and assemble intracellular RNA nanoscaffolds for 
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spatial organization of metabolic elements for hydrogen production85. Willner and co-
workers organized glucose oxidase and horseradish peroxidase enzyme cascade by 2D 
DNA lattices87. More recently, Fu conducted substrate channeling in a multi-enzyme 
cascade by an artificial DNA swinging arm89. 
 
Figure 1.4 Representative examples of DNA nanostructure directed assembly protein 
molecules for functional structures. (A) From left to right: (upper panel) assembly and 
disassembly of holoenzymes mediated by DNA strand displacement86, glucose oxidase 
(yellow) and horseradish peroxidase (red) enzyme cascade organized by 2D DNA 
lattices87, (lower panel) substrate channeling in a multi-enzyme cascade by an artificial 
DNA swinging arm89, glucose oxidase (yellow) and horseradish peroxidase (red) enzyme 
cascade organized on DNA origami with distance control88. (B) Rectangular DNA 
origami travels on a cellular actin network through the binding and action of myosin lever 
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arms90. (C) Molecular tug of war between two motor proteins displayed from a 12-helix 
DNA bundle91.  
 
Figure 1.5 Biological applications of DNA directed assembly. (A) A DNA origami 
frames to investigate protein-DNA binding events in real time at the single molecule 
level92. (B) A barrel-like DNA nanorobot programmed to be open in the presence of 
target cells and expose Fab antibody fragment cargo93. (C) Six siRNA duplexes and folic 
acid tags (grey) chaperoned by a DNA tetrahedron are injected into mice; the tetrahedra 
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bind to tumor cells by targeting folate receptors expressed on the tumor cell surface94. (D) 
A DNA tetrahedron adjuvant-antigen vaccine complex; CpG ODN adjuvant molecules 
(curved yellow ribbons) and the model streptavidin antigen (red) bind specifically to B 
cells and are subsequently presented to T cells to activate B cell response and antibody 
production95. (E) Three different drugs carried by a DNA nanorobot can be released in a 
programmed fashion by undergoing complex DNA computation in a living cockroach96. 
Figures reproduced with permission from: (E) ref. 98, 2014 NPG. 
 
DNA origami scaffolds have also been used to organize motor proteins and study 
their spatially dependent motility90 (Figure 1.4B). Understanding how motors cooperate 
productively, and compete antagonistically, is important for understanding how 
intracellular transport is regulated. Researchers recently demonstrated this “molecular 
tug-of-war” by displaying different numbers of dynein and kinesin motor proteins from a 
DNA-origami structure91. By controlling the number, distance and orientations of the two 
types of biological motors they were able to systematically study coordinated motor 
behavior (Figure 1.4C).  
Structural DNA nanotechnology has also emerged as a useful tool for biological 
and medicinal applications (Figure 1.5). The intrinsic biocompatibility, nanoscale 
dimensions, programmability, and ability for functionalization of DNA nanostructures 
are virtually unrivaled by existing techniques. In particular, the addressable configuration 
of DNA origami lends itself to detection of gene expression97 and single nucleotide 
polymorphism98. The Sugiyama group developed DNA origami frames and rulers to 
investigate biomolecular interactions such as protein-DNA binding events and 
homologous recombination processes in real time at the single molecule level92, 99-100 
(Figure 1.5A). Further, the spatial addressability and multivalent properties of DNA 
nanostructures make them promising vehicles for targeted drug delivery. For example, 
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Douglas and co-workers demonstrated a barrel-shaped nanorobot that releases Fab 
antibody fragments in the presence of target cells93. In their system two single stranded 
DNA aptamer locks are opened by specific markers present on the surface of cells 
(Figure 1.5B). After opening, the payload molecules inside the barrel are exposed, 
inducing a particular cellular signaling pathway. Anderson and co-workers used a DNA 
tetrahedron to deliver small interfering RNA in vivo to target and suppress gene 
expression in a mouse model94 (Figure 1.5C). Programmable DNA nanostructures have 
also been used as synthetic vaccine platforms95, 101. The Yan group used a DNA 
tetrahedron to co-assemble model antigens and CpG adjuvants into nanoscale complexes 
with precise control of the valency and spatial arrangement of each component95 (Figure 
1.5D). Tests on immunized mice demonstrated that antigen-adjuvant-DNA complexes 
induced stronger and longer-lasting antibody responses against the antigen, without 
stimulating a reaction to the DNA nanostructure itself, as compared to an unstructured 
mixture of antigen and CpG molecules.  More recently, Amir et al. showed that DNA 
origami robots can dynamically interact with each other and perform logic computations 
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CHAPTER 2 
COMPLEX ARCHIMEADIAN TILING SELF-ASSEMBLED FROM 
DNA NANOSTRUCTURES 
Adapted with permission from Zhang, F.; Liu, Y.; Yan, H. Complex Archimedean Tiling 
Self-assembled from DNA Nanostructures, J. Am. Chem. Soc. 2013, 135, 7458–7461. 
Copyright 2013 American Chemical Society. 
 
2.1 Abstract 
Archimedean tilings are periodic polygonal tessellations that are created by 
placing regular polygons edge-to-edge around a vertex to fill the plane. Archimedean 
tilings were first classified by Johannes Kepler in 16191 and are still of great interest 
today due to the unique and interesting properties of the resulting patterns. For example, 
Archimedean tilings can be used to generate photonic crystals, which are periodic optical 
nanostructures that affect the propagation of electromagnetic waves in much the same 
way that semiconductors affect electrons2. Another report describes a specific 
Archimedean tiling (33.42) that forms a “wetting layer” between periodic and quasi-
crystalline phases in a binary colloidal system3. Here we explored two different design 
methods to form Archimedean tilings: one method is employing three and four arm DNA 
junction tiles, with specifically designed arm lengths and inter-tile sticky end interactions, 
which can be used to form sophisticated two- and three-dimensional (2D and 3D) 
tessellation patterns; the other method is creating individual asymmetric three or four 
arms motifs with certain angles to form large 2D and 3D tessellations. We in total 
demonstrate four different complex Archimedean patterns, (33.42), (32.4.3.4), (4.82), 
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(3.6.3.6), and the formation of 2D lattices, 3D tubes, or sealed polygon shaped pockets 
from the tessellations. The successful growth of a hybrid DNA tile motif arrays and the 
formation of Archimedean tiling from asymmetric building blocks suggests that it may be 
possible to generate 2D quasi-crystals from DNA building blocks. 
 
2.2 Introduction 
 Synthetic DNA molecules are powerful and effective materials for the 
construction of addressable 2D and 3D nanostructures4-6, and have demonstrated their 
potential use in nanoelectronic, biosensing, and computational applications7-10. Multi-arm 
junctions in particular have been widely used for the assembly of various 2D and 3D 
structures11-15. These structural DNA motifs can be efficiently assembled from a small 
pool of short single stranded oligonucleotides (20-100 nts) and connected by 
programming unique inter-tile sticky end interactions to create more complex higher 
order structures. However, previous reports of their assembly are mostly based on 
repeating patterns of uniform geometric building blocks (regular tiling), which can be 
treated as a special case of Archimedean tiling with homogeneous vertices, tiles and 
edges. In this section we demonstrated two strategies to fabricate Archimedean tilings: 
first design approach is creating the hybridization between three and four arm DNA 
junction tiles with specifically designed arm lengths (geometric rules) and inter-tile sticky 
end interactions (matching rules); second approach is design individual asymmetric three 
or four arm tiles with controllable angle between adjacent arms by adjusting the poly T 
loops in the center of each junction.  
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2.3 Materials and methods 
 See Appendix A. 
 
2.4 Results and Discussion 
Here we utilized combinations of precisely designed three- and four-arm junction 
DNA tiles to generate rationally designed sophisticated 2D and 3D tessellation 
nanostructures. In contrast to regular tilings semi-regular Archimedean tilings are 
composed of more than one type of regular polygon16 and thus require at least two unique 
building blocks. As shown in Figure 2.1a, b we demonstrate that two Archimedean tilings, 
(32.4.3.4) and (33.42), can be created through the self-assembly of three- and four-arm 
junction DNA tiles. Our results show that both tilings assemble into 2D lattice arrays 
with dimensions in the micrometer scale. By changing the design of the junctions 
(lengths of the arms and complementarity of the sticky ends) and tuning the annealing 
conditions it is possible to form tubes and pockets displaying the same Archimedean 
pattern. The successful formation of these hybrid DNA junction patterns establishes a 
foundation for the construction of more complex higher order DNA nanostructures or 
even DNA quasi-crystals. 
The first step in the design process is to select desirable lengths for each of the 
arms of the DNA motifs’ so that they are spatially compatible and facilitate connection 
between building blocks. Here, there are two important factors to consider: the 
geometry/dimensions of the desired Archimedean tiling and the 3D helical structure of 
double-stranded (ds) DNA. For semi-regular Archimedean patterns formed from 
equilateral triangle and square motifs (as shown in Figure 2.1a,b), both polygons have the 
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same edge lengths. The two motifs can be represented by 3-arm and 4-arm junctions and 
transformed into Cairo pentagonal and Prismatic pentagonal tilings by connecting the 
junctions. The geometric constraints of the tiling parameters require a 1.732:1 (31/2:1) 
ratio between arm lengths (4-arm:3-arm). This ratio allows the tiles to be assembled such 
that the arms do not overlap or have gaps between, ensuring that any compression-
stretching or bending of the DNA double helices is minimized. It is also important to 
consider that B-form ds-DNAs are 3D molecules that exhibit 10.5 base pairs per helical 
turn in solution. For quasi-2D and 2D structures the distance between the crossovers in 
adjacent tile arms is restricted to even (all tiles face up) or odd (alternating face up and 
face down) numbers of half turns, respectively.  Adhering to these restrictions will avoid 
deviation of the self-assembled structures from the desired quasi-2D and 2D patterns, and 
minimize over- or under-twisting of the DNA strands.  
With these two considerations in mind, three different combinations of arm 
lengths (defined in number of helical turns) corresponding to the 4-arm and 3-arm 
junction tiles were evaluated: 4.5:2.5 (=1.80), 3.5:2.0 (=1.75) and 4.0:2.25 (=1.78). The 
ratio of arm lengths (4-arm:3-arm) ranges from 1.75 to 1.80. The corresponding tiling 
patterns are shown in Figure 2.1a-e. These length ratios satisfy the structural 
requirements of DNA double helices such that the edge-to-edge distances between the 
junction points in the assemblies are either whole or half helical turns and therefore, 
adjacent DNA tiles are either facing the same direction or opposite faces of the same 2D 
plane. In addition, these combinations of arm lengths are relatively close to the ideal 
geometric ratio of 1.732. Due to the inherent flexibility and soft materials properties of 
DNA, this small discrepancy can apparently be accommodated.  We restricted the arm 
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lengths (maximum 9 full turns or 31 nm between the vertices) in order to maintain the 
rigidity of DNA.  
 
Figure 2.1 Designing the length of the arms in DNA junction tiles to create different 
Archimedean tiling patterns. (a) Upper panels: Archimedean tiling pattern (32.4.3.4) and 
the corresponding transformed Cairo pentagonal tiling that can be represented by 3-arm 
and 4-arm junction motif DNA tiles with 2.5 and 4.5 turn arm lengths (lower panels), 
respectively, at a ratio of 1:1.80.  (b) Upper panels: Archimedean tiling pattern (33.42) and 
the corresponding transformed Prismatic pentagonal tiling that can be represented by 3-
arm and 4-arm junction motifs with the same arm lengths (lower panels). (c) Upper 
panels: shortened Archimedean tiling (33.42) and transformed shortened Prismatic 
pentagonal tiling, in which the multi-arm junction motifs have 2 and 3.5 turn arm lengths 
(lower panels), respectively, at a ratio of 1:1.75. Note that the length of the arms in the 4-
arm junction tile is shorter (2 turns) in the vertical direction. (d) Upper panels: shortened 
Archimedean tiling with a corrugated design and shortened Prismatic pentagonal tiling 
with neighboring layers of unit cells (grey indicates facing down) facing in opposite 
directions, respectively. Here the multi-arm junction motifs have arm lengths of 2.25 and 
4 turns (lower panels), respectively, at a ratio of 1:1.78. (e) Upper panels: the more 
complex 3-isogonal tiling when extra layer of rectangles tiles are included and the 
corresponding transformed 2-uniform tiling, respectively. Lower panels: the same multi-
arm junction motifs as those in d are used to create this pattern.  
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 In the non-isotropic tilling pattern shown in Figure 2.1b-e the four sides of the 
squares do not have to be equal length; the squares can be replaced by rectangles, or 
multiple layers of rectangles can be introduced without interrupting the overall periodic 
lattice growth. Here, the only geometric requirement is that the side of the rectangle that 
is in contact with the triangle motif must be equal to the length of the equilateral triangle. 
Meanwhile, the sides that are in contact with other squares or rectangles can be any 
length that satisfies the requirements imposed by the properties of the DNA double 
helices and crossover patterns.  
The second step in the design process is to identify the matching rules 
corresponding to the desired patterns and encode the specific inter-unit interactions 
within the sticky-ends of the tiles. Archimedean tiling has translational periodicity based 
on “unit cells”. We can determine the “unit cell” within each pattern and use the DNA 
multi-arm junction motifs to physically construct these unit cells. By considering the 
symmetry of the unit cells we can specify the unique sticky ends and minimize the 
number of different DNA building blocks required. For example, the unit cell of the 
pattern shown in Figure 2.2b (also called Prismatic pentagonal tiling with prismatic 
pentagon shaped cavities) is an elongated hexagon which can be constructed from two 3-
arm motifs and one 4-arm motif. Here, we designed a single 3-arm motif (instead of two) 
that contains one arm (1*) that interacts with arm 1 from the 4-arm motif, and two arms 
that are self-complementary (2/2*). Meanwhile, the 4-arm motif contains two opposite 
arms (1) that can be connected with arm 1* of the 3-arm motif, and two opposite arms 
that are self-complementary (3/3*). We anticipated that mixing these two tiles in a 2:1 
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molar ratio would result in the self-assembly of the units into the pattern depicted in 
Figure 2.2b. 
However, symmetry within the DNA motifs can increase the possibility of 
mismatched interactions. It is important to carefully balance the simplicity of the building 
blocks with the ability to form a unique pattern. For example, when we attempted to 
construct the tiling pattern shown in Figure 2.2a, also called a Cairo pentagonal tiling, 
from a single 4-arm motif (instead of two) with the same sticky ends (1=2 and 1*=2*) we 
did not obtain the expected pattern and only small mismatched pieces were observed (see 
images in supplementary Figure S1). It is likely that the symmetry of the 4-arm tile motif 
reduced the probability of forming a unique structure. Here, the unit cell of the desired 
pattern includes cyclization of two 4-arm junctions and three 3-arm junctions in a 3-3-4-
3-4 pattern to form an asymmetric pentagon. The symmetry of the sticky end sequences 
in the 4-arm tile may promote the exclusion of one of the 3-arm motifs such that the 
remaining 4 tiles connect in a 3-4-3-4 pattern to form a square (or rhombus) unit. 
Deformation of the junction angles is possible as the arms of these 4-arm and 3-arm DNA 
junction motifs are relatively long and less rigid than shorter ones, and the angles at the 
branch points of each individual tile may be flexible enough to deviate from the expected 
90 and 120 degree angles, respectively. The formation of a 4-member ring is kinetically 
more favorable than a 5-member ring; however, the 4-member unit cells do not grow into 
large 2D arrays due to excess structural strain. Even when the correct numbers of 
junction motifs combine to form the expected unit cells, they will not be able to assemble 
with perfect edge-to-edge tiling in the presence of incorrectly formed 4-member rings. 
Thus, designing building blocks with precisely encoded sticky-ends is essential for the 
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successful formation of a desired pattern. In the case described above we were required to 
use two unique 4-arm tiles and one unique 3-arm tile to realize the design. By mixing 
these three unique tiles in a 1:1:4 molar ratio we facilitated the self-assembly of the unit 
motifs into the expected pattern shown in Figure 2.2a.  
The final step in the design process is to assign sequences to the ssDNA that 
comprise each structural motif and the corresponding sticky ends. We found that 
asymmetric sequences are required for the arms, even for cases when the sticky-ends are 
the same. For example, in the Cairo pentagonal tiling (Figure 2.2a) each 4-arm tile has 
four identical sticky-ends but still requires four different sequences for the branches to 
avoid aggregation at the individual tile level (see Supplementary Figure S10b). This is 
likely because the length of the arms used here are much longer than the ones described 
previously12-13, 15, 17 such that the strands with repeating sequences have a greater chance 
to be linked to other tiles. Obviously the sequences of the sticky ends should be distinct 
to avoid mismatches between building blocks. It is also important to note that the 
sequences of the sticky-ends should not be rich in G or C residues, otherwise, undesired 
oligomerization of the individual tile motifs may occur (Supplementary Figure S10c). For 
example, we observed that the 4-arm junction tiles with four identical sticky-end 
sequences (GCAG) self-associate in an end-to-end manner to form linear oligomers 
ranging from dimers to tetramers, with the final assemblies resembling rhombus-like 
ribbon structures where each tile exhibits a twisted junction (supplementary Figure S10d). 
Thus, we avoided GC rich sequences in the sticky end design. In the work reported here 
we utilized 4-bp sticky ends throughout. 44 (= 256) total possibilities provide adequate 
sequence space for the selection of unique inter-unit complementarity.  
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Experimentally, each structure shown in Figure 2.2 was assembled by mixing all 
the strands needed in the correct stoichiometric ratio for a final unit-cell concentration of 
0.6 µM, in tris-acetate–EDTA (TAE) buffer (pH 8.0, containing 12.5 mM Mg2+)  and 
annealing the mixture from 90 to 4 °C over 12 hours (see Supplementary Information for 
detailed experimental methods).  
 Figure 2.2a demonstrates the formation of the Cairo pentagonal tiling 
corresponding to the Archimedean pattern (32.4.3.4) in which the 3-arm and 4-arm 
building blocks are combined in a 4:1:1 ratio. AFM characterization of the products 
confirms that the tiles self-assembled into micrometer-sized 2D arrays. The AFM images 
also reveal that the 2D arrays often exhibit curved edges, indicating that they are not 
perfectly planar in solution before deposition onto mica (see additional images in Figure 
S2a). This curvature is likely an intrinsic consequence of the design, as the tiles are all 
facing the same direction and thus any curvature in the individual tiles may be 
accumulated in the 2D array. However, the relatively large size of the arrays (with 
dimensions of several micron meters) indicates that the curvature of the unit tiles, if any, 
is small (< 1 degree per tile).   
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Figure 2.2 Sticky end matching rules and corresponding AFM images of each 
Archimedean tiling design. (a-e) The left panel illustrates the unit cell represented by 
dashed lines. The middle panel depicts the sticky ends matching rules: n sticky end 
interacts with n*, the underlined numbers represent tiles that are connected to other tiles 
that face the opposite direction in the array (half turn between vertices in the DNA arms). 
The right panels contain zoom in and zoom out AFM images, respectively, with the scale 
bars marked. (a) Cairo pentagonal tiling corresponding to Archimedean tiling (32.4.3.4). 
(b) Prismatic pentagonal tiling corresponding to Archimedean tiling (33.42). (c) Shortened 
Prismatic pentagonal tiling. (d) Shortened Prismatic pentagonal tiling with corrugated 
design. (e) 2-uniform tiling with extra layer of rectangular tiles and corrugated design. 
 
Figure 2.2b illustrates the formation of the Prismatic pentagonal tiling 
corresponding to the Archimedean pattern (33. 42). Its two building blocks have the same 
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arm lengths as those in the Cairo pentagonal tiling (Figure 2.2a), but with different sticky 
end sequences as determined by its own matching rules. Similarly, these tiles are all 
facing in the same directions in the array. When mixed in a molar ratio of 2:1 they self-
assemble into large 2D sheets that curl up into tubes with diameters in the range of 80-
250 nm (see schematics in supplementary Figure S3c and additional AFM images in 
Figure S3d).  
Tube formation from DNA tile arrays has been discussed previously18-20. This 
process is thermodynamically allowed as long as the enthalpy gained from DNA 
hybridization at the edges of the tile arrays is sufficient to compensate for the lost in 
entropy and the energetic cost of bending the helices within the tile arrays.  Based on the 
designed connection pattern there are four possible ways to fold the 2D array into a tube 
(schematics shown in Figure S3a). We carefully analyzed AFM images of 88 tubes and 
found that ~ 57% of the tubes have a long axis that is parallel to the connections between 
the 4-arm junction tiles (Figure S3e). ~ 43% of the tubes adopted a spiral arrangement, 
with the long axis of the tube at a < 45 degree angle with the connections between the 4-
arm junction tiles. There is no evidence of the formation of structures in which the axis of 
the tube is perpendicular to the connections between the 4-arm junctions tiles, nor are 
there any tubes that adopt >45 degree angles with respect to the inter-tile connections.  
This observation can be explained in terms of the anisotropic growth dynamic of 
the tile arrays. The growth rate parallel to the direction of the 4-arm tile-tile association is 
expected to be much faster than in the perpendicular direction. This is because the rate of 
growth in the array per building block is faster in parallel than that in the perpendicular 
direction, as the 4-arm junction tiles are larger in size and require a single pair of sticky 
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end interactions per tile to secure the subsequent layer of tiles. In contrast, the growth rate 
in the perpendicular direction per unit tile is smaller, not only because each 3-arm tile is 
shorter, but also because growth in that direction requires at least two successful pairs of 
sticky end connections per tile to secure the next layer of tiles. This growth dynamics 
causes the anisotropic elongation of the tile array that we observed. Given enough time 
during the annealing process, the 2D tile arrays will reach a point at which it is more 
difficult and energetically unfavorable for the tiles along the edges to encounter 
complementary tiles in solution than it is to interact with other edges of the array and 
form tubes. It is also possible for ring structures to form during the nucleation step; these 
structures can serve as templates that can be elongated from both ends resulting in the 
formation of tubes. Shorter tubes may also be connected end-to-end during the last stage 
of the annealing process to form longer tubes.  
Figure 2.2c shows a shortened Prismatic pentagonal tiling using the same 
matching rules as shown in Figure 2.2b, but with shorter arms in both of the component 
tiles (less an integer numbers of half turns in each arm). Therefore, the tiles are all facing 
in the same direction but the anisotropy in the dimensions is higher. The building blocks 
were found to connect and curl into tubes with relatively small diameters, ~ 43 nm 
(supplementary Figure S4e). The narrow tubes form within 2 hours and grow longer with 
extended annealing times (see Supplementary Information for detailed experimental 
methods and supplementary Figure S4b). This observation supports a nucleation and 
growth mechanism. The tube folding direction is similar to the Prismatic pentagonal 
design and can be explained by the same reasons as discussed above (supplementary 
Figure S4). 
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Figure 2.2d is another shortened Prismatic pentagonal tiling, but with a corrugated 
design in which the lengths of the arms are adjusted according to Figure 2.1d so that the 
neighboring layers of unit cells are alternatively facing up and down. This design 
balances the natural curvature within the building blocks and leads to formation of large 
2D arrays. Interestingly, wide tubes (additional AFM images shown in supplementary 
Figure S5) with diameters (or half perimeters) ranging from 100-400 nm (supplementary 
Figure S5c) were observed. It appears that the ability to form tubes cannot be prevented 
with a corrugated design. This result indicates that the 2D arrays are flexible enough that 
bending them incurs a smaller energetic penalty than the energy released from base-
pairing.  
As shown in Figure 2.2e we further modified the 4-arm building block so that 
only one of the sticky ends was self-complementary (4=4*) (compared with the design in 
Figure 2.2d), and upon mixing the 3- and 4-arm tiles in a 1:1 ratio they self-assemble into 
a complex 2D tiling. This is also a corrugated design with neighboring layers of unit cells 
alternatively facing opposite directions. The arrays formed from this design also curled 
into tubes with similar diameters 100-450 nm (supplementary Figure S6c) as those in 
Figure 2.2d. The cavities in this pattern exhibit both rectangular and prismatic pentagon 
shapes.  
We further investigated the parameters that influence the formation of large 
patterns, including the molar ratio of the building blocks, annealing program and 
concentration. For the shortened Prismatic pentagonal tiling with a corrugated design and 
the following assembly conditions: short annealing time (2 h instead of 12 h), low 
concentration of building blocks (0.2 µM instead of 0.6 µM), and deviation from the 
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desired stoichiometric ratio of the building blocks (1:0, 0:1, 1:1 or 1:1.9 instead of 1:2), 
only small fragments were observed (supplementary Figure S7-8).  However, for the 
Cairo pentagonal tiling when the ratio of building blocks was varied from the designed 
4:1:1 (supplementary Figure S9) to 8:1:1 or 2:1:1, we observed the formation of small, 2-
layer structures with sharp edges and dimensions in the range of 200-500 nm. These 
pocket-like structures were also observed in the background of the large 2D array 
samples when a 4:1:1 ratio was used (supplementary Figure S2b), possibly due to the 
imperfect stoichiometric ratio. The pockets are likely to adopt the observed shapes with 
certain preferred angles. Figure 2.3 illustrates the possible mechanism of folding when 
two complementary edges with 90, 180 or 270 degree angles come together to form the 
pocket-like structures; after they are deposited on 2D substrates for AFM imaging they 
form two layer structures with sharp 45, 90 or 135 degree angles.  
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Figure 2.3 Possible mechanisms of the formation of 2-layer pocket-like structures. (a) In 
the Cairo pentagonal tiling two edges are arranged at a 90 degree angle and are 
complementary to each other. (b) Three possible folding interactions with 90, 180 and 
270 degree inter-edge angles, respectively, that are transformed into 45, 90 and 135 
degree angles. The corresponding structures are shown in the AFM images on the right. 
(c) Based on a, four sets of matching edge interactions point to a center. (d) Two parallel 
edges match each other to bring two smaller pieces together to form a larger piece. (e) 
Parallel edges allow a 2D array to fold into a tube. (f) AFM image of the sample obtained 
from a 0.5:0.5:4 ratio of building blocks (the ideal ratio for the large 2D array is 1:1:4).  
 
2.5 Conclusion 
In 200821 researchers determined that the intermediate between a crystal and a 
quasi-crystal is a (33.42) Archimedean-like tiling structure, which was observed in a 
colloidal monolayer interacting with a quasi-crystalline substrate. Later, a link between 
Archimedean tilings and quasi-crystals was established when the self-assembly of binary 
nanoparticles resulted in the formation of quasi-crystalline super-lattices with a (33.42) 
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Archimedean structure interface between the quasi-crystalline and crystalline phases3. It 
is foreseeable that the successful hybridization of DNA motifs to form Archimedean 
tiling structures will further increase the complexity of DNA nanostructures and provide 
the ability to form quasi-crystals based on DNA tiling. Furthermore, DNA directed 
assembly of quasi-crystalline arrays may produce unique nanostructures with novel 
properties by functionalizing the DNA tile motifs with other nano-materials.  
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CHAPTER 3 
COMPLEX WIREFRAME DNA ORIGAMI NANOSTRUCTURES 
WITH MULTI-ARM JUNCTION VERTICES 
3.1 Abstract 
 Engineering complex wireframe architectures with arbitrarily designed 
connections between selected vertices in three-dimensional (3D) space is an important 
challenge in nanotechnology. Here we present a new design strategy to realize the 
formation of finite-size wireframe DNA nanostructures with high complexity and 
programmability. In this design, the vertices are represented by n × 4 multiarm junctions 
(n = 2-10) with controlled angles, and the lines are represented by antiparallel DNA 
crossover tiles of variable lengths. Scaffold strand(s) were used to integrate the vertices 
and lines into fully assembled structures displaying intricate architectures. A series of 
two-dimensional (2D) patterns ranging from symmetrical lattice arrays, quasicrystalline 
structures, curvilinear arrays of variable curvatures to a flower-and-bird artistic structure, 
a complex 3D snub cube, and a 3D Archimedean solid with 2D to 3D transitions were 
constructed to demonstrate the versatility of the design strategy.  
 
3.2 Introduction 
 Programmable DNA self-assembly has shown its true merit in constructing 
designer nanoarchitectures of increasing complexity 1-4. Over the years, various design 
strategies have been devised to create DNA nanostructures with well-defined geometrical 
features5-11. In particular, DNA origami6 has opened up exciting opportunities to create 
molecular scaffolds for the templated assembly of functional molecular devices and 
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sensors4. DNA origami is a method that employs hundreds of short, synthetic DNA 
strands as staples to fold a long single-stranded scaffold into spatially addressable two- 
and three-dimensional (2D and 3D) DNA architectures (6). Most of the current methods 
in DNA origami rely on restricting the scaffold strand to discrete domains of adjacent 
helices arranged in a parallel fashion6, 8, 11-13. A recent departure from these methods is 
the creation of DNA Gridiron nanostructures, in which an unusual set of four-arm 
Holiday junctions connects double helical domains into grid-like structures that maintain 
local regularity and translational symmetry14. Nevertheless, achieving wireframe 
structures of higher-order arbitrariness and complexity with broken local periodicity and 
symmetry requires a new set of design rules to allow the scaffolds to travel in arbitrary 
directions through chosen points in the designed geometry. 
Here we present systematic design rules to construct sophisticated wireframe 
structures without local symmetry restrictions where each vertex and line segment is 
individually designed and controlled. The length and curvature of the line segments that 
make the connections between any neighboring vertices can be modified. The number of 
arms that stretch out from each vertex can be anywhere from 2 to 10, and the angles 
between any two adjacent arms can be varied. We have designed and constructed a set of 
complex 2D patterns including symmetrical lattice arrays, quasicrystalline structures, 
curvilinear arrays, and a simple wire art sketch in the 100-nm scale, as well as 3D objects 
including a snub cube with 60 edges and 24 vertices and a reconfigurable Archimedean 
solid that can be controlled to make the unfolding and refolding transitions between 3D 
and 2D.  
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3.3 Materials and Methods 
3.3.1 Materials  
 All DNA staple strands were purchased in 96-well plates from Integrated DNA 
Technologies, Inc. (www.IDTDNA.com) at 25 nmol synthesis scales with concentrations 
normalized to 200 µM. Staple strands were used directly from plates without further 
purification. Scaffold single-stranded M13mp18 viral DNA and phiX174 DNA were 
purchased from New England Biolabs, Inc. (NEB, catalog numbers N4040S and 
N3023S). 
3.3.2 Individual Wireframe DNA Origami Nanostructure Assembly 
 The structures with a single scaffold were assembled by mixing 5 nM single-
stranded M13mp18 DNA (7,249 nucleotides) with a 10-fold molar excess of staple 
strands in 1× TAE Mg2+ buffer (40 mM Tris, 20 mM acetic acid, 2 mM EDTA, and 12.5 
mM Magnesium acetate [pH 8.0]). The frame origami structures with two scaffolds were 
annealed by mixing 5 nM M13mp18 and 5 nM phiX174 with the staple strands in a 
1:1:20 molar ratio in 1× TAE Mg2+ buffer. The final volume of the mixture was 100 µL. 
The design details and sequences of the DNA oligos used to form each structure are listed 
in Section 5. The resulting solutions were annealed in a PCR thermocycler from 90 ºC to 
4 ºC in about 12 hours: 90 ºC to 86 ºC at a rate of 4 ºC per 5 minutes; 85 ºC to 70 ºC at a 
rate of 1 ºC per 5 minutes; 70 ºC to 40 ºC at a rate of 1 ºC per 15 minutes; 40 ºC to 25 ºC 
at 1 ºC per 10 minutes; and hold at 4 ºC at the end of the cycle.  
3.3.3 Hierarchical Assembly of 3×3 Square Lattice Origami Array 
 The three-square lattice origami with different extended sticky-end staple strands 
were individually annealed by following the protocol described above. The excess staple 
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strands were washed away using a 100-kD MWCO Amicon centrifugal filter (Sigma-
Aldrich). A 100-µL annealed sample and 400 µL 1× TAE-Mg2+ buffer was added into the 
filter. After spinning for 3 minutes at 5500 rpm, another 400 µL 1× TAE-Mg2+ buffer 
was added for the second wash. After three washes, the three structures with the 
appropriate stoichiometry (1:4:4) were mixed together and left at room temperature (25 
ºC) for 12 hours before characterization.  
3.3.4 Transformation of the Cuboctahedron between the 2D Open Net and 3D Shape 
 The starting structure either in 2D or 3D was annealed using the protocol 
described above. Without further purification, 2-fold molar excesses of fuel strands were 
added to the sample and incubated at 45 ºC for 6 hours. Then, 4 times molar excess of set 
strands were added to the sample and cooled from 45 ºC to 4 ºC at a rate of 1 ºC per 10 
minutes. 
3.3.5 AFM Imaging 
 AFM imaging was conducted in “ScanAsyst mode in fluid” (Dimension FastScan, 
Bruker Corp.) with Scanasyst-Fluid+ tips (Bruker Corp.). The sample preparation for 
AFM imaging was as follows: a 2 µL annealed sample was deposited onto a freshly 
cleaved mica surface (Ted Pella, Inc.), and 3 µL NiCl2 (25 mM) was immediately added 
to the samples (the effect of adding NiCl2 is discussed in supplemental section 3). After 
waiting ~30 seconds for adsorption to the mica surface, 80 µL 1× TAE-Mg2+ buffer was 
added to the sample, and an extra 40 µL of the same buffer was deposited onto the AFM 
tip.  
3.3.6 Cryo-EM Imaging 
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 Snub cube concentration was 5nM after annealing. The sample was then 
concentrated with 100K membrane tubes (Millipore Amicon Ultra, Ultracel 100K 
Membrane) from 1700 µL to 45 µL. The expected final concentration was about 180 nM. 
3 µL of the concentrated sample solution were spread onto negative glow discharged 
Quantifoil grid, then plunge-frozen with vitrobot. Data were recorded using a Gatan 
4,096  4,096 pixel charge-coupled device (CCD) camera with 29k Magnification, 8µm 
defocus, 25.2e/A2 dose, in a Titan Krios transmission electron microscope with field-
emission gun operating at 300 kV accelerating voltage. 
3.3.7 Single-particle Reconstruction 
 3D reconstructions study of the DNA cage was carried out with the single-particle 
image processing software EMAN. OCT symmetry was applied during the reconstruction. 
3D maps were visualized using UCSF Chimera software. 
3.3.8 Native Agarose Gel Electrophoresis 
 Native gel electrophoresis was conducted on 0.5% agarose gel in 1× TAE-Mg2+ 
buffer at 80 V sitting in an ice-water bath. Next, 5 µL annealed sample was mixed with 1 
µL 100× SYBR Gold nucleic acid gel stain solution (Life Technologies), and the mixture 
was loaded into the casted gel well. After running for 2–3 hours, the gel was visualized 
under UV light (Gel Doc XR+ system gel imager, Bio-Rad). 
 
3.4 Results and Discussion 
 To construct an arbitrarily shaped wireframe architecture, the first step is to 
convert all the connections between vertices into double lines (Figure 3.1A). The second 
step is to “loop” and “bridge” all the lines into a single continuity along which one single-
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stranded scaffold strand can travel through all the vertices. Proper crossovers between the 
lines are placed to make the scaffold strand go through all the lines unidirectionally, once 
and only once, so that in any individual line segment the two lines are antiparallel (Figure 
3.1A). Next, the complementary staple strands in the line segments are added following 
the rules for generating double crossover (DX) DNA tiles5, where antiparallel DX 
junctions between the lines are inserted to bridge the two DNA helices separated by a full 
number of DNA helical turns. 
 To adjust the angles between arms and assign the sequences, a Tn loop of 
appropriate length is inserted into the staple strands surrounding the vertex, and a certain 
number of nucleotides in the scaffold strand are left unpaired opposite to the Tn loop. The 
added unpaired nucleotides at the vertex provide a degree of structural flexibility and 
allow bending at the corners to generate the desired angles between the arms at the vertex 
(Figure 3.1B). Additionally, the design of the staple strands requires consideration of the 
length and curvature of each of the line segments. The lengths of the line segments 
between any two neighboring vertices need to be an integer number of DNA helical turns 
to minimize strain and allow the scaffold DNA to follow the designed folding path. 
Figure 3.1C shows two possible scenarios when adding staple strands: with or without a 
scaffold crossover in the line segment, which requires a shift of the crossover positions of 
the staple strands to avoid juxtaposing two crossovers. This distributes the positions of 
crossovers evenly along the line segments, which determines the integrity and rigidity of 
each part of the structure. 
 To demonstrate the design principles, we first construct three Platonic tessellation 
patterns with homogenous vertices and edges of regular polygonal patterns in the form of 
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hexagonal, square, or triangle geometries. The honeycomb pattern containing 16 
hexagons is used as an example to illustrate the detailed design process. In this pattern, 
each vertex is joined by three arms with equal 120° angles. First, we layout the target 
pattern and convert each arm into two parallel lines (figure S1A). Then we connect each 
pair of the lines that meet at the vertex and loop them all at the edges. This results in a 
number of individual hexagonal loops in the center part and a continuous loop along the 
perimeter of the whole pattern (figure S1B). Next, we insert DXs between the 
neighboring hexagon loops at selected positions so that the individual loops are all 
connected to form a single loop. A final bridge is added between the internal and the edge 
loops (figure S2); therefore, one single-stranded circular DNA acting as a scaffold can go 
through the entire structure and visit each vertex and line three and two times, 
respectively.  
  45 
 
Figure 3.1 Design principles. (A) Left: An arbitrary wire-frame pattern composed of line 
segments (gray) and vertices (blue). Right: Steps to route a scaffold: first, double all the 
line segments from the original pattern; second, connect the lines that meet at each vertex; 
third, “loop” and “bridge” all the lines into one continuous scaffold. (B) A DNA helical 
model of a 4 × 4 junction (top) and a line model of the 4 × 4 junction (bottom). Each 
vertex is designed as an n × 4 junction. The angle of adjacent arms in one junction can be 
adjusted by inserting poly T loops (red dots) and leaving unpaired nucleotides in the 
scaffold strand opposite to the poly T loop (dark blue dots). (C) Adding staple strands on 
two different types of edges (5-turn long edges are utilized here for illustration): the edge 
with two antiparallel scaffolds (top) and the edge with a scaffold bridge (Holliday 
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junction) in the middle. The arrows point to the direction from 5' to 3' end of the DNA. In 
B and C, The dark blue strands represent the scaffold strand, and the gray and cyan 
strands are the staple strands. 
 
 The next step is to add the complementary staple strands in the line segments 
according to the design rules of forming double-crossover tiles. Here we used five full 
turns of B-form DNA as the length of each edge. Unpaired nucleotides around the 
vertices are manually assigned to satisfy the angle requirement. Because the honeycomb 
array has a homogenous 120° intersection angle, a T3 loop in the staple strands at each 
corner is suitable to maintain this angle 15, and all the bases in the scaffold strand remain 
base paired (figure S3B). The edges are treated differently depending on whether or not 
they contain a scaffold crossover (see figure S4 for design details). Finally, nick points 
are added at carefully selected positions to obtain appropriate-length staple strands.  
 To generate the honeycomb structure (Figure 3.2A), 7100 of 7249 nt of the 
M13mp18 single-stranded DNA (ssDNA) were assigned, and 223 staple strands with 
lengths ranging from 20 to 52 bases were used. The extra 138 nt of the scaffold is left as 
an unpaired loop on the outer edge. All the staple strands on the outermost edges were 
modified with poly T tails (figure S4D) to prevent the potential pi-pi stacking along blunt-
ended helices between individual structures. 
 Similar design principles were applied to create the other two Platonic patterns. 
The square tiling has 90° intersection angles, and four T4 loops were utilized in the center 
of each vertex to create the 90° angles 16 (figure S11B). The triangular tiling has 60° 
intersection angles, and six T5 loops were used at each vertex 17 (figure S11C). The 
dimensions of the final pattern depend on the length of the scaffold strand available and 
the length of the edges (minimal three helical turns). By design, the dimensions of the 4 × 
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4 hexagonal pattern is 150 nm × 150 nm (considering that the width of a DX tile is ~4.5 
nm), the 5 × 5 square pattern is 108 nm × 108 nm, and the triangular pattern is 136 nm × 
136 nm in the 2D plane. Atomic force microscope (AFM) images confirmed the 
successful formation of the designed structures (Figure 3.2A-C) with high yield and 
structural integrity. 
 Our strategy can be easily adapted to design larger and more complex structures 
based on multiple scaffolds. For example, we designed a square tiling pattern using both 
M13mp18 (7249 nt) and PhiX174 (5386 nt) as the scaffold strands to create a 2D grid 
containing 8 × 9 cross-shaped vertices (or 7 × 8 square cavities). To ensure structural 
integrity, the contacts between the two scaffolds are maximized via staple strands. The 
final structure has four helical turns in each edge and provides a fully addressable square 
lattice of 148 nm × 167 nm (Figure 3.2D). To further scale up the square lattice pattern, 
we took inspiration from our previously reported symmetric tile hierarchical assembly 
method 18 to assemble a square lattice containing 17 × 17 square cavities of ~300 nm in 
both dimensions (Figure 3.2E). To our knowledge, this is the largest finite size square 
DNA lattice reported in the literature.  
 
  48 
 
Figure 3.2 The scaffold folding paths and representative AFM images for the simple 
Platonic tiling. (A-C) Platonic tiling based on hexagon, square, and triangle geometries. 
(D) A 7 × 8 square Platonic tiling composed of two scaffolds (The black-blue loop on the 
left is a PhiX174 scaffold, and the colorful loop on the right is an M13mp18 scaffold). (E) 
A lattice with 17 × 19 square cavities. All scale bars are 100 nm. 
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 Using this design strategy, we were able to create more complex wireframe 
structures without local translational symmetry (as shown in Figure 3.1A) using 
quasicrystalline structures as target patterns. We demonstrated three patterns without 
translational symmetry. These include a star shape, a 5-fold Penrose tiling, and an 8-fold 
quasicrystalline pattern (Figure 3.3A-C). In contrast to the homogeneous tiling patterns, 
these three structures contain: 1) a diverse number of arms that meet at each vertex, 
ranging from three to eight arms; 2) various intersection angles between any neighboring 
arms, ranging from 30° to 150°; and 3) variable arm lengths, from three to six turns. 
Successful formation of these structures demonstrates the high programmability of our 
methods. 
 Changes about the numbers of arms and intersection angles are achieved by the 
insertion of Tn loops in the staple strands around each vertex and leaving unpaired bases 
on the scaffold strand between arms as necessary (see figures S22-S24 for design details). 
For example, in the Penrose tiling (Figure 3.3B), surrounding the central 5-arm vertex 
there are five 3-arm vertices that have different angles between the three arms: 108°, 108°, 
and 144° (figure S23). T3, T3, and T4 are inserted in the staple strand surrounding the 
vertex, and one unpaired nucleotide was left on the scaffold strand to achieve the 144° 
angle (figure S23-2). The next group of vertices connected to the central one all contain 
5-arms that have angles of two 36°, two 72°, and one 108°. These angles are achieved by 
inserting T5 or T4 loops in the staple strands and a T5 loop opposite to an unpaired 
nucleotide on the scaffold (figure S23-4). 
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Figure 3.3 The scaffold folding path and representative AFM images for intricate 2D 
patterns. (A) A star-shape pattern without translational symmetry. (B) A Penrose tiling. 
(C) An 8-fold quasicrystalline pattern. (D-F) Three curved structures. (D) A waving grid. 
(E) A sphere array. (F) A fishnet. (G) A flower-and-bird pattern. All scale bars are 100 
nm. Two scaffolds (one colorful and one black-blue) are used in C and G. 
 
 In another example, the quasicrystalline pattern shown in Figure 3.3C contains six 
different types of vertices: one symmetric 8-arm with all 45° angles; 24 3-arms with 90°, 
135°, 135° angles; 16 4-arms with 45°, 90°, 135°, 90° angles; 8 5-arms with 90°, 45°, 90°, 
90°, 45° angles; 8 4-arms with all 90° angles; and 8 2-arms with 45° and 315° angles 
(figure S24). Each of the unique vertice types requires an individualized design. 
Generally, T5, T4, and T2 loops are used to create 45°, 90°, and 135° angles, respectively. 
Adding unpaired nucleotide(s) in the scaffold strand opposite to the loop on the staple 
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strand produces larger angles. The rules for creating different angles are summarized in 
the supporting information (figure S38). 
 For the two quasicrystalline patterns, all the edges are of the same length. 
However, for the star-shape pattern shown in Figure 3.3A, the edges are three different 
lengths that have a ratio of 6:5:2.9, which can be achieved by using 6, 5, and 3 full helical 
turns in the arms, respectively. Therefore, various target structures with reduced local 
symmetry can be successfully synthesized by adjusting the angles and arm lengths. 
Structural characterization by native gel electrophoresis (figure S46) and AFM imaging 
confirmed the successful assembly of the structures with high yield and excellent 
structural integrity (Figure 3.3A-C). 
 In our design, every line segment of the patterns can be considered an analog of a 
DX DNA tile (two double-helical DNA linked by two or three DXs). This feature enables 
us to introduce more intricate curvatures at each line segment to generate waving or 
circular patterns (Figure 3.3D-F), which can be achieved using a previously reported 
targeted insertion and deletion method12. Taking the waving grid structure as an example 
(Figure 3.3D), we laid down the scaffold strand on each line segment as two concentric 
arcs instead of two parallel lines. In each unit, a ~72° arc is created when a 31-bp and a 
21-bp double-helical DNA are laid side-by-side and connected by two crossovers at both 
ends (see figures S25 and S26 for details). By rotating and attaching such segments 
together, waving patterns of arbitrary curvatures can be generated (figures S25-S34). 
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Figure 3.4 3D wire-frame Archimedean solid structures. (A) A 3D model of an 
Archimedean solid cuboctahedron with 12 vertices and 24 edges. Each vertex is a 4 × 4 
junction, and each edge is a 14-turn long double DNA duplex. (B) Left: Models showing 
possible conformations of the structure when deposited on mica surface; Right: the 
corresponding AFM images. (C) The reconfiguration between 3D and 2D can be realized 
by strand displacement by adding fuel and set strands. Top: reconfiguration schematics, 
Bottom: AFM images showing the transition. All scale bars in AFM images are 100 nm. 
(D) A 3D model of another Archimedean solid snub cube with 24 vertices and 60 edges. 
Each vertex is 5 × 4 junction, and each edge is a 5-turn double DNA duplex. (E) Three 
views reflected the 2-, 3-, and 4-fold symmetry of the DNA snub cube from models (top) 
and reconstructions from cryo-EM images. 
 
 To test our design methods for producing patterns of extreme complexity, a more 
intricate and arbitrary shape in the form of three flowers and a bird was constructed 
through the angle variation and curvature creation as discussed above (Figure 3.3C). This 
structure consists of vertices that range from 2- to 10-arms, a wide range of different 
angles between the arms, and various arm lengths and curvatures. We folded two scaffold 
strand loops and individually modified each of the vertices and lines to create the desired 
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angles and local curvatures (see figures S35-S37 for details). AFM imaging clearly shows 
the correct formation of the structures resembling the designed patterns, demonstrating 
the versatility of our strategy to create very sophisticated wire-frame DNA nanostructures 
that have been difficult to achieve using previous methods. 
 The design principle can be easily adapted to generate 3D architectures that have 
vertices and edges arranged in 3D space with or without structural symmetry. This can be 
achieved by following the same design steps from turning single line edges into two lines, 
“looping” and “bridging,” adjusting angles, and filling in staples. One important step for 
3D construction is identifying appropriate folding paths and bridge points to fold the 
scaffold into a single loop that winds through all parts of the structure. A simple solution 
is to use the topological equivalent 2D polygon net for the 3D structures to allow the use 
of the “loop” and “bridge” strategy demonstrated in 2D to generate the looping path of 
the scaffold (figures S42 and S43). Angles in each vertex are adjusted using the same 
method by inserting Tn loops in the staples around the vertices and leaving unpaired 
nucleotides in the scaffold at the vertices (figure S41 and S44). 
 As shown in Figure 3.4, we designed and constructed a simple Archimedean solid 
cuboctahedron that contains 12 equivalent 4-arm vertices (with 60°, 90°, 60°, and 90° 
angles) and equal length 2-helix DNA as edges that are each 14 full DNA helical turns 
long. The structure can be easily observed under AFM (Figure 3.4, B and C) in a 
flattened form when it is deposited on the mica surface. The majority of the objects 
observed are centered with one of the square surfaces, indicating that the square surface 
has a higher tendency (stronger binding affinity) to contact the mica surface than the 
triangular surfaces or any vertex. Flattening of the 3D shape on the surface in this 
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preferred way involved only angle changes at the vertices and minimal stretching or 
compression of any edges, which is understandable as the angle change at the single-
stranded loops around the vertices should involve much smaller free energy costs than 
stretching or compressing the DNA helices. 
 Reconfigurable transitions between the 2D and 3D conformations were achieved 
using the strand displacement technique19. Upon addition of corresponding fuel and set 
strands, the staples on the outer edges of the 2D net were released and replaced by new 
staples that joined the specific edges together to form the 3D conformation. The new 
staples on the 3D polyhedron were also designed with a new set of toehold strands to 
allow the unfolding transformation from 3D to 2D (see supporting information for 
details). The unfolding-refolding reconfigurations were clearly verified by AFM imaging 
(Figure 4.4 and figures S63-S64), providing further proof for correct 3D structure 
formation. 
 We further constructed a more complex 3D object a snub cube, which is also an 
Archimedean solid with 60 edges, 24 vertices and 38 faces including 6 squares and 32 
equilateral triangles. Each edge were designed as 5-turn long DNA double helix. The 5-
arm vertices were assigned as T5, T5, T5, T5 and T4 loops between adjacent arms 
corresponding to 60°, 60°, 60°, 60°, and 90° angles. Cryogenic transmission electronic 
microscopy (cryo-EM) provided direct evidence for the formation of snub cube (Figure 
4.4E and S65). The cryoEM study confirmed the overall geometry and all key elements 
shown up in the reconstructed model. The observed edges are about 20 nm long and 6 nm 
thickness, which matches the designed structures (22 nm long and 5 nm thickness). The 
2-, 3-, and 4-fold symmetry in the snub cube were proofed by cryo-EM (Figure 4.4E).  
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3.5 Conclusion 
 In summary, we have demonstrated the utility of a set of new design rules for 
engineering wire-frame DNA nanostructures with unprecedented complexity. In principle, 
this strategy can be applied to design and construct any imaginable wire-frame 
nanostructure. In the examples demonstrated here, we utilized antiparallel double-
crossover junctions to form “bridges” between two neighboring helices. Other DNA or 
RNA junction motifs such as paranemic crossovers (PX)20  and RNA kissing loops21 can 
also be exploited to enrich the design and produce interesting topological structures that 
could potentially be replicated in vivo through biological machineries. The structural 
platform reported here enables the construction of nanostructures with a new level of 
structural complexity. The fabrication of quasicrystalline materials with rational design 
and programmability has been a challenging task. The method described here offers a 
new way to program the formation of quasicrystalline patterns for templated assembly of 
functional nanomaterials with emerging properties. 
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CHAPTER 4 
RECONFIGURABLE DNA ORIGAMI TO GENERATE  
QUASI-FRACTAL PATTERNS 
Adapted with permission from Zhang, F.; Nangreave, J.; Liu, Y.; Yan, H. Reconfigurable 
DNA Origami to Generate Quasi-Fractal Patterns, Nano Lett. 2012, 12, 3290–3295. 
Copyright 2012 American Chemical Society. 
 
4.1 Abstract 
 The specificity of Watson-Crick base pairing, unique mechanical properties of 
DNA, and intrinsic stability of DNA double helices make DNA an ideal material for the 
construction of dynamic nanodevices. Rationally designed strand displacement reactions 
can be used to produce dynamic reconfiguration of DNA nanostructures post-assembly. 
Here we describe a ‘fold-release-fold’ strategy of multiple strand displacement and 
hybridization reactions to reconfigure a simple DNA origami structure into a complex, 
quasi-fractal pattern, demonstrating a complex transformation of DNA nanoarchitectures. 
 
4.2 Introduction 
 DNA nanotechnology exploits the predictable structural and molecular 
recognition properties of DNA to build nanoscale assemblies and devices1-12.  Dynamic 
DNA nanotechnology seeks to develop reconfigurable and autonomous DNA devices that 
respond to environmental cues and system inputs13-23. These dynamic elements are 
particularly important for applications in nanomedicine, nanorobotics, and DNA based 
information processing.  
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One of the most frequently used operational principles in DNA device 
construction is based on DNA strand displacement, a simple and robust process by which 
two DNA strands hybridize to each other, displacing one or more pre-hybridized strands 
in the process24-27. DNA strand displacement can be combined with structural self-
assembly to produce dynamic reconfiguration of large DNA nanostructures post-
assembly, and can be used to induce changes at the macroscopic scale28. There have been 
reports of the construction of rotary DNA devices that switch between different structural 
states24, 29, two-dimensional crystals that contain DNA switches for controlled motion 
relative to the crystal lattice30, two-dimensional frameworks that change aspect ratio with 
a specific input31, and tetrahedra in which one edge adopts different lengths depending on 
the presence of an effector strand32. More recently, DNA origami technology5 was used 
to construct a reconfigurable DNA box with a lid33 that can be opened and closed by 
DNA strand displacement and a Möbius strip34 that can be reconfigured into a longer 
strip or two interlocked rings by releasing the staple strands at certain positions. In each 
of these cases, reconfiguration occurs between two closely-related structures through the 
action of a small number of strand displacement events. We envision that many 
applications would benefit from the ability to realize more complex changes in state.  
Here, we present a ‘fold-release-fold’ method in which reconfiguration of a DNA 
origami frame structure into a complex, quasi-fractal pattern is achieved by multiple 
strand displacement and hybridization steps. Unlike previous reports, our method does 
not involve the use of algorithmic self-assembly to generate the fractal pattern11,35 We 
demonstrate that reversible reconfiguration between the structurally divergent DNA 
nanostructures is facilitated by priming the dynamic portions of the nanostructure. We 
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also show that the use of a large number of simultaneous toehold mediated strand 
displacement events does not hinder the reconfiguration process. Fractal-like patterns 
have also been produced.  
 
4.3 Materials and Methods 
 See Appendix C. 
 
4.4 Results and Discussion 
The initial square frame structure (Frame 1)  whose design is presented in the left 
panel of Figure 4.1a is assembled by folding the genome of an M13mp18 bacteriophage 
(~7000 nucleotides) with 156 short, single stranded staple strands ranging from 20 to 70 
nucleotides (nt) long. Each of the four arms of Frame 1 is composed of 8 double helical 
layers, with the innermost layer denoted as layer n. Each subsequent helical layer, n+1, 
n+2, etc. has 16 more base pairs than the preceding layer to tolerate 90 degree bends in 
the helices at each corner. Of the 156 staple strands, 42 actively participate in the 
transformation from Frame 1 to Frame 2 (Primer Set 1, shown in blue in the left panel of 
Figure 4.1b). Frame 2 (middle panel of Figure 4.1a) has the same basic outline as Frame 
1, but rather than one large eight layer frame, it contains four smaller, four layer frames, 
with two that exhibit the same symmetry as Frame 1. Because the transformation 
involves significant rearrangement of the four innermost helices, the corresponding 
dynamic portions of the nanostructure are primed before the final transformation (upper 
right and lower left corners of the four innermost helices).   
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Figure 4.1 Design of reconfigurable DNA origami.  (a) Left to right - models of Frame 1, 
Frame 2, and Frame 3. In each model, the cylinders represent DNA double helices.  
Several iterations of strand displacement and hybridization reactions transform the simple 
frame structure into a quasi-fractal pattern with self-similar features. Frame 1 has ~ 100 
nm x 100 nm outer dimensions and a 50 nm x 50 nm inner cavity.  In Frame 2, the four 
innermost layers in the upper right and lower left of Frame 1 are folded toward the center 
and linked together. This creates a Frame structure with 4 smaller square cavities that are 
~ 25 nm x 25 nm. The upper right and lower left cavities have the same polarity as Frame 
1 and are dynamically reconfigured to create Frame 3.  (b) Schematics showing the 
detailed design features of each of the DNA origami structures. The orange strand 
represents the long single-stranded M13 DNA scaffold. The green strands correspond to 
non-transformative staples that fold the scaffold during the assembly of Frame 1, forming 
a rigid DNA origami structure. The remaining colored strands (blue, pink, yellow) 
contain toehold extensions and represent dynamic portions of the design. (c) Schematics 
of the partially relaxed intermediate structures that are formed during each transformation. 
Note that the forward transformation from Frame 1 to Frame 3 and the reverse 
transformation from Frame 3 to Frame 1 are both depicted in this Figure. 
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Figure 4.2 Iterations of structural reconfiguration. Left panels illustrate the designs, 
middle panels (in blue) contain zoom in and zoom out AFM images corresponding to the 
forward transformation from Frame 1 to Frame 3, and right panels (in red) show the 
reverse transformation from Frame 3 to Frame 2 to Frame 1. (a) Frame 1 in blue, 
assembled by a typical DNA origami annealing program using a long scaffold and a 
collection of complementary staples. Frame 1 in red, transformed from Frame 2. (b) 
Frame 2 in blue, formed by reconfiguration of Frame 1. Frame 2 in red, formed by 
reconfiguration of Frame 3. (c) Frame 3 in blue, transformed from Frame 2.  Frame 3 in 
red, assembled by a typical DNA origami annealing program using a long scaffold and a 
collection of complementary staples. 
 
Each of the 42 staples in Primer Set 1 contains two domains; one is 
complementary to the underlying M13 scaffold and facilitates the initial assembly of 
Frame 1. The second domain contains of a 6 nt toehold sequence that is used for priming 
the structure for reconfiguration to Frame 2 (Figure S1). Initially, Frame 1 is assembled 
by thermal annealing (left panel in Figure 4.1b, details in SI); primer staples are 
incorporated into the frame with the 6 nt toeholds projecting from the same face of the 
structure. The toeholds serve as the initial points of strand displacement by fully 
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complementary strands (Release Set 1, 42 strands). Removing the primer staples with the 
addition of Release Set 1 loosens the structure in the upper right and lower left corners 
and prepares Frame 1 for the final transformation to Frame 2 (left panel in Figure 4.1c, 
Figure S2). The last step involves bringing the exposed portions of M13 in the upper right 
and lower left corners of the structure toward the center of the frame and fixing them in 
place by adding Closure Set 1 staples (shown in red and yellow in the middle panel of 
Figure 4.1b). Closure Set 1 (38 staples in total) includes two long staple strands, 69 and 
71 nts, that hold the center of Frame 2 together (Figure S3). The remainder of the staples 
in Closure Set 1 hybridizes to the unbound sections of M13, transforming the structure 
into Frame 2 (middle panel in Figure 4.1b). Selected staples in Closure Set 1 are also 
used in next iteration of forward transformation (yellow) and others are used for the 
reverse transformation from Frame 2 to Frame 1 (red).  
 
Figure 4.3 Continuous forward and reverse reconfiguration. (a) Models illustrating the 
fully reversible reconfiguration process. A number is assigned to each transformation step 
(shown next to the green arrows). (b) Zoom out and zoom in AFM images, respectively, 
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of the products that were obtained after transformation #4. Approximately half the 
observed products are Frame 1, the intended target structure. c, Zoom out and zoom in 
AFM images, respectively, of the products that were obtained after transformation #3. 
Note the small percentage of Frame 1 visible in the images, indicating that the 
appearance of Frame 1 after transformation #4 can mostly be attributed to the intended 
reconfiguration of Frame 2, and not simply structures leftover from earlier steps. 
 
The reconfiguration of Frame 2 into Frame 3 (right panel of Figure 4.1a) proceeds 
in the same manner as described above. 26 staples presenting 6 nt toeholds are used to 
prime Frame 2 for transformation (Primer Set 2). 10 of the primer staples are 
incorporated into Frame 1 during the initial assembly step (shown in pink in the left panel 
of Figure 4.1b) and are not affected by the transformation from Frame 1 to Frame 2.  The 
remaining 16 primer staples (shown in yellow in the middle panel of Figure 4.1b) are 
incorporated into Frame 2 through the addition of Closure Set 1. Removing the primer 
staples by adding strands from Release Set 2 prepares the dynamic portions of the 
structure for the final reconfiguration (right panel in Figure 4.1c). The addition of Closure 
Set 2 (32 staples) brings the corresponding exposed portions of M13 together and fixes 
them in place, transforming the structure into Frame 3 (right panel in Figure 4.1b). 
Ideally, if an infinitely long scaffold strand were used, this iterative process could be 
repeated to form more complex fractal patterns with smaller and smaller cavities. 
However, limited by the length of M13 and rigidity of double stranded DNA, no 
additional iterations were conducted. The same reconfiguration strategy can be used to 
transform a complex structure (Frame 3) into a simple structure (Frame 1). The reverse 
transformation is also depicted in Figure 4.1 (pink arrows). 
Additional details about the reconfiguration process are described in the SI. 
Figures S4-S7 corresponds to a series of experiments that were used to identify suitable 
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temperatures for each reconfiguration step. In summary, we found that 45°C and 37°C 
were acceptable temperatures for the transformations from Frame 1 to Frame 2 and 
Frame 2 to Frame 3, respectively. For the former, temperatures higher than 45°C 
compromised the stability of the pre-annealed Frame 1 structure, while lower 
temperatures did not facilitate efficient transformation. Similar results were observed for 
the latter transformation.  
 
 
Figure 4.4 Priming the structures for reconfiguration. (a) Schematic and corresponding 
AFM image (products) illustrating a standard transformation from Frame 1 to Frame 2. 
As shown in the AFM image, the transformation yield is approximately 90%. (b) 
Schematic and corresponding AFM image (products) demonstrating the effect of 
blocking toehold mediated strand displacement. For this experiment, Frame 1 was 
modified with primer staples that display a non-complementary sequence not recognized 
by the displacement strands. To realize the transformation, Modified Frame 1 was treated 
with Release Set 1, followed by Closure Set 1. Notice the absence of Frame 2 in the AFM 
image, indicating that toehold recognition is essential to facilitate the reconfiguration 
process. c, Schematic and corresponding AFM image (products) illustrating the result of 
skipping the release step of the ‘ fold-release-fold’  method. For this experiment, 
Closure Set 1 was added directly to Frame 1 without first adding Release Set 1. The 
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absence of Frame 2 in the corresponding AFM image confirms that priming the structures 
is an essential aspect of our approach to nanostructure reconfiguration. 
 
Atomic Force Microscopy (AFM) was used to characterize each step of the 
forward and reverse reconfigurations (Figure 4.2). The far left column in Figure 4.2 
depicts each DNA origami frame structure. Zoom in AFM images directly adjacent to 
each model confirm the integrity of the structures at each step of the forward 
reconfiguration. Zoom out AFM images of the forward (blue series) and reverse (red 
series) transformations reveals that the yield of each reconfiguration step is 
approximately 85%. Note that for the reverse transformation, Frame 3 is initially 
assembled by thermal annealing and transformed into Frame 1 at a constant temperature 
using the methods described above.  
 
Figure 4.5 A single step reconfiguration strategy. (a) Schematic and AFM image of the 
products of a one-step transformation from Frame 1 to Frame 2. (b) Schematic and AFM 
image of the products of a one-step transformation from Frame 1 to Frame 2. As shown 
by the AFM images, a one-step protocol does not facilitate the reconfiguration process. 
 
 With confirmation that our fold-release-fold strategy can not only be used to 
transform a simple structure into a more complex one, but also a complex structure into a 
simple one, we sought to demonstrate a truly reversible reconfiguration. Beginning with 
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the thermal annealing of Frame 1, we used our step-wise method to execute continuous 
forward and reverse transformations (Frame 1→Frame 2→Frame 3→Frame 2→Frame1). 
Although we were able to show that a fully reversible reconfiguration is possible using 
our method, the AFM images shown in Figure 4.3 reveal that the overall yield is 
significantly lower than for each individual transformation (~50% as evidenced by the 
appearance of Frame 1 upon completion of step 4 of the transformation). 
 We designed several control experiments to evaluate the importance of toehold 
recognition and preparing the structures for reconfiguration. First, Modified Frame 1 was 
assembled (Figure 4.4b); the primer staples incorporated into the modified structure 
displayed toeholds that were not complementary to the strands in Release Set 1, and thus, 
could not be recognized and displaced. As a result, Modified Frame 1 was not 
transformed into Frame 2 after the sequential addition of Release Set 1 and Closure Set 1 
(AFM image in Figure 4.4b). This result indicates that the free energy provided by 
toehold hybridization is necessary to initiate the primer strand displacement process and 
subsequent rearrangement of the structure. In a related experiment, we directly examined 
the need for a ‘release’ step (fold-release-fold) in which the structures are primed for 
transformation (Figure 4.4c). After assembling Frame 1, the sample was not prepared for 
subsequent reconfiguration into Frame 2 (Release Set 1 was not added to displace 
dynamic portions of the structure) but was directly treated with Closure Set 1. As shown 
in the AFM image in Figure 4.4c, there is no evidence that Frame 1 was successfully 
transformed into Frame 2. Taken together, the control experiments indicate that priming 
structures for reconfiguration is a critical component of our method. 
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We also performed control experiments to determine the need for separate 
‘release’ and ‘fold’ steps. First, Frame 1 was assembled by thermal annealing. Next, the 
sample was simultaneously treated with Release Set 1 and Closure Set 1 in an attempt to 
transform the structure into Frame 2 in a single step. However, the absence of Frame 2 in 
the AFM images shown in Figure 4.5a reveals that the one-step displacement strategy is 
not effective method to transform the simple structure into a more complex pattern. A 
similar result was obtained for the transformation from Frame 2 to Frame 3 (Figure 4.5b). 
These results indicate that forming a relaxed, intermediate structure is a prerequisite for 
structural reconfiguration by the closure staples.  
 
4.5 Conclusion 
In summary, we demonstrated that a DNA origami nanostructure can undergo 
complex structural rearrangement using a ‘fold-release-fold’ strategy. In this work a 
simple DNA origami frame structure was transformed into a complex, quasi-fractal 
pattern and vice-versa.  The initial structures were self-assembled by thermal annealing 
and subsequently transformed through multiple strand displacement and hybridization 
steps. We showed that unfastening the staples in the dynamic portions of the 
nanostructure before reorganizing the corresponding sections of M13 facilitated the 
transformation process. In addition, we demonstrated that transformation between the 
structurally divergent DNA objects is fully reversible. The success of our method proves 
that a large number of simultaneous toehold mediated strand displacement events can be 
used to achieve efficient structural reconfiguration. The reconfigurable quasi-fractal 
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structures may also be used to control metal nanoparticles to form reconfigurable self-
similar chains for nanophotonic applications. 
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CHAPTER 5 
PERSPECTIVES OF STRUCTURAL DNA NANOTECHNOLOGY 
Adapted with permission from Zhang, F.; Nangreave, J.; Liu, Y.; Yan, H. Structural 
DNA Nanotechnology: State of the Art and Future Perspective, J. Am. Chem. Soc., 2014, 
136, 11198–11211. Copyright 2014 American Chemical Society. 
 
5.1 Frontiers of Structural DNA Nanotechnology 
The interdisciplinary nature of DNA nanotechnology crosses the traditional 
boundaries of physics, chemistry, biology, and engineering, and allows scientists to 
connect and integrate their unique perspectives in pursuit of solutions to the most 
pressing problems in medicine, technology, and more. From the earliest DNA junction 
motifs, to the most recently developed DNA nanostructures of incredible complexity, the 
field has started to explore various novel applications including directed material 
assembly, structural biology, biocatalysis, DNA computing, nano-robotics, disease 
diagnosis, and drug delivery, as we have mentioned briefly in the previous section. Each 
of these applications is made possible by the ability of DNA nanostructures to direct 
molecular species with nanoscale precision while maintaining the utmost structural 
integrity. DNA nanotechnology is progressing with such incredible speed that it is 
becoming more and more difficult to predict from which areas the next breakthroughs 
will occur. Next, we are merely providing our opinion about the critical challenges that 
the field faces, and which directions we believe researchers should pursue to help DNA 
nanotechnology reach its full potential.  
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We have divided the remaining outlook into three main areas: 1) Design and 
Assembly, which will include discussions of dynamic, developmental, quasi-crystal 
lattice, 3D periodic crystal lattice, scaffolded-, surface mediated-, algorithmic, and 
topological assembly; 2) Future Applications, which will include discussions of structural 
DNA nanotechnology for molecular scaffolds, sensors, robotics, and computing; and 3) 
Beyond Structural DNA Nanotechnology, in which we conceive of potential directions 
the field might explore over the longer term. 
5.1.1 Dynamic assembly 
George Whitesides once wrote, "Although much of current understanding of self-
assembly comes from the examination of static systems, the greatest challenges, and 
opportunities, lie in studying dynamic systems. Perhaps the most important justification 
for studying self-assembly is its central role in life."1 Dynamic self-assembly processes 
underlie many forms of adaptive and intelligent behaviors in natural systems, however, 
very little are known about the principles that govern them. One of the most intriguing, 
dynamic self-assembling processes in living cells is the polymerization of cytoskeletal 
biopolymers such as microtubules. Microtubule polymerization is characterized by two 
very unique phenomena referred to as tread-milling2 and dynamic instability3. Tread-
milling is said to occur with the net addition of tubulin monomers at one end of the 
microtubule, and simultaneous net loss of tubulin at the opposite end. Dynamic instability 
is characterized by switching between phases of relatively slow and rapid shortening of 
the microtubules at their ends. Although these phenomena were once thought to be 
incompatible, it is now known that both behaviors coexist in near steady state conditions 
in cells2-3.  
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It would be quite interesting if we could use the desirable properties of DNA 
nanostructures to recapitulate these phenomena and ultimately dissect the governing 
dynamics of microtubule polymerization (Figure 5.1A).  DNA tiles could be designed 
such that the rate of assembly equaled the rate of disassembly, resulting in steady-state 
tread-milling and fixed length nanotubes.  Further, if tiles with two or three directional 
growth were utilized, the resulting arrays would have defined shapes. The intrinsic 
conformational flexibility and rigidity of different DNA building blocks could be 
exploited to mimic dynamic instability, where polymerization of flexible DNA tiles can 
be induced through seeded growth on a rigid tile and de-polymerization of the flexible 
tiles can be initiated by removing the rigid tile protection cap. When the association and 
dissociation reactions reach equilibrium, the input of additional rigid tiles will catalyze 
the polymerization of released flexible tiles. Studying the association and dissociation 
kinetics of model DNA tile species with variable flexibility is absolutely essential to 
recreating this, or similar dynamic self-assembling systems. 
5.1.2 Developmental assembly 
The creation of new life depends on a set of extraordinary developmental 
processes including stem cell growth, differentiation, and morphogenesis. These 
processes rely on nature’s ability to precisely control the spatial and temporal relationship 
between cellular components and signaling pathways. It would be extremely interesting if 
we could create synthetic DNA systems that mimic this kind of spatiotemporal 
development. DNA tiles have the potential to develop into unique patterns through 
instructions embedded in the building blocks, or by external stimuli such as fuel strands 
that trigger new growth pathway (Figure 5.1B). Meta-stable DNA nanostructures could 
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be designed and used to serve as nucleation seeds and/or catalysts to increase the growth 
and development of particular pathways. Multivalency and/or cooperativity within DNA 
nanostructures could be exploited for nucleation and initiation of alternative assembly 
paths.  
Researchers have already begun implementing certain aspects of developmental 
assembly. For example, Pierce and co-workers recently reported the dynamic assembly of 
DNA nanostructures through a seeded cascade of hybridization chain reactions based on 
toehold mediated strand displacement4. Strand displacement circuits have also been used 
to trigger DNA tile assembly and control their growth into DNA tubes5.  There are 
several key challenges to implementing toehold mediated strand displacement in dynamic 
DNA systems including leakage, slow reaction rates, and the necessity for high salt 
conditions. Researchers are currently trying to address each of these problems. Zhang and 
co-workers reportedly designed toehold exchange probes and optimized the specificity of 
DNA hybridization, so that their system can detect single-based changes6. Designing 
robust self-assembling DNA platforms to mimic developmental systems will also 
certainly require a thorough understanding of the thermodynamics and kinetics of DNA 
self-assembly.   
5.1.3 Quasi-crystal lattice assembly  
In 2011, the Nobel Prize in Chemistry was awarded to Dan Shechtman for his discovery 
of quasicrystals, a finding that fundamentally changed how chemists understand solid 
matter. Prior to his report7, scientists believed that the atoms in a crystal were always 
packed into symmetric patterns that repeated periodically. We have since come to 
understand that it is possible to form packed crystals from non-repeating patterns, an 
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arrangement of molecules now referred to as quasicrystalline. The distinctive properties 
of quasicrystals, as well as their unique structures, have intrigued scientists ever since 
their discovery7-9, however, very little is currently known about the properties exhibited 
by synthetic and naturally occurring quasicrystals. Scientists have yet to determine what 
guides quasiperiodical rather than periodical growth, and what factors result in the unique 
properties that they display10-11. One of the biggest challenges facing researchers today is 
the lack of plausible systems from which to assemble quasicrystals and enable further 
studies. DNA platforms are promising candidates for the controlled, programmable 
growth of synthetic quasicrystals (Figure 5.1C). Interacting DNA building blocks can 
potentially be programmed to assemble into 2D and 3D quasi-crystal patterns, allowing 
us to investigate the still unknown mechanisms of quasi-crystal growth, and providing a 
means to organize other materials for engineering pursuits.  
5.1.4 Periodic 3D crystal lattice assembly  
Realizing 3D DNA lattices as hosts to organize guest protein molecules and 
facilitate protein crystallography necessitates that 3D DNA crystals can themselves be 
reliably assembled and characterized. Researchers successfully demonstrated the 
assembly of a 3D DNA crystal in which the triangular unit tiles were connected by sticky 
ends, and solved its structure to ~ 4 Å resolution using X-ray crystallography12. However, 
most DNA crystals only diffract to 7 to 10 Å, leaving scientists trying to determine why 
rationally designed DNA crystals do not diffract with better resolution. There are several 
possible explanations, including defects that arise during crystallization, impurities in the 
synthetic DNA, and the presence of bulky solvent molecules in the large cavities of the 
DNA lattices.  
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Figure 5.1 Schematic Illustrations of (A) Dynamic DNA self-assembly with 
simultaneous joining in one end and dissociation in the other end, (B) Developmental 
DNA self-assembly that the assembly process may response to different external cues to 
grow into different final products, (C) Example of possible Quasi-crystal (2D penrose 
tiling) using DNA tile self-assembly and (D) Self-replication of DNA nanostructures.  
 
Crystal defects may be caused by the limited rigidity of DNA unit motifs, where 
any over- or under-twisting of the tiles causes inter-tile mismatches that are detrimental 
to the integrity of the crystal lattice. We surmise that imparting flexibility to certain 
domains of the DNA building blocks may allow the unit tiles to more reliably 
accommodate their neighbors and reach a lower energy state for crystal lattice formation, 
thereby improving the overall quality of the crystal. The Sleiman group pioneered DNA 
junctions with metal complex modifications that combine rigidity within the core of the 
junction with intrinsic flexibility in the arms13. This type of modified DNA unit motif has 
  76 
the potential to improve the quality of DNA crystals, but has yet to be exploited for 
crystallization applications.  
Reducing the volume of solvent present in the lattice cavities by inserting 
sequence specific binding proteins may improve the diffraction quality, however, 
sequence independent methods to orient proteins within the DNA cavities still need to be 
developed. This strategy is particularly attractive, as some have already demonstrated that 
RNA-binding proteins are useful chaperones for RNA crystallization. Piccirilli and co-
workers derived RNA-specific antibodies using synthetic phage display libraries, and 
showed that the antibody fragments promoted crystallization of RNA molecules14.  
Similarly, DNA tile binding antibodies could be identified through in vitro evolution and 
used for co-assembly of the DNA units and proteins into designed 3D crystals.  
Recent developments in Free Electron Laser X-ray nanocrystallography have the 
potential to revolutionize the field of structural biology by providing highly focused 
coherent X-ray beams with a peak brilliance that is 109 higher than the X-ray beams at 
the most powerful synchrotron facilities15. Obtaining high quality diffraction patterns 
using FEL X-ray requires micron sized nanocrystals; it might possible to program the 
growth of 3D DNA lattices into finite nanocrystals with suitable dimensions by designing 
a 3D box that acts as a scaffold to nucleate the growth of a periodic lattice of DNA tiles. 
Growing 3D crystals with designed crystal morphologies and dimensions is undoubtedly 
an interesting topic in itself. 
5.1.5 Scaffolded assembly 
The development of scaffolded DNA origami represents a milestone in structural 
DNA nanotechnology16. While the complexity and robustness of 2D and 3D DNA 
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origami objects has increased over the past few years, researchers still lack basic 
understanding of the thermodynamics and kinetics of scaffolded assembly. 
Understanding the minutia of DNA origami formation will allow us to guide the design 
of more complex DNA nanostructures, optimize annealing protocols, and manipulate 
functionalized DNA nanostructures more effectively. Structurally speaking, we are still a 
long way from being able to weave a scaffold strand along arbitrary paths within a DNA 
origami structure, although some progress has been made in this direction. Recently, Yan 
and co-workers developed a novel strategy to fold Gridiron-like DNA origami 
structures17. In this work, interconnected four-arm junctions were used as vertices within 
a network of DNA fragments and measured distortion of the junctions from relaxed 
conformation allowed the scaffold strand to traverse through individual vertices in 
several directions. Despite this initial success, interlacing the scaffold strand through the 
vertices of multi-arm junctions remains a challenge that if achieved, would dramatically 
improve our ability to form aperiodic tiling patterns and polyhedral 3D structures using 
the DNA origami technique. Besides increasing complexity, scaling up the size of DNA 
origami and reducing the cost of staple strand synthesis are also important issues facing 
DNA nanotechnologists. Various strategies to address these limitations have been 
explored, including the use of longer single stranded scaffolds18, double stranded 
scaffolds19, origami of origami (super-origami)20, and enzymatic production of staple 
strands on micro-array chips21, which has the added benefit of greater fidelity than 
chemical synthesis. Researchers are relentlessly pushing forward to achieve more robust 
DNA origami technology. 
5.1.6 Surface mediated assembly 
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DNA origami has shown great success in directing the assembly of nanoelectronic 
and photonic elements and has been used as a lithographic mask to etch nanoscale 
patterns on silicon and graphene substrates22. For practical device applications, it is 
highly desirable to achieve robust patterning of self-assembled DNA nanostructures on 
inorganic surfaces and several groups have developed unique strategies to organize DNA 
origami nanostructures on solid substrates23-25. The next logical step is to generate 
chemically functional surface features to facilitate patterning of DNA origami 
nanostructures into spatially addressable arrays. Surface mediated assembly may be the 
key to scaling up DNA nanostructure assemblies into wafer size arrays. Researchers have 
already shown that mica and silicon dioxide surfaces will mediate the assembly of small 
DNA tiles into millimeter range period 2D lattices26. The buffer conditions, especially the 
concentration and species of the ions present, may play a critical role in surface mediated 
diffusion of DNA nanostructures, an important factor that remains to be explored27. It 
would also be interesting to use fluidic 2D surfaces such as lipid bilayers to improve the 
surface mediated diffusion of DNA nanostructures28.  
5.1.7 Algorithmic assembly 
In mathematics and computer science, an algorithm describes a set of simple 
instructions for solving a problem. However, if you look beyond their traditional context 
in mathematics, you will see that algorithms can be used to describe the process of self-
assembly in the natural world. Consider the self-assembly of lipids into membranes, or 
viral proteins into capsids, or even just amino acids into intricately folded protein 
structures. Each process involves the spontaneous, or automatic, assembly of small 
components into larger, more complex structures. The process by which these structures 
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grow can be described as algorithmic. In each example, a limited number of molecular 
building blocks grow into higher order structures by following the growth rules encoded 
into the building blocks themselves. DNA tiles are information rich building blocks 
ideally suited for implementing algorithmic self-assembly. Originally proposed by 
Winfree, algorithmically self-assembled DNA nanostructure patterns have been 
experimentally demonstrated. For example, Winfree and co-workers showed that DNA 
double crossover tiles could be programmed to compute and grow into Sierpinski 
triangle29 and binary counter assemblies30. They also showed that prescribed DNA 
origami displaying sticky-end capture probes function as effective nucleation seeds to 
grow algorithmic arrays while suppressing spurious nucleation, which is a major source 
of errors during algorithmic assembly31. The design of novel nucleation frames could 
improve the fidelity and robustness of algorithmic assemblies of DNA tiles. Other errors 
arise from sticky end mismatches between different tiles that share certain sticky end 
sequences. The kinetics of tile-tile association between the algorithmic building blocks 
should be carefully investigated to promote the desired computations and reduce any 
undesirable mismatches. Also, tile sets could be expanded beyond the typical double 
crossover DNA tiles to more complex or optimal geometries to facilitate multivalent and 
cooperative binding between the tiles and allow for improved understanding of the 
constraints that limit the scope of algorithmic assembly.  
  80 
 
Figure 5.2 Illustration of potential applications of DNA nanotechnology: (A) 
Programming biochemical pathways with controlled input and output. (B) Design and 
implementation of theranostic nanodevices on targeted cell surfaces, that carry out 
functions such as compute, sense, release signal, trigger activation and deliver therapeutic 
molecules across the cell membrane.  
 
5.1.8 Topological DNA nanostructures 
In biological systems, there is a clear relationship between the specific structure 
of a biomolecule and its function. In particular, biopolymers are important molecules 
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whose structure supports the organization and functionality of cells. The topology of 
biopolymers can be exploited to facilitate tasks such as packing information bearing 
DNA molecules into tiny compartments within cells. Molecular topology is a fascinating 
and technically challenging topic that DNA nanotechnology is ideally suited to examine. 
Seeman and co-workers were the first to shown that topological structures such as knots 
and Borromean rings could be self-assembled from DNA by combining right-handed B-
form and left-handed Z-form DNA together to create positive and negative nodes32. Yan 
and co-workers later used the DNA origami method to construct Möbius strip topological 
structures that could be reconfigured into catenanes and twisted topological ribbons 
through toehold mediated strand displacement33. More recently, Willner and co-workers 
developed strategies to inter-lock DNA rings into multi-ring catenanes34. Weizmann and 
coworkers just reported the assembly of complex knots and links by specifically 
configuring four-way DNA junctions35. Despite these interesting examples, the area of 
DNA based topological nanostructures is under-developed compared to the geometric 
structures that have been reported over the past decade. New construction strategies and 
topological targets should be identified to push the frontiers of DNA based molecular 
topology forward.  
5.1.9 Self-replicating DNA nanostructures  
Self-replication is an astounding process by which a molecule in a dynamic 
system makes an identical copy of itself. Biological cells, provided they have a suitable 
environment, reproduce by cell division. During cell division, linear DNA autonomously 
undergoes replication by enzyme-mediated processes and is transmitted to offspring. It is 
a considerable challenge to design and construct autonomous structures that mimic the 
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action of nucleic acid polymerases and are capable of replicating entire synthetic DNA 
systems non-enzymatically (Figure 5.1D). The first development in this direction was 
reported by Seeman’s group in 201136. They constructed a seven-tile seed and 
successfully generated several generations of progeny in a step-by-step manner. Winfree 
and co-workers recently showed that mechanically induced scission of 2D DNA crystals 
can accurately replicate self-assembled DNA nanopatterns by creating new fronts of 
crystal growth37.  However, constructing autonomous self-replicating systems that do not 
require external manipulation remains a significant challenge. Pierce and co-workers 
demonstrated autocatalytic DNA duplex formation by way of a cross-catalytic circuit38, 
yet extending this concept to independent formation of sophisticated DNA nanopatterns 
needs additional development.  
 
5.2 Future Applications 
The successful design and assembly of the DNA nano-systems discussed above 
will undoubtedly lead to many new opportunities and innovative applications. The 
information rich character of self-assembling DNA nanostructures in particular, will 
create many new frontiers for the application of designer DNA nanostructures as 
molecular scaffolds, sensors, computers, and robots. In the following section we will 
discuss the potential of DNA nanostructures to serve as scaffold for functional 
nanoelectronic and nanophotonic devices, to regulate protein interactions, and to create 
sense-compute-actuate elements for molecular medicine. However, these examples are in 
no way limiting, and the field has already demonstrated a tendency to grow in unexpected 
directions, surprising even the sagest of researchers. 
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5.2.1 Molecular scaffolds for nanophotonics or nanoelectronics  
One of the most obvious applications of DNA a nanostructure is to direct the 
assembly of other, less controllable materials, as was discussed in the previous sections. 
We have seen several examples of spatially addressable DNA origami structures being 
used to organize nanoelectronic and photonic components. However, we have yet seen 
concrete examples of DNA nanostructures in functional nanoelectronic and photonic 
devices, where bottom-up, DNA directed assembly is interfaced with top-down, 
lithographic methods of micro- and macro-scale patterning. The latest developments in 
surface mediated self-assembly and site-specific control of chemical properties could 
enable more precise arrangement of these nanophotonic or nanoelectronic elements into 
regular, large-scale patterns that can be integrated with macroscopic systems.  
5.2.2 Molecular scaffolds for enzyme cascades 
DNA directed assembly of complex protein arrays is another area of development 
to watch for in the future. Enzymes, marvels of natural evolution, are intramolecular 
organizations of proteins that are capable of recognition, capture and activation of 
molecules, and regulation of biochemical processes. These protein complexes act as the 
central functional components of metabolism and reproduction in living systems39. The 
binding sites for substrates and cofactors are chemically specific, while the active sites 
are stereospecific and highly sensitive to conformational rearrangement. Inspired by 
nature, researchers have pursued a variety of strategies to regulate and control the 
catalytic activities of enzymes, as well as to understand the mechanism of enzyme 
function and pathways40-44. Compared to most conventional techniques, DNA 
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nanotechnology is a highly efficient and controllable strategy to achieve structural 
programmability and re-configurability through rational design and construction.  
Assembling enzymes and cofactors on DNA nanostructure scaffolds have already 
allowed researchers to probe the essential parameters for modulating catalysis, such as 
intermolecular distance and relative spatial position45-50. One example of controlling the 
activity of an individual enzyme using DNA was reported in 2013, where the authors 
achieved mechanical regulation of the enzyme luciferase by attaching a DNA spring51. In 
the same year, a DNA tweezer-actuated enzyme nanoreactor was successfully 
constructed52.  
An even loftier and more valuable goal is to engineer highly programmed 
cascading enzyme pathways on DNA nanostructure platforms with control of input and 
output sequences. Achieving this goal would not only allow researchers to mimic the 
elegant enzyme cascades found in nature and attempt to understand their underlying 
mechanisms of action, but would facilitate the construction of artificial cascades that do 
not exist in nature (Figure 5.2A).  
One major challenge in integrating multiple proteins into DNA nanostructures is 
to precisely define their relative orientation and position. A set of reliable and general 
methods for site-specific conjugation of proteins with oligonucleotides must be 
established in order to accommodate the diversity of proteins of interest. In an ideal 
system, a single protein with multiple coupling sites would be conjugated to unique DNA 
sequences to enable absolute orientational control of the protein relative to the DNA 
nanostructure. In this way, the active sites of the enzymes, in a multi-enzyme cascade for 
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example, could be precisely oriented to facilitate substrate-intermediate-product transfer 
and the overall enzymatic activity of the cascade could be optimized.  
5.2.3 Molecular sense-compute-actuate devices 
A far-reaching goal of structural DNA nanotechnology is to develop smart 
molecular machines that perform sense-compute-actuate mechanisms based on 
intrinsically information rich DNA molecules and structures (Figure 5.2B). For example, 
the development of smart molecular doctors would revolutionize the field of personalized 
medicine. A smart molecular doctor would have the same responsibilities as a real doctor, 
including diagnostic and therapeutic roles, but would operate entirely at the cellular level. 
Directly treating individual, diseased cells to cure them on the single cell level offers 
improved therapeutic efficiency and fewer side effects since smaller drug doses are 
required compared to that of conventional therapies.  
Other targeted drug delivery systems based on multifunctional liposomes, 
polymersomes, and nanoparticles have already been developed53. DNA is an attractive 
material for theranostic applications, not only because of its inherent design modularity, 
structural programmability and biocompatibility, but also because DNA molecules of a 
particular sequence or with certain modifications can selectively bind, distinguish and 
communicate with target cells to trigger drug release. Researchers have made strides 
toward constructing DNA-based drug containers and DNA nanostructures that can be 
embedded into lipid bilayers54, particularly after the establishment of the DNA origami 
method. The first DNA-origami box with a responsive lid that recognized a specific 
oligonucleotide key and subsequently opened was reported in 200955. More recently, 
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researchers developed a DNA nano-barrel with two single stranded aptamer locks that 
were opened by the presence of target cells in vitro56.  
Performing DNA computation directly on the surface of cells, or in cellular 
environments, will facilitate in vivo targeting and drug release. Recently, Rudchenko, 
Stojanovic and colleagues engineered DNA strand displacement cascades that detected 
the presence of certain cell markers on the surface of cells57. In another report, Hemphill 
and Deiters successfully engineered oligonucleotide logic gates to detect specific 
microRNA inputs in live, mammalian cells58. As more complex and robust DNA based 
computing systems are developed, it may be possible to integrate them into cellular 
systems to control and trigger cellular functions such as gene expression, or interfere with 
the metabolic pathways59. Recently, researchers reported the construction of a consensus 
network that distinguishes between two different input signals and reports the majority 
signal60. By combining DNA computation based target cell detection with reconfigurable 
DNA-based drug containers, it may be possible to create a DNA nanorobot that can 
interface and communicate with living cells (Figure 5.2B).  
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Figure 5.3 From nano- to Angstrom level control: engineering molecular tool-boxes 
composed of DNA, RNA, peptide, and protein molecules and their unnatural derivatives 
to extract new design rules and create complex, self-assembling structures with Angstrom 
level spatial control.  
 
There are a number of critical issues that must be addressed before DNA 
nanorobots can be used for drug delivery in vivo. Researchers must find a way to protect 
DNA nanostructures from degradation by the intra- and extra-cellular nucleases and liver 
metabolism over long periods. Compact DNA nanostructures generally display relative 
stability against DNA nucleases for a short time (a few hours)61-62. In the future it will be 
important to increase resistance to biodegradation by using methods such as chemical 
cross-linking of selected DNA strands or designated DNA backbone modifications. 
Identifying the mechanisms by which DNA nanostructures enter cells without being 
damaged, and escape endosomal processing63, is also a critical point. Other issues such as 
immunogenicity64 and tissue distribution should also be considered. 
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The biggest obstacles to transforming DNA nanostructures from mere curiosities 
into real-world solutions are the cost of synthetic DNA, small production scales, typically 
low yield of complex 3D structures, and sensitivity of DNA to ionic strength, temperature 
and nucleases. Researchers have already begun to address these issues by optimizing 
origami design and folding strategies to increase assembly yields65 and shorten assembly 
times66, and by developing suitable purification strategies for large scale synthesis67. It is 
also important to develop biocompatible conditions for efficiently folding DNA 




5.3 From Nano to Angstrom Technology 
Living cells are information rich, sophisticated machines that display Angstrom 
level organizational precision. Although DNA nanostructures are exquisitely 
programmable, they are only able to regulate biological molecules at a relatively coarse 
level compared to nature. If we want additional control, we must push the boundaries of 
nano-scale fabrication to the Ångstrom level. In contrast to DNA, RNA and proteins have 
more refined architectures with Ångstrom level features. These aspects of their 
organization have attracted increasing attention in the past decade. For example, several 
rationally designed RNA nanostructure have been constructed70-71. Methods for 
engineering designed proteins and nanostructured complexes using proteins have also 
begun to emerge72-73. The progress of characterization techniques such as cryo-EM, X-
ray diffraction and NMR support the development of Ångstrom technology. In particular, 
the most recent developments in cryo-EM techniques allow crystallization-free structural 
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determination of large sized proteins that is comparable to X-ray methods74-75. Using 
DNA origami frames both as structural hosts and as references, the structure of DNA and 
RNA binding proteins may now be determined to Ångstrom level resolution by cryo-
EM76. This advance will provide researchers with atomic level structural information (in 
conjunction with the structural solutions obtained from X-ray crystallography) that can be 
fed back into the design pipeline, elevating the field to unimaginable heights (Figure 5.3).  
In summary, after more than 30 years of growth, structural DNA nanotechnology 
is transitioning from adolescence into adulthood. The field is crossing the boundaries of 
physics, chemistry, biology and engineering, and is poised to generate unique approaches 
and solutions to real world challenges in science and technology. In the next phase of 
structural DNA nanotechnology, novel interactions between DNA, RNA and proteins 
could be used to facilitate Ångstrom technology, and represent the major challenges and 
opportunities in molecular design, assembly, computing, and programming. 
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Experimental Methods 
Materials. All the strands were purchased from Integrated DNA Technologies Inc. 
(www.IDTDNA.com) at a 25 or 100 nmole synthesis scale, and were further purified by 
denaturing PAGE gel electrophoresis. 
Nanostructure assembly. The designs and sequences of the DNA oligos used to form 
each of the structures are shown in a later section of the supporting information. A one-
pot annealing reaction was used to form each pattern. The strands for all the building 
blocks in each design are mixed at the designed ratio with a final concentration of the unit 
cell of 0.6 M in 1xTAE-Mg2+ buffer (20 µM Tris-acetate buffer, pH 7.6, 2 mM EDTA, 
12.5 mM MgCl2). The oligonucleotide mixture was annealed in a thermocycler 
(Eppendorf) that was programmed to cool from 95°C to 4°C over 12 hours: 94°C to 86°C 
at 4°C per 5 minutes; 85°C to 70°C at 1 °C per 5 minutes; 70°C to 40°C at 1°C per 15 
minutes; 40°C to 25°C at 1°C per 10 minutes; then hold at 4°C. The 2-hour annealing 
program used in Figures S4 and S8 is from 95°C to 4°C over 2 hours: 94°C to 76°C at 
2°C per 5 minutes; 76°C to 24°C at 4°C per 5 minutes; then hold at 4°C. The 48-hour 
annealing program used in Figure S2.8 is from 95°C to 4°C over 48 hours: 95°C for 5 
minutes; 90°C for 10 minutes; 86°C to 76°C at 1 °C per 10 minutes; 76°C to 50°C at 1°C 
per 30 minutes; 50°C to 15°C at 1°C per 60 minutes; then hold at 4°C. 
Ratio of building blocks (corresponding to the designs in Figures 1&2 in the main text). 
(a) Cairo pentagonal tiling corresponding to Archimedean tiling (32.4.3.4).  
Red four-arm: yellow four-arm: three-arm=1:1:4 
(b) Prismatic pentagonal tiling corresponding to Archimedean tiling (33.42), (c) shortened 
Prismatic pentagonal tiling and (d) shortened Prismatic pentagonal tiling with two faces.  
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Four-arm: three-arm=1:2 
(e) 2-uniform tiling. 
Four-arm: three-arm=1:1 
AFM imaging. 2 L samples were deposited onto freshly pealed mica (Ted Pella, Inc.) 
and left for 2 minutes for adsorption to the mica surface.  80 L of 1x TAE-Mg2+ buffer 
was added to the samples and an extra 40 L of the same buffer were deposited on the 
AFM tip. The samples were scanned in “ScanAssyst mode in fluid” using an AFM 
(Dimension FastScan, Bruker Corporation) with SCANASSYST-FLUID+ tips (Bruker, 
Inc.). 
 
Figure S2.1. Possible mismatches in the case when over-simplified building blocks are 
used for the Cairo pentagonal tiling. Here the unit cell of the desired pattern includes 
cyclization of two four-arm junctions and three three-arm junctions in a 3−3− 4−3−4 
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pattern to form an asymmetric pentagon. The symmetry of the sticky-end sequences in 
the four-arm tile may promote the exclusion of one of the three-arm motifs, causing the 
remaining four tiles to connect in a 3−4−3−4 pattern to form a square (or rhombus) unit. 
Deformation of the junction angles is possible because the arms of these four-arm and 
three-arm DNA junction motifs are relatively long and less rigid than shorter ones and the 
angles at the branch points of each individual tile may be flexible enough to deviate from 
the expected values of 90° and 120°. It is kinetically more favorable to form a four-
membered ring than a five-membered ring, but the four-membered unit cells do not grow 
into large 2D arrays because of excess structural strain. Even when the correct numbers 
of junction motifs combine to form the expected unit cells, they cannot assemble with 
perfect edge-to-edge tiling in the presence of incorrectly formed four-membered rings. a, 
The correct assembly intermediate with a 5-member ring assembled from a 3-3-4-3-4 
building block pattern is shown in the left. However, when the two 4-arm junction tiles 
are equivalent they may adopt an alternative linkage in which four building blocks 
instead of five twist and connect to form a 4-member ring. b, The unit cell can be 
topologically treated as a square since the angles at the junction points are flexible. c, 
Possible mismatches between the unit cells by shifting the tiles. 
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Figure S2.2. Additional AFM images for the Cairo pentagonal tiling. a, zoom out images 
indicate that the large 2D arrays tend to curl up at the edges. b, zoom in images show 
some smaller pockets (2 layers with 100-300 nm dimensions) also form along with the 
larger 1–layer 2D arrays. 
 
 
Figure S2.3. Tube folding mechanism for the standard Prismatic pentagonal tiling pattern. 
a, four possible folds I-IV with matching edges indicated by the dashed lines. b, 3D view 
of the tube formed by fold I with a zoom in AFM image of a tube flattened on surface 
(assuming this folding mechanism). c, the measured diameter (or half perimeter) 
distribution of the tubes from AFM. d, the sample AFM images for assigning/counting 
the type of tube folds. The numbers (1 or 2) marked on the tubes indicate the assigned 
fold type I or II from the AFM images.  e. The distribution of different tube folds shows 
that all of the tubes assume either fold I or II, but none assumes fold III or IV.  
  116 
 
 
Figure S2.4. Tube folding mechanism for the shortened Prismatic pentagonal tiling 
pattern. a, additional zoom in and zoom out AFM images for the standard annealing 
program (12 h). b, AFM images for different annealing times, 2 h and 12 h, respectively. 
Scale bars are marked in each image. c, Schematics for the three possible fold types. d, 
The first row shows the AFM images of tubes assuming fold 1 and the second row shows 
the AFM images of tubes assuming fold 2. It is noted that none of the tube are observed 
to assume the fold 3. Scale bars are the same in all images, 100 nm. The tubes can be 
easily opened either by deposition on the mica surface or broken by the scanning AFM 
tip. e, The diameter (or half perimeter) distribution of the tubes measured from AFM. The 
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Figure S2.5. a,b, Additional zoom out and zoom in AFM images for the shortened 
Prismatic pentagonal tiling with a corrugated design. c, the diameter (or half perimeter) 
distribution of the tubes measured from AFM. The tubes are wider and have a broader 
distribution in this design compared to those shown in Figure S2.3 and S4.  
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Figure S2.6. a,b, Additional zoom out and zoom in AFM images of the 2-uniform tiling 
with a corrugated design. Both rectangular and pentagonal cavities are observed. Tubes 
with fold types 1 and 2 are both present. Pieces of 2D array co-exist with tubes. c, 
diameter (or half perimeter) distribution of tubes measured from AFM. The average tube 
diameters are even larger compared to those shown in Figure S2.5.  
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Figure S2.7. For the Prismatic pentagonal tiling pattern with a corrugated design, mixing 
the two types of building blocks in different ratios (that deviate from the ideal 1:2 ratio) 
results in the formation of various products. a. With 4-arm junction tiles only a linear 
array is observed. b. With a 1:1 ratio, there is a shortage of 3-arm junction tiles and the 
2D array does not grow properly. Only very small fragments that displayed the correct 
pattern were observed. c. With a 1:1.9 ratio there is still a shortage of 3-arm junction tiles 
and the arrays do not grow very large. In addition there are many small fragments in the 
background. d. With 3-arm junction tiles only, 4, 5, 6-member rings and random, higher 
order cross-linked products were observed.This result indicates that the junction points 
are flexible and assume a range of different angles from 90-120 degrees. 
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Figure S2.8. Examining how concentration and annealing time influences the assembly 
of the shortened Prismatic pentagonal tiling with a corrugated design. Two concentrations 
(relative to the unit cell) were considered: 0.2 M and 0.6 M. In both cases a relatively 
fast annealing program (90oC to 4oC over 2 hours) does not allow the tile array to grow as 
expected. Relatively long annealing programs (90oC to 4oC over 48 hours) do not 
necessary cause a change in the dimensions of the tubes. Lower concentrations result in 
shorter and narrower tubes, possibly due to slow nucleation and growth kinetics.  
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Figure S2.9. Additional AFM images of the formation of small 2-layer pockets for the 
Cairo pentagonal tiling pattern. a,b, two tile ratio conditions that result in formation of 2-
layer small pockets with dimensions in the range of 100-300 nm. Both the ratios deviate 
from the ideal ratio of 1:1:4 for the 2D array. c, zoom in AFM images. All images in c. 
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Figure S2.10. we observed that the four-arm junction tiles with four identical sticky-end 
sequences (GCAG) self-associate in an end-to-end manner to form linear oligomers 
ranging from dimers to tetramers, with the final assemblies resembling rhombuslike 
ribbon structures in which each tile exhibits a twisted junction. a, Native gel 
characterization of the individual four-arm and three-arm junction motifs with optimized 
sequences. The tiles display the sticky ends corresponding to the matching rules in the 
Cairo pentagonal tiling pattern. b, Native gel image of a four-arm junction motif with 
symmetrical sequence in the arms (the red line indicates the position where the four-arm 
motifs should migrate). The gel reveals random aggregations that do not run out of the 
gel wells. c, Native gel image of a four-arm junction motif with GCAG sticky end. The 
tile also self-aggregates.  d, AFM images of the same sample in c which shows the non-
specific linear oligomerization of the 4-arm junction tiles. 
 
 
Sequences of the DNA strands in the Junction tiles used in all of the designs 
(numbers are marked in the scheme at the 5’ ends) 
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A. The Cairo Pentagonal tiling design 
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B. The standard Prismatic pentagonal tiling design 
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C. The shortened Prismatic pentagonal tiling design 
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D. The shortened Prismatic pentagonal tiling with corrugated design 
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E. The 2-uniform tiling with corrugated design 
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APPENDIX B  
SUPPORTING INFORMATION FOR CHAPTER 3 
OMPLEX WIREFRAME DNA ORIGAMI NANOSTRUCTURES  
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Section 1. Wireframe DNA Origami Design 
S1.1 Details of the design strategy  
The goal of our design was to construct arbitrarily shaped wireframe architectures 
composed of line segments and vertices. N × 4 multiarm junctions are ideal candidates to 
represent vertices because different types of junctions have been constructed and studied 
in the tile self-assembly system, such as 4×4 ( H. Yan et al., Science 301, 1882-1884, 
2003), 3×4 (Y. He et al., J Am Chem Soc 127, 12202-12203, 2005), and 6×4 ( Y. He, Y. 
Tian, A. E. Ribbe, C. D. Mao, J Am Chem Soc 128, 15978-15979, 2006) junctions. These 
previous studies provided basic guidance for the design of more complex and various 
vertices in our wire-frame DNA origami nanostructures. One important consideration for 
our origami design was how to route the scaffold strand through all of the vertices and 
lines. Between every two adjacent vertices (junctions), two antiparallel cross-linked DNA 
helixes are employed as the line segments. We designed a “loop” and “bridge” method to 
realize scaffold routing.  
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Fig. S1. Illustration of the design. Step 1: Double lines and loop scaffold. The 
hexagonal Platonic tiling is used here as an example to illustrate the design steps. (A) The 
first design step was to double any lines in the pattern. (B) Next, the lines meeting at each 
vertex were connected as shown, and the double lines in the end were linked to form an 
end loop.  
 
  139 
 
 
Fig. S2. Illustration of the design. Step 2: Bridge scaffold. The looping step produces 
several individual loops. In this hexagonal tiling example, we obtained 16 hexagons 
inside and one long loop outside. (A) The first bridge is constructed between two 
neighboring loops (pink and orange). (B) The inner loops are interconnected one by one, 
and finally the whole structure is composed of a single loop by bridging the inner loop 
(black) with the outside long loop (blue). The color changes serve as a visual guide for 
the loop’s travel direction.  
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Fig. S3. Illustration of the design. Steps 3: Angle adjustment at vertex. At each vertex, 
neighboring arms require certain angles determined by the target pattern. (A) Poly T 
loops (red) and unpaired bases in the scaffold strand (pink) need to be inserted 
surrounding the vertex position to satisfy the angle requirements. The number of unpaired 
bases to be inserted need to be determined on an individual basis. (B) In our hexagonal 
tiling example, the pattern has homogenous vertices with three 120º angles. T3 loops in 
the staple strands and zero unpaired base in the scaffold were selected to generate this 
angle. 
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Fig. S4. Illustration of the design. Steps 4: Filling in the staple strands. (A) In any 
target pattern, three different types of edges can be found: the first type consists of two 
antiparallel strands without a scaffold bridge (1), the second is the edge containing a 
double crossover of the scaffold (2), and the third is the end loop in the outer rim of the 
pattern (3). (B-D) How the staple strands are arranged into the three types of scaffold 
patterns, respectively. (B and C) Every edge has five turns of DNA helix in length. (D) 




S1.2 Design of simple Platonic tilings based on hexagon, square, and triangle 
geometries 
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S1.2.1 Scaffold routing and angle adjustment  
 
Fig. S5. Scaffold-folding path of the honeycomb Platonic tiling. The changing colors 
provide a visual guide showing how the scaffold travels. 
 
Fig. S6. Number of bases for the honeycomb Platonic tiling scaffold. The numbers 
refer to the numbers of nucleotides between the junction points.  
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Fig. S7. Scaffold-folding path of the square Platonic tiling. The changing colors 
provide a visual guide showing how the scaffold travels. 
 
Fig. S8. Number of bases for the square Platonic tiling scaffold. The numbers refer to 
the distances (number of nucleotides) between the junction points. 
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Fig. S9. Scaffold-folding path of the triangular Platonic tiling. The changing colors 
provide a visual guide showing how the scaffold travels. 
 
Fig. S10. Number of bases for the triangular Platonic tiling scaffold. The numbers 
refer to the distances (number of nucleotides) between the junction points. 
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Fig. S11. Angle adjustment in the three Platonic tilings. (A-C) T3, T4, and T5 were 
selected to form the angle 120º, 90º, and 60º, respectively. There are no unpaired 
nucleotides in the scaffold strand. 
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Fig. S12. Bridge method for the square tiling with two scaffolds. (A) The last step of 
bridging is to connect the inner loop with the outside loop by creating a double crossover 
(DX) (red arrow). (B) Adding another DX at the point of the red arrow results in two 
scaffolds of different lengths. (C) The position of the second DX can be changed to 
create different lengths of the two scaffolds (black and blue loops). In C, the contacts 
between the two differently scaffolded structures are maximized, which is expected to 
improve the formation yield of the final structure. 
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Fig. S13. Scaffold-folding path of the two-scaffold square tiling. The changing colors 
provide a visual guide showing how the scaffold travels. 
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Fig. S14. Number of bases for the two-scaffold square tiling scaffold. The black and 
blue loops indicate the M13mp18 and PhiX174 scaffolds, respectively. The numbers 









S1.2.2 Hierarchical assembly method for the 3 × 3 origami array  
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Fig. S15. Hierarchical assembly of the 3×3 square origami array. (A) The unit square 
origami. The yellow and orange colors indicate the two faces of the square, and the inside 
black marks indicate the chirality of the square and help to orientate the four edges. The 
gray sides represent the possible sticky ends. (B) Three types of origami in the 
stoichiometry ratio of 1:4:4 form the 3 × 3 origami array so that one is located in the 
center, four on the sides, and four on the corners. Although each unit is chiral, the overall 
assembly has a 4-fold rotational symmetry on the exposed edges. The one origami in the 
center has the same series of sticky ends in its four edges (colored as dark orange). The 
origami located on the sides of the array each have one edge (orange) paired with the 
center origami, and the other two edges (green and blue) are connected with two corner 
origami. The last edge (gray) is tailed with poly T instead of sticky ends. The origami 
located on the corners each has two neighboring edges (green and blue) paired with the 
side origami, and the other two edges are tailed with poly T (gray). The matching sticky 
ends on their edges help to bring the nine origami units together to form the 3 × 3 origami 
array. (C) One example shows how the sticky ends on the edges of the origami units are 
paired to each other. The sequences of the pairs of five-bp-long sticky ends were 
designed as extended single-stranded overhangs at each position of the protruding arms. 
After hybridization, the newly formed edges between two adjacent origami units have 3.5 
DNA helical turns in length, which ensures the neighboring origami units in the array are 
alternately facing in opposite directions. This corrugated design is expected to reduce the 
overall curvature of the final assembly. 
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Additional notes: The single scaffold square tiling origami (with 5 × 5 square cavities) 
has 6 protruding arms on each side of the square, which are designed as the sticky ends 
for hierarchical assembly. By simply appending the staple strands on the edges with 
unique sticky ends (to replace the poly T tails) while maintaining the sequences of all the 
internal helpers, we can design a set of origami with different sticky ends on their four 
edges. By symmetrically creating the series of sticky ends between origami, three unique 
DNA origami units in a 1:4:4 molar ratio, instead of nine different units, can be used to 
create the 3 × 3 array. This greatly reduces the range of sequence design for the sticky 
ends. Every series of sticky ends along the edges of the each origami unit contain six 
pairs of 5-base pair (bp)-long ssDNAs that were precisely assigned with specific 
sequences that allow corrugated contacts between designed neighboring origami with the 
least mismatching. AFM images confirmed the formation of the 3 × 3 square origami 
array (equivalent to a 17 × 17 array of 4 × 4 tiles) with ~330 nm in both dimensions (Fig. 
2E). The seams between the neighboring individual origami are visible under AFM, as 
the lengths of these edges are slightly shorter than those in the rest of the structure (3.5 
turns instead of 5 turns).  
 
S1.3 Quasicrystalline structures and curved origami design 
S1.3.1 Scaffold routing and angle adjustment 
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Fig. S16. Scaffold-folding path of the star shape. The changing colors provide a visual 
guide showing how the scaffold travels. 
 
 
Fig. S17. Number of bases for star-shape scaffold. The numbers refer to the distances 
(number of nucleotides) between the junction points. 
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Fig. S18. Scaffold-folding path of the 2D Penrose tiling. The changing colors provide a 
visual guide showing how the scaffold travels. 
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Fig. S19. Number of bases for the 2D Penrose tiling scaffold. The numbers refer to the 
distances (number of nucleotides) between the junction points. 
 
 
Fig. S20. Scaffold-folding path of the 8-fold quasicrystalline 2D pattern. The 
changing colors provide a visual guide showing how the scaffold travels. There are two 
independent scaffolds in this design, one in black and blue (PhiX174 scaffold), and one in 
varying colors (M13mp18 scaffold).  
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Fig. S21. Number of bases for the 8-fold quasicrystalline 2D pattern scaffold. The 
black and blue loops represent the M13mp18 and PhiX174 scaffolds, respectively. The 
numbers refer to the distances (number of nucleotides) between the junction points. 
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Fig. S22. Angle adjustment in the star shape. Three types of angles are employed to 
form the star-shaped origami. The angles are labeled in white, and the inserted Tn loops 
are marked in yellow. The star shape is made up of three different patterns.  
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Fig. S23. Angle adjustment in the 2D Penrose tiling. The desired angles are labeled in 
white, and the Tn loops inserted in the staples are marked in yellow. The numbers of 
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Fig. S24. Angle adjustment in the 8-fold quasicrystalline 2D pattern. The pattern 
includes eight different scenarios.  
S1.3.2 Curvature design 
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Fig. S25. Design of curvature unit: inserting base pairs. (A) Two antiparallel DNA 
double helixes of 21 base pairs (bp) are connected by double crossovers on both ends. (B) 
A curved unit was created by inserting 10 more bps on one of the helices. The angle of 
the arcs formed from bending the two helixes is labeled as x. (C) Estimates the angle x. 
The two DNA double helixes are treated as concentric arcs. The lengths of these two arcs 
are estimated from the lengths of straight 21-bp and 31-bp double helixes of B-form 
DNA (10.5 bp/3.4 nm), respectively. The distance between the centers of the two arcs is 
estimated as 2 to 2.5 nm. From this simplified calculation, the angle x is estimated to be 
in the range of 72º to 93º. 
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Fig. S26. Three curved structure design details. The curvature unit is located between 
the pink and red lines. A. The waving grid is constructed by connecting two opposite 
curvature units on each repeating edge (ABAB pattern). B. The fishnet pattern consists of 
two opposite curvature units and the alternate ordering of these two units on adjacent 
edges (ABBA pattern). C. The circle array contains only one type of curvature unit that is 
repeated in each unit cell (AAAA pattern). 
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Fig. S27. Scaffold-folding path of the waving grid. The changing colors provide a 
visual guide showing how the scaffold travels. 
 
 
Fig. S28. Number of bases for the waving grid scaffold. The numbers refer to the 
distances (number of nucleotides) between the junction points. 
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Fig. S29. Scaffold-folding path of the fishnet. The changing colors provide a visual 
guide showing how the scaffold travels. 
 
 
Fig. S30. Number of bases for the fishnet scaffold. The numbers refer to the distances 
(number of nucleotides) between the junction points. 
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Fig. S31. Scaffold-folding path of the circle array. The changing colors provide a 
visual guide showing how the scaffold travels. 
 
 
Fig. S32. Number of bases for the circle array scaffold. The numbers refer to the 
distances (number of nucleotides) between the junction points. 
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Fig. S33. Angle adjustment in the waving grid and circle array. Each vertex is 
equivalent in these two patterns.  
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Fig. S34. Angle adjustment in the fishnet. The fishnet is made up of three different 
patterns.  
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S1.4 The flower-and-bird design 
S1.4.1 Scaffold routing and angle adjustment 
 
 
Fig. S35. Scaffold-folding path of the flower and bird. The loop on the left (colored in 
red, pink, yellow, green, and cyan) is the M13mp18 scaffold. The loop on the right 
(colored in black and blue) is the PhiX174 scaffold. 
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Fig. S36. Number of bases for the flower-and-bird scaffold. The loops in blue and 
black are the M13mp18 and PhiX174 scaffolds, respectively. The numbers refer to the 
distances (number of nucleotides) between the junction points. Each edge is individually 
adjusted to match the length required for the designed pattern.  
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Fig. S37. Angle adjustment in the flower-and-bird. This arrangement involves 41 
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S1.4.2 Summary of the general rules for angle adjustment 
 
 
Fig. S38. Summary of the general rules for creating angles at any vertex. The number 
of T that should be inserted in the staple strand is determined by the angle between two 
adjacent arms and the length of the unpaired DNA scaffold loop opposite to the T loop. 
(A) If there is no unpaired nucleotides on the scaffold, the relationship between the 
number of T and the angle is shown in the ruler, which shows a rough reverse 
proportional relationship (i.e., the shorter the Tn loop, the larger the angle it affords). (B). 
Take the 8-fold quasicrystal pattern as an example. The vertex labeled 3 consists of five 
angles (one 45°, two 90°, and one 135°). For the 45° and two 90° angles, the adjacent 
arms are close in space, so that the scaffold strand was left with no gap. The number of 
Ts inserted can be found according to the ruler in A: T5 for the 45° and T4 for the 90°. 
However, the two arms that form the 135° angle are separated by a certain distance, 
where seven unpaired bases are left on the scaffold strand to create a gap. Because 135° 
is related to T2 or T3, the number of T that should be inserted in the opposite staple 
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S1.5 3D wireframe DNA origami 
 
Fig. S39. Scaffold-folding path of the 3D cuboctahedron. The changing colors provide 
a visual guide showing how the scaffold travels. 
 
Fig. S40. Number of bases for the 3D cuboctahedron. 
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Fig. S41. Angle adjustment in the 3D cuboctahedron. There are four different 
scenarios. 
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Fig. S42. Scaffold-folding path of the 3D snub cube. The changing colors provide a 
visual guide showing how the scaffold travels. 
 
Fig. S43. Number of bases for the 3D snub cube. 
  177 
 
Fig. S44. Angle adjustment in the 3D snub cube. 
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Section 2. Yield analysis 
The yields of DNA frame origami were estimated by gel image analyses of native 
agarose gel electrophoresis. The samples were prestained with SYBR gold nucleic acids 
gel stain (see details in materials and methods). The yield of one structure was estimated 
by comparing the fluorescence intensity of the target band and the entire lane. For a better 
estimation, background intensity was subtracted from both the measured intensity of the 
target band and the entire lane. The fluorescence intensity of the entire lane consists of 
the band of the well-formed target structure and any upper bands representing the 
unwanted aggregates (oligomers). The intensity of the extra staple strands in the bottom 
of each lane was not counted in the entire lane. ImageJ software (NIH) was used to 
analyze the gel images. Figure S39 demonstrates one example of this assay. The red 
rectangle outlines the area that refers to the intensity of the target band. The green 
rectangle contains the entire lane, and the blue rectangle contains the background. The 
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Fig. S45. An example of assembly yield quantification based on fluorescence 
intensity in the gel image. (A) The red rectangle outlines the target band. (B) The green 
rectangle encompasses an entire lane, and the blue rectangles indicate the background in 
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Fig. S46. Gel images for the native agarose gel electrophoresis. Samples were 
annealed individually and subjected to native agarose gel electrophoresis (see 
experimental details in materials and methods). The target bands are shown as the main 
bands in the middle of the gels. The big blots at the bottom of each lane contain the extra 
staple strands. A 1-kb DNA double-stranded ladder was added in the first lane of each gel. 
(A) The 2D wireframe origami with one scaffold. The corresponding patterns are labeled 
for each lane. The molar ratios of the scaffold to the staple strands were 1:2 or 1:5. (B) 
The 2D frame origami consisting of two scaffolds (from left to right): 9 × 8 square 
Platonic tiling, 8-fold quasicrystalline pattern and flower-and-bird pattern. (C) The 2D 
open net and 3D closed structures of the cuboctahedron. (D) The 3D snub cube structure.  
Additional notes: We obtained the yields of each frame origami from the gel images 
shown in figs. S42 and 43 and summarized in Table S1. The 2D structures with only one 
scaffold generally had a decent assembly yield ranging from 71% to 87%. The upper 
faint bands and smeared upper bands represent the dimer structures and the other 
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unwanted aggregates, respectively. The 2D frame origami consisting of two scaffolds had 
lower yields than those with one scaffold (62-73%). They formed more aggregates than 
the structure with one scaffold. One possible reason for the lower yield is that the staple 
strands designed to link two scaffolds could also bring three or more scaffolds together. 
Additionally, the two-scaffold structures employed a larger number of staple strands 
(around 300) than the one-scaffold origami (normally ~200 helper strands or less). This 
could increase the possible mismatch. The higher-order assembly of frame-origami to 
form the 3 × 3 array gave the lowest assembly yield (23%) estimated from its AFM 
images (fig. S53). This is anticipated because the hierarchical assembly of origami, which 
has a large molecular weight and is living in a complex system with thousands of 
different bases, is more difficult than just folding origami itself and generally presents a 
low yield. 
Table S1. Estimated yield of frame origami from agarose gels (except 3 × 3 array) and 
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Section 3. Curvature and chirality 
 In the previous tile self-assembly work, the overall curvature accumulated from 
every n-by-4 junction has been discussed since 2003 (H. Yan et al., Science 301, 1882-
1884, 2003). It keeps drawing researcher's interests, trying to answer certain questions: 
For example, how to tune the bending degree of the tile array to form tubes, and how to 
decrease the curvature to obtain more extended 2D structures (Y. Ke, Y. Liu, J. Zhang, H. 
Yan, J. Am. Chem. Soc. 128, 4414-4421, 2006). One effective strategy used to overcome 
the inherent bending or twist of each individual tile is the corrugated design. Integer-and-
a-half turn B-form DNA was required between two adjacent junctions on the two 
connecting tiles to ensure the neighboring tiles are facing opposite directions to cancel 
the intrinsic curvatures.  
In our wireframe origami design, we used integer turns as the length of each edge 
to facilitate routing of the scaffold strand. Local curvatures in the 2D wireframe origami 
structures were anticipated to exist. However, from our own observations, the bending of 
the overall structure was more obvious in the simpler cases of the wireframe origami that 
we first demonstrated rather than the more complicated patterns designed later. As we 
created more complex structures by our wireframe origami method, bending away from 
the 2D n × 4 junction may not accumulate as much as the highly symmetric patterns. 
With the presence of single-stranded loops, the scaffold strand, and unpaired bases in the 
staple in an asymmetric pattern, the bending or twisting tension would not build up in any 
one direction. The curvatures from different junctions can be neutralized by each other in 
certain structures.  
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For example, the simple star-shaped 2D wireframe origami could not be imaged 
clearly under AFM without adding NiCl2, which may help the structure attach more 
firmly to the mica (figs. S44D-F). The star-shaped structure has a 5-fold symmetry, and 
we also designed the junctions in this pattern with the same symmetry. So, a possible 
curvature in this shape may bend the whole structure into a domed surface. Under AFM, 
we did observe that this star-shape structure presented blurred edges without NiCl2 (see 
fig. S47A-C), indicating that the center part of this shape was attached to the mica surface, 
but the edges curved away from the substrate.  
Another important aspect about curvature in the wireframe origami is that we can 
tune the rigidity of each junction by adjusting the number of unpaired nucleic acids in the 
junction. Because we need to consider the angle adjustment in the junction (as discussed 
in supplemental section 1), the number of unpaired bases left in the scaffold and the 
length of the poly T loops inserted in the staples should be chosen carefully. We 
summarized the general rule in fig. S38 that contains some overlapping regions to create 
the same angle. This means that one may choose to use a different number of poly T to 
satisfy one specific degree angle. The different choices will affect the rigidity of this 
junction. The star-shaped structure is an example of wireframe origami with all rigid 
junctions. The angle with 108º, 108º, and 144º (angle number 2 in fig. S22) was assigned 
with three T3 without any unpaired scaffold. Three same length poly Ts exist with 3-fold 
symmetry, which best matches the 3-fold symmetry junction (with three 120º angles). So, 
the tension in the 144º angle (with a +24º deviation from 120º) is the largest when 
compared with the other two 108º angles (with a -12º deviation from 120º). While the 
same angle appeared in Penrose tiling (angle number 2 in fig. S23), it was arranged with 
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two T3 for the 108º angles and one T4 with one unpaired nucleotide on the scaffold for 
the 144º angle. The extra T and base on the scaffold would release the tension in the 144º 
angle in this junction. A flatter structure was observed under AFM for the Penrose 
structure as it has the more flexible junctions than the star-shaped structure (fig. S48). 
In our wireframe DNA origami, we two designed chiral patterns: the waving grid 
and the flower-and-bird pattern. When deposited on the mica surface, two conformations 
with different chiralities were observed under AFM (for waving grid see fig. S54, and for 
flower-and-bird see fig. S57). We counted the number of each conformation for both 
structures. They all exist in a preferred conformation when deposited. The waving grid 
had 59% of one conformation (fig. S54 A) and 41% of the other (fig. S54 B). The flower-
and-bird pattern had 64% of one conformation (fig. S57 A) and 36% of the other (fig. 
S57 B). This phenomenon can be explained by the possible curvature existing in both 
structures. The face bending upward would be easier to attach to the mica surface 
compared to the other face. 
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Fig. S47. The effect of NiCl2 on AFM imaging for the star shape. The sample was 
annealed following the standard protocol described in materials and methods. We 
deposited 2 µL samples with or without NiCl2 onto freshly cleaved mica. After waiting 
for 30 s for adsorption onto the mica surface, 80 µL 1× TAE-Mg2+ buffer was added to 
the samples, and an additional 40 µL of the same buffer was deposited on the AFM tips. 
(A-C) AFM images of the star shape without adding NiCl2 on mica surface. (D-E) AFM 
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images of the same sample with addition of 3 µL of 25 mM NiCl2. C and F are magnified 
images (660 nm × 660 nm in dimension). 
 
Fig. S48. The effect of NiCl2 on AFM imaging for Penrose tiling. The sample was 
annealed following the standard protocol described in materials and methods. We 
deposited 2 µL samples with or without NiCl2 onto freshly cleaved mica. After waiting 
for 30 s for adsorption onto the mica surface, 80 µL 1× TAE-Mg2+ buffer was added to 
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the samples, and an additional 40 µL of the same buffer was deposited on the AFM tips. 
(A-C) AFM images of the star shape without adding NiCl2 on the mica surface. (D-E) 
AFM images of the same sample with addition of 3 µL NiCl2 of 25 mM. C and F are 
magnified images (660 nm × 660 nm in dimension). 
 
Section 4. Additional AFM images of the wireframe DNA origami 
 Additional AFM images of the wireframe DNA origami are listed in this section. 
For each designed structure, the scaffold-folding path is displayed first, followed by the 
wide AFM images and then the magnified AFM images. The protocols for AFM imaging 
are described in materials and methods. 
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Fig. S49. AFM images of the honeycomb Platonic tiling 
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Fig. S50. AFM images of the square Platonic tiling 
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Fig. S51. AFM images of the triangular Platonic tiling 
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Fig. S52. AFM images of the two-scaffold square tiling 
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Fig. S53. AFM images of the 3 × 3 square origami array 
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Fig. S54. AFM images of the star shape 
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Fig. S55. AFM images of the 2D Penrose tiling 
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Fig. S56. AFM images of the 2D quasicrystalline pattern with 8-fold symmetry 
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Fig. S57. AFM images of the waving grid 
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Fig. S58. AFM images of the fishnet 
  207 
 
  208 
 
Fig. S59. AFM images of the circle array 
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Fig. S60. AFM images of the flower-and-bird pattern. The flower-and-bird pattern 
presents both mirror images under AFM, which is as expected, as the object may land on 
the surface in both ways. However, the chirality presented some significant bias, which 
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reflects different tendencies of the two surfaces of the structure deposited on the mica 
surface. We counted 54 well-formed flower-and-bird patterns in total, and 34 of them 
(63%) gave the preferred depositing position with the flowers on the right and the bird on 
the left. This indicates that there might be a global curvature in the DNA structures that 
makes the front surface (as shown in Fig. 3G) easier to deposit than the back surface, 
presumably due to better and larger surface contact. A rational guess is that the middle 
part of the structure actually bulges away from the 2D plane. Further structural strain 
analysis is required to predict the global twist or overall bending of the final structure 
(see supplemental information in section 3 to find a discussion about curvature and 
chirality). A similar phenomenon was observed for the waving grid structure (as shown in 
Fig. 3D and fig. S57), which has 59% (28 out of 48) objects adopting the right-handed 
laying conformation under AFM. 
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Fig. S61. AFM images of the annealed 2D open net of the cuboctahedron. The 2D 
open net of this polyhedron was first prepared as shown in Fig. 4C (right). The AFM 
images reveal variations of the contrast (height), line width, and deformation, indicating 
that all the edges in the center part are double helixes, while those along the outside are a 
single helix. All helper strands along the outermost edges of the 2D net were designed 
with single-stranded toehold extensions (8 nt) that enable the 2D-to-3D transformation by 
strand displacement. 
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Fig. S62. AFM images of the annealed 3D closed structure of the cuboctahedron 
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Fig. S63. AFM images of the 2D open net of the cuboctahedron reconfigured from 
the 3D structure 
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Fig. S64. AFM images of the 3D closed structure of the cuboctahedron reconfigured 
from the 2D open net 
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Fig. S65. Typical cryo-EM images of the DNA snub cube. Four numbered particles are 
shown as zoom-in images. 
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Section 5. Design Details and Sequences 
 In this section, the design details and staple strands for all the frame origami are 
shown. For each structure, an image generated from Tiamat software illustrates the 
details of the DNA design, and the sequences of the staple strands are listed in the tables. 
In the images for the design details, the black strand is the M13mp18 scaffold strand. For 
the two-scaffold structures (figs. S65, S69, and S73), the long dark-blue strand is the 
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Fig. S66. Design pattern for the honeycomb Platonic tiling 
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Fig. S68. Design pattern for the triangular Platonic tiling 
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Fig. S69. Design pattern for the two-scaffold square tiling. The black strand is the 
M13mp18 scaffold DNA, the dark blue strand is the phiX174 scaffold DNA, and the 




Table S5. Sequences of the two-scaffold square tiling 
Number Sequence 
2Scafs-8x9square-1 TTTTGCAAGGTCCATATCTGATTTTCTTTTTGTTAAGCTA 





















































































































































































































































































































  248 
 
Fig. S70. Design pattern for the 3 × 3 square origami array. The black strand is the 
scaffold DNA, and other colorful strands are the staple strands. The white-washed panels 
indicate backward-facing origami. 
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Table S6. Sequences of the 3 × 3 square origami array. Three types of square origami 
are modified from the square Platonic tiling (fig. S67 and Table S3). The 43 staple 
strands that have their 5' or 3' ends exposed on the termini of the outward arms were 
deleted from the original design, and 43 new helper strands with sticky ends (5 nt) 
overhangs were added. The 43 strands that are exchanged are numbered 37-40, 54, 55, 65, 
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Fig. S71. Design pattern for the star shape 
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Fig. S72. Design pattern for the 2D Penrose tiling  
  
  258 
 

























































































































































































































  264 

























































































































































































































































































































































































Fig. S74. Design pattern for the waving grid 
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Fig. S75. Design pattern for the fishnet 
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Fig. S77. Design pattern for the flower and bird. The black and dark blue strands are 
the two scaffold DNAs, and the other colorful strands are the staple strands. 
 







































































































































































































































































































































  296 
 
Fig. S78. Design pattern for the 2D open net of the cuboctahedron  
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Fig. S79. Design pattern for the 3D closed structure of the cuboctahedron  
 
 















































































































































Table S18. Sequences of the fuel strands for reconfiguration from 3D to 2D 
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APPENDIX C 
SUPPORTING INFORMATION FOR CHAPTER 4 
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Experimental Methods 
Materials: M13mp18 ssDNA was purchased from New England Biolabs, Inc. (NEB, 
Catalog number: #N4040S). All other strands were purchased from Integrated DNA 
Technologies Inc. (www.IDTDNA.com) in 96-well plates at a 25 nmole synthesis scale, 
and were normalized to 200 M x 100 L and used without further purification.  
Folding Frame 1: A one-step annealing reaction was used to form Frame 1; 10 nM 
M13mp18 ssDNA was mixed with 10x excess of all of the staples corresponding to the 
design for Frame 1 (100 nM each) in 1xTAE-Mg2+ buffer (20 mM Tris, pH 7.6, 2 mM 
EDTA, 12.5 mM MgCl2). The oligonucleotide mixture was annealed in a thermocycler 
that was programmed to cool from 95°C to 4°C: 94°C to 86°C at 4°C per 5 minutes; 
85°C to 70°C at 1 °C per 5 minutes; 70°C to 40°C at 1°C per 15 minutes; 40°C to 25°C at 
1°C per 10 minutes; then hold at 4°C. 
Standard Transformation: For the transformation from Frame 1 to Frame 2, first, 10 
equivalents of Release Set 1 (42 strands, 100 nM each), fully complementary to Primer 
Set 1 (staples with an exposed toehold domain), are introduced to pre-formed Frame 1. 
This mixture is held at 45°C for 6 hours, generating a partially relaxed structure 
(particularly in the dynamic portions of the structure). Next, Closure Set 1 (38 strands, 
100 nM each) is introduced to reorganize and fold the relaxed structure into Frame 2. The 
mixture is subsequently cooled from 45°C to 4°C (1°C per 10 minutes; then hold at 4°C). 
The transformation from Frame 2 to Frame 3 proceeds in a similar way as described 
above, except for the temperature used to prime the structures - the mixture was held at 
37°C instead of 45°C for 6 hours.  
All the samples are then subjected to AFM imaging without further purification. 
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AFM imaging: 1 L sample was deposited onto a slide of freshly cleaved mica (Ted 
Pella, Inc.) and left to absorb for 1 min. 100 L 1xTAE-Mg2+ Buffer was added to the 
liquid cell and the sample was scanned in a tapping mode on a Pico-Plus AFM 
(Molecular Imaging, Agilent Technologies) with SNL tips (Veeco, Inc.). 
Transformation yield: The % yields reported in the main text were determined by 
tallying the number of target structures (structures expected after a given transformation) 
present in an AFM image and dividing by the total number of DNA origami structures 
(transformed and not-transformed) in the same AFM image. For all cases, no less than 
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Figure S1. Detailed design: toehold mediated strand displacement to transform 
preformed DNA origami Frame 1 into Frame 2. The upper panels are zoom out 
schematics and the lower panels are zoom in schematics of selected areas. (a) In Frame 1, 
staple strands (blue) in dynamic portions of the structure that crossover between helices 4 
and 5 have toehold extension incorporated. Additional staple strands (rose) also contain 
toehold extensions (strategically located between helices 2 and 3) and will facilitate the 
transformation from Frame 2 to Frame 3.  (b) In Frame 2, the 4th and 5th helices in the 
dynamic portions of the structure are separated and the inner helices in the corresponding 
corners are refolded towards the center of the frame. Removing the blue staples by 
toehold mediated strand displacement will allow the 4th and 5th helices to separate at the 
designed locations. The addition of new staple strands (red and yellow) refolds the 
structure into Frame 2. The yellow staples between helices 2 and 3 contain toehold 
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Figure S2. Intermediate structures. Left panels show the schematics, middle panels show 
zoom in AFM images, and right panels show zoom out AFM images. (a) Partially relaxed 
Frame 1 structure. (b) Partially relaxed Frame 2 structure. They are the product of 
priming the reconfigurable portions of the structures through the release of primer staples. 
The relaxed structures permit a certain degree of twist tolerance, facilitating the next step 
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Figure S3. Detailed design: securing the connection between helices from opposite 
corners of the initial structures. (a) Schematic design of the connection point in Frame 2. 
The left panel is a zoom out schematic and the right panel is a zoom in schematic of the 
selected area. (b) Cylindrical model of the DNA origami frame structure. The panel on 
the left illustrates the inner four helical layers in Frame 1 and the panel on the right 
illustrates how these inner helices are refolded to form Frame 2. (c) Design of the two 
clamp strands (red ) used to secure the two opposite corners. Each clamp staple binds to 
four exposed sections of the M13 scaffold: two from the lower left corner and two from 
the upper right corner. The center of the clamp staples contains five nucleotides (A5) that 
are intentionally left unpaired to relax the tension that may exist in the center.  
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Temperature of transformation: The effect of temperature on structural reconfiguration 
was evaluated to identify suitable experimental conditions. In all cases, higher 
transformation temperatures destabilized the pre-formed Frame structures and led to re-
annealing of DNA origami structures.  Lower transformation temperatures resulted in low 
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Figure S4. Higher temperature for the transformation from Frame 1 to Frame 2. (a) The 
AFM image shows the product of adding Closure Set 1 directly to pre-formed Frame 1 at 
65°C without adding Displacement Set 1 first. Unlike the same experiment carried out at 
45°C (Figure 4c in the main text) in which no transformation was observed, a mixture of 
Frames 1 and 2 are evident here. This indicates that the higher temperature destabilizes 
the structure and facilitates incorporation of the closure staples by thermal annealing. (b) 
The AFM image shows the result of directly annealing a mixture of M13, all the staples 
required to fold the scaffold into Frame 1, and Closure Set 1 from 65°C. As in Figure S4a, 
a mixture of Frames 1 and 2 is evident. This further indicates that the higher temperature 





Figure S5. Direct thermal annealing of Frame 2. (a) The AFM image shows the result of 
directly annealing a mixture of M13 and the staples required to fold the scaffold into 
Frame 2 using a standard protocol (95-4oC). As expected, the yield of assembly is very 
high. (b) The AFM image shows the result of annealing the same mixture using a 
modified protocol (65-4°C). Similar to the standard protocol, the yield of assembly is 
high. These results support the conclusion that 65°C is higher than the melting 
temperature of the structure and will facilitate full thermal annealing. 
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Figure S6. The effect of an elevated temperature on partially relaxed intermediate 
structures. (a) The AFM image shows the result of priming Frame 2 for the 
transformation to Frame 3 (by displacing the primer strands) at 65°C, rather than 37°C. 
As shown in the AFM image, the fractal-like features in the center of the structure are 
destroyed by the higher temperature, preventing transformation into Frame 3. (b) The 
AFM image shows the result of adding Closure Set 2 to the sample in (a). As evidenced 
by the presence of Frame 3 in the AFM image, the high temperature initiated a new 




Figure S7. Lower temperature for the transformation from Frame 1 to Frame 2. (a) The 
AFM image shows the result of conducting both steps of the transformation from Frame 
1 to Frame 2 at 37oC. There is little evidence of Frame 2 in the AFM image. Considering 
the same experiment carried out at 45°C (Figure 2b in the main text), the result indicates 
that the lower temperature does provide enough energy to facilitate the transformation. (b) 
The AFM image shows the result of conducting both steps of the transformation from 
Frame 2 to Frame 3 at 30oC. Again, there is little evidence of Frame 3 in the AFM image. 
The same experiment conducted at 37°C is shown in Figure 2c in the main text. This 
result further indicates that the lower temperature does not make the transformation 
possible. 
 
  321 
 
The following table lists the sequences of the staples strands for Frame 1. All the 
































































































































































































The following table lists the sequences of Release Set 1 and Closure Set 1 for the 
transformation from Frame 1 to Frame 2.  
Releas
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The following table lists the sequences of Release Set 2 and Closure Set 2 for the 















































































The following table lists the sequences of Release Set 3 and Closure Set 3 for the 
transformation from Frame 3 to Frame 2.  





































































The following table lists the sequences of Release Set 4 and Closure Set 4 for the 
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141 GCTCGAGTACAACGGAGATTTG 
145 CAGCTTGATACCGATAGGTTATATAACTATATAGGGCGACATTCAACCGGCAG 
146 GCTTAGGTTGGTTGCGCCGACAATGATGCTTC 
147 CCAACGTGGTTTACACACCCTGAACAAAGTCAGAGGGTAATTGAGCGTCACAAT 
148 CGCATTAGACGGGAGAATTAACTGACAGCGCCAGCACGT 
151 TCGCACTAGAAAATATAGCTATCTTACCGAAGCCCTTTTT 
152 GTCTTGAAAAGAAAATAATAAGAGCAAGAAACAATGAAATAGCAACATACAT 
85 AGATGAATAAGTTTATTTTGCTAATATCAGAGAGATAAAAAAAGGCGTTTTAGCGAACC 
TCGCCATCTTTTCATA 
112 CGACTGAAATCACCGGAACCCTTATCCGGTATTCTAAGAAAAAACAAGAATTGAGTTAA 
GCCCACGCAAAGACACCA 
 
 
 
 
 
