Using Stochastic Frontier Analysis (SFA) in a sample of commercial banks from 107 countries for the period 1996-2003, we obtain a mean cost efficiency score of 0,84, which supports the evidence found in other works, suggesting an improvement of efficiency scores over the ones obtained in the previous decade. Adding some data on the financial information framework (Bank Regulation and supervision Database), our study shows that financial information rules produce significant bias in reported efficiency. Following less conservative standards, IAS or USGAAP, banks show lower levels of efficiency than banks in countries with more conservative standards. Also, in countries where disclosure of risk management policies is mandatory, banks seem to be less efficient.
Introduction
In the standard practice of banking, managers usually inform and make decisions based on ratio analysis, in which the efficiency ratio measures the costs expended to generate a dollar of revenue. Its purpose is to evaluate the overhead structure of a financial firm, even though it is unable to inform on the distance that separates one bank's efficiency from that of another bank with similar levels of inputs and outputs.
In other words, inefficiency should be assessed by measuring how far a firm's costs (or inputs) are from a "best practice" set of firms that conforms the "efficient frontier". But the true frontier is unknown and must be estimated from levels found in the data set. Frontier analysis provides an overall, objectively determined, numerical efficiency value (also called X-efficiency 1 in the economics literature) and ranking of firms that is not otherwise available.
A considerable amount of research has taken place on X-efficiency (or inefficiencies), and great strides have been made in developing techniques to measure it. But, once inefficiency is known, the question is why some firms are more efficient than others. However, relatively little empirical research has been devoted to developing an understanding of those factors which influence a bank's efficiency. The most common explanation relates efficiency with better management practices. Marshack and Andrews (1944) pointed out technical knowledge, effort, and luck as factors on which technical efficiency is relying. But global management or these other more certain conditions are difficult to quantify. Variables used as proxies, such as education, experience or age, have been found not so explanatory.
Some studies focused on the impact of regulation and organizational form on costs and scale and scope efficiencies, but these earlier studies did not relate these factors directly to X-efficiency (i.e. Mester, 1991) . Berger et al. (1993) grouped factors that are likely to influence a firm's X-efficiency into (1) agency problems between owners and managers, (2) regulation and organizational and legal structures, and (3) scale and scope of operations. Since that paper, much research has done in connexion with these factors, but no one has addressed to the certain type of regulation that determines the quantity and the quality of the inputs of the models: the rules on financial information.
Financial information is the result of a systematic process in which the economic activity of an entity is measured, valued, and reflected. The primary objective of this information is to provide useful information to those who make business and economic decisions. But standards are different across the world. Each country may apply different forms of classification of financial information, different levels of disclosure and different values for the same items. However, to date the effects of these differences over efficiency measures remain unexplained, perhaps because the question links two quite far literature strands: accounting standards and banking performance. Our study tries to fill this void for commercial banks across the world by relating the impact of the accounting system in which financial statements (inputs of the stochastic frontier models) are disclosed over the efficiency reported (outputs of stochastic frontier models).
In a literature review we find that Berger and Humphrey (1997) classify USA among the countries with less efficient banks in several multiple country studies; Fecher and Pestieau (1993) highlight that banks in US and UK are relative inefficient; and Pastor et al. (1997) find that banks from France, Spain or Belgium are more efficient than those from UK, US or Germany, among others. These surprising results have led us to think that measures on efficiency could be deviated starting from the inputs: the certain items taken from the public financial accounting information. After a detailed checking of the efficiency scores in those works, we have realized that banks in some developed countries seemed to get efficiency scores worse than expected, and this fact may be taking place in countries with less conservative accounting. Therefore, we hypothesize that differences in financial information play a decisive role in efficiency scores.
The results of our analysis, on a sample of commercial banks from 107 countries in the 1996-2003 time period, provide new insights into the two mentioned branches of existing research. First, this paper contributes to the bank efficiency research, providing new evidence from more than a hundred countries. Our results show that banks in France are more efficient than in U.S. and U.K., supporting what previous studies had shown without a satisfactory explanation.
Second, we confirm that financial information rules matter and produce significant bias in reported efficiency. Countries applying IAS, US GAAP or similar standards show an apparently lower efficiency levels than countries with different standards. And we conjecture that this is due to the presence of more conservatism and more incentives for earnings management. Recent accounting research has documented cross-country variation in the conservatism, timely and value relevance between countries with common law countries (strong legal protection) and code law countries (weak legal protection). Further more, banks in countries where risk management practices must be disclosed show lower efficiency levels as well.
Considering our findings, it should be bore in mind the input data comparability before making international comparisons, because rapid changes in the financial industry structure are occurring around the globe, and it is important to analyze differences in the managerial ability to control costs or maximize revenues.
We contribute to a growing literature on the effects of international accounting differences, including Alford et al. (1993) , Joos and Lang (1994) and Pope and Walker (1999) . We also contribute to the literature on institutional and legal differences across the world, La Porta et al. (1997) . We also contribute to a strand of banking literature examining the differences in cross-country efficiency 2 including Berger et al. (1993), Fecher and Pastineau (1993) , Allen and Rai (1996) , Pastor et al. (1997) , Dietsch (2000) and Lozano and Pastor (2006) among others. This study is the first to analyze the impact of the financial information framework in reported efficiency.
The next section provides a review of literature related to previous research on bank efficiency and stochastic frontiers, as well as international differences in financial information, Section 3 develops the methodology and the research hypotheses. Section 4 provides details on sample selection, variable measurement and efficiency estimations, presenting the results of the empirical tests, and Section 5 concludes.
Efficiency and Differences in Financial Information
The concept of efficiency is based on the comparison between optimum costs or profits and those realised. It is assumed that any deviation from the optimum can only be due to inefficiency. In practice, relative bank efficiency may be influenced by factors such as differences in size, institutional and legal determinants, type of business, markets the bank operates in, management know-how, and differences in the economic environment.
When estimating stochastic frontiers for the banking sector, X-efficiency is typically compared under the assumption that banks disclose their financial statements under a common basis. The interpretation of the efficiency scores relies on the validity of this assumption.
Disclosed financial information, elaborated under different frameworks, does not change real efficiency, but just the resulting measure of it, that is, the measures used by efficiency analysts. Consequently, the more different standards there are affecting the items we use to compute efficiency, the less comparability in scores is able to be practised. If it is the case, the assumption of a common frontier in cross country efficiency may be misleading.
Bank Efficiency
Traditionally, banks' estimation of efficiency has been calculated on a ratio basis. Not all banks calculate the efficiency ratio in the same way, but however the ratio is calculated, its purpose is to evaluate the overhead structure of a financial institution.
Aside from this professional estimation, measuring bank efficiency is difficult because there is not a satisfactory definition of bank output. International comparisons based on operating costs and margins are fraught with problems. These stem from substantial differences in capital structure (leverage), business or product mix, range and quality of services, inflation rates, and accounting conventions (especially about the valuation of assets, the level of loan loss provisioning, and the use of hidden reserves). Facile and uncritical use of ratios cannot substitute for detailed knowledge and understanding of banking structure and practice (Vittas, 1991) .
A more elaborated measure should be based on how far a firm's costs or inputs are from a "best" set of banks. Farrell (1957) was the first to measure productive efficiency empirically, showing how to define cost efficiency, and how to decompose it. The production function describes the technical relationship between the inputs and outputs of a production process. A production function defines the maximum outputs attainable from a given vector of inputs. One may either estimate a parametric function using econometric methods (ie. Stochastic Frontier Analysis), or a non-parametric function using mathematical programming (i.e. Data Envelopment Analysis). Berger and Humphrey (1997) point out five different types of approaches that have been employed in evaluating the efficiency of financial institutions and branches. These approaches differ primarily in how much shape is imposed on the frontier and the distributional assumptions imposed on the random error and inefficiency. Nonparametric approaches, such as Data Envelopment Analysis (DEA) and Free Disposal Hull (FDH), put relatively little structure on the specification of the bestpractice frontier, whereas parametric frontiers, such as Stochastic Frontier Approach (SFA), Distribution-Free Approach (DFA) and Thick Frontier Approach (TFA) specify some functional form and make assumptions regarding the inefficiencies.
Stochastic Frontier Analysis (SFA) is useful because we are concerned with the estimation of frontiers, which envelop data, rather than with functions, which intersect data. The SFA approach modifies the standard production function, assuming that inefficiency takes part of the error term. The compound error term includes both a random effect component and an inefficiency term (Maudos, 1996; Alvarez Pinilla, 2001 ), because we maintain the traditional econometric belief in the presence of external forces contributing to random statistical noise, in addition to an asymmetric error term, measuring the distance to the estimated frontier, which is assumed to reflect inefficiency.
The objectives pursued by the producers can be purely technological or economic in nature, so we are concerned with the estimation of production frontiers as well as the estimation of cost and profit frontiers to get the degree of efficiency.
A growing number of papers in recent years have measured the X-efficiency 3 of non-US commercial banks. However, there is no consensus on the best method for estimating Xefficiency, or on the average level of X-efficiency of the banking industry, and there is limited evidence on cross-country comparisons.
Some studies measure and compare the efficiency of banks across international borders. Thus, Berg, Forsund, Hjalmarsson and Suominen (1993) provide evidence of the relative competitiveness of the banking industries in three Nordic countries using Data Envelopment Analysis of productivity on the national and the pooled data sets. The analysis produces a detailed account of how well banks from different countries and different sizes may be prepared to meet the more intense competition of a common European banking market. Also, Bergendahl (1998) and Bukh et al. (1995) study the bank efficiency in Nordic countries. Fecher and Pestieau (1993) had found that banks in U.S. and U.K. are relatively inefficient, whereas France shows a high level of efficiency. In the same line, the study of Pastor et al. (1997) uses a non-parametric approach together with the Malmquist index, to compare the efficiency, productivity and differences in technology of different European and US banking systems for the year 1992, obtaining that France, Spain and Belgium appear as the countries with the most efficient banking systems, whereas the UK, Austria, US and Germany show the lowest efficiency levels. Allen and Rai (1996) use DFA and Stochastic Frontier Approach (SFA) for a systematic comparison of X-inefficiency measures across 15 developed countries under different regulatory environments. They find that large banks in separated banking countries (that prohibit the functional integration of commercial and investment banking) had the largest measure of input inefficiency amounting to 27.5 percent of total costs as well as significant levels of diseconomies of scale. All other banks have X-inefficiency levels ranging in the area of fifteen percent of total costs with slight economies of scale for small banks. More specifically, they found that large banks are significantly more (less) X-inefficient than small banks in Australia, Canada, Italy, Japan, and the U.S. (Austria, Switzerland, Spain, and France).
Differences have been found even in similar countries. Altunbas et al. (1998) argue that a comparison of bank efficiency across national frontiers entails an examination of the difference between countries in the institutional structure of the banking system. They believe that banks may not necessarily perform the same function in every country.
When a bank decides to operate in any other country, adverse environmental conditions are a positive factor for the home banking industry and being technically efficient appears to be a significant deterrence to foreign competition (Lozano, Pastor and Hasan, 2001) . The environment comprises a set of variables with a significative contribution to the difference in efficiency scores between countries. The work of Dietsch and Lozano, (2000) suggests that, without environmental variables, the cost-efficiency scores of Spanish banks are quite low compared to those of the French banks. However, when environmental variables are included in the model, the differences between both banking industries are reduced substantially. In particular, the specific environmental conditions of each country play an important role in the definition and specification of the common frontier of different countries. They take into account three categories of environmental variables: (i) those that describe the main macroeconomic conditions, which determine the banking product demand characteristics, (ii) those that describe the structure and regulation of the banking industry, and (iii) those that characterize the accessibility of banking services.
Moreover, Lozano, investigate the operating efficiency differences of a sample of commercial banks across 10 European countries using DEA techniques, finding that country-specific environmental conditions exercise a strong influence over the behavior of each country's banking industry. Furthermore the environment exercises an important role in explaining the differences in intercountry banking productivity. Chaffai et al. (2001) find that productivity gaps between countries are very sensitive to environmental conditions. Even the effect of a hostile environment may dominate over better technology.
The wave of mergers and acquisitions of the last decades has attracted the academic attention. However it is not clear which part of the results might depend on the country, the industry and the time period analyzed. Amel et al. (2004) find that consolidation in the financial sector is beneficial up to a relatively small size, but there is little evidence that mergers yield economies of scope or gains in managerial efficiency.
Recently some researchers have focused on transition countries, and the findings suggest that privatization by itself is not sufficient to increase bank efficiency as government-owned banks are not appreciably less efficient than domestic private banks. Foreign-owned banks are more cost-efficient than other banks and they also provide better service, in particular if they have a strategic foreign owner (Bonin et al., 2005) .
Much more research on efficiency is claimed (Berger et al., 1993; Maudos et al., 2002) due to several reasons:
1) The integration of European markets, as well as the general globalization of financial markets, means that the most efficient institutions may eventually dominate world markets. 2) The cross-country comparisons may also shed some light on the efficiency effects of various regulatory policies 3) Substantial differences in efficiency across nations would tend to suggest that regulatory policies be coordinated and made roughly equal (e.g., the Basle-riskbased capital accord) to allow for fairer competition.
Overall, several methods can be used to measure bank efficiency, but to date there is no consensus on the best method. Besides, it is clear that cross-country comparisons are needed even though they are difficult to interpret because the regulatory and economic environments faced by financial institutions are likely to differ importantly across countries and because the level and quality of service associated with deposits and loans may differ in ways that hardly can be measured. Such cross-country differences have not been specified when a 'common' frontier was being estimated and this give effects on the interpretation of the results.
International Differences in Financial Information
Theoretically, in comparing one bank's efficiency to another's, the comparison should be between banks producing the same output quality, as Berger and Mester (1997) say. But it is likely to be unmeasured differences in quality because the banking information does not succeed in capturing the whole heterogeneity in bank output.
As not all information is created equal, differences in information quality across firms come from several sources in three levels: the information, the managers, and the standards. 1) Information may be unable to reflect all the aspects of the business transactions, or even may be unable to reflect all the transactions; 2) The managers may select different options on what information they offer and how to do it; 3) The diverse standards across countries may contain different rules for disclosing the same economic transaction. Consequently, items and values may be reflected differently in financial statements.
Levels one and three are linked because transactions must be measured and valued to be reflected, but standards prescribe a part of these measurement and valuation conditions. Level two is related to the grade of harmonization and enforcement reached.
As for the third level, greater consistency and uniformity of accounting rules and disclosures is what standards setters have got as their main goal to achieve. This is because regulation affects the quality and quantity of final disclosures, but besides the information disclosed may have welfare and policy implications in the presence of externalities.
The principle of conservatism affects the setting and implementation of accounting standards, being a main way to introduce systematic bias in book value. Traditionally, conservatism has been expressed by the rule "anticipate no profits but anticipate all losses". Put in another way, conservatism is the tendency to require a higher degree of verification to recognize good news as gains than to recognize bad news as losses. With this idea in mind, Basu (1997) defines conservatism saying that "earnings reflect bad news more quickly than good news" and he finds that this asymmetry in recognition leads to systematic differences between bad news and good news periods in the timeliness and persistence of earnings. In the same strand, reviews the existing research on conservatism, defining this term as the differential verifiability required for recognition of profits versus losses and finding that alternative explanations for conservatism are contracting, shareholder litigation, taxation, and accounting regulation.
From a cross-country point of view, Pope and Walker (1999) analyze differences in the timeliness of income recognition between the U.S. and U.K. GAAP financial reporting regimes, concluding that U.S. GAAP earnings are more timely with respect to bad news than U.K. GAAP earnings, however, additional tests suggest that U.K. firms recognize bad news faster than U.S. firms, but that they classify the bad news differently.
As Ohlson (1995) pointed out, growth plays a prominent role in determining the relation between earnings and economic income: when there is no growth, they are equal (asymptotically), but in the presence of a positive growth accounting earnings are on average less than economic income. Following Beaver and Ryan (2000) and Zhang (2001) , Penman and Zhang (2002) develop diagnostic measures of the joint effect of investment and conservative accounting: growth in investment reduces reported earnings and creates reserves, while reducing investment increases earnings releasing those reserves.
Garcia and Mora (2004) provide evidence on the existence of both balance sheet and earnings conservatism in Europe, finding that code-law-based countries are more balance sheet conservative. Also, they suggest that balance sheet conservatism reduces earnings conservatism.
Despite of European integration, substantial differences in financial information exist (Joos and Lang, 1994) , probably due to socioeconomic and cultural differences. Some works have shown that differences in capital markets (accounting standards, disclosure practices, and corporate governance) lead to significant differences in the usefulness of disclosed earnings. For instance, Alford et al. (1993) find that annual disclosed earnings from Denmark, Germany, Italy, Singapore, and Sweden reflect less timely or less valuerelevant information, than U.S. disclosed earnings.
In connexion with corporate governance, Ball et al. (2000) characterize the 'shareholder' and 'stakeholder' models of common and code law countries respectively as resolving information asymmetry by public disclosure and private communication. Code law directly links accounting income to current payouts (to employees, managers, shareholders and governments). Consequently, code law accounting income is less timely, particularly in incorporating economic losses. Many studies have found that variations among common law countries are due to differences in regulation, taxation and litigation. For example, stronger shareholder protection, an institutional factor characterizing a country's corporate governance environment, improves the effectiveness of the accrual system (Hung, 2000) .
La Porta et al. (1997 Porta et al. ( , 1998 document that common law countries have stronger investor protection laws and more developed financial markets than civil law countries. Also, Francis et al. (2001) document that national accounting standards are more timely (accrual-based) and transparent in common law countries, which is consistent with a greater role played by the public disclosure of accrual-based financial information in corporate governance in these countries. There is also greater demand for auditing as an enforcement mechanism when financial information is more timely and transparent.
Focusing on the value relevance of financial reports, Ali and Hwang (2000) find lower relevance for countries where the financial systems are bank-oriented rather than for those market-oriented; where private sector bodies are not involved in standard setting process; where accounting practices follow the Continental model as opposed to the British-American model; where tax rules have a greater influence on financial accounting measurements; and where spending on auditing services is relatively low. Francis et al. (2003) document that national standards on financial information are more timely (accrual-based) and transparent in common law countries, which is consistent with a greater role played by the public disclosure of accrual-based information in corporate governance in these countries.
Existing evidence reports that firms in countries characterized by high state involvement in the economy recognize good news faster and bad news slower than firms in countries with less state involvement (Bushman and Piotroski, 2006) . Besides, both capital market pressure and regulatory impact seem to lead to more conservatism (Raonic et al. 2004) Total comparability of financial statements would require a common set of manager and auditor incentives internationally, which in turn would require worldwide integration of economic, legal and political systems (Ball et al., 2003) , as the three groups of variables corresponding to these systems profoundly affect financial reporting practice.
Overall, prior studies find that both balance sheet and earnings conservatism persist in Europe, despite of the integration of rules on financial information beneath the Directives; that differences in conservatism level exist between code law countries and common law countries; that some possible sources of those differences are: disclosure practices (transparency), corporate governance, capital market development and pressure, regulation (shareholder protection, law enforcement), taxation and litigation; that earnings are more timely and financial information reflects higher relevance in common law countries; that code law countries generally have weaker laws and enforcement; and finally that financial markets variations occur when supplemental data on risk are disclosed. Therefore, regulatory enforcement is positively associated with the bias towards conservatism.
The Role of Information Disclosure
"Financial reporting" is an elusive concept, particularly in view of the multiplicity of uses of financial statement information. Financial statements are the end result of the information process on the economic functioning of the firm, whose primary goal is to provide decision makers with useful information. And comparability is one of the main characteristics that information requires to be useful.
Differences in disclosure come from the second level of sources mentioned in the previous section: the discretionality of managers in applying the rules and describing the economic reality of the firm.
Regulation not only affects the quality and quantity of the information contained in financial statements, but it also affects the wealth of various parties. Principles on valuation have economic consequences because of implementation costs, compensation plans, debt contracts, and political costs. Furthermore, as Fields, Lys and Vincent (2001) say, an accounting choice influences (in form or substance) not only the financial statements published in accordance with accounting principles but also tax returns and regulatory filings.
Provided that standards affect the image of current and potential wealth of a firm and its managers, the managers have an obvious incentive to select the principles that increase their own wealth. Managers therefore have certain preferences for principles that are not necessarily related to the inherent quality of the resulting information. Such an incentive may be in conflict with the notion that managers select principles to provide useful information, what can be summed up as the agency theory applied to financial information (Lambert, 2001) . Accordingly, care must be taken in interpreting both financial statements and managers' recommendations about standards on financial information.
For example, Beatty et al. (1995) document how banks alter the timing and magnitude of transactions and accruals to achieve primary capital, tax, and earnings goals in a sample of US banks. They found that managers' accrual decisions are complicated by other capital-rising activities, suggesting that financing and accounting discretion are mutually dependent.
Earnings management occurs when managers use judgment in financial reporting and in structuring transactions to alter financial reports to either mislead some stakeholders about the underlying economic performance of the company or to influence contractual outcomes that depend on reported numbers (Healy and Wahlen, 1999) . Based on a view of accounting numbers as information, Schipper (1989) defines "earnings management" as "disclosure management" in the sense of a purposeful intervention in the external financial reporting process, with the intent of obtaining some private gain (as opposed to, say, merely facilitating the neutral operation of the process).
A higher use of accruals provides managers with more opportunities to manage earnings and poor shareholder protection exacerbates this managerial propensity. Leuz, Nanda and Wysocki (2003) reach similar conclusions, finding that countries with relatively dispersed ownership, strong investor protection, and large stock markets exhibit lower levels of earnings management than countries with relatively concentrated ownership, weak investor protection, and less developed stock markets.
Earnings management incentives exist if bank managers can lower their costs by using earnings to convey private information to investors (Scholes, Wilson and Wolfson, 1990) . Alternatively, such incentives may arise because regulators monitor banks based on earnings (Shipper, 1989) .
Under an informational perspective, earnings are one of many signals which may be used to make certain decisions and judgments. The informational perspective on earnings management assumes that managers have private information which they can use when they choose elements from a feasible set of reporting rules.
Voluntary disclosure is another relevant factor. Previous research suggests that supplemental data regarding default risk and interest-rate risk explain variations in banks' market-to-book ratios of common equity (Beaver et al., 1989) . It must be taken in account that countries differ even in the information that firms obey to disclose.
In this sense, a growing body of research documents that those country-level differences in legal systems with respect to investor protection and the law enforcement are associated with systematic variations in financial markets. The main findings are that countries based on English common law generally have stronger laws and enforcement, than those based on Roman civil law which generally have weaker laws and enforcement (La Porta et al., 1998) .
In explaining disclosure differences, securities laws matter because they facilitate private contracting rather than provide for public regulatory enforcement (La Porta et al, 2006) and managers are more likely to behave opportunistically in an environment with weak shareholder protection (La Porta et al., 1997) .
Overall, accounting disclosure varies due to the earnings management; a higher use of accrual accounting, a poor shareholder protection, and small stock markets make earnings management easier; common law countries generally have stronger laws and enforcement, than those based on civil law which generally have weaker laws and enforcement. Therefore, equity market exposure appears to be positively associated with greater timeliness in earnings recognition.
Methodological Approach
The main concern of this work is that the common frontier is built by pooling all crosscountry banks without considering that financial information conditions affect the measures of efficiency differences between countries. In other words, to the belief that efficiency differences across countries are attributable to managerial decisions within banks or to environmental conditions, we add the consideration that one of the environmental conditions, the financial information framework, originates cross-country differences in efficiency as it generates differences in the inputs used to compute the efficiency value.
Therefore, we propose a comparison of the cost-efficiency of the banking industries across the world, introducing financial information differences in the cost frontier estimations. We begin by outlining a popular benchmark cost model on the basis of multioutput approach.
The first step to measure X-inefficiency in any parametric empirical application is to select an appropriate functional form for the production function. A variety of functional forms have been used in applied production analyses: from the simple CobbDouglas function to more complex forms, such as the translog. We apply the translog functional form because it has been widely used in bank efficiency studies due to its generally accepted higher flexibility when approximating any unknown function.
As we have indicated before, in the basic stochastic econometric frontier model, the observed cost of a bank may deviate from the cost frontier due to random noise and/or due to inefficiency. For N banks in the sample the cost function in logarithmic terms is expressed as:
1,..., On the evaluation of the efficiency of financial institutions and branches, Berger and Humphrey (1997) find five different types of approaches, which can be grouped in nonparametric and parametric frontiers. In this study we apply the parametric methodology, using the Stochastic Frontier Approach (SFA), proposed in 1977 by Aigner, Lovell and Schmidt, to measure the X-inefficiency of individual commercial banks. These models allow for technical inefficiency, but they also acknowledge the fact that random shocks outside the control of managers can affect the output. To separate the two components, the inefficiency term is assumed to follow an asymmetrical probability distribution. Where f denotes some functional form. We define the cost efficiency of bank i as the estimated cost needed to produce bank i's output vector if the bank were as efficient as the best-practice bank in the sample facing the same exogenous variables divided by the actual cost of bank i, adjusted for random error.
To specify the cost function in equation (2), we employ the following multiproduct translog cost function: Where y is the output vector, w the price of input vector and E the equity capital.
Following Berger and Mester (1997) , we define the cost efficiency of bank i as the estimated cost needed to produce output vector if the bank were as efficient as the bestpractice bank in the sample. That is,
Consequently, cost efficiency ranges over the interval (0, 1] , and is the proportion of costs that have been used efficiently. Put in another way, the (1 ) 100 ef − ⋅ is the percentage of costs that are wasted relative to the most efficiency bank. That is, a bank with ef = 0.70 is 70% efficient or wastes 30% of its costs, relative to a best-practice bank in the same conditions. Therefore, the lower the ef ratio, the greater inefficiency the bank shows.
Once the efficiency concepts have been selected, the next issue is how to go about measuring them. To obtain a measure of efficiency, we use a time invariant model in which the inefficiency term is assumed to have a half-normal distribution 4 . We apply the Battese-Coelli (1992) parametrization of time effects, where the inefficiency term is modelled as a half-normal random variable multiplied by a specific function of time. However, the estimate of eta is very close to zero, and the other estimates are not too far from those of the time-invariant model.
Sample and Results
In this section, we explain the sources of the data used to build the sample of our empirical work, the final sample contents, and the various data disaggregations made to apply the different tests of the study. Then, we show two types of results: those on the efficiency measurement, obtained through the using of SFA, and those on the comparison of efficiency scores across different financial information regimes with several levels of disclosure.
Data
All the information necessary for estimating cost efficiency is contained in the BankScope Database. The final sample contains 5847 observations, corresponding to 1280 banks over the period 1996-2003, from 107 countries.
Our first problem is the definition and measurement of output. We are restricted by the disaggregation of information contained in the financial statements as provided by BankScope. Following Maudos, Pastor, Pérez and Quesada (2002) , we consider six variables. The first three are balance sheet items that have been selected as good indicators of output, adopting the intermediation approach. The second three variables are ratios computed relating some items from the income statement with some items from the balance sheet. They represent the prices of some productive factors. The seventh variable is Equity. With it we try to capture the bank's global risk 5 through the financial capital:
1 Definitions of the seven variables are gathered in Table 1 . As it can be seen, the Cost of Labour variable should be interpreted as 'Overhead cost per worker adjusted for differences in labour productivity', but due to restrictions in data availability, we compute it with the total costs instead of the costs per worker, as is common in studies that employ IBCA Data 6 . Table 2 reports sample descriptives. The average value of total costs is 13 millions of Euros, however the sample presents a great dispersion, with a maximum value of 3,156 millions. Also, 75% of the cases are below of 487 thousand euros. This great dispersion is also observed in the variables that define the outputs and the one representing the equity. It is caused by considering countries with heterogeneous levels of development. Defined as ratios, variables measuring the output's prices show smaller dispersion, as expected, although they are influenced by interest rates and inflation spreads across countries.
Banks differ in size and financial capital by large amounts. Average levels of capital and total assets are 21,344 millions and 238,070 millions respectively, although 75% of the cases are below of those levels. Table 3 shows correlations of each variable, and we can observe high (and positive) levels of correlation between outputs and total costs. Also, the use of capital is correlated with total cost.
5 Berger and Mester (1997) advise the introduction of this variable to capture the bank's insolvency risk. But a good risk management system put Equity close to the firm's Capital at risk, which includes not only the insolvency risk but the whole risks of the entity. 6 Overheads Overheads Labour Total Assets Labour Total Assets
Empirical Results of Efficiency Measurement
In Table 4 we show the results of SFA using maximum likelihood techniques. ¿Decir algo sobre el contenido de esta tabla? Si está aquí es que aporta algo ¿qué es? Table 5 presents cost efficiency means grouped by country. Our sample indicates that the most efficient countries are Belarus, Monaco and Tunisia, whereas Republic of Georgia, Brunei Darussalam, and Suriname are the least efficient countries. These results are surprising since it doesn't seem coherent to find the most efficient banks in countries with poverty, underdevelopment, and higher levels of corruption.
Contrary to what previous research has shown, we find that US banks report a relatively higher efficiency, even higher than that reported by banks from some continental European countries. This result may be due to the size of the US sample (only two banks across time). But consistent with evidence found in previous works, if we consider the countries with more data available, banks in Germany and France are more efficient than those in UK.
At bank level, the mean cost efficiency of 0.84 suggests that about 16% of costs are wasted on average relative to a best-practice, with a wide range and high standard deviation, suggesting that these efficiencies are quite dispersed. If we take a country level approach, mean cost efficiency is lightly superior while the standard deviation is much smaller. These values are within the range found in the literature (Berger and Mester, 1997) , suggesting an improvement over the efficiency results obtained in the previous decade.
Comparison of Efficiency across Different Financial Information Frameworks
To shed light on the surprising results across countries, we take four items from the 2003 Bank Regulation and Supervision Database 7 . More specifically, we use one item from Database Section 3 (Capital) which shows if financial information practices for banks are in accordance with International Accounting Standards (IAS), or if they are in accordance with US GAAP, respectively.
As a result, we have got a sample with some new categories: 1) Countries in which IAS are applied and countries in which they are not; 2) Countries with financial information in accordance with US GAAP and those that apply national GAAP.
Figures 1 and 2 depict both classifications. We observe that the efficiency scores in non-IAS countries reach a higher level than in IAS countries. Figure 2 confirms this conclusion, and overall, these findings suggest that IAS and US GAAP generate smaller levels of efficiency, probably due in part to a less conservative system. Also, we take two items from Database Section 10 (Accounting/information disclosure requirements). The first shows if banks disclose their risk management procedures in each country, and the second indicates if financial institutions are required to produce consolidated accounts covering only bank subsidiaries or both bank and non-bank subsidiaries. The existence of consolidated accounts covering all bank and non-bank subsidiaries, and the risk disclosures improve the quantity and quality of bank public information and add pressure on managers, especially in the case of listed banks because shareholders require value creation.
We transform these items in three dummy variables (1 if answer is affirmative and 0 if negative) and combine them with our efficiency estimates. Resultant database allows us to divide efficiency averages at a country level in two samples, then, we perform a t-test to determine if accounting measures and risk information makes a difference in reported efficiency or not.
Figures 3 and 4 summarize efficiency data by type of financial information system showing the shape of the distribution, its central value, and variability. The median for each dataset is indicated by a line through the box, and the first and third quartiles are the edges of the box area, which is known as the inter-quartile range (IQR). The extreme values (within 1.5 times the inter-quartile range from the upper or lower quartile) are the ends of the lines extending from the IQR. Points at a greater distance from the median than 1.5 times the IQR are plotted individually. These points represent potential outliers.
The inter-quartile range decreases from IAS/US GAAP to non-IAS/non-US GAAP, indicating reduced variability of efficiency, likely due to less conservatism and more earnings management. In addition, countries with national GAAP show extreme values closer to the median.
Another important finding is the statistically significant and negative correlation between efficiency and IAS, GAAP and risk disclosures. As we can see in Table 7 , banks operating in countries with IAS or US GAAP and put under the obligation to disclosure their risk management practices, tend to appear more inefficient in comparison with banks in other accounting framework. However, we do not find differences between countries in which financial institutions are obliged to produce consolidated accounts with one or both types of subsidiaries.
To test the significance of differences in the measurement of efficiency across the different financial information systems considered, we apply a t-test. Table 8 shows that mean efficiency is similar in countries in which financial institutions are required to produce consolidated accounts covering all bank and any non-bank subsidiaries. However, if banks must disclose their risk management procedures to the public their efficiency indexes are lower than banks without this obligation.
Finally, banks with financial information practices in accordance with IAS and/or US GAAP shows more inefficiency than banks following other standards (Table 8 , Panels C and D). These differences are around 4% (US GAAP) and 5% (IAS).
Conclusions
Our study builds on recent advances on two streams of research: bank efficiency and financial information, trying to identify the role of the international differences on the second, over the measurement of the first: the commercial bank efficiency across the world.
Some papers have studied various bank, market, and regulatory characteristics that are at least partially exogenous to efficiency in order to help explain the observed large differences in bank efficiency across firms and countries. A two-step procedure is typically used, whereby firm efficiency is estimated using one of the techniques described above and is then regressed on, or tested for correlation with, a set of variables describing the characteristics being investigated. Some econometric issues make such analyses suggestive but not conclusive, mainly because none of the variables used in the regressions is completely exogenous. The answer to this question has important implications for public policy, research, and bank management, but more work is needed before a complete picture of financial institution efficiency emerges, and this paper tries to help complete the picture.
We have used the SFA proposed by Aigner, Lovell and Schmidt (1977) to measure the X-efficiency of 1280 individual commercial banks from 107 countries (BankScope data for the period 1996-2003), applying the Battese-Coelli (1992) parametrization of time effects. Following Maudos, Pastor, Pérez y Quesada (2002) we consider seven variables taken from the balance sheet and the income statement: loans, other earning assets, deposits, cost of loanable funds, cost of labour, cost of physical capital and equity. In general, efficiency estimates are consistent with evidence found in previous studies: Germany and France get better scores than UK. Although US banks report a relatively high efficiency, the size of the sample for this country may have biased the result.
At bank level, the mean cost efficiency is 84%. The wide range and high standard deviation was expected considering the number and variety of countries included in the sample. At country level, the standard deviation is much smaller and the scores are within the range found by other researchers (Berger and Mester, 1997) , suggesting better efficiency results than in previous decade.
Theoretically, when comparing efficiency scores, inputs to compute efficiency should have been expressed in the same language. As inputs come from financial statements, accounting standards across countries should be so similar that the same economic transactions would be reflected with the same items and the same values.
Financial information plays an important role to allow to make international comparisons and to analyze the performance of companies in different countries, however we know that financial information frameworks diverge from one country to another. Therefore, we hypothesize that accounting standards may bias efficiency estimates often calculated in banking literature.
Existing research have shown that IAS and US GAAP exhibit significantly greater timeliness and earnings conservatism than other accounting regimes, likely due to greater sensitivity to economic losses (income conservatism) and lesser earnings management. This result has important implications for international comparisons of commercial bank performance across the world.
More specifically, our second part of the study analyses the previous obtained cost efficiency jointly with the financial information system applied by banks, available from a World Bank database.
Using a panel data frontier approach, we find higher levels of inefficiency in costs in countries with IAS or US GAAP, verifying the importance of financial information data available to obtain an efficiency measure. Also, the low and negative correlation between the rankings of cost and IAS (and US GAAP) is indicative of poor efficiency related with the accounting standards but not with bank performance. Our results are consistent with the belief that accounting rules generate differences and transforms cross-country comparisons in a difficult task. We have found an explanation for the relatively low bank efficiency identified in some well developed countries (i.e. USA or UK) in previous research works. Thereby, our findings suggest the importance of considering accounting setting factors such as conservatism, timely and disclosure when formulating international rankings of bank efficiency using frontier analysis.
In IAS/USGAAP countries public disclosures play a greater role and there is also greater demand for auditing as an enforcement mechanism. Data show that countries with risk disclosures exhibit more inefficiency and we conjecture that more information available and stronger property rights, as distinct from opaque accounting data, increase managers' incentives to manage financial information. Thus, conservatism facilitates monitoring of managers and is an important feature of corporate governance in common-law countries.
From these results, we can conclude that countries with low demand from published financial reports and low legal protection tend to employ accounting practices that produce data less timely and earnings more conservative than countries with IAS or US GAAP. Thus, some differences in reported efficiency appear, making cross country comparisons difficult and biased if this factor is not considered.
There are several limitations to interpreting the results. First, the conflict between the nonparametric and parametric approaches is important because both types of methods tend to have different degrees of dispersion and rank the same financial institutions somewhat differently.
Second, some studies show that alternative profit efficiency is closer to reality whenever the assumption of perfect competition in pricing is questionable, or when there are differences of production quality among the banks in the sample (Berger and Mester, 1997) . Higher (lower) costs do not necessarily imply lower (higher) profits, indicating the potential importance of the revenue side in the valuation of efficiency (Maudos et al., 2004) .
Third, we only consider the accounting system, however, future works should consider the entire institutional structure on the financial reporting process and the framework in which the bank operates.
Finally, our sample includes a diverse group of countries with different levels of competition. 
Number of Banks Efficiency

Non-IAS IAS
Although more Banks apply IAS, we observe lower extreme levels of efficiency in countries with IAS. 
Number of Banks Efficiency
Non-US GAAS US GAAS
More banks apply Non-US GAAP. However, we find a concentration of lower extreme values in US GAAP. The median for each dataset is indicated by a centre line inside the box, and the first and third quartiles are the edges of the box area, which is known as the inter-quartile range (IQR). The extreme values (within 1.5 times the inter-quartile range from the upper or lower quartile) are the ends of the lines extending from the IQR. Points at a greater distance from the median than 1.5 times the IQR are plotted individually. These points represent potential outliers.
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