This is an article about Mordell Weil Theorem. Mordell-Weil Theorem is one of the greatest theorems about ellpitic curve. In this article, I will introduce the proof of Mordell-Weil theorem and some simple ways to compute the torsion part of the group.
If we let Z = 0, then we find that the point must be O. So we can assume that Z = 0, and we can get the following equation We also define quantities b 8 = a 2 1 a 6 + 4a 2 a 6 − a 1 a 3 a 4 + a 2 a 2 3 − a 2 4
If further char(K) = 2,3, then replacing (x,y) by ((x − 3b 2 )/36, y/216) we can get a simpler equation
Thus we often use the equation E : y 2 = x 3 + Ax+ B to denote an elliptic curve, and such curves are nonsingular if and only if ∆ = 0(i.e. −16(4A 3 + 27B 2 ) = 0). Next we will intoduce one of the most important structures on elliptic curves, the group law. In other words, the composition law makes E into an abelian group with identity element O. We further have: (f ) Suppose E is defined over K. Then E(K) = (x, y) ∈ K 2 : y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 ∪ {O} is a subgroup of E. Proof. Only (e) is not trivial. One can laboriously verify the associative law case by case by checking the equations. However, we will use the Riemann Roch theorem to prove that, and also use a bit of divisors. To prove that P is unique, we assume that there are two points P and P' both satisfy the condition. Then we get that P ∼ P ′ . So there exists f ∈K(E) so that div(f ) = (P ) − (P ′ )
Then f ∈ L((P ′ )), and by the Riemann-Roch theorem we have dimL((P ′ )) = 1.
However we already know that the constant function is in L((P ′ )), so we can get f is a constant function. Thus P = P ′ . Hence P is unique.
(b) For any P ∈ E σ((P ) − (O)) = P (c) Suppose σ(D 1 ) = P 1 , σ(D 2 ) = P 2 . Then we can get (P 1 ) − (P 2 ) ∼ D 1 − D 2 . Thus σ(D 1 ) = σ(D 2 ) we can imply that D 1 ∼ D 2 . Also if D 1 ∼ D 2 , we have P 1 ∼ P 2 , so P 1 = P 2 . (d) Directly from (b) and (c).
(e) Let E be given by a Weierstrass equation, and let P, Q ∈ E. It clearly suffices to show that κ(P + Q) = κ(P ) + κ(Q)
Let f (X, Y, Z) = aX + bY + cZ = 0
give the line L in P 2 going through P and Q, let R be the third point of intersection of L with E, and let
be the line L in P 2 through R and O. Then from the definition of addition on E and the fact that Z = 0 intersects E at O with multiplicity 3, we have
and
Here we will directly write out the equation of the composition law. Let E be an elliptic curve given by a Weierstrass equation
(c) P 3 = P 2 + P 1 is given by
As special cases of (c), we have for P 1 = ±P 2
and the duplication formula for (x,y)∈ E
After establishing the group structure on an elliptic curve, we will now discuss a special kind of morphism between elliptic curves.
where f 0 , . . . , f n ∈K(V 1 ) have the property that for every point P ∈ V 1 at which f 0 , . . . , f n are all defined, φ(P ) ∈ V 2 .
Next we will state two very important results for morphisms on curves. We won't prove them and , and for those who want to see the proofs, you can check [Har, Chapter 2 Thm 6.8].
Theorem 1.1. For every Q ∈ C 2 , we have the following equationLet φ : C 1 → C 2 be a morphism of curves. Then φ is either constant or surjective.
Now we go back to the ellpitic curves. Because an elliptic curve contains a point O, so the map between elliptic curves should contains more imformation. Therefore we have the following definition. Using the long division, one can easily find out that the polynomials
(If it does, then ∆=0, contradiction). Hence we can find an x 0 ∈K so that the former vanishes to a higher order at x = x 0 than the latter. Choosing y 0 ∈K so that P 0 = (x 0 , y 0 ) ∈ E, the doubling formula implies that [2] 
Proof. From Theorem 1.2 we know that
for all but finitely many Q ∈ E 2 . But for any P,
By now, we have introduced some important properties of elliptic curves, and next we will introduce the Mordell Weil theorem. The proof is given in two parts: The first part is called the Weak Mordell-Weil Theorem, which proves that E(K)/nE(K) is finite, and the second part uses height function to prove E(K) is finitely generated.
Mordell Weil Theorem

Weak Mordell-Weil Theorem
In this section, we will give two proofs of the Weak Mordell-Weil Theorem. The first proof, given by Silverman, is based on theories about field extension. Proof. Let Φ be the kernel of the natural map E(K)/nE(K) → E(L)/nE(L). Therefore, Φ = (E(K) ∩ mE(L))/mE(K) and for each P (mod mE(K)) in Φ, we can choose a point Q p ∈ E(L) with [m]Q p = P . Having done this, we define a map of sets
Here Q p is fixed for each P . We notice that
Suppose that λ p = λ p ′ for two points P, P ′ ∈ E(K) ∩ mE(L). Then we have
Finally, the exact sequence
implies that E(K)/mE(K) is finite(because it is between two finite sets).
In view of the lemma above, we can enlarge the number field K and suppose that E[m] ⊂ E(K) (because E[m] is finite). We will assume this is true for the remainder of this section. The next step we will do is to translate the question into a question about a certain field extension of K. 
is the compositum of all fields K(Q) as Q ranges over the points of E(K) satisfying [m]Q ∈ E(K). Hence the Kummer pairing induces a perfect bilinear pairing
Proof. (a) The linearity of P is trivial. For σ, let σ, τ ∈ G K/K . Then
it is obvious that κ(P, σ) = 0 for all σ ∈ G K/K . Therefore, the kernel on the left is mE(K).
Thus the kernel on the right is G K/L . Finally, for the last statement of the theorem, we firstly claim that L/K is Galois because it is normal from the definition(
Thus it is a perfect bilinear pairing.
From Theorem 2.1.2 we can see that if we can prove L is a finite extension, or in other words, G L/K is finite, then the group E(K)/mE(K) is finite. So the next step is to analyze this extension. 
Proof. (a) This follows immediately from the last statement of Theorem 2.2, which implies that there is an injection
Choose an arbitrary element Q in m −1 E(K), and the only thing we have to show is that
the corresponding extension of residue fields. Since E has good reduction at v, E also has good reduction at v ′ (because the discriminants are the same). Thus we have the usual reduction map
On the other hand,
Next we will prove that all field extensions L/K satifying the condition in Theorem 2.1.3 must be a finite field extension.
Theorem 2.1.4. Let K be a number field, S ⊂ M K a finite set of places containing M ∞ K , and m ≥ 2 an integer. Let L/K be the maximal abelian extension of K having exponent m which is unramified outside of S. Then L/K is a finite extension.
Proof. First, we can assume that K contains the m t h − roots of unity µ m . That is because if K doesn't contain it, we can choose K ′ = K(µ m ) and LK ′ /K ′ is also an abelian extension of exponent m unramified at S ′ , where S ′ is the set of places of K ′ lying over S. And if LK ′ /K ′ is finite, L/K is also finite. So we can assume that K contains the m t h − roots of unity µ m . Furthermore, we may increase the set S, because this can only make the field extension larger. Using the fact that the class number of K is finite, we can thus add a finite number of elements to S so that the ring of S-integers
is a principle ideal domain. We may also enlarge S so that v(m) = 0 for all v / ∈ S. Next, according to Kummer theory, we know that L is the largest
Looking at the equation
Hence if we can prove that T S is a finite group, we can see that L is a finite extension over K. To prove T S is finite, we first consider the natural map
We claim that the map is surjective. To see this, suppose a ∈ K * represents an element of T S . Then the ideal aR S is the m th -power of an ideal in R S , since the prime ideals of R S correspond to the valuations v / ∈ S. Since R S is a principle ideal domain, we can find b ∈ K * s.t. aR S = b m R S , which means that a = ub m for u ∈ R * S . Then u and a give the same element of T S , showing that the map is surjective. Now the kernel of the map certainly contains (R * S ) m , so we have a surjection R * S /(R * S ) m → T S According to Dirichlet's unit theorem, which shows that the group of units is finitely generated, we know that R * S /(R * S ) m is a finite group. Thus T S is a finite group, and the proof is completed.
From Theorem 2.1.4 we can see that L/K is a finite galois extension, so G(L/K) is finite. Therefore, the group E(k)/mE(K) is finite, and we have the Weak Mordell Weil theorem correct.
Next we will use cohomology to prove the Weak Mordell Weil theorem. First we will introduce group cohomology. Definiton 2.1.2. Let G be a finite group acting on an abelian group M. We define
and a crossed homomorphism is said to be principal if given an m ∈ M
We then state the most important and basic properties of cohomology.
However, we want to solve problem about field extension, which might be infinite, so we have to develop the theory about cohomology of infinite Galois group. 
And still, we have Theorem correct.
Also, we have the short exact sequence
Therefore, we can get the long exact sequence
From this, we can get another short exact sequence
Since δ is an injection here, if we can prove the group
is finite, then we can prove the Weak Mordell-Weil Theorem. However, this might not be true. So we will use the local field Q p to solve the problem. First, we choose the algebraic closureQ for Q, andQ p for Q p . The embedding Q ֒→ Q p extends to an embeddingQ ֒→Q p . Moreover, the action of Gal(Q p /Q p ) onQ ⊂Q p defines a homomorphism ψ : G Qp → G Q by restriction of the Galois action.
Therefore, a crossed homomorphism f :
And also if f is a principle crossed homomorphism, thenf is also principle. Thus we can get a map φ :
We can get the following commutative diagram
where the top and bottom lines are exact and the vertical maps are embedding. Next we reach a crucial argument. If some γ ∈ H 1 (Q, E[m]) comes from the class of an element of E(Q), then its image γ p ∈ H 1 (Q p , E[m]) arises from an element of E(Q p ). We want to quantify those γ whose local versions γ p comes from E(Q p ) and all those γ which vanish locally.
Here comes two definitions that we will mainly talk about.
Definiton 2.1.5. The n − Selmergroup is defined by
Definiton 2.1.6. The T ate − Shaf arevich group is defined by
And we need the following lemma, which is easy to prove. We won't prove this because all the maps are natural. If we apply the lemma to the maps
, we obtain the fundamental exact sequence
We shall prove E(Q)/nE(Q) to be finite by showing that S (n) E/Q is finite.
First we will prove the Selmer group is finite in a special case.
Lemma 2.1.3. If all the pointos of order 2 on an elliptic curve given by the Weierstrass equation
have coordinates in Q, then the Selmer group S (2) (E/Q) is finite.
Proof. Since they all have coordinates in Q, we can imply that 
(One can get this by using the long exact sequence of cohomology on the short exact sequence
). For each prime p 0 not dividing 2∆, there exists a finite unramified extension K of Q p0 such that γ maps to zero under the vertical arrows:
We choose a representative element
Here each ε or ε ′ is either 0 or -1. Therefore we can see that
and so if (−1) ε(∞) p p ε(p) is a square in K, then ε(p 0 ) = 0. Therefore the only p that can occur in the factorizations are those dividing 2∆, which allows only finitely many possibilities for γ.
After proving the special case, we will now turn to prove the general case. Proof. Actually, instead of proving S (n) (E/Q) is finite, we want to prove that
is finite for any suitably large L. And according to the next lemma, we will show that if it is correct for L, then it is correct for Q. Lemma 2.1.4. For any finite Galois extension L of Q and integer n ≥ 1, the kernel of
Proof. Since S (n) (E/Q) and S (n) (E/L) are subgroups of H 1 (Q, E[n]) and H 1 (L, E[n]) respectively, it suffices to prove that the kernel of
is finite. However, we can easily verify that the kernel of the map is H 1 (Gal(L/Q), E(L)[n]), which is finite because both Gal(L/Q) and E(L)[n] are finite.
Here we still need some preparations from algebraic number theory.
Lemma 2.1.5. When T is a finite set of prime ideals in L, the groups U T and C T defined by the exactness of the sequence
are, respectively, finitely generated and finite.
Proof. First, let's consider the kernel of the map
An element a is kerf iff ord p (a) = 0 for all p, thus a is in the kernel iff it is a unit of O L . And the cokernel of f is obviously finite due to the finiteness of the class number. Hence we get an exact sequence
where U is the unit group of O L , and C is the ideal class group. So U is finitely generated due to the Dedekind Unit theorem and C is a finite group. Next, use the kernel-cokernel exact sequence of
Thus we can see that U T and C T are finitely generated and finite recpectively. Now we come back to the proof of the theorem. Let's review the proof of the special case. Actually, we can see that the proof used the following facts: (a) Q contains a primitive square root of 1 (b) The points of order 2 all have coordinates in Q (c) For any finite set T of prime numbers, the kernel of r → (ord p (r) (mod 2)) :
Therefore, according to the above discussion, what we have to do is to prove the following lemma and the proof will be completed. Then there is an exact sequence
Proof. This can be proved by a diagram chase in
Since we have the lemma correct, we have the theorem correct, and the proof is cmpleted.
Actually, we can see that the proof above can prove that the Selmer group S (n) (E/K) is finite for any number field K. Therefore we prove the Weak Mordell Weil theorem by using cohomology.
The Descent Procedure and Height Function on Q
In this section, we will prove the Mordell Weil theorem on Q.
Proposition 2.2.1. (Descent theorem) Let A be an abelian group. Suppose there is a 'height' funtion
h : A → R with the following three properties:
There is a constant C 1 depending on A and Q, so that for all P ∈ A, h(P + Q) ≤ 2h(P ) + C 1 (ii) There is an integer m ≥ 2 and a constant C 2 , depending on A, so that for
is a finite set. Suppose further that for the integer m in (ii), the quotient group A/mA is finite. Then A is finitely generated.
Proof. Choose elements Q 1 , . . . , Q r ∈ A to represent the finitely many cosets in A/mA. The idea is to show that by substracting an appropriate linear combination of Q 1 , . . . , Q r from P, we will be able to make the height of the resulting point less than a constant which is independent of P. Then the Q 1 , . . . , Q r and the finitely many points with height less than this constant will generate A.
Continuing in this fashion,
Now for any j, we have
where we take C ′ 1 to be the maximum of the constants from (i) for Q = −Q i , 1 ≤ i ≤ r. Note that C ′ 1 and C 2 do not depend on P. Now use the above inequality repeatedly, starting from P n and working back to P. This yields
It follows that by taking n sufficiently large, we will have h(P n ) ≤ 1 + (C ′ 1 + C 2 )/2 Since P = m n P n + Σ n j=1 m j−1 Q [ i j ] it follows that every P ∈ A is a linear combination of the points in the set
And from the third property, this is a finite set, which proves that A is finitely generated.
Therefore, to solve the problem, all we have to do is to find a height function on E(K) satisfying the three properties. First let's talk about how to define a height function on E(Q). 
We want to prove that the height function defined above has the three properties. Therefore we should prove the following lemma where the indicated fractions are in lowest terms. Thus we have
. Now multiplying this out and using that P and P 0 satisfy the Weierstrass equation yields
In computing the height of a rational number, cancellation between numerator and denominator can only decrease the height, so we find by an easy estimation that H(x(P + P 0 )) ≤ C ′ 1 max |a| 2 , |d| 4 , |bd|
Since H(x(P )) = max |a|, |d| 2 , and from the equation below
we can get that |b| ≤ C ′′ 1 max |a| 3/2 , |d| 3 which implies that
Now taking logarithms gives the desired result. (b) By choosing C 2 ≥ 4h x (T ) for each of the points T ∈ E(Q[2]), we may assume that [2]P = O. Then writing P = (x, y), the duplication formula reads
It is convenient to define homogeneous polynomials
Then if we write x = x(P ) = a/b as a fraction in lowest terms, x([2]P) can be written as a quotient of integers
Unlike what we've done in (a), we have to find a lower bound for H(x([2]P)), so it will be important to bound how much cancellation can occur between numerator and denominator. The idea is to use the fact F(X,1) and G(X,1) are relative prime polynomials, so they generate the unit ideal in Q.
Then the following identities hold in Q[X, Z]:
be the cancellation in our fraction for x([2]P). From equations
we see that δ divides 4∆. Hence we obtain the bound
and so
On the other hand, the same identites give the estimates
Now looking at the expressions for f 1 , f 2 , g 1 , g 2 , we have
where C is a constant relying on A and B. Combining the last three inequlities yields
And so cancelling max |a| 3 , |b| 3 gives
Since max |a| 4 , |b| 4 = H(x(P )) 4 , this gives the desired estimate Using the Decent theorem, the Weak Mordell-Weil theorem for m = 2 and the lemma above, we can see that E(Q) is finite generated.
Heights on Projective Space
We want to prove the Weak Mordell-Weil theorem for any number field K, so we have to find a height function satisfying the three properties, and then by applying the Desecent theorem we can finish the proof. However, unlike Q, it's not easy to define a height function on other number fields. So we have to prove a lot of things to develop a height function in general cases. The set of standard absolute values on K, denoted M K , consists of all absolute values on K whose restriction to Q is one of the absolute values in M Q .
For v ∈ M K , the local degree at v, denoted n v , is given by
Here K v and Q v denote the completion of the field with respect to the absolute value v.
With these definitions, we can state two basic facts from algebraic number theory which will be needed. Next we will define the height of a point in projective space. The height of P (relative to K) is defined by
As we can see, when K = Q, this definition is the same as
x 0 , . . . , x N ∈ Z and gcd(x 0 , . . . , x N ) = 1.
We will state some important proerties of the given height function. (b) For any point in projective space, one can find homogeneous coordinates by multiplying a number so that one of the coordinates is 1. Then every factor in the product defining H K (P ) is at least 1.
(c) We compute
Sometimes, when a field is not given, it's easier to use a height function not relative to a field. 
In view of Proposition 2.3.3, it's easy to see that this is well defined.
We now investigate how the height changes under mappings between projective spaces.
Definiton 2.3.5. A morphism of degree d between projective spaces is a map
where f 0 , . . . , f M ∈Q[X 0 , . . . , X N ] are homogeneous polynomials of degree d with no commone zero inQ other than X 0 = · · · = X N = 0.
To prove the height function has the three properties, we have to find the lower bound and upper bound of the height function. Therefore we have the following theorem:
be a morphism of degree d. Then there are constants C 1 and C 2 , depending on F, so that for all points P ∈ P N (Q),
with homogeneous polynomials f i , and let P = [x 0 , . . . , x N ] ∈ P N (Q). Choose some number field K containing x 0 , . . . , x N and all of the coefficients of all of the f ′ i s. Then for each v ∈ M K , let 
Having set notation, we turn to the proof of the theorem. The upper bound is relatively easy. Let v ∈ M K . The triangle inequality yields
Now raise to the n v − power, multiply over all v i nM K , and take the [K : Q] th − root. This yields the desired upper bound
Notice that we don't use the fact that the f ′ i s have no common non-trivial zero. But for the lower bound, we have to use this condition.
From the Nullstellensatz theorem that the ideal generated by f 0 , . . . , f M inmathbf Q[X 0 , . . . , X N ] contains some power of each X 0 , . . . , X N , since each (0, . . . , 0). Thus for an approriate integer e ≥ 1, there are polynomials g ij ∈ mathbf Q[X 0 , . . . , X N ] such that
Replacing K by a finite extension, we may assume that each g ij ∈ K[X 0 , . . . , X N ].
Further, by discarding all terms except those which are homogeneous of degree e, we may assume that each g ij is homogeneous of degree e-d. Let us set the further reasonable notation
Recalling that P = [x 0 , . . . , x N ], the equation described above imply that for each i,
Now taking the maximum over i gives
But since each g ij has degree e-d, the usual application of the triangle inequality yields
Substituting this in above and multiplying through by
and now the usual raising to the n v -power, multiplying over v ∈ M K and taking the [K : Q] th -root yields the desired lower bound. 
be a polynomial of degree d. Then
Proof. First note that the inequality remains unchanged if f (T ) is replaced by (1/a 0 )f (T ). Thus we can prove the inequality under the condition of a 0 = 1. Let Q(α 1 , . . . , α d ), and for v ∈ M K , set
(Note that this function is different from the ε(v) we defined before, that is because we can see that
which will be helpful to solve the inequality, due to its form.)
We will now prove that
Once this is done, raising to the n v -power, multiplying over v ∈ M K , and taking [K : Q] th -roots gives the desired result. The proof is by induction of d = deg(f ). For d = 1, the inequality is clear. Assume for polynomials of degree d-1, the result is true. Choose an index k so that
And we define a polynomial
Therefore we can see that f (T ) = (T − α k )g(T ). By comparing coefficients we can get
We now prove the upper above bound.
(The last step is by the induction hypothesis applied to g). Next, to prove the lower bound, we consider two cases. First, if |α k | v ≤ ε(v), then by the choice of the index k,
And remember that a 0 = 1, so we have
Combining the two situations we can get that
And now applying the induction hypothesis to g gives the desired lower bound, which completes the proof.
The reason we prove this theorem is that we want to prove that this height function 'satisfies' the third property. But before we do that, we have to prove another lemma. Proof. Let K/Q be a field with P ∈ P N (K) and σ gives an isomorphism σ : K → K σ . It likewise identifies the sets of absolute values,
Clearly σ also gives an isomorphism K v → K σ v σ , so n v = n v σ . We now compute
Since [K : Q] = [K σ : Q], this is the desired result. contains only finitely many points. In particular, for any number field K,
Proof. Let P ∈ P N (Q). Take homogeneous coordinates for P, say
with some x j = 1. Then Q(P ) = Q(x 0 , . . . , x N ), and we have the easy estimate
It thus suffices to prove that the set
is finite, which means that we only have to prove the case N = 1. Thus we can see that there are only finitely many choices for a i , so the set is finite, which completes the proof.
Heights on Elliptic Curves
Now we have already developed enough theorems about height functions on projective space, so we will focus on elliptic curves, and finish the proof of the Weak-Mordell theorem. if there's constants C 1 and C 2 so that
In only the lower(respectively upper) inequality is satisfied, then we naturally write f ≥ g + O(1)(respecively f ≤ g + O(1)). We start by proving the theorem for the particular function f = x(Note that it is an even function). The general case will be an easy corollary.
Since h Thus we have
Define a map g : P 2 → P 2 by Then the formula for x 3 and x 4 shows that there is a commutative diagram
where G(P, Q) = (P + Q, P − Q) and the vertical map σ is the composition of the two maps E × E → P 1 × P 1 and
The next step is to show that g is morphism, so as to be able to apply Theorem. By definition, this is equivalent to prove that the three polynomials have no common non-trivial zeros. And we can see that
This completes the proof that g is a morphism. We return to our commutative diagram, and compute 
