In this paper we extend certain correlation inequalities for vector-valued Gaussian random variables due to Kolmogorov and Rozanov. The inequalities are applied to sequences of Gaussian random variables and Gaussian processes. For sequences of Gaussian random variables satisfying a correlation assumption, we prove a Borel-Cantelli lemma, maximal inequalities and several laws of large numbers. This extends results of Beśka and Ciesielski and of Hytönen and the author. In the second part of the paper we consider a certain class of vector-valued Gaussian processes which are α-Hölder continuous in p-th moment. For these processes we obtain Besov regularity of the paths of order α. We also obtain estimates for the moments in the Besov norm. In particular, the results are applied to vectorvalued fractional Brownian motions. These results extend earlier work of Ciesielski, Kerkyacharian and Roynette and of Hytönen and the author.
Introduction
Let ( , F, P) be a probability space. Let (ξ, η) be a centered Gaussian vector in R 2 with Eξ 2 = Eη 2 = 1. Let the correlation number between ξ and η be defined as ρ = |Eξη|. The Gebelein inequality [13] (also see [2] ) states that for all f, g : R → R such that f (ξ ), g(η) ∈ L 2 ( ) and E f (ξ ) = g(η) = 0. In other words, if Eq. 1.1 holds for all linear f and g, then it holds for all centered f and g which are in L 2 (μ), where μ is the standard Gaussian measure on R. In the latter formulation, the inequality (1.1) is extended by Kolmogorov and Rozanov [16] to the multidimensional Gaussian setting (also see [9] ). We will extend the result also to vector-valued f and g. The Gebelein inequality gives a method to obtain control over the rate of dependence of ξ and η. In particular, this is illustrated by the following consequence due to Kolmogorov and Rozanov:
In [1, 2] , Beśka and Ciesielski have studied sequences of real valued centered Gaussian random variables (ξ i ) n≥1 with Eξ 2 i = 1 and (ξ 1 , ξ 2 , . . . , ξ n ) is Gaussian for all n. Let ρ be the matrix defined as ρ ij = |Eξ i ξ j |. Under the assumption that
the authors extend several result for independent random variables to the above setting. For example the Borel-Cantelli lemma and several laws of large number are proved for sequences of the form ( f n (ξ n )) n≥1 , where f n : R → R is such that f n (ξ n ) ∈ L 2 ( ).
In the first part of this paper, we will extend the above results to the setting where (ξ n ) n≥1 are Gaussian random variables in a locally convex space X and f n : X → Y, where Y is a Banach space. However, in some cases we have to assume more structure of the space Y. We also extend a maximal inequality due to Hytönen and the author [15] to the above setting. The result is a two-sided inequality for E sup n≥1 ξ n in terms of the moments and weak variance of ξ n .
In [5] Ciesielski proved that the standard Brownian motion W on [0, 1] has paths in the Besov space B 1 2 p,∞ (0, 1) for all p < ∞. Later Roynette [27] characterized all triples (α, p, q) for which W ∈ B α p,q (0, 1). In [6] Ciesielski improved his result by proving a Besov-Orlicz regularity result for W. The proofs of the above results depend on non-trivial norm equivalences for Besov norms. In [15] Hytönen and the author found a new method which gives a way to obtain the above Besov regularity results directly from the definition of the Besov space. Also vector-valued Brownian motions are considered there. Moreover, maximal inequalities are applied to obtain two-sided estimates for the first moment of W in the Besov norm B 1 2 p,∞ and a certain Besov-Orlicz space.
As a second application of Eq. 1.1 one can study regularity of Gaussian processes. For Gaussian processes which do not have independent increments one can use Eq. 1.1 to obtain Besov regularity results. This has been done for a certain class of Gaussian processes by Ciesielski, Kerkyacharian and Roynette in [7] . In particular, they prove that the fractional Brownian motion with Hurst parameter H ∈ (0, 1) has paths in B H p,∞ (0, 1). Again the proofs depend on the norm equivalences for Besov spaces.
In the second part of this paper we will consider a certain class of Gaussian process G : [0, 1] × → X, where X is a Banach space. Assuming that G is α-Hölder continuous in p-th moment, we will show that G has paths in B α p,∞ (0, 1; X) and in a certain Besov-Orlicz space. We will use the methods from [15] combined with the vector-valued generalization of Eq. 1.1 to obtain the Besov regularity results directly from the definition of the Besov space. We will also obtain two-sided estimates for the first moment of G in the Besov and Besov-Orlicz norm. In particular, we apply the results to vector-valued fractional Brownian motions.
The paper is organized in the following way. Some preliminaries are discussed in Section 2. In Section 3 we prove a generalization of Eq. 1.1 to the vector-valued situation. In Section 4 we consider sequences of Gaussian random variables with values in a locally convex space under the assumption that Eq. 1.2 holds. In the last and main Section 5, we consider the Besov regularity of Gaussian processes.
For convenience we will only consider real vector spaces in this paper.
Preliminaries
We will write a b if there exists a universal constant C > 0 such that a ≤ Cb , and a b if a b a. If the constant C is allowed to depend on some parameter t, we write a t b and a t b instead. For sake of completeness, we recall the definitions of Orlicz and Besov spaces that we will need. We use the same notation and definitions as in [15] .
Orlicz Spaces
We briefly recall the definition of Orlicz spaces. More details can be found in [18, 24, 29] .
Let (S, , μ) be a σ -finite measure space and let X be a Banach space. Let : R → R + be an even convex function such that (0) = 0 and lim x→∞ (x) = ∞. The Orlicz space L (S; X) is defined as the set of all strongly measurable functions f : S → X (identifying functions which are equal μ-a.e.) with the property that there exists a δ > 0 such that
This space is a vector space and we define
The mapping ρ defines a norm on L (S; X) and it turns L (S; X) into a Banach space. It is usually referred to as the Luxemburg norm.
For f ∈ L (S; X) we also define the Orlicz norm
Usually the Orlicz norm is defined in a different way using duality, but the above norm gives exactly the same number (cf. [24, Theorem III.13] 
Besov Spaces
We recall the definition of the vector-valued Besov spaces. For the real case we refer to [28] and for the vector-valued Besov space we will give the treatise from [17] . Let X be a Banach space and let I = (0, 1). For α ∈ (0, 1), p, q ∈ [1, ∞] the vectorvalued Besov space B α p,q (I; X) is defined as the space of all functions f ∈ L p (I; X) for which the seminorm (with the usual modification for q = ∞)
is finite. Here
with I(h) = {s ∈ I : s + h ∈ I}. The sum of the L p -norm and this seminorm turn B α p,q (I; X) into a Banach space. By a dyadic approximation argument (see [17, Corollary 3.b.9] ) one can show that the above seminorm is equivalent to
For the purposes below it will be convenient to take
For 0 < β < ∞, we also introduce the exponential Orlicz and Orlicz-Besov (semi)norms
and finally the Orlicz-Besov norm
Because of the inequalities between different L p norms, it is immediate that we have equivalent norms above, whether we understand p ≥ 1 as p ∈ [1, ∞) or p ∈ {1, 2, . . .}. For definiteness and later convenience, we choose the latter.
The above-given norm of L β (I; X) is equivalent to the usual norm of the Orlicz space L β (I; X) from Subsection 2.1 where β (x) = exp(|x| β ) − 1 for β ≥ 1.
Correlation Inequalities
Let X and Y be locally convex spaces. Let ( , F, P) be a probability space. A measurable mapping ξ : → X is said to be a centered Gaussian random variable if for all x * ∈ X * , ξ, x * is a centered Gaussian random variable. A probability measure μ on B(X) is called a centered Gaussian measure, if for all x * ∈ X * its image μ • (x * ) −1 is a centered Gaussian measure on B(R). In this section we will usually assume that ξ and μ are also Radon.
An extensive theory for Gaussian measures on locally convex spaces can be found in [3] .
Let ξ : → X and η : → Y be such that (ξ, η) is a centered Gaussian random variable in X × Y. Define the (absolute) correlation between ξ and η as ρ = sup 
Clearly, ρ ∈ [0, 1] and ρ = 0 if and only if ξ and η are independent. If we want to emphasize the dependence of ρ on ξ and η we write ρ(ξ, η) instead of ρ.
If X = R m and Y = R n and if ξ and η are non-degenerate, then one can check that 
where C depends on p and Z only. Moreover, if f or g is even, then
Notice that from Eqs. 3.1 and 3.2 it follows that ρ = |r|. The following will be clear from the proof of Proposition 3.1. 
Remark 3.3
We do not know whether the assumption that Z is a UMD space is necessary in Proposition 3.1. We do know that the result fails for p = 1 in general. Indeed, in the case X = Z = R and μ is the standard Gaussian measure on R, then as in the proof below the estimate (3.3) implies that
for all f ∈ L 1 (μ) with mean zero. This inequality cannot hold, since the point spectrum of the generator of the Ornstein-Uhlenbeck operator is {λ ∈ C : Reλ < 0}. Proof We may assume r = 0. First assume r > 0. Letξ andη be independent copies of ξ . Then the Gaussian random variables (rη + √ 1 − r 2ξ ,η) and (ξ, η) have the same distribution and therefore
.
Note that by positivity of
. It follows from the Hölder's inequality that
Now since Z is a UMD space and p ∈ (1, ∞), it follows from [21, Lemma 6.4] (also see [23, Lemma 1.
This implies Eq. 3.3. To obtain Eq. 3.4 we first assume that f is even. Then [21, Lemma 6.4] gives that
If g is even, we have to argue as above but replacing the roles of f and g. If r < 0, then one can reduce to the case r > 0 if one replaces ξ and f (x) by −ξ and f (−x) respectively.
In the next result we extend the Gebelein inequality to the general setting. In the case Z = R, this result is due to Kolmogorov and Rozanov [16] (see also [9, p. 66]) where it is formulated in a more geometric language. Also in the case Z = R, our proof is of interest since it differs from the proof in [9, 16] .
Theorem 3.4 (Gebelein inequality, general version) Let ξ and η be centered Gaussian Radon random variables with values in locally convex spaces X and Y respectively, and such that (ξ, η) has a Gaussian distribution as well. Let Z be a UMD space and let p
where ρ is as in Eq.
and C only depends on p and Z . Moreover, if f or g is even, then
It will be clear from the proof that the same Remark 3.2 applies to Theorem 3.4.
Proof By approximation we may reduce to the case where f and g can be written as
are standard Gaussian random variables in R m and R n respectively. By the above observation it suffices to consider the case where X = R m and Y = R n and ξ and η are standard Gaussian random variables, where possibly ρ in the approximated case is smaller than the original ρ. We may assume ρ > 0. Let 
which shows Eq. 3.6. The same argument combined with Eq. 3.4 gives Eq. 3.7.
For the claim the two Gaussian random variables (ξ 1 , Bη) and (ξ, η) have to have the same covariance structure. Therefore, B has to satisfy
and
One easily checks that
2 satisfy these equations. Here P is a orthogonal matrix and E a diagonal matrix such that A
For later reference it will be convenient to state the case that Z is a Hilbert space and p = 2 separately. In this case the result holds with constant C = 1.
Corollary 3.5 Let ξ and η be centered Gaussian Radon random variables with values in locally convex spaces X and Y respectively, and such that (ξ, η) has a Gaussian distribution as well. Let (H, [·, ·]) be a Hilbert space. If f : X → H and g
where ρ is as in Eq. 3.1. Moreover, if f or g is even, then
Proof The constant C appearing in Proposition 3.1 and Theorem 3.4 comes from estimate (3.5). Therefore, it suffices to show that
where μ and f are as in Proposition 3.1 and similarly with e −t replaced by e −2t if f is also even. The case that H = R follows from [23, Lemma 1.4.1]. In the general case we may assume without loss of generality that H is separable, because f (ξ ) and g(η) are strongly measurable. Let (h n ) n≥1 be an orthonormal basis for H. By the result for the case H = R we obtain that
For the improvement in the case f is even, one can argue in the same way.
Sequences of Gaussian Random Variables
In this section we will consider sequences of centered multivariate Gaussian Radon random variables (ξ n ) n≥1 with values in a Banach space X. Here multivariate means that (ξ n ) N n=1 is a Gaussian random variable in X N for each N. Many of the results below extend without difficulty to the more general setting where each ξ n takes values in a Banach space X n , and (ξ n ) N n=1 is a Gaussian random variable in N n=1 X n . This can easily be checked by the interested reader.
Let B X * be the unit ball of X * . Let σ n = sup x * ∈B X * (E ξ n , x * 2 ) 1 2 denote the weak variance of ξ n . Define the correlation matrix ρ ij of (ξ i ) i≥1 by ρ ij = ρ(ξ i , ξ j ), where ρ is as in Eq. 3.1. Throughout this section we will assume that
If X = R, then Eq. 4.1 reduces to the assumption in [2] . Note that since ρ ii = 1, one always has C ≥ 1. The (ξ n ) n≥1 are pairwise independent if and only if C = 1.
With the same argument as in [2] one can obtain the following extension of [2, Lemma 2.1] to the vector valued setting. 
Lemma 4.1 Under the assumption (4.1) for arbitrary Borel subsets (A i ) i≥1 of X we have
Of course the second statement holds without assumption (4.1). As a consequence we obtain the following result (see [2, Corollary 2.4]).
Corollary 4.3 Assume Eq. 4.1. Then the following statements hold:
(1) there exists an r ≥ 0 such that
can be seen as a Gaussian random variable in l ∞ (X) with a definition of a Gaussian random variable which is slightly more general (cf. [20] or Section 5). In particular, E sup n ξ n < ∞. In [15] two-sided estimates for E sup n ξ n have been found under the condition that the ξ n are independent. Below we extend this result under the assumption that Eq. 4.1 holds.
Let : R → R be defined as (x) = x 2 e − 1 x 2 , let l denote the Orlicz sequence space associated to and let ρ (a) denote the Luxemburg norm of a sequence a = (a n ) n≥1 , i.e. 
ρ (a)
The upper estimate of E sup n≥1 ξ n in Theorem 4.4 has been obtained in [15] without any assumption on the correlation structure. The lower estimate with C = 1 has been proved there in the case where the (ξ n ) n≥1 are independent.
Proof To prove the lower estimate, we extend the arguments from [15] . Note that E sup n≥1 ξ n ≥ m is clear. As for the estimate for ρ ((σ n ) n≥1 ), by scaling we may assume that E sup n≥1 ξ n =1. Let r > 1 be arbitrary. Then
. 
For all n ≥ 1, we have
If we combine this with Eq. 4.3 we obtain that
Since ε ∈ (0, 1) was arbitrary it follows that
where we used
Therefore,
Considering r ≥ 2 only, one can estimate
Noting that C ≥ 1, one easily checks that the latter expression is less than 1 for r = 3C. This completes the proof.
In the last part of this section we will consider several cases of the law of large numbers for random variables ( f n (ξ n )) n≥1 , where the ( f n ) n≥1 are measurable functions from the locally convex space X into a Banach space Y. The presented results generalize several results from [1, 2] , where the case that X = Y = R is studied.
First 
In particular, if X is a separable Banach space, then
lim n→∞ 1 n n i=1 ξ i = 0 a.
s. and in L p for all p ∈ [1, ∞).
Proof The proof of the a.s. convergence is divided into two steps.
Step 
Since g(X) ⊂ Y is finite dimensional, we can apply Step 1 (on each coordinate) to obtain
. Again by Step 1,
We conclude that
Since ε > 0 is arbitrary, the result follows. The final statement follows by taking f (x) = x, and noting that by the separability of X, the function f is strongly measurable. By [26] 
Var f i (ξ i ) .
The first inequality seems to be new even in the case X = H = R.
Proof Without loss of generality, we can assume E f i (ξ i ) = 0 for all i. By Corollary 3.5, the Cauchy-Schwarz inequality and [2, Lemma 3.1],
This proves the second inequality.
To prove the first inequality let (ρ ij ) be defined asρ ij = ρ ij if i = j andρ ii = 0. As in [2, Lemma 3.1] by the assumption (4.1), ρ B( 2 ) = C − 1. Recall that C ≥ 1. We obtain
Therefore, it follows that
The next result is a generalization of [2, Theorem 3.6]. 
Theorem 4.9 Let X be a locally convex space and let (H,
If additionally, X = H and sup n≥1 E ξ n < ∞, then
The proof of [2, Theorem 3.6] is based on the techniques of [10, 11] which use the order of R. Since we consider vector-valued random variables, we have to extend this argument.
Proof Let (h l ) l≥1 be an orthonormal basis for H. For an h ∈ H, let (h)
+ and (h) − be defined as
where for a ∈ R, a + = max{a, 0} and a − = max{−a, 0}. With this notation we can write
and therefore, Before we prove the claim let us show how the theorem follows from this. Since
it follows that
We obtain
Since α > 1 is arbitrary, this gives the result. It remains to show Eq. 4.6. Equivalently, we can show that P(lim sup n→∞ S kn − ES kn > εk n ) = 0 for all ε > 0. For this it suffices to show that for all ε > 0,
Let ε > 0 be arbitrary. By Chebychev's inequality and by Lemma 4.8 it follows that
The final result follows from the first part and [26] .
One could hope to extend Theorem 4.9 to more general Banach spaces. For instance under assumption on the type of the Banach space. We only know how to extend the second part of Theorem 4.9 to Banach spaces with non-trivial type. For the definition and properties of type we refer to [14] . We will need the following proposition. 
As explained in [19, p. 129] , by Anderson's inequality it also holds that for all convex and symmetric Borel sets K ⊂ X, one has
First we show the right-hand side of Eq. 4.7. One can check that for all x * ∈ X * , E ξ, x * 2 ≤ CE ξ , x * 2 . Indeed, this follows from Lemma 4.8 with H = R and
Now the result follows from a standard argument based on covariance domination. We present it for convenience of the reader. By [19, p. 128] we can find a centered Gaussian Radon random variable η independent of ξ and such that C 1 2ξ has the same distribution as ξ + η and ξ − η. It follows from the convexity of ϕ that
To prove the left-hand side of Eq. 4.7 note that it follows from Lemma 4.8 with
. Now the result follows again by covariance domination.
The final statement clearly follows if we apply the result to ϕ(x) = x 2 .
Theorem 4.11 Let X be a Banach space with type p for some p > 1. Let (ξ n ) n≥1 be a centered multivariate Gaussian Radon sequence in X that satisfies Eq. 4.1 and
Proof By the Kahane-Khinchine inequalities (cf. [20, Corollary 3.2] ) and the assumption we have that K := sup i≥1 E ξ i p < ∞. By Proposition 4.10 applied to φ(x) = x p and by the type p condition we obtain that for all n ≥ 1,
For q < ∞ again by the Kahane-Khinchine inequalities it follows that
Since −1 + 1 p < 0, this proves the convergence in L q for arbitrary q < ∞. Furthermore, choosing q < ∞ so large that n≥1 a q,n < ∞, the Borel-Cantelli lemma implies that lim n→∞ n
Besov Regularity of Gaussian Processes
Let X be a Banach space. A process G : [0, 1] × → X is called a Gaussian process if it is strongly measurable and if for all x * ∈ X * , the real-valued process G, x * is a Gaussian process.
A theorem of Kolmogorov (cf. [12, 25] ) gives a way to obtain Hölder regularity of paths from Hölder regularity in p-th moments. In particular, if G :
We will study regularity in the case β = α. Of course it is not true in general that G has a version with β-Hölder continuous paths. Indeed, if one takes G = W, where W is a standard Brownian motion, then [25] ). Instead of Hölder spaces one has to consider certain Besov spaces.
In [5] (also see [27] ) it has been shown that W ∈ B 1 2 p,∞ (0, 1) a.s. for all p < ∞. Moreover, it has been shown in [6] that the paths of W belong to a certain BesovOrlicz space. In [15] this has been extended to Brownian motions with values in a Banach space with more direct proofs.
In [7] the authors have obtained Besov and Besov-Orlicz regularity for fractional Brownian motion and other Gaussian processes. Their methods are based on nontrivial norm equivalences for Besov and Besov-Orlicz spaces. We will use the methods of [15] to obtain the Besov and Besov-Orlicz regularity directly from the definition of the spaces. We consider a certain class of vector-valued Gaussian processes which in particular contains fractional Brownian motion.
For random variables ξ, η : → X such that (ξ, η) is a centered Gaussian random variables, we write ρ(ξ, η) for the correlation number ρ as defined in Eq. 3.1. 
It follows from Jensen's inequality that
Therefore the Borel-Cantellli lemma gives that and (x n ) n≥1 in X are such that n≥1 γ n x n converges in L 2 ( ; X) where (γ n ) n≥1 is a sequence of independent standard Gaussian random variables. By the Kahane contraction principle for each t ∈ [0, 1], G(t) is well-defined in L 2 ( ; X). As it turns out, in this situation it suffices to assume Eq. 5.1 for each of the processes G n . 
Proof We only need to show Eq. 5.1 for
The result follows from this.
Remark 5.5 In Eq. 5.6 and Corollary 5.4 the assumption that (G n ) n≥1 are independent is not needed. It suffices to assume the correlation behaves properly. Let , a) ). Assume that (compare Eq. 4.1) This result can be generalized in various ways. It has an extension to the case where φ takes its values in a Banach space X with type 2. Further, one may consider integration with respect to other Gaussian processes for which a stochastic integration theory exists.
For r = ∞, in [27] Roynette considers the more general situation that φ is an adapted process with φ ∈ L ∞ (0, 1) a.s.
Proof Since ζ has independent increments, it suffices to show that ζ is (
)-Hölder continuous in second moment. Let 0 ≤ s 1 < s 2 ≤ 1. Then using the L 2 -isometric property of the stochastic integral and Hölder's inequality, we deduce 
The value of σ is independent of the norming sequence (x * n ) n≥1 (cf. [20, Section 3.1]). Note that we do not assume that ξ is strongly measurable. However, by the assumptions ξ is always measurable.
Let us turn back to the mapping G : → B α p,∞ (0, 1; X) that one can consider in the setting of Theorem 5.1. As in [15] 
For the proof of Theorem 5.7 we need the following lemmas. 
The lemma is similar as [15, Lemma 6.2] where the case G is a vector valued Brownian motion is considered. The proof in [15] uses stochastic integration theory. Since we cannot use a "good" stochastic integration theory for our class of Gaussian processes, we give a different argument.
Proof We may assume ε ∈ (0, 1). Secondly we may assume p > 
E G(t, c), f (t) G(s, c), f (s) ds dt.
By the assumptions (5.1) and (5.10) for all s ∈ (0, t − c), we have
E G(t, c), f (t) G(s, c), f (s) ≤ Q G(·,c) f (t) f (s) K(c, t − s)
≤ C Q G(t,c) Therefore, we can conclude that 
where L is an absolute constant from the Gaussian norm comparison result [20 This clearly gives the result.
