Motivated by many ambitious modern applications -genomics and proteomics are examples, we consider a two-class linear classification in high-dimensional, low-sample size setting (a.k.a. p n). We consider the case where among a large number of features (dimensions), only a small fraction of them is useful. The useful features are unknown to us, and each of them contributes weakly to the classification decision -we call this setting the rare/weak model (RW Model [2])). The success of linear classification hinges on how to select a small subset of useful features.
