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To signal the onset of salient sensory features or
execute well-timed motor sequences, neuronal
circuits must transform streams of incoming spike
trains into precisely timed firing. To address the
efficiency and fidelity with which neurons can
perform such computations, we developed a theory
to characterize the capacity of feedforward networks
to generate desired spike sequences. We find the
maximum number of desired output spikes a neuron
can implement to be 0.1–0.3 per synapse. We further
present a biologically plausible learning rule that
allows feedforward and recurrent networks to learn
multiple mappings between inputs and desired spike
sequences. We apply this framework to reconstruct
synaptic weights from spiking activity and study
the precision with which the temporal structure of
ongoing behavior can be inferred from the spiking
of premotor neurons. This work provides a powerful
approach for characterizing the computational and
learning capacities of single neurons and neuronal
circuits.
INTRODUCTION
Throughout the CNS, neuronal communication is largely carried
out by the propagation of action potentials or spikes. The funda-
mental computation of single neurons is the transformation of
incoming spike trains into appropriate spike output. For many
biologically relevant tasks, temporal precision in the neuronal
responses is essential, for instance, when neurons signal the
onset times of salient features in sensory stimuli or when circuits
control precisely timed sequences of movements. Thus, it is
important to understand the extent to which neurons can map
input spike patterns to output spike trains and the constraints
imposed by synaptic connectivity, the neurons’ electrical inte-
gration properties, and their spike generation mechanism.
Here we characterize the capacity of spiking neurons to imple-
ment desired transformations between input and output spike
patterns. We evaluate the maximum number and length of map-pings that can be implemented by a neuron and describe its
dependence on neuronal time constants and input and output
firing statistics.
Perceptual and motor skills requiring precise timing are often
acquired through learning, suggesting that experience-depen-
dent synaptic plasticity mechanisms can train neuronal circuits
to learn new associations between pairs of input spike patterns
and desired output spike sequences.
Here we present a simple, efficient, and biologically plausible
neuronal learning algorithm capable of training neurons to
generate desired spike trains with a specified temporal toler-
ance, in response to their associated inputs. We demonstrate
the utility of this learning rule by applying it to three challenging
problems. First, we show that it can be used as a data analysis
tool for reconstructing synaptic connections from observed
spike patterns. Second, we use it to study the temporal informa-
tion about an ongoing vocal behavior embedded in the spiking
patterns of the songbirdmotor cortex and tomodel the decoding
of this information by downstream neurons. Third, we show that
it allows learning of multiple stable, precisely timed patterns of
spikes in networks with recurrent topology.
RESULTS
A well-known simplified neural model that performs input-output
transformations is the Perceptron (Rosenblatt, 1962; Minsky and
Papert, 1988), according to which at each time bin a neuron
performs a weighted linear sum of its incoming spikes and
generates an output spike if the net synaptic potential is above
threshold. Indeed, the theory of the Perceptron and its cele-
brated learning algorithm have been invoked in the study of
various neuronal systems, including sensorimotor learning in
the cerebellum (Marr, 1969; Albus, 1971; Brunel et al., 2004;
Clopath et al., 2012) and associative memory in cortex (Gardner,
1988; Chapeton et al., 2012). As will be shown below, properties
derived using this static linear-threshold model are problematic,
because thismodel ignores fundamental features of neuronal dy-
namics, such as the integration of incoming spikes over time, the
absence of a natural discretization of the signals into time bins,
and the membrane potential reset after an output spike.
A neuron model that incorporates these features and
maintains some analytical tractability is the Leaky Integrate-
and-Fire (LIF) neuron. It consists of linear spatiotemporalNeuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc. 925
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Figure 1. Neuronal Architecture
(A) An example input pattern (top) and output
spikes (bottom). Each row represents the activity
of one input afferent as a function of time. Vertical
bars depict the timing of the spikes. The bottom
time axis depicts the neuron’s output spikes in the
response to the input pattern.
(B) Voltage trace (left) and synaptic weights (right)
of an LIF neuron integrating the input spikes in (A)
according to Equation 2. Output spike times are
marked by vertical bars.
(C) Sensitivity of voltage to spike reset times. The
same neuron is driven by the same input spikes as
in (B) except for the spike of input afferent 9, which
is shifted 20 ms backward in time (black and red
spikes in A). The shifted input induces at first only a
small difference in subsequent spike times. How-
ever, after an omitted output spike, the missing
reset results in substantial perturbations of the
subsequent spike sequence.
(D) Output spike times in (B) (black) compared to
output spike times in (C) (red).
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Learning Precisely Timed Spikessummation of incoming spikes and output spike generation
by threshold crossing followed by membrane potential reset
(Gerstner and Kistler, 2002; Dayan and Abbott, 2005). To
date, the capacity of LIF neurons to learn associations of
input-output spike trains is not known, nor is there an algorithm
for learning such associations with guaranteed convergence.
Here we fill this gap by introducing theories and learning
algorithms that allow the exploration of spike sequence genera-
tion and learning in feedforward as well as recurrent networks of
LIF neurons.
Neuronal Architecture
We consider an LIF neuron with N spiking input afferents (Fig-
ure 1A). Each afferent, i, emits spikes at a set of times, {ti}, and
contributes to the total membrane potential a postsynaptic
potential (PSP), uixi(t), where ui is the afferent’s synaptic efficacy
and xi(t) is given by
xiðtÞ=
X
ti<t
uðt  tiÞ ; (Equation 1)926 Neuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc.with u(t) = U0(e
(t/tm)  e(t/ts)); U0 is
chosen such that the maximal value of
u(t) is 1, and tm and ts denote the mem-
brane and synaptic time constants,
respectively. Thus, the total PSP is
uTxðtÞ=P Ni =1uixiðtÞ. Spikes are gener-
atedwhen the potential crosses threshold
(Figure 1B) as described below.
Implementing Precise Spike Time
Input-Output Associations
How can we characterize the ability of a
neuron to transform a given set of input
spike trains, {ti}, to a sequence of
‘‘desired’’ output spikes, {td} (Figure 2A)?
In the simple Perceptron approximation,the neuron performs a linear threshold operation on inputs that
arrive in discrete time bins. In each time bin t, the total PSP obeys
uTx > Uthr if there is an output spike in that bin and u
Tx < Uthr
otherwise. This allows for application of theoretical results and
learning algorithms appropriate for linear threshold devices
(Bressloff and Taylor, 1992; Brunel et al., 2004; Clopath et al.
2012).
There are several major problems with this approach. First,
the Perceptron approximation incorporates the linear depen-
dence of the subthreshold potential on the synaptic weights
but ignores the highly nonlinear dependence of the suprathres-
hold potential. The nonlinearity is a consequence of the fact
that in a real neuron output spikes cause the neuron’smembrane
potential to undergo reset. Indeed, small variations in the time of
one output spike can cause subsequent spikes to vanish or
spurious spikes to appear. This sensitivity can drastically affect
spike generation at later times (Figures 1C and 1D). Second, a
set of weights that satisfy all constraints on a discrete set of
times does not necessarily prevent errors at other times, as the
neuron’s integration is inherently continuous in time. This
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Figure 2. HTP Method
(A) Voltage trace (left) and synaptic weights (right) of
an LIF neuron integrating the input spikes in Fig-
ure 1A according to Equation 2. Output spike times
are marked by vertical bars. Desired spike times are
denoted as t1d and t
2
d.
(B) High-threshold dynamics. During the weight
update process, the neuron does not spike at
threshold crossing and membrane potential resets
are forced at the desired times.
(C) High-threshold dynamics after the projection of
the synaptic weights (see Results and Experimental
Procedures). The membrane potential is at the
threshold exactly at the desired times. Circles de-
pict the timing of input spikes. Times at which the
membrane potential is above threshold (error) are
depicted in gray.
(D) Voltage trace (left) and synaptic weights (right)
after successful learning. Spikes are emitted at the
desired times and the membrane potential is below
threshold at all other times.
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Learning Precisely Timed Spikesproblem is aggravated by the above-mentioned inherent sensi-
tivity to the precise spike times, due to spike reset. Third, a naive
application of Perceptron theory would predict that the capacity
of a neuron to generate spike sequences is inversely propor-
tional to the number of time bins, which implies a vanishing
capacity in the continuous time limit (Bressloff and Taylor,
1992; Clopath et al., 2012). As we will see below, the problems
of spike reset and continuous time also invalidate the simple
Perceptron learning rule as a model of learning in spiking
networks.
To incorporate the effect of spike reset, the suprathreshold po-
tential, relative to the neuron’s resting potential, can bewritten as
UðtÞ=uTxðtÞ  UthrxresetðtÞ: (Equation 2)
The second term in Equation 2 is the contribution due to the
potential reset, given by
xresetðtÞ=
X
tspike<t
urðt  tspikeÞ ; (Equation 3)
where {tspike} are the output spike times, and ur(t) = e
(t/tm)
models the effect of the potential reset. A spike and postspike
reset are generated whenever U(t) = Uthr and the second term
in Equation 2 enforces U(t) = 0 immediately after an output spike.
We further demand that at the time of spiking dU/dt be positive,
as action potentials are suppressed when depolarization of the
voltage is too slow.
We now formalize the demands on the neuron as follows: the
synaptic weight vector u that implements a mapping between aNeuron 82, 925set of precisely timed input spikes and
desired output spikes at times {td} must
obey the following conditions: (1) U(td) =
Uthr, (2) dU/dt(td) > 0 for all td, and (3)
U(t) < Uthr at all times except td. Utilizing
the fact that for a given set of output spike
timeswe can substitute td for tspike in Equa-tion 3, the potential U(t) (Equation 2) is rendered to be linearly
related to u and to the PSP input vectors x(t). Hence, the
constraints (1)–(3) can be viewed as a combination of linear
equalities (1) and linear inequalities (2 and 3). Since time is
continuous, the neuron must obey an infinite number of inequal-
ities (of type 3). Nevertheless, as will be shown below, due to the
strong temporal correlations in the inputs, the effective number
of inequalities is finite, and the neuron possesses considerable
capacity of generating precisely timed spike sequences. The
above description provides a geometric characterization of the
‘‘decision surface’’ of a spiking neuron as implementing linear
equalities and inequalities in the PSP input vector space.
Howmany associations between input and output spike trains
can a neuron implement? Since an exact analytical evaluation of
this capacity is difficult, we estimated the capacity using exten-
sive computer simulations. To do this, we used the above
geometric insight to develop an efficient algorithm denoted as
High-Threshold Projection (HTP) method for finding a set of
synaptic weights that implement given maps of input-output
spike trains in LIF neurons. First, to turn off the nonlinear effect
of threshold crossings at the wrong times, we increase the firing
threshold, essentially preventing the neuron from spiking except
at desired times when potential resets are enforced (Figure 2B).
Second, a projection operation is used at each trial to ensure that
the weight vector u implements the equality constraints (1)
throughout the weight update process (Figure 2C; Experimental
Procedures). Lastly, the remaining inequality constraints are
solved by a Perceptron-like error-based update rule (Experi-
mental Procedures). Importantly, we have proved that the HTP–938, May 21, 2014 ª2014 Elsevier Inc. 927
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Figure 3. Capacity of the LIF Neuron
(A) Symbols connected by solid lines depict the capacity of LIF neurons for
random input-output streams of precisely timed spikes for several values of
the mean output rate rout and the neuron’s time constant t =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tmts
p
with a fixed
input rate rin = 5 Hz. Different points with the same symbol correspond to
different values of t but a single value of rout (legend). Capacity is measured by
the total length of a single learnable spike sequence in units of t, per synapse.
The results indicate that the capacity exhibits scaling properties: it is a function
only of the mean number of output spikes in time t, i.e., routt. Symbols con-
nected by dotted lines depict the capacity of the FP learning algorithm with
routε = 10
2 (see Results).
(B) Independence of the capacity of tm/ts. The LIF neuron’s capacity is plotted
versus routt for different values of the ratio tm/ts (inverted triangles, triangles,
circles, and squares correspond to tm/ts = 16, 8, 4 and 2, respectively). rout =
5 Hz and rin = 5 Hz are kept constant. Gray lines in the background show the LIF
capacity from (A) for comparison. The inset depicts the postsynaptic potential
kernel u(t) (see Equation 2) with tm/ts = 2 (dashed line) and tm/ts = 16 (solid
line).
(C) Capacity in the large N limit. Capacity exhibits a finite size correction, linear
in 1=
ﬃﬃﬃﬃ
N
p
(top to bottom: routt = 0.01, 0.017, 0.033).
(D) Circles depict the capacity for large N extrapolated from the results in (C).
Dashed line depicts the theoretical prediction derived from the mapping to an
effective discrete time Perceptron (Results). See also Figure S1.
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weights that implements exactly the desired input-output spike
time mapping if such a solution exists (Figure 2D; Experimental
Procedures). This allows us to explore the capabilities of the
LIF neuron to perform such tasks and their dependence on the
number of synapses and other parameters of the system.
Capacity of LIF Neurons
To assess the capacity of a neuron to store input-output
associations, we consider the commonly used benchmark of
random inputs and outputs (Gardner, 1988; Monasson and
O’Kane, 1994; Rubin et al., 2010). Here, the spike times for
each input neuron and the desired output spike times are
randomly chosen with mean rates rin and rout, respectively
(Experimental Procedures). We define the capacity as the
maximal combined duration, T, of the sequences that can be928 Neuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc.learned. For simplicity, we consider a single long input-output
sequence. Importantly, we find that for large systems, the
capacity is proportional to the number of input synapses (Fig-
ure 3C). A key parameter is the PSP correlation time, which
we define as t =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tmts
p
(Rubin et al., 2010). We find that the
capacity per synapse, expressed in units of t, is a function of a
single parameter, the mean number of output spikes within
time t, routt. Thus,
T
Nt
=acðrouttÞ: (Equation 4)
In particular, ac increases with decreasing routt (Figure 3). This
is in contrast to previous studies (Bressloff and Taylor, 1992;
Clopath et al., 2012) that suggested that the temporal input
correlation does not necessarily affect the capacity of the spiking
neuron. Although the analytic calculation of ac for our problem
is difficult, it can be estimated for low output firing rates
using an analogy to the capacity of the Perceptron. First, we
discretize time into bins of length t and consider different bins
as uncorrelated. Second, we note that the effective dimension-
ality of our problem is Neff = N nspikesz N routT due to equal-
ities (1) above. Similarly, the effective number of patterns with1
labels is T/t (inequalities [3] above) and the number of positive
labels is nspikes z routT (inequalities [2]). We can now estimate
the capacity of the LIF neuron as the capacity of the Perceptron
with the same dimensionality and label statistics as above
(Supplemental Experimental Procedures). This estimate yields
a very good agreement with the simulation results, especially
for routt( 0.1 (Figure 3D). For routt 1, the capacity is predicted
to diverge as acz (2 routt jlogrouttj)1. Importantly, for routtT 1,
this approximation breaks down because the interaction
between neighboring output spikes due to reset cannot be
neglected.
As Equation 4 and Figures 3A and 3B imply, for large systems
the capacity is invariant to changes in the input rate variable rint,
as well as the PSP shape parameter tm/ts. Additionally, we find
that the capacity of learning a single long pattern with duration T
is very similar to that of learning multiple patterns of short dura-
tions of the same combined duration T (Figure S1A).
The capacity results stated above are valid in the regime
where, although each input afferent may fire at low rates, the
total number of incoming spikes within time t is large. This
regime is relevant for neurons in cortex and many subcortical
structures, which receive inputs from thousands of synaptic
afferents. We observe a decrease in capacity when the total
number of inputs within time t is O(1) (data not shown).
So far, we have characterized the neuron’s capacity in terms
of the maximum duration of spike sequences that it can imple-
ment. Alternatively, we can ask howmany desired output spikes,
nspikes, a neuron can implement. This quantity can be readily
computed by multiplying Equation 4 by the output spike rate
parameter, routt (Figure S1C). As a concrete example, with t =
10 ms, the mean sequence duration that can be implemented
ranges from 50 ms per synapse for output firing rates (rout) of
0.5 Hz to 2 ms per synapse for rout = 100 Hz. This is equivalent
to a maximum mean number of precise output spikes varying
from 0.14 to 0.28 spikes per synapse for output firing rates of
0.5 Hz to 100 Hz, respectively.
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Figure 4. Finite Precision Learning
(A–D) Examples of voltage traces (left) alongwith the
synaptic weights (right) calculated for the inputs of
Figure 1A, at different stages of learning. Output
spikes are denoted by black bars, tolerance win-
dows are depicted by gray areas, and errors are
marked by dashed lines. In (A), there are three
errors: undesired spikes both inside ( ) and outside
( ) the tolerance windows and amissed spike at the
second desired time ( ). Learning is always per-
formed with respect to the first error only.
(E) After successful learning, the neuron emits one
output spike within each tolerance window.
Neuron
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The idealistic task of learning output spike sequences with
perfect precision allows for theoretical insights into the para-
meters affecting the capabilities of a spiking neuron. The above
theory relied on forcing the reset times to the desired output
spike times, transforming the problem to that of fulfilling linear
constraints imposed on the synaptic weights. However, incorpo-
rating such forced resets in a plausible synaptic learning rule is
problematic since it would require a mechanism that overrules
the natural spiking dynamics of the neuron during learning.
Furthermore, realistic tasks should include finite temporal preci-
sion in the output spikes. Since, in this situation, reset times are
not specified precisely in advance, there is no way of forcing
them to be at fixed desired times during learning. Thus, a viable
model of neuronal learning must incorporate a desired degree of
precision and overcome the nonlinear effects of the potential
reset.
We have developed a learning algorithm for Finite Precision
(FP) tasks. The neuron is required to generate output spikes at
specified times up to a tolerance window of width ε (Figure 4A).
During learning, the output neuron generates spikes according
to the LIF dynamics (Equations 2 and 3) in response to the givenNeuron 82, 925input spikes, without forcing resets at the
desired spike times. To avoid nonlinear
accumulation of errors due to interaction
between output spikes, synaptic modifica-
tion is initiated only by the first error in each
trial. If this error consists of an output spike
outside the tolerance window or more than
one spike inside it, weights are depressed
according to Dui f xi(terr) with terr being
the time of the extra spike. Conversely, if
the first error consists of a failure to spike
within a tolerance window, weights are
potentiated according to Dui f xi(terr)
with terr being the end of the tolerance
window (Figures 4B–4E). Learning from
the first error ensures that synaptic modifi-
cation does not have to take into account
the nonlinear accumulations of erroneous
reset times since, by construction, all
output spikes prior to terr are in the correct
time within the tolerance window.Since desired output spike times are not specified exactly, the
task cannot be mapped into a set of linear constraints. Thus, the
solution space is not necessarily convex (Rubin et al., 2010), and
convergence proofs derived for linear problems are not appli-
cable. However, we have proven that the FP algorithm con-
verges to a solution in finite time, if there is a weight vector that
performs the task, and, in addition, is stable in the sense that
at any time it performs as desired even if past output spike times
are perturbed within the allowed windows. These extra robust-
ness requirements are expected to hold in the regime where
ε/t 1 and output spikes are nonbursting (Supplemental Exper-
imental Procedures). Furthermore, we observed that the FP
algorithm converges to a solution even when this additional con-
dition does not hold (data not shown).
We have used the FP algorithm to estimate the effect of finite ε
on learning random input-output spike trains. Figure 3A shows
that the capacity yielded by the algorithm is higher than the
more stringent task of exact spike times, as expected. As routε
decreases, the algorithm’s capacity approaches that of the
exact time result (Figure S1B), yielding additional support for
the algorithm’s convergence. The simplicity of the FP learning
algorithm and the biological plausibility of using the intrinsic–938, May 21, 2014 ª2014 Elsevier Inc. 929
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Figure 5. Synaptic Weights Reconstruction
(A and C) An example reconstruction of synaptic
weights for an LIF neuron (A) and anHH neuron (C).
Weights represent maximal synaptic conduc-
tances for excitatory synapses, gEx., and inhibitory
synapses, gInh. (Experimental Procedures). Con-
ductances are given in units of 1s of the teacher’s
excitatory synapses’ maximal conductances.
Average R2 values for excitatory and inhibitory
synapses are given in legends.
(B) An example of voltage traces for the teacher
(gray) and student (black) LIF neurons driven by
the same input spike pattern.
(D) An example of voltage traces for the teacher
HH neuron (gray) and student HH neuron (black)
driven by the same input spike pattern (experi-
mental procedures). See also Figure S2.
Neuron
Learning Precisely Timed Spikesneuron’s dynamics during learning make it an attractive candi-
date for learning tasks involving output spike sequences.
Reconstruction of Synaptic Weights
In recent years, new techniques, such as two-photon micro-
scopy and multielectrode arrays, allow experimentalists to re-
cord the activity of multiple interconnected neurons in the brain
simultaneously. Further technological developments promise
to allow the recording of all neurons in a local circuit (Alivisatos
et al., 2012). One goal of such dense activity mapping is to
reverse engineer the underlying synaptic connectivity, comple-
menting dense structural imaging (Lichtman and Denk, 2011).
Here we use the FP learning algorithm to reconstruct the effi-
cacies of synaptic afferents of a model neuron, henceforth the
‘‘teacher,’’ from measurements of its input-output spike trains.
Input consists of multiple episodes of homogeneous Poisson-
generated spike trains (Experimental Procedures). The synaptic
weights are estimated by training a ‘‘student’’ LIF neuron to fire at
the same times as the ‘‘teacher’’ neuron, using the FP algorithm
with tolerance of a few milliseconds.
We first consider the simple case where both student and
teacher obey the same LIF dynamics (Experimental Procedures).
In this case, the learned weights converge to the weights of the
teacher (Figure 5A) and the output spikes of the student neuron
closely follow those of the teacher (Figure 5B). We then consider
the more realistic setting of a teacher Hodgkin-Huxley (HH)
neuronwith conductance-based synapses (Experimental Proce-930 Neuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc.dures). In this case, themapping between
the biophysical parameters of the two
models is unclear. Hence, the values of
the LIF time constants tm and ts and
the reset potential were chosen to mini-
mize the distance between the true and
reconstructed spike trains (Experimental
Procedures). Similar optimization has
been applied to determine an overall
conductance scale as well as a driving
force parameter, both of which are
needed in the estimation of synaptic
conductances from reconstructed cur-rent-based weights. Finally, optimizing the learning tolerance
parameter yielded ε = 7 ms. Importantly, despite the model
mismatch, our algorithm yields a very good estimate of the true
synaptic weight vectors (Figure 5C; Experimental Procedures)
and spike trains (Figure 5D; Experimental Procedures). Naturally,
the quality of the reconstruction crucially depends on the amount
of data, i.e., the total duration of input-output patterns (Figures
S2A and S2B). As expected, we find that the quality of recon-
struction increases with the total duration of input-output
patterns used for training. For the reconstruction presented in
Figure 5, we used 3 s of input-output pattern per synapse. How-
ever, reconstruction quality is reasonable (R2 z 0.9) even for a
total duration of 1 s per synapse.
The above results assume that the spiking activity of all of the
neuron’s presynaptic afferents is known. However, in most
experimental settings the activity of some of the input afferents
may not be observable. To test the effect of unobserved input
afferents, we performed the reconstruction while only consid-
ering input spikes from a fraction of the teacher neuron’s input
afferents (Figures S2C and S2D; Supplemental Experimental
Procedures). Importantly, we find that the FP algorithm achieves
reasonable reconstruction quality (R2z 0.9) even when approx-
imately 20% of the teacher neuron’s input afferents are not used
for training the student neuron.
Interestingly, reconstruction of the inhibitory synapses is less
affected by short training sequences (Figures S2A and S2B) or
by missing inputs (Figures S2C and S2D). This is due to the
A C E
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Figure 6. Reading the Neural Code in RA
(A) A spectrogram of a bird’s repeating song motif.
(B) The spikes recorded from a single neuron in RA
during multiple renditions of the song motif.
Recorded spikes were aligned according to the
onset times of the song’s syllables (Experimental
Procedures).
(C) An example input pattern. Each row depicts the
spike train from a randomly chosen trial, of one of
27 recorded neurons from the first bird.
(D) Response of the readout neuron to previously
unseen input patterns. The neuron was trained to
fire six spikes near syllable onsets. Tolerance
windows around the desired times are depicted in
red (ε = 0.01 s). Most of the output spikes are in or
near the tolerance windows. Similar performance
was observed for input patterns constructed from
the neurons of the second bird.
(E) An example input pattern from 27 synthetic
neurons constructed from the recorded neurons
(see Results). Pattern looks similar to that of the
recorded neurons (C).
(F) Dependence of mean training (solid) and
generalization (dashed) errors on the precision
requirement, ε/2, and RA synthetic population size,
N. Errors for different N collapse to the same curve
when plotted against the scaled variable
ﬃﬃﬃﬃ
N
p
ε=2.
Training and generalization errors are evaluated by
averaging over a binary error variable (where error
of 1 is attributed to any trial in which an error of any
type occurred). See also Figure S3.
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stronger than excitatory ones (Experimental Procedures).
ReadingOut Temporal Information aboutOngoingMotor
Output from Recordings in Songbird Motor Cortex
The FP algorithm is a general and biologically plausible learning
algorithm that we believe could support a variety of learning
processes. Since it trains neurons to transform their inputs into
a temporally specific output, it is particularly well suited for asso-
ciating reproducible, temporally rich, sensory stimuli or motor
behaviors with a clock (or timing) signal (Buonomano and Laje,
2010). To test the FP algorithm on such tasks using real spike
trains, we turned to zebra finches, songbirds that learn a com-
plex and temporally precise vocal output.
The timing of the bird’s song is controlled by premotor nucleus
HVC. Projection neurons in HVC represent time by firing sparse
bursts of spikes at particular time points in the song (Hahnloser
et al., 2002; Long et al., 2010), timing information that is relayed
to the rest of the song system. Interestingly, the HVC timing
network is activated both when the bird sings and when it listens
to a song (Prather et al., 2008). Thus, the sparse time keepers in
HVCcouldserveas ‘‘teachers’’ fordownstream‘‘student’’ neurons
receiving sensory afference and/or motor efference. Such ‘‘stu-
dent’’ neurons could learn to associate patterns of sensory or mo-
tor input with particular time points in the behavioral sequence,
thus providing a potential substrate for sensorimotor learning.
We tested the feasibility of this idea by training a model neuron
to fire at specific time points in the song in response to motor
efference coming from RA, a motor cortex analog brain regionthat encodes the motor program underlying song. In particular,
we were interested in the precision with which such a model
neuron could reconstruct the timing of song elements. Function-
ally, this may be relevant since RA sends an efference copy to
the anterior forebrain pathway (AFP) (Goldberg and Fee, 2012),
a basal ganglia thalamocortical circuit essential for song learning
(Bottjer et al., 1984) that also receives auditory and timing (HVC)
input. Recent results suggest that the input from RA to the AFP
may play an important role in song learning (Charlesworth
et al., 2012). Hence, the precision with which song timing can
be decoded from the activity of RA neurons may place con-
straints on the learning process.
The neural data we used came from recordings in two young
adult zebra finches (91 and 111 days after hatch at the start of
recording; 21 and 27 single units, respectively). Each neuron
was recorded for at least 15 renditions of the song motif, and
the spike trains were time warped with respect to the simulta-
neously recorded song (Figures 6A and 6B; Experimental
Procedures).
We constructed an input pattern for a readout LIF neuron
by randomly stacking trials from each recorded neuron in the
same bird (Figure 6C; Experimental Procedures). We trained
the LIF neuron to fire at desired times around the onset of
syllables. The results (Figure 6D; Experimental Procedures)
show that the task can be successfully implemented with a
pool as small as 20–30 neurons.
To yield a quantitative estimate of the temporal precision of
RA, we used the recorded neurons to construct a large pool of
synthetic RA neurons. Specifically, we used the followingNeuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc. 931
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of a stereotyped sequence of bursts, the number and structure of
which were identical to those of one of our sampled neurons,
while their onset times were drawn from a uniform distribution.
Thus, by randomly permuting short segments of single neuron
spike trains (Experimental Procedures), we generated a large
number of synthetic neurons from each recorded neuron
(Figure 6E).
We trained a readout neuron to fire at a single, randomly
chosen time point in the song, within a tolerance ε, using the
spike trains of the synthetic population. To assess the temporal
accuracy of the readout neuron, we measured the mean readout
error as a function of ε, the population size N, and the correlation
time of the LIF neuron t (Figure 5F, legend). Here the role of ε is
analogous to discriminability in psychometric curves. For eachN
and t, the error drops to zero with increasing ε as the task
becomes easier. This drop occurs at a characteristic time scale,
εðt;NÞ (Figure 6F), which decreases with N, indicating that
with increasing population size the information about time
becomes more accurate. The results are consistent with
εðt;NÞ= ε0ðtÞN1=2, as expected from Fisher information theory
of population coding in pools with no noise correlations (Seung
and Sompolinsky, 1993). The prefactor ε0(t) can be interpreted
as the mean single neuron temporal ‘‘imprecision’’ when filtered
with time constant t. Interestingly, ε0(t) decreases with t, indi-
cating that better accuracy can be achieved by considering the
instantaneous firing activity of the input neuron (Figure S3;
Supplemental Experimental Procedures). For the smallest t in
our simulations (t = 5 ms), the single neuron imprecision para-
meter ε0(t) reaches a level of 18 ms. Thus, to achieve a preci-
sion of 1 ms, an LIF readout neuron with integration time t =
5 ms needs inputs from an RA population of size Nz 300. For
comparison, we have applied a maximal likelihood estimator of
time along the song to segments of duration D of firing of N
synthetic RA neurons. The root-mean-square error of this esti-
mator behaves in large N as dtðD;NÞ= d0ðNrDÞ1=2 where
rz72 Hz is the mean firing rate of an RA neuron and d0 z
7 ms (Supplemental Experimental Procedures). d0 can be inter-
preted as the mean temporal imprecision of a single spike. For
a window size of D = 5 ms, this results in a single neuron impre-
cision d0ðrDÞ1=2z 12 ms, compared to 18 ms in the LIF readout
(Figure S3D). This indicates that the amount of temporal informa-
tion extracted by a readout neuron with integration time of a few
milliseconds is not far below the bound set by an ideal observer
using spikes arriving in a temporal window of a similar size (Fig-
ures S3A and S3D).
Finite Precision Learning in Recurrent Networks
Training a recurrent network of neurons to reproduce a desired
input-output mapping is more involved than training a single
neuron in a feedforward architecture. In a recurrent network,
each neuron has to generate its desired output in response to
input spikes that are themselves dependent on the neuron’s
synaptic weights in a highly nonlinear fashion. The problem of
supervised learning of dynamic trajectories in deterministic non-
spiking recurrent networks has been addressed before (Jaeger
and Haas, 2004; Sussillo and Abbott, 2009; Rumelhart et al.,
1986; Laje and Buonomano, 2013). Here we propose FP learning932 Neuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc.for spiking networks with both recurrent and feedforward sets of
plastic synapses. The recurrent network is required to generate
desired spike patterns within a given tolerance, in response to
patterns of spiking inputs from the afferent neurons. To highlight
the role of the recurrent dynamics, we chose the desired spike
patterns to persist long after the termination of the transient
afferent activity (Figure 7A). In each training trial, the first error
triggers synaptic modification according to the FP learning rule
in the synapses of the erroneous neuron (Figure 7A).
FP learning is able to successfully implement the required
dynamics. To demonstrate this, we trained a fully connected
recurrent network to produce a specific periodic activity cycle
in response to one input pattern (Figure 7B) and another periodic
cycle in response to a different input pattern (Figure 7C). The
network was only trained to produce two cycles of each pattern;
however, after learning, the network continues to produce the
periodic pattern in a stable manner even beyond this time (Fig-
ures 7B and 7C; Experimental Procedures). Interestingly, FP
learning tends to find solutions that generate the required
patterns as stable trajectories of the network dynamics, robust
to small perturbations (Experimental Procedures; Figures S4A
and S4C). In contrast, learning spike patterns in recurrent
networks with the HTP algorithm, which does not use the natural
spiking dynamics during training, often yields unstable solutions,
even if stable solutions exist. As an example, we used the HTP
algorithm to train a network to reproduce the spike times learned
by the FP algorithm. Even when the learning of all the neurons
converged successfully, the dynamics of the network was unsta-
ble and the network was unable to recall the trained pattern
(Experimental Procedures; Figure S4A).
The ability of the FP learning algorithm to generate a desired
periodic attractor in the recurrent network critically depends
on the duration of the training sequence. For short training
sequences, the network finds ‘‘transient’’ solutions, i.e., solu-
tions that do not produce the required dynamics beyond the
training sequence. When the length of the training sequence
increases beyond a critical value, which we term the ‘‘learning
horizon,’’ there is a sharp transition to ‘‘infinite time’’ solutions,
which permanently produce the required periodic activity pattern
(Figure S4D). The learning horizon depends only weakly on the
number of neurons in the network (Supplemental Experimental
Procedures; Figure S4E) but may depend on the period of the
required pattern Tp and the membrane integration time t. We
observe two qualitatively different regimes. For values of Tp/t
of order 1 or less, the learning horizon in units of t does not
depend on Tp/t (Figure S4E). In this regime, the temporal corre-
lations in the membrane potentials extend over several periods
of the desired activity and the network must learn a sufficiently
long sequence to account for these correlations. In contrast,
for Tp/t > 2, the learning horizon in units of t increases with
increasing Tp/t (Figure S4E). In the limit of Tp/t[ 1, we expect
the learning horizon to be approximately a single period, since
the membrane dynamics during the first period and the begin-
ning of the second period repeats itself in subsequent periods.
We have also applied FP learning to the problem of learning
delay line architectures from an initial recurrent connectivity.
Such architectures are useful for working memory tasks (White
et al., 2004; Ganguli et al., 2008; Goldman, 2009; Harvey et al.,
AB
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Figure 7. Finite Precision Learning in Recur-
rent Networks
(A) Network architecture and task. Input neurons
(black) are connected via feedforward connec-
tions to a recurrent network (blue). Inhibitory and
excitatory synaptic connections are depicted as
red and blue arrows, respectively. Color intensity is
proportional to the synaptic efficacy. The recurrent
network’s neurons are required to spike within the
tolerance windows depicted in gray (right, bot-
tom). Finite Precision learning is performed on
feedforward and recurrent synapses; in each trial,
only the synapses of the neuron responsible for the
first error are modified according to Equation 6,
with respect to the first error’s time, terr.
(B and C) Example of two stable, periodic patterns
implemented by a recurrent network. Periods of
the required output spikes are depicted by the
shaded areas. The spike trains of the first five
neurons are displayed (vertical lines); spike trains
of the remaining neurons are similar. Each pattern
is initiated by a specific sequence of external input
spikes (External Inputs I and II). The spike times of
the recurrent neurons are learned up to time T =
500 ms (dashed vertical line). After learning, the
required patterns extend indefinitely. See also
Figures S4A and S4B.
(D) Learned delay line memory in a recurrent
network. Left: the network’s activity after training.
The network responds to random external input
(red spikes, bottom) by successive synchronous
spiking of 20 groups of 10 neurons (black dots).
Desired tolerance windows are depicted in gray.
Right: the learned synaptic connectivity matrix.
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external stimulations (which has refractory Poisson statistics)
by responding with successive synchronous spiking in assigned
neuron groups (Figure 7D, left). We find that 95% of the trained
networks were able to perform well even for sequences of inputs
not seen during training (Experimental Procedures). This gener-
alization ability implies that the resultant architecture resembles
that of a delay line. Indeed, the learnt synaptic matrix has a
pronounced feedforward structure, with excitatory connections
from one group to the next and inhibition from earlier groups
(Figure 7D, right). There are also weak excitatory and inhibitory
connections within groups, while the remaining recurrent con-
nections are close to zero.
DISCUSSION
Previous work (Marr, 1969; Bressloff and Taylor, 1992; Brunel
et al., 2004; Clopath et al., 2012) used the theory and learning
algorithm of the Perceptron to evaluate the capability of a neuronNeuron 82, 925–to generate desired spike trains. These
studies, however, used discrete time
bins and found that correlations between
inputs in nearby time bins do not neces-
sarily affect the neuron’s capacity.
Thus, the predicted capacity woulddepend on the time discretization. In addition, these studies
did not address the nonlinearity associated with spike reset. In
this work, we have introduced a geometric characterization of
the computation performed by spiking networks using the LIF
model. Using our HTP algorithm, we were able to show for the
first time that the capacity of a continuous time spiking neuron
is extensive, namely the total duration of output spikes patterns
that can be learned by the neuron scales linearly with the number
of synapses.
The setting of random input and output spike trains in an LIF
network has a number of parameters, input and output firing
rates, durations and number of input-output sequences, number
of afferents, and synaptic and membrane time constants. Here
we show that in a broad range of biologically relevant parameter
values, the capacity depends only on a small subset of them and
obeys a simple scaling property, as depicted in Equation 4 and
Figure 3.
The FP learning algorithm, applicable both to feedforward and
recurrent network topologies, addresses several challenges in938, May 21, 2014 ª2014 Elsevier Inc. 933
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tolerance parameter and circumvents the nonlinear error accu-
mulation due to reset by learning only from the first error in
each learning episode. This is reminiscent of the recently devel-
oped FORCE algorithm for nonspiking networks (Sussillo and
Abbott, 2009; Laje and Buonomano, 2013), where, during
training, the network is forced to produce the required dynamics,
within some small error. Another desirable feature of the FP
learning algorithm is that when the tolerance window is small,
the capacity obtained by it approaches the rigorous capacity
of neurons required to generate exact spike timing. Finally,
learning a desired sequence does not in general guarantee that
the sequence will be reproduced in a stablemanner, a potentially
severe problem in recurrent architecture. We have observed that
the recurrent network solutions found by the FP rule are stable to
small perturbations (Figure S4) and exhibit generalization abili-
ties (Figure 7D and Figure S4C). Presumably, the explicit incor-
poration of the tolerance windows introduces variability in the
spike timing during training, which forces the learning dynamics
to converge onto a stable solution, similar to the stabilizing
effects of noise on learning in nonspiking recurrent networks
(Jaeger and Haas, 2004; Jaeger et al., 2007; Sussillo and Abbott,
2009). The performance of FP learning in recurrent networks and
its scaling with network size and integration time constant
deserve further studies.
Supervised, spike-time-based learning algorithms using
stochastic neuronal dynamics have been proposed with contin-
uous time (Xie and Seung, 2004; Fiete and Seung, 2006; Pfister
et al., 2006) and discrete time (Brea et al., 2013). More closely
related to our work are recent heuristic algorithms for determin-
istic spiking neurons with continuous time dynamics (Ponulak
and Kasinski, 2010; Florian, 2012; Mohemmed et al., 2012; Xu
et al., 2013). However, the convergence and capacity of these
learning rules have been demonstrated only in limited examples.
A previous spike-time-based model, the Tempotron (Gu¨tig
and Sompolinsky, 2006, 2009; Rubin et al., 2010), requires a
neuron to learn to classify input spike patterns by firing or not
firing during the pattern presentation. Although the FP model
allows some freedom in the timing of spikes, the FP learning
algorithm differs substantially from the Tempotron learning algo-
rithm. First, unlike the Tempotron, we do not allowmore than one
spike within the tolerance window. Second, the present learning
incorporates temporal patterns consisting of more than one
spiking window. To guarantee convergence under additional
constraints (Experimental Procedures), weight potentiation is
tagged to the end of the tolerance window and not to the
maximum of the potential as in the Tempotron. Thus, our FP
learning is appropriate for modest values of ε where these
constraints are expected to be met in many biologically relevant
scenarios. Furthermore, other tagging scenarios within the toler-
ance windows do not degrade performance substantially (data
not shown). For large tolerance windows, learning from the
maximum potential is expected to be superior.
Our learning algorithm offers a simple method for reconstruc-
tion of synaptic weights from observed spike times. In particular,
it uses a standard neuron model with a clear biophysical inter-
pretation, incorporating full voltage reset, and synaptic currents
with finite time constant and a strength characterized by a single934 Neuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc.amplitude. The simple reconstruction example shown here
with feedforward networks can also be used in a recurrent
circuit. Recent studies of connectivity reconstruction from
spiking activity used more complex stochastic generative
models for the circuit (Pillow et al., 2008; Gerwinn et al., 2010).
Their biophysical interpretation is less clear, particularly since
these models typically represent each synapse by a modifiable
temporal filter. Other LIF-based experimental procedures for
weight reconstruction are restricted to pulse-like synaptic cur-
rents (Monasson and Cocco, 2011; Van Bussel et al., 2011;
Memmesheimer and Timme, 2006), assumed constant external
input (Van Bussel et al., 2011), or are limited to very small net-
works with restrictive reset schemes (Makarov et al., 2005).
The realization of FP learning by a biological system requires
the presence of a supervisory signal that detects the first error
produced by the network in each episode. The most plausible
mechanism would be comparing the network output with an
internally stored template of the desired sequence. The restric-
tion of learning to the first error can be relaxed to multiple
learning events as long as they are well separated such that
nonlinear interactions between the corresponding errors are
minimized. Biologically, this can be implemented by refractori-
ness in the error signals.
Most current models of neurons’ computational capacity are
based on averaging inputs and outputs over long time windows.
These models neglect the dynamic features of neuronal integra-
tion and spiking as well as the potential coding of information in
the spike times. Precisely timed patterns of spikes carrying
sensory information have been experimentally found in various
neural systems (Kayser et al., 2009; Jones et al., 2004; Johans-
son and Birznieks, 2004; Gollisch and Meister, 2008). In the
mammalian motor cortex, their occurrence correlates with inter-
nal cognitive states and task performance (Riehle et al., 1997;
Putrino et al., 2010) and in the motor cortex of songbirds, they
govern the song generation process (Yu and Margoliash, 1996;
Leonardo and Fee, 2005). Our work shows that simple circuits
of spiking neurons can robustly implement and learn temporally
precise codes under biologically realistic conditions.
EXPERIMENTAL PROCEDURES
Implementing Precise Spike Time Input-Output Associations
For convenience, we adopt here the notation in which the threshold and
reset are represented by an N + 1-th component of the input vector x(t),
xN+1(t) = 1 
P
td<t
ur(t  td) and an N + 1-th component of u, uN+1 = Uthr.
With this notation, the dynamics can be expressed as
UðtÞ  Uthr =uTxðtÞ=
XN+ 1
i = 1
uixiðtÞ : (Equation 5)
U(t) must satisfy the following sets of constraints: (1) U(td) = Uthr, (2) dU/dt(td)
> 0, and (3) U(t) < Uthr at all times other than td. Note that, in order to ensure a
robust solution, we demand strict inequality in (3). In the definition of xN+1(t), the
reset times are fixed at the desired times. ThismakesU(t) a linear function ofu,
hence, (1)–(3) are linear constraints. Note that once these linear constraints are
fulfilled, the neuron will spike at and only at td. We thus treat (1)–(3) as defining
the space of solutions for u.
Denoting the total number of desired output spikes by nspikes, the equality
constraints (1) define an Neff R N  nspike dimensional linear subspace of all
vectors u that are orthogonal to all nspikes vectors x(td) (the permitted sub-
space). Assuming for simplicity that the vectors x(td) are linearly independent,
Neuron
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the (N+1) 3 nspikes matrix defined by x(td). Thus, a solution weight vector
must lie inside the permitted subspace and additionally obey the set of linear
inequalities (2) and (3).
In the Supplemental Experimental Procedures, we prove that within
the permitted subspace, all solutions are robust, i.e., a small change in the
solution weight vector u does not invalidate the solution. The existence of
this ‘‘finite margin’’ property is important for robustness and learning (Vapnik,
2000).
HTP Algorithm
The HTP algorithm imposes constraints (1) at all times by applying the projec-
tion matrix P. To implement (3) in Perceptron-like learning, the continuous time
errors associated with violation of (3) need to be appropriately subsampled.
HTP uses an efficient bootstrap process in which a subsample of the errors
associated with (3) and the errors associated with (2) induce Perceptron-like
synaptic modification in the permitted subspace. The algorithm and its conver-
gence proof are described in detail in the Supplemental Experimental
Procedures.
Capacity of LIF Neurons
Random Input-Output Patterns
For each input afferent, spike trains of duration Tinput were drawn from a homo-
geneous Poisson process with rate rin = 5 Hz. Desired output spikes were not
allowed between t = 0 and t = tm. To maintain the mean output firing rate rout,
we drew desired spike times for t ˛ (tm,Tinput) from a homogeneous Poisson
process with rate rout/(1  (tm/Tinput)).
Capacity Measurements
In Figure 3 and Figure S1, capacity was measured by increasing the total
duration of the input and estimating the point at which the probability of
convergence within niter = 53 10
7 iterations is 1/2. One iteration is the presen-
tation of all the patterns in the current set. The convergence probability was
estimated by the fraction of converged simulations out of nsim = 50 simulations.
For the data shown, we have verified that the maximum number of iterations
does not affect the capacity substantially.
Analytical Estimation of Capacity
The detailed derivation of the theoretical capacity estimation that is depicted
as the dashed line in Figure 3D is given in the Supplemental Experimental
Procedures.
Learning Spike Times with Finite Precision
FP Learning Algorithm
The LIF dynamics can be expressed as in Equation 5 with xN+1(t) = 1 P
tspike<t
ur(t tspike), where tspike are the threshold crossing times given the input
and the weights. The task of the neuron is to spike once within each spiking
window [td  ε/2, td + ε/2]. Our FP learning algorithm consists of a sequence
of learning trials, in each of which one pattern is presented. After each trial,
weights are modified according to
Dui = ± hxiðterrÞ; (Equation 6)
where terr is the time of the first error, h > 0 is a constant learning rate and +/
is used for a missed/undesired spike error, respectively. If the first error
consists of an output spike outside the tolerance window or more than one
spike inside it, terr is the time of the extra spike. If the first error consists of a
failure to spike within a tolerance window, terr is the end of the tolerance win-
dow (Figures 4B–4E).
Reconstruction of Synaptic Weights
Input Patterns
The input layer consisted of N = 1,000 input neurons. The spike times of each
input neuron were randomly sampled from homogeneous Poisson processes
with mean firing rate rin = 10Hz. The duration of each input pattern was chosen
to be Tinput = 1 s.
Distribution of the Teacher’s Synaptic Conductances
Maximal synaptic conductances for the teacher neurons, gteacheri , where
randomly chosen from a log-normal distribution with shape parameter s =
0.97 (Song et al., 2005). Eighty percent of the synapses were chosen to beexcitatory and 20% inhibitory. To maintain the excitation-inhibition balance,
we chose the scale of the distribution of inhibitory conductances to be five
times the scale of the distribution of excitatory conductances (Heiss et al.,
2008). The two scale parameters were adjusted to ensure a mean output firing
rate of 10 Hz given the synaptic input.
For the LIF teacher neuron, synaptic efficacies (in units of voltage), uteacheri ,
were derived from the synaptic conductances according to uteacheri =Dg
teacher
i ,
where D is the driving force (D = 55mV for excitatory and D =25mV for inhib-
itory synapses).
Teacher Neuron Dynamics
For the teacher LIF neuron, we used tm = 15 ms and ts = 5 ms. For the
dynamics of the HH neuron we used a Wang-Buzsaki neuron (Wang and Buz-
sa´ki, 1996). The synaptic input current was modeled as
IsynapticðtÞ= ðEi  UðtÞÞ
XN
i = 1
gi
X
ti <t
e
tti
ts ; (Equation 7)
where U(t) is the membrane potential at time t and gi and Ei are the maximal
conductance and the reversal potential of the synapse of afferent i, respec-
tively. Ei was taken to be Eex = 0 mV for excitatory synapses and Ein =
80 mV for inhibitory synapses. The synaptic time constant was taken to be
ts = 5 ms.
Learning
Initial weights for the student neuron were randomly chosen as described for
the LIF teacher neuron. For the results in Figure 5, learning was performed
on a batch of 3,000 input patterns. The teacher output spikes were taken as
desired spikes and learned with a tolerance window of size ε centered around
the desired time. An adaptive learning rate was used according to the protocol
suggested in Barkai et al. (1995) with parameters A = 0.005 and l = 0.01. A
maximal number of niter = 10
6 pattern presentations were performed. To eval-
uate the quality of the synaptic weights reconstruction, wemeasuredR2 values
for the teacher’s excitatory and inhibitory synapses separately.R2 was defined
as R2 = 1 hðgstudenti  gteacheri Þ2i=varðgstudenti Þ where hxi and var(x) are the
empirical mean and variance of x respectively (calculated over the relevant
set). The R2 values presented in Figure 5 and Figure S2 are averaged over
the weight reconstruction of 100 teacher neurons.
Learning from an LIF Teacher
When learning spikes from an LIF teacher, the student neuron’s time constants
were the same as the teacher neuron’s. The tolerance window size was taken
to be ε = 3ms. After training the synaptic weights were normalizedwith respect
to the neuron’s threshold.
Learning from an HH Teacher
When learning from an HH neuron, the student’s LIF dynamics were slightly
modified: after an output spike, the LIF membrane potential was reset
to AUthr. A > 0 implements the afterhyperpolarization displayed by the
Wang-Buzsaki neuron after an action potential. This modification does not
affect the convergence properties of the FP algorithm. The parameters of
the student dynamics, tm, ts, and A were optimized to yield the best weights
reconstruction as described below.
Learning was performed with tolerance window size ε, its value was also
optimized (see below). Since for HH teacher learning does not converge to
zero error, we take the time average of the weights during the second half of
training as reconstructed weights.
To convert the current-based reconstructed weights to synaptic conduc-
tances, we use
gstudenti =
1
ts
ustudenti
Uthr
V
Estudenti  E0
 (Equation 8)
with Estudenti =Eex for u
student
i >0 and E
student
i =Ein for u
student
i <0. V is a global
scale parameter and E0 controls the ratio between the driving force of excit-
atory and inhibitory synapses.
The values of tm, ts, A, ε, V, and E0 were optimized to minimize the error
in spiking activity between the true teacher’s spikes and the spikes generated
by a student HH neuron using the reconstructed conductances (Equation 8).
To measure the error, we used the spike distance metric Dspike[q]
proposed in Victor and Purpura (1997) with q1 = 75 ms. Mean Dspike[q] per
desired output spike was estimated using 25 untrained input patterns forNeuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc. 935
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averaged over 100 teacher neurons. Optimal performance (Dspike[q] z 0.12
per spike) was found for tm = 14 ms, ts = 6 ms, A = 0.6, ε = 7 ms, V =
30 mV, and E0 = 54.3 mV.
Reading Out Temporal Information about Ongoing Motor Output
from Recordings in Songbird Motor Cortex
Neuronal Data
Experimental procedures for the recording from single units in RA of singing
songbirds have been previously published (O¨lveczky et al., 2011). Recorded
spike times were time warped using a piecewise linear transformation match-
ing the onset of the syllables in each song rendition to a template song with
average syllable onset times (O¨lveczky et al., 2011). Syllable onsets were
determined by thresholding the log power of the acoustic signal and verifying
that all onsets were detected correctly by comparing them to the song’s
spectrogram.
Input Patterns
Input patterns were constructed by randomly selecting a single recorded
spike train from each neuron. In Figure 6F, mean errors are averaged over
nsim = 100 simulations. For each simulation, the recordings of each neuron
were randomly partitioned: 80% were used to construct training patterns
and the remaining 20%were used to construct patterns for testing generaliza-
tion error. Ptrain = 20N training patterns were used, where N is the number of
input neurons. Generalization error was estimated using Pgen = 200 test
patterns.
Synthetic Neurons
Synthetic neurons were created according to the following procedure. First
the PSTHs of the recorded neurons were calculated with time bin size of
3 ms. The PSTHs were then segmented by detecting upcrossings above a
threshold level of rthr = 0.125,rmax where rmax is the maximal firing rate of
the recorded neuron. The order of the resulting time segments was then
randomly shuffled. Each recorded spike train was used to generate a single
spike train of the new synthetic neuron by shifting the spikes in each time
segment according to the time segment’s new position. This procedure gen-
erates neurons in which the number and structure of the ‘‘parent’’ neuron’s
activity bursts are preserved but the temporal modulation of the firing is
different.
Learning Parameters
Learning was performed using the FP algorithm. Initial weights were randomly
drawn from a standard normal distribution, initial threshold was Uthr = 1, and
the learning rate was taken to be h = 0.01. In each simulation, niter = 25,000
iterations were performed. If the learning did not converge after niter iterations,
the weight vector for which the training distance was minimal was selected.
Training distance was defined as the mean distance, Dspike[q], between the
LIF output spikes and the desired times over the entire training set, with
q1 = 0.075 s.
In Figure 5D training was performed on Ptrain = 400 training patterns. In this
task t = 0.02 s and ε = 0.01 s were found to yield optimal performance.
FP Learning in Recurrent Networks
Network and Learning Parameters
Figures 7B and 7C illustrate pattern recall in a recurrent, fully connected
network of N = 100 recurrent neurons and Next = 10 external neurons. The
network stores two periodic patterns, both with period Tp = 250 ms. In
each pattern, each neuron emits one burst of four spikes with uniformly
distributed random starting time within the period. The interspike interval
within a burst is tISI = 5 ms, the tolerance is ε = tISI. Each pattern is initiated
by a specific sequence of external input spikes of length tinit = 50 ms. Within
the initialization sequence, each external neuron emits one spike at a random
time drawn from a uniform distribution on [tinit,0]. The spike times of the
recurrent neurons are learned up to time T = 2Tp. Recurrent connection
strengths as well as strengths of afferents from external neurons are modified
according to recurrent FP learning. Initial weights are normally distributed
with mean zero and SD 0.5; all initial thresholds are set to 1. Membrane
and synaptic time constants are tm = 20 ms and ts = 5 ms, respectively.
The learning rate is h = 1. HTP learning in Figure S4B uses the same initial
weights and learning rate.936 Neuron 82, 925–938, May 21, 2014 ª2014 Elsevier Inc.Stability of Learned Patterns
We verify the stability of the learned periodic orbits by continuing the recall
beyond the learning horizon and by perturbing the network. For details, see
the Supplemental Experimental Procedures.
Delay Line Learning
Learning of the delay line architecture (Figure 7D) was performed with a
network of N = 200 identical LIF neurons with tm = 40 ms and ts = 10 ms.
The network was divided into 20 groups of ten neurons each. The groups
were trained to spike synchronously in succession after an external input spike
from a single input afferent, withDt = 16ms temporal difference and 6ms toler-
ance window size, generating delay line memory of duration TDL = 320 ms.
Input spikes were drawn from a Poisson process with rate 2/TDL and refractory
period 0.5 TDL. The training set consisted of 400, 4 s long, input spike trains.
Initial synaptic weights were drawn from a zero mean normal distribution
with SD 0.1; initial thresholds were chosen to be 1 and h = 0.1. Generalization
performance was tested on 100, 200 s long, input spike trains for 50 networks
trained with different input patterns and initial weights. In general, we observe
no more than about ten missing/additional spikes in the entire network within
the 200 s long pattern. In two networks, we observed a few trials in which the
error in the spiking activity causes the network activity to diverge.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures
and four figures and can be found with this article online at http://dx.doi.org/
10.1016/j.neuron.2014.03.026.
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