Abstract. We consider scheduling information units called frames, each with a delivery deadline. Frames consist of packets, which arrive on-line in a roughly-periodic fashion, and compete on allocation of transmission slots. A frame is deemed useful only if all its packets are delivered before its deadline. Using standard techniques, one can derive polylogcompetitive algorithms for this model; in this paper we study special cases which allow for better results. Specifically, we present constantcompetitive algorithms for two important cases: in one, the value of a frame is proportional to its size and all frames have (roughly) the same period, and in the other, each frame may have its own period but all frames have the same value and size. The former result also implies better polylog-competitive algorithm for the general case.
Introduction
In many networking settings the ingress flows to the network has a nice periodic, or almost periodic, structure. The network would like to guarantee the flows a pre-specified Quality of Service (QoS), where one of the most basic QoS guarantees is a deadline by which the transfer would be completed. The uncertainty regarding the arrival of future flows motivates the online setting. We study this setting from the competitive analysis viewpoint. Let us start by giving a few motivating examples.
Consider a switch with multiple incoming video streaming flows competing for the same output link. Each flow consists of frames, and each frame consists of a variable number of packets. The video source is completely periodic, but due to compression, different frames may consist of a different number of packets. On top of that, asynchronous network transfer typically adds some jitter, so the input at the switch is only approximately periodic. In order for a frame to be useful, all its packets must be delivered before the frame's deadline. A frame is considered completed if all its packets are delivered before the frame's deadline, and the goal of a scheduling algorithm is to maximize the number of completed frames. Partially completed frames are considered worthless.
As another example, consider a Voice over IP (VoIP) setting. Voice calls generate samples at a relatively fast rate. Samples are wrapped in packets which are aggregated in logical frames with lower-granularity deadlines. Frames deadlines are more lax due to the tolerance of the human ear. Completed frames are reconstructed and replayed at the receiver's side; incomplete frames are discarded, resulting in an audible interruption (click) of the call. Our focus is on an oversubscribed link on the path of many such calls.
As a last example, consider a database (or data center) engaged in transferring truly huge files (e.g., petabytes of data) for replication purposes. It is common in such a scenario that the transfer must be completed by a certain given deadline. Typically, the transmission of such files is done piecemeal by breaking the file into smaller units, which are transmitted periodically so as to avoid overwhelming the network resources. We are interested in scenarios where multiple such transfers cross a common congested link.
Motivated by the above examples, we define the following abstract model. There are data units called frames, each with a deadline and a value. Each frame consists of several packets. Time is slotted. Packets arrive in an approximately periodic rate at a link, and can be transmitted (served) one packet at a step. A scheduling algorithm needs to decide which packet to transmit at each time slot. The goal of the algorithm is to maximize the total value of delivered frames, where a frame is considered delivered only if all its packets are transmitted before the frame's deadline.
The scheduling algorithm may be preemptive or non-preemptive. An algorithm is called non-preemptive if any packet it transmits belongs to a frame which is eventually delivered, whereas a preemptive algorithm may transmit a packet from some frame but later decide not to complete that frame.
Our performance measure is the competitive ratio, i.e., the worst case ratio between the value delivered by the online algorithm and the best possible value that can be delivered by an optimal (offline) schedule for a given arrival sequence.
Our Approach and Results. Our model assumes that the arrival sequence is not arbitrary. Studying restricted instance classes and/or adversaries is common, and related work typically assumes specific order of frames and packets or restricted bursts. Instead, we assume that once the first packet of a frame arrives, the arrival times of the remaining packets are predictable within a given bounded jitter. Under this assumption, using the classify and select technique [1], it is relatively straightforward to guarantee a poly-logarithmic competitive ratio, cf. Section 2.2. The conceptual contribution of this work is to identify interesting and important special cases where a constant competitive ratio can
