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Abstract
We extend the peeling exploration introduced in [15] to the setting of Boltzmann planar maps
coupled to a rigidO(n) loop model. Its law is related to a class of discrete Markov processes obtained
by conning random walks to the positive integers with a new type of boundary condition. As an
application we give a rigorous justication of the phase diagram of the model presented in [12]. This
entails two results pertaining to the so-called xed-point equation: the rst asserts that any solution
determines a well-dened model, while the second result, contributed by Chen in the appendix,
establishes precise existence criteria.
A scaling limit for the exploration process is identied in terms of a new class of positive self-
similar Markov processes, going under the name of ricocheted stable processes. As an application we
study distances on loop-decorated maps arising from a particular rst passage percolation process
on the maps. In the scaling limit these distances between the boundary and a marked point are
related to exponential integrals of certain Lévy processes. The distributions of the latter can be
identied in a fairly explicit form using machinery of positive self-similar Markov processes.
Finally we observe a relation between the number of loops that surround a marked vertex in
a Boltzmann loop-decorated map and the winding angle of a simple random walk on the square
lattice. As a corollary we give a combinatorial proof of the fact that the total winding angle around
the origin of a simple random walk started at (p,p) and killed upon hitting (0, 0) normalized by logp
converges in distribution to a Cauchy random variable.
Figure 1: Simulations of aO(n) loop model (with loops in red) coupled to a Boltzmann quadrangu-
lation of the disk (with the boundary in green). Both are sampled from the dilute critical phase
with n = 0.3 (left) and n = 0.6 (right) and have a perimeter of order 200.
∗IMAPP, Radboud University Nijmegen, The Netherlands. T.Budd@science.ru.nl
†University of Helsinki, Finland. Linxiao.Chen@helsinki.fi
1
ar
X
iv
:1
80
9.
02
01
2v
1 
 [m
ath
.PR
]  
6 S
ep
 20
18
1 Introduction
1.1 Motivation
In recent years there has been a lot of progress in understanding the geometry of large random maps on
surfaces. For many classes of random planar maps it is by now known that the large-scale geometry, as
dened through a suitable rescaling of the graph distance of the map, is described in the scaling limit
by the Brownian metric on the sphere [38, 41] with a Hausdor dimension (almost surely) equal to 4.
The same random continuous metric has been proven [43, 42] to arise from Liouville quantum gravity
[44] in its “pure gravity” regime corresponding to parameter γ =
√
8/3. Dierent random metric spaces
corresponding to Liouville quantum gravity with other values of γ ∈ (0, 2) are conjectured to appear as
scaling limits of random planar maps decorated by critical statistical systems. However, much less is
known about the existence and properties of these metric spaces, which arguably poses one of the main
open challenges in the theory of random planar maps and Liouville quantum gravity. See [32, 26] for
the state of the art in estimates on graph distances in some families of random planar maps arising in
the mating of trees approach.
In this work we take a small step towards understanding geometric aspects of large random maps
decorated by a particularly convenient statistical system, namely a version of the O(n) loop model.
Random triangulations decorated by such loop models were already studied in the physics literature
in the early nineties [33, 34, 29] leading to the conjecture that they possess scaling limits described by
Liouville quantum gravity with γ ranging in [√2, 2] depending on the value of n ∈ [0, 2] and the phase
of the model. In the dense phase, where loops are believed to touch themselves and each other, the
conjectural relation for n ∈ [0, 2) is γ = 2√1 − b where b B 1pi arccos n2 . In the dilute phase the loops are
believed to avoid each other and themselves and one has the relation γ = 2/√1 + b. This phase includes
undecorated maps as a special case at n = 0 and the critical Ising model at n = 1. Given the wide range
of potential universality classes and the fact that the corresponding enumeration problem can be solved
quite explicitly [27, 28, 12, 11], makes the model a good candidate to investigate new geometrical scaling
limits.
The precise model we investigate is the rigid O(n) loop model on bipartite planar maps that was
introduced and extensively studied in [12] (see Figure 1 for a simulation). It was realized that the
enumeration of the model could be solved in a recursive fashion by dissecting the maps along the loops
that decorate them, an operation known as the gasket decomposition. The remaining components are
each distributed as particular random undecorated maps that support faces with a heavy-tailed degree
distribution, which are precisely the non-generic Boltzmann maps rst studied in [39]. The universality
class of these maps is determined by the exponent α appearing in the tail of the degree distribution,
which is related to the parameters of the O(n) model via α = 32 − b in the dense phase and α = 32 + b
in the dilute phase. In particular, these maps equipped with a metric arising from the graph distance
were shown [39] to possess (subsequential) scaling limits in the Gromov-Hausdor sense to a family
of stable maps (or stable gaskets) depending on α , which are dierent from the Brownian metric and
have Hausdor dimensions equal to 2α . In a more recent series of papers [17, 6, 18] the same maps were
investigated from the point of view of distances on their duals, which support vertices of heavy-tailed
degree. The results of [17] suggest that such maps may posses Gromov-Hausdor scaling limits too
(tentatively called the stable spheres), but only for α in the range ( 32 , 2] corresponding to the dilute phase
of the O(n) loop model. As α approaches 32 the (tentative) Hausdor dimension 2α2α−3 blows up, and one
enters a regime with exponential [17] or quasi-exponential [18] volume growth.
The large-scale geometry of random maps decorated by O(n) model loops should correspond to
another family of random metric spaces, that again depends on α and, as discussed above, is conjecturally
described by Liouville quantum gravity. Studying general distances in such maps is a hard problem
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in general, especially at a combinatorial level, since shortest paths in the map may intersect loops in
complicated ways. However, one can make the problem tractable by adapting the notion of distance
used on the map. One way to do this is to introduce a metric space with “shortcuts” along the loops of
the map, meaning that in the new metric space the sections of a path that trace a loop on the map do
not contribute to its length. The advantage of this adapted distance is that one may study its statistics
by extending the techniques of [17] (which in turn generalized those of [23]), and this is the goal of the
current work.
The main tool used in [17] to study the geometry of Boltzmann maps is the peeling process. It was rst
studied in the physics literature in the case of random triangulations [48], leading to the rst heuristic
derivation of the growth dimension being equal to 4 in the pure gravity regime [2]. Once put on a
rigorous footing it was recognized as a versatile tool to study many statistics of random triangulations
and quadrangulations (see e.g. [3, 5, 45, 23, 1, 22]). The particular formulation of the peeling process that
will form the basis of the current work was introduced in [15] and has the advantage of its economical
description even in the presence of faces of large degree (see also [17, 6, 18] and [21] for a nice review). A
signicant portion of this paper will be devoted to generalizing this peeling exploration, its probabilistic
description and scaling limit, to the setting where loops are present on the map.
1.2 Main results
1.2.1 The O(n) loop model and its phase diagram
The central combinatorial objects under investigation are maps decorated by loop congurations. The
maps m we consider are bipartite planar maps that are rooted by distinguishing an oriented root edge.
The face to the right of the root edge is called the root face, while all other face are called internal
faces. The perimeter of the map is the degree of its root face. A loop conguration on m is a collection
` = {`1, . . ., `k } of disjoint (unoriented) loops on the dual map that avoid the root face. We say ` is
rigid if the loops only visit quadrangles and they enter and exit the quadrangles through opposite sides
(see Figure 2). A pair (m, `) consisting of a map m and a rigid loop conguration ` on m is called a
loop-decorated map. The set of all such loop-decorated maps with a xed perimeter 2p is denoted by
LM(p).
Figure 2: A planar map m of perimeter 10 with a (rigid) loop conguration ` = {`1, `2, `3}. The
weight of this loop-decorated map is wq,д,n(m, `) = n3 д16 q21 q72 q23.
Given a sequence q = (q1,q2, . . .) of non-negative real numbers and д,n ≥ 0, we dene the weight
wq,д,n(m, `) of a loop-decorated map to be
wq,д,n(m, `) :=
[∏
`∈`
nд |` |
] [∏
f
qdeg(f )/2
]
, (1)
where |` | is the length of the loop `, the second product is over all internal faces f that are not visited
by a loop, and deg(f ) is the degree of face f . The O(n) model partition function F (p)(q,д,n) is given by
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the total weight of all loop-decorated maps of xed perimeter 2p,
F (p)(q,д,n) :=
∑
(m,`)∈LM(p)
wq,д,n(m, `).
The triple (q,д,n) is said to be admissible i F (p)(q,д,n) < ∞ for all p ≥ 1. In this case the weights
wq,д,n(m, `) give rise to a probability measure on LM(p) when normalized by 1/F (p)(q,д,n), the (q,д,n)-
Boltzmann loop-decorated map of perimeter 2p. If д = 0 or n = 0 then loops are suppressed and
the random map is the usual q-Boltzmann map. In this case we denote the partition function by
W (p)(q) B F (p)(q, 0, 0), and say q is admissible iW (p)(q) < ∞ for all p ≥ 1.
It was realized in [12] that Boltzmann loop-decorated maps are conveniently studied via their gasket,
which is the portion of the loop-decorated map that is exterior to all loops. To be precise, we dene
the gasket g(m, `) to be the (undecorated) map obtained from m by removing all edges intersected by a
loop in ` and retaining only the connected component containing the root (see Figure 3). In [12] it was
shown that if (q,д,n) is admissible then so is qˆ dened by the xed-point equation
qˆk = qk + nд
2kF (k )(q,д,n), (2)
and that the gasket g(m, `) of a (q,д,n)-Boltzmann loop-decorated map itself is distributed as a qˆ-
Boltzmann map. The rst result we state was left implicit in [12] and shows that the converse of the
admissibility statement is true as well.
Figure 3: The gasket g(m, `) of the loop-decorated map (m, `) of Figure 2 is shown on the left.
The loop-decorated map can be reconstructed by iteratively inserting a loop surrounding a new
undecorated map into a (undecorated) face.
Theorem 1 (Equivalence of admissibility). Suppose n ∈ [0, 2]. The triple (q,д,n) is admissible i there
exists an admissible sequence qˆ such that
qk = qˆk − nд2kW (k )(qˆ).
In this case F (p)(q,д,n) = W (p)(qˆ) and the expected number of vertices in a (q,д,n)-Boltzmann loop-
decorated map is nite.
For any admissible triple (q,д,n) and associated sequence qˆ the limit
γ 2qˆ = limp→∞
W (p+1)(qˆ)
W (p)(q)
exists. We say a triple (q,д,n) is non-generic critical if it admissible, n , 0, and γ 2qˆд = 1.
To discuss the precise phase diagram, we x a positive integer d and limit ourselves to triples (q,д,n)
in the domain
D B [0,∞)d × (0,∞) × (0, 2),
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where q ∈ [0,∞)d means that qk = 0 for k > d . In [12] four phases of the O(n) model were identied.
They showed1 that if (q,д,n) ∈ D is admissible, then
F (p)(q,д,n) ∼ C γ 2pqˆ p−(α+1/2) as p →∞, (3)
whereC > 0 depends on (q,д,n). Moreover, the exponent α can take only the values 1, 2, 32 +b and 32 −b,
where b = 1pi arccos(n2 ) ∈ (0, 12 ). The triple (q,д,n) is said to be subcritical, generic critical, non-generic
critical dense and non-generic critical dilute respectively in the four cases. Moreover, in the last two cases
(q,д,n) is also non-generic critical in the sense above.
However, the techniques in [12] are not quite sucient to rigorously establish the admissibility and
the phase of particular values of (q,д,n). By combining Theorem 1 with the work in [12], this gap is
closed completely by a result of Linxiao Chen included in Appendix A.
Theorem 2 (Linxiao Chen). There exist explicit real-valued functions f, g, h such that a triple (q,д,n) ∈ D
is admissible and
(i) subcritical i h(q,д,n,γ ) = 1 and f(q,д,n,γ ) > 0 for some γ ∈ (0,д−1/2).
(ii) generic critical i h(q,д,n,γ ) = 1 and f(q,д,n,γ ) = 0 for some γ ∈ (0,д−1/2).
(iii) non-generic critical and dense i h(q,д,n,д−1/2) = 1 and g(q,д,n,д−1/2) > 0.
(iv) non-generic critical and dilute i h(q,д,n,д−1/2) = 1 and g(q,д,n,д−1/2) = 0.
Moreover, all four phases are non-empty and form a partition of the set of admissible triples in D.
1.2.2 The geometry of large loop-decorated maps
Let LM(p)• be the set of loop-decorated maps with a distinguished vertex, called the target. If (q,д,n)
is admissible, then we may introduce the pointed (q,д,n)-Boltzmann loop-decorated map (m•, `) in
LM
(p)
• with probability distribution proportional to wq,д,n(m•, `). This is well-dened precisely because
a (q,д,n)-Boltzmann loop-decorated map has a nite expected number of vertices (Theorem 1).
In order to study geometric properties of such maps, we introduce in Section 2.3 a systematic
exploration process on (m•, `). This so-called (targeted) peeling process iteratively builds a sequence of
growing submaps of (m•, `) representing the explored neighbourhoods of the root at each stage of the
exploration, stopping once the target is encountered. Roughly speaking, at each step of the exploration
one selects (using any desired peel algorithm) an edge in the boundary of the explored region and
one discovers what sits on the other side (as determined by the map (m•, `) being explored). If a new
face or a loop is discovered, then it is added to the explored region together with the contents of any
unexplored region that gets detached from the unexplored region containing the target. When applied to
a pointed Boltzmann loop-decorated map the law of this peeling exploration is conveniently described
(see Proposition 10) in terms of the perimeter process (Pi ), which is a Markov process on Z that keeps
track of the half-length of the boundary of the explored region.
For b ∈ (0, 1/2) xed, we introduce the Lévy process (ξ ↓s )s≥0 started at ξ ↓0 = 0 with Laplace exponent
Ψ↓(z) B logE ez ξ ↓1 = 1
pi
Γ(1 + 2b − z)Γ(1 − b + z) [cos(pib) − cos(piz − pib)] .
It has no killing and drifts to −∞ almost surely. By a classic result of Lamperti [37] a time-changed
exponential of such a Lévy process determines a positive self-similar Markov process (pssMp) that dies
1Actually they only considered the case of quadrangulations qk = q21{k=2} but none of their results relies crucially on this
choice.
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continuously at zero. In particular, the pssMp (X ↓t )t ≥0 associated to the Lamperti representation (ξ ↓s )s≥0
is determined by
X ↓t = exp(ξ ↓s(t )), s(t) B inf
{
s ≥ 0 :
∫ s
0
exp((1 + b)ξ ↓u )du ≥ t
}
∈ R ∪ {∞},
with the convention that exp ξ ↓∞ = 0. It is one of a class of pssMps that can be constructed from stable
processes conned to the half-line by a new type of boundary condition, that we refer to as ricocheted
stable processes.
In Section 6.2 we prove that the perimeter process of a non-generic critical Boltzmann loop-decorated
map possesses a scaling limit described by such a ricocheted stable process.
Theorem 3. Let (q,д,n) ∈ D be in the non-generic critical phase (dense or dilute) and let (Pi )i≥0 be the
perimeter process of a pointed (q,д,n)-Boltzmann loop-decorated map with perimeter 2p. Then there exists
a c > 0 such that with growing perimeter p we have the convergence in distribution(
P bcpθ t c
p
)
t ≥0
(d)−−−−→
p→∞ (X
↓
t )t ≥0
in the Skorokhod topology, where (X ↓t )t ≥0 is the pssMp dened above with parameter b = |θ − 1| and
θ = α − 12 as in (3).
In [17] in the setting of Boltzmann planar maps (without loops) it was shown that the exploration
process, with a suitable choice of peel algorithm, can be used to study metric properties of large
Boltzmann planar maps. We generalize some of these results to the setting of the O(n) loop model. As
an explicit example we consider a type of rst passage percolation on the dual m† of a loop-decorated
map (m, `). To be precise, we assign to each edge e of m† a weight xe that is set to 0 if e is covered by a
loop (the red edges in Figure 4), while all other weights are taken to be independent exponential random
variables of mean 1. This way one may assign to any pair of faces f , f ′ of m a distance
dfpp(f , f ′) = inf
γ
∑
e ∈γ
xe , (4)
where the inmum is over all paths γ in m† from f to f ′. Notice that, roughly speaking, in the resulting
metric space all loops are contracted to points. In the case of a pointed loop-decorated map (m•, `) we
let dfpp(m•, `) be the minimal fpp distance between the root face and any of the faces incident to the
marked vertex (Figure 4).
Figure 4: A pointed loop-decorated map (left) together with its dual (right). A possible shortest
path γ is shown whose fpp-length would determine dfpp(m•, `). Notice that the dashed edges of
the path (the ones traversing the loops) do not contribute to the fpp-length.
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Theorem 4. Let (q,д,n) ∈ D be in the non-generic critical dilute phase and let (m•, `) be a pointed
(q,д,n)-Boltzmann loop-decorated map of perimeter 2p. Then there exists a c > 0, such that we have the
convergence in distribution
dfpp(m•, `)
c pb
(d)−−−−→
p→∞ R
↓ B
∫ ∞
0
ebξ
↓
s ds
to an exponential integral of the Lévy process ξ ↓ with parameter b = 1pi arccos(n2 ).
It is worth noting that an identical result (diering from Theorem 4 only in the value of c) can be
obtained in the case that the rst passage percolation distance is replaced by a (dual) graph distance,
in the sense that we assign weight xe = 1 instead of a random weight to each dual edge e that is not
covered by a loop (but still xe = 0 for each covered edge). Proving Theorem 4 for the graph distance
requires a number of additional estimates that are not very illuminating and are largely analogous to
those of [17, Section 3.2], so we choose to omit the details.
One may as well interpret Theorem 4 (respectively its graph distance analogue) as a non-trivial
lower bound on the rst passage percolation distance (respectively graph distance) on m† without the
shortcuts, showing that in the dilute phase the distance to the marked vertex scales at least like pb as
the perimeter 2p increases.2
Using machinery on exponential integrals of Lévy processes (Section 8) an explicit Mellin transform
of R↓ can be determined in terms of special functions (Barnes double gamma). With the help of these
one may deduce the tails of its distribution.
Proposition 1. For b = 1pi arccos(n2 ) ∈ (0, 1/2) the distribution function of R↓ satises the asymptotic
relations
P(R↓ < r ) r→0∼ b1/b (b + 1) cot
(
pib
2
)
r 1/b ,
P(R↓ > r ) r→∞∼ Γ(−b)
2
pib
cot
(
pib
2
)
r−2.
In the special case3 that n = 2 cos pim form = 3, 4, . . . one can perform the inverse Mellin transform
explicitly and obtain a relatively simple integral expression for the distribution of R↓.
Proposition 2. If b = 1/m form = 3, 4, . . . then
P(R↓ < r ) = m
Γ(1 + 1m )
∫ ∞
0
dx Bm
(m
rx
)
xm e−x
m
, Bm(y) B
1 + y cot
( pi
2m
)∏m
k=0(1 − i y eipik/m)
.
1.2.3 Nesting and winding statistics
The number N of loops that surround the marked vertex in a pointed loop-decorated map is called the
nesting statistic (for example N = 1 in the map of Figure 4). Its distribution in the case of the O(n) loop
model on triangulations of large xed size was extensively studied in [10] (see also [13] for an extension
to arbitrary topology and [20, Appendix A] for a discussion in terms of the branching tree of nested
2Combined with the fact that the number of vertices in the map is of order p2 in the dilute phase (see Proposition 9), this
heuristically leads to an upper bound of 2/b on the Hausdor dimension of the tentative Gromov-Hausdor scaling limit. In
terms of the LQG parameter γ , this comes down to an upper bound of 2γ 2/(4 − γ 2) for γ ∈ [√8/3, 2). Notice that, although
sharp at γ =
√
8/3, this bound is a lot weaker than the best upper bound known for so-called Mated-CRT-maps [26, Theorem
1.2 & 1.6], which is
√
6γ in the same range.
3These values n = cos pim ,m ≥ 2, are special in the context of conformal eld theory in the sense that the dilute O(n) loop
model is expected in the continuum to be related to the (m + 1,m)-minimal models in conformal eld theory (see e.g. [25]).
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Figure 5: The distribution function of R↓ plotted for various values of b.
loops in the case of quadrangulations). The large deviations of the nesting were shown to match a
similar statistic in a Conformal Loop Ensemble (CLEκ ) coupled to Liouville Quantum Gravity [10].
The targeted peeling exploration gives a natural tool to determine nesting, since it corresponds to
the number of times in the exploration process that one has to cross a loop to discover the marked
vertex. As a byproduct of our analysis of the peeling exploration, we obtain an alternative derivation
of a (much less general version of) the nesting distribution [10, Theorem 2.2] valid in the setting of
non-generic critical (q,д,n)-Boltzmann loop-decorated maps. To state the results we need to introduce
the functions h↓p : Z≥0 → R for p ∈ [−1, 1] by setting h↓p(0) = 1 while for p ≥ 1,
h↓p(p) =
1
1 + p
Γ(b)
Γ(2p + 1)Γ(b − 2p) 2F1(−2p,b − 1;b − 2p;−1) for p ∈ (−1, 1),
h↓1(p) = 1, h↓−1(p) =
4
pi 2p
p∑
k=1
1
2k − 1 ,
(5)
where b B 1pi arccosp ∈ (0, 1) and 2F1 is the hypergeometric function.
Theorem 5. Let n ∈ (0, 2], (q,д,n) non-generic critical, and (m•, `) a pointed (q,д,n)-Boltzmann loop-
decorated map of perimeter 2p. Then the number N of loops surrounding the marked vertex has probability
generating function
E
(p)
• [xN ] =
h↓xn/2(p)
h↓n/2(p)
, x ∈ [−2/n, 2/n].
If n = 2 it satises the convergence in distribution
N
log2 p
(d)−→ 1
pi 2
L,
where L is a Lévy random variable with density e−1/(2x )/√2pix3 dx . If n < 2 it satises as p → ∞ the
convergence in probability
N
logp
(p)−→ n
pi
√
4 − n2
and the large deviation property
logP(p)• [N < λ logp]
logp
k→∞−−−−→ − 1
pi
Jn/2(piλ) for 0 < λ < npi√4−n2 ,
logP(p)• [N > λ logp]
logp
k→∞−−−−→ − 1
pi
Jn/2(piλ) for λ > npi√4−n2 ,
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where
Jp(x) = x log
(
x
p
√
1 + x2
)
+ arccotx − arccosp.
A surprising byproduct of our analysis is that the functions h↓p also appears in the probability
distribution of the winding of a simple random walk on Z2.
Figure 6: The winding angle Θ (in this case 7pi/4) around the origin of a simple random walk
started at (k,k) and killed upon hitting (0, 0).
Theorem 6. Consider a simple random walk on Z2 started on the diagonal at (k,k) for k ≥ 1 and killed
upon hitting the origin. If Θ is the total winding angle of the walk around the origin and [Θ] ∈ pi (Z + 12 ) its
value rounded to the nearest half-integer multiple of pi , then its characteristic function is
E
[
eiβ [Θ]
]
= cos
(
pi β
2
)
h↓cos(pi β )(k).
As a consequence we have the convergence in distribution
Θ
logk
(d)−−−−→
k→∞
C, (6)
where C is a Cauchy random variable with density 1pi (1 + x2)−1dx .
One way to understand the similarity between the nesting statistics of pointed Boltzmann maps and
the winding statistics of walks on Z2 is to consider a very particular non-generic critical triple (q,д,n).
To be precise, let
qk = (3pi )1−k 2k(k − 32 )4
+ 1{k=1}, д =
1
3pi , n = 2
where (a)m = Γ(a +m)/Γ(a) is the Pochhammer symbol. It can be shown (see Proposition 7 and Remark
1) that then the pointed (q,д,n)-Boltzmann loop-decorated map (m•, `) of perimeter 2p can be coupled
with the simple random walk (Xi ) on Z2 started at (p,p) in such a way that the jth visit of (Xi ) to the
diagonal occurs at ±(Pj , Pj ) where (Pi )i≥0 is the perimeter process of (m•, `). Moreover each loop in `
that surrounds the marked vertex corresponds to a sign change in the visits to the diagonal. It is not
hard to see that the number of such sign changes is closely related to the winding angle Θ, since each
sign change contributes ±pi to the winding angle. A bijective explanation of the relation between walks
on Z2 and (loop-decorated) maps will appear in a forthcoming work.
Combinatorial results on winding angles of simple walks on Z2 similar to those in Theorem 6 can
be found in [16]. In fact, we could have used the machinery of [16] to derive the explicit expression
for h↓p instead of computing it on the planar map side (Proposition 5), but we have chosen to keep the
exposition self-contained. The asymptotic distribution (6) of the winding angle is easily seen to match
that of a 2d Brownian motion killed upon hitting a small disk around the origin. A strong approximation
by Brownian motion could potentially provide an alternative proof of (6), e.g. along the lines of [46,
Section 5].
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1.3 Outline
This work deals with the peeling exploration of (q,д,n)-Boltzmann loop-decorated maps for general
admissible triples (q,д,n), but we start in a setting where we do not yet know which triples are admissible.
In fact, we will rely on the peeling exploration to establish the latter as announced in Theorem 1. This
means some care has to be taken in the ordering of the presented material.
In Section 2 we recall the peeling exploration [15] of a xed bipartite planar map and extend the
concept to the exploration of xed loop-decorated maps. In Section 3 we determine the law of the peeling
exploration applied to the pointed (q,д,n)-Boltzmann loop-decorated map under the assumptions that
(q,д,n) is admissible (and that the (q,д,n)-Boltzmann loop-decorated maps has a nite expected number
of vertices). In particular, we express the transition probabilities of the perimeter (and nesting) process
in terms of the gasket weights qˆ (and д,n). In Section 4 we mimic these transition probabilities (in the
non-generic critical case) by introducing a Markov process on Z2, the ricocheted random walk, which is
valid for any admissible sequence qˆ, and derive some statistics that are necessary in the following. Along
the way (in Section 4.5) we observe that this ricocheted random walk also appears in the winding angle
problem of the simple random walk on Z2. Section 5 then proves Theorem 1 concerning the admissibility
of (q,д,n) by showing that one can algorithmically construct a (q,д,n)-Boltzmann planar map via a
peeling exploration. To show that the algorithm is well-dened we rely on statistics of the ricocheted
random walk determined in Section 4. As a consequence we observe that the ricochet statistics of
Section 4.5 apply to give the nesting statistics of loops on pointed Boltzmann loop-decorated maps.
Section 6 introduces the ricocheted stable processes that for particular parameters are proven to
appear as the distributional scaling limits of the perimeter process of non-generic Boltzmann planar
maps. Section 7 proves a scaling limit for the rst-passage percolation distance in terms of the ricocheted
stable process, while 8 describes the machinery to explicitly determine this distribution.
Finally the appendix contains the proof of Theorem 2 contributed by Linxiao Chen.
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2 The peeling process
A (rooted planar) map is a multigraph, i.e. a graph in which loops and multiple edges are allowed, that is
properly embedded in the sphere and for which an oriented edge, the root edge, has been distinguished.
As usual we identify any two maps that are related by an orientation-preserving homeomorphism of
the sphere that also preserves the root edge. The face to the right of the root edge is called the root face
of the map and its degree, i.e. the number of edges incident to it, the perimeter of the map. Often we
will think of the contour of the root face as the boundary of a tessellation of the n-gon corresponding
to the map of perimeter n, but it is important to keep in mind that the root face of a map need not be
simple, meaning that dierent corners of root face may share the same vertex (as for instance is the case
in Figure 2). For our purposes we restrict to bipartite maps, meaning that all faces have even degree.
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2.1 Peeling process on undecorated maps
Let us recall the peeling process of a map that was introduced in [15] using the formulation appearing in
[17, 21]. Since we are going to describe an exploration process of a map, we rst we need a suitable notion
of a submap that summarizes our knowledge of the map m at an intermediate stage of the exploration.
To this end we introduce a map with holes to be a map together with a distinguished set of faces, called
holes, that are assumed to be simple and pairwise disjoint. The latter properties are equivalent to the
requirement that each vertex of the map is incident to at most one corner of a hole. By convention the
root face cannot be a hole. Throughout we will assume that we have xed some deterministic procedure
that takes a map with holes and assigns to each hole a distinguished edge incident to that hole.4
Given a map with holes e with a hole h of degree l and a second map (with holes) u of perimeter l ,
there is a natural operation of gluing u into the hole h leading to a new map with holes e′. This map
e′ is constructed from e by pairwise identication of the edges in the contour of h with those in the
contour of the root face of u, in such a way that the distinguished edge incident to h is identied with the
root edge of u. Even though the root face of u is not necessarily simple, this procedure is well-dened
because the hole h is assumed to be simple. We let the hollow map of perimeter 2p be the map whose
only faces are the root face and a single hole both of degree 2p (see the top-left of Figure 11).
We say that a map e with holes h1, . . . ,hk is a submap of another map with holes e′, denoted e ⊂ e′,
if there exists a sequence of maps (with holes) u1, . . . , uk such that e′ is the result of gluing ui into hole
hi for each i = 1, . . . ,k (see Figure 7 for an example). Notice in particular that e ⊂ e by taking the ui to
be hollow maps. It is not hard to see that the gluing procedure is rigid, in the sense that e and e′ uniquely
determine the sequence of maps ui . Moreover, ⊂ denes a partial order on the set of all maps with holes.
Figure 7: A map m together with a submap e and the maps ui to be glued in the holes of e to
retrieve m.
For a map with holes e we consider the partition Edges(e) = Active(e) ∪ Inactive(e) of its edges into
active and inactive edges depending on whether they are incident to a hole or not. Notice that every
inactive edge of a submap e ⊂ m corresponds to a unique edge in m, while a pair of active edges incident
to a hole hi can be identied upon gluing ui into hi if ui has an edge that is incident to the root face on
both sides (as is the case u1 in Figure 7).
Let e ⊂ m be a submap of a map m without holes and e ∈ Active(e) an active edge. Then there exists
a unique smallest (in the partial order ⊂) submap e′ such that e ⊂ e′ ⊂ m and in which e has become
inactive, e ∈ Inactive(e′). We denote this map by Peel(e, e,m) and call it the result of peeling the edge
e . By iterating this procedure we can dene a growing sequence of submaps of m. To dene such a
sequence uniquely, we assume a peeling algorithm A is given that associates to any map with holes e an
4The choice of such a procedure will be irrelevant in the following, but one could for instance choose the rst edge incident
to a particular hole as encountered in a breadth-rst exploration of the map started at the root edge.
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active edge A(e) ∈ Active(e). Then we dene the peeling exploration of a map m with algorithm A to be
the sequence
e0 ⊂ e1 ⊂ · · · ⊂ en = m, where ei+1 = Peel(ei ,A(ei ),m) for i = 0, . . . ,n − 1, (7)
and e0 is the hollow map of the same perimeter as m.
Let us examine the peeling operations that can occur when peeling an edge e ∈ Active(e) incident
to the hole h. We distinguish two types depending on whether or not there is another active edge e ′
incident to h that gets identied with e in the full map m. If so, Peel(e, e,m) is the map with holes
obtained from e by gluing e to e ′. If 2k1 respectively 2k2 are the (necessarily even) number of active
edges incident to h in between e and e ′ to the left respectively right of e (as seen from outside the hole),
then we denote this event by Gk1,k2 (see the bottom-left of Figure 9 for an example). The number of
holes may decrease by one (if k1 = k2 = 0), remain unchanged (if either k1 = 0 or k2 = 0), or increase
by one (if k1,k2 > 0). In the other situation, e corresponds to an edge in m that is incident to a face
of degree, say, 2k that does not occur in e. Then Peel(e, e,m) is the map with holes obtained from e by
gluing a new 2k-gon to the edge e inside the hole h. This event is denoted Ck (bottom-center of Figure
9). In this case the number of holes remains unchanged. Notice that in both cases the number of inactive
edges increases exactly by one. Since e0 has no inactive edges while all edges of en = m are inactive, the
number of steps in the peeling exploration (7) is exactly the number of edges in the map m. For this
reason this denition of the peeling exploration is sometimes called edge peeling.
2.2 Targeted peeling
We will often consider pointed maps which are maps with a marked vertex. When exploring a pointed
map it is convenient to consider a version of the peeling exploration in which at each stage there is
exactly one hole, which represents the unexplored region in the map containing the marked vertex.
Let m• be a pointed map and e ⊂ m• a submap with holes h1, . . . ,hk . Recall that there exists a
unique sequence of maps u1, . . . , uk to be glued in the holes of e to obtain m•. We dened the lled-in
submap Fill(e,m•) ⊂ m• to be the map obtained from e by gluing ui into hi if ui does not contain the
marked vertex for each i = 1, . . . ,k (Figure 8). Since the holes of e are disjoint, the lled-in submap will
have at most one hole.
The targeted peeling exploration of m• can then be dened by iteratively peeling an edge followed by
lling in the unpointed holes, i.e.
e0 ⊂ e1 ⊂ · · · ⊂ en = m•, where ei+1 = Fill(Peel(ei ,A(ei ),m•),m•) for i = 0, . . . ,n − 1. (8)
Since for each i = 0, . . . ,n − 1 the submap ei has exactly one hole, we may introduce the perimeter
process (Pi )ni=0 by setting Pi equal to half the degree of the hole of ei and Pn = 0 by convention. Notice,
Figure 8: Illustration of the lled-in submap Fill(e,m•) ⊂ m•.
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that P0 is half the perimeter of m• and that the perimeter process depends only on m• and the chosen
peeling algorithm A.
Recall from the last subsection that two types of events can occur upon peeling A(ei ) in ei : in the
event Gk1,k2 two active edges are glued, while in the event Ck a 2k-gon is inserted into the hole. Only in
the rst case lling in of one of the holes by some map u of perimeter 2k is necessary. Depending on
whether the left hole (k = k1) or right hole (k = k2) is lled in, we denote this event by Gk,∗ or G∗,k .
2.3 Loop-decorated maps
We wish to extend our peeling exploration to maps carrying a loop conguration. Recall that a loop-
decorated map (m, `) is a (bipartite) map m together with a loop conguration ` = {`1, . . . , `k } of disjoint
unoriented simple closed paths on the dual map m†. The loops `i are required to avoid the root face of
m and to be rigid, in the sense that they only visit quadrangles and they enter and exit the quadrangles
through opposite sides. We dene a loop-decorated map with holes (e, `) to be a map e with holes together
with a loop conguration `, such that the loops avoid the holes (see the top-right of Figure 9). As before
we put a partial order ⊂ on the set of all loop-decorated map with holes, by letting (e, `) ⊂ (e′, `′) i
e ⊂ e′ and ` contains all the loops of `′ that intersect a face of e′ that also appears in e. This partial order
allows us to introduce the peeling exploration of a loop-decorated map (m, `) completely analogously to
(7),
(e0, `0) ⊂ (e1, `1) ⊂ · · · ⊂ (en , `n) = (m, `), (9)
by setting (ei+1, `i+1) = Peel((ei , `i ),A(ei ), (m, `)) to be the minimal larger submap containing the peel
edge A(ei ) as an inactive edge.
Figure 9: A possible state (ei , `i ) of the peeling exploration of the loop-decorated map (m, `).
Three possible choices e1, e2, e3 of the peel edge A(ei ) are indicated and the corresponding edges
in m are highlighted. Depending on A(ei ) three dierent types of events can occur.
As before we may analyze the peeling operations that can occur when peeling an edge e ∈ Active(ei )
in a loop-decorated map with holes (ei , `). The same events Gk1,k2 and Ck can occur, if e is incident
in m to respectively a face already in ei or to a new face of degree 2k that is not intersected by a loop
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of `. We have to take into account a third type of event, denoted Lk,k , in which the e is incident to a
new quadrangle intersected by a loop ` ∈ ` of length 2k (see the bottom-right of Figure 9). In that case
we are not allowed to just glue the quadrangle inside the hole, since the resulting map would not be a
submap of (m, `). Any submap containing e as an inactive edge should contain the full loop `. Hence,
the minimal such submap (ei+1, `i+1) is obtained from (ei , `i ) by gluing a ring of length 2k inside the
hole to the edge e . Here a ring of length 2k is a loop-decorated map of perimeter 2k with a single hole of
degree 2k constructed by gluing a strip of 2k quadrangles into a ring and covering it by a single loop of
length 2k (Figure 10). This increases the number of holes by one.
Figure 10: A ring of length 6.
When the peel algorithm A and the perimeter of m are xed, the loop-decorated map (m, `) is
completely determined by the nite sequence of events, e.g. (C2,G3,2,C1, L2,2, . . .). We will rely on this
fact in the proof of Theorem 1 in Section 5.
If the loop-decorated map (m•, `) is equipped with a marked vertex, we may also consider the
targeted peeling exploration of (m•, `) as in Section 2.2,
(e0, `0) ⊂ (e1, `1) ⊂ · · · ⊂ (en , `n) = (m•, `). (10)
As in the undecorated case we may have the events Ck , Gk,∗, and G∗,k , but also Lk,∗ and L∗,k corres-
ponding to the gluing of a ring (event Lk,k ) followed by lling in the hole inside respectively outside the
ring (see Figure 11).
Figure 11: The targeted peeling process of the pointed loop-decorated map (m•, `). The peel edges
are indicated by thick lines. The corresponding perimeter process is (Pi )6i=0 = (4, 6, 8, 5, 3, 4, 0),
whereas the nesting process is (Ni )6i=0 = (0, 0, 0, 0, 1, 1, 1).
In addition to the perimeter process, it is natural to keep track of the nesting process (Ni )i such that
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N0 = 0 and Ni increases, Ni+1 = Ni + 1, only in the event L∗,k . Then Nn is precisely the nesting statistic
of (m•, `), i.e. the number of loops in ` that wind around the marked vertex as seen from the root face.
2.4 First passage percolation
As advertised in the introduction we will apply the peeling exploration to study a type of rst passage
percolation on a loop-decorated map (m, `). Recall from Section 1.2.2 that we do this by assigning
weights xe to the dual edges e ∈ Edges(m†) of the map m. This gives rise to the metric (4) on the set of
faces of m. In order to relate balls of growing radius in this metric to a peeling exploration of (m, `) we
need to ensure that balls cannot contain partial loops. The only way to enforce this is to assign weight
xe = 0 to each dual edge that is covered by a loop, such that all faces intersected by a particular loop are
at identical distance to the any other face of m. The dual edges e ∈ Edges(m†) that are not covered by a
loop are assigned i.i.d. exponential random weights with mean one.
It is convenient to associate to the map (m, `) with weights xe a continuous length metric space
(X,dfpp) by considering the graph underlying m† as a topological space and viewing each edge e as a
real interval of length xe with appropriate identications at the endpoints (see also [17, Section 2.4]).
Notice that in this construction all points on the loop edges of a single loop are identied in X (the
red curves in Figure 12). We say a dual edge e is within distance t from the root if this is true for all
its points in X, i.e. they have distance less than or equal to t from the point O ∈ X associated to root
face of m. Following [17, Section 1.4] we then dene the submap Ballt (m, `) of m to be obtained from
m by keeping all faces at distance within t from the root face, while “ungluing” those faces along dual
edges that are not within distance t from the root in the above sense (see Figure 12). Since any loop in
` is either completely inside or outside Ballt (m, `), we can comfortably view Ballt (m, `) as a submap
of (m, `) containing only the loops of ` that are inside. If the map m• is equipped with a target, i.e. a
marked vertex, then we can consider the hull Ballt (m•, `) B Fill(Ballt (m•, `), (m•, `)) by lling in all
holes not containing the target.
Figure 12: Illustration of the length metric space (X,dfpp) of the loop-decorated map (m, `) of
Figure 4 with the darker shading corresponding to points within a distance t from the root face
(whose node in m† is not drawn here). The corresponding submap Ballt (m, `) ⊂ (m, `) is shown
on the right.
Let (ti )ni=0 be the increasing sequence of times t at which Ballt (m•, `) changes such that t0 = 0 and
Balltn (m•, `) = (m•, `). We also introduce the uniform peeling process on (m•, `) to be the targeted peeling
exploration of (10) with peel algorithm A given by a uniform sampling (independent of everything else)
of an edge A(e) among the active edges Active(e) of a loop-decorated map e with holes. Then we have
the following direct analogue of [17, Proposition 1].
Proposition 3. If (m•, `) ∈ LM(p)• is a xed loop-decorated map with a marked vertex, then the law of
(Ballti (m•, `))ni=0 is equal to that of the explored maps (ei )ni=0 in the uniform peeling process on (m•, `).
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Conditionally on (Ballti (m•, `))i≥0 the time dierences ∆ti B ti+1 − ti for i ≥ 0 are independent and ∆ti is
distributed as an exponential variable with mean 1/(2Pi ).
Let C• ⊂ X be the closed path consisting of all points belonging to dual edges adjacent to the marked
vertex. We denote by dˆfpp(m•, `) = supx ∈C• dfpp(O,x) the maximal distance of the points on this cycle to
the root O ∈ X. It is not hard to see that dˆfpp(m•, `) = inf{t : Ballt (m•, `) = (m•, `)} = tn . Proposition 3
therefore implies the identity in law
dˆfpp(m•, `) (d )=
∞∑
i=0
ei
2Pi
1{Pi>0}, (11)
where (Pi )i≥0 is the perimeter process of the uniform peeling on (m•, `) and (ei )i≥0 are independent
exponential random variables with mean one.
Notice that the denition of dˆfpp(m•, `) diers from that of dfpp(m•, `) given in Section 1.2.2 and
Theorem 4. The latter is given by the minimal distance dfpp(m•, `) = infx ∈C• dfpp(O,x) to the cycle C•
instead of the maximal distance. However, they do not dier much since
0 ≤ dˆfpp(m•, `) − dfpp(m•, `) ≤
∑
e
xe , (12)
where the sum is over the edges e adjacent to the marked vertex.
3 The peeling process for Boltzmann loop-decorated maps
In this section we examine the law of the peeling exploration when applied to a Boltzmann loop-
decorated map. We will describe both the untargeted exploration as well as the targeted exploration of a
pointed Boltzmann loop-decorated map. But rst we summarize the gasket decomposition result of [12].
3.1 Gasket decomposition
Recall from Section 1.2.1 that the gasket g(m, `) of a loop-decorated map (m, `) ∈ LM(p) is obtained from
m by removing all edges intersected by a loop and retaining only the connected component containing
the root. Let us summarize the argument in [12] showing that the gasket of Boltzmann loop-decorated
map is itself a Boltzmann map.
Suppose m′ is an (undecorated) map of perimeter 2p. Given an admissible triple (q,д,n), it is not too
hard to determine the total weight of the set g−1(m′) ⊂ LM(p) of loop-decorated maps (m, `) that have
m′ as their gasket. Indeed, each internal face f of m′ of degree 2k either corresponds to a face of m,
or to the contour of a loop of length 2k in ` (see e.g. Figure 3). In the latter case the partition function
F (k )(q,д,n) gives the total weight of all possible conguration in the interior of the ring. Therefore∑
(m,`)∈g−1(m′)
wq,д,n(m, `) =
∏
f
(
q 1
2 deg(f ) + nд
deg(f )F (
1
2 deg(f ))(q,д,n)
)
,
where the product is over all internal faces of m′. In terms of the eective weight sequence qˆ of (2) this is
equal to ∏
f
qˆ 1
2 deg(f ) = wqˆ(m
′).
The partition function F (p)(q,д,n) therefore satises the identity
F (p)(q,д,n) =
∑
(m,`)∈LM(p)
wq,д,n(m, `) =
∑
m′∈M(p)
wqˆ(m′) =W (p)(qˆ), (13)
which implies in particular thatW (p)(qˆ) < ∞. Hence qˆ is admissible.
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3.2 Untargeted exploration
Let (q,д,n) be an admissible triple and let (m, `) be a (q,д,n)-Boltzmann loop-decorated map of perimeter
2p > 0. It satises the following Markov property, which is a direct generalization of [15, Proposition 6].
Lemma 1 (Markov property). Let (e, `′) be a xed loop-decoratedmap of perimeter 2p with holesh1, . . . ,hk .
If (e, `′) ⊂ (m, `) with positive probability, then conditionally on (e, `′) ⊂ (m, `) the loop-decorated maps
u1, . . . , uk lling in the holes h1, . . . ,hk are distributed as independent (q,д,n)-Boltzmann loop-decorated
maps of perimeters deg(h1), . . . , deg(hk ).
Proof. The rigidity of the gluing operation described in Section 2.1 implies that the set of loop-decorated
maps (m, `) such that (e, `′) ⊂ (m, `) is in bijection with tuples (u1, . . . , uk ) of loop-decorated maps
of perimeters deg(h1), . . . , deg(hk ). Due to the product structure (1), there exists a constant C ≥ 0
depending only on (e, `′) such that
wq,д,n(m, `) = C
k∏
i=1
wq,д,n(u).
If C > 0 then the right-hand side normalizes to a probability distribution on tuples (u1, . . . , uk ) that
agrees with that of independent (q,д,n)-Boltzmann loop-decorated maps. Notice nally that C > 0
precisely when (e, `′) ⊂ (m, `) with positive probability. 
In the following we assume a peel algorithmA is xed, which may be deterministic or probabilistic. In
the latter case we require that conditionally on (e, `′) ⊂ (m, `) the choice of peel edgeA(e, `′) ∈ Active(e)
is independent of (m, `) and thus only depends on the structure of (e, `′). Let
(e0, `0) ⊂ (e1, `1) ⊂ · · · ⊂ (en , `n) = (m, `)
be the associated peeling exploration. Conditionally on (ei , `i ) and e = A(ei , `i ), let us determine the
distribution of (ei+1, `i+1). Notice that in the case of rigid loops in order to specify (ei+1, `i+1) it is
sucient to determine which of the peeling events Gk1,k2 , Ck or Lk,k occurs. If the degree of the hole
incident to e is 2l then with the help of Lemma 1 we easily nd that these probabilities are
P(Gk1,k2 |ei , `i , e) =
F (k1)(q,д,n)F (k2)(q,д,n)
F (l )(q,д,n) for k1 + k2 + 1 = l ,k1,k2 ≥ 0,
P(Ck |ei , `i , e) = qk F
(l+k−1)(q,д,n)
F (l )(q,д,n) for k ≥ 1, (14)
P(Lk,k |ei , `i , e) = nд
2k F (k )(q,д,n)F (l+k−1)(q,д,n)
F (l )(q,д,n) for k ≥ 1,
where we use the convention that F (0)(q,д,n) = 1.
3.3 Targeted exploration of pointed Boltzmann loop-decorated maps
Recall that a pointed (q,д,n)-Boltzmann loop-decorated map (m•, `) of perimeter 2p is a loop-decorated
map with a marked vertex sampled with probability proportional to wq,д,n(m•, `). In order for this to
make sense we need that the pointed partition function
F
(p)
• (q,д,n) B
∑
(m•,`)∈LM(p)•
wq,д,n(m•, `)
is nite. The equivalence with the admissibility of (q,д,n) will be a consequence of Theorem 1. For the
time being we assume the following stronger hypothesis.
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Denition 1 (Strong admissibility). A triple (q,д,n) is called strongly admissible if F (p)• (q,д,n) < ∞ for
all p ≥ 1.
Let (q,д,n) be strongly admissible and (m•, `) a pointed (q,д,n)-Boltzmann loop-decorated map of
perimeter 2p. The equivalent of the Markov property Lemma 1 in the pointed case can be stated as
follows. Let (e, `′) be a xed loop-decorated map of perimeter 2p with a single hole h. If with positive
probability (e, `′) ⊂ (m•, `) and the marked vertex of m• is not an inner vertex of e, where the inner
vertices of e are the vertices that are not incident to a hole, then the pointed map u• lling in the hole h
is distributed as a pointed (q,д,n)-Boltzmann loop-decorated map of perimeter deg(h).
With this Markov property it is again straightforward to study the law of the targeted peeling
exploration (10),
(e0, `0) ⊂ (e1, `1) ⊂ · · · ⊂ (en , `n) = (m•, `),
of a pointed (q,д,n)-Boltzmann loop-decorated map (m•, `) of perimeter 2p. Conditionally on (ei , `i ),
if the half-degree of the hole of ei is Pi = l then the events Ck , Gk,∗, G∗,k , Lk,∗ and L∗,k occur with
probabilities
P(Gk,∗ |ei , `i , e) = P(G∗,k |ei , `i , e) = F
(k )F (l−k−1)•
F (l )•
for 0 ≤ k ≤ l − 1,
P(Ck |ei , `i , e) = qk F
(l+k−1)
•
F (l )•
for k ≥ 1,
P(L∗,k |ei , `i , e) = nд
2k F (k )F (l+k−1)•
F (l )•
for k ≥ 1,
P(Lk,∗ |ei , `i , e) = nд
2k F (l+k−1)F (k )•
F (l )•
for k ≥ 1,
with F (l )• = F
(l )
• (q,д,n) and F (0)• = 1 by convention. Moreover, when a hole of degree 2k is lled in with
a loop-decorated map u, then u is distributed as a (q,д,n)-Boltzmann loop-decorated map of perimeter
2k independently of (ei , `i ).
Notice that after the peeling operation the half-degree Pi+1 of the hole is given by
Pi+1 =

Pi − k − 1 Gk,∗ or G∗,k ,
Pi + k − 1 Ck or L∗,k ,
k Lk,∗.
It follows that the perimeter and nesting process (Pi ,Ni ) of (m•, `) is a Markov process with transition
probabilities given explicitly by
P(Pi+1 = p,Ni+1 = Ni |Pi = l) = F
(p)
•
F (l )•
{
qp−l+1 + nд2(p−l+1)F (p−l+1) p ≥ l ,
2F (l−p−1) p < l ,
(15)
P(Pi+1 = p,Ni+1 = Ni + 1|Pi = l) = F
(p)
•
F (l )•
nд2pF (l+p−1),
where we used (2) and (13). Following [15] we introduce the notation
νqˆ(k) B γ 2kqˆ
{
qˆk+1 k ≥ 0,
2W (−k−1)(qˆ) k < 0.
(16)
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Then the transition probabilities translate into
P(Pi+1 = p,Ni+1 = Ni |Pi = l) =
F
(p)
• γ
−2p
qˆ
F (l )• γ−2lqˆ
νqˆ(p − l), (l > 0,p ≥ 0)
P(Pi+1 = p,Ni+1 = Ni + 1|Pi = l) =
F
(p)
• γ
−2p
qˆ
F (l )• γ−2lqˆ
n
2
(
дγ 2qˆ
)2p
νqˆ(−p − l). (l > 0,p > 0)
(17)
Since qˆ is admissible, it follows from [21, Corollary 23] and [21, Lemma 9] that νqˆ is a probability measure
on Z. Later we will interpret the law (17), in the non-generic critical case дγ 2qˆ = 1, as an h-transform
of a random walk with law νqˆ that is conned to the nonnegative integers by a particular boundary
condition. However, before doing so we are going to consider more general processes of the form (17) in
which qˆ is allowed to be any admissible sequence, not necessarily arising from a strongly admissible
triple (q,д,n).
4 Ricocheted random walks
Suppose ν : Z → R is non-negative and ∑∞k=−∞ ν (k) = 1, such that it denes a probability measure
on Z. We denote by (Wi )i≥0 under Pp the random walk started at p ∈ Z with independent increments
distributed according to ν . The random walk (Wi )i≥0 is said to drift to ±∞ if limi→∞Wi = ±∞ almost
surely. If neither, then the random walk is said to oscillate.
4.1 Wiener-Hopf factorization
The weak ascending ladder epochs (T ≥j ) of the walk (Wi ) correspond to the successive times at which the
walk attains its running maximum, i.e. T ≥0 = 0 and
T ≥j+1 = inf{i > T ≥j :Wi ≥WT ≥j } ∈ Z ∪ {∞} for j ≥ 0.
The weak ascending ladder process (H ≥j ) is then given by H ≥j =WT ≥j provided T
≥
j < ∞ and otherwise
we set H ≥j = † for some cemetery state †. If (Wi ) drifts to −∞ then the process (H ≥j ) denes a defective
random walk, i.e. it has i.i.d. increments in Z and is sent to the cemetery state after a geometrically
distributed number of steps. If (Wi ) oscillates or drifts to∞ then (H ≥j ) is a proper random walk on Z.
Similarly, the strict descending ladder epochs (T <j ) are dened via T <0 = 0 and
T <j+1 = inf{i > T <j :Wi <WT <j } ∈ Z ∪ {∞} for j ≥ 0.
The strict descending ladder process (H<j ) is given by H<j = −WT <j provided T <j < ∞ and otherwise we
set H<j = †. It is a defective random walk if (Wi ) drifts to∞ and proper otherwise.
We dene the characteristic function φ(θ ) and the probability generating functionsG≥(z) andG<(z)
by
φ(θ ) B E0
[
eiθW1
]
, G≥(z) B E0
[
zH
≥
1 1{H ≥1 ,†}
]
, G<(z) B E0
[
zH
<
1 1{H <1 ,†}
]
.
A classic result in random walks (see e.g. [30, Section XVIII.3]) is that φ(θ ) satises the Wiener-Hopf
factorization
1 − φ(θ ) = (1 −G≥(eiθ ))(1 −G<(e−iθ )), (18)
which is valid for any real θ .
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4.2 Admissibility criteria
Let h↓0 : Z→ R be dened by
h↓0(p) B 4−p
(
2p
p
)
1{p≥0} .
We say h↓0 is ν -harmonic on N if
∞∑
k=−∞
h↓0(l + k)ν (k) = h↓0(l) for all l ≥ 1.
In [15] it was realized that the mapping qˆ 7→ νqˆ in (16) determines a one-to-one correspondence between
admissible weight sequences qˆ and laws ν for which h↓0 is ν-harmonic on N. More precisely, we have
the following.
Proposition 4. Let ν : Z → R be a probability measure on Z with ν (−1) > 0. Then the following are
equivalent:
(i) ν = νqˆ for some admissible sequence qˆ.
(ii) The function h↓0 is ν -harmonic on N.
(iii) The strict descending ladder process of the random walk (Wi ) with law ν has probability generating
function
G<(z) = 1 − √1 − z.
Proof. The equivalence of (i) and (ii) is a direct consequence of [15, Proposition 3 & 4]. It remains to
prove the equivalence of (ii) and (iii). In both cases we may assume that (Wi ) does not drift to∞. This
follows from [15, Proposition 4] in case (ii) and from G<(1) = 1 in case (iii), since that implies that
the strict descending ladder process (H<j ) is proper. If (Wi ) does not drift to∞, then (ii) is equivalent
to h↓0(p) being the probability under Pp that (Wi ) hits the non-positive integers at 0. In terms of the
strict descending ladder process this is equivalent to h↓0(p) = P0((H<j ) visits p). Since (H<j ) is a renewal
process, its law is characterized precisely by these probabilities for all p ≥ 1. Hence, it suces to check
that h↓0(p) = P0((H<j ) visits p) is satised when G<(z) = 1 −
√
1 − z. Indeed we may explicitly calculate
P0((H<j ) visits p) =
∞∑
j=0
P0(H<j = p) =
∞∑
j=0
[zp ](G<(z))j = [zp ] 11 −G<(z) = [z
p ] 1√
1 − z
= h↓0(p),
proving the equivalence of (ii) and (iii). 
To ease the exposition we use the following terminology.
Denition 2. ν : Z→ R is admissible i it satises any of the conditions of Proposition 4.
We see that the law of the strict descending ladder process is universal in the sense that it is shared by
any admissible law ν . This will be quite useful in the following. We introduce the functions Hl : Z→ R
for l ≥ 0 by setting
Hl (p) = p
l + p
h↓0(p)h↓0(l) 1{p>0} + 1{l=p=0},
such that H0 = h↓0 .
Lemma 2. If ν is admissible, then for l ≥ 0,p ≥ 1 we have
Pp [(Wi ) hits Z≤0 at − l] = Hl (p).
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Proof. Let us denote
Pl (p) = P0[(H<i ) hits {p,p + 1, . . .} at p + l]
and Pl (0) = 1{l=0}. We aim to show that Pl (p) = Hl (p). To this end we notice that for p,k ≥ 0 we have
the decomposition
P0[(H<i ) visits p + k] =
k∑
l=0
P0[(H<i ) hits {p,p + 1, . . .} at p + l] P0[(H<i ) visits k − l],
which implies that Pl (p) satises
h↓0(p + k) =
k∑
l=0
Pl (p)h↓0(k − l) for all p,k ≥ 0.
We can rewrite this as an equation for the generating function P(x ,y) := ∑∞p=0 ∑∞l=0 Pl (p)x lyp , which
necessarily converges for |x |, |y | < 1, as follows. Since ∑∞p=0 h↓0(p)xp = 1/√1 − x for |x | < 1, we have
P(x ,y)√
1 − x
=
∑
k,p≥0
k∑
l=0
Pl (p)h↓0(k − l)xkyl =
∑
k,p≥0
h↓0(p + k)xkyp
=
∞∑
l=0
l∑
p=0
h↓0(l)x l−pyp =
∞∑
l=0
h↓0(l)
(
x l+1 − yl+1
x − y
)
=
x√
1−x −
y√
1−y
x − y .
To nd the coecients Pl (p), notice that this implies that
(x∂x + y∂y )P(x ,y) = y∂y
(
1√(1 − x)(1 − y)
)
,
and therefore (p + l)Pl (p) = p h↓0(p)h↓0(l) for l ,p ≥ 0. Combining with the fact that P0(0) = 1, this shows
that Pp (l) = Hp (l) as claimed. 
For future reference, let us note that the proof of Lemma 2 shows that Hl (p) has the generating
function
∞∑
p=0
∞∑
l=0
Hl (p)x lyp =
x − y
√
1−x
1−y
x − y . (|x |, |y | ≤ 1,y , 1), (19)
which should be understood as 12 (1 + 1/(1 − x)) when y = x .
4.3 Ricocheted random walks
For a general probability distribution ν on Z and a constant p ∈ [0, 1] we dene the p-ricocheted random
walk to be a Markov process (W ∗i ,N ∗i )i≥0 on Z2 started at (k, 0) under P∗k with the transition probabilities
P∗k (W ∗i+1 = l ,N ∗i+1 = N ∗i |W ∗i = p) =
(
1 − p 1{l<0}
)
ν (l − p), (p ≥ 0, l ∈ Z)
P∗k (W ∗i+1 = l ,N ∗i+1 = N ∗i + 1 |W ∗i = p) = p ν (−l − p), (p ≥ 0, l > 0) (20)
P∗k (W ∗i+1 = p,N ∗i+1 = N ∗i |W ∗i = p) = 1. (p ≤ 0)
One should think of this process as a random walk with law ν on N with a special boundary condition
whenever it is about to jump outsideN to, say, −k < 0: with (independent) probability 1−p it “penetrates”
the “wall” Z≤0 and the process is trapped at −k forever; otherwise with probability p it “ricochets o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Figure 13: A p-ricocheted random walk (W ∗i ,N ∗i )i≥0 that is eventually trapped at (W ∗∞,N ∗∞) =
(−2, 2).
the wall” (like a bullet) and lands at k ; upon hitting 0 the process is trapped with probability 1. The
process (N ∗i ) simply counts the number of ricochets that have occurred so far. If the process is trapped
eventually, then we denote by (W ∗∞,N ∗∞) its nal position (see Figure 13).
To any such ricocheted walk (W ∗i ,N ∗i )i≥0 we can associate the ricochet sequence (`∗n)n≥0 that keeps
track of the sizes of ricochets. To be precise, we let `∗0 =W ∗0 and for 1 ≤ n ≤ N ∗∞ set `∗n =W ∗i if the
nth ricochet occurs at the ith step (i.e. N ∗i−1 = n − 1 and N ∗i = n). If n > N ∗∞ then we set `∗n =W ∗∞. The
sequence (`∗n)mn=0 is seen to be a Markov process with transition probabilities given by
P∗k (`∗n+1 = l | `∗n = p) = p Pp ((Wi ) hits Z≤0 at − l), (l > 0,p > 0)
P∗k (`∗n+1 = −l | `∗n = p) = (1 − p1l>0)Pp ((Wi ) hits Z≤0 at − l), (l ≥ 0,p > 0)
P∗k (`∗n+1 = p | `∗n = p) = 1, (p ≤ 0)
where (Wi ) under Pp is a random walk with law ν started at p > 0.
Let us now look at admissible laws ν . By Lemma 2 the law of the ricochet sequence (`∗n)n≥0 is
P∗k (`∗n+1 = l | `∗n = p) = pHl (p)1{l ≥0} + (1 − p)H |l |(p)1{l ≤0}, (p > 0, l ∈ Z)
P∗k (`∗n+1 = p | `∗n = p) = 1, (p ≤ 0)
(21)
and is thus independent of ν .
Lemma 3. If ν is admissible and p ∈ [0, 1], then the p-ricocheted random walk almost surely gets trapped
in nite time.
Proof. This is clear in the case p < 1, since the random walk (Wi )i does not drift to∞ and each time it is
about to hit Z≤0 it is trapped with probability at least 1 − p. We could prove the case p = 1 by using a
convenient choice of law ν and relying on recurrence criteria of random walks on Z. Instead we refer to
Proposition 7 below which relates the ricochet sequence to certain alternations of a simple random walk
on Z2. Since the simple random walk is recurrent the ricochet sequence almost surely gets trapped at 0.
The same is thus true for the 1-ricocheted random walk. 
It turns out that the probability that the p-ricocheted random walk gets trapped at 0 is given precisely
by the family (5) of functions h↓p : Z≥0 → R introduced in the introduction.
Proposition 5. If ν is admissible and p ∈ [0, 1], then the probability that the p-ricocheted random walk
(W ∗i ,N ∗i )i≥0 gets trapped at 0 is
P∗p (W ∗∞ = 0) = h↓p(p). (22)
Moreover, the functions h↓p satisfy the following properties:
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(i) for p ∈ (−1, 1) it has generating function
∞∑
p=0
h↓p(p)x2p =
1
1 + p [p + cosh (2(b − 1)arctanhx)] (|x | ≤ 1,x , ±1), (23)
(ii) p→ h↓p(p) is analytic on (−1, 1) and continuous on [−1, 1] for all p ≥ 0;
(iii) h↓p(p) ∈ (0, 1] for all p ∈ [0, 1] and p ≥ 0;
(iv) for p ∈ (−1, 1] it satises the asymptotics
h↓p(p) p→∞∼ rp p−b with rp = 2Γ(b)
4−b
pi
√
1 − p
1 + p , (24)
uniformly in p in any compact subinterval.
Proof. Let us start by verifying (i)-(iv). The expression (23) is even and analytic in x ∈ (−1, 1) and can be
rewritten as
1
p + 1 [p + cosh (2(b − 1)arctanhx)] =
1
p + 1
[
p +
1
2
(
1 − x
1 + x
)1−b
+
1
2
(
1 − x
1 + x
)b−1]
. (25)
The coecient of x0 is clearly equal to h↓p(0) = 1 while the coecient of x2l for l ≥ 1 equals
1
p + 1
[
x2l
] (1 − x
1 + x
)1−b
=
1
p + 1
2l∑
k=0
(−1)k Γ(2 − b)
Γ(k + 1)Γ(2 − b − k)
Γ(b)
Γ(2l − k + 1)Γ(b − 2l + k) (26)
=
1
p + 1
Γ(b)
Γ(2l + 1)Γ(b − 2l)
2l∑
k=0
(
2l
k
) (b − 1)k
(b − 2l)k
=
1
p + 1
Γ(b)
Γ(2l + 1)Γ(b − 2l) 2F1(−2l ,b − 1;b − 2l ;−1) = h
↓
p(l),
where (a)k := Γ(a + k)/Γ(a) is the (rising) Pochhammer symbol. This proves (i).
We also notice from (26) that (p + 1)h↓p(p) is a polynomial in b = 1pi arccosp for any p ≥ 1. Therefore
h↓p(p) is analytic in p ∈ (−1, 1). Using the generating function it is straightforward to check that the
limiting values of h↓p(p) as p→ ±1 are given by those of (5). This shows that (ii) is also granted. Part
(iii) will be a direct consequence of the main identity (22) and the fact that P∗p (W ∗∞ = 0) > 0 for all p ≥ 0.
The singular behaviour of (25) as x → ±1 is
p
1 + p + 2
4−b
1 + p (1 − x
2)1−b + o(1),
where the error is uniform in p in any compact subinterval of (−1, 1]. Transfer theorems then imply the
asymptotics of (iv).
If p = 0 then by Proposition 2 we have P∗p (W ∗∞ = 0) = H0(p) which agrees with h↓0(p). If p = 1 then
Lemma 3 implies P∗p (W ∗∞ = 0) = 1 = h↓1(p) for every p ≥ 0. In the following we therefore concentrate on
proving (22) in the case 0 < p < 1.
Let us denote Pp(p) = P∗p (W ∗∞ = 0) the sought-after probability. From the transition probabilities (21)
it follows that it can be expressed as
Pp(p) =
∞∑
N=0
pN
∑
(p1, ...,pN )∈ZN>0
H0(p1)Hp1(p2) · · ·HpN−1(pN )HpN (p). (27)
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Since the second sum is bounded by 1 it follows that Pp(p) is analytic in p around 0 for all p. It is easy to
see that Pp(p) is the unique such analytic solution to the system of equations
Pp(p) = H0(p) + p
∞∑
l=1
Pp(l)Hl (p) (l ≥ 0). (28)
According to (ii) h↓p(l) is analytic in p around 0, so it suces to check that Pp(p) = h↓p(p) solves (28).
By changing variables x = tanh2 η andy = tanh2 σ in (19) we deduce that for η,σ ∈ R+i[−pi/4,pi/4],∑
p,l ≥1
Hp (l)(tanhη)2p (tanhσ )2l = coshσ coshηcoshσ + coshη (coshσ − 1)
(
1 − 1coshη
)
,
while ∞∑
l=1
H0(l)(tanhσ )2l = coshσ − 1.
For anym ∈ Z we have
1{m=0} =
1
2pi
∫ 2pi
0
eimθdθ = i
pi
∫ ∞
−∞
tanh2m(x + pii/4)
sinh(x + pii/4) cosh(x + pii/4)dx ,
where we made the change of variables eiθ = tanh2(x + pii/4). By settingm = l − k , this implies that for
any l ,k ∈ Z,
i
pi
∫
R+ pi i4
dη (tanhη)
2l (tanh η¯)2k
sinhη coshη = 1{l=k },
where the integration is over the line Im(η) = pi/4. Writing f (l) B p∑∞p=1 h↓p(p)Hp (l) and using (23) this
allows us to express for σ > 0,
∞∑
l=1
f (l)(tanhσ )2l = i
pi
p
p + 1 coshσ (coshσ − 1)
∫
R+ pi i4
dη 1sinhη
(
1 − 1coshη
)
cosh(2(b − 1)η¯)
coshσ + coshη
=
i
2pi
p
p + 1 coshσ (coshσ − 1)
[
e(1−b)pi i I (σ ,b − 1) + e(b−1)pi i I (σ , 1 − b)
]
, (29)
where we dened
I (σ ,a) :=
∫
R+ pi i4
dη 1sinhη
(
1 − 1coshη
)
exp(2aη)
coshσ + coshη .
The latter can be evaluated by noting that a shift in the contour fromR+ pi i4 toR− 7pi i4 results in an integral
equal to exp(−4piia)I (σ ,a). The integrand is analytic and falls o suciently fast as Re(η) → ±∞, while
the only poles in the region Im(η) ∈ [−7pi/4,pi/4] are located at η = −pi i2 ,−pii,− 3pi i2 ,−pii ± σ with
respective residues
exp(−apii)
coshσ ,
2 exp(−2apii)
1 − coshσ ,
exp(−3apii)
coshσ ,
exp(−2apii ± 2aσ )
coshσ (coshσ − 1) .
By the residue theorem the dierence between the two integrals is(
e−4api i − 1) I (σ ,a) = 2piie−2api i [2 cos(pia)coshσ + 21 − coshσ + 2 cosh(2aσ )coshσ (coshσ − 1) ] .
Hence
I (σ ,a) = − 2pisin(2pia)
[
cos(pia)
coshσ +
1
1 − coshσ +
cosh(2aσ )
coshσ (coshσ − 1)
]
.
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Plugging into (29) yields
∞∑
l=1
f (l)(tanhσ )2l = p
p + 1
coshσ (coshσ − 1)
cos(pib)
[− cos(pib)
coshσ +
1
1 − coshσ +
cosh(2(b − 1)σ )
coshσ (coshσ − 1)
]
=
p
p + 1 +
1
p + 1 cosh(2(b − 1)σ ) − cosh(σ ) =
∞∑
l=1
(h↓n(l) − H0(l))(tanhσ )2l ,
implying f (l) + H0(l) = h↓n(l) for l ≥ 1 as desired. 
4.4 Conditioning to be trapped at 0
By comparing the probability P∗p (W ∗∞ = 0) before and after the rst step of the ricocheted walk, we
deduce that h↓p satises for p > 0,
∞∑
l=0
h↓p(l)
(
ν (l − p) + p1{l>0}ν (−l − p)
)
= h↓p(p). (30)
Let us dene thep-ricocheted random walk conditioned to be trapped at 0 to be the process (W ↓i ,N ↓i )i≥0
under P↓p that has the law of the p-ricocheted random walk (W ∗i ,N ∗i )i≥0 conditional onW ∗∞ = 0 under
P∗p . Then (W ↓i ,N ↓i )i≥0 is the Markov process obtained from (W ∗i ,N ∗i )i≥0 by the h-transform with respect
to the harmonic function (p,n) → h↓p(p)1{p≥0}, i.e.
P↓k (W
↓
i+1 = l ,N
↓
i+1 = N
↓
i |W ↓i = p) =
h↓p(l)
h↓p(p)
ν (l − p), (p > 0, l ≥ 0)
P↓k (W
↓
i+1 = l ,N
↓
i+1 = N
↓
i + 1|W ↓i = p) =
h↓p(l)
h↓p(p)
p ν (−l − p), (p > 0, l > 0) (31)
P↓k (W
↓
i+1 = 0,N
↓
i+1 = N
↓
i |W ↓i = 0) = 1.
Since (W ∗i ,N ∗i )i≥0 is almost surely trapped after a nite time, the same is true for (W ↓i ,N ↓i )i≥0, i.e., almost
surelyW ↓i = 0 for some nite i . The ricochet sequence of (W ↓i ,N ↓i )i≥0 is denoted (`↓n)∞n=0, for which the
transition probabilities follow from (21),
P↓k (`
↓
n+1 = l | `↓n = p) =
h↓p(l)
h↓p(p)
pHl (p) +
h↓0(p)
h↓p(p)
(1 − p)1{l=0}, (p > 0, l ≥ 0)
P↓k (`
↓
n+1 = 0 | `↓n = 0) = 1.
(32)
One may already observe the similarity between (31) and the transition probabilities (17) of the
perimeter process of a strongly admissible triple (q,д,n) ∈ Dwhen ν = νqˆ andp = n/2. We could proceed
to prove that F (p)• γ−2p = h
↓
•(p) by showing that both sides dene harmonic functions for (W ∗i ,N ∗i )i≥0
and relying on a uniqueness argument. Instead we will observe that F (p)• γ−2p = h
↓
•(p) holds for any
admissible triple (q,д,n) as a consequence of the proof of Theorem 1 presented in Section 5 below.
4.5 Nesting and winding statistics
The explicit law (32) of the ricochet sequence show that the law of the total number N ↓∞ of ricochets
only depends on p and not on ν .
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Proposition 6. Let ν be admissible, p ∈ (0, 1], and (W ↓i ,N ↓i )i≥0 be the p-ricocheted random walk of law ν
conditioned to be trapped at 0. Then the total number N ↓∞ of ricochets has probability generating function
E↓k [xN
↓
∞] = h
↓
xp(k)
h↓p(k)
, x ∈ [−1/p, 1/p]. (33)
If p = 1 it satises the convergence in distribution
N ↓∞
1
pi 2 log
2 k
(d)−−−−→
k→∞
L, (34)
where L is a Lévy random variable with density e−1/(2x )/√2pix3 dx . For p < 1 we have the convergence in
probability
N ↓∞
logk
(p)−−−−→
k→∞
p
pi
√
1 − p2
and the large deviation property
log P↓k
[
N ↓∞ < λ logk
]
logk
k→∞−−−−→ − 1
pi
Jp(piλ) for 0 < λ < p√
1−p2
,
log P↓k
[
N ↓∞ > λ logk
]
logk
k→∞−−−−→ − 1
pi
Jp(piλ) for λ > p√
1−p2
,
where
Jp(x) = x log
(
x
p
√
1 + x2
)
+ arccotx − arccosp.
Proof. It is easily seen, e.g. from (27), that for p ∈ (0, 1] we have
P∗k (W ∗∞ = 0,N ∗∞ = n) = pn[xn]h↓x (k)
The conditioning of the p-ricocheted random walk to be trapped at 0 corresponds to an h-transform
with respect to h↓p . Therefore
P↓k (N
↓
∞ = n) =
h↓p(0)
h↓p(k)
P∗k (W ∗∞ = 0,N ∗∞ = n) =
pn
h↓p(k)
[xn]h↓x (k).
We conclude that the generating function of N ↓∞ satises (33).
If p = 1 then according to Proposition 5(iv) we have for any λ ≥ 0 as k →∞,
E↓k
[
exp
(
−λpi
2N ↓∞
log2 k
)]
∼ r1k−
1
pi arccos exp
(
− pi 2λ
log2 k
)
∼ k−
1
pi
√
2pi 2λ
log2 k = e−
√
2λ ,
but that is precisely the Laplace transform of the Lévy random variable with density e−1/(2x )/√2pix3 dx .
We may therefore conclude the convergence in distribution The convergence in distribution (34) thus
follows.
If p ∈ (0, 1) Proposition 5(iv) shows that
E↓k [xN
↓
∞] = h
↓
xp(k)
h↓p(k)
= A(x)B(x)logk (1 + o(1))
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with the error uniform in a neighbourhood of x = 1, where
A(x) B rxp
rp
, B(x) B eb− 1pi arccos(px ).
Since A(x) and B(x) are analytic around x = 1, A(1) = B(1) = 1, and B′′(1) + B′(1) − B′(1)2 , 0, it
follows from [31, Theorem IX.8] that N ↓∞/logk converges in probability to B′(1) = p/(pi
√
1 − p). A
simple calculation shows furthermore that for λ > 0,
inf
x ∈(0,1/p)
log
(
B(x)
xλ
)
=
1
pi
Jp(piλ).
The large deviations property then follows from [31, Theorem IX.15]. 
In the case p = 1 we have a surprising interpretation of the ricochet sequence (`↓n)n≥0 and thus of
the number N ↓∞ of ricochets. Let (Xi )i≥0 be a simple random walk on Z2 started at (k,k) for some x ≥ 1.
Denote the positive and negative diagonals by ∆± B {(y,y) : ±y ≥ 0}. We dene the alternation times
(tn)n≥0 by setting t0 = 0 and ti+1 = inf{t ≥ ti : Xt ∈ ∆−} for i even and ti+1 = inf{t ≥ ti : Xt ∈ ∆+} for
i odd. The alternation sequence (xn)n≥0 is dened by setting xn equal to the absolute value of the rst
coordinate of Xtn (see Figure 14).
Figure 14: An example of a walk (Xi ) with two alternations between the diagonals.
Proposition 7. For ν admissible and p = 1 the ricochet sequence (`↓n)n≥0 under P↓k is identical in law to
the alternation sequence (xn)n≥0 of a simple random walk on Z2 started at (k,k).
Proof. Since the law of the ricochet sequence does not depend on ν , we may restrict to one particular
admissible law ν . To this end dene ν (k) for k ∈ Z to be probability that the random walk (Xi )i≥0 on Z2
started at the origin returns to the (full) diagonal for the rst time at (k,k). By summing the probabilities
that this happens after n ≥ 1 steps we arrive at the corresponding characteristic function
φ(θ ) =
∞∑
n=1
4−2n 2Cn−1 (eiθ/2 + e−iθ/2)2n = 1 − | sin(θ/2)| = 1 − 12
√
1 − eiθ
√
1 − e−iθ ,
where Cn = 1n+1
(2n
n
)
are the Catalan numbers. The uniqueness of the Wiener-Hop factorization (18)
implies that G<(z) = 1 − √1 − z and we conclude by Proposition 4 that ν is admissible.
Let us look at the sequence (yi )i≥0 of rst coordinates of the points at which the simple random walk
(Xi )i≥0 intersects the diagonal when started at (k,k). Clearly the increments of (yi )i≥0 are independent
and distributed according to the symmetric law ν . A quick look at (31) reveals that the 1-ricocheted
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random walk (W ↓i ,N ↓i )i≥0 is identical in law to (|yi |,ni )i≥0 until yi = 0, where ni is the number of
sign changes in y0, . . . ,yi . The corresponding ricochet sequence therefore agrees with the alternation
sequence (xn)n≥0. 
Remark 1. The explicit measure ν appearing in the proof is one of the few symmetric admissible measures,
which were already determined in [15, Section 6.1] in the more general non-bipartite setting. Here we have
ν (k) = 2
pi
1
4k2 − 1 + 1{k=0} .
Since ν (k − 1) ≥ ν (−k − 1) we will see in Section 5 that there exists an admissible triple (q,д,n) given by
qk =
(
ν (−1)
2
)k−1
(ν (k − 1) − ν (−k − 1)) = (3pi )1−k 2k(k − 32 )4
+ 1{k=1}, д =
1
3pi , n = 2,
such that the perimeter and nesting process of the pointed (q,д,n)-Boltzmann loop-decorated map has the
law of (W ↓i ,N ↓i )i≥0
(d)
= (|yi |,ni )i≥0.
In particular, the total number of alternations of the simple random walk started at (k,k) before
hitting the origin is equal in law to the number N ↓∞ of ricochets under P
↓
k . We will now show that this is
all we need to know to study the distribution of the winding angle of (Xi ).
Proof of Theorem 6. Let θi be the winding angle around the origin of the walk (Xi ) up to time i . Condi-
tionally on the number N of alternations of (Xi ), the sequence (θtn )Nn=0 has the distribution of a simple
random walk on piZ started at 0. Indeed, in between alternation times tn and tn+1 the walk travels from
the positive to the negative diagonal or vice versa, incrementing the winding angle by θtn+1 − θtn = ±pi .
By symmetry the increments pi and −pi occur with equal probability and independently of previous
increments. Finally, the last section of the path from (xN ,xN ) to the origin yields a contribution ± 34pi or
± 14pi with the sign again uniformly distributed. Hence,
E
[
eiβ [Θ]
N ] = eiβpi /2 + e−iβpi /22 (eiβpi + e−iβpi2 )N
= cos
(
pi β
2
)
cosN (piβ) .
Using the relation to the number of ricochets and (33), we thus nd
E
[
eiβ [Θ]
]
=
∞∑
N=0
cos
(
pi β
2
)
E↓k
[
cosN
↓
∞ (piβ)
]
= cos
(
pi β
2
)
h↓cos(pi β )(k).
Using Proposition 5(iv) and the fact that rp → 1 as p→ 1, we nd for k suciently large
E
[
exp
(
i
β[Θ]
logk
)]
= cos
(
piβ
2 logk
)
h↓
cos
(
pi β
logk
) (k)
k→∞∼ k−|β |/log(k ) = e−|β |,
where we used that 1pi arccos(cos( pi βlogk )) = |β |/logk . Since β → e−|β | is the characteristic function of
the standard Cauchy random variable C, we obtain the convergence in distribution [Θ]/logk (d)−−−−→
k→∞
C.
The same result holds with [Θ] replaced by Θ, because ([Θ] −Θ)/logk converges to 0 in probability, 
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5 Proof of Theorem 1
Suppose qˆ is admissible and д ≥ 0, n ∈ (0, 2] are such that
qk = qˆk − nд2kW (k )(qˆ) ≥ 0 for all k ≥ 1. (35)
Equivalently, qˆk = ( 12ν (−1))k−1ν (k − 1) for an admissible law ν that satises for k ≥ 1
ν (k − 1) ≥ n2
(
2д
ν (−1)
)2k
ν (−k − 1). (36)
In particular this implies that д ≤ ν (−1)/2 = γ−2qˆ .
Our strategy will be to explicitly construct a random loop-decorated map that we will demonstrate
to be distributed as a (q,д,n)-Boltzmann loop-decorated map, where q is given by (35). To this end we
rely on the fact already observed in Section 2.3 that one may specify a loop-decorated map (m, `) of
perimeter 2p by xing a (deterministic) peel algorithm A and providing a valid sequence of peeling
events among Gk1,k2 ,Ck , Lk,k .
Let (e0, `0) be the hollow map of perimeter 2p. Iteratively we construct the random sequence
(e0, `0) ⊂ (e1, `1) ⊂ (e2, `2) ⊂ · · · (37)
by letting (ei+1, `i+1) = (ei , `i ) if ei has no holes and otherwise (ei+1, `i+1) is obtained from (ei , `i ) by
one of the peeling events. If the peel edge A(ei ) is incident to a hole of degree 2l , we choose the event
E ∈ {Gk1,k2 ,Ck , Lk,k } with to-be-determined probability Pl (E) independently of everything else. We
make an educated guess for the probabilities Pl (E) by expressing the corresponding probabilities (14)
for the peeling process of (q,д,n)-Boltzmann loop-decorated maps in terms of νqˆ (assuming (q,д,n) is
admissible). This leads us to the choice
Pl (Gk1,k2) =
ν (−k1 − 1)ν (−k2 − 1)
2ν (−l − 1) for k1 + k2 + 1 = l ,k1,k2 ≥ 0,
Pl (Ck ) =
(
ν (k − 1) − n2
(
2д
ν (−1)
)2k
ν (−k − 1)
)
ν (−l − k)
ν (−l − 1) for k ≥ 1, (38)
Pl (Lk,k ) = n2
(
2д
ν (−1)
)2k
ν (−k − 1)ν (−l − k)
ν (−l − 1) for k ≥ 1.
These are nonnegative because of (36). To see that they sum to one, one may observe that the sum is
independent of n and that for n = 0 these are precisely the probabilities of the events Gk1,k2 and Ck
occurring in the peeling process of a qˆ-Boltzmann planar map. Since the events with non-vanishing
probability are always valid, (37) is a well-dened random innite sequence of loop-decorated maps
with holes.
Proposition 8. The sequence (37) stabilizes almost surely and therefore gives rise to a well-dened random
loop-decorated map (m, `) of perimeter 2p.
The proof will rely on the identication of an explicit superharmonic function for the process (37).
For a loop-decorated planar map (e, `) with holes set
V (e, `) = |e| +
∑
h
f ↓(deg(h)/2) with f ↓(p) B ν (−1)h
↓
p(p)
ν (−p − 1) , (39)
where |e| is the number of inner vertices of e, i.e. the vertices not incident to a hole, and we set p = n/2.
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Lemma 4. We have
E[V (ei+1, `i+1)|(ei , `i )] ≤ V (ei , `i )
with equality if д = ν (−1)/2.
Proof. Let (ei , `i ) be xed and suppose that the peel edge A(ei ) is incident to a hole h of degree 2p. Then
V (ei+1, `i+1) −V (ei , `i ) = −f ↓(p) + |ei+1 | − |ei | +
∑
h′
f ↓( 12 deg(h′)),
where the sum is over the (zero, one or two) holes h′ of ei+1 that originate from the peeling operation
on the hole h. Depending on the event this equals
V (ei+1, `i+1) −V (ei , `i ) = −f ↓(p) +

f ↓(k1) + f ↓(k2) in case Gk1,k2 ,
f ↓(p + k − 1) in case Ck ,
f ↓(p + k − 1) + f ↓(k) in case Lk,k ,
where we used that |ei+1 | , |ei | only in case of Gl−1,0 or G0,l−1 in which case the contribution |ei+1 | − |ei |
is accounted for by the fact that f ↓(0) = 1. Using the probabilities (38) and the denition (39) we nd
E[V (ei+1, `i+1) −V (ei , `i )|(ei , `i )] =
= −f ↓(p) + 2
p−1∑
k1=0
ν (k1 − p)ν (−1)h↓p(k1)
2ν (−p − 1) +
∑
k≥1
ν (k − 1)ν (−1)h↓p(p + k − 1)
ν (−p − 1)
+ p
∑
k≥1
(
2д
ν (−1)
)2k ν (−p − k)ν (−1)h↓p(k)
ν (−p − 1)
=
ν (−1)
ν (−p − 1)
(
−h↓p(p) +
∞∑
k=0
h↓p(k)
(
ν (k − p) +
(
2д
ν (−1)
)2k
p1{k>0}ν (−k − p)
))
.
The claim then follows from (30) and the fact that д ≤ ν (−1)/2. 
Proof of Proposition 8. One may check that there exists a c > 0 such that Pl (G0,l−1) > c uniformly in l .
This means that, as long as there is at least one hole, at each step the number of inner vertices increases
with a probability at least c . Therefore, for any j ≥ 0 we have
f ↓(p) = E[V (e0, `0)] ≥ E[V (ej , `j )] ≥ E[|ej |] ≥ j c P[ej has at least one hole]. (40)
But this implies that the probability that the peeling exploration has not stabilized after j steps is O(j−1),
hence it stabilizes after an almost surely nite time. 
Lemma 5. The probability of obtaining any particular loop-decorated map (m, `) of perimeter 2p in this
way is
wq,д,n(m, `)
W (p)(qˆ) .
Proof. A loop-decorated map (m, `) corresponds to a unique nite sequence E1, . . . , Em of events in
{Gk1,k2 ,Ck , Lk,k }. The probability of such a sequence occurring can be deduced from (38) to be
ν (−1) |m |
ν (−p − 1)
m∏
i=1

1
2 if Ei = Gk1,k2 ,
ν (k − 1) − n2
(
2д
ν (−1)
)2k
ν (−k − 1) if Ei = Ck ,
n
2
(
2д
ν (−1)
)2k
if Ei = Lk,k ,
(41)
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where |m | is the number of vertices of m. This can be seen by observing that all factors of ν (−k − 1)
with k ≥ 1 appearing in the probabilities (38) cancel in the product, except for an overall 1/ν (−p − 1) in
Pp (E1). A factor of ν (−1) is produced by G0,k2 or Gk1,0 for each vertex of m.
Since each step adds exactly one inactive edge that is not crossed by a loop,m = |Edges(m)| − |`|
where |`| is the total length of all the loops. Among them events there is exactly one Ck for each internal
face f of m of degree 2k that is not visited by a loop, and one Lk,k for each loop of length 2k . This allows
us to rewrite (41) as
ν (−1) |Vertices(m) |
ν (−p − 1)
( 1
2
) |Edges(m) |− |` | [∏
f
2
(
ν (−1)
2
)1− 12 deg(f )
q 1
2 deg(f )
] [∏
`∈`
n
(
2д
ν (−1)
) |` | ]
.
With the help of Euler’s formula this reduces to
2
ν (−p − 1)
(
ν (−1)
2
)p [∏
f
q 1
2 deg(f )
] [∏
`∈`
nд |` |
]
=
wq,д,n(m, `)
W (p)(qˆ) ,
as claimed. 
Proposition 8 and Lemma 5 together imply that
F (p)(q,д,n) =
∑
(m,`)∈LM(p)
wq,д,n(m, `) =W (p)(qˆ).
Hence, (q,д,n) is an admissible triple and our random loop-decorated map (m, `) is distributed as a
(q,д,n)-Boltzmann loop-decorated map of perimeter 2p. Moreover, it follows from (40) that the expected
number of vertices of m is at most f ↓(p). This nishes the proof of Theorem 1.
5.1 Corollaries
Let us discuss a few consequences. The rst one is direct:
Corollary 1. If (q,д,n) is admissible and n ∈ [0, 2] then (q,д,n) is strongly admissible in the sense of
Denition 1.
If (q,д,n) is non-generic critical, meaning that д = ν (−1)/2 = γ−2qˆ , then it follows from Lemma 4
that f ↓(p) is exactly the expected number of vertices in the (q,д,n)-Boltzmann loop-decorated map. In
that case
F
(p)
• (q,д,n) = f ↓(p)F (p)(q,д,n) = γ 2pqˆ h↓n2 (p), (42)
with h↓p(p) given explicitly in Proposition 5.
Proposition 9. If (q,д,n) ∈ D is non-generic critical (dilute or dense) with exponent α , then the number
|m | of vertices of a (q,д,n)-Boltzmann loop-decorated map (m, `) of perimeter 2p has expectation value
E(p)[|m |] =
γ
2p
qˆ h
↓
n/2(p)
F (p)(q,д,n)
p→∞∼ C pmax(2,2α−1) (43)
for some C > 0.
Proof. The expression for the expectation value is given in (42), while Proposition 5(iv) and (3) provide
the asymptotics. 
Comparing the transition probabilities (17) to (31) using with (42) we may also conclude the following.
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Proposition 10. If (q,д,n) is non-generic critical, then the perimeter and nesting process (Pi ,Ni )i≥0 of the
pointed (q,д,n)-Boltzmann loop-decorated map of perimeter 2p is equal in distribution to the n2 -ricocheted
random walk (W ↓i ,N ↓i )i≥0 of law νqˆ conditioned to be trapped at 0 under P↓p .
In particular, we may now wrap up Theorem 5.
Proof of Theorem 5. With the help of Proposition 10 the results of Proposition 6 on the number of
ricochets directly translate into the same properties for the number of nested loops. 
6 Ricocheted stable processes
6.1 Denition
Let
A = {(θ , ρ) : θ ∈ (0, 1), ρ ∈ (0, 1)} ∪ {(θ , ρ) : θ ∈ (1, 2), ρ ∈ (1 − 1/θ , 1/θ )}.
For (θ , ρ) ∈ A let (St )t ≥0 be the θ -stable Lévy process started at 0 with positivity parameter ρ. More
precisely, (St )t ≥0 is characterized by
E exp(iλSt )) = exp(−tψ (λ)),
with characteristic exponent
ψ (λ) := epi iθ ( 12−ρ)λθ1{λ>0} + e−pi iθ (
1
2−ρ) |λ |θ1{λ<0} .
In Lévy–Khintchine form this corresponds to
ψ (λ) = iaλ +
∫ ∞
−∞
(1 − eiλy + iλy1{ |y |<1})pi (y)dy
with Lévy measure
pi (y) = c+y−θ−11{y>0} + c− |y |−θ−11{y<0},
where
a =
c+ − c−
θ − 1 , c+ = Γ(1 + θ )
sin(piθρ)
pi
, c− = Γ(1 + θ )sin(piθ (1 − ρ))
pi
.
The innitesimal generator A acting on twice dierentiable measurable functions f : R→ R dened as
Af (x) = limt→0 1t E(f (x + St ) − f (x)) is given by
Af (x) = −af ′(x) +
∫ ∞
−∞
(f (x + y) − f (x) − y f ′(x)1{ |y |<1})pi (y)dy. (44)
For p ∈ [0, 1] we dene the p-ricocheted stable process (X ∗t )t ≥0 to have innitesimal generator A∗
acting on twice-dierentiable measurable functions f : (0,∞) → R given in terms of (44) for x > 0 by
A∗ f (x) = Af ∗(x), f ∗(x) := f (x)1{x ≥0} + p f (−x)1{x<0} .
Lemma 6. The innitesimal generator A∗ can be written as
A∗ f (x) =x−θ
∫ ∞
0
(f (ux) − f (x) − x f ′(x)(u − 1)1{ |u−1 |<1})µ(u)du
+ (p − 1) c−θ−1x−θ f (x) + (pc−κ − a)x1−θ f ′(x), (45)
where
µ(u) := pi (u − 1) + ppi (−u − 1) = pi (u − 1) + p c−(u + 1)−θ−1,
and κ :=
∫ 2
0 (u − 1)(u + 1)−θ−1du.
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Proof. In the case p = 0 the innitesimal generator was computed in [19, Theorem 2] giving for x > 0,5
(Af (·)1{·>0})(x) = x−θ
∫ ∞
0
(f (ux) − f (x) − x f ′(x)(u − 1)1{ |u−1 |<1})pi (u − 1)du
− c−θ−1x−θ f (x) − ax1−θ f ′(x). (46)
On the other hand we nd for x > 0 that
(Af (− ·)1{·<0})(x) =
∫ −x
−∞
f (−x − y)pi (y)dy = x−θ
∫ ∞
0
f (ux)pi (−u − 1)du
= x−θ
∫ ∞
0
(f (ux) − f (x) − x f ′(x)(u − 1)1{ |u−1 |<1})pi (−u − 1)du
+ c−θ−1x−θ f (x) + c−κx1−θ f ′(x),
with κ as given above. Putting both parts together we reproduce (45). 
The process (X ∗t )t ≥0 is an example of a positive self-similar Markov process (pssMp) with index θ ,
meaning that (λX ∗
λ−θ t )t ≥0 started at X ∗0 = x is identical in law to (X ∗t )t ≥0 started at λx for any λ > 0 (see
[36, Chapter 13] for a nice introduction). It is a well-known result by Lamperti [37] that any such pssMp
(Xt )t ≥0 may be expressed as the exponential of a time-change of a (killed) Lévy process (ξs )s≥0 started
at ξ0 = 0 in the following way. Suppose X0 = x and let T0 = inf{t > 0 : Xt = 0} (which may be∞), then
Xt = x exp(ξs(tx−θ )), s(t) := inf{s ≥ 0 :
∫ s
0
exp(θξu )du ≥ t}, (0 ≤ t ≤ T0).
The Lévy process (ξs )s≥0 is called the Lamperti representation of the pssMp (Xt )t ≥0.
Proposition 11. The Lamperti representation (ξ ∗s )s≥0 of (X ∗t )t ≥0 is given by the sum of
• the Lamperti representation (ξˆs )s≥0 of the θ -stable process killed upon hitting (−∞, 0) with Laplace
exponent
Ψˆ(z) := logE exp(zξˆ1) = 1
pi
Γ(θ − z)Γ(1 + z) sin(piz − piθ (1 − ρ)); (47)
• a compound Poisson process (ξ s )s≥0 with rate 2p Γ(θ ) sin(piθ (1 − ρ))/(2pi ) and Laplace exponent
Ψ(z) := logE exp(zξ 1 ) =
p
pi
Γ(θ − z)Γ(1 + z) sin(piθ (1 − ρ)).
With the notation σ := 1/2−θ (1− ρ) ∈ (−1/2, 1/2) and b := 1pi arccos(p cos(piσ )) ∈ [|σ |, 1/2], the Laplace
exponent Ψ∗(z) = Ψˆ(z) + Ψ(z) of (ξ ∗s )s≥0 can be written in factorized form as
Ψ∗(z) = 2θ
Γ
( 1+z
2
)
Γ
( 2+z
2
)
Γ
(
θ−z
2
)
Γ
(
1+θ−z
2
)
Γ
(
σ+b+z
2
)
Γ
(
σ−b+z
2
)
Γ
(
2−σ+b−z
2
)
Γ
(
2−σ−b−z
2
) . (48)
Proof. Comparing [37, Theorem 6.1] (see also [19, Theorem 1]) to A∗ f (x) in (45), one nds
Ψ∗(iλ) = (p − 1) c−θ−1 + iλ (p c− κ − a) +
∫ ∞
−∞
[
eiλy − 1 − iλ(ey − 1)1{ |ey−1 |<1}
]
Π∗(dy), (49)
where the Lévy measure Π∗(dy) = µ(ey )eydy is given by
Π∗(dy) =
(
c+(ey − 1)−θ−11{y>0} + c−(1 − ey )−θ−11{y<0} + pc−(ey + 1)−θ−1
)
eydy. (50)
5Be aware that our denitions of a dier by a minus sign.
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Clearly Ψ∗ splits into a part Ψˆ that is independent of p and a part Ψ that is linear in p. The rst is simply
the Laplace exponent of the θ -stable process killed upon hitting (−∞, 0), for which the explicit formula
(47) can be found in [35, Theorem 1]. The remaining part Ψ is
Ψ(iλ) = pc−
(
θ−1 + iλκ +
∫ ∞
−∞
[
eiλy − 1 − iλ(ey − 1)1{ |ey−1 |<1}
] eydy
(ey + 1)θ+1
)
= pc−
∫ ∞
−∞
eiλy
eydy
(ey + 1)θ+1 = pc−
∫ 1
0
xθ−iλ−1(1 − x)iλdx
= pc−
Γ(θ − iλ)Γ(1 + iλ)
Γ(θ + 1) =
p
pi
Γ(θ − iλ)Γ(1 + iλ) sin(piθ (1 − ρ)).
From the Lévy–Khintchine representation of Ψ(iλ) one sees that it must correspond to a compound
Poisson process with jumps arriving at a nite rate Ψ(0).
Adding both parts we get
Ψ∗(z) = 1
pi
Γ(θ − z)Γ(1 + z) [cos(pib) − cos(pi (z + σ ))]
= − 2
pi
Γ(θ − z)Γ(1 + z) sin
(pi
2 (b + σ + z)
)
sin
(pi
2 (b − σ − z)
)
.
Using the doubling formula Γ(2x) = 1√
pi
22x−1Γ(x)Γ(x + 1/2) and the reection formula Γ(1 − x)Γ(x) =
pi/sin(pix) one may recover (48). 
One may easily check that for all allowed parameters (θ , ρ) ∈ A and p ∈ [0, 1], the Laplace exponent
Ψ∗ is analytic on (−1,θ ) and has precisely two zeros at z = ±b −σ , except when p = 1 and ρ = 1−1/(2θ ),
in which case both zeros coincide. For now, we will exclude the latter scenario, and assume that p < 1
when ρ = 1 − 1/(2θ ). Then the functions h↓, h↑ : (0,∞) → R given by
h↓(x) := x−b−σ and h↑(x) := xb−σ (51)
are A∗-harmonic on (0,∞). This allows us to introduce the corresponding h-transforms (X ↓t )t ≥0 and
(X ↑t )t ≥0 with generators
A↓ f (x) = 1
h↓(x) (A
∗h↓ f )(x), A↑ f (x) = 1
h↑(x) (A
∗h↑ f )(x), (52)
which are again pssMp’s with index θ . We denote their Lamperti representations by (ξ ↓t )t ≥0 and (ξ ↑t )t ≥0
respectively. The corresponding Laplace exponents are then simply given by shifting Ψ∗(z), i.e.
Ψ↓(z) = Ψ∗(z − b − σ ) = 1
pi
Γ(θ + b + σ − z)Γ(1 − b − σ + z)(cos(pib) − cos(pi (z − b))
= 2θ
Γ
(
1−b−σ+z
2
)
Γ
(
2−b−σ+z
2
)
Γ
(
θ+b+σ−z
2
)
Γ
(
1+θ+b+σ−z
2
)
Γ
( z
2
)
Γ
(
−2b+z
2
)
Γ
(
2+2b−z
2
)
Γ
( 2−z
2
) , (53)
Ψ↑(z) = Ψ∗(z + b − σ ) = 1
pi
Γ(θ − b + σ − z)Γ(1 + b − σ + z)(cos(pib) − cos(pi (z + b))
= 2θ
Γ
(
1+b−σ+z
2
)
Γ
(
2+b−σ+z
2
)
Γ
(
θ−b+σ−z
2
)
Γ
(
1+θ−b+σ−z
2
)
Γ
( z
2
)
Γ
(
2b+z
2
)
Γ
(
2−2b−z
2
)
Γ
( 2−z
2
) . (54)
The corresponding Lévy measures are Π↓(dy) = e−(b+σ )yΠ∗(dy) and Π↑(dy) = e(b−σ )yΠ∗(dy).
Since both satisfy Ψ↑(0) = Ψ↓(0) = 0, (ξ ↓s )s≥0 and (ξ ↑s )s<0 are Lévy processes with innite life
times. Moreover, Eξ ↓1 = (ψ ↓)′(0) < 0 and Eξ ↑1 = (ψ ↑)′(0) > 0, meaning that (ξ ↓s )s≥0 and (ξ ↑s )s≥0 drift
respectively to −∞ and +∞ almost surely. This implies that the pssMp (X ↓t )t ≥0 hits zero continuously,
while the pssMp (X ↑t )t ≥0 never hits zero. By convention we will set X ↓t = 0 after it has hit the origin.
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Figure 15: A simulation of the p-ricocheted stable process (X ↓t )t ≥0 conditioned to die continuously
at zero for σ = 0, θ = 1 + b = 1.4. The dashed lines indicate times at which ricochets happen, i.e.
jumps associated to the compound Poisson process (ξ s ). In reality there is an innite number of
them concentrating near the endpoint, but here only the rst few are shown.
6.2 Scaling limit of the ricocheted random walk
Of course, we introduced the ricocheted stable processes to serve as the scaling limits of the ricocheted
random walks discussed in Section 4.3. Although we expect such scaling limits to hold for quite general
ricocheted random walks, we will restrict our attention to the special class of random walks that appear
in the perimeter process of non-generic critical loop-decorated maps. Let us make this precise and say ν
is non-generic critical of index θ ∈ ( 12 , 32 ) if ν is admissible, the random walk associated to ν oscillates,
and ν has tails ν (−k) ∼ c k−θ−1 and ν (k) ∼ −c cos(piθ )k−θ−1 as k →∞ for some c > 0. A random walk
of such a law ν is in the domain of attraction of a θ -stable process with c+/c− = − cos(piθ ), which is
equivalent to a positivity parameter ρ = 1 − 1/(2θ ). In the remainder of the paper we therefore restrict
to processes of such form, and thus set σ = 0. To summarize we have the following identications,
ρ = 1 − 1/(2θ ), σ = 0, c− = 1
pi
Γ(θ + 1), c+ = − cos(piθ )c−, b = 1pi arccos(p).
Proposition 12. Suppose ν is non-generic critical of index θ ∈ (1/2, 3/2) and p ∈ (0, 1). Let (W ↓i )i≥0 under
P↓p be the associated p-ricocheted random walk of law ν started at p and conditioned to be trapped at zero.
Then the following limit holds in distribution in the Skorokhod topology as p →∞,
©­«
W ↓bCtpθ c
p
ª®¬t ≥0
(d)−−−−→
p→∞ (X
↓
t )t ≥0, (55)
where (X ↓t )t ≥0 is the p-ricocheted stable process of Section 6.1 with parameters (θ , ρ = 1 − 1/(2θ ),p) started
at X ↓0 = 1, and C B Γ(1 + θ )/(pi limk→∞ kθ+1ν (−k)).
The proof of Proposition 12 relies on a recently established invariance principle [7], which requires
a number of assumptions to be veried. The main ingredient in this direction is the following Lemma.
Lemma 7. Under the assumptions of Theorem 12 we have for any twice-dierentiable function f : (0,∞) →
R with compact support the convergence
C pθ E↓p
[
f
(
W ↓1
p
)
− f (1)
]
p→∞−−−−→ A↓ f (1), (56)
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where A↓ is the innitesimal generator (52).
Proof. Let (Wi ) under Pp be a random walk with law ν started at p. Its scaling limit has been determined
in [17, Proposition 3.2] for θ , 1 and in [18, Proposition 2] for θ = 1 (see also [6, Proposition 6.6]),(
W bCtpθ c
p
)
t ≥0
(d)−−−−→
p→∞ (St )t ≥0,
where (St )t ≥0 is the stable process with parameters (θ , ρ = 1 − 1/(2θ )) started at S0 = 1.
In particular, it follows (e.g. from [47]) that for every twice-dierentiable function д : R→ R with
compact support that we have
C pθ
∞∑
k=−∞
[
д
(
x +
k
p
)
− д(x)
]
ν (k) p→∞−−−−→ Aд(x), (57)
where A is the innitesimal generator (44) of (St )t ≥0.
Let f : (0,∞) → R be a twice-dierentiable function with compact support. The left-hand side of
(56) reads
C pθ E↓p
[
f
(
W ↓1
p
)
− f (1)
]
= C pθ
−f (1) +
∞∑
k=−p
h↓p(p + k)
h↓p(p)
f
(
1 + k
p
) (
ν (k) + pν (−2p − k)1{k>−p }
) . (58)
From the asymptotic behaviour (24) it follows that
h↓n(p + k)
h↓n(p)
(1 + k/p)b −−−−→
p→∞ 1
uniformly in k for which 1 + k/p is in the support of f . Hence, as p →∞,
C pθ E↓p
[
f
(
W ↓1
p
)
− f (1)
]
∼ C pθ
−f (1) +
∞∑
k=−p
(
1 + k
p
)−b
f
(
1 + k
p
) (
ν (k) + pν (−2p − k)1{k>−p }
)
∼ C pθ
∞∑
k=−∞
[
f ↓
(
1 + k
p
)
− f ↓(1)
]
ν (k), (59)
where we dened
f ↓(x) := h↓(x)f (x)1{x ≥0} + p h↓(−x)f (−x)1{x<0}
and h↓(x) = x−b as in (51). Since f ↓ : R→ R is twice-dierentiable and has compact support, we can
apply (57) to f ↓ at x = 1 to obtain
C pθ E↓p
[
f
(
W ↓1
p
)
− f (1)
]
p→∞−−−−→ Af ↓(1).
The result (56) then follows by noticing that Af ↓(1) = h↓(1)−1A∗(h↓ f )(1) = A↓ f (1). 
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Proof of Proposition 12. We wish to use [7, Theorem 2] to prove the convergence (55) to the self-similar
Markov process whose Lamperti representation ξ ↓ has Laplace exponent Ψ↓(z) given in (53). The Laplace
exponent has Lévy-Khintchine form
Ψ↓(z) = b↓z +
∫ ∞
−∞
(
ezy − 1 − zy1{ |y | ≤1}
)
Π↓(dy),
where we recall that Π↓(dy) = e−byΠ∗(dy) = e(1−b)yµ(ey )dy and b↓ is some explicit constant that one
can deduce from (50). In order to use [7, Theorem 2] we need to check three assumptions, (A1)-(A3).
From Lemma 7 and Lemma 6 we deduce that for any twice-dierentiable function f : (0,∞) → R
with compact support in (0, 1) ∪ (1,∞),
C pθE↓p
[
f
(
W ↓1
p
)
− f (1)
]
p→∞−−−−→ A↓ f (1) =
∫ ∞
0
h↓(u)f (u)µ(u)du =
∫
R
f (ey )Π↓(dy). (60)
This is assumption (A1) of [7], except that it should be checked for continuous instead of twice-
dierentiable functions. This can be done by directly comparing the large-p limit of (59) to the right-hand
side of (60). Assumption (A2) on the other hand is seen to be equivalent to Lemma 7 with f taken
such that f (z) = log(z) respectively f (z) = log2(z) for z in some small neighbourhood of 1. Finally
assumption (A3) follows from the fact that for β ∈ (0,b) we have as p →∞,
pθE↓p

(
W ↓1
p
)β
1{log(W ↓1 /p)>1}
 . pθ
∞∑
k=2p
h↓(k)
h↓(p)
(
k
p
)β
ν (k − p)
. pθ
∞∑
k=2p
(
k
p
)β−b
(k − p)−θ−1 . 1.
Since ξ ↓ drifts to −∞, we can apply [7, Theorem 2] to obtain the convergence (55) of (W ↓i )i≥0. 
Proof of Theorem 3. Suppose (q,д,n) ∈ D is admissible and non-generic critical with exponent α . Ac-
cording to Proposition 10 the perimeter process (Pi )i≥0 of the (q,д,n)-Boltzmann loop-decorated map
with perimeter 2p agrees in law with the n2 -ricocheted random walk (W ↓i )i≥0 of law νqˆ under P↓p .
Recall from Section 1.2.1 that in the non-generic critical phase дγ 2qˆ = 1 and qˆ is critical, which implies
that the random walk with law νqˆ oscillates [15, Proposition 4]. Since q has nite support, (2) together
with (3) furthermore shows that νqˆ(−k) ∼ ck−α−1/2 and νqˆ(k) ∼ −c cos(pi (α − 1/2))k−a for some c > 0.
Hence, we are precisely in the setting of Proposition 12 with θ = α − 1/2, p = n/2, and b = |α − 3/2|. 
6.3 Comments on the ricocheted stable process conditioned to survive
We have seen that the ricocheted stable process (X ↓t ) conditioned to die continuously appears as the
scaling limit of the perimeter process of a loop-decorated map with a marked vertex. Let us discuss on a
heuristic level how the other process (X ↑t ), the ricocheted stable process conditioned to survive, appears
in the context of planar maps.
Let (q,д,n) be admissible and in the non-generic critical (dilute or dense) phase and let (m, `) ∈ LM(p)
be a (q,д,n)-Boltzmann loop-decorated map. For any suciently large integer k there is a nonzero
probability that m has precisely k vertices, |m | = k . Therefore we may consider the conditional
probability distributions P( · | |m | = k) on (m, `) as k →∞. It is expected that these converge weakly in
an appropriate local sense to a random innite loop-decorated map (m∞, `) (see [9] for a proof in the
case n = 0).
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Just like the pointed loop-decorated map, (m∞, `) admits a targeted peeling exploration in which
after each peeling step the holes are lled in that contain only a nite region of m∞. Assuming the local
limit exists, one may work out explicitly the law of the corresponding perimeter process of (m∞, `). It is
again distributed as an h-transform (W ↑i ,N ↑i )i≥0 of the (p = n2 )-ricocheted random walk (W ∗i ,N ∗i )i≥0,
meaning that it has transition probabilities of the form (31), except that h↓p is replaced by a new harmonic
function h↑p . The latter is dened through the generating function
∞∑
p=1
h↑p(p)x2p =
1
4b sinh(2b arctanhx) sinh(2 arctanhx),
where as usual b = 1pi arccosp. Explicitly, h
↑
0(p) = 2p h↓0(p), h↑1(p) =
∑p
k=1
1
2k−1 and for p ∈ (0, 1),
h↑p(p) =
1
4b
Γ(b)
Γ(2p)Γ(b − 2p + 1) 2F1(−2p,b;b − 2p + 1;−1).
The Markov process (W ↑i ,N ↑i )i≥0 has the interpretation as the weak limit (in the sense of nite-
dimensional marginals) of the process (W ∗i ,N ∗i )i≥0 conditioned to not be trapped for a long time,
and thus deserves to be called the ricocheted random walk conditioned to survive.
Proposition 12 can then be straightforwardly adapted (this time relying on [7, Theorem 1] and the
fact that h↑p ∼ c pb as p →∞) to show the convergence
©­«
W ↑bCtpθ c
p
ª®¬t ≥0
(d)−−−−→
p→∞ (X
↑
t )t ≥0,
in the Skorokhod topology as p → ∞, where (X ↑t )t ≥0 is the p-ricocheted stable process of index
θ = α − 1/2 started at 1 and conditioned to survive. Actually one expects the xed perimeter-p scaling
limit ©­«
W ↑bCtλθ c
λ
ª®¬ (d)−−−−→λ→∞ (X˜ ↑t )t ≥0
to hold, where (X˜ ↑t )t ≥0 corresponds to the pssMp (X ↑t )t ≥0 with its starting point x taken to zero. That
(X˜ ↑t )t ≥0 is well-dened, meaning that it has a self-similar entrance law, follows from [8, Theorem 1].
However, proving such convergence requires a stronger invariance principle than the one in [7] and is
beyond the scope of this paper.
7 The asymptotics of the FPP distance
The goal of this section is to prove Theorem 4 concerning the scaling limit of the distance between the
root face and a marked vertex in the sense of rst passage percolation. Let (q,д,n) be admissible and in
the non-generic critical and dilute phase and (m•, `) ∈ LM(p)• a (q,д,n)-Boltzmann loop-decorated map
of perimeter 2p. We have already identied the law of the rst-passage percolation distance in terms of
the perimeter process of (m•, `) in (11). Combining with Proposition 10 we thus have
dˆfpp(m•, `) (d)=
∞∑
i=0
ei
2Pi
1{Pi>0}
(d)
=
∞∑
i=0
ei
2W ↓i
1{W ↓i >0}
. (61)
To establish the convergence in distribution of p−bdˆfpp(m•, `) we will use the scaling limit of (W ↓i )i≥0
established in Proposition 12 together with a rst-moment bound on dˆfpp(m•, `). Most of the eort in
this section is devoted to the latter.
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7.1 Expected rst passage percolation distance
Suppose ν is non-generic critical of index θ = 1+b ∈ (1, 3/2) in the sense of Section 6.2 and p = cos(pib).
Let (W ↓i )i≥0 be the p-ricocheted random walk conditioned to be trapped at 0 started at p under P↓p . We
will prove the following estimate.
Proposition 13. There exists a C > 0, depending on the law ν and p, such that for all p ≥ 0,
E↓p
[ ∞∑
i=0
1
W ↓i
1{W ↓i >0}
]
≤ C pb .
It is convenient to decompose the contributions into the parts in between ricochets. Recalling the
denition of the ricochet sequence (`↓n)n≥0 from section 4.3, we may write
E↓p
[ ∞∑
i=0
1
W ↓i
1{W ↓i >0}
]
=
∞∑
n=0
E↓p
[ ∞∑
i=0
1
W ↓i
1{W ↓i >0,N ↓i =n }
]
=
∞∑
n=0
E↓p
[
D
`
↓
n, `
↓
n+1
1{N ↓∞≥n }
]
, (62)
where Dp,l with p ≥ 1, l ≥ 0 is the following conditional expectation value for the random walk (Wi )
under Pp ,
Dp,l B Ep
[ ∞∑
i=0
1
Wi
1{W0, ...,Wi>0}
(Wi )i≥0 hits Z≤0 at − l
]
. (63)
The quantity Dp,l can be interpreted in the loop-decorated map as the expected distance between a
pair of consecutive nested loops with conditioned lengths p and l . The combinatorial setup suggests
that it is symmetric in p and l . Let us prove this fact using just the random walk.
Lemma 8. Dp,l = Dl,p for p, l ≥ 1.
Proof. The conditioning in (63) corresponds to an h-transform with respect to Hl as can be seen from
Lemma 2. Therefore
Dp,l =
∞∑
i=0
∞∑
k=1
1
k
Hl (k)
Hl (p)Pp [W1, . . . ,Wi−1 > 0,Wi = k]. (64)
Using that Hl (k)/k = Hk (l)/l = 1l Pl ((Wi )i hits Z≤0 at − k) and the duality
Pp [W1, . . . ,Wi−1 > 0,Wi = k] = P−k [W1, . . . ,Wi−1 < 0,Wi = −p],
this becomes
Dp,l =
1
lHl (p)
∞∑
k=1
Pl ((Wi )i hits Z≤0 at − k)
∞∑
i=0
P−k [W1, . . . ,Wi−1 < 0,Wi = −p]
=
l + p
lp
1
H0(l)H0(p)
∞∑
j=0
Pl
[
Wj = −p, (Wi )ji=0 changes sign exactly once
]
.
The probabilities on the right-hand side are easily seen to be symmetric in p and l by reversing the
increments. 
Lemma 9. There exists a C > 0 such that D1,l ≤ C (1 + lb ) for all l ≥ 0.
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Proof. Under our assumptions on ν its characteristic function satises |1 − ϕ(θ )| & |θ |1+b as θ → 0. By
(18) and Proposition 4(iii) we therefore have
1
|1 −G≥(eiθ )| =
√1 − e−iθ 
|1 − ϕ(θ )| . |θ |
−b− 12 as θ → 0.
Standard transfer theorems then imply that
[zk−1] 11 −G≥(z) . k
b−1/2 as k →∞.
The left-hand side is the expected number of visits of the weak ascending ladder process (H ≥j ) to height
k − 1. Therefore
[zk−1] 11 −G≥(z) =
∞∑
i=0
P0[W1, . . . ,Wi−1 < k,Wi = k − 1]
=
∞∑
i=0
P1[W1, . . . ,Wi−1 > 0,Wi = k],
where the second equality follows from duality. Combining with (64) we nd for some C > 0 the
inequality
D1,l ≤ C
∞∑
k=1
Hl (k)
k Hl (1)k
b−1/2.
Using that
Hl (k)
k Hl (1) = 2
l + 1
l + k
H0(k) ≤ c l + 1
l + k
k−1/2
for some c > 0 and all k ≥ 1 and l ≥ 0, the result follows from a simple estimation of the sum. 
Lemma 10. There exists a C > 0 such that Dp,l ≤ C (pb + lb ) for all p ≥ 1 and l ≥ 0.
Proof. Due to Lemma 9 and Lemma 8 the result is granted if p = 1 or l = 1. One may easily extend this
to the case l = 0 by comparing for l = 0 and l = 1 the expectation value of (61) conditional on the value
ofWi just before it hits Z≤0. Since H1(k) ≤ H0(k) ≤ 4H1(k) they dier by at most an absolute constant.
For the general case p ≥ 1, l ≥ 0, consider the walk (Wi )i started at p and let m ∈ {1, 2, . . . ,p} be
the minimum of (Wi )i before it hits Z≤0. Then conditionally on m and on (Wi )i hitting Z≤0 at −l the
expectation of
∑∞
i=0
1
Wi
1{W1, ...,Wi>0} is
Ep
[ ∞∑
i=0
1
Wi
1{W1, ...,Wi>m }
(Wi )i hits Z≤m atm
]
+ Em
[ ∞∑
i=0
1
Wi
1{W1, ...,Wi ≥m }
(Wi )i hits Z<m at − l
]
.
By shifting the starting point of the walk downwards it is easy to see that the two terms are bounded by
Dp−m,0 respectively D1,m+l−1. Hence
Dp,l ≤ max1≤m≤p
(
Dp−m,0 +D1,m+l−1
) ≤ Cpb +C(l + p)b ,
from which the result follows. 
Proof of Proposition 13. Combining Lemma 10 with (62), there exists a C > 0 such that
E↓p
[ ∞∑
i=0
1
W ↓i
1{W ↓i >0}
]
≤ C
∞∑
n=0
E↓p
[
(`↓n)b 1{`↓n>0}
]
≤ C
∞∑
n=0
E↓p
[
1
h↓p(`↓n)
1{`n>0}
]
,
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where in the second inequality we used (24). Using that (W ↓i ,N ↓i ) under P↓p and (W ∗i ,N ∗i ) under P∗p are
related by an h-transform with respect to h↓p we may evaluate
E↓p
[
1
h↓n(`↓n)
1{`n>0}
]
=
∞∑
k=1
1
h↓p(k)
P↓p [`↓j = k]
=
∞∑
k=1
1
h↓n(p)
P∗p [`∗n = k]
=
1
h↓p(p)
P(N ∗∞ ≥ n) ≤
1
h↓p(p)
pn .
Therefore
E↓p
[ ∞∑
i=0
1
W ↓i
1{W ↓i >0}
]
≤ C 1
h↓p(p)
1
1 − p ,
and the desired bound follows again from (24). 
7.2 Proof of Theorem 4
First we will show that the exponential variables in (61) do not aect the distribution of dˆfpp(m, `) in the
large-p limit. This is a consequence of
E↓p

( ∞∑
i=0
ei
2W ↓i
1{W ↓i >0}
−
∞∑
i=0
1
2W ↓i
1{W ↓i >0}
)2 =
1
4E
↓
p
[ ∞∑
i=0
1{W ↓i >0}
(W ↓i )2
]
≤ E↓p
[ ∞∑
i=0
1{W ↓i >0}
W ↓i
]
≤ Cpb .
Therefore we have the convergence in probability
p−b
∞∑
i=0
ei
2W ↓i
1{W ↓i >0}
− p−b
∞∑
i=0
1
2W ↓i
1{W ↓i >0}
P↓p−−−−→
p→∞ 0.
It follows from the weak convergence in the Skorokhod topology of Proposition 12 that for any
ϵ > 0 under P↓p we have
p−b
C
∞∑
i=0
1
W ↓i
1{W ↓i >pϵ }
=
∫ ∞
0
p dt
W ↓bCtpθ c
1{W ↓bCtpθ c>ϵp }
(d)−−−−→
p→∞
∫ ∞
0
dt
X ↓t
1{X ↓t >ϵ } .
On the other hand, by Proposition 13 we have for all p ≥ 1
p−bE↓p
[ ∞∑
i=0
1
W ↓i
1{1≤W ↓i ≤pϵ }
]
≤ p−b max
1≤m≤bϵp c
E↓m
[ ∞∑
i=0
1
W ↓i
1{W ↓i >0}
]
≤ Cϵb .
Since this can be made arbitrarily small and
∫ ∞
0
dt
X ↓t
1{X ↓t >0} is a.s. nite, we obtain the convergence
p−b
2C dˆfpp(m•, `)
(d)
=
p−b
C
∞∑
i=0
ei
W ↓i
1{W ↓i >0}
(d)−−−−→
p→∞
∫ ∞
0
dt
X ↓t
1{X ↓t >0} = R
↓.
It remains to check the convergence in probability
p−bdˆfpp(m•, `) − p−bdfpp(m•, `) P−−−−→
p→∞ 0. (65)
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By (12) we have that
E
(p)
•
[
|dˆfpp(m•, `) − dfpp(m•, `)|
]
≤ E(p)• [degree of the marked vertex of m•] .
By the following Lemma this is bounded uniformly in p, implying (65) and thus nishing the proof of
Theorem 4.
Lemma 11. The expected degree of the marked vertex is uniformly bounded in p.
Proof. One way to see this is to note that
E
(p)
• [degree of the marked vertex of m•] =
2E(p) [|Edges(m)|]
E(p) [|Vertices(m)|] , (66)
where (m, `) is a (unpointed) (q,д,n)-Boltzmann loop-decorated map of perimeter 2p. To every pair
consisting of a loop-decorated map (m, `) and a marked edge e ∈ Edges(m) that is not crossed by a loop
one can injectively assign a pointed loop-decorated (m′•, `′) by “unzipping” the edge e into a bigon and
inserting a loop and a marked vertex as in Figure 16. Then wq,д,n(m, `) = wq,д,n(m′•, `′)/(nд2). Since at
least half of the edges is not crossed by a loop we nd
E(p)[|Edges(m)|] = 1
F (p)
∑
(m,`)∈LM(p)
∑
e ∈Edges(m)
wq,д,n(m, `)
≤ 2
nд2
1
F (p)
∑
(m•,`)∈LM(p)•
wq,д,n(m•, `) = 2
nд2
E(p) [|Vertices(m)|] .
Together with (66) this nishes the proof. 
Figure 16: Illustration of the unzipping of a marked edge and the insertion of a loop surrounding
a marked vertex.
8 Exponential integrals
8.1 The Mellin transform
Given a (unkilled) Levy process (ξt )t ≥0 that drifts to +∞ one can dene the exponential integral
I (ξ ) :=
∫ ∞
0
e−ξt dt ,
which converges almost surely. Let M(s) be the Mellin transform of the distribution of this exponential
integral, i.e.
M(s) = E[I (ξ )s−1],
andψ (z) = logE exp(zξ1) the Laplace exponent of (ξt )t ≥0. One says (ξt )t ≥0 satises Cramér’s condition
if there exist 0 < Θ < z0 such that ψ (z) is nite for all z ∈ (−z0, 0) and ψ (−Θ) = 0. In this case the
following verication result proved in [35, Proposition 2] allows one to x M(s) in terms ofψ (z).
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Proposition 14 (Verication result [35, Proposition 2] ). If Cramér’s condition is satised for some Θ > 0
and f (s) satises the properties
(i) f (s) is analytic and non-zero for Re(s) ∈ (0,Θ + 1),
(ii) f (1) = 1 and f (s + 1) = −s f (s)/ψ (−s) for s ∈ (0,Θ),
(iii) limy→±∞ | f (x + iy)|−1e−2pi |y | = 0 for x ∈ (0,Θ + 1),
then f (s) =M(s) for Re(s) ∈ (0,Θ + 1).
In particular we can apply this to the rescaled Lévy processes (− 1δ ξ ↓t )t ≥0 and ( 1δ ξ ↑t )t ≥0 for δ > 0,
since they satisfy Cramér’s condition with Θ = 2bδ . Therefore it makes sense to dene the Mellin
transforms of the resulting exponential integrals
M↓(s) =M↓(s;θ ,b,δ ) := E[I (− 1δ ξ ↓t )s−1], M↑(s) =M↑(s;θ ,b,δ ) := E[I ( 1δ ξ ↑t )s−1]. (67)
Based on the similarity of the laplace exponents Ψ↓(z) and Ψ↑(z) in (53) and (54) to the hypergeometric
versions in [35], one can simply guess a solution to the dierence equation of Proposition 14(ii) and then
one has to check the remaining conditions.
It turns out one can construct such a solution in terms of the Barnes double gamma function G(z;τ ),
| argτ | < pi , which is an entire function in z with simple zeros on the lattice τZ≤0 + Z≤0 (see [4] and
[35] for details). It satises G(1;τ ) = 1 and the three modular-type functional identities
G(z + 1;τ ) = Γ
(z
τ
)
G(z;τ ), (68)
G(z + τ ;τ ) = (2pi )(τ−1)/2τ−z+1/2Γ(z)G(z;τ ), (69)
G(z;τ ) = (2pi )z(1−1/τ )/2τ− z
2
2τ +
z
2 (1+1/τ )−1G
(
z
τ
; 1
τ
)
.
Proposition 15. The Mellin transformsM↓ andM↑ in (67) for θ ∈ [1/2, 3/2], b ∈ (0, 1/2], δ > 0 are
positive and analytic on (−(1 − b)δ , 1 + 2bδ ) and (−δ , 1 + 2bδ ), respectively, and are given by
M↓(s;θ ,b,δ ) =C↓θ,b,δ 2(1−θ )sδ s
G(2δ + s; 2δ )
G(1 + 2δ − s; 2δ )
G(2(1 − b)δ + s; 2δ )
G(1 + 2bδ − s; 2δ )
× G(1 + (θ + b)δ − s; 2δ )
G((1 − b)δ + s; 2δ )
G(1 + (1 + θ + b)δ − s; 2δ )
G((2 − b)δ + s; 2δ ) , (70)
M↑(s;θ ,b,δ ) =C↑θ,b,δ 2(1−θ )sδ s
G(2δ + s; 2δ )
G(1 + 2δ − s; 2δ )
G(2(1 − b)δ + s; 2δ )
G(1 + 2bδ − s; 2δ )
× G(1 + (1 + b)δ − s; 2δ )
G((θ − b)δ + s; 2δ )
G(1 + (2 + b)δ − s; 2δ )
G((1 + θ − b)δ + s; 2δ ) , (71)
whereG(z;τ ) is the Barnes double gamma function described above andC↓θ,b,δ ,C
↑
θ,b,δ are (θ ,b,δ )-dependent
constants chosen to ensureM↓(1) =M↑(1) = 1.
Proof. Let’s denote the right-hand sides of (70) and (71) by f ↓(s) and f ↑(s), respectively. We will verify
that f ↓(s) and f ↑(s) satisfy the conditions of Proposition 14 with Θ = 2bδ and ψ ↓(s) = Ψ↓(−s/δ ),
respectively,ψ ↑(s) = Ψ↑(s/δ ).
Since all double gamma functions appearing in f ↓(s) and f ↑(s) are either of the form G(p + s; 2δ )
with p > 0 or of the form G(1 + p − s) with p ≥ 2bδ = Θ, f ↓(s) and f ↑(s) are analytic and non-zero on
the strip Re(s) ∈ (0,Θ + 1), showing that they satisfy (i). Condition (ii) follows from direct substitution
and multiple applications of (68).
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It remains to evaluate the asymptotics of condition (iii). From [35], Lemma 1, we know that for
p,q ∈ R xed and y → ±∞
log
G(p + iy; 2δ )G(q + iy; 2δ )  = p − q2δ Re[(q + iy) log(q + iy)] + o(|y |) = −pi p − q4δ |y | + o(|y |).
Applying this to log | f ↓(x + iy)| and log | f ↑(x + iy)| multiple times and using that log(|2(1−θ )(x+iy)δx+iy |)
is independent of y, we nd
log | f ↓(x + iy)| = −pi2 θ |y | + o(|y |), log | f
↑(x + iy)| = −pi2 (2 − θ )|y | + o(|y |),
and therefore condition (iii) is satised in both cases. 
8.2 R↓ as an exponential integral
Our main interest lies in the case θ = 1 + b and the random variable R↓ appearing in Theorem 4,
R↓ =
∫ T ↓
0
dt
X ↓t
=
∫ ∞
0
e−bξ
↓
s ds = I (−bξ ↓).
Its Mellin transform is therefore given by
E(R↓)s−1 =M↓(s;b + 1,b, 1/b). (72)
The expression (70) is suciently explicit to deduce the asymptotics of the distribution as described
in Proposition 1.
Proof of Proposition 1. According to Proposition 15 the Mellin transform M↓(s;b + 1,b, 1/b) is analytic
on the interval (1 − 1/b, 3). To nd the leading divergence as s → 1 − 1/b, we use that
M↓(s;b + 1,b, 1/b) = −1
s
Ψ↓(bs)M↓(s + 1;b + 1,b, 1/b).
Ψ↓(bs) has a simple pole at s = 1 − 1/b with residue 2pib cos2(pib2 )Γ(b + 2). A tedious but straightforward
calculation using the shift relations (68) and (69) yields
M↓(2 − 1/b;b + 1,b, 1/b) = b−2+ 1b Γ(2 − b).
Hence
M↓(s;b + 1,b, 1/b) s→1−
1
b∼ b−1+1/b (b + 1) cot
(
pib
2
)
(s − 1 + 1b )−1,
which is easily seen to imply
P(R↓ < r ) r→0∼ b1/b (b + 1) cot
(
pib
2
)
r 1/b .
Similarly, Ψ↓(b(s − 1)) has a pole at s = 3 with residue − pibΓ(−b) and
M↓(2;b + 1,b, 1/b) = −Γ(−b) cot
(
pib
2
)
,
such that
M↓(s;b + 1,b, 1/b) = 1 − s
Ψ(b(s − 1))M
↓(s − 1;b + 1,b, 1/b)
s→3∼ 2Γ(−b)
2
pib
cot
(
pib
2
)
(3 − s)−1,
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which implies
P(R↓ > r ) r→∞∼ Γ(−b)
2
pib
cot
(
pib
2
)
r−2,
as claimed. 
On the other hand, we may consider the rst Lamperti transform (Lˆ↑r )r ≥0 of (X ↑t )t ≥0 started at x > 0,
which is a pssMp with index θ − 1 = b > 0 determined by the time change
Lˆ↑r = X
↑
t (r ), t(r ) := inf
{
t > 0 :
∫ t
0
1
Xu
du > r
}
.
It has the same Lamperti representation ξ ↑t as (X ↑t )t ≥0 but a dierent index of similarity. According to [8,
Theorem 1(i)], (Lˆ↑r )r ≥0 converges in distribution (in the sense of nite-dimensional marginals) as x → 0
to a well-dened pssMp, which we denote by (L↑r )r ≥0.
Remark 2. In the light of Section 6.3 the process (L↑r )r ≥0 has the following conjectural interpretation. Let
(m∞, `) be the tentative innite Boltzmann loop-decorated map in the non-generic critical dilute phase with
perimeter p. Let Ballt (m∞, `) be the hull of the ball of fpp-radius t as in Section 2.4 and |∂Ballt (m∞, `)| the
perimeter of its boundary, which in m∞ separates the root from innity. Then it is expected that for some
c > 0 we have the convergence in distribution in the Skorokhod topology(
|∂Ballλb r (m∞, `)|
cλ
)
r ≥0
(d)−−−−→
λ→∞
(L↑r )r ≥0.
The process (L↑r )r ≥0 is started at 0 and has entrance law determined by [8, Theorem 1(iii)]
Ef (L↑r ) = 1
b Eξ ↑1
E
[
1
I (bξ ↑) f
(
r 1/b
I (bξ ↑)1/b
)]
for any non-negative measurable function f : R>0 → R≥0. In particular, its Mellin transform can be
expressed as
E(L↑r )s−1 = r
(s−1)/b
b Eξ ↑1
M↑
(
1 − s
b
;b + 1,b, 1
b
)
. (73)
As a consequence of Proposition 15 and relation (68) one nds the following simple relation between the
two Mellin transforms.
Lemma 12. For b ∈ (0, 1/2], and s ∈ (−1/b, 3) we have
M↓(s;b + 1,b, 1/b)
M↑(s;b + 1,b, 1/b) =
Γ(1 + 2b − bs)Γ(1 − b + bs)
Γ(1 + b)
This allows one to determine an integral relation between the distributions of R↓ and L↑r .
Proposition 16. For b ∈ (0, 1/2] the distribution function of R↓ is given by
P(R↓ > r ) = br sin(pib)Γ(1 + b)E
[
(L↑r )−b
(1 + L↑r )b+1
]
Proof. We claim that the probability density function of R↓ is given by
P(R↓ ∈ dr ) = sin(pib)Γ(2 + b)E
[
(L↑r )1−b
(1 + L↑r )b+2
]
dr . (74)
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In that case the claimed result follows from integration using the self-similarity L↑r
(d)
= r 1/bL↑1,∫ ∞
r
E
[
(L↑u )1−b
(1 + L↑u )b+2
]
du = E
[∫ ∞
r
u
1
b −1(L↑1)1−b
(1 + u 1b L↑1)b+2
du
]
=
b
1 + bE
[
(L↑1)−b
(1 + r 1b L↑1)b+1
]
=
b r
1 + bE
[
(L↑r )−b
(x + L↑r )b+1
]
.
To verify (74) we will compute the Mellin transform of its right-hand side and check that it agrees
with the Mellin transform (72) of the left-hand side for s ∈ (1 − 1/b, 3). The equality of the densities in
(74) then follows from the uniqueness of the Mellin transform.
Using again the self-similarity (and Fubini’s theorem) we have∫ ∞
0
dr r s−1 E
[
(L↑r )1−b
(1 + L↑r )2+b
]
= E
[∫ ∞
0
dr r s−1
(r 1/bL↑1)1−b
(1 + r 1/bL↑1)2+b
]
, (75)
which converges for s ∈ (1 − 1/b, 3). Since in the integrand is positive, we may change the integration
variable to z = 1/(r 1/bL↑1), yielding∫ ∞
0
dr r s−1E
[
(L↑r )1−b
(1 + L↑r )2+b
]
= b E
[∫ ∞
0
dz
z
(
zL↑1
)−bs
z−2b−1(z + 1)−b−2
]
,
= b E
[
(L↑1)−bs
∫ ∞
0
dz
z
z1+2b−bs (z + 1)−b−2
]
=
Γ(1 + 2b − bs)Γ(1 − b + bs)
Γ(2 + b)Eξ ↑1
M↑(s;b + 1,b, 1/b),
where in the last equality we used (73). This is nite precisely when s ∈ (1 − 1/b, 3), in which case by
Lemma 12 and Eξ ↑1 = Γ(1 + b) sin(pib) it equals
1
Γ(2 + b) sin(pib)M
↓(s,b + 1,b, 1/b),
in agreement with (74) and (72). 
8.3 Further simplication in the rational case
When b = 1/m is the reciprocal of an integerm ≥ 2 (and θ = 1 + b, δ = 1/b), the Barnes double gamma
functions in the Mellin transforms of Proposition 15 can expressed in terms of more familiar functions.
We will do this rst for L↑r and then use Proposition 16 to nd a relatively simple integral expression for
the distribution function of R↓.
Proposition 17. Suppose θ = 1 + b, b = 1/m,m = 2, 3, . . ., then
(i) the Mellin transform of L↑r for s ∈ (1 − 3/m, 2) is given by
E(L↑r )s−1 = −
( r
m
)m(s−1)
2−m+1
√
m
Γ
(− 1m ) Γ ( 1m + s )
pi sin
( pi
2m
) m∏
k=3
1
sin
(
pik
2m +
pi (s−1)
2
) ; (76)
(ii) the "tilted" Laplace transform Gr (Z ) := E(L↑r )−be−ZL
↑
r is given by
Gr (Z ) = −Γ(−1/m)
pi
m
r
[
1 − Bm
(m
r
Z−1/m
)]
, Bm(y) :=
1 + y cot
( pi
2m
)∏m
k=0(1 − iyeipik/m)
; (77)
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Proof. To simplify formulas in the proof of (i) and (ii), we will set r =m without loss of generality, since
the expressions for general r > 0 follow from self-similarity. To obtain (i) let us evaluate (73) without
keeping track of s-independent factors, i.e.
E(L↑m)s−1 ∝mm(s−1)M↑(m −ms; 1 + 1/m, 1/m,m)
∝ 2s−1G(2 +m +ms; 2m)
G(1 +m +ms; 2m)
G(2 +ms; 2m)
G(3 −m +ms; 2m)
G(3m − 2 −ms; 2m)
G(2m −ms; 2m) .
Since the arguments of all three ratios of double gamma functions dier by an integer we can use (68) to
obtain
E(L↑m)s−1 ∝ 2s−1Γ
(
1
2 +
1
2m +
s
2
) [m+1∏
k=3
Γ
(
k
2m +
s − 1
2
)] [ m∏
k=3
Γ
(
1 − k2m −
s − 1
2
)]
= 2s−1Γ
(
1
2 +
1
2m +
s
2
)
Γ
(
1
2m +
s
2
) m∏
k=3
1
sin
(
pik
2m +
pi (s−1)
2
)
∝ Γ
(
1
m
+ s
) m∏
k=3
1
sin
(
pik
2m +
pi (s−1)
2
) ,
where we used the reection and doubling formulas of the gamma function. As a consequence of the
well-known identity
∏2m−1
k=1 sin
(
pik
2m
)
= 22−2mm, one has
m∏
k=3
sin
(
pik
2m
)
=
1
sin
( pi
2m
)
sin
( pi
m
) √√2m−1∏
k=1
sin
(
pik
2m
)
=
21−m
√
m
sin
( pi
2m
)
sin
( pi
m
) . (78)
Since E(L↑r )s−1 = 1 at s = 1, we obtain
E(L↑m)s−1 = 2
1−m√m
sin
( pi
2m
)
sin
( pi
m
) Γ(s + 1/m)
Γ(1 + 1/m)
m∏
k=3
1
sin
(
pik
2m +
pi (s−1)
2
) .
Another application of the double formula then yields (76) for r =m.
To show (ii) we compute the Mellin transform M(q) of Gr (Z ) for r =m,
M(q) :=
∫ ∞
0
dZ Zq−1Gm(Z ) =
∫ ∞
0
dZ Zq−1E(L↑m)−1/me−ZL
↑
r = Γ(q)E(L↑m)−q−1/m
= −2
1−m√mΓ(−1/m)
sin
( pi
2m
)
sin(piq)
m−1∏
k=2
1
sin
(
pik
2m − piq2
) = 2−m√mΓ(−1/m)
sin
( pi
2m
) m∏
k=0
k,1
1
sin
(
pik
2m − piq2
) ,
which is valid whenever q > 0 and E(L↑m)−q−1/m < ∞, i.e., when q ∈ (0, 2/m). Because |M(q)| falls o
exponentially as Im(q) → ∞, by the Mellin inversion theorem Gm(Z ) is given by
Gm(Z ) = 12pii
∫ c+i∞
c−i∞
dq Z−qM(q), c ∈ (0, 2/m),Z > 0.
Due to the periodicity M(q+2) = (−1)mM(q) of M , shifting c → c +2 yields the same integral multiplied
by (−1)mZ−2. It follows from the residue theorem that
((−1)mZ−2 − 1)Gm(Z ) =
∑
q∈(0,2]
Z−qRes(M,q),
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where the sum is over the poles q with Re(q) ∈ (0, 2], which are located at q = 2 and q = k/m for
k = 2, . . . ,m. Using (78) the residue at q = 2 is easily found to be
Res(M, 2) = −(−1)m 2
−m+1√mΓ(−1/m)
pi sin
( pi
2m
) m∏
k=2
1
sin
(
pik
2m
) = −(−1)m Γ(−1/m)
pi
.
It follows that
((−1)mZ−2 − 1) Gm(Z )(−1)mRes(M, 2) − (−1)
mZ−2 =
m∑
p=2
Z−p/m
Res(M,p/m)
(−1)mRes(M, 2) = f (Z
−1/m)
where
f (y) := (−1)m
m∑
p=2
yp
Res(M,p/m)
Res(M, 2) =
[
m∏
k=2
sin
(
pik
2m
)] m∑
p=2
yp
m∏
k=0
k,1,p
1
sin
(
pi (k−p)
2m
)
is a polynomial of orderm with a double zero at the origin. We claim that
f (y) = −1 +
[
1 + cot
( pi
2m
)
y
] m−1∏
k=1
(
1 + iyeipik/m
)
,
which can be seen to imply (ii) for r =m. Since
∑m−1
k=1 ie
ipik/m = − cot(pi/2m), the right-hand side also
has a double zero at the origin, and therefore it suces to verify the identity atm − 1 distinct values of
y , 0. In particular we will show that f (ie−ipi l/m) = −1 for l = 1, . . . ,m − 1.
Let us apply the method described in [49], which relies on the trigonometric version of Lagrange’s
interpolation formula. According to the latter, any trigonometric polynomial P of order at most K ≥ 0,
i.e. a function of the form P(x) = ∑Kk=−K Pkeikx , can be represented as
P(x) =
2K+1∑
p=1
P
(
xp
) 2K+1∏
k=1
k,p
sin ((xk − x)/2)
sin
((xk − xp )/2)
for any sequence (xk )2K+1k=1 of distinct real numbers in [0, 2pi ).
Assumingm is even, let K = (m − 2)/2 and set xk = pi (k + 1)/m for k = 1, . . .m − 1. Then we get
P(x) =
m∑
p=2
P
(pip
m
) m∏
k=2
k,p
sin
(
pik
2m − x2
)
sin
(
pi (k−p)
2m
)
for any trigonometric polynomial P of degree at most 12m − 1. Setting x = 0 this becomes
P(0) = −
[
m∏
k=2
sin
(
pik
2m
)] m∑
p=2
P
(pip
m
) m∏
k=0
k,1,p
1
sin
(
pi (k−p)
2m
) .
In particular, for P(x) = exp(i( 12m − l)x) with 1 ≤ l ≤ m − 1 this gives P(0) = −f (ie−ipi l/m) = 1, as
desired.
On the other hand, if m is odd, we let K = (m − 1)/2 and set x1 = 0, xk = pik/m for k = 2, . . . ,m,
such that
P(x) =
m∑
p=0
p,1
P
(pip
m
) m∏
k=0
k,1,p
sin
(
pik
2m − x2
)
sin
(
pi (k−p)
2m
) .
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When P(0) = 0, the derivative at zero reads
P ′(0) = −12
[
m∏
k=2
sin
(
pik
2m
)] m∑
p=2
P
( pip
m
)
sin
( pip
2m
) m∏
k=0
k,1,p
1
sin
(
pi (k−p)
2m
) .
Therefore, choosing P(x) = 2 exp(i( 12m − l)x) sin( 12x) for l = 1, 2, . . . ,m − 1 we again nd P ′(0) =
−f (ie−ipi l/m) = 1, completing the proof of (ii). 
From here it is only a small step to the claim of Theorem 2.
Proof of Theorem 2. The distribution function of Proposition 16 can be expressed in terms of Gr (Z ) =
E
[
(L↑r )−be−ZL
↑
r
]
as
P(R↓ > r ) = br sin(pib)Γ(1 + b)E (L
↑
r )−b
(1 + L↑r )b+1
= br sin(pib)
∫ ∞
0
dZ Zbe−ZGr (Z ).
Setting b = 1/m and using Proposition 17(ii) this evaluates to
P(R↓ > r ) = 1
Γ(1 + 1/m)
∫ ∞
0
dZ Z 1/me−Z
[
1 − Bm
(m
r
Z−1/m
)]
,
where we used the reection formula for the gamma function. The integral over the rst term in square
brackets evaluates to 1. Therefore
P(R↓ < r ) = 1
Γ(1 + 1/m)
∫ ∞
0
dZ Z 1/me−ZBm
(m
r
Z−1/m
)
=
m
Γ(1 + 1/m)
∫ ∞
0
dx xme−xmBm
(m
rx
)
,
where we made change of integration variable Z = xm . 
Let us nish by checking that in the case m = 2 we obtain expected results.6 In this case b = 1/2
and thus p = 0, meaning that (X ↓t )t ≥0 is the spectrally negative 3/2-stable processes conditioned to
die continuously at zero, while (X ↑t )t ≥0 is the same process conditioned to survive. Moreover, the rst
Lamperti transform (L↑r ) now has the interpretation as a time-reversal of a continuous-state branching
process with branching mechanismψ (u) = u3/2 (see [24, Section 2.1] and [23, Section 4.4]). According
to Proposition 17(ii) we have form = 2,
Gr (Z ) = E

e−ZL
↑
r√
L↑r
 =
16
r
√
pi
1
4 + r 2Z .
By taking the inverse Laplace transform we thus nd the probability density
P(L↑r ∈ d`) = 16√
pi
√
`
r 3
e−4`/r
2
.
6Actually we excluded the case b = 1/2 (i.e. n = p = 0 in the dilute phase) from many of the results (notably Proposition 12
and Theorem 4) for ease of exposition and because most already appear elsewhere in the literature, but it is straightforward to
check that the results go through unaltered.
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This is also precisely the law of the boundary of a lled geodesic ball of radius r in the Brownian plane
[24, Proposition 1.2(i)] and is thus in agreement with the heuristics of Remark 2, since the Brownian plane
is expected to be the scaling limit in the local Gromov-Hausdor sense of Boltzmann quadrangulations.
On the other hand, by Theorem 2 we have form = 2
P(R↓ < r ) = 2√
pi
∫ ∞
0
dZ
√
Z
r 2Z
4 + r 2Z e
−Z
= 1 − 8
r 2
+ 16
√
pi r−3e4r
−2 erfc(2/r )
where erfc(x) = 1 − 2√
pi
∫ x
0 e
−t 2dt is the complementary error function. On dierentiation with respect
to r one may recognize precisely the µ → 0 limit of [14, Equation (4.59)], which gives the distribution of
the graph distance from a marked vertex to the boundary of a critical quadrangulation of large perimeter.
Since one expects the rst passage percolation distance and the graph distance in a quadrangulation to
dier at large distances by deterministic constant (see [22]), this is in agreement with Theorem 4.
A The phase diagram of Boltzmann loop-decorated maps (by Linxiao
Chen)
Theorem 2 establishes the equations and inequalities that determine the phase diagram of the Boltzmann
loop-decorated maps. These equations and inequalities are derived from the so-called resolvent function
Wq,д,n(x) := 1 +
∑
p≥1
x−2pF (p)(q,д,n) .
The proof of Theorem 2 is based on a close analysis of the set of solutions to the equation satised by
the resolvent, which we give in the following proposition.
For γ > 0, let Sγ = C \ [−γ ,γ ], where C = C∪ {∞} is the Riemann sphere. The set Sγ is topologically
an open disk. We denote by Sγ the closed topological disk obtained by gluing a circle to the boundary of
Sγ . It can be parametrized as Sγ = (C \ (−γ ,γ )) ∪ ({±1} × (−γ ,γ )), where an element of {±1} × (−γ ,γ )
is denoted by x ± i0 with x ∈ (−γ ,γ ). A function W : Sγ → C is said to be holomorphic on Sγ if it
is holomorphic on Sγ and continuous on Sγ . A such W must be bounded because Sγ is compact. We
dene the spectral density associated to W by ρ(x) = W(γ x−i0)−W(γ x+i0)2pi ix , where x ∈ [−1, 1].7 Since W is
continuous at ±γ , the spectral density ρ must vanish at x = ±1. Finally, let
D =
{
(q,д,n,γ ) ∈ D × (0,∞)
γ ≤ д−1/2}
Proposition 18 (Equation of the resolvent [12]).
(i) If (q,д,n) ∈ D is admissible, then there exists γ ∈ (0,д−1/2] such thatW ≡Wq,д,n satises
W is an even holomorphic function on Sγ such that for all x ∈ (−γ ,γ ),
W(x − i0) +W(x + i0) + nW
( 1
hx
)
= n + x2 −
∞∑
k=1
qkx
2k .
(79)
Moreover, ρq,д,n is a non-negative even function on [−1, 1].
(ii) For all (q,д,n,γ ) ∈ D, the system (79) has a unique solution, which we denote by W(γ )q,д,n . The
associated spectral density ρ(γ )q,д,n(x) is jointly continuous with respect to (x ; q,д,n,γ ) ∈ [−1, 1] ×D.
7This denition diers slightly from the one used in [12] and is related to it by xWBBG(x) =W(x) and ρBBG(x) = γ · ρ(γ−1x).
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Remark that the functionW is determined by its spectral density via [x−2p ]W(x) = γ 2p
∫ 1
−1 x
2pρ(x)dx .
This also implies that if ρ is non-negative on [−1, 1], then [x−2p ]W(x) ≥ 0 for all p. In [12] the equation
(79) was solved explicitly using a change of variable involving elliptic functions. The continuity in
Proposition 18 (ii) follows from the explicit expression of the function (x ; q,д,n,γ ) 7→ ρ(γ )q,д,n(x).
To ndWq,д,n for a particular triple (q,д,n) ∈ D, one still needs a way to determine whether (q,д,n)
is admissible, and if so, to select the value of γ such that W(γ )q,д,n =Wq,д,n . Observe that Wq,д,n(∞) = 1
by denition. It turns out that this condition and the positivity of ρq,д,n suce to determine Wq,д,n :
Proposition 19 (Admissibility criterion). (q,д,n) ∈ D is admissible if and only if for some γ ∈ (0,д−1/2],
W
(γ )
q,д,n(∞) = 1 and ρ(γ )q,д,n(x) ≥ 0 for all x ∈ [−1, 1] . (80)
In this case, the above condition uniquely determines γ , and we haveW(γ )q,д,n =Wq,д,n .
In practice, it is dicult to check directly whether ρ(γ )q,д,n ≥ 0 on the whole interval [−1, 1]. On the
other hand, it is relatively easy to compute the rst terms in the asymptotic expansion of ρ(γ )q,д,n at ±1. It
turns out that the sign of the leading term determines completely whether ρ(γ )q,д,n ≥ 0 on all [−1, 1].
Proposition 20 (Positivity criterion). Let (q,д,n,γ ) ∈ D. Recall that b = 1pi arccos(n2 ) ∈ (0, 12 ).
(i) When γ < д−1/2, the asymptotic expansion of ρ(γ )q,д,n(x) at x = ±1 is of the form
ρ
(γ )
q,д,n(x) = f
√
1 − x2 + f′(1 − x2)3/2 + o((1 − x2)3/2), (81)
where f, f′ are functions of (q,д,n,γ ) such that ρ(γ )q,д,n(x) ≥ 0 for all x ∈ [−1, 1] if and only if f ≥ 0.
Moreover, we have f′ > 0 when f = 0.
(ii) When γ = д−1/2, the asymptotic expansion of ρ(γ )q,д,n(x) at x = ±1 is of the form
ρ
(γ )
q,д,n(x) = g(1 − x2)1−b + g′(1 − x2)1+b + o((1 − x2)1+b ), (82)
where g, g′ are functions of (q,д,n) such that ρ(γ )q,д,n(x) ≥ 0 for all x ∈ [−1, 1] if and only if g ≥ 0.
Moreover, we have g′ > 0 when g = 0 unless qk = δk,1 for all k ≥ 1.
Proof of Theorem 2. Dene h(q,д,n,γ ) ≡ W(γ )q,д,n(∞). Then Proposition 19 and 20 imply that a triple
(q,д,n) ∈ D is admissible if and only if there exists some γ ∈ (0,д−1/2] such that h(q,д,n,γ ) = 1 and
f(q,д,n,γ ) ≥ 0 (when γ < д−1/2) or g(q,д,n) ≥ 0 (when γ = д−1/2).
According to Proposition 20, in the four cases f > 0, f = 0, g > 0 and g = 0, the dominant term in the
asymptotic expansion of ρ(γ )q,д,n(x) at x = ±1 are respectively of order (1 − x2)1/2, (1 − x2)3/2, (1 − x2)1−b
and (1 − x2)1+b . Applying Laplace’s method to the relation F (p)(q,д,n) = γ 2p
∫ 1
−1 x
2pρq,д,n(x)dx , it
follows that the exponents α in the asymptotics (3) of F (p)(q,д,n) are respectively 1, 2, 3/2 − b and
3/2 + b in the four cases. The case where qk = δk,1 in Proposition 20 (ii) could a priori give rise to a
dierent exponent. However one can check that it does not correspond to an admissible triple (q,д,n)
for any д and n. This proves Theorem 2 provided that Proposition 19 and 20 are true. 
The asymptotic expansions of ρ(γ )q,д,n in Proposition 20 were derived in [12] using the explicit formula
of ρ(γ )q,д,n . Both Proposition 19 and 20 were conjectured in [12] with the support of numerical evidence.
They were then used in conjunction with the explicit expression of ρ(γ )q,д,n to determine the phase diagram
of the Boltzmann loop-decorated quadrangulation, which we include here as Figure 17. In the rest of
this appendix we will rst prove Proposition 19 and Proposition 20.
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subcritical
generic
critical
α = 3
2 + b
(dilute)
non-generic critical
inadmissible
α = 2
α = 1
α = 3
2 − b
(dense)
g
q2
(q∗2, g
∗)
Figure 17: Phase diagram of the loop-decorated quadrangulation model [12] for a given value of
n ∈ (0, 2) (the diagram is qualitatively the same for all such n). The critical phases form a line
that separates the sub-critical region (below) and the inadmissible region (above).
A.1 Proof of Proposition 19
The proof of Proposition 19 is based on the following lemma, which is basically a reformulation of classic
results on the enumeration of bipartite maps without loops.
Lemma 13. For all qˆ ∈ [0,∞)N and γ > 0, consider the system
W is an even holomorphic function on Sγ such that for all x ∈ (−γ ,γ ),
W(x − i0) +W(x + i0) = x2 −
∞∑
k=1
qˆkx
2k .
(83)
(i) The solution of (83), when it exists, is unique and given by
W
(γ )
qˆ (γx) :=
x2
2pi
√
1 − 1
x2
∫ 1
−1
∑∞
k=1(δk,1 − qˆk )γ 2ky2k
x2 − y2
dy√
1 − y2
(84)
for all x ∈ C \ [−1, 1].
(ii) The sequence qˆ is admissible if and only if there exists γ > 0 such that
W
(γ )
qˆ (∞) = 1 and limx→1− ρ
(γ )
qˆ (x)/
√
1 − x2 ≥ 0 . (85)
In this case, γ is determined by these conditions, and we haveW(γ )qˆ (x) = 1 +
∑∞
k=1W
(k )(qˆ)x−2k .
Proof. (i) If W is a solution of (83), then for all x ∈ C \ [−1, 1],
I(x) :=
∫ 1
−1
W(γy − i0) +W(γy + i0)
x2 − y2
dy√
1 − y2
=
∫ 1
−1
∑∞
k=1(δk,1 − qˆk )γ 2ky2k
x2 − y2
dy√
1 − y2
.
It suces to show that
I(x) = 2pi
x2
√
1 − 1x 2
W(γx) . (86)
I(x) can be viewed as the integral of F (y) := W(γy)x 2−y2 1√1−y2 on the union of [−1, 1] − i0 and [−1, 1] + i0.
Assume that Im(x) > 0, and consider the determination of square root such that Re(√t) > 0 for all
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−R R R
C+
C−
x
−x
−1 1
[−1, 1] + i0
[−1, 1]− i0
Figure 18: Deformation of the contour of integration of the function F (y) = 1y2−x 2
W(y)√
γ 2−y2
.
t ∈ C \ (−∞, 0]. Then F is a meromorphic function on C \ R with two simple poles at ±x . By deforming
the contours of integration from [−1, 1] ± i0 to C± as in Figure 18, we get
I(x) =
(∫
C+
+
∫
C−
)
F (y) dy + 2pii (Resy→x − Resy→−x ) F (y) .
The factor
√
1 − y2 changes sign when y crosses R \ [−1, 1]. It follows that F (y + i0) + F (y − i0) = 0 for
all y ∈ R \ [−1, 1]. Hence the integrals on the straight line parts of C+ and C− cancel each other. On
the other hand, F (y) = O(|y |−3) when |y | → ∞, hence limR→∞
(∫
C+
+
∫
C−
)
F (y)dy = 0. As W is even,
we have Resy→−xF (y) = −Resy→xF (y) = 12x W(γ x )√1−x 2 . Therefore I(x) = −
2pi i
x
W(γ x )√
1−x 2 for all x ∈ C such that
Im(x) > 0. It is not hard to see that (86) gives the correct analytic extension of I(x) on C \ [−1, 1].
(ii) It has been shown in [11, Section 6] that if qˆ is admissible, then Wqˆ(x) := 1 +∑∞k=1W (k )(qˆ)x−2k
is the solution of (83) for some γ > 0, and the associated spectral density is non-negative over [−1, 1].
In particular, this γ satises (85) and we have W(γ )qˆ =Wqˆ.
Inversely, assume that there exists γ > 0 which satises (85). First let us compute the spectral density
associated to (84). Thanks to the identity x 2pi
√
1 − 1x 2
∫ 1
−1
1
x 2−y2
dy√
1−y2
= 1 for all x ∈ C \ [−1, 1], we have
W
(γ )
qˆ (γx) −
∞∑
k=1
(δk,1 − qˆk )γ 2k x
2k
2 = −
x2
2pi
√
1 − 1
x2
∫ 1
−1
∞∑
k=1
(δk,1 − qˆk )γ 2k x
2k − y2k
x2 − y2
dy√
1 − y2
.
The fact that (83) has a solution implies
∑∞
k=1 qˆkγ
2k < ∞. Hence both the second term on the left hand
side and the integral on the right hand side are analytic functions in the unit disk. The determination of
the square root prescribes that x
√
1 − (x ± i0)−2 = ±i√1 − x2 for all x ∈ (−1, 1). It follows that
ρ
(γ )
qˆ (x) =
√
1 − x2
2pi 2
∫ 1
−1
∞∑
k=1
(δk,1 − qˆk )γ 2k x
2k − y2k
x2 − y2
dy√
1 − y2
(87)
for all x ∈ (−1, 1).
Thanks to the absolute convergence of
∑∞
k=1(δk,1 − qˆk )γ 2k , one can take the limits x → ∞ and
x → 1− respectively in (84) and (87), then interchange the summation with the integrals. This gives
W
(γ )
qˆ (∞) =
1
2pi
∞∑
k=1
(δk,1 − qˆk )γ 2k
∫ 1
−1
y2kdy√
1 − y2
=
∞∑
k=1
(δk,1 − qˆk )12
(
2k
k
) (
γ 2
4
)k
and
lim
x→1−
ρ
(γ )
qˆ (x)√
1 − x2
=
1
2pi 2
∞∑
k=1
(δk,1 − qˆk )γ 2k
∫ 1
−1
1 − y2k
1 − y2
dy√
1 − y2
=
1
pi
∞∑
k=1
(δk,1 − qˆk )k
(
2k
k
) (
γ 2
4
)k
.
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Letuqˆ(r ) = r −∑∞k=1 12 (2kk )qˆkrk . The two right hand sides above are respectivelyuqˆ(γ 2/4) and γ 22piu ′qˆ(γ 2/4).
Therefore γ satises (85) if and only if r = γ 2/4 satises uqˆ(r ) = 1 and u ′qˆ(r ) ≥ 0. Since uqˆ is a concave
function, these conditions uniquely determines γ 2/4 as the smallest positive solution of the equation
uqˆ(r ) = 1. It is shown in [40, Proposition 1] that the weight sequence qˆ is admissible if and only if such
a solution exists. This completes the proof of the part (ii) of the lemma. 
Proof of Proposition 19. If (q,д,n) ∈ D is admissible, Proposition 18 implies that there exists γ ∈ (0,д−1/2]
such that W(γ )q,д,n =Wq,д,n , which satises the condition (80). This γ is also unique because (−γ ,γ ) is
the locus of discontinuity of Wq,д,n .
Inversely, assume there exists γ ∈ (0,д−1/2] that satises (80). Let F (k )γ = [x−2k ]W(γ )q,д,n(x) be the
coecients of the Taylor expansion of W(γ )q,д,n at x = ∞. According to the remark after Proposition 18,
the assumption ρ(γ )q,д,n ≥ 0 implies that F (k )γ ≥ 0 for all k ≥ 1. In particular, qˆk := qk + nд2kF (k )γ denes a
non-negative sequence. Since W(γ )q,д,n(∞) = 1, we have
∞∑
k=1
qˆkx
2k =
d∑
k=1
qkx
2k + nW
(γ )
q,д,n
( 1
дx
)
− n . (88)
Plug this into (79), we see that W(γ )q,д,n = W
(γ )
qˆ . By Lemma 13(ii), the assumption (80) implies that
the sequence qˆ is admissible and F (k )γ = W (k )(qˆ) for all k ≥ 1. It follows that qk = qˆk − nд2kW (k )(qˆ).
According to Theorem 1, this implies that the triple (q,д,n) is admissible. 
A.2 Proof of Proposition 20 (i) — the subcritical and generic critical cases
Our approach is based on the following integral equation on the spectral density. It is derived from the
functional equation (79) using elementary complex analysis.
Lemma 14 (Integral equation for ρ(γ )q,д,n). For (q,д,n,γ ) ∈ D, let τ = γ 2д ∈ (0, 1]. Then we have
2pi ρ(γ )q,д,n(x)√
1 − x2
= (1 − q1)γ 2 −
d∑
k=2
qkγ
2k Ik (x) − n
∫ 1
−1
τ 2y2
1 − τ 2x2y2
ρ
(γ )
q,д,n(y) dy√
1 − τ 2y2
(89)
for all x ∈ [−1, 1], where Ik (x) = 1pi
∫ 1
−1
x 2k−y2k
x 2−y2
dy√
1−y2
is an even polynomial with positive coecients.
Proof. Like in the proof of Proposition 19, we have W(γ )q,д,n =W
(γ )
qˆ for qˆ related to (q,д,n) by (88). Plug
this into the integral expression (84) of W(γ )qˆ , we get that for all x ∈ C \ [−1, 1],
W
(γ )
q,д,n(γx) = x
2
2pi
√
1 − 1
x2
©­­«
∫ 1
−1
∑d
k=1(δk,1 − qk )γ 2ky2k
x2 − y2
dy√
1 − y2
− n
∫ 1
−1
W
(γ )
q,д,n
(
1
дγy
)
− 1
x2 − y2
dy√
1 − y2
ª®®¬ .
The rst integral has already appeared in the proof of Lemma 13 and give rise to the spectral density
ρ
(γ )
q,д,n=0(x) =
√
1 − x2
2pi
(
(1 − q1)γ 2 −
d∑
k=2
qkγ
2k Ik (x)
)
. (90)
Using again that y
√
1 − (y ± i0)−2 = ±i√1 − y2 for all y ∈ (−1, 1), the second integral can be viewed as
the integral ofG(y) := W(γ /(τy))−1x 2−y2 i2y√1−1/y2 on the counter-clockwise contour around the cut [−1, 1]. The
function G is meromorphic on C \ {y ∈ R : |y | ≤ 1 or |y | ≥ 1τ } and has two simple poles with opposite
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residues at ±x . Therefore we can deform the contour of integration to the unit circle C (assuming that x
is not on C). After the change of variable z = 1/(τy), we obtain
∫ 1
−1
W
(γ )
q,д,n
(
γ
τy
)
− 1
x2 − y2
dy√
1 − y2
=
∮
1
τ C
W
(γ )
q,д,n(γz) − 1
x2 − 1/(τz)2
i τz
2
√
1 − τ 2z2
dz
τz2
.
The integral on the right hand side can be evaluated by deforming the contour 1τ C back to the counter-
clockwise contour around [−1, 1], and observe thatW(γ )q,д,n is the only term that is discontinuous along the
cut [−1, 1]. Formally this amounts to replacing
∮
1
τ C
by
∫ 1
−1 and replacingW
(γ )
q,д,n(γz)−1 by 2pii z ρ(γ )q,д,n(z).
After rearranging terms, we get
∫ 1
−1
W
(γ )
q,д,n
(
γ
τy
)
− 1
x2 − y2
dy√
1 − y2
= pi
∫ 1
−1
τ 2y2
1 − τ 2x2y2
ρ
(γ )
q,д,n(y) dy√
1 − τ 2y2
.
Notice that the right hand side is a holomorphic function of x on [−1, 1]. Plug it into the expression of
W
(γ )
q,д,n(γx) at the beginning of the proof and take the spectral density on both sides, then we obtain the
integral equation (89) instead of (90). 
By expanding the integral on the right hand side of (89) as a power series in x , we see that (89)
denes an analytic continuation of x 7→ ρ(γ )q,д,n(x)/
√
1 − x2 on the disk {x ∈ C : |x | < τ−1}. We denote
by ρ˜(γ )q,д,n this analytic continuation. When γ < д−1/2, that is τ < 1, the function ρ˜
(γ )
q,д,n is analytic at x = 1.
This implies the expansion (81) of ρ(γ )q,д,n in Proposition 20 (i). In particular, f(q,д,n,γ ) = ρ˜(γ )q,д,n(±1).
In the sequel we will use the following short hand notations
D< =
{
(q,д,n,γ ) ∈ D : γ < д−1/2
}
and {f > 0} = {(q,д,n,γ ) ∈ D< : f(q,д,n,γ ) > 0} .
Thanks to the continuity of the function (x ; q,д,n,γ ) 7→ ρ(γ )q,д,n(x) in Proposition 18 (ii), Equation (89)
implies that (x ; q,д,n,γ ) 7→ ρ˜(γ )q,д,n(x) is also continuous for all |x | < τ−1 and (q,д,n,γ ) ∈ D, in particular
for all (x ; q,д,n,γ ) ∈ [−1, 1] ×D< . It follows that f is continuous on D< .
Our proof of Proposition 20 relies on a continuity argument that bootstraps the positivity of ρ(γ )q,д,n
near x = 1 to its positivity on [−1, 1]. It is based on the following simple but important consequence of
the integral equation (89).
Lemma 15. For all (q,д,n,γ ) ∈ {f > 0}, if ρ(γ )q,д,n ≥ 0 on [−1, 1], then ρ˜(γ )q,д,n > 0 on [−1, 1].
Proof. When ρ(γ )q,д,n ≥ 0 on [−1, 1], the right hand side of (89) shows that ρ˜(γ )q,д,n is increasing on [−1, 0]
and decreasing on [0, 1]. Hence ρ˜(γ )q,д,n(±1) = f(q,д,n,γ ) > 0 implies that ρ˜(γ )q,д,n > 0 on [−1, 1]. 
To apply our continuity argument, we also need to know that:
Lemma 16. The set {f > 0} is connected.
Proof. For any xed (д,n,γ ), the spectral density ρ(γ )q,д,n depends linearly on the polynomial P(x) =
n +
∑
k (δk,1 − qk )x2k on the right hand side of (79). When P(x) = n (which corresponds to the non-
admissible weights qk = δk,1), the solution of (79) would beW(x) = nn+2 , which has zero spectral density.
Thus ρ(γ )q,д,n depends linearly on the coecients (1−q1,q2, . . . ,qd ). It follows that for all (q,д,n,γ ) ∈ D< ,
f(q,д,n,γ ) = (1 − q1) f(0,д,n,γ ) −
d∑
k=2
qk f(δ1 − δk ,д,n,γ ) . (91)
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where 0 is the zero sequence, and δk is the sequence whose k-th term is 1 and all other terms are zero.
Following the methods of [12], one can obtain a simple enough formula for f(0,д,n,γ ) and show
that it is always positive. But going into the details will lead us too far, so we will simply admit the
following:
Lemma 17. For all д > 0, n ∈ (0, 2) and γ ∈ (0,д−1/2), we have f(0,д,n,γ ) > 0.
Then the decomposition (91) implies that every point (q,д,n,γ ) in {f > 0} is connected to (0,д,n,γ )
by a line segment in {f > 0}. The points of the form (0,д,n,γ ) are obviously connected to each other.
Therefore {f > 0} is connected. 
Remark. Physically, Lemma 17 means that a fully-packed model (this means q = 0, i.e. every internal
face is visited by a loop) is never generic critical (i.e. f = 0). However the lemma is a bit stronger than the
previous statement because it also includes non-physical values of the parameter γ .
Lemma 18 (Positivity bootstrap: γ <д−1/2). ρ(γ )q,д,n ≥ 0 on [−1, 1] for all (q,д,n,γ ) in the closure of {f > 0}.
Proof. Consider A =
{(q,д,n,γ ) ∈ {f > 0} : ρ(γ )q,д,n(x) ≥ 0 for all x ∈ [−1, 1]}. By comparing Fk (q,д,n)
to the partition function of non-decorated maps, we see that (q,д,n) is admissible and subcritical when
n < 1 and max(h,q1, . . . ,qd ) is small enough. Then Proposition 18 provides a γ such that ρ(γ )q,д,n ≥ 0 and
f(q,д,n,γ ) > 0. Therefore A , .
Now x (q,д,n,γ ) ∈ A. By Lemma 15, we have ρ˜(γ )q,д,n > 0 on [−1, 1]. Since [−1, 1] is compact and
(x ; q,д,n,γ ) 7→ ρ˜(γ )q,д,n(x) is continuous, this implies that ρ˜(γ
′)
q′,д′,n′ > 0 on [−1, 1] for all (q′,д′,n′,γ ′) close
enough to (q,д,n,γ ). Therefore A is open in {f > 0}. But since (q,д,n,γ ) 7→ ρ(γ )q,д,n(x) is continuous for
each x ∈ [−1, 1], A is also closed in {f > 0}. Since {f > 0} is connected, we conclude that A = {f > 0},
that is, ρ(γ )q,д,n ≥ 0 for all (q,д,n,γ ) ∈ {f > 0}. By the continuity of (x ; q,д,n,γ ) 7→ ρ(γ )q,д,n(x), the same
holds for all (q,д,n,γ ) in the closure of {f > 0}. 
Proof of Proposition 20 (i). The asymptotic expansion of ρ(γ )q,д,n(x) when γ < д−1/2 has been derived in
the discussion above Lemma 15.
Since f is continuous on D< , the linear decomposition (91) implies that the set {(q,д,n,γ ) ∈ D< :
f(q,д,n,γ ) ≥ 0} is contained in the closure of {f > 0}. Then it follows from Lemma 18 that for all
(q,д,n,γ ) ∈ D< , f(q,д,n,γ ) ≥ 0 implies that ρ(γ )q,д,n ≥ 0 on [−1, 1]. The converse is obviously true.
Finally, when γ < д−1/2 and f(q,д,n,γ ) = 0, the previous paragraph shows that ρ(γ )q,д,n ≥ 0 on [−1, 1].
Then it is not hard to see that the right hand side of the integral equation (89) has a strictly negative
derivative at x = 1. This is equivalent to f′ > 0 in the asymptotic expansion of ρ(γ )q,д,n . 
A.3 Proof of Proposition 20 (ii) — the non-generic critical cases
When γ = д−1/2, the integral equation (89) remains valid, but is less relevant because ρ(γ )q,д,n(x)/
√
1 − x2
no longer has an analytic continuation at x = 1. Instead of (89), it is much easier to derive results directly
from the explicit expression of ρ(γ )q,д,n(x), as it is relatively simple in this case:
Lemma 19. For (q,д,n) ∈ D and γ = д−1/2, we have
ρ
(γ )
q,д,n(x) = 1
2pi
√
4 − n2
1
x
(
Lq,д,n(x)
(1 − x
1 + x
)b − Lq,д,n(−x)(1 + x1 − x )b ) (92)
where Lq,д,n(x) = Pq,д,n(x) − Pq,д,n(x−1) and Pq,д,n is the polynomial with no constant term determined by
Pq,д,n
( 1
x
)
=
d∑
k=1
(qk − δk,1)γ 2k 1
x2k
(1 + x
1 − x
)b
+O(1) as x → 0 . (93)
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In other words, Pq,д,n( 1x ) is the singular part in the Laurent series expansion of the above function at x = 0.
We leave the derivation of the above formulae to the reader as it follows step by step the derivation
in the special case q = дδ2 found in [12]. The above expression of ρ(γ )q,д,n(x) can be easily expanded at
x = 1, which gives the expansion (82) with
g(q,д,n) = −2
2bP ′q,д,n(−1)
2pi
√
4 − n2
and g′(q,д,n) = −2
−2bP ′q,д,n(1)
2pi
√
4 − n2
(94)
Now we complete the characterization of the phase diagram following the same scheme as in the
case γ < д−1/2. Consider the set
{g > 0} = {(q,д,n) ∈ D  g(q,д,n) > 0}
Lemma 20. The set {g > 0} is connected.
Proof. Similarly to f(q,д,n,γ ), the polynomial P ′q,д,n has the following linear decomposition
P ′q,д,n(x) = (1 − q1)γ 2 P ′1(x) −
d∑
k=2
qkγ
2k P ′k (x) , (95)
where Pk is the polynomial without constant term determined by
Pk
( 1
x
)
=
1
x2k
(1 + x
1 − x
)b
+O(1) (96)
By Newton’s binomial formula, the coecients of Pk are polynomials of b. Thus g is continuous on D.
In particular, P1(x) = x2 + 2bx and −P ′1(−1) = 2(1 − b) > 0. So (94) shows that g(0,д,n) > 0 for
all д > 0, n ∈ (0, 2). (Similarly to Lemma 17, physically this means that a fully-packed model cannot
be non-generic critical and dilute.) Using this fact and the decomposition (95), we see that {g > 0} is
connected in the same way as for {f > 0}. 
Proof of Proposition 20 (ii). We have seen the asymptotic expansion of ρ(γ )q,д,n(x) when γ = д−1/2 with
explicit formulae (94) for g and g′.
Next we show that ρ(γ )q,д,n ≥ 0 on [−1, 1] whenever g(q,д,n) ≥ 0 and γ = д−1/2. We know that both
g and (x , q,д,n,γ = д−1/2) 7→ ρ(γ )q,д,n(x) are continuous, and {g > 0} is connected. Following the proof
of Lemma 18, it suces to show that the set B =
{(q,д,n) ∈ {g > 0}  ρ(γ )q,д,n(x) ≥ 0 for all x ∈ [−1, 1]}
is non-empty and both closed and open in {g > 0}. Thanks to Lemma 17, the quadruple (0,д,n,д−1/2)
is in the closure of {f > 0}. Thus Lemma 18 implies that ρ0,д,n ≥ 0 on [−1, 1] for any д > 0 and
n ∈ (0, 2) and γ = д−1/2. This shows that B is non-empty. It is also closed in {g > 0} because (x ; q,д,n =
д−1/2) 7→ ρ(γ )q,д,n(x) is continuous for each x ∈ [−1, 1]. To see that B is open, consider the function
ρˇq,д,n(x) := ρ(γ )q,д,n(x)/(1 − x2)1−b where γ = д−1/2. It is jointly continuous on (x ; q,д,n) ∈ (−1, 1) × D
because the spectral density ρ(γ )q,д,n(x) is. Using the explicit formula (92) one can check ρˇq,д,n(x) extends
continuously to (x ; q,д,n) ∈ [−1, 1] × D. Also, Lemma 14 remains true when ρ˜(γ )q,д,n is replaced by ρˇq,д,n .
Then the same argument as in Lemma 18 shows that B is open in {g > 0}.
When g(q,д,n) = 0, since we have ρ(γ )q,д,n ≥ 0 on [−1, 1], the second coecient g′ must be non-
negative. As g and g′ are proportional to P ′q,д,n(−1) and P ′q,д,n(1) respectively, it suces to prove the
following lemma to complete the proof of Proposition 20. 
Lemma 21 (There are only two non-generic critical phases). For all (q,д,n) ∈ D, the values P ′q,д,n(1)
and P ′q,д,n(−1) both vanish only when q = δ1.
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Proof. We have seen that P1(x) = x2 + 2bx . Thus P ′1(−1) = −2(1 − b) and P ′1(1) = 2(1 + b) are both
non-zero. Then the decomposition (95) of Pq,д,n shows that P ′q,д,n(1) = P ′q,д,n(−1) = 0 if and only if
(1 − q1)γ 2 =
d∑
k=2
qkγ
2k P
′
k (1)
P ′1(1)
=
d∑
k=2
qkγ
2k P
′
k (−1)
P ′1(−1)
,
which implies
d∑
k=2
(
P ′k (1)
P ′1(1)
− P
′
k (−1)
P ′1(−1)
)
qkγ
2k = 0 . (97)
Since qk ≥ 0, to prove Lemma 21 it suces to show that the coecients in front of the qkγ 2k are all
positive.
Let Hk be the polynomial such that P ′k (1) = Hk (b). From the denition (96) of Pk it is easy to see
that P ′k (−1) = −Hk (−b). Therefore the coecients in (97) can be written as Hk (b)2(1+b) − Hk (−b)2(1−b) . It will be
positive if b 7→ Hk (b)1+b is strictly increasing. Below we show that Hk (b) is actually an odd polynomial
with positive coecients with respect to the variable 1 + b, which will conclude the proof of the lemma.
By the denition (96) of Pk ,
Pk
( 1
x
)
=
1
x2k
1 − x
1 + x exp
(
(1 + b) log
(1 + x
1 − x
))
+O(1)
=
1
x2k
1 − x
1 + x
2k−1∑
m=0
(1 + b)m
m!
(
log
(1 + x
1 − x
))m
+O(1) ,
so − 1
x2k
P ′k
( 1
x
)
=
2k−1∑
m=0
Bm
m!
d
dx
[
1
x2k
1 − x
1 + x
(
log
(1 + x
1 − x
))m
+O(1)
]
.
Write Hk (b) = ∑m hm,km! (1 + b)m and (log ( 1+x1−x ) )m= ∑n an,mxn , then the last line implies
hm,k =
∑
l+n<2k
(2k − n − l) cl an,m
where (cl )l ≥0 is dened by 1−x1+x =
∑
l clx
l . Or explicitly, c0 = 1 and cl = 2(−1)l for all l ≥ 1. Using the
fact that
∑K
l=0(K − l)cl = 0 if K is even and 1 if K is odd, we get
hm,k =
2k−1∑
n=0
( 2k−n∑
l=0
(2k − n − l)cl
)
an,m =
k∑
n=1
a2n−1,m
Since log
( 1+x
1−x
)
=
∑
n
x 2n+1
2n+1 , the coecient a2n−1,m is always non-negative, and vanishes if and only ifm
is even. So hm,k is also non-negative, and vanishes if and only ifm is even. 
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