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The use of threedimensional images and models
databases throughout the Internet is gro6ing both in
numberand in size.Thedevelopmentofmodeling tools,
3D scanners, 3D graphic accelerated hard6are, Web3D
and so on, is enabling access to threedimensional
materials of high quality. In recent years, many systems
have been proposed for efficient information retrieval
from digital collections of images and videos. Ho6ever,
thesolutionsproposedsofar to support retrievalof such
dataarenotal6ayseffectiveinapplicationcontexts6here
theinformationisintrinsicallythreedimensional.
A similarity metric has to be defined to compute a
visual similarity bet6een t6o 3D models, given their




threedimensional information. The 3D objects are
representedasmeshsurfacesand3Dshapedescriptorsare
used. The results obtained sho6 the limitation of the
approach 6hen the mesh is not regular. This kind of
approachisnotrobustintermsofshaperepresentation.
In 2D/3D retrieval approach, t6o serious problems
arise:ho6tocharacterizea3Dmodel6ithfe62Dvie6s,
andho6 touse thesevie6s to retrieve themodel froma
3Dmodelscollection.
Abbasi and Mokhtarian [2] propose a method that
eliminates the similar vie6s in the sense of a distance
amongCSS(	SS)fromtheoutlinesof
these vie6s. At last, the minimal number of vie6s is
selected 6ith an optimization algorithm. Dorai and Jain
[3] use, for each of the model in the collection, an
algorithm to generate 320 vie6s. Then, a hierarchical
classification, based on a distance measure bet6een
curvaturehistogramfromthevie6s,follo6s.
MahmoudiandDaoudi[4]alsosuggesttousetheCSS
from the outlines of the 3Dmodel extracted vie6s. The
CSS is then organized in a tree structure calledM	.
Chen&Stockman[5]as6ellasYiandal.[6]proposea




the model 6hen a certain feature is observed. This
probabilistic method gives good results, but the method
6astestedonasmallcollectionof20models.
In this paper, 6e propose a method for optimal
selection of 2D vie6s from a 3D model, and a
probabilisticmethod for 3Dmodels indexing from these
vie6s. This paper is organized in the follo6ing 6ay. In













For each model M of the collection, 2D vie6s are
generatedfrommultiplevie6points.Thesevie6pointsare
equally spaced on the unit sphere. In our current




togenerate the 80 faceted polyhedron.Then 80 cameras
are placed at each facecenter looking at the coordinate
origin.
"	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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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Let },...,,{ 21 MMMM VVVV =  be the set of 2D vie6s
fromthethreedimensionalmodelM,6here is the total
numberofvie6s.
Among this setof vie6s,6ehave to select those that






We use the histogram of threedimensional shape
introducedbyKoenderinkandVanDoorn[7]todescribe
a2Dvie6.Firstofall,the2Dvie6istransformedintoa
graylevel image toobtaina threedimensional surface in










Each vie6 is then described 6ith its curvatures
histogram.Tocomparet6ovie6s,itisenoughtocompare
their respective histograms. There are several 6ays to
compare distribution histograms: the Minko6ski Ln










































Ho6ever, the choice of the distance threshold ε is
important and depends on the complexity of the three
dimensional model. This information is not  

kno6n.
To solve the problem of determining the distance
threshold ε, 6e adapte the previous algorithm by taking
intoaccountanintervalofthesedistancesfrom0to16ith
a step of 0.001. The final set of characteristic vie6s is
























MV  be the set of vie6s represented by the
characteristic vie6
j



















of characteristic vie6s }Vc,...,Vc,{Vc v̂21=V , 6ith




model DbMi ∈ 6hich one of its characteristic vie6s is





Let H be the set of all the possible hypotheses of
correspondencebet6eentherequestvie6Qandamodel
M, }h...hh{ v̂21 ∨∨∨=H .Ahypothesis   means















The closest model is the one that contains a vie6


























































































Where )( jM V1 isthenumberofcharacteristicvie6s
of the model M, and 1V is the total number of
characteristic vie6s for the set of the models of the
collection .α is a parameter tohold the effect of the
probability )( MP . The algorithm conception makes






























thecharacteristicvie6jofthemodelM,and )( MV1 is




number of represented vie6s )(
j
M




V  is important and the best it
representsthethreedimensionalmodel.
The value ),/( 
j
Mj MVP   is the probability that,































We implemented our algorithm, described in the
previoussections,usingC++andtheTGSOpenInventor.
To measure the performance, 6e classified the 132
models of our collection into 14 classes based on the
judgmentoft6oadultpersons.
We used several different performance measures to
objectivelyevaluateourmethod:TheFirstTier (FT), the
second Tier (ST), and Nearest Neighbor (NN) match
percentages,as6ellastherecallprecisionplot.
Recallandprecisionare6ellkno6nintheliteratureof





collection, that are, the class number of models to 6ich
thequerybelongsto.
FT, ST, and NN percentages are defined as follo6s.
AssumethatthequerybelongstotheclassCcontainingQ
models. The FT percentage is the percentage of the






We test the performance of our method 6ith and
6ithout the use of the probabilistic approach. Table 1
sho6s performance in terms of the FT, ST, and NN.
Figure 3 sho6s the recall precision plots, 6e can notice










WithProba 28.88 40.65 51.46












We have presented a ne6 method to extract
characteristic vie6s from a 3D model. This method is





Our method is robust in terms of the shape
representationsitaccepts.Themethodcanbeusedagainst
topologicallyilldefinedmeshbasedmodels,e.g.,polygon
soup models. This is because the method is appearance
based:practicallyany3Dmodelcanbeinthedatabase.
The evaluation experiments sho6ed that the method
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