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§1. Introduction
Let µ(n) be the Möbius function defined by
µ(n) =


1 if n = 1
(−1)r if n is a product of r(≥ 1) different prime numbers
0 otherwise .
It is well-known that the Riemann Hypothesis (R.H.) is equivalent to the statement that∑
n≤Q
µ(n)  Q 12 +ε
for any positive ε. Random behavior of the Möbius function is expressed as the Riemann
Hypothesis. On the other hand, for any integer n ≥ 1, we have
µ(n) =
n∑
a=1
(a,n)=1
e2π
√−1 an .
Consequently, the Riemann Hypothesis is equivalent to the statement that
A∑
i=1
fi∈FQ
e2π
√−1fi  Q 12 +ε
for any positive ε, where FQ is the Farey series of the order Q ≥ 1 which consists of the
ascending sequence of the fractions
0 < f1 < f2 < f3 < · · · < fA−1 < fA = 1
for which
fi = ai
qi
,
(ai, qi) = 1 and 1 ≤ ai ≤ qi ≤ Q and we put
A = A(Q) =
∑
n≤Q
ϕ(n)
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with the Euler function ϕ(n). We notice that
A(Q) = 3
π2
Q2 + O(Q(logQ) 23 (log logQ) 43 ) (cf. Walfisz [26]).
Thus the Riemann Hypothesis is the statement concerning the uniform distribution of the
Farey series. We have seen that the discrepancy of the uniform distribution of the Farey
series FQ is the problem concerning the distribution of the convolution of two arithmetic
oscillating quantities
µ(n)
and
{αn} − 1
2
,
namely, ∑
dn≤Q
µ(d)
(
{αn} − 1
2
)
,
where {x} is the fractional part of a real number x. Thus the generating function of the
discrepancy of the uniform distribution of the Farey series is
1
ζ(s)
·
∞∑
n=1
{αn} − 12
ns
,
where ζ(s) is the Riemann Zeta function and
∑∞
n=1
{αn}− 12
ns
is the L-function introduced
and studied by Hecke [17]. We have recalled some of the known results on the distribu-
tion of {αn} − 12 and Hecke L-functions in the introduction of the previous article Fujii
[16]. We have seen also that the discrepancy of the uniform distribution with the weight∑
m≤ Q
qi
logm of the Farey series fi = aiqi ∈ FQ is the problem concerning the distribution
of the convolution of two arithmetic oscillating quantities Λ(n) and {αn} − 12 namely,∑
dn≤Q
Λ(d)
(
{αn} − 1
2
)
,
where Λ(n) is the von-Mangoldt function defined by
Λ(n) =
{
logp if n = pk with a prime number p and an integer k ≥ 1
0 otherwise .
In this article, we are concerned with the distributions of the product of the above
arithmetic quantities, in stead of the convolution, namely,∑
n≤Q
µ(n)
(
{αn} − 1
2
)
and ∑
n≤Q
Λ(n)
(
{αn} − 1
2
)
.
The problem for the latter case is, in fact, to study the uniform distribution of the Farey
series with prime denominators.
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We should mention that much investigations (cf. Davenport [2][3], Vaughan [25] and
also Chapter 13 of Iwaniec and Kowalski [19]) have been given to the estimate of the sums∑
n≤Q
µ(n)e2πiαn
and ∑
n≤Q
Λ(n)e2πiαn .
Another step is needed for the investigation of the present sums, since another parameter
appears from the oscillating quantity {αn} − 12 .
We notice further that Davenport [2] [3] showed that
∞∑
n=1
µ(n)
n
(
{αn} − 1
2
)
= − 1
π
sin(2πα)
converges uniformly in α and that
∞∑
n=1
Λ(n)
n
(
{αn} − 1
2
)
= − 1
π
∞∑
n=1
logn
n
sin(2nπa)
converges for almost all α. Here we introduce the zeta functions Fµ(α, s) and FΛ(α, s)
defined for (s) > 1 by
Fµ(α, s) =
∞∑
n=1
µ(n)
ns
(
{αn} − 1
2
)
and
FΛ(α, s) =
∞∑
n=1
Λ(n)
ns
(
{αn} − 1
2
)
respectively. We shall give an analytic continuation of these zeta functions to the left of the
line (s) = 1.
To state our results, we need to recall one notion from the theory of Diophantine
approximation. Let ψ be a non-decreasing positive function defined at least for positive
integers. An irrational number α(> 0) is said to be of type < ψ (Cf. p. 121 of Kuipers and
Niederreiter [20]), if
q ‖ qα ‖≥ 1
ψ(q)
for all integers q ≥ 1 ,
where we put ‖ x ‖= min({x}, 1 − {x}). It is well-known (cf. 3.5 on p.130 of Kuipers
and Niederreiter [20]) that for any ε1 > 0, almost all α are of type < C(α) log1+ε1(2y),
where C(α) is a positive constant that may depend on α. It is also well-known that for any
algebraic irrational α, we can take
ψ(y) = C(ε)yε
for any ε > 0 with some positive constant C(ε). The last result is a consequence of Thue-
Siegel-Roth theorem (cf. p. 124 of Kuipers and Niederreiter [20]).
The basic results for the present investigation are the following Theorems 1 and 2.
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THEOREM 1. Let Q > Qo. Let a be an integer ≥ 1 and 1 ≤ b ≤ a with (a, b) = 1.
Let α be irrational of type < ψ . We suppose that ψ(y)  y 13 and a  √Q. Then we have
for any ε
∑
n≤Q
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
 Q
4
5
a
1
3
(
(logQ)8 + Q
ε
a
7
15
)
.
Since almost all irrational α > 0 including all algebraic irrational α satisfy the above
condition (cf. p. 124 and p. 130 of Kuipers-Niederreiter [20]), we get, in particular, the
following.
THEOREM 1′. Let Q > Qo. Let a be an integer ≥ 1 and 1 ≤ b ≤ a with (a, b) = 1.
For almost all irrational α > 0 (including all algebraic irrational α) and for any ε, we
have ∑
n≤Q
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
 Q 45 +ε .
As a special case, we get the following.
THEOREM 1′′. Let Q > Qo. For almost all irrational α > 0 (including all algebraic
irrational α) and for any ε, we have∑
n≤Q
Λ(n)
(
{αn} − 1
2
)
 Q 45 +ε .
This implies, in particular, the following.
THEOREM 1′′′. Let Q > Qo. For almost all irrational α > 0 (including all alge-
braic irrational α) and for any ε, we have∑
p≤Q
({αp} − 1
2
)  Q 45 +ε ,
where p runs over the prime numbers.
If we replace Λ(n) by µ(n), then we get the following theorem.
THEOREM 2. Let Q > Qo. Let a be an integer and 1 ≤ b ≤ a with (a, b) = 1. Let
α be irrational of type < ψ . We suppose that ψ(y)  y 13 and a  √Q. Then we have for
any ε ∑
n≤Q
n≡b (mod a)
µ(n)
(
{αn} − 1
2
)
 Q
4
5
a
1
3
(
(logQ)
15
2 + Q
ε
a
7
15
)
.
In particular, we get the following.
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THEOREM 2′. Let Q > Qo. Let a be an integer and 1 ≤ b ≤ a with (a, b) = 1. For
almost all irrational α > 0 (including all algebraic irrational α) and for any ε, we have∑
n≤Q
n≡b (mod a)
µ(n)
(
{αn} − 1
2
)
 Q 45 +ε .
As a special case, we get the following.
THEOREM 2′′ . Let Q > Qo. For almost all irrational α > 0 (including all algebraic
irrational α) and for any ε, we have∑
n≤Q
µ(n)
(
{αn} − 1
2
)
 Q 45 +ε .
We notice that for any rational 0 < α = p
q
< 1 with (p, q) = 1, we have, by the
prime number theorem in arithmetic progressions,
∑
n≤Q
Λ(n)
(
{αn} − 1
2
)
= Q
ϕ(q)
q∑
b=1
(b.q)=1
({
pb
q
}
− 1
2
)
+ O(Qe−C
√
logQ)
= O(Qe−C
√
logQ) ,
where C is some positive constant. And that for the same α, we have also∑
n≤Q
µ(n)
(
{αn} − 1
2
)
= O(Qe−C
√
logQ) ,
where C is some positive constant.
As consequences of Theorem 1′ and 2′, we can derive several corollaries. We mention
first the analytic properties of FΛ(α, s) and Fµ(α, s) which can be derived by the Stieltjes
integral using Theorems 1 and 2, respectively.
COROLLARY 1. Let a be an integer and 1 ≤ b ≤ a with (a, b) = 1. Then for
almost all irrational α > 0 (including all algebraic irrational α), FΛ(α, s; a, b) is regular
in (s) > 45 , where FΛ(α, s; a, b) is defined for (s) > 1 by
FΛ(α, s; a, b) =
∞∑
n=1
n≡b (mod a)
Λ(n)
ns
(
{αn} − 1
2
)
.
In particular, we get the following.
COROLLARY 1′. For almost all irrational α > 0 (including all algebraic irrational
α), FΛ(α, s) is regular in (s) > 45 .
If we replace Λ(n) by µ(n), then we get the following result.
COROLLARY 2. Let a be an integer and 1 ≤ b ≤ a with (a, b) = 1. Then for
almost all irrational α > 0 (including all algebraic irrational α), Fµ(α, s; a, b) is regular
174 Akio FUJII
in (s) > 45 , where Fµ(α, s; a, b) is defined for (s) > 1 by
Fµ(α, s; a, b) =
∞∑
n=1
n≡b (mod a)
µ(n)
ns
(
{αn} − 1
2
)
.
In particular, we get the following.
COROLLARY 2′. For almost all irrational α > 0 (including all algebraic irrational
α), Fµ(α, s) is regular in (s) > 45 .
A simpler form of Corollary 1 and 1′ can be obtained also from Theorem 1 and 1′.
Namely, we have the following results.
COROLLARY 3. Let a be an integer and 1 ≤ b ≤ a with (a, b) = 1. Then for
almost all irrational α > 0 (including all algebraic irrational α),∑
p;prime
p≡b (mod a)
{αp} − 12
ps
is regular in (s) > 45 .
In particular, we get the following.
COROLLARY 3′. For almost all irrational α > 0 (including all algebraic irrational
α), ∑
p;prime
{αp} − 12
ps
is regular in (s) > 45 .
Another consequence of Theorem 1-1′ is the uniform distribution of the Farey series
with prime denominators. Namely, we can show the following.
COROLLARY 4. Let Q > Qo. Let a be an integer and 1 ≤ b ≤ a with (a, b) = 1.
For almost all irrational α (including all algebraic irrational α) in 0 < α < 1 and for any
ε, we have
A(Q)∑
i=1,fi=
ai
qi
∈FQ
fi≤α,qi is prime
qi≡b (mod a)
1 = αP(Q; a, b) − 1
2
∑
p≤Q
p≡b (mod a)
1 + O(Q 45 +ε) ,
where p runs over the prime numbers and we put
P(Q; a, b) =
∑
p≤Q
p≡b (mod a)
p =
A(Q)∑
i=1,fi=
ai
qi
∈FQ
qi is prime
qi≡b (mod a)
1 .
In particular, we get the following corollary.
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COROLLARY 4′. Let Q > Qo. For almost all irrational α (including all algebraic
irrational α) in 0 < α < 1 and for any ε, we have
A(Q)∑
i=1,fi=
ai
qi
∈FQ
fi≤α,qi is prime
1 = αP(Q) − 1
2
∑
p≤Q
1 + O(Q 45 +ε) ,
where p runs over the prime numbers and we put
P(Q) =
∑
p≤Q
p =
A(Q)∑
i=1,fi=
ai
qi
∈FQ
qi is prime
1 .
We shall give the proofs of Theorems 1 and 2 in the next two sections. We shall omit
most of the proofs of the other results,
§2. Proof of the preliminary lemma for the proof of Theorem 1
We denote e2πix by e(x), for simplicity.
We notice first the following estimate due to Vaughan (cf. Theorem 1 on p. 136 of
Vaughan [25]): if | α − a
q
|≤ 1
q2
, H ≥ 1 and N ≥ 1, then we have
∑
k≤H
∣∣∣∣ ∑
n≤N
Λ(n)e(kαn)
∣∣∣∣  (log(2HN))7(HNq− 12 + HN 34 +√HNq + D1H 35 N 45 ) ,
where we put D1 = maxx≤HN(∑ j |x
j≤H
1).
We give an extension of this result to the arithmetic progressions in the following form.
LEMMA 1. Let a be an integer ≥ 1 and 1 ≤ b ≤ a with (a, b) = 1. Suppose further
that | αa − a1
q1
|≤ 1
q21
with (a1, q1) = 1, H ≥ 1, N ≥ 1 and a 
√
N . Then we have
∑
k≤H
∣∣∣∣ ∑
n≤N
n≡b (mod a)
Λ(n)e(kαn)
∣∣∣∣
 (log(2HN))7
(
HN
a
√
q1
+ HN
3
4√
a
+
√
HNq1√
a
+ D1H
3
5 N
4
5
a
4
5
+ q1D1
)
,
where D1 is the same as above.
We shall prove Lemma 1 below.
When H > q1 or q1 > N , Lemma 1 is immediate from the first part of the following
lemma which is an extension of Lemma 2 on p. 137 of Vaughan [25].
LEMMA 2. Let a be an integer ≥ 1 and 1 ≤ b ≤ a with (a, b) = 1. Suppose that
X ≥ 1, Y ≥ 1 and | αa − a1
q1
|≤ 1
q21
with (a1, q1) = 1. Then we have for any complex
numbers a(x) and b(y)
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(i)∑
x≤X
max
Z≤Y
∣∣∣∣ ∑
y≤Z
y≡b (mod a)
a(x)b(y)e(αxy)
∣∣∣∣
 (log(2XYq1)) 32
(∑
x≤X
a(x)2
∑
y≤Y
y≡b (mod a)
b2(y)
) 1
2
(
XY
aq1
+ X + Y
a
+ q1
) 1
2
and
(ii)∑
x≤X
x≡b (mod a)
max
Z≤Y
∣∣∣∣∑
y≤Z
a(x)b(y)e(αxy)
∣∣∣∣
 (log(2XYq1)) 32
( ∑
x≤X
x≡b (mod a)
a(x)2
∑
y≤Y
b2(y)
) 1
2
(
XY
aq1
+ X
a
+ Y + q1
) 1
2
.
To prove (i), we follow Vaughan’s argument in pp. 137–138 of [25] and at the last step
we are reduced to the estimate∑
0≤h≤Y/a
min(X,
1
‖αah‖ ) 
XY
aq1
+ X +
(
Y
a
+ q1
)
log q1 ,
which is (6) of Lemma 1 on p. 136 of Vaughan [25]. To prove (ii), we follow again
Vaughan’s argument in pp. 137–138 of [25] and at the last step we are reduced to the
estimate ∑
0≤h≤Y
min
(
X
a
,
1
‖αah‖
)
 XY
aq1
+ X
a
+ (Y + q1) log q1 .
Therefore, we shall show below that if J ≤ J ′ ≤ 2J , J ′ ≤ H and H ≤ q1 ≤ N ,∑
J≤j≤J ′
∣∣∣∣ ∑
n≤N
n≡b (mod a)
Λ(n)e(jαn)
∣∣∣∣
 (log(2HN))7
(
JN
a
√
q1
+ JN
3
4√
a
+
√
JNq1√
a
+ D1J
3
5 N
4
5
a
4
5
+ q1D1
)
.
We put
U = min(N 25 J− 15 a− 25 , q1, Nq−11 ) .
We apply Vaughan’s method with
f (m, n) =
{
Λ(n)e(αjmn) if U < n ≤ N
m
0 otherwise .
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Then we have ∑
U<n≤N
n≡b (mod a)
Λ(n)e(αjn) =
∑
d≤U
∑
r≤N
d
∑
U<n≤ N
dr
drn≡b (mod a)
µ(d)Λ(n)e(αjdrn)
−
∑
U<m
∑
U<n≤ Nm
mn≡b (mod a)
∑
d|m
d≤U
µ(d)Λ(n)e(αjmn)
=
∑
d≤U
∑
r≤Nd
∑
n≤ N
dr
drn≡b (mod a)
µ(d)Λ(n)e(αjdrn)
−
∑
d≤U
∑
n≤U
∑
ndr≤N
ndr≡b (mod a)
µ(d)Λ(n)e(αjdrn)
−
∑
U<m
∑
U<n≤ Nm
nm≡b (mod a)
∑
d|m
d≤U
µ(d)Λ(n)e(αjmn)
= S1(j) − S2(j) − S3(j) , say .
We shall estimate first
∑
J≤j≤J ′ |S2(j)|.∑
J≤j≤J ′
|S2(j)| =
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
∑
n≤U
∑
ndr≤N
ndr≡b (mod a)
µ(d)Λ(n)e(αjdrn)
∣∣∣∣
 max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
∑
n≤U
∑
ndr≤N
nd≡b1 (mod a),r≡b2 (mod a)
µ(d)Λ(n)e(αjdrn)
∣∣∣∣
= max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
Vb1,b2 , say .
For each b1 and b2, we have
Vb1,b2  logN
∑
x≤J ′U2
max
Z≤ J ′N
x
∣∣∣∣ ∑
y≤Z
y≡b2 (mod a)
(∑
j |x
j≤J ′
1
)
e(αyx)
∣∣∣∣
 log2 N · (JN(aq1)−1 + JU2 + q1) max
x≤J ′U2
(∑
j |x
j≤J ′
1
)
,
where we have used the following lemma which is an extension of Lemma 3 on p. 138 of
Vaughan [25].
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LEMMA 3. Let a be an integer ≥ 1 and 1 ≤ b ≤ a with (a, b) = 1. Suppose further
that X ≥ 1, Y ≥ 1 and | αa − a1
q1
|≤ 1
q21
with (a1, q1) = 1. Then we have
T =
∑
x≤X
max
Z≤XYx
∣∣∣∣ ∑
y≤Z
y≡b (mod a)
a(x)e(αxy)
∣∣∣∣
 (log(2XYq1))
(
XY
aq1
+ X + q1
)
max
x≤X |a(x)| .
For the proof we notice only that
T 
(
max
x≤X |a(x)|
)∑
x≤X
max
Z≤XY
x
∣∣∣∣∑
l≤ Za
e(αaxl)
∣∣∣∣

(
max
x≤X |a(x)|
)∑
x≤X
min
(
XY
xa
,
1
‖αax‖
)
 (log(2XYq1))
(
XY
aq1
+ X + q1
)
max
x≤X |a(x)| ,
where we have used the inequality (8) of Lemma 1 on p. 137 of Vaughan [25]. Hence, we
get ∑
J≤j≤J ′
|S2(j)|  log2 N · (JN(aq1)−1 + JU2 + q1) · max
x≤J ′U2
(∑
j |x
j≤J ′
)
.
In a similar manner, we shall estimate
∑
J≤j≤J ′ |S1(j)|.∑
J≤j≤J ′
|S1(j)| =
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
∑
drn≤N
drn≡b (mod a)
µ(d)Λ(n)e(αjdrn)
∣∣∣∣
=
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
µ(d)
∑
dl≤N
dl≡b (mod a)
log l · e(αjdl)
∣∣∣∣
 max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
d≡b2 (mod a)
∑
dl≤N
l≡b1 (mod a)
log l · e(αjdl)
∣∣∣∣
= max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
Ub1,b2 , say .
For each b1 and b2, we have
Ub1,b2 
∑
x≤J ′U
(∑
j |x
j≤J ′
1
)
max
Z≤ J ′N
x
∣∣∣∣ ∑
y≤Z
y≡b1 (mod a)
log y · e(αxy)
∣∣∣∣
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
∑
x≤J ′U
(∑
j |x
j≤J ′
1
)
max
Z≤ J ′Nx
∣∣∣∣
∫ Z
1
1
w
∑
w<y≤Z
y≡b1 (mod a)
e(αxy) dw
∣∣∣∣
 log2 N · (JN(aq1)−1 + JU + q1) · max
x≤J ′U
(∑
j |x
j≤J ′
1
)
.
Hence, we get∑
J≤j≤J ′
|S1(j)|  log2 N · (JN(aq1)−1 + JU + q1) · max
x≤J ′U
(∑
j |x
j≤J ′
1
)
.
Finally, we shall estimate
∑
J≤j≤J ′ |S1(j)|.
As in p. 139 of Vaughan [25], let M run over U, 2U, 4U, . . . for which M ≤ N
U
and
we put ∑
J≤j≤J ′
|S3(j)| =
∑
M
S(M) ,
where we write
S(M) =
∑
J≤j≤J ′
∑
M≤m≤2M
∑
U<n≤ Nm
nm≡b (mod a)
∑
d|m
d≤U
µ(d)cjΛ(n)e(αjmn)
with cj = e−iargS3(j).
S(M)  max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
|Wb1,b2(M)| , say ,
where we write
Wb1,b2(M) =
∑
J≤j≤J ′
∑
M≤m≤2M
m≡b2 (mod a)
∑
U<n≤ Nm
n≡b1 (mod a)
∑
d|m
d≤U
µ(d)cjΛ(n)e(αjmn) .
When U ≤ M < √N , we have, applying Lemma 2-(i) stated above,
Wb1,b2(M)
∑
JM≤x≤4JM
max
Z≤ NM
∣∣∣∣ ∑
y≤Z
y≡b1 (mod a)
τ3(x)Λ(y)e(αxy)
∣∣∣∣
 (logN) 32
( ∑
JM≤x≤J ′M
τ3(x)
2
∑
y≤ N
M
y≡b1 (mod a)
Λ2(y)
) 1
2
·
(
JN
aq1
+ JM + N
aM
+ q1
) 1
2
 (logN)6
(
JN
a
√
q1
+ J
√
MN√
a
+ N
a
√
J
M
+
√
q1JN√
a
+ JM +√JMq1
)
,
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where we put τ3(x) = ∑x=d1d2d3 1. Hence, we get∑
U≤M≤√N
S(M) 
∑
U<M≤√N
log6 N ·
(
JN
a
√
q1
+ J
√
MN√
a
+ N
a
√
J
M
+
√
q1JN√
a
+ JM +√JMq1
)
 log7 N ·
(
JN
a
√
q1
+ JN
3
4√
a
+ N
a
√
J
U
+
√
q1JN√
a
)
.
When
√
N ≤ M ≤ N
U
, we have, applying Lemma 2-(ii),
Wb1,b2(M)
∑
M<x≤2M
x≡b2 (mod a)
max
Z≤ 2JN
M
∣∣∣∣∑
y≤Z
τ(x)b(y)e(αxy)
∣∣∣∣
 log 32 N ·
( ∑
M<x≤2M
x≡b2 (mod a)
τ 2(x)
∑
y<2 JN
M
b2(y)
) 1
2
·
(
JN(aq1)
−1 + M
a
+ JN
M
+ q1
) 1
2
 log4 N ·
(
JN
a
√
q1
+ JN√
aM
+ N
a
√
J
U
+
√
q1JN√
a
)
,
where we put
b(y) =
∑
jn=y,J≤j≤J ′
U<n≤ N
M
n≡b1 (mod a)
cjΛ(n) .
Hence, we get
∑
√
N≤M≤N
U
S(M)  log5 N ·
(
JN
a
√
q1
+ JN
3
4√
a
+ N
a
√
J
U
+
√
q1JN√
a
)
.
By our choice of U , we get∑
J≤j≤J ′
∣∣∣∣ ∑
n≤N
n≡b (mod a)
Λ(n)e(jαn)
∣∣∣∣
 (log(2HN))7
(
JN
a
√
q1
+ J
3
5 N
4
5
a
4
5
+ JN
3
4√
a
+
√
JNq1√
a
)
+ (log(2HN))2
(
JN
aq1
+ J
3
5 N
4
5
a
4
5
+ q1
)
D1
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 (log(2HN))7
(
JN
a
√
q1
+ JN
3
4√
a
+
√
JNq1√
a
+ D1J
3
5 N
4
5
a
4
5
)
+ q1D1(log(2HN))2 .
This implies∑
k≤H
∣∣∣∣ ∑
n≤N
n≡b (mod a)
Λ(n)e(kαn)
∣∣∣∣
 (log(2HN))7
(
HN
a
√
q1
+ HN
3
4√
a
+
√
HNq1√
a
+ D1H
3
5 N
4
5
a
4
5
+ q1D1
)
,
where we put D1 = maxx≤HN
(∑
j |x
j≤H
1
)
.
§3. Proof of Theorem 1 and Corollary 4
Since for any K ≥ 1
{αn} − 1
2
= −
∑
k≤K
sin(2kπαn)
kπ
+ O
(
1
K‖αn‖
)
,
we get∑
n≤Q
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
= −
∑
k≤K
1
kπ
∑
n≤Q
n≡b (mod a)
Λ(n) sin(2πkαn) + O
(
1
K
∑
n≤Q
n≡b (mod a)
Λ(n)
1
‖αn‖
)
= B1 + O(B2) , say ,
where ‖x‖ is the distance of x to the nearest integers.
Here we suppose that α is of type < ψ . Then by p. 131 of Kuipers-Niederreiter [20],
we get
B2  logQ
K
∑
n≤Q
1
‖αn‖ 
logQ
K
(Q logQ + Qψ(Q)) .
To estimate B1, we shall use Lemma 1 proved in the previous section. Applying it, we get
with L′ = log(2KQ)∑
k≤K
1
kπ
∣∣∣∣ ∑
n≤Q
n≡b (mod a)
Λ(n)e(kαn)
∣∣∣∣
 L′7
(
Q
a
√
q1
+ Q
3
4√
a
+
√
Qq1√
aK
+ D′1K−
2
5 (a−1Q)
4
5 + q1D
′
1
K
)
+L′7
(
L′Q
a
√
q1
+ L
′Q 34√
a
+
√
Qq1√
a
+ D′1(a−1Q)
4
5 + q1D′1
)
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 L′8
(
Q
a
√
q1
+ Q
3
4√
a
+
√
Qq1√
a
+ D
′
1
Q
4
5
a
4
5 + q1D′1
)
,
where we put
D′1 = max
x≤KQ
(∑
j |x
j≤K
1
)
.
Here we choose
K = Q 15 ψ(Q) log2 Qa 13 .
Then we have for Q > Qo,∑
n≤Q
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
 (logQ)8
(
Q
a
√
q1
+ Q
3
4√
a
+
√
Qq1√
a
+ Q
4
5 +ε
a
4
5
+ q1Qε
)
+ Q
4
5
a
1
3
.
We suppose further that ψ(x)  x 13 . Since α is of type < ψ , αa is of type < aψ(ay).
Thus (cf. pp. 20–21 of Lang [21] and pp. 121-130 of Kuipers-Niederreiter [20]) we can
find q1 such that
Q
3
5
aψ(aQ
3
5 )
<
Q
3
5
aψ(aq1)
< q1 < Q
3
5 .
Hence, we can find q1 satisfying
Q
2
5
a
4
3
 q1 < Q 35 .
Consequently, we have for Q > Qo and for any ε > 0,∑
n≤Q
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
 Q
4
5
a
1
3
(
(logQ)8 + Q
ε
a
7
15
)
.
This implies Theorem 1.
To get Corollary 4, we notice that, for any 0 < α < 1,
A(Q)∑
i=1,fi= aiqi ∈FQ
fi≤α,qi is prime
qi≡b (mod a)
1 =
∑
p≤Q
p≡b (mod a)
∑
h≤αp
1 =
∑
p≤Q
p≡b (mod a)
[αp] = α
∑
p≤Q
p≡b (mod a)
p −
∑
p≤Q
p≡b (mod a)
{αp}
= αP(Q; a, b) −
∑
p≤Q
p≡b (mod a)
({αp} − 1
2
) − 1
2
∑
p≤Q
p≡b (mod a)
1 ,
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where p runs over the prime numbers. Furthermore we have∑
p≤Q
p≡b (mod a)
({αp} − 1
2
) = 1
logQ
∑
n≤Q
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
+
∫ Q
2
1
y log2 y
∑
n≤y
n≡b (mod a)
Λ(n)
(
{αn} − 1
2
)
dy + O(√Q/ logQ) .
Applying Theorem 1, we get our conclusion.
§4. Proof of Theorem 2
We shall prove an analogue of Lemma 1 which is necessary for the proof of Theorem
2.
LEMMA 4. Let a be an integer ≥ 1 and 1 ≤ b ≤ a with (a, b) = 1. Suppose further
that | αa − a1
q1
|≤ 1
q21
with (a1, q1) = 1, H ≥ 1, N ≥ 1 and a 
√
N . Then we have
∑
k≤H
∣∣∣∣ ∑
n≤N
n≡b (mod a)
µ(n)e(kαn)
∣∣∣∣  (log(2HN)) 132
(
HN
a
√
q1
+HN
3
4√
a
+
√
HNq1√
a
+ D2H
3
5 N
4
5
a
4
5
+ q1D2
)
,
where we put D2 = maxx≤HN
(∑
j |x
j≤H
τ( x
j
)
)
.
We shall prove Lemma 4.
As in the previous section, we shall show below that if J ≤ J ′ ≤ 2J , J ′ ≤ H and
H ≤ q1 ≤ N , ∑
J≤j≤J ′
∣∣∣∣ ∑
n≤N
n≡b (mod a)
µ(n)e(jαn)
∣∣∣∣  (log(2HN)) 132
(
JN
a
√
q1
+JN
3
4√
a
+
√
JNq1√
a
+ D2J
3
5 N
4
5
a
4
5
+ q1D2
)
.
We put
U = min(N 25 J− 15 a− 25 , q1, Nq−11 ) .
We apply Vaughan’s method with
f (m, n) =
{
µ(n)e(αjmn) if U < n ≤ N
m
0 otherwise .
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Then we have ∑
U<n≤N
n≡b (mod a)
µ(n)e(αjn) =
∑
d≤U
∑
r≤N
d
∑
U<n≤ N
dr
drn≡b (mod a)
µ(d)µ(n)e(αjdrn)
−
∑
U<m
∑
U<n≤ Nm
mn≡b (mod a)
∑
d|m
d≤U
µ(d)µ(n)e(αjmn)
=
∑
d≤U
∑
r≤Nd
∑
n≤ N
dr
drn≡b (mod a)
µ(d)µ(n)e(αjdrn)
−
∑
d≤U
∑
n≤U
∑
ndr≤N
ndr≡b (mod a)
µ(d)µ(n)e(αjdrn)
−
∑
U<m
∑
U<n≤ Nm
nm≡b (mod a)
∑
d|m
d≤U
µ(d)µ(n)e(αjmn)
= T1(j) − T2(j) − T3(j) , say .
T1(j)=
∑
d≤U
∑
drn≤N
drn≡b (mod a)
µ(d)µ(n)e(αjdrn)
=
∑
d≤U
µ(d)
∑
dl≤N
dl≡b (mod a)
∑
n|l
µ(n)e(αjdl) =
∑
d≤U
d≡b (mod a)
µ(d)e(αjd) = O(U) .
Hence, we get ∑
n≤N
n≡b (mod a)
µ(n)e(αjn) = −T2(j) − T3(j) + O(U) .
∑
J≤j≤J ′
|T2(j)| =
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
∑
n≤U
∑
ndr≤N
ndr≡b (mod a)
µ(d)µ(n)e(αjdrn)
∣∣∣∣
 max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
∑
J≤j≤J ′
∣∣∣∣ ∑
d≤U
∑
n≤U
∑
ndr≤N
nd≡b1 (mod a),r≡b2 (mod a)
µ(d)µ(n)e(αjdrn)
∣∣∣∣
= max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
Vb1,b2 , say .
Since for each b1 and b2,
V ′b1,b2 
∑
x≤J ′U2
max
Z≤ J ′N
x
∣∣∣∣ ∑
y≤Z
y≡b2 (mod a)
(∑
j |x
j≤J ′
τ
(
x
j
))
e(αyx)
∣∣∣∣
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 logN · (JN(aq1)−1 + JU2 + q1) max
x≤J ′U2
(∑
j |x
j≤J ′
τ
(
x
j
))
,
we get ∑
J≤j≤J ′
|T2(j)|  logN · (JN(aq1)−1 + JU2 + q1) · max
x≤J ′U2
(∑
j |x
j≤J ′
τ
(
x
j
))
.
As in p.139 of Vaughan [25], let M run over U, 2U, 4U, · · · for which M ≤ N
U
and
we put ∑
J≤j≤J ′
|T3(j)| =
∑
M
T (M) ,
where we write
T (M) =
∑
J≤j≤J ′
∑
M≤m≤2M
∑
U<n≤ Nm
nm≡b (mod a)
∑
d|m
d≤U
µ(d)cjµ(n)e(αjmn)
with cj = e−iargT3(j).
T (M)  max
(b1,a)=1,(b2,a)=1
b1b2≡b (mod a)
| W ′b1,b2(M) | , say ,
where we write
W ′b1,b2(M) =
∑
J≤j≤J ′
∑
M≤m≤2M
m≡b2 (mod a)
∑
U<n≤ Nm
n≡b1 (mod a)
∑
d|m
d≤U
µ(d)cjµ(n)e(αjmn) .
When U ≤ M < √N , we have, by applying Lemma 2-(i) stated above,
W ′b1,b2(M) 
∑
JM≤x≤4JM
max
Z≤ N
M
∣∣∣∣ ∑
y≤Z
y≡b1 (mod a)
τ3(x)µ(y)e(αxy)
∣∣∣∣
 (logN) 32
( ∑
JM≤x≤J ′M
τ3(x)
2
∑
y≤ N
M
y≡b1 (mod a)
µ2(y)
) 1
2
(
JN
aq1
+ JM + N
aM
+ q1
) 1
2
 (logN) 112
(
JN
a
√
q1
+ J
√
MN√
a
+ N
a
√
J
M
+
√
q1JN√
a
)
.
Hence, we get∑
U≤M≤√N
T (M)
∑
U<M≤√N
log
11
2 N ·
(
JN
a
√
q1
+ J
√
MN√
a
+ N
a
√
J
M
+
√
q1JN√
a
)
 log 132 N ·
(
JN
a
√
q1
+ JN
3
4√
a
+ N
a
√
J
U
+
√
q1JN√
a
)
.
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When
√
N ≤ M ≤ N
U
, we have, applying Lemma 2-(ii),
W ′b1,b2(M)
∑
M<x≤2M
x≡b2 (mod a)
max
Z≤ 2JNM
∣∣∣∣∑
y≤Z
τ(x)b(y)e(αxy)
∣∣∣∣
 log 32 N ·
( ∑
M<x≤2M
x≡b2 (mod a)
τ 2(x)
∑
y<2 JN
M
b2(y)
) 1
2
(
JN(aq1)
−1 + M
a
+ JN
M
+ q1
) 1
2
 log 92 N ·
(
JN
a
√
q1
+ JN√
aM
+ N
a
√
J
U
+
√
q1JN√
a
)
,
where we put
b(y) =
∑
jn=y,J≤j≤J ′
U<n≤ N
M
n≡b1 (mod a)
cjµ(n) .
Hence, we get
∑
√
N≤M≤NU
T (M)  log 112 N ·
(
JN
a
√
q1
+ JN
3
4√
a
+ N
a
√
J
U
+
√
q1JN√
a
)
.
By our choice of U , we get∑
J≤j≤J ′
∣∣∣∣ ∑
n≤N
µ(n)e(jαn)
∣∣∣∣
 (log(2HN)) 132
(
JN
a
√
q1
+ JN
3
4√
a
+
√
JNq1√
a
+ D2J
3
5 N
4
5
a
4
5
+ q1D2
)
,
where we put D2 = maxx≤HN
(∑
j |x
j≤H
τ( x
j
)
)
.
This implies our Lemma 4.
As in the previous section, we get Theorem 2 from Lemma 4.
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