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Abstract—In this paper we construct the ”blow up” of an
afﬁne hybrid system H, i.e., a new afﬁne hybrid system Bl(H)
in which H is embedded, that does not exhibit Zeno behavior.
We show the existence of a bijection Υ between periodic
orbits and equilibrium points of H and Bl(H) that preserves
stability; we refer to this property as P-stability equivalence.
I. INTRODUCTION
If H is an afﬁne hybrid system, we introduce its blow
up Bl(H) which is also an afﬁne hybrid system. The
primary beneﬁt of considering Bl(H) is that it is not
Zeno, although its structure suggests many other interesting
properties not generally found in afﬁne hybrid systems. In
order to demonstrate that Bl(H) is in some way equivalent
to H, P-stability equivalence is introduced. If OH is the
set of equilibrium points and periodic orbits of H, then two
afﬁne hybrid systems H and G are P-stability equivalent
if there exists a bijection Υ : OH → OG such that
µ ∈ OH is P-stable ⇔ Υ(µ) ∈ OG is P-stable
where P is stability in the sense of Lyapunov, asymptotic
stability or exponential stability. The purpose of this paper
is to prove the following theorem:
Main Theorem: The afﬁne hybrid systems H and Bl(H)
are P-stability equivalent, and Bl(H) is not Zeno.
The importance of the Main Theorem is that rather than
attempting to determine whether an afﬁne hybrid system
is Zeno (which currently is not possible), analysis can be
carried out on Bl(H) where there is no Zeno behavior. Ad-
ditionally, most analysis on the stability of hybrid systems,
or even switched systems, assumes that such systems are
not Zeno, cf. [2], [5]-[8]. Because of the Main Theorem,
this assumption automatically holds for Bl(H), and Bl(H)
is P-stability equivalent to H, so the assumption is not
restrictive. Bl(H) displays additional desirable properties
that are not found in general afﬁne hybrid systems. Its
structure closely resembles a switched system, implying that
Bl(H) might provide a way to apply the analysis carried
out on switched systems to afﬁne hybrid systems; since
there are considerably more results for switched systems,
this would be an important connection. In the future, these
and other properties of Bl(H) will be investigated.
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II. AFFINE HYBRID SYSTEMS
This section introduces the notion of an afﬁne hybrid
system. For a more detailed deﬁnition, see [1].
2.1 (Discrete states): The set of discrete states is a
ﬁnite set Q = {1, ...,m}.
2.2 (Domains): The set of domains is the set D =
{Di}i∈Q, where each Di ⊂ Rn is an n-dimensional afﬁne
set, i.e., a set that is afﬁnely constrained. For each set Di,
there exists a matrix Ai ∈ Rki×n and a vector ai ∈ Rki
such that x ∈ Di if and only if Aix + ai ≥ 0, where ki is
the number of n − 1 dimensional afﬁne sets contained in
the boundary of Di; these are called the faces of Di. The
faces of Di can be indexed by introducing the indexing set,
Fi = {1, ..., ki}, for i ∈ Q. The jth face of Di is denoted
by Facej(Di), where j ∈ Fi. We can pick an indexing
of the faces of Di by letting Facej(Di) be the afﬁne set
determined by the jth row of Ai. More precisely, if (Ai)j∗
is the jth row of Ai and (ai)j is the jth entry of ai, then
x ∈ Facej(Di)
(
Ai
−(Ai)j∗
)
x +
(
ai
−(ai)j
)
≥ 0.
(1)
This deﬁnition can be extended to afﬁne sets Di with
dim(Di) ≤ n in the obvious manner.
2.3 (Edges): For a set U with U =∏ni=1 Ui, denote the
projections on each of the factors of U by πi : U → Ui.
Deﬁne the set of edges as a set
E ⊆ {((i, j), (k, l))}(i,j)∈Q×Q, (k,l)∈Fi×Fj ,
satisfying the condition that for each e ∈ E, there exists
a map Te(x) = Rex + pe, with (Re, pe) ∈ SE(n),
such that Te(Faceπ3(e)(Dπ1(e))) = Faceπ4(e)(Dπ2(e)). To
simplify notation, write Source(e) = Faceπ3(e)(Dπ1(e)) and
Target(e) = Faceπ4(e)(Dπ2(e)). Given an edge e ∈ E, the
afﬁne transformation Te(x) = Rex+ pe from Source(e) to
Target(e) is called the transition map. The set of transition
maps is the set T = {Te}e∈E .
2.4 (Vector ﬁelds): A set of vector ﬁelds is a set V =
{Vi}i∈Q, where Vi is a Lipschitz vector ﬁeld on Rn. The
ﬂow of Vi on Di is denoted by ϕi(t, x) for x ∈ Di.
Deﬁnition 2.1: An afﬁne hybrid system is a tuple
H = (Q,D,E, V ).
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Note 2.1: From this point on, for the sake of brevity, we
will refer to ”afﬁne hybrid systems” as ”hybrid systems.”
When dealing with multiple hybrid systems, the super-
scripts are added to avoid confusion between the hybrid
systems. For example, two hybrid systems H and G are
given by the tuples H = (QH, DH, EH, V H) and G =
(QG, DG, EG, V G).
2.5: If for some e ∈ E, Te(x) = x, then we say that
the transition map associated with the edge e is the identity
map. This implies that Source(e) = Target(e). Since these
are afﬁne sets, we can deﬁne a matrix Ae and vector ae
such that Aex + ae ≥ 0 iff x ∈ Source(e) = Target(e).
In particular, these afﬁne constraints could be the afﬁne
constraints determining Source(e) or Target(e) as given
by Equation (1).
A very special class of hybrid systems is the class hybrid
systems in which every transition map is the identity. This
is the class of hybrid systems we will consider in this paper;
hence we make the following assumption.
Assumption 2.1: For the hybrid system H, every transi-
tion map is the identity.
This assumption is not as restrictive as one might think
due to the main theorem of [1].
III. FROM EXECUTIONS TOP -STABILITY
EQUIVALENCE
This section begins with the deﬁnition of a hybrid exe-
cution which varies somewhat from the standard deﬁnition
(cf. [10],[11]). With this deﬁnition the hybrid ﬂow can be
deﬁned; it is analogous to the ﬂow of a dynamical system.
Using this, the important types of equilibrium points and
periodic orbits of hybrid systems are introduced, and the
different forms of stability that these objects can display
are discussed. This section culminates with the deﬁnition
of P-stability equivalence.
3.1 (Hybrid Execution): Let Λ be a ﬁnite or countably
inﬁnite indexing set such that if N = |Λ| − 1 then Λ =
{0, 1, ..., N} if N is ﬁnite, and Λ = Z∗ = {0, 1, ...} if
N = ∞. Also deﬁne Λ+ = {1, ..., N} if N is ﬁnite and
Λ+ = Z+ = {1, 2, ...} if N = ∞.
A hybrid time sequence is a ﬁnite or inﬁnite sequence of
real numbers τ = {τi}i∈Λ, with 0 = τ0 ≤ τ1 ≤ · · · ≤ τi ≤
· · · , a hybrid edge sequence η = {ηi}i∈Λ+ is a sequence
of edges ηi ∈ E, and a sequence of initial conditions is a
sequence ξ = {ξi}i∈Λ with ξi ∈ Rn.
A hybrid execution is a tuple χ = (τ, η, ξ) satisfying the
following conditions:
For all 0 ≤ i < N ,
τi+1 = min{t ≥ τi : ϕπ1(ηi+1)(t− τi, ξi) ∈ ∂Dπ1(ηi+1)}
ξi+1 = Tηi+1(ϕπ1(ηi+1)(τi+1 − τi, ξi)) ∈ Target(ηi+1),
and π1(ηi+1) = π2(ηi) for 1 ≤ i < N .
If N is ﬁnite, deﬁne an additional element τN+1 as
follows: if ϕπ2(ηN )(t−τN , ξN ) ∈ ∂Dπ2(ηN ) for some ﬁnite
t > τN , then deﬁne
τN+1 = min{t > τN : ϕπ2(ηN )(t− τN , ξN ) ∈ ∂Dπ2(ηN )},
otherwise set τN+1 = ∞. The element τN+1 is the
termination time of a ﬁnite execution.
3.2: Given a hybrid execution χ, the map d : Λ → Q,
deﬁned by d(i) = π1(ηi+1) if 0 ≤ i < N and d(N) =
π2(ηN ) if N is ﬁnite, is the discrete state evolution. It
sometimes is convenient to associate to an ηi ∈ η the
corresponding edge in E, therefore if E = {e1, ..., ek},
deﬁne a map ρ : Λ+ → {1, ..., k} such that ηi = eρ(i); this
can be thought of as the evolution of edges.
3.3: An execution χ is called ﬁnite if N is ﬁnite and
inﬁnite if N = ∞. Let
S(H) = { Set of executions of H}
S0(H) = { Set of ﬁnite executions of H}
S∞(H) = { Set of inﬁnte executions of H}.
An execution χ is Zeno if χ ∈ S∞(H) and limi→∞ τi =
τ∞, where τ∞ is a ﬁnite real number. A hybrid system H
is Zeno if there is at least one Zeno execution. There have
been numerous attempts to determine which hybrid systems
display Zeno behavior, cf. [4], [6], [11]. When multiple
hybrid executions are being discussed (possibly of different
hybrid systems), we will write dχ,ρχ, Nχ, Λχ and Tχ to
remove ambiguity.
3.4: Since we are assuming that Te = id for every
e ∈ E, given an execution χ = (τ, η, ξ) we can deﬁne the
hybrid ﬂow of χ which is roughly analogous to the ﬂow of
a differential equation. Let
aχi (t) =
⎧⎨
⎩
1 if t ∈ [τi, τi+1], 0 ≤ i < Nχ
1 if t ∈ [τN , τN+1), i = Nχ, χ ∈ S0(H)
0 otherwise
and set Tχ = {t ∈ R : aχi (t) > 0, for some i ∈ Λχ}.
Deﬁne the hybrid ﬂow as
ϕχ(t, ξ0) =
1∑
i∈Λ a
χ
i (t)
∑
i∈Λ
aχi (t)ϕdχ(i)(t− τi, ξi),
for t ∈ Tχ. This implies that ϕ(t, ξ0) = ϕdχ(i)(t − τi, ξi)
when t ∈ [τi, τi+1]. Note that hybrid ﬂows are deﬁned
uniquely by an execution.
3.5: Hybrid systems display more types of equilibrium
points and periodic orbits than classical dynamical systems
(cf. [8],[9]). We will consider the following:
CSEP = Continuous state equilibrium point: A point x∗
such that V Hi (x∗) = 0 for some i ∈ Q.
DSPO = Discrete state periodic orbit: A point x∗ such that
for every execution χ ∈ S∞(H) with ξ0 = x∗, τi = 0 for
all i ∈ Λχ and
d(i) = d(i + pKχ) d(i) 
= d(j) j 
= i + pKχ
for some integer Kχ > 0 (dependent on χ) and all p ∈ Z∗.
Discrete state periodic orbits can imply the existence of
Zeno executions.
474
CSPO = Continuous state periodic orbit: A set γ ⊂ DHi
(not a point) that is a periodic orbit of V Hi , i.e., there exists
a ﬁnite T such that for each ξ0 ∈ γ, ϕi(pT, ξ0) = ξ0 for
all p ∈ Z.
MSPO = Mixed state periodic orbit: A connected set γ ⊂
Rn (not a point) such that
γ =
⋃
χ ∈ S∞(H)
ξ0 ∈ γ
{ϕχ(t, ξ0) : t ∈ R+},
where for every χ ∈ S∞(H) with ξ0 ∈ γ, Tχ = R+ and
ϕχ(t, ξ0) = ϕχ(t + pTχ) ϕχ(t) ∈ γ ∀ t ∈ R+
d(i) = d(i + pKχ) d(i) 
= d(j) j 
= i + pKχ
for a real number Tχ > 0, an integer Kχ > 0 (dependent
on χ) and all p ∈ Z∗.
It is useful to talk about the set of all equilibrium points
and periodic orbits of this form. Let
OH =
{
CSEP’s , DSPO’s , CSPO’s
and MSPO’s of H
}
.
If µ ∈ OH then µ is either a point (in which case it is a
CSEP or a DSPO ), or it is a set not equal to a point (in
which case it is a CSPO or a MSPO ).
3.6: Let Bδ(µ) be a neighborhood of µ ∈ OH, i.e., for
all x ∈ Bδ(µ), ‖x − µ‖ = minu∈µ ‖x − u‖ < δ. Consider
the following forms of stability of µ:
For all χ ∈ S(H) with ξ0 ∈ Bδ(µ), µ ∈ OH is
LYP = Stable in the sense of Lyapunov: If there exists an
 > 0 such that for all t ∈ Tχ
‖ϕχ(t, ξ0)− µ‖ ≤ .
ASY = Asymptotically stable: If it is LYP and
lim
t→supTχ
‖ϕχ(t, ξ0)− µ‖ → 0.
EXP = Exponentially stable: If there exists and α,M > 0
such that for all t ∈ Tχ
‖ϕχ(t, ξ0)− µ‖ ≤Me−αt‖ξ0 − µ‖.
A stability property is denoted byP = LYP, ASY, or EXP.
Deﬁnition 3.1: Two hybrid systems H and G are P-
stability equivalent if there exists a bijection Υ : OH → OG
such that µ is P-stable if and only if Υ(µ) is P-stable.
IV. THE BLOW UP OF A HYBRID SYSTEM
In this section the blow up of a hybrid system is deﬁned
constructively. The underlying idea is simple and, as the
name suggests, was originally motivated by the blow up of
a singular variety in algebraic geometry (more speciﬁcally,
it was originally motivated by the example on page 28 of
Hartshorne’s Algebraic Geometry [3]).
4.1 (Construction of Bl(H)): The blow up of a hybrid
system H is a hybrid system
Bl(H) = (QBl(H), DBl(H), EBl(H), V Bl(H)),
where the individual elements are deﬁned as follows:
QBl(H): If QH = {1, ...,m} and k = |EH|, then
QBl(H) = {1, ...,m + k}.
DBl(H): Let q ∈ Rm and λi be the ith standard basis vector
of Rm. If i ≤ m, then DHi is determined by the afﬁne
constraints AHi x + aHi . Deﬁne D
Bl(H)
i to be the afﬁne set
given by the afﬁne constraints⎛
⎝ AHi 00 I
0 −I
⎞
⎠( x
q
)
+
⎛
⎝ aHi−λi
λi
⎞
⎠ ≥ 0.
By indexing the elements of EH such that {eH1 , ..., eHk } =
EH, for i ∈ {m + 1, ...,m + k}, we can deﬁne DBl(H)i to
be the afﬁne set given by the afﬁne constraints⎛
⎜⎜⎜⎜⎜⎝
0 −I
0 λT
π1(eHi−m)
+ λT
π2(eHi−m)
0 −λT
π1(eHi−m)
− λT
π2(eHi−m)
0 I
AH
eHi−m
0
⎞
⎟⎟⎟⎟⎟⎠
(
x
q
)
+
⎛
⎜⎜⎜⎜⎜⎝
λπ1(eHi−m) + λπ2(eHi−m)
−1
1
0
aH
eHi−m
⎞
⎟⎟⎟⎟⎟⎠ ≥ 0.
EBl(H): Again letting {eH1 , ..., eHk } = EH, deﬁne
EBl(H) = {eBl(H)1 , ..., eBl(H)2k },
where
e
Bl(H)
i = ((π1(e
H
i ), i + m), (π3(e
H
i ), π1(e
H
i )),
e
Bl(H)
i+k = ((i + m,π2(e
H
i )), (π2(e
H
i ), π4(e
H
i )),
for 1 ≤ i ≤ k. By construction it follows that T
e
Bl(H)
1
=
· · · = T
e
Bl(H)
2k
= id.
V Bl(H): Write x˜ = (x, q) ∈ Rn+m, and deﬁne
V
Bl(H)
i (x˜) =
(
V Hi (x)
0
)
for 1 ≤ i ≤ m, and
V
Bl(H)
i (x˜) =
(
0
λπ2(eHi−m) − λπ1(eHi−m)
)
for m+1 ≤ i ≤ m+ k. To avoid confusion, let ψi(t, x˜) be
the solution to V Bl(H)i for x˜ ∈ DBl(H)i .
V. RELATIONSHIPS BETWEEN H AND Bl(H)
In this section, several relationships between H and
Bl(H) are established. These are important in that they
show that in some sense the qualitative behavior of H and
Bl(H) are the same. More speciﬁcally, it is shown that there
is an injective map from S(H) to S(Bl(H)) and it is given
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explicitly. This is used to establish a bijection between OH
and OBl(H) which is again given explicitly.
5.1: To determine a map between DHi and D
Bl(H)
i
consider the maps
DHi
ιi−→
∐
i∈QH
DHi
Γ−→
⋃
i∈QH
D
Bl(H)
i
where ιi(x) = (x, i) and Γ((x, i)) = (x, λi)T ∈ Rn+m
Deﬁne Γi = Γ ◦ ιi; this is the desired map from DHi to
D
Bl(H)
i . Note that D
Bl(H)
i = Γi(D
H
i ) and Γi has a left
inverse given by πx(x, λi) = x.
Proposition 5.1: There exists an injective map
Ξ : S(H) −→ S(Bl(H))
with a closed form solution.
Proof: Let χ = (τ, η, ξ) ∈ S(H) and denote the image
of Ξ by Ξ(χ) = (Ξ1(τ),Ξ2(η),Ξ3(ξ)). Let dχ and ρχ be
the discrete state evolution and the evolution of edges for
the execution χ: see Paragraph 3.2. Now let
ΛΞ(χ) =
{ {0, 1, ..., 2Nχ} if χ ∈ S0(H)
Λχ otherwise
and deﬁne the map Ξ as:
Ξ1(τ)i =
{
τ i
2
+ i2 if i even
τ i+1
2
+ i−12 if i odd
Ξ2(η)i =
⎧⎨
⎩
e
Bl(H)
ρχ( i2 )+k
if i even
e
Bl(H)
ρχ( i+12 )
if i odd
Ξ3(ξ)i =
{
Γdχ( i2 )(ξ i2 ) if i even
Γdχ( i−12 )(ξ i+12 ) if i odd
The associated discrete state evolution and the evolution of
edges for Ξ are given by
dΞ(χ)(i) =
{
dχ( i2 ) if i even
ρχ( i−12 ) + m if i odd
ρΞ(χ)(i) =
{
ρχ( i2 ) + k if i even
ρχ( i+12 ) if i odd
It can be veriﬁed that Ξ is injective as desired.
Corollary 5.1: There is a bijection of sets
S∞(H) ←→
S∞(Bl(H))
‖{
χ˜ ∈ S∞(Bl(H)) with
ξ˜0 ∈ DBl(H)i for i ∈ QH
}
5.2: The case given in Corollary 5.1 will be of the most
interest. For χ˜ ∈ S∞(Bl(H)) and for χ such that χ˜ = Ξ(χ),
if t ∈ [τ˜2i, τ˜2i+1] we can write ψχ˜ as
ψχ˜(t, ξ˜0) = ψdχ˜(2i)(t− τ˜2i, ξ˜2i)
= Γdχ(i)(ϕdχ(i)(t− τ˜2i, ξi)),
and for t ∈ [τ˜2i−1, τ˜2i], ψχ˜ is given by
ψχ˜(t, ξ˜0) = ψdχ˜(2i−1)(t− τ˜2i−1, ξ˜2i−1)
= (1− t + τ˜2i−1)Γdχ(i−1)(ξi) + (t− τ˜2i)Γdχ(i)(ξi).
Proposition 5.2: There are the following bijections:
{CSEP’s of H} ←→ { CSEP’s of Bl(H) }
{CSPO’s of H} ←→ { CSPO’s of Bl(H) }
{DSPO’s of H} ←→
{
MSPO’s of Bl(H) with
γ˜ ⊆ ⋃i∈QBl(H)\QH DBl(H)i
}
{MSPO’s of H} ←→
{
MSPO’s of Bl(H) with
γ˜ 
⋃
i∈QBl(H)\QH D
Bl(H)
i
}
Proof: The ﬁrst and second bijections are clear. First
let us verify the fourth bijection.
Now if γ is a MSPO of H, the claim is that
Υ(γ) =
⋃
χ ∈ S∞(H)
with ξ0 ∈ γ
(
Kχ⋃
i=1
ccl
{
Γdχ(i−1)(ξi),Γdχ(i)(ξi)
}
∪
Kχ⋃
i=0
{
Γdχ(i)(ϕdχ(i)(t− τi, ξi))
}
t∈[τi,τi+1]
)
is a bijection, where ”ccl” is the convex closure. Setting
Υ−1 = πx, clearly Υ−1 ◦Υ = id.
To verify that Υ◦Υ−1 = id, let γ˜ be a MSPO of Bl(H)
with γ˜ 
⋃
i∈QBl(H)\QH D
Bl(H)
i . Consider an execution χ˜ ∈
S∞(Bl(H)) with ψχ˜(t, ξ˜0) ⊆ γ˜. By Corollary 5.1 there
exists a χ with χ˜ = Ξ(χ) and Kχ˜ = 2Kχ. Referring to
Paragraph 5.2 there are the following relations
{
ψχ˜(t, ξ˜0)
}
t∈R+
=
Kχ˜⋃
i=0
{
ψdχ˜(i)(t− τ˜i, ξ˜i)
}
t∈[τ˜i,τ˜i+1]
=
Kχ⋃
i=1
{
ψdχ˜(2i−1)(t− τ˜2i−1, ξ˜2i−1)
}
t∈[τ˜2i−1,τ˜2i]
∪
Kχ⋃
i=0
{
ψdχ˜(2i)(t− τ˜2i, ξ˜2i)
}
t∈[τ˜2i,τ˜2i+1]
=
Kχ⋃
i=1
{
(1− t + τ˜2i−1)Γdχ(i−1)(ξi)
+(t− τ˜2i)Γdχ(i)(ξi)
}
t∈[τ˜2i−1,τ˜2i]
∪
Kχ⋃
i=0
{
Γdχ(i)(ϕdχ(i)(t− τ˜2i, ξi))
}
t∈[τ˜2i,τ˜2i+1]
=
Kχ⋃
i=1
ccl
{
Γdχ(i−1)(ξi),Γdχ(i)(ξi)
}
∪
Kχ⋃
i=0
{
Γdχ(i)(ϕdχ(i)(t− τi, ξi))
}
t∈[τi,τi+1] .
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Now πx(γ˜) is a MSPO of H, and we have
γ˜ =
⋃
χ˜ ∈ S∞(Bl(H))
with ξ˜0 ∈ γ˜
{
ψχ˜(t, ξ˜0)
}
t∈R+
=
⋃
χ˜ ∈ S∞(Bl(H))
with ξ˜0 ∈ γ˜
{
ψχ˜(t, ξ˜0)
}
t∈R+
=
⋃
χ ∈ S∞(H)
ξ0 ∈ πx(γ˜)
(
Kχ⋃
i=1
ccl
{
Γdχ(i−1)(ξi),Γdχ(i)(ξi)
}
∪
Kχ⋃
i=0
{
Γdχ(i)(ϕdχ(i)(t− τi, ξi))
}
t∈[τi,τi+1]
)
= Υ ◦Υ−1(γ˜).
which proves the fourth bijection.
To prove the third bijection, let x∗ be a DSPO . The
claim is that
Υ(x∗) =
⋃
χ ∈ S∞(H)
with ξ0 = x
∗
Kχ⋃
i=1
ccl{Γdχ(i−1)(x∗),Γdχ(i)(x∗)}
is bijective. It will be seen that this is a special case of the
fourth bijection.
Let γ˜ be a MSPO of Bl(H) with γ˜ ⊆⋃
i∈QBl(H)\QH D
Bl(H)
i . Again consider an execution
χ˜ ∈ S∞(Bl(H)) with ψχ˜(t, ξ˜0) ⊆ γ˜; in this case
ξ˜0 ∈ ∂DBl(H)i and ξ˜0 = Γdχ˜(0)(x∗) for x∗ = πx(γ˜) (which
is a single point because γ˜ is connected). By referring to
the construction of Bl(H) and Paragraph 5.2
ψdχ˜(2i)(t− τ˜2i, ξ˜2i) /∈
⋃
i∈QBl(H)\QH
D
Bl(H)
i ,
if t 
= τ˜2i, τ˜2i+1. Therefore, τ˜2i = τ˜2i+1. By Corollary 5.1,
χ˜ = Ξ(χ) and for this χ, τ˜2i = τi = τi+1 = τ˜2i+1. This
gives{
Γdχ(i)(ϕdχ(i)(t− τi, ξi))
}
t∈[τi,τi+1]
= {Γdχ(i)(ξi)} ∈ ccl{Γdχ(i−1)(ξi),Γdχ(i)(ξi)}.
Now since πx(γ˜) = x∗ (again because γ˜ is connected) and
ξ˜i ∈ γ˜, ξi = πx(ξ˜2i) = x∗. Therefore,
γ˜ =
⋃
χ˜ ∈ S∞(Bl(H))
with ξ˜0 ∈ γ˜
{
ψχ˜(t, ξ˜0)
}
t∈R+
=
⋃
χ ∈ S∞(H)
ξ0 = x
∗
(
Kχ⋃
i=1
ccl
{
Γdχ(i−1)(ξi),Γdχ(i)(ξi)
}
∪
Kχ⋃
i=0
{
Γdχ(i)(ϕdχ(i)(t− τi, ξi))
}
t∈[τi,τi+1]
)
=
⋃
χ ∈ S∞(H)
ξ0 = x
∗
Kχ⋃
i=1
ccl
{
Γdχ(i−1)(x∗),Γdχ(i)(x∗)
}
= Υ ◦Υ−1(γ˜).
This completes the proof.
Proposition 5.3: There is a bijection
Υ : OH −→ OBl(H).
Proof: This follows from Proposition 5.2 and from
the fact that Bl(H) has no DSPO’s .
VI. IMPORTANT PROPERTIES OF Bl(H)
In this section we prove the main results of this paper.
Theorem 1: Bl(H) has no Zeno executions.
Proof: Suppose that Bl(H) had a Zeno execution χ˜ ∈
S∞(Bl(H)); without loss of generality let χ˜ ∈ S∞(Bl(H)).
Then χ˜ = Ξ(χ) for some execution χ of H. We are
assuming that χ˜ is Zeno, so Ξ(τ)i ≤ B for some integer B
and all i ∈ ΛΞ(χ). But
Ξ(τ)2B+2 = τ 2B+2
2
+
2B + 2
2
≥ B + 1 > B
which gives a contradiction.
Theorem 2: H and Bl(H) are P-stability equivalent.
Proof: First consider the case when µ is a CSEP
or CSPO. By Proposition 5.2, Υ(µ) is also a CSEP or a
CSPO. If µ ⊂ DHi for i ∈ QH, then Υ(µ) ⊂ DBl(H)i
(note that this does not include the degenerate case where
µ = DHi , but the proof of this case is clear). Now pick δ
such that Bδ(µ) ⊂ DHi and Bδ(Υ(µ)) ⊂ DBl(H)i . There is
an obvious bijection{
χ ∈ S(H) with
ξ0 ∈ Bδ(µ)
}
←→
{
χ ∈ S(Bl(H)) with
ξ˜0 ∈ Bδ(Υ(µ))
}
Combining this bijection with the formula for Υ(µ) given
in the proof of Proposition 5.2,
‖ψχ˜(t, ξ˜0)−Υ(µ)‖ = ‖ϕχ(t, ξ0)− µ‖,
which implies P-stability equivalence.
Now consider the case where µ is a DSPO or a MSPO;
in this case Υ(µ) is given in the proof of Proposition
5.2. Without loss of generality, only the executions in
S∞(H) and S∞(Bl(H)) need be considered. For every
χ˜ ∈ S∞(Bl(H)), χ˜ = Ξ(χ). By Paragraph 5.2, for t ∈
[τ˜2i, τ˜2i+1],
‖ψχ˜(t, ξ˜0)−Υ(µ)‖
= ‖ψdχ˜(2i)(t− τ˜2i, ξ˜2i)−Υ(µ)‖
= ‖Γdχ(i)(ϕdχ(i)(t− τ˜2i, ξi))−Υ(µ)‖ (2)
= ‖ϕdχ(i)(t− τ˜2i, ξi)− µ‖
= ‖ϕdχ(i)(t− τi − i, ξi)− µ‖
and for t ∈ [τ˜2i−1, τ˜2i],
‖ψχ˜(t, ξ˜0)−Υ(µ)‖
= ‖ψdχ˜(2i−1)(t− τ˜2i−1, ξ˜2i−1)−Υ(µ)‖
= ‖(1− t + τ˜2i−1)Γdχ(i−1)(ξi) (3)
+(t− τ˜2i)Γdχ(i)(ξi)−Υ(µ)‖
= ‖ξi − µ‖.
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Conversely, for χ ∈ S∞(H), and χ˜ ∈ S∞(Bl(H)) such
that χ = Ω(χ˜), for t ∈ [τi, τi+1],
‖ϕχ(t, ξi)− µ‖
= ‖ϕdχ(i)(t− τi, ξi)− µ‖ (4)
= ‖ψdχ˜(2i)(t− τi + i, ξ˜2i)−Υ(µ)‖.
To show P-stability equivalence, it must be shown that
µ is P-stable ⇔ Υ(µ) is P-stable
for P = LYP, ASY, or EXP. Throughout the rest of
the proof, let Bδ(µ) and Bδ(Υ(µ)) be sufﬁciently small
neighborhoods such that πx(Bδ(Υ(µ))) = Bδ(µ), and
consider only χ ∈ S∞(H) with ξ0 ∈ Bδ(µ) and χ˜ ∈
S∞(Bl(H)) with ξ˜0 ∈ Bδ(Υ(µ)).
P = LYP: (⇔) Follows from (2), (3) and (4).
P = ASY: We just showed that µ is LYP if and only if
Υ(µ) is LYP, so it only remains to show that
limi→∞ ‖ϕχ(τi, ξ0)− µ‖ → 0

limi→∞ ‖ψχ˜(τ˜i, ξ˜0)−Υ(µ)‖ → 0
(⇒) Because
‖ξ˜2i−1 −Υ(µ)‖ = ‖ξ˜2i −Υ(µ)‖ = ‖ξi − µ‖,
it follows that
lim
i→∞
‖ψχ˜(τ˜2i, ξ0)−Υ(µ)‖
= lim
i→∞
‖ψχ˜(τ˜2i−1, ξ0)−Υ(µ)‖
= lim
i→∞
‖ξi − µ‖
= lim
i→∞
‖ϕχ(τi, ξ0)− µ‖ → 0,
which implies the result.
(⇐) lim
i→∞
‖ϕχ(τi, ξ0)− µ‖ = lim
i→∞
‖ξi − µ‖
= lim
i→∞
‖ξ˜2i −Υ(µ)‖
= lim
i→∞
‖ψχ˜(τ˜2i, ξ˜0)−Υ(µ)‖ → 0.
P = EXP: (⇐) Suppose that
‖ψχ˜(t, ξ˜0)−Υ(µ)‖ ≤Me−αt‖ξ˜0 −Υ(µ)‖, t ∈ Tχ˜.
Then for all t ∈ [τi, τi+1],
‖ϕdχ(i)(t− τi, ξi)− µ‖
= ‖ψdχ˜(2i)(t− τi + i, ξ˜2i)−Υ(µ)‖
≤Me−α(t+i)‖ξ˜0 −Υ(µ)‖
≤Me−αt‖ξ0 − µ‖.
(⇒) Suppose that
‖ϕχ(t, ξ0)− µ‖ ≤Me−αt‖ξ0 − µ‖, t ∈ Tχ,
and deﬁne
β = min
i∈Λχ
βi,
βi =
− log ‖ϕχ(τi,ξ0)−µ‖M‖ξ0−µ‖
i− 1α log ‖ϕ
χ(τi,ξ0)−µ‖
M‖ξ0−µ‖
.
It can be veriﬁed that β > 0, βi ≤ α, and for all t ≥ τ˜2i,
e−α(t−i) ≤ e−βit ≤ e−βt.
From this the result follows since for t ∈ [τ˜2i, τ˜2i+1], by
(2),
‖ψχ˜(t, ξ˜0)−Υ(µ)‖
= ‖ϕdχ(i)(t− τi − i, ξi)− µ‖
≤Me−α(t−i)‖ξ0 − µ‖
≤Me−βit‖ξ0 − µ‖
≤Me−βt‖ξ˜0 −Υ(µ)‖
and for all t ∈ [τ˜2i−1, τ˜2i],
‖ψχ˜(t, ξ˜0)−Υ(µ)‖
= ‖ξ˜2i −Υ(µ)‖
≤Me−βτ˜2i‖ξ˜0 −Υ(µ)‖
≤Me−βt‖ξ˜0 −Υ(µ)‖.
Therefore,
‖ψχ˜(t, ξ˜0)−Υ(µ)‖ ≤Me−βt‖ξ˜0 −Υ(µ)‖, t ∈ Tχ˜.
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