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Résumé : Dans cet article, nous présentons une méthode al-
ternative pour la recherche de symboles graphiques en adap-
tant le concept de contexte de forme1 aux points d’intérêt
d’un symbole pour le décrire et en utilisant le modèle vecto-
riel pour le rechercher. Le descripteur que nous avons adapté
est invariant à la rotation, à la translation et au changement
d’échelle. Un vocabulaire visuel construit sur des descrip-
teurs nous permet de réduire la complexité d’appariement
d’un symbole avec un grand ensemble de candidats en util-
isant le modèle vectoriel utilisé en recherche d’information.
Les résultats expérimentaux sur des symboles complets et in-
complets sont très prometteurs.
Mots-clés : descripteur de symboles, symbole graphique,
mot visuel, recherche par le contenu, modèle vectoriel.
1 Introduction
La reconnaissance de formes est toujours un défi susci-
tant beaucoup de recherches [JAI 00]. La représentation des
formes pour la reconnaissance des symboles est aussi un su-
jet bien étudié et il existe beaucoup de synthèse sur la recon-
naissance des formes [TAB 07]. D’habitude, le choix d’une
représentation particulière est généralement conduit par des
exigences liées à l’applications telles que : la robustesse aux
bruits, la stabilité par rapport aux distorsions, l’invariance
aux transformations géométriques ou la tolérance aux occlu-
sions.
En général, les descripteurs de formes peuvent être di-
visés en deux grandes classes : les uns s’appuient sur la
forme entière et les autres sur le contour. Les descripteurs
basés sur le contour incluent les descripteurs de Fourier
[RUI 98,ZHA 05], qui ont été largement utilisés. Les descrip-
teurs basés sur la région prennent en compte tous les pixels
de la forme et les méthodes les plus courantes sont basées,
par exemple, sur la théorie des moments [PRO 92].
Pour rechercher des formes similaires, des mesures de
similarité entre des descripteurs sont définies pour déter-
miner la distance entre eux. Cependant, la comparaison n’est
pas toujours simple et elle exige parfois des transformations.
De plus, la dimension du descripteur est souvent élevée, ce
1Traduit de Shape Context.
qui augmente la complexité quand on cherche des objets sim-
ilaires dans une grande collection.
Cet article se situe dans cette problématique de la re-
connaissance et la recherche de symboles. Il est basé sur
des travaux précédents sur la reconnaissance de formes et
la recherche d’images [BEL 02, SIV 06]. Le schéma général
de l’approche est présenté dans la Fig. 1. Dans un premier
temps, nous introduisons le principe du Contexte de Forme
pour des Points d’Intérêt (CFPI). C’est une adaptation du de-
scripteur défini dans l’article de S. Belongie et al. [BEL 02]
aux symboles graphiques. Plus précisément, des points d’in-
térêt de chaque symbole sont extraits et des informations
dans la région au voisinage de ces points sont représentées
par des descripteurs de forme. Le choix du descripteur est
motivé par la nature des documents graphiques qui sont,
en général, en niveaux de gris ou binaires. Un descripteur
de forme s’adapte donc bien à ce document pour capturer
des informations. Nous avons choisi le contexte de forme du
fait de sa performance pour des objets visibles partiellement
[BEL 02] et les symboles extraits d’un document graphique
sont très souvent partiellement occultés à cause des erreurs
de segmentation.
Ensuite, les descripteurs sont regroupés en classes pour
construire un vocabulaire visuel qui est un processus d’ab-
straction. Chaque classe est considérée comme un mot vi-
suel et les contextes de formes appartenant à la même classe
partagent l’information de forme similaire quel que soit le
symbole où le point d’intérêt est extrait. Finalement, chaque
symbole est décrit par des mots visuels et apparié au symbole
requête. L’approche est similaire à celle de [SIV 06] où l’ef-
ficacité de la recherche est atteint grâce aux fichiers inverses
et au modèle vectoriel.
Cet article est organisé comme suit. Dans le paragraphe
2, nous présentons en détail une méthode pour la représen-
tation des symboles graphiques en se basant sur le con-
texte de forme. Le système de recherche des symboles util-
isant le modèle vectoriel est abordé dans le troisième para-
graphe. Ensuite, nous présentons des résultats expérimentaux
et l’évaluation de l’adaptabilité du système aux symboles
graphiques (§4). Enfin, des conclusions et des perspectives
sont données dans le paragraphe 5.
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FIG. 1 – Système de recherche de symboles.
2 Notion de contexte de forme pour les
points d’intérêt
Dans cette partie, nous présentons une solution adaptative
pour décrire un symbole. L’approche est basée sur le descrip-
teur proposé par Belongie et al. [BEL 02] qui est invariant à
la rotation et au changement d’échelle mais exige de nom-
breuses descriptions par symbole. Comme le contexte de
forme contient de l’information abondante et redondante de
la configuration locale de l’objet, nous proposons une solu-
tion pour diminuer la quantité et la redondance d’information
en attachant le contexte uniquement aux points d’intérêts.
2.1 Rappel du contexte de forme
Le contexte de forme d’un point de contour pi d’une
forme est déterminé par la distribution des points de con-
tour dans la région au voisinage de pi [BEL 02]. C’est un
histogramme de coordonnées relatives des points de contour
par rapport à des points pi, les points de référence.
Une forme est représentée par l’ensemble de points
échantillonnés des contours externes et internes, C =
{p1, p2, .., pn}, pi ∈ R
2 où n est le nombre de points de
contour. Pour un point pi, les coordonnées relatives des n-
1 autres points sont déterminées. Les coordonnées relatives
sont les coordonnées du point dans un système de coordon-
nées log-polaire utilisant pi comme origine :
q = (log(rq), θq),∀q = pi ∧ q ∈ C (1)
où rq est la distance entre q et pi, θq est l’angle entre le
vecteur −→piq et l’axe horizontal. Le contexte de forme hi du
point pi est défini par :
hi(l) = #{q = pi : (q − pi) ∈ bin(l)}, l = 1, L (2)
où hi(l) est le nombre de points de contour appartenant à la
lème classe de l’histogramme et bin(l) = {(rq, θq) : rq ∈
[rl, rl + ∆rl ] ∧ θq ∈ [θl, θl + ∆θl ]}. Une forme de l’objet
O est ainsi décrite comme l’ensemble des contextes de forme
des points de contour :
O ≡ {hi|pi ∈ C} (3)
Cependant, le context de forme décrit ci-dessus n’est
pas invariant à la rotation et au changement d’échelle. Pour
obtenir l’invariance au changement d’échelle, les distances
radiales sont normalisées par la distance moyenne α des n2
paires de points de la forme [BEL 02]. Les auteurs ont égale-
ment proposé d’utiliser le vecteur tangent associé à chaque
point au lieu de l’axe absolu horizontal pour que le contexte
de forme soit aussi invariant à la rotation.
2.2 Contexte de forme pour les points d’in-
térêt
Comme le contexte de forme est un descripteur qui con-
tient des informations de la configuration locale associée à
chaque point de contour, il semble bien adapté aux sym-
boles graphiques auxquels nous nous intéressons. Cepen-
dant, une représentation d’un symbole en utilisant des con-
textes de forme de presque tous les points de contour en-
gendre une grande complexité de calcul de descripteurs et
aussi d’appariement au niveau des symboles au moment de
la recherche.
Il existe de nombreuses recherches qui ont montré qu’un
objet peut être efficacement localisé à partir de ses points
d’intérêt [LOW 04, SIV 06, AGA 04, BOS 06]. Ainsi, dans
notre contexte, nous proposons de retenir seulement des
informations au niveau des points caractéristiques appelés
points clefs ou points d’intérêts pour la description d’un sym-
bole.
Détection des points d’intérêt : Il y a beaucoup de
méthodes proposées pour détecter des points d’intérêts d’une
image [SCH 98, MIK 05, TAB 05]. Nous avons choisi
le détecteur DoG (Difference-of-Gaussian) présenté dans
[LOW 04] pour nos expériences. Des points d’intérêts sont
considérés comme des extrema existant dans une pyramide
des échelles construite par la convolution d’une image I
avec des filtres de différences de Gaussienne (voir (4)) de
tailles différentes. Daprès l’évaluation de Mikolajczyk et
al. [MIK 05], le descripteur SIFT (Scale Invariant Feature
Transform [LOW 04]), aux points détectés par DoG, donne
une très bonne performance. En outre, comme l’opérateur de
DoG est une proche approximation de la fonction de Lapla-
cien de Gaussienne, la plupart des points détectés sont à
proximité des jonctions du modèle de l’objet [TAB 05] qui
jouent un rôle important pour distinguer un modèle d’un
autre.
D(x, y, δ) = (G(x, y, kδ) − G(x, y, δ)) ∗ I(x, y) (4)
Descripteur CFPI : Supposons IP = {P1, P2, .., PN}
l’ensemble de points d’intérêt et C = {q1, q2, .., qn} l’ensem-
ble des points de contour de l’objet. Chaque point dans IP
est considéré comme un point de référence pour calculer le
contexte de forme correspondant. Pour que l’objet soit bien
représenté quelles que soient son orientation et sa taille, le
descripteur doit être invariant à la rotation et au changement
d’échelle, les coordonnées relatives des points de contour
doivent ainsi être normalisées. Cependant, des points d’in-
térêt ne sont pas toujours des points de contour [TAB 05],
c’est-à-dire IP  C, le vecteur tangent (comme proposé
dans [BEL 02]) n’est plus applicable pour la normalisation.
Au lieu d’utiliser ce vecteur, nous prenons l’orientation dom-
inante du point d’intérêt comme la direction positive de l’axe
x. Alors, chaque point d’intérêt Pi est représenté par ses co-
ordonnées et son orientation dominante :
Pi = {xi, yi, ei} (5)
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FIG. 2 – Coordonnées relatives de qj
Les coordonnées log-polaires relatives d’un point de contour
qj ∈ C dans l’équation (1) sont réécrites comme suit :
qPij = (log(rij), θij) (6)
où Pi est le point de référence, rij est la distance normalisée
de qj à Pi et θij =<
−−→
Piqj , ei > (voir Fig. 2).
Le contexte de forme associé au point Pi est défini suivant
l’équation (2). C’est un histogramme de L classes (L bins). Si
5 intervalles sont choisis pour log(r) avec r entre 0.125α et
2α et 12 intervalles équivalents pour la coordonnée angulaire
θ, comme dans [BEL 02], alors L vaut 60. Un objet O est
maintenant décrit par l’ensemble des contextes de forme des
points d’intérêt Pi.
O ≡ {hi|Pi ∈ IP} (7)
3 Recherche des symboles
Selon [BEL 02], la distance entre deux formes est
mesurée comme la somme symétrique des coûts de meilleurs
appariements des contextes de forme. Cela cause un prob-
lème de complexité quand on cherche des formes (objets)
similaires parmi de nombreux candidats. Dans ce para-
graphe, nous présentons une adaptation d’une technique de
recherche textuelle pour l’indexation et la recherche des sym-
boles. L’objectif est de réduire la complexité de calcul à l’é-
tape d’appariement, calculée en-ligne, grâce aux informa-
tions prédéterminées à l’étape hors-ligne. Cette approche est
semblable à celle de [SIV 06] où le modèle vectoriel de la
recherche textuelle est exploité afin d’avoir une recherche ef-
ficace en se basant sur des mots visuels.
3.1 Construction d’un vocabulaire visuel
Tout d’abord, des descripteurs CFPI de chaque symbole
existant dans la base sont déterminés comme indiqué en §2.2.
Chaque descripteur est un vecteur de dimension L. Ensuite,
des classes contenant des descripteurs similaires sont créées
en utilisant une technique de classification. Chaque classe est
considérée comme un mot visuel qui est identifié par le centre
de la classe. Tous les points dont le descripteur appartient à
cette classe sont aussi considérés comme des occurrences du
mot visuel dans la base. Pour faciliter le problème de clas-
sification, nous avons utilisé la méthode des k-means avec
la distance “cosinus” (l’angle entre deux vecteurs) pour nos
tests.
Un symbole est maintenant réprésenté par des mots vi-
suels et peut être traité comme un document textuel. La Fig. 3
montre un exemple de trois classes définies sur une base de
symboles et correspondant à trois mots visuels.
FIG. 3 – Exemple de trois classes correspondant à trois mots
visuels.
3.2 Modèle vectoriel pour la recheche des
symboles
Le modèle vectoriel est le modèle le plus utilisé en
recherche d’informations. Il est plus performant que d’autres
modèles classiques pour des collections générales [BAE 99].
Avec ce modèle, un document est représenté comme un
vecteur de fréquences d’apparition des mots. Il est souvent
décrit par un vecteur de fréquences pondérées dont chaque
composante apporte un compromis entre deux facteurs : la
fréquence d’apparition des termes (mots) dans le document
(facteur tf ) et l’estimation du degré d’importance de ce mot
pour distinguer un document pertinent des non pertinents de
la base (facteur idf ).
Chaque descripteur CFPI d’un symbole j est apparié
avec une classe la plus proche. Ce descripteur est considéré
comme un mot visuel apparaissant dans le symbole j, qui est
considéré comme un document j. Dans la suite, les termes
“document” et “symbole” sont utilisés indifféremment.
Maintenant, nous pouvons appliquer ce modèle pour l’in-
dexation des symboles. Un symbole correspond à un docu-
ment contenant des mots visuels. Un symbole j est représenté
par un vecteur de tf-idf sj :
sj = {w1,j , w2,j , .., wK,j} (8)
où K est la taille du vocabulaire et wi,j est la fréquence
pondérée du mot i dans le document j :
wi,j = tfi,j ∗ idfi, i = 1,K
tfi,j =
freqi,j
maxlfreql,j
; idfi = log
N
ni
où freqi,j est la fréquence d’apparition du mot i dans le doc-
ument j, N est le nombre total des documents dans la base et
ni est le nombre de documents dans lesquels le mot i appa-
raît. tfi,j est la fréquence normalisée du terme.
Recherche : Le vecteur tf-ifd du symbole de requête sq
est calculé de la même façon : déterminer les descripteurs
CFPI, puis, mettre en correspondance ces descripteurs avec
des mots visuels et enfin, calculer des fréquences pondérées
des mots existants dans le symbole requête. Le degré de simi-
larité entre la requête et un symbole j dans la base de données
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est quantifié par leur corrélation mesurée par l’angle entre
deux vecteurs sj et sq.
sim(sq, sj) =
sj • sq
|sj | × |sq|
(9)
Les degrés de similarité entre la requête et les symboles
dans la base sont triés afin d’obtenir une liste de symboles
triés par ordre de pertinence.
4 Résultats expérimentaux
Comme l’objectif de notre système est aussi celui de
n’importe quel système de recherche, c’est-à-dire de retrou-
ver des symboles similaires à une requête, classés selon leur
degré de similarité, nous utilisons une mesure commune pour
évaluer la performance du système : la courbe de préci-
sion/rappel [BAE 99, SMI 98, GEV 04, MIK 05].
Le rappel est défini comme le nombre de documents per-
tinents retrouvés au regard du nombre de documents perti-
nents dans toute la base.
Rappel = |Ra|/|R| (10)
La précision est la fraction de documents pertinents
parmi des documents récupérés.
Precision = |Ra|/|X| (11)
où X est l’ensemble de documents récupérés, Ra est l’ensem-
ble de documents pertinents trouvés, Ra ⊆ X et R est
l’ensemble de documents pertinents qui sont contenus dans
la base de données.
Pour les données de test, nous avons choisi la collection
de test GREC2. Cette collection est divisé en deux ensem-
bles. L’un contient 50 symboles différents correspondant à
50 classes (l’ensemble A), l’autre (l’ensemble B) 250 occur-
rences de 50 classes de symboles, obtenues par des trans-
formations linéaires (changement d’échelles et de rotation)
de chaque élément dans A. Le nombre d’occurrences de
chaque classe n’est pas égal, il varie de 1 à 10. L’ensemble
B est choisi comme une base d’apprentissage. Les descrip-
teurs déterminés sur cet ensemble servent à la construction
d’un vocabulaire visuel et chaque symbole dans B sera in-
dexé comme un document dans la base. Le nombre de classes
est fixé expérimentalement à K = 200 pour le k-means et le
vocabulaire contient donc 200 mots visuels.
L’ensemble A joue le rôle de requêtes test. Comme le
nombre maximum des symboles pour une classe est égal
à 10, nous ne nous intéressons qu’aux 10 premiers docu-
ments. Les valeurs de la précision et du rappel sont cal-
culées pour chaque valeur r = 1, 10 qui correspond aux r
premiers documents récupérés. Les 50 requêtes dans A sont
effectuées, les valeurs de précision/rappel sont déterminées
par la moyenne de toutes les requêtes à chaque valeur de r.
Les deux courbes les plus hautes dans la Fig. 4 sont les pré-
cision/rappel moyens de 50 requêtes correspondant à deux
valeurs différentes de dimension de CFPI, L = 36 et 60.
2http ://www.cvc.uab.es/grec2003/SymRecContest/
Comme indiqué dans la Fig. 4, la courbe atteint une préci-
sion élevée (80%) avec un rappel de 70%. Le degré de pré-
cision le moins bon (44%) est obtenu avec r = 10. En ef-
fet, les valeurs de précision et de rappel sont calculées à par-
tir de dix premiers symboles récupérés mais le nombre de
symboles pertinents dans la base pour chaque requête n’est
pas toujours à 10. Donc, les requêtes dont le nombre total
de symboles pertinents dans la base est inférieur au nombre
des documents récupérés (r) causent un effet négatif sur la
moyenne des précisions. Quelques exemples de résultats sont
également montrés sur la Fig. 5.
Nous nous intéressons ici au comportement de notre de-
scripteur aux informations vis à vis des configurations lo-
cales. Nous avons fait des expériences avec la dimension du
descripteur plus petite L = 36, c’est-à-dire, des informations
représentées par CFPI L = 36 sont “plus locales” que celles
représentées par CFPI L = 60. L’objectif est de savoir si
des informations locales aux points d’intérêt sont suffisantes
pour décrire un symbole. Dans ce contexte, au lieu de diviser
[0.125α, 2α] en 5 intervalles pour classer les distances radi-
ales rij , nous ne prenons en compte que les points dont la
distance radiale est dans [0.125α, α] divisé en 3 intervalles.
Nous utilisons toujours 12 intervalles pour les coordonnées
angulaires θij , L est donc égal à 36. La Fig. 4 montre le résul-
tat de notre test. Comme remarqué sur la figure, il n’y a pas
de différence significative entre L = 36 et L = 60. Cela prouve
que même si l’information représentée par un descripteur est
réduite, l’ensemble des descripteurs aux points d’intérêt as-
sure une bonne représentation du symbole et ainsi de la per-
formance de recherche.
FIG. 4 – Précision/rappel avec descripteurs CFPI (dimension
L = 36, 60) et SIFT
FIG. 6 – Précision/rappel avec CFPI et R-signature
Comme évalué par [MIK 05], SIFT est le meilleur de-
scripteur dans le cas général. Ainsi, nous avons vérifié l’ef-
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FIG. 5 – Exemples de résultats. La première colonne contient des requêtes. Les autres sont des symboles les plus similaires à la
requête. Le nombre de symboles pertinents pour chaque requête est égal respectivement à 7, 4, 3, 5, 4, 1, 4, 5, 7, 3.
ficacité, en vue de rechercher des symboles, des descripteurs
CFPI, SIFT (vecteur de dimension 128) et un autre descrip-
teur de forme R-signature [TAB 04] qui donne des résul-
tats également intéressant pour la reconnaissance des formes.
Pour le test du descripteur SIFT, nous avons utilisé le même
processus décrit dans cet article en remplaçant CFPI par
SIFT. Pour la R-signature, comme un symbole est représenté
par un descripteur, nous faisons juste la comparaison entre le
descripteur de la requête et les autres descripteurs correspon-
dant aux symboles de la base et déterminons les symboles les
plus proches. Notre but n’est pas de faire une évaluation des
descripteurs, mais de montrer que le descripteur SIFT n’est
pas bien adapté pour des symboles graphiques. Des résultats
obtenus avec CFPI montrent une courbe de précision/rappel
meilleure pour notre descripteur que SIFT (cf Fig. 4). Les ré-
sultats obtenus par la R-signature sont quasi semblables (cf
Fig. 6). Cependant, pour la requête avec des symboles in-
complets, nous allons montrer ci-dessous que CFPI fournit
des meilleurs résultats.
Afin de vérifier l’adaptabilité des descripteurs et du mod-
èle vectoriel pour rechercher des symboles incomplets, nous
avons aussi fait des tests avec notre système et avec la R-
signature en prenant des symboles incomplets comme re-
quêtes (voir Fig. 7). Ce test montre que le système fournit
une possibilité de retrouver des symboles similaires même si
ce n’est pas un symbole complet. Cette capacité de prendre
en compte des symboles partiellement définis est un avan-
tage pour construire, dans l’avenir, un système de recherche
de symboles dans des grands documents graphiques.
5 Conclusions et perspectives
Nous avons proposé une adaptation du contexte de forme
pour décrire des symboles graphiques. Le descripteur CFPI
est simple et invariant à la rotation et au changement
d’échelles. Il fournit une bonne représentation de la configu-
ration locale correspondant à chaque point d’intérêt et nous
permet de réduire la complexité de description d’un symbole.
De plus, en utilisant une technique de recherche textuelle à
partir du modèle vectoriel appliqué à des mots visuels, la
complexité d’appariement est aussi réduite.
Les résultats expérimentaux sont prometteurs mais ils
doivent être considérés comme préliminaires. Quand un sym-
bole est représenté par des CFPIs, si le nombre de points
d’intérêt du symbole est trop petit, le vecteur représentant le
symbole n’assure pas une description efficace du “contenu”
du symbole car le nombre de mots visuels est faible. Donc,
une de nos perspectives est de chercher une solution pour
ajouter “automatiquement” des points clefs quand le symbole
a un faible nombre de points d’intérêt. De plus, notre travail
présenté ici n’est que la première partie d’un système qui
ne permettra pas seulement de trouver des symboles isolés
mais aussi de récupérer des symboles localisés dans des doc-
uments graphiques. Notre objectif est de définir une méthode
pour indexer et détecter des symboles dans une grande col-
lection de documents graphiques.
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plus proches symboles récupérés avec CFPI (a) et avec R-signature (b) sont présentés aux colonnes de 2 à 10.
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