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Resumen 
Los perceptrones multicapa (MLP, por su sigla en inglés) son aproximadores  universales 
de funciones que estén definidas en un dominio compacto (Hornik, Stinchcombe y White 
1989), (Cybenko 1989) y (Funahashi 1989), y ha sido la arquitectura de red neuronal más 
empleada para realizar la predicción de series de tiempo (Zhang et al., 1998). No obstante, el 
proceso de especificación de un MLP es difícil debido a la gran cantidad de pasos que requiere, 
a los criterios subjetivos en cuanto a cómo abordar cada paso, y a que los resultados obtenidos 
en cada etapa son críticos.  Uno de los aspectos que dificultan el proceso de especificación es la 
falta de identificabilidad estadística del modelo. Las consideraciones sobre éste tema son el 
punto inicial para plantear modificaciones sobre la arquitectura de los MLP, tal que se 
obtengan nuevas configuraciones que puedan modelar problemas de una forma más objetiva y 
simple; y que permitan obtener mejores resultados en comparación con otros modelos.  Desde 
este punto de vista, la red neuronal artificial conocida como Cascada Correlación (CASCOR) 
propuesta por Fahlman & Lebiere (1990) presenta ventajas conceptuales interesantes en 
relación al problema de identificabilidad  y  capacidad de generalización de los MLP.  
 
La red CASCOR, está diseñada siguiendo un esquema de crecimiento de red, en el cual se 
agregan iterativamente neuronas en la capa oculta, con el fin de mejorar el error global de la 
red. Consecuentemente, en una red CASCOR no es necesario conocer a priori  la cantidad de 
neuronas necesarias en la capa oculta, por tanto el aprendizaje de la red puede ser más rápido 
y puede tener mejor capacidad de generalización que un MLP  (Villa et al., 2008). Sin embargo 
las redes CASCOR, al igual que otros modelos, puede adolecer de sobreajuste. Además, la 
estimación de los parámetros de este tipo de redes se caracteriza por ser un problema difícil. 
 
Aunque teóricamente las redes CASCOR son más robustas que los MLP, en la literatura más 
relevante no se han reportado comparaciones entre ambos tipos de red cuando se predicen 
series de tiempo no lineales. Además, no se ha propuesto, ni mucho menos recomendado, 
alguna técnica de optimización para regularizar los parámetros de la red CASCOR. En este 
trabajo se propone estimar los parámetros de la red CASCOR mediante ConRprop, el cual es 
una técnica de optimización basada Rprop, un algoritmo usado para estimar los parámetros de 
las redes MLP. Además, se muestra empíricamente que las redes CASCOR estimadas con 
ConRprop pueden predecir con mayor precisión series de tiempo que los MLP estimados con 
Rprop. 
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A pesar de que se muestra  que las redes CASCOR son adecuadas para la predicción de 
series de tiempo, estas pueden sobreajustar los datos de la serie. En esta tesis se analizan las 
posibles causas de este problema y  se propone incorporar en la  arquitectura de la red 
CASCOR las estrategias de regularización de eliminación y descomposición de pesos. Estas 
estrategias permiten controlar la magnitud de las conexiones entre la capa de entrada y oculta 
de la red, y han sido usadas ampliamente para controlar el problema del sobreajuste en los 
MLP (Palit y Popovic, 2005). Además, para controlar las conexiones entre la capa oculta y la de 
salida se propone incorporar la estrategia de regresión en cadena (Ridge Regression)  (Hoerl y 
Kennard, 1970). Esta estrategia de puede reducir la varianza de los pesos y minimizar el efecto 
de los datos extremos, y consecuentemente, reducir el error en validación. En conclusión, se 
propone la incorporación tales estrategias en las redes CASCOR con el fin de controlar el 
problema de sobreajuste. A la par, se muestra experimentalmente que la regularización de las 
redes CASCOR permite encontrar modelos con mejor capacidad de predicción y de 
generalización. 
 
Posteriormente, en esta investigación se desarrolla un protocolo de selección de redes 
CASCOR para la predicción de series de tiempo que incorpora las propuestas realizadas hasta 
el momento, es decir, las estrategias regularización mencionadas y el algoritmo de 
optimización seleccionado. Y se muestra su experimentalmente que el protocolo permite 
encontrar mejores resultados que otras aproximaciones propuestas en la literatura. 
Finalmente, se aplica el protocolo de selección propuesto para pronosticar series de precios de 
la electricidad de Colombia y Brasil. De su aplicación los resultados indican que el protocolo 
produce mejores resultados que los MLP y ARIMA.  
Los principales aportes de esta tesis son dos: 
 El desarrollo de un protocolo de selección de redes CASCOR para la predicción de 
series de tiempo que incluye el algoritmo de optimización ConRporp, y las 
estrategias regularización de regresión en cadena  y de eliminación y 
descomposición de pesos. 
 El análisis y la construcción de modelos con el protocolo desarrollado para la 
predicción de precios de la electricidad en Colombia y Brasil.  
 
Palabras Clave: redes neuronales, cascada correlación, perceptrón multicapa, resilient 
backpropagation, regularización, eliminación de pesos, descomposición de pesos, protocolo de 
selección. 
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1. Problemática de la predicción de series de tiempo con 
redes neuronales 
1.1. Introducción 
Una serie de tiempo es una secuencia de observaciones de un fenómeno determinado, 
ordenadas temporalmente y adquiridas en igual intervalo de tiempo. El modelado de una serie 
de tiempo consiste en obtener una representación matemática que permita capturar, total o 
parcialmente, sus características más relevantes. Una vez se ha construido el modelo, este 
puede ser usado para realizar el pronóstico de los valores futuros de la serie en un intervalo de 
tiempo determinado, es decir, predecir la serie de tiempo. Según Palit y Popovic (2005) el 
interés por el modelado y el pronóstico de series de tiempo ha aumentado gradualmente a 
través del tiempo en diversas áreas de  la ciencia, ingeniería y finanzas. 
 
En la literatura se han propuesto diversas técnicas para realizar la predicción de series 
de tiempo; de las disponibles, las redes neuronales artificiales (RNA) han mostrado ser más 
robustas que otras  técnicas tradicionales como ARIMA, especialmente en la representación de 
relaciones complejas que exhiben comportamientos no lineales. Según Masters (1993), existen 
varias razones por las cuales se debería utilizar una RNA en vez de alguna técnica tradicional, 
entre estas, que poseen una amplia capacidad para  aprender relaciones desconocidas a partir 
de un conjunto de ejemplos; además, tienen una alta tolerancia a patrones extraños de ruido y 
componentes caóticas presentes en la serie; y son suficientemente robustas para procesar 
información incompleta, inexacta o contaminada.  
 
Una revisión del estado del arte, del pronóstico de series de tiempo con redes 
neuronales, es presentada por Zhang et al. (1998);  Particularmente, en mercados de 
electricidad se han realizado contribuciones importantes, entre ellas: Velásquez et al. (2007) 
analizan las dificultades encontradas por los investigadores y profesionales cuando intentan 
pronosticar los precios de la electricidad, con el objetivo de contribuir a identificar las barreras 
más importantes para tal fin; Gareta et al. (2004) muestran que las redes neuronales son una 
herramienta adecuada para predecir los precios horarios base de la electricidad del mercado 
eléctrico Europeo; Hippert et al. (2001) realizan una revisión del estado del arte de la 
predicción de la carga eléctrica a corto plazo con redes neuronales, con el fin de clarificar por 
qué algunos investigadores  se declaran escépticos frente al uso de las redes neuronales para 
tareas de pronóstico y consideran que las ventajas de usar tal técnica no han sido probadas 
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sistemáticamente, los autores llegan a dos hechos importantes: en la mayoría de los estudios 
los modelos de red son sobreparametrizados y las pruebas de rendimiento de las redes son 
aparentemente buenas pero no convincentes. Además, Hippert et al. (2001)  consideran que es 
necesario hacer una investigación más profunda antes de llegar a conclusiones definitivas 
sobre las ventajas del uso de redes neuronales para el pronóstico de la carga eléctrica; y 
recomiendan que la presentación y análisis de resultados debería seguir un estándar estricto 
con el fin de garantizar una mayor credibilidad de los mismos.  
   
La predicción de los precios de la electricidad en los mercados de energía es un tópico de 
investigación interesante dado que, según Hong y Lee (2005), todas las decisiones operativas y 
estratégicas de los participantes del mercado se basan en  las predicciones de estos precios. 
Por ejemplo, Conejo et al. (2005)  afirman que los productores necesitan predicciones de corto 
plazo para formular estrategias de comercialización, y optimizar su programa de generación; 
en el mediano plazo, para negociar contratos bilaterales favorables. Mientras que en el largo 
plazo, Lu et al. (2005) y Angelus (2001) consideran que la predicción es una herramienta que 
facilita la toma de decisiones relacionadas con el portafolio de activos de generación, la 
adquisición de nuevas plantas, y el abandono de plantas existentes. Finalmente, Angelus 
(2001) discute la utilidad del pronóstico para los distribuidores y los grandes consumidores, y  
Lu et al. (2005)  lo hace para el administrador de mercado. Sin embargo, según Velásquez et al. 
(2005) las experiencias reportadas en la literatura muestran que la dinámica de la mayoría de 
las series de precios de la electricidad es no lineal, cambiante en el tiempo y posee una gran 
cantidad de variables explicativas. Entonces, la predicción de este tipo de series exige el uso de 
técnicas lo suficientemente robustas como para capturar el comportamiento complejo que 
exhiben este tipo de series. 
 
En general, el modelado de series tiempo con redes neuronales ha sido en su 
arquitectura abordado desde representaciones de alimentación hacia adelante y recurrentes, 
tales como: Perceptrones Multicapa (MLP), Redes con Función de Base Radial (Zhang et al., 
2008), (Yan et al., 2005), Modelos Neuro-Difusos (Kadogiannis y Lolis, 2002) y, (Rast, 1997), 
Dan2 (Ghiassi et al., 2005), Redes con dinámicas recurrentes y retrasos en el tiempo(Gençay y 
Liu, 1997), (Parlos et al., 2000) y (Mishra y Patra, 2009), entre otros. 
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La arquitectura de red neuronal más empleada en series de tiempo es del tipo MLP 
(Zhang et al., 1998). Su éxito se debe a que dichos modelos son aproximadores  universales de 
funciones que estén definidas en un dominio compacto (Hornik et al., 1989) (Funahashi, 1989). 
No obstante, la estimación de sus parámetros se ha caracterizado por ser un problema 
particularmente difícil debido a la multitud de puntos de mínima que hacen que las técnicas de 
gradiente sean de poca utilidad, por lo que se han venido desarrollando una cantidad 
importante de algoritmos que pretenden obviar este problema (Ortíz et al., 2007). En general, 
un MLP está compuesto por  varias capas de nodos: la primera es llamada capa de entrada y es 
por donde la red recibe la información; y la última es la capa de salida y es por donde entrega 
los resultados. Además, entre la capa de entrada y la de salida pueden existir otras capas, 
denominadas capas ocultas. Los nodos entre capas adyacentes están conectados entre sí, tal 
como se ejemplifica en la Figura 1.  
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Figura 1. Arquitectura básica de un perceptrón multicapa con tres capas ocultas. 
 
Sin embargo,  el problema no es simplemente estimar cada modelo para una serie en 
particular. Mientras en el caso lineal hay una importante experiencia ganada, existen muchos 
problemas teóricos, metodológicos y empíricos abiertos sobre el uso de modelos no lineales en 
el caso general. En el caso del MLP, su proceso de especificación es difícil debido a la gran 
cantidad de pasos que requiere: la selección de las entradas al modelo o rezagos, la 
determinación de las neuronas en la capa oculta y la estimación de los parámetros del modelo; 
además, se suma la dificultad de que los criterios sobre cómo abordar cada paso son subjetivos 
(Kaastra y Boyd, 1996). 
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La falta de identificabilidad estadística del modelo es uno de los aspectos que dificultan 
su especificación. Esto se relaciona con que los parámetros óptimos no son únicos para una 
especificación del modelo (número de entradas o rezagos, cantidad de neuronas en la capa 
oculta, funciones de activación, etc.), y un conjunto de datos dado. Esto se debe a que (Anders y 
Korn, 1999): 
 
 Se puede obtener múltiples configuraciones que son idénticas en 
comportamiento cuando se permutan las neuronas de la capa oculta, 
manteniendo vinculadas las conexiones que llegan a dichas neuronas. 
 
 Cuando las neuronas de la capa oculta tienen funciones de activación simétricas 
alrededor del origen, la contribución neta de la neurona a la salida de la red 
neuronal se mantiene igual si se cambian los signos de los pesos que entran y 
salen de dicha neurona.  
 
 Si los pesos de las conexiones entrantes a una neurona oculta son cero, es 
imposible determinar el valor del peso de la conexión de dicha neurona oculta a 
la neurona de salida. 
 
 Si el peso de la conexión de una neurona oculta hacia la neurona de salida es cero, 
es imposible identificar los valores de los pesos de las conexiones entrantes a 
dicha neurona oculta. 
 
Los problemas aquí planteados sobre la identificabilidad del modelo son el punto inicial 
para plantear modificaciones sobre la especificación del MLP, de tal modo que se obtengan 
nuevas configuraciones que puedan modelar y pronosticar series no lineales de una forma más 
objetiva, y que permitan obtener resultados más precisos en comparación con otros modelos. 
Así, por ejemplo, White (1989), Lee et al. (1993) y Teräsvirta et al. (1993) desarrollaron la red 
neuronal autorregresiva (AR-NN), la cual combina un perceptrón multicapa (MLP) y un modelo 
lineal autorregresivo (AR). El modelo AR-NN  permite combinar las ventajas de los modelos 
autorregresivos y de las redes neuronales, de tal forma que es más fácil capturar dinámicas 
complejas, como las que se presentan en la mayoría de las series de tiempo. 
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El primer aporte que se persigue con este capítulo es presentar la importancia de la 
predicción de series de tiempo en las diversas áreas de  la ciencia, ingeniería y finanzas, 
especialmente, en los mercados de energía. El segundo es presentar un análisis sobre las 
dificultades existentes al predecir series de tiempo con MLP, principalmente, las relacionadas 
con la falta de identificabilidad estadística del modelo MLP. El tercer aporte es presentar el tipo 
de red neuronal Cascada Correlación como un modelo que presenta ventajas conceptuales en 
relación al problema de identificabilidad estadística de los MLP. Sin embargo, las redes Cascada 
Correlación, al igual que los MLP, pueden adolecer de sobreajuste y la estimación de sus 
parámetros suele ser compleja; entonces, el cuarto aporte está relacionado con el análisis de 
las causas del sobreajuste y de algunas de las propuestas que han surgido para controlar este 
problema en los MLP, con el fin de incorporar estas soluciones en las redes Cascada 
Correlación. Como aporte final, se plantea la necesidad de comprobar si en la práctica las redes 
Cascada Correlación son adecuadas para pronosticar series de tiempo, especialmente las de 
precios de la electricidad. Como conclusión se presentan los objetivos de esta investigación y 
los aportes que se esperan obtener a través de ésta tesis de maestría. 
 
1.2. Contraste entre las redes Cascada Correlación y los MLP 
La red neuronal artificial conocida como Cascada Correlación (CASCOR)  (Fahlman y 
Lebiere, 1990) presenta ventajas conceptuales muy interesantes en relación al problema de 
identificabilidad estadística de los MLP. La red CASCOR, está diseñada siguiendo el esquema de 
crecimiento de red o aprendizaje constructivo, se comienza con una red mínima sin capas 
ocultas, es decir, con sólo algunas entradas y uno o más  nodos de salida. Las neuronas ocultas 
son agregadas una a una en la red, obteniendo de esta manera una estructura multicapa. En el 
proceso de adición de neuronas ocultas a la red, cada nueva neurona recibe una conexión 
sináptica de cada una de las neuronas de entrada y también de las neuronas ocultas que la 
preceden. Luego de agregar la nueva neurona oculta, los pesos sinápticos de su entrada son 
congelados, mientras que los pesos de su salida son entrenados repetidamente. Este proceso 
continúa hasta que se alcanza un rendimiento deseado. La representación gráfica de ésta 
arquitectura se presenta en la Figura 2. Consecuentemente, en una red CASCOR no es necesario 
conocer a priori  la cantidad de neuronas necesarias en la capa oculta, por tanto el aprendizaje 
de la red puede ser más rápido y puede tener mejor capacidad de generalización que un MLP  
(Villa et al., 2008). 
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Además, es posible obtener una red CASCOR a partir de un MLP, realizando las siguientes 
modificaciones: 
 
 Se restringe que la función de activación de las neuronas de la capa de salida sea 
lineal. 
 
 Se agregan conexiones desde las neuronas de entrada hasta la neurona de salida. 
Esto equivale a introducir dentro del modelo una componente que es la 
combinación lineal de las entradas. Esta modificación facilita que el modelo 
pueda capturar la componente lineal del conjunto de datos estudiado. 
 
 Desde la j-ésima neurona de la capa oculta se agregan conexiones de salida que 
entran a las neuronas (j+1, j+2,…). Esto tiene el efecto de  evitar que las neuronas 
de la capa oculta puedan permutarse por lo que se reduce la multiplicidad de 
modelos con desempeño similar.  
 
Figura 2. Esquema de una red Cascada-Correlación, según Fahlman y Lebiere (1991). 
 
 Sin embargo, las modificaciones no eliminan la duplicidad de modelos por cambio de 
signo entre las conexiones que entran y salen de una misma neurona oculta. Esto podría 
lograrse al obligar a que los pesos de la capa oculta a la capa de salida sólo puedan tomar 
valores positivos; no obstante, esta restricción no se usa en las redes CASCOR.  
 
Adicionalmente, a pesar de que el aprendizaje de las redes CASCOR es constructivo, 
pueden adolecer de sobreajuste, tal como en los MLP, debido básicamente a dos causas: la 
primera está relacionada con el tamaño óptimo de la red; la segunda con la existencia de datos 
extremos (outliers) en el conjunto de entrada, esto hace que la varianza de los parámetros de la 
red sea alta. El sobreajuste es un fenómeno en el cual la red no generaliza los datos y sólo 
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puede responder correctamente ante los estímulos ya conocidos, es decir, la red memoriza en 
vez de aprender; este fenómeno  se evidencia cuando se produce un error de entrenamiento 
muy pequeño y un error de validación muy alto (Villa et al., 2008); Consecuentemente, si se 
presentan una o ambas de las causas mencionadas, el modelo CASCOR podría sobreajustar los 
datos, lo que puede degradar ostensiblemente su capacidad de predicción.  
 
Respecto a la primera causa de sobreajuste, el tamaño de la red es controlado en los MLP 
principalmente mediante dos enfoques de regularización: podado o reducción de la red 
(Network Pruning) y crecimiento de red (Network Growing)  (Palit y Popovic, 2005). El enfoque 
de reducción consiste en comenzar con una red relativamente grande e iterativamente anular 
neuronas de acuerdo a un criterio definido, hasta que el desempeño de la red se degenere; una 
de las más importantes críticas a este método es que no se sabe si la red inicial es 
suficientemente grande como para que tenga neuronas innecesarias (Villa et al., 2008). 
Mientras que, en el enfoque de crecimiento de red se comienza con una red de tamaño mínimo 
y se agregan sucesivamente nuevas neuronas hasta lograr un rendimiento deseado. La segunda 
causa de sobreajuste, se puede abordar mediante la regularización de las conexiones entre la 
capa oculta y la capa de salida, usando la estrategia de regresión en cadena (Ridge Regression) 
propuesta por  Hoerl y Kennard (1970); la idea central de esta estrategia es controlar la 
varianza de los parámetros buscando el equilibrio entre sesgo y varianza (bias variance trade-
off), (Hoerl y Kennard, 1970) y (Marquardt y Snee, 1975). Esta estrategia de regularización 
puede reducir la varianza de los pesos y minimizar el efecto de los datos extremos, y, 
consecuentemente, reducir el error en validación. Sin embargo, no se ha considerado el uso de 
los enfoques y estrategias de regularización mencionadas en la arquitectura de las redes 
CASCOR, aunque es de esperarse que puedan obtenerse modelos con una mejor capacidad de 
generalización, y menos afectada por los outliers. 
 
1.3. Problemas de Investigación 
Consecuentemente con lo expuesto hasta este punto, una red Cascada Correlación podría 
realizar la regresión de funciones no lineales con una precisión igual o superior a un 
Perceptrón Multicapa tradicional. Esto (el problema general de regresión) ya ha sido abordado 
en la literatura; pero, los problemas de modelado y predicción de series de tiempo son más 
complejos que el problema de regresión (Tsay, 2002), ya que se debe tener en cuenta el orden 
de los datos así como las propiedades estadísticas que este ordenamiento induce sobre la 
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información. Por ejemplo, las experiencias reportadas en la literatura muestran que la 
dinámica de la mayoría de las series de tiempo es no lineal, cambiante en el tiempo y puede 
poseer una gran cantidad de variables explicativas, especialmente, en el caso de las series de 
precios de la electricidad (Velásquez et al., 2005). Ello aporta complejidad al problema de la 
predicción e impone la restricción de que estos requerimientos deben ser cumplidos 
simultáneamente por los modelos considerados, y que dentro del proceso de especificación 
haya forma de probarlos.  
 
Entonces, surgen varios problemas de investigación: 
 
 A pesar de que teóricamente las redes CASCOR son más robustas que los MLP, en 
la literatura más relevante no se han reportado comparaciones entre ambos tipos 
de red cuando se predicen series de tiempo no lineales, ni mucho menos para 
series de precios de la electricidad; y consecuentemente esta hipótesis no ha sido 
demostrada.  
 
 Encontrar alguna estrategia para determinar el modelo final. Este problema 
incluye la selección de las entradas al modelo, la determinación de la cantidad de 
neuronas en la capa oculta, y la estimación de los pesos. Mientras que para el 
caso de los perceptrones multicapa se han realizado importantes esfuerzos para 
desarrollar estrategias de selección basadas en criterios estadísticos (Anders y 
Korn, 1999) y (Rivals y Personnaz, 1998)  no existe ningún trabajo que presente 
enfoques similares para las redes CASCOR.  
 
 Estimar los parámetros del modelo CASCOR. La estimación de los parámetros de 
la red CASCOR de (Fahlman y Lebiere, 1990) es compleja debido a la multitud de 
puntos de mínima que hacen que las técnicas de gradiente sean de poca utilidad; 
además, el algoritmo constructivo de aprendizaje CASCOR, especifica que cada 
neurona oculta debe ser agregada a la vez; y que sólo se estiman los parámetros 
relacionados con la nueva neurona adicionada, mientras los demás parámetros 
permanecen fijos. Este problema ha sido abordado con alguna profundidad para 
los perceptrones multicapa, pero existen desarrollos recientes que podrían ser 
aprovechados para realizar la estimación de los pesos de una red Cascada 
Correlación. Entre ellos se encuentran el uso de mínimos cuadrados, algoritmos 
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evolutivos, resilient backpropagation, técnicas de inicialización de los parámetros 
antes de realizar la optimización. 
 
 El control del sobreajuste en una red neuronal. Este problema está relacionado 
con la saturación de las neuronas y se evidencia cuando se produce un error de 
entrenamiento muy pequeño y un error de validación muy alto; es controlado en 
los perceptrones multicapa mediante alguna técnica de regularización, la cual 
permite regular la cantidad y la magnitud de los parámetros de la red. Sin 
embargo, no se ha investigado si la regularización aporta al problema de 
predicción. Además, no se ha considerado la regularización en la especificación 
de las redes CASCOR.  
 
Particularmente, este trabajo se centra en el estudio de las redes Cascada-Correlación y 
su regularización para el modelado y la predicción de series de tiempo  no lineales de precios 
de la electricidad a corto plazo en mercados competitivos. 
 
1.4. Alcance de la Investigación 
En las secciones anteriores se identificó que la predicción de series te tiempo con redes 
neuronales es un problema complejo; no obstante no es posible solucionar todos los 
interrogantes planteados en una única tesis de maestría. Esta investigación se centra en el 
problema del modelado y la predicción de series de tiempo no lineales mediante redes 
CASCOR, teniendo como caso de aplicación la predicción de los precios de la electricidad a 
corto plazo de un mercado competitivo determinado. Además, sólo se abordarán los métodos 
de regularización de descomposición y regularización de pesos, y regresión en cadena para 
controlar el problema de sobreajuste en las redes CASCOR. 
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1.5. Objetivo General y Específicos 
1.5.1. Objetivo General. 
Desarrollar y validar un protocolo para la especificación de redes CASCOR para la 
predicción de series de tiempo no lineales, y aplicarlo a la predicción de series de precios en 
mercados de energía con el fin de comparar el desempeño de las redes CASCOR respecto a 
otros modelos que se han usado en la literatura para esta tarea.  
1.5.2. Objetivos Específicos 
1. Comparar diferentes metodologías de optimización con el algoritmo de aprendizaje de 
CASCOR para determinar cuál es técnica sería la más apropiada para optimizar este 
tipo de red neuronal. 
 
2. Proponer un esquema de regularización, para la estimación de redes CASCOR que 
permita una mejor generalización para utilizarlo en el desarrollo de los objetivos 
restantes de esta tesis. 
 
3. Desarrollo de un protocolo de selección (entradas a la red, configuración de la red y 
parámetros óptimos) de redes CASCOR para la predicción de series de tiempo que 
incorpore el esquema de regularización propuesto y el algoritmo de optimización 
seleccionado. 
 
4. Aplicar el protocolo de selección propuesto para pronosticar varias series de referencia 
(benchmark), con el fin de comprobar si la regularización y el protocolo propuesto 
producen mejores resultados que otras aproximaciones propuestas en la literatura. 
 
5. Aplicar el protocolo de selección propuesto para pronosticar varias series de precios de 
la electricidad en mercados de corto plazo liberalizados, con el fin de comprobar si la 
regularización y el protocolo propuesto producen mejores resultados que otras 
aproximaciones que se han reportado en la literatura.  
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1.6. Aportes e Impacto Esperado 
Ésta investigación es una contribución tanto conceptual como metodológica a los 
problemas de la predicción de series de tiempo. En esta se proponen nuevas aproximaciones a 
dicho problema, tales como: la utilización de las redes tipo cascada correlación para modelar y 
pronosticar series de tiempo; la incorporación de técnicas de regularización en la arquitectura 
de las redes CASCOR con el fin de controlar el problema del sobreajuste; la utilización de redes 
CASCOR regularizadas para realizar el modelado y pronóstico de series de tiempo; y la 
descripción de un protocolo de selección de una red CASCOR para el pronóstico de series de 
tiempo. 
 
Esta investigación tiene un impacto en el área asociado al desarrollo de nuevos 
conocimientos tanto en el área de la inteligencia computacional como en el área de la 
predicción. Su impacto en el área de inteligencia computacional está relacionado con el 
desarrollo de una estrategia de especificación para el tipo de red estudiado. El área de la 
predicción se ve impactada, por la incorporación de la red Cascada-Correlación al conjunto de 
técnicas usada para el modelado y la predicción de series de tiempo, así como por la 
aplicabilidad práctica que este tiene. Ello es debido a que, hay un valor agregado relacionado 
con la utilidad del modelo para representar la dinámica de series financieras y económicas, y 
las aplicaciones posteriores de estos, como por ejemplo, en el modelado y pronóstico de 
precios de electricidad. 
 
Esta tesis también tiene un impacto importante al interior del grupo de investigación, ya 
que fortalece el área de predicción financiera, genera una experiencia muy importante en el 
modelado de series de tiempo, y de inteligencia computacional. Igualmente, fortalece el grupo 
de investigación al darle continuidad a su trabajo, y da pie a la formulación de nuevos 
proyectos en el mediano plazo. 
 
Desde la práctica, todos aquellos agentes del mercado interesados en el modelado de 
series de tiempo financieras se ven impactados, ya que se fortalece el uso de esta clase de 
modelos, a partir de los cuales se pueden mejorar sus procesos de decisión al contar con 
información de mayor calidad. 
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1.7. Resultados esperados 
Como producto de esta investigación se esperan obtener y publicar los siguientes 
resultados: 
 Una estrategia de especificación para determinar la topología de una red CASCOR 
considerando la selección de las entradas relevantes y la determinación del número de 
neuronas en la capa oculta. 
 Un esquema de regularización de redes CASCOR, basado en las estrategias utilizadas en 
MLP. 
 Un protocolo de selección de redes CASCOR para la predicción de series de tiempo que 
incorpore la adaptación y el esquema de regularización propuesto. 
 Un protocolo para la especificación de redes CASCOR para la predicción de los precios 
de la electricidad del un mercado competitivo determinado. 
 Una comparación de los resultados obtenidos al pronosticar varias series benchmark 
con redes CASCOR y otras técnicas tradicionales. 
 Una comparación de los resultados obtenidos al pronosticar el precio de electricidad a 
corto plazo con redes CASCOR, Perceptrones Multicapa, ARIMA. 
1.8. Productos y Difusión de Resultados 
Los trabajos y contribuciones de ésta tesis han sido publicados en revistas 
especializadas, los cuales se detallan a continuación: 
 
Revistas Categoría A – Colciencias. 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Reinaldo C. SOUZA. 2010. Predicción De Series 
De Tiempo Con Redes Cascada Correlación. Revista Ingeniería e Investigación, 
Universidad Nacional de Colombia. Bogotá, Colombia. Vol. 30 No. 1. pp.157-162. 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Patricia JARAMILLO. 2009. Conrprop: un 
algoritmo para la optimización de funciones no lineales con restricciones. Revista 
Facultad de Ingeniería Universidad de Antioquia., No. 50. pp.188-194. 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Reinaldo C. SOUZA. 2008. Una aproximación a 
la regularización de redes cascada-correlación para la predicción de series de tiempo. 
Investigación Operacional., pp.151-161. 
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Ponencias en Eventos 
Internacionales: 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Reinaldo C. SOUZA. “Regularized Cascade 
Correlation Networks for Time Series Forecasting“, 30th International Symposium on 
Forecasting, San Diego, USA. 20th – 23rd June, 2010.  
 Nacionales: 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Reinaldo C. SOUZA. “Regularización de Redes 
Cascada Correlación con Regresión en Cadena”. Quinto Congreso Colombiano de 
Computación, Cartagena, Colombia. Abril 14 – 16, 2010.  
 
Capítulos de Libro:  
• VELÁSQUEZ, J. D. y F. A. VILLA. 2008. Una comparación entre perceptrones multicapa y 
redes cascada correlación para el pronóstico de series de tiempo. In: C. M. ZAPATA and 
G. L. GIRALDO, (eds). Tendencias en Ingeniería de Software e Inteligencia Artificial, 
Medellín, Colombia: LitoNueve, pp.67-74. 
 
Además, los siguientes trabajos se encuentran en evaluación: 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Reinaldo C. SOUZA. Regularización de redes 
cascada correlación para el pronóstico de series temporales. Estudios Gerenciales, 
Universidad ICESI. Cali, Colombia. 
• VILLA, Fernán A., Juan D. VELÁSQUEZ, y Reinaldo C. SOUZA. Modelado Del Precio De La 
Electricidad En Brasil Usando Redes Cascada Correlación. Cuadernos de Administración. 
Pontificia Universidad Javeriana. Bogotá, Colombia. 
• VILLA, Fernán A., Juan D. VELÁSQUEZ. Forecast of the Mean Monthly Prices of the 
Dispatch Contracts in Wholesale Electricity Market of Colombia Using Cascade 
Correlation Neural Networks. IEEE Power & Energy Magazine.  
 
Con los trabajos mencionados se busca difundir el uso de las redes CASCOR para la 
predicción de series de tiempo, aumentando así, la cantidad de herramientas disponibles. 
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1.9. Organización de la Tesis 
Con el fin de alcanzar los objetivos propuestos y cumplir con el alcance de la tesis, esta se 
ordena, de esta sección en adelante, de la siguiente manera: en el Capítulo 2 se realiza la 
comparación entre los perceptrones multicapa y las redes cascada correlación desde el punto 
de vista de la predicción de series de tiempo; en el Capítulo 3, se propone la incorporación de 
algunas técnicas de regularización en la arquitectura de las redes CASCOR, con el fin de 
controlar el problema de sobreajuste; En los Capítulos 4 y 5, se utiliza redes CASCOR 
regularizadas, para pronosticar el precio promedio mensual de los contratos despachados en la 
bolsa de energía de Colombia y el precio de la electricidad en Brasil del Sector SE, 
respectivamente. Finalmente en el Capítulo 6 se agrupan las principales conclusiones de la 
investigación  realizada, y se sugieren temáticas para trabajo futuro. 
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2. Comparación entre Perceptrones Multicapa y                    
Redes Cascada Correlación.1  
 
En el capítulo anterior se muestra que las redes neuronales y, en particular, los 
Perceptrones Multicapa (MLP), han sido reconocidos como una de las técnicas más adecuadas 
para modelar y pronosticar series de tiempo; sin embargo, su proceso de  especificación es 
difícil debido a la falta de identificabilidad estadística del modelo. Es así como el tipo de redes 
Cascada Correlación se presentan como una solución atractiva, toda vez que incorpora varias 
soluciones a dichos problemas.   
 
A pesar de que arquitectura de las redes CASCOR es teóricamente superior a la de los 
MLP, en la literatura más relevante no se han reportado experiencias prácticas que respondan 
los siguientes interrogantes: 
 ¿Las redes CASCOR son adecuadas para realizar la predicción de series de 
tiempo? 
 ¿Las redes CASCOR permiten encontrar modelos con mejor capacidad de 
predicción que los MLP? 
 ¿Cuál técnicas de optimización podría ser la más apropiada para estimar los 
parámetros de la red CASCOR para la predicción de series de tiempo? 
 
Entonces con el  fin de responder las tres preguntas planteadas en este  capítulo se 
evalúa la posibilidad de estimar los parámetros de la red CASCOR mediante la técnica de 
optimización RPROP (Riedmiller, 1994) que ha dado buenos resultados en el pronóstico de 
series de tiempo con MLP (Ortíz et al., 2007). Además,  se comparan los dos tipos de red 
mencionados usando tres series de tiempo no lineales del mundo real, con el fin de determinar 
cual técnica ofrece mejores resultados en la práctica.  
 
                                                             
1 Versiones preliminares de éste capítulo fueron publicadas: (Velásquez y Villa, 2008) “Una 
comparación entre perceptrones multicapa y redes cascada correlacion para el pronostico de series de 
tiempo.”; Los siguientes trabajos son producto de este capítulo: (Villa et al., 2009) “Conrprop: un 
algoritmo para la optimización de funciones no lineales con restricciones.”. y “Predicción De Series De 
Tiempo Con Redes Cascada Correlación”. 
16 
 
2.1. Introducción 
A través del tiempo se han desarrollado un gran número de técnicas para la predicción y 
el modelado de series de tiempo, debido, principalmente, a la importancia de este problema en 
muchas áreas del conocimiento. Por ejemplo, dichos modelos son usados en el  campo 
empresarial para pronosticar  los cambios en la demanda de un determinado producto, tomar 
decisiones sobre niveles de inventario, insumos, y demás. Zhang et al. (1998) presentan el 
estado del arte del pronóstico de series de tiempo con redes neuronales artificiales. 
 
Ha sido comúnmente aceptado que muchas series de tiempo poseen comportamientos 
que no pueden ser modelados de la mejor forma usando un modelo lineal. Es así entonces, 
como se han venido aplicando diferentes técnicas en la predicción de series de tiempo, entre 
ellas: ARIMA (autoregressive integrates moving average) (Box y Jenkins, 1976); ARCH 
(autoregressive heteroscedastic model) (Engle, 1982); ANN (artificial neural networks) 
discutidas en (Hornik et al., 1989) y DAN2 descrito en (Ghiassi et al., 2005). De dichas técnicas, 
los modelos de redes neuronales, y en particular, los Perceptrones Multicapa (MLP), han sido 
usados en muchos casos prácticos, y se ha demostrado su utilidad y valor en la solución de este 
problema. Por ejemplo, Velásquez y Montoya (2005) desarrollan un modelo híbrido para la 
predicción del Índice de Precios al Consumidor en Colombia, mientras que Velásquez y 
González (2006) modelan la dinámica del índice de tipo de cambio real colombiano.  El éxito de 
los MLP se debe a que dichos modelos son aproximadores  universales de funciones que estén 
definidas en un dominio compacto (Hornik et al., 1989), (Cybenko, 1989) y (Funahashi, 1989). 
No obstante, el proceso de especificación de un Perceptrón Multicapa es difícil debido a la gran 
cantidad de pasos que requiere, a los criterios subjetivos en cuanto a cómo abordar cada paso, 
y a que los resultados obtenidos en cada etapa son críticos.   
 
Además, como ya se expuso,  uno de los aspectos que dificultan el proceso de 
especificación es la falta de identificabilidad estadística del modelo. Las diversas 
consideraciones sobre éste tema son el punto inicial para plantear modificaciones sobre la 
especificación del MLP, tal que se obtengan nuevas configuraciones que puedan modelar y 
pronosticar series no lineales de una forma más objetiva, y que permitan obtener mejores 
resultados en comparación con otros modelos. Desde este punto de vista, la red neuronal 
artificial conocida como Cascada Correlación (CASCOR) propuesta por (Fahlman y Lebiere, 
1990) presenta ventajas conceptuales muy interesantes en relación al problema de 
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identificabilidad de los Perceptrones Multicapa. La red CASCOR, está diseñada siguiendo un 
esquema de crecimiento de red, en el cual se agregan iterativamente neuronas en la capa 
oculta, con el fin de mejorar el error global de la red. Consecuentemente, en una red CASCOR 
no es necesario conocer a priori  la cantidad de neuronas necesarias en la capa oculta, por tanto 
el aprendizaje de la red puede ser más rápido y puede tener mejor capacidad de generalización 
que un MLP  (Villa et al., 2008). Sin embargo la estimación de los parámetros de este tipo de 
redes se caracteriza por ser un problema difícil; y al igual que otros modelos, la red CASCOR 
puede adolecer de sobreajuste.  
 
La estimación de los parámetros de una red neuronal, especialmente de un MLP y una 
red CASCOR,  se caracteriza por ser un problema particularmente difícil debido a la multitud de 
puntos de mínima que hacen que las técnicas de gradiente sean de poca utilidad, por lo que se 
han venido desarrollando una cantidad importante de algoritmos que pretenden obviar este 
problema. De estos algoritmos, Rprop (Riedmiller y Braun, 1993) y sus variantes, ha sido 
considerado como uno de los más eficientes. Para estimar los parámetros de una red CASCOR, 
en éste capítulo se propone utilizar ConRprop (Villa et al., 2009), la cual es una adaptación de  
la técnica de optimización iRprop+ (Igel y Hüsken, 2000)  que ha dado buenos resultados en el 
pronóstico de series de tiempo con MLP (Ortíz et al., 2007). 
 
Aunque teóricamente una red Cascada Correlación podría realizar la regresión de 
funciones no lineales con una precisión superior a un Perceptrón Multicapa tradicional, en la 
literatura más relevante no se han reportado comparaciones entre los MLP y las  redes CASCOR 
al modelar o pronosticar series de tiempo no lineales, y consecuentemente esta hipótesis no ha 
sido demostrada en la práctica. Así, otro propósito de éste capítulo es comparar 
experimentalmente los modelos MLP y CASCOR, entrenados mediante iRprop+ y ConRprop, 
respectivamente. 
  
En éste capítulo se presentan las redes CASCOR como un modelo posiblemente superior 
a las redes MLP para el pronóstico de series de tiempo. Se define como método de optimización 
de sus parámetros el algoritmo ConRprop; también, para evitar la duplicidad de modelos, se 
incluye en su arquitectura la restricción de que los pesos de la capa oculta a la de salida sean 
positivos. Además, se realiza el análisis de tres casos reales para determinar si realmente 
existen ganancias derivadas del uso de MLP en comparación con redes CASCOR al estimar 
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series de tiempo, dado que en la literatura más relevante no se encuentra una comparación 
experimental entre dichas técnicas que permita establecer cual técnica podría ser superior.  
 
La organización de este capítulo es la siguiente: en la Sección 2.2 se presenta el modelo 
de red Perceptrón Multicapa utilizado para realizar el pronóstico de series de tiempo, se 
discute el problema de optimización de sus parámetros y se describe el algoritmo utilizado 
para solucionarlo; en la 2.3 se describe la arquitectura de las redes Cascada Correlación, se 
discuten las mejoras y ventajas que tienen respecto a los MLP, y se presenta la técnica de 
optimización de sus parámetros. Seguidamente, en la Sección 2.4 se describen los casos de 
análisis utilizados y se analizan los resultados obtenidos. Finalmente, se concluye en la Sección 
2.5. 
2.2. El Perceptrón Multicapa. 
2.2.1. El Modelo MLP para la Predicción de Series de Tiempo. 
Un Perceptrón Multicapa (MLP, Multilayer Perceptron) es un tipo de red neuronal que 
imita la estructura masivamente paralela de las neuronas del cerebro. Básicamente, un MLP es 
un conjunto de neuronas que están ordenadas en tres o más capas; posee una capa de entrada, 
una o más capas ocultas y una capa de salida; cada una de éstas tiene al menos una neurona. 
Entre la capa de entrada y la capa de salida, es posible tener una o varias capas ocultas, como 
se muestra en la Figura 1; aunque se ha demostrado que para la mayoría de problemas es 
suficiente con una sola capa oculta (Palit y Popovic, 2005). Los detalles de esta arquitectura 
pueden ser consultados en (Haykin, 1999) y (Palit y Popovic, 2005).  
 
Desde un punto de vista matemático, un MLP es un modelo que puede aproximar 
cualquier función continua definida en un dominio compacto con una precisión arbitraria 
previamente establecida (Hornik et al., 1989), (Cybenko, 1989) y (Funahashi, 1989). En la 
práctica, los MLP se han caracterizado por ser muy tolerantes a información incompleta, 
inexacta o contaminada con ruido (Masters, 1993), por lo que han sido usados en la 
modelación empírica de series de tiempo no lineales. Zhang et al. (1998) presentan una 
revisión general sobre el estado del arte. 
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En la literatura  se encuentran algunas aplicaciones específicas, por ejemplo: Heravi et al. 
(2004), realizan una comparación entre modelos lineales y redes neuronales al pronosticar las 
series de la producción industrial europea; Swanson y White (1997a) pronostican series de 
tiempo económicas utilizando y comparando modelos econométricos no-lineales contra los 
lineales, y adaptativos contra los no-adaptativos; mientras que Swanson y White (1997a) 
utilizan modelos lineales y redes neuronales artificiales con el fin de encontrar un modelo  para 
el pronóstico macroeconómico en tiempo real; Faraway y Chatfield (1998) realizan un estudio 
comparativo entre redes neuronales y los métodos de Box–Jenkins y Holt–Winters, al 
pronosticar la serie de tiempo “Airline” que contiene el registro del número total de pasajeros 
transportados por mes por una aerolínea. Además, Darbellay y Slama (2000) realizan el 
pronóstico de la demanda a corto plazo para la electricidad; mientras que  Kuan y Liu (1995) 
pronostican tasas de cambio. Velásquez y Montoya (2005) desarrollan un modelo híbrido para 
la predicción del Índice de Precios al Consumidor en Colombia, mientras que en (Velásquez y 
González, 2006) modelan la dinámica del índice de tipo de cambio real colombiano. 
 
En este orden de ideas, una serie de tiempo ó serie temporal se define como una 
secuencia  de observaciones ordenadas en el tiempo yt = {y1, y2,…, yT}, para la que se pretende 
estimar una función que permita explicar yt en función de sus valores pasados, {yt-1, yt-2,…,yt-p}, 
también llamados rezagos. Dicha función puede ser especificada como un MLP que se 
representa matemáticamente como: 
 
𝑦𝑡 = 𝛽∗ +  𝛽ℎ × 𝑔  
1
2𝜎𝑦
−1 ×  𝛼ℎ +  𝑤𝑝 ,ℎ × 𝑦𝑡−𝑝
𝑃
𝑝=1
  
𝐻
ℎ=1
+ 𝜀𝑡  (1) 
 
 La ecuación 1 equivale a un modelo estadístico no paramétrico de regresión no lineal 
(Sarle, 1994); en esta se asume que εt sigue una distribución normal con media cero y varianza 
desconocida σ2; H representa el número de neuronas en la capa oculta; P es el número de 
rezagos de la variable dependiente; y 𝑔(∙) es la función de activación de las neuronas de la capa 
oculta. Los parámetros  Ω =  [β*,  βh,  αh, wp,h],   {h = 1, 2,…, H},  {p = 1, 2, …, P} son estimados 
usando el principio de máxima verosimilitud de los residuales, el cual equivale a la 
minimización de una función de costo que es definida usualmente como el error cuadrático 
medio. En el contexto de las series de tiempo, el modelo puede ser entendido como una 
combinación lineal ponderada de la transformación no lineal de varios modelos 
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autorregresivos. En la Figura 3 se exhibe una representación pictórica de un modelo derivado 
de la ecuación 1, con P=3, H=2 y una neurona en la capa de salida.  
 
A continuación se describe el problema de estimar los parámetros Ω del modelo definido 
en la ecuación 1, y se recomienda una técnica de optimización para solucionado. 
 
2.2.2. Estimación de los parámetros del MLP 
Entrenar un MLP, y en general cualquier tipo de red neuronal,  es un  problema numérico 
de optimización en el cual se desean estimar los parámetros o pesos de la red (Masters, 1993). 
En la práctica, los términos entrenamiento, aprendizaje u optimización de una red neuronal 
hace alusión a la misma idea, es decir, la de modificar los pesos del MLP de manera que la 
salida deseada coincida con la salida obtenida por la red, ante la presencia de un determinado 
patrón o estímulo de entrada. A través del tiempo se han propuesto diversas técnicas de 
optimización para estimar los parámetros de una red neuronal: basadas en gradiente, tales 
como Backpropagation (Riedmiller y Braun, 1993), y Rprop (Riedmiller y Braun, 1993), 
(Riedmiller, 1994); y heurísticas, como estrategias evolutivas (Ortíz et al., 2007), entre otras. 
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Figura 3. Perceptrón Multicapa con tres neuronas en la capa de entrada, dos en la oculta y una en 
la salida. 
 
El problema de estimación de parámetros del modelo MLP para el pronóstico de series 
de tiempo está relacionado con la multiplicidad de puntos de mínima local de la función de 
error usada para la estimación de los mismos, debido a que:  
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 El modelo puede estar mal condicionado, lo cual es síntoma de que las diferencias entre 
las magnitudes de los parámetros  Ω  son muy grandes. Ello puede causar que las 
neuronas en la capa oculta estén en su nivel de saturación (diferentes entradas netas 
producen la misma salida), y consecuentemente que el gradiente de la función de 
verosimilitud sea cercano a cero, por lo que la optimización numérica se hace 
ineficiente.  
  Se pueden obtener modelos diferentes con el mismo error al permutar las neuronas de 
la capa oculta sin variar los valores de los parámetros, lo que equivale a intercambiar 
algunos de los elementos de Ω.  
 Se pueden obtener modelos diferentes con el mismo error, cambiando de signo los 
parámetros asociados con las conexiones que entran y salen de la misma neurona 
oculta, ya que para funciones de activación que cumplen con 𝑔 𝑢 = 𝑠𝑔𝑛 𝑢 |𝑢|, el 
cambio de signos no altera el resultado del MLP.  
 
El efecto nocivo de éstas características puede ser mitigado al modificar la función de 
activación de las neuronas ocultas y al imponer algunas restricciones a los parámetros del 
modelo:  
 Tal como en (LeCun et al., 1999) algunos autores han sugerido que las funciones tipo 
sigmoidea que son simétricas alrededor del origen convergen más rápidamente que la 
función sigmoidea tradicional. Adicionalmente, la incorporación de un término lineal 
puede ayudar a la convergencia, ya que se evita la saturación de la neurona y garantiza 
un gradiente mínimo cuando la salida neta de la función de activación es cercana a sus 
valores extremos. Consecuentemente con las razones expuestas, el modelo MLP 
propuesto activa sus neuronas de la capa oculta usando la función:  
    
𝑔 𝑢 =
1 − exp⁡(−𝑢)
1 + exp⁡(−1)
+ 0.01𝑢 (2) 
  
 El conjunto de parámetros  βh,  {h = 1, 2,…, H} pueden restringirse a ser positivos, ya 
que si uno de ellos es negativo, su signo puede alterarse multiplicando los parámetros 
de las conexiones que entran y salen de la correspondiente neurona por menos uno; 
esto se debe a que la ecuación 2 es simétrica alrededor del origen, por lo que 
𝑔 𝑢 = −𝑔(−𝑢). 
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 El conjunto de parámetros βh, {h = 1, 2,…, H} se restringe a que sus componentes estén 
ordenados de forma creciente 0 < β1 ≤ β2 ≤ … ≤ βh, para evitar que se puedan obtener 
nuevas configuraciones permutando las neuronas de la capa oculta.   
 La división de la entrada neta a la neurona por 2σy escala automáticamente las entradas 
yt-p al modelo, de tal forma que no es necesario realizar su preprocesamiento.  
 
Entonces, la optimización de una red implica la estimación de sus parámetros. Ésta 
estimación se ha caracterizado por ser un problema particularmente difícil debido a la 
multitud de puntos de mínima que hacen que las técnicas clásicas de gradiente sean de poca 
utilidad, por lo que se han venido desarrollando una cantidad importante de algoritmos que 
pretenden controlar este problema. Existen diversas técnicas de optimización para estimar los 
parámetros de una red neuronal, entre ellas: Rprop (Resilient Backpropagation), desarrollado 
por Riedmiller y Braun (1993),  es considerado como uno de los algoritmos basados en 
gradiente más adecuados para entrenar redes neuronales artificiales (Ortíz et al., 2007), 
(Riedmiller y Braun, 1993), (Riedmiller, 1994); sin embargo, el algoritmo de Estrategias de 
Evolución (EE) es un fuerte competidor para resolver problemas de optimización debido a su 
capacidad para buscar el óptimo global sin la necesidad de usar información sobre el gradiente; 
esta técnica de optimización se basa en el principio de evolución de Darwin, fue originalmente 
desarrollada por Rechenberg (Rechenberg, 1965), (Rechenberg, 1973), y llevada a su forma 
actual por Schwefel (1965), (Schwefel, 1975). En (Ortíz et al., 2007) los autores realizan una 
comparación entre ambas técnicas de optimización al pronosticar tres series del mundo real 
con MLP, y llegan a la conclusión de que en la mayoría de los modelos estimados Rprop ofrece 
una mejor aproximación de los pesos del MLP, es decir, con Rprop se obtienen errores menores 
que con EE; sin embargo, EE converge más rápido que Rprop, con un error cercano al obtenido 
con Rprop. Dado que Rprop permite encontrar mejores errores que EE, a continuación se 
describe esta estrategia, la cual será usada para optimizar modelos CASCOR. 
 
2.2.3. Rprop (Resilient Backpropagation) 
El algoritmo de optimización RPROP desarrollado por (Riedmiller y Braun, 1993), 
(Riedmiller, 1994), es considerado como uno de los algoritmos más robustos para la 
estimación de los parámetros (o pesos) de una red neuronal. En este proceso se busca 
encontrar los valores del vector de parámetros Ω del modelo definido en la ecuación 1 tal que 
se minimice la diferencia entre los valores reales yt y los valores calculados  ŷt.  Sea E la función 
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de error utilizada (generalmente, el error cuadrático medio),  wi las componentes de Ω, y n la 
cantidad de componentes de w.  En este trabajo se utiliza la variante iRprop+ de (Igel y Hüsken, 
2000), en la cual los parámetros del modelo en la iteración (t+1) son actualizados como: 
 
𝑤𝑖
(𝑡+1)
= 𝑤𝑖
(𝑡)
+ ∆𝑖𝑤𝑖
(𝑡+1)
 (3) 
 
En la ecuación 3,  ∆𝑤𝑖
(𝑡+1)
  es estimado con una función del cambio de signo de la 
derivada del error entre las iteraciones (t) y (t – 1), y del tamaño del paso ∆𝑖  tal como se realiza 
tradicionalmente en las técnicas basadas en el gradiente. Así, si el signo de la derivada no 
cambia en las dos últimas iteraciones, entonces el tamaño de paso ∆𝑖  es incrementado en un 
factor  η+  pero limitado a que su valor máximo no supere  ∆max  que corresponde al tamaño 
máximo de la modificación de wi.   Cuando se presenta el cambio de signo de las derivadas, el 
algoritmo sobrepaso el punto de mínima; consecuentemente, el tamaño de paso es reducido en 
un factor η–  pero limitando el tamaño mínimo de modificación de wi  a un valor  ∆min. Si la 
derivada es cero, no se modifica el tamaño de paso.  
 
El algoritmo RPROP, y sus variantes, difiere de la técnica clásica  de propagación hacia 
atrás del error (o algoritmo backpropagation) en que las derivadas parciales de la función  de 
error sólo son usadas para  determinar el sentido en que deben ser corregidos los pesos de la 
red pero no las magnitudes de los ajustes. Los algoritmos basados en  backpropagation 
modifican los valores de los parámetros proporcionalmente al gradiente de la función de error, 
de tal forma que en regiones donde el gradiente tiende a ser plano, el algoritmo avanza 
lentamente.  RPROP tampoco se ve afectado por la saturación de las neuronas de la red 
neuronal, ya que solamente se usa la derivada para determinar la dirección en la actualización 
de pesos. Consecuentemente, converge más rápidamente que los algoritmos basados en 
backpropagation. 
 
2.3. La Red Cascada Correlación (CASCOR) 
2.3.1. El Modelo CASCOR para la Predicción de Series de Tiempo. 
La red neuronal artificial conocida como Cascada Correlación (CASCOR) propuesta en 
(Fahlman y Lebiere, 1990), está diseñada siguiendo el esquema de crecimiento de red, es decir, 
se comienza con una red mínima sin capas ocultas y luego se construye una estructura 
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multicapa agregando una neurona a la vez en la capa oculta. En el proceso de adición de 
neuronas ocultas a la red, cada nueva neurona recibe una conexión sináptica de cada una de las 
neuronas de entrada y también de las neuronas ocultas que la preceden. Luego de agregar la 
nueva neurona oculta, los pesos sinápticos de su entrada son congelados, mientras que los 
pesos de su salida son entrenados repetidamente. Este proceso es continuo hasta que se 
alcanza un rendimiento satisfactorio. En la Figura 2 se presenta el esquema de una red 
CASCOR,  las cajas en las intersecciones de las líneas indican los pesos (parámetros wp, h) que 
son congelados una vez se ha agregado una unidad en la capa oculta. Las cruces indican los 
pesos que son modificados después de insertar la neurona. 
 
Así, la red CASCOR combina dos ideas básicas: la primera es la de arquitectura en 
cascada, donde se agrega cada neurona oculta a la vez, y no son cambiadas después de haberse 
agregado; la segunda es la de aprendizaje incremental o constructivo, que se refiere a la 
manera de crear e instalar las nuevas unidades ocultas, donde para cada nueva neurona oculta, 
el algoritmo trata de maximizar la magnitud de la correlación entre la nueva neurona oculta y 
el error residual de la red, es decir,  se agregan neuronas ocultas procurando disminuir el error 
de la red hasta que su rendimiento sea satisfactorio. 
 
Desde el punto de vista del perceptrón multicapa, es posible obtener una red CASCOR a 
partir de un MLP, realizando las siguientes modificaciones al modelo de la Sección 2.2.1: se 
restringe que la función de activación de las neuronas de la capa de salida sea lineal; se agregan 
conexiones desde las neuronas de entrada hasta la neurona de salida, esto equivale a 
introducir dentro del modelo una componente que es la combinación lineal de las entradas, 
esta modificación facilita que el modelo pueda capturar la componente lineal del conjunto de 
datos estudiado; y desde la h-ésima neurona de la capa oculta se agregan conexiones de salida 
que entran a las neuronas  ℎ + 1, ℎ + 2,… , esto tiene el efecto de  evitar que las neuronas de la 
capa oculta puedan permutarse por lo que se reduce la multiplicidad de modelos con 
desempeño similar. Consecuentemente, es posible afirmar que una red CASCOR es una 
arquitectura mejorada respecto al MLP. Sin embargo, en una red CASCOR también se presenta 
duplicidad de modelos por cambio de signo entre las conexiones que entran y salen de una 
misma neurona oculta. En este trabajo se propone controlar tal duplicidad imponiendo la 
restricción de que los pesos de la capa oculta a la capa de salida sólo puedan tomar valores 
positivos, es decir,  𝛽ℎ > 0|  ℎ = 1, 2,… ,𝐻 . 
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Dadas las mejoras que posee una red CASCOR sobre un MLP; teóricamente las redes 
CASCOR podrían realizar la regresión de funciones no lineales con una precisión superior a un 
MLP. Esto (el problema general de regresión) ya ha sido abordado en la literatura; pero, el 
problema del modelado y la predicción de series de tiempo es más complejo que el problema 
de regresión, ya que se debe tener en cuenta el orden de los datos así como las nuevas 
propiedades estadísticas que este ordenamiento induce sobre la información. Entonces, es de 
esperarse que CASCOR realice el pronóstico de series de tiempo con una precisión superior al 
de un MLP tradicional. Sin embargo, esta hipótesis no ha sido comprobada en la literatura y 
será demostrada experimentalmente  en este capítulo. A continuación, se describe el algoritmo 
de optimización para estimar los parámetros de la red CASCOR. 
 
2.3.2. La Estimación de los Parámetros de la red CASCOR 
 La variante de Rprop, iRprop+, permite encontrar mejores soluciones que Estrategias de 
Evolución (EE) en el entrenamiento de modelos de redes MLP (Ortíz et al., 2007). Entonces, 
dado que la optimización de una red CASCOR es similar a la del MLP (a partir de un MLP se 
puede obtener una red CASCOR), se propone también optimizar la red CASCOR mediante 
iRprop+; sin embargo, el algoritmo iRprop+ sólo permite resolver problemas de optimización 
no restringida, y la estimación de los parámetros de una red CASCOR es un problema de 
optimización con las restricciones presentadas en la Sección 2.3.1. Luego, es necesario 
modificar el algoritmo Rprop  para  resolver problemas de optimización restringida. En este 
orden de ideas, (Villa et al., 2009) proponen el algoritmo ConRprop (constrained RPROP)2, esta 
técnica es una adaptación del algoritmo iRprop+ que permite resolver problemas de 
optimización restringida y por ende optimizar los parámetros de una red CASCOR 
minimizando la función del error (error cuadrático medio) sujeto a las restricciones 
mencionadas en la sección anterior. Para ello ConRprop incorpora, además de la técnica de 
iRprop+, la técnica de penalización de (Hoffmeister y Sprave, 1996) para convertir el problema 
de optimización restringida en uno sin restricciones. El pseudocódigo de la técnica ConRprop 
se presenta en el Algoritmo 1, y sus detalles se describen en (Villa et al., 2009). 
 
                                                             
2 (Villa et al., 2009) “Conrprop: un algoritmo para la optimización de funciones no lineales con 
restricciones”. Este artículo es un producto de la presente Tesis. Fue publicado en la Revista Facultad de 
Ingeniería Universidad de Antioquia, Categoría A1 Colciencias. N°. 50 pp.188-194. Diciembre, 2009. 
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Algoritmo 1. Técnica de Optimización ConRprop 
 
2.4. Casos de Estudio 
En esta sección se presenta la comparación experimental entre MLP y redes CASCOR 
para distintas series de tiempo reales y para varias configuraciones de los modelos de redes 
neuronales. Las series utilizadas son ‘Pasajeros de una Aerolínea’ de Box y Jenkins, ‘Linces 
Canadienses’  y el ‘Número de Manchas Solares’ de Wolf; ellas  han sido ampliamente 
estudiadas en la literatura por diversos autores. Cada serie se pronostica con diferentes 
modelos de redes CASCOR; además, se toman los resultados obtenidos en (Ortíz et al., 2007) al 
pronosticar éstas mismas series con MLP. Las redes CASCOR y MLP, fueron entrenadas con 
ConRprop e iRprop+, respectivamente.  Entonces, se compara el desempeño de MLP contra el 
de CASCOR a través del SSE ó MSE según sea el caso; además, con fines ilustrativos, se 
presentan algunos resultados obtenidos en otras investigaciones.  Las tres series mencionadas 
fueron elegidas debido a su comportamiento no lineal como se puede apreciar en las Figuras 4, 
5 y 6.  
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2.4.1. Primer Caso: Pasajeros de una Aerolínea. 
Esta serie de tiempo contiene el registro del número total de pasajeros transportados 
por mes por una aerolínea, desde enero de 1949  hasta diciembre de 1960. Cada uno de los 
modelos presentados en la  Tabla 1,  fue estudiado por (Faraway y Chatfield, 1998). Para cada 
modelo, los datos de la serie se transformaron utilizando la función logaritmo natural (base - 
e); se usaron los primeros 120 datos para entrenamiento y los 12 últimos para validación, tal 
como fue realizado en (Faraway y Chatfield, 1998). 
 
Faraway y Chatfield reportaron para cada uno de los modelos de la Tabla 1, la sumatoria 
del error cuadrático (SSE) para las muestras de entrenamiento y validación, al predecir la serie 
con redes neuronales artificiales (ANN). Igualmente para cada uno de dichos modelos, se 
procedió a realizar el pronóstico de la serie con los modelos respectivos de CASCOR y se estimó 
el estadístico de ajuste para las muestras en entrenamiento y de validación.  Se puede apreciar 
que todos los errores obtenidos CASCOR, tanto en entrenamiento como en validación son 
menores que los mejores obtenidos con MLP por (Ortíz et al., 2007) y que los reportados en 
(Faraway y Chatfield, 1998).  
 
Además, para el primer modelo el error de entrenamiento logrado con CASCOR es 
610.74%, 16.62% menor que el logrado con ANN y MLP, respectivamente. Mientras que en 
validación es 635.71% y 14.29% menor. Cuando se aumenta el número de rezagos y se 
mantiene la misma cantidad de neuronas,  el segundo modelo, los errores logrados con 
CASCOR en entrenamiento son 14.35% menores que los logrados tanto con ANN y con MLP; y 
en validación son  704.99% y 13.38% menores. Finalmente, al aumentar la cantidad de 
neuronas a 4 y conservar los mismos 13 rezagos, los errores en entrenamiento logrados con 
CASCOR son 110.36%, 69,9%  menores que ANN y MLP, respectivamente; en validación 
respecto a ANN es más del 1000% menor, y a MLP es 669.23% menor. Claramente, para ésta 
serie en particular los modelos de redes CASCOR fueron superiores que los MLP. 
 
Tabla 1. Valores del SSE para diferentes modelos pronosticando la serie del primer caso. 
Modelo Rezagos H 
SSE Entrenamiento  SSE Validación 
ANN MLP CASCOR  ANN MLP CASCOR 
1 1 – 4 2 7.7400 1.2700 1.1089  1.0300 0.1600 0.1400 
2 1 – 13 2 0.7300 0.7300 0.6384  0.7100 0.1000 0.0882 
3 1 – 13 4 0.2600 0.2100 0.1236  1.1200 0.0100 0.0013 
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En la Figura 4 se muestran los valores reales y los pronosticados usando el modelo 3 de 
CASCOR y MLP de la Tabla 1. Se puede apreciar que el modelo de red CASCOR se ajusta mejor a 
la serie que el modelo MLP. 
 
Figura 4. Predicción con una red CASCOR para la serie de pasajeros de una aerolínea. 
 
 
2.4.2. Segundo Caso: Linces Canadienses 
En esta serie se encuentra registrada la cantidad de linces capturados anualmente, desde 
1821 hasta 1934, en los alrededores del río Mackenzie ubicado en el distrito de Northem, 
Canadá. Esta serie fue estudiada por (Campbell y Walker, 1977), (Rao y Gabr, 1984),  y  (Zhang, 
2003). Los datos de la serie se transformaron utilizando la función logaritmo base 10; de sus 
114 datos se tomaron los 100 primeros para  entrenamiento y los últimos 14 para validación 
tal como se ha realizado en estudios pasados. 
 
En la Tabla 2  se presenta el error cuadrático medio (MSE) calculado para distintos 
modelos estimados, se aprecia que similar al caso anterior, tanto en entrenamiento como en 
validación, con redes CASCOR se obtuvo mejores resultados que los reportados para MLP en 
(Ortíz et al., 2007). Nuevamente, las redes CASCOR a través de los resultados presentados en la 
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Tabla 2 se muestran superiores a los MLP. El mejor modelo CASCOR en entrenamiento es el 1, 
el cual tiene un error 201,37% menor que el correspondiente MLP; mientras que el mejor en 
validación es el 4, el cual es 34.83% menor que el respectivo error del modelo 4 MLP. De los 7 
modelos CASCOR el más adecuado para predecir la serie es el modelo 1, dado que el que ofrece 
el menor error de entrenamiento, y su error de validación es tan sólo 3.76% mayor que el del 
modelo 4. En la Figura 5 se presentan los valores reales de la serie de tiempo y los 
pronosticados con el modelo 1 de CASCOR de la Tabla 2, en ésta gráfica se observa que la red 
CASCOR se ajusta mejor a la serie que el modelo 6 MLP.  
 
Tabla 2.  Valores del error cuadrático medio  para diferentes modelos pronosticando la serie del 
segundo caso. 
Modelo Rezagos H 
MSE Entrenamiento  MSE Validación 
MLP CASCOR  MLP CASCOR 
1 1 – 7 4 0.0440 0.0146  0.0100 0.0092 
2 1 – 6 2 0.0500 0.0308  0.0150 0.0100 
3 1 – 10 3 0.0450 0.0320  0.0160 0.0110 
4 1 – 8 4 0.0470 0.0310  0.0120 0.0089 
5 1 – 9 5 0.0450 0.0274  0.0260 0.0097 
6 1 – 6 4 0.0390 0.0184  0.0130 0.0102 
7 1 – 5 5 0.0450 0.0318  0.0100 0.0095 
 
 
Figura 5. Predicción con una red CASCOR para la serie de tiempo de Linces Canadienses. 
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2.4.3. Tercer Caso: Manchas Solares 
Esta serie contiene el número anual de las manchas solares sobre la cara del sol  durante 
el período de 1700 a 1956, para un total de 256 datos. Esta serie ha sido estudiada por varios 
investigadores; entre ellos se encuentran (Zhang, 2003), (Cottrell et al., 1995), y (De Groot y 
Wurtz, 1991). Esta serie se caracteriza por ser no lineal y ha sido usada tradicionalmente para 
medir la efectividad de modelos estadísticos no lineales (Ghiassi et al., 2005). 
 
En (Ortíz et al., 2007) utilizan de las 256 observaciones de la serie, las primeras 221 para 
entrenamiento y las últimas 35 para validación; reportaron los resultados del MSE durante las 
fases de entrenamiento y validación al pronosticar con ésta serie con los MLP presentados en 
la Tabla 3.  
 
Tabla 3. Valores del error cuadrático medio  para diferentes modelos pronosticando la serie del 
tercer caso. 
Modelo Rezagos H 
MSE Entrenamiento  MSE Validación 
MLP CASCOR  MLP CASCOR 
1 1 – 11 2 159 142  123 110 
2 1 – 11 4 123 120  112 109 
 
En la Tabla 3 se resumen los valores del MSE obtenido, tanto para entrenamiento como 
para validación, para los modelos estimados mediante CASCOR. En la misma tabla puede 
observarse que con los modelos CASCOR se obtienen mejores resultados que con los MLP. 
Además, para el modelo 1, el error  obtenido con CASCOR es 11.97% y 11.82% menor que el 
logrado con MLP en entrenamiento y validación, respectivamente; mientras que los errores 
para el modelo 2 son 2.5% y 2.75% menores respecto al MLP. A partir de estos resultados se 
puede concluir que es conveniente utilizar CASCOR para pronosticar esta serie, ya que para 
todos los modelos se obtuvo menores errores. 
 
En la Figura 6 se presentan los valores reales de la serie de tiempo y los pronosticados 
con el modelo 2 de la  Tabla 3. En ésta gráfica se puede observar que la serie posee crestas 
pronunciadas, que son difíciles de modelar; sin embargo, la red CASCOR es capaz de alcanzar 
un buen estadístico de ajuste en comparación con el MLP.  
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Figura 6. Predicción con una red CASCOR para la serie de tiempo de manchas solares. 
 
2.5. Conclusiones 
En todas las series pronosticadas con CASCOR se lograron errores menores que los 
obtenidos con MLP y los reportados por otros autores, tanto en entrenamiento como en 
validación,  por ello se puede afirmar que la red CASCOR optimizada mediante ConRprop son 
una opción viable a la hora de modelar y pronosticar series de tiempo; consecuentemente,  
para los tres casos mostrados, CASCOR demostró ser una técnica superior que el MLP.  
 
En este capítulo se ha propuesto optimizar los parámetros de la red CASCOR, con el 
algoritmo de optimización ConRprop, el cual es una adaptación de  la técnica de optimización 
iRprop+ que ha dado buenos resultados en el pronóstico de series de tiempo con MLP. Además, 
para comprobar la capacidad de las redes CASCOR y la efectividad de la técnica de 
optimización propuesta, se compara su desempeño respecto al del MLP pronosticando tres 
series de tiempo no lineales del mundo real.  Los resultados indican que las redes Cascada 
Correlación entrenadas con la técnica ConRprop son mejores estimadores que los 
Perceptrones Multicapa entrenados con iRprop+, para los tres casos de estudio presentados, es 
decir, las redes CASCOR optimizadas con la técnica ConRprop permiten encontrar modelos con 
mejor capacidad de predicción que los obtenidos con MLP. Entonces, hasta este punto se puede 
concluir que las redes CASCOR, optimizadas con ConRprop, son una herramienta que puede ser 
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tenida en cuenta para realizar el pronóstico de series de tiempo; con esto se da cumplimiento 
al primer objetivo específico de la tesis. 
 
Consecuentemente con lo anterior, las redes CASCOR poseen mejor capacidad para 
capturar dinámicas no lineales en comparación con otras arquitecturas clásicas tales como los 
MLP. Sin embargo, las redes CASCOR, como otros modelos, podría sobreajustar los datos de la 
serie de tiempo.  En el siguiente capítulo se desarrolla una propuesta para controlar el 
problema del sobreajuste. 
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3. Regularización de una Red CASCOR3  
En el capítulo anterior se mostró experimentalmente que las redes CASCOR optimizadas 
con ConRprop son adecuadas para realizar la predicción de series de tiempo, incluso mejor que 
los MLP. Sin embargo, las redes CASCOR, como otros modelos, podría sobreajustar los datos. 
Como se indicó  en el primer capítulo este problema es tratado en los MLP mediante alguna 
técnica de regularización. En relación a este problema surgen los siguientes interrogantes: 
 
 ¿Las técnicas de regularización empleadas en los MLP son adecuadas, en la 
práctica, para regularizar redes CASCOR? 
 ¿La regularización de redes CASCOR permite encontrar modelos con mejor 
capacidad de predicción? 
 ¿Cuál o cuáles técnicas de regularización podría ser la más apropiada para 
incorporar en la arquitectura de las redes CASCOR? 
 
El objetivo de este capítulo es desarrollar un protocolo de selección para la 
especificación de redes CASCOR que incluya técnicas de regularización y la técnica de 
optimización recomendada en el segundo capítulo. La base de este protocolo son las respuestas 
a los tres interrogantes planteados, los cuales se resolverán en las siguientes secciones. 
 
3.1. Introducción 
Las redes CASCOR fueron desarrolladas por Fahlman y Lebiere (1990), se caracterizan 
principalmente por su aprendizaje constructivo, en el cual se comienza con una red sin 
neuronas en la capa oculta, luego estas se agregan iterativamente con el fin de disminuir el 
error global de la red, de este modo, se construye una red multicapa (Fahlman y Lebiere, 
1990). Esta arquitectura de red presenta varias ventajas respecto a los MLP, entre otras: no es 
necesario conocer a priori  la cantidad de neuronas necesarias en la capa oculta; el aprendizaje 
de la red puede ser más rápido; y puede tener mejor capacidad de generalización (Villa et al., 
2008).  
 
                                                             
3 Una versión previa de éste capítulo fue publicada: (Villa et al., 2008) “Una aproximación a la 
regularización de redes cascada-correlación para la predicción de series de tiempo” Investigación 
Operacional., pp.151-161. 
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Sin embargo, como en otros modelos, las redes CASCOR pueden adolecer de sobreajuste, 
debido básicamente a dos causas: la primera está relacionada con el tamaño óptimo de la red; 
la segunda con la existencia de datos extremos (outliers) en el conjunto de entrada, esto hace 
que la varianza de los parámetros de la red sea alta. Consecuentemente, si se presentan una o 
ambas causas, el modelo CASCOR podría sobreajustar los datos y la red tendrá un mal 
rendimiento en generalización.  
 
Respecto a la primera causa, seleccionar u obtener el tamaño óptimo de una red 
neuronal es un paso crítico al modelar cualquier problema: si se elige una red de tamaño 
relativamente pequeño no será capaz de generalizar con precisión los datos y, por tanto, no 
será capaz de aprender las características más importantes inmersas en los datos. En 
consecuencia, es necesario aumentar el tamaño de la red. Mientras que una red de un tamaño 
innecesariamente grande, tiende a aprender no sólo las características de los datos dados, sino 
también, el ruido y la idiosincrasia de los mismos; en aquel momento, la red incurre en 
sobreajuste y su tamaño debe ser reducido.  Este problema es controlado en los MLP 
principalmente mediante dos enfoques de regularización: podado o reducción de la red 
(Network Pruning) y crecimiento de red (Network Growing)  (Palit & Popovic, 2005). El enfoque 
de reducción consiste en comenzar con una red relativamente grande e iterativamente anular 
neuronas de acuerdo a un criterio definido, hasta que el desempeño de la red se degenere; una 
de las más importantes críticas a este método es que no se sabe si la red inicial es 
suficientemente grande como para que tenga neuronas innecesarias (Villa et al., 2008). 
Mientras que, en el enfoque de crecimiento de red se comienza con una red de tamaño mínimo 
y se agregan sucesivamente nuevas neuronas hasta lograr un rendimiento deseado. 
 
El enfoque de reducción de la red se usa preferiblemente cuando se desea diseñar redes 
que posean una gran capacidad de generalización, por ejemplo, para problemas como la 
predicción de series de tiempo o la clasificación de patrones, entre otros (Palit y Popovic, 
2005). En éste enfoque se tienen principalmente las estrategias de descomposición de pesos 
(Weight Decay) propuesta por (Hinton, 1989) y eliminación de pesos (Weight Elimination) 
propuesta por (Weigend et al., 1991); las cuales han sido ampliamente utilizadas para 
regularizar los pesos de las conexiones entre las neuronas de las redes MLP. Sin embargo, no se 
han considerado el uso de dichas  estrategias para el entrenamiento de las redes CASCOR, 
aunque es de esperarse que pudieran obtener modelos con una mejor capacidad de 
generalización. 
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La segunda causa de sobreajuste se puede abordar mediante la regularización de las 
conexiones entre la capa oculta y la capa de salida, usando la estrategia de regresión en cadena 
(Ridge Regression) propuesta por  Hoerl y Kennard (1970), la idea central de esta estrategia es 
controlar la varianza de los parámetros (pesos) buscando el equilibrio entre sesgo y varianza 
(bias variance trade-off), para más detalles, consultar (Hoerl & Kennard, 1970) y (Marquardt & 
Snee, 1975). Esta estrategia de regularización puede reducir la varianza de los pesos y 
minimizar el efecto de los datos extremos, y consecuentemente reducir el error en validación. 
Sin embargo, no se ha considerado el uso de dicha estrategia en el entrenamiento de redes 
CASCOR, aunque también es de esperarse que puedan encontrar modelos con una mejor 
capacidad de generalización. 
 
Algunos autores han utilizado regresión en cadena para regularizar redes, por ejemplo: 
Dutoit et al. (2009) utilizan regresión en cadena para regularizar redes ESN (echo states 
network) y muestran que ésta estrategia reduce  el tamaño de las conexiones y no elimina 
ninguna de ellas, de tal manera que se reduce el error de generalización  (Dutoit et al., 2009).   
 
Este capítulo tiene los siguientes propósitos: primero, incorporar las estrategias 
regularización mencionadas en la arquitectura de las redes CASCOR; segundo, analizar 
experimentalmente el efecto de la regularización en sobre las redes CASCOR al pronosticar 
algunas series de tiempo; tercero, comparar los resultados obtenidos con los de otros autores; 
cuarto, proponer un protocolo para la especificación de redes CASCOR que incluye las técnicas 
de regularización mencionadas y la técnica de optimización propuesta en el segundo capítulo; y 
quinto, comprobar la efectividad y las bondades del protocolo propuesto. 
 
Para alcanzar los objetivos propuestos el resto del capítulo está estructurado como 
sigue: en la siguiente sección se presentan las estrategias de regularización para controlar los 
pesos de la red entre la capa de entrada y oculta: eliminación y descomposición de pesos; a 
continuación, se discute la regresión en cadena para controlar el efecto de los datos extremos 
regularizando la varianza de las conexiones entre la capa oculta y la de salida; una vez 
presentadas las estrategias de regularización,  se integran en la especificación de las redes 
CASCOR. Seguidamente, se pronostica una serie de tiempo para comprobar la efectividad de las 
estrategias de regularización entre la capa de entrada y oculta, se discuten los resultados y se 
comparan con los logrados por otros autores; dado que las redes CASCOR regularizadas 
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permiten encontrar modelos con mejor capacidad de generalización, en la Sección 3.4, se 
propone un protocolo para la especificación de redes CASCOR que incluye las técnicas de 
regularización mencionadas y la técnica de optimización propuesta en el segundo capítulo; a 
continuación, se comprueba la efectividad y las bondades del protocolo propuesto al 
pronosticar una serie ampliamente estudiada en la literatura, se discuten los resultados y se 
comparan respecto a los obtenidos por otros autores. Finalmente, se concluye. 
 
3.2. Regularización entre la Capa de Entrada y Oculta 
Las redes de gran tamaño son propensas a aprender las particularidades o ruido 
presente en los datos de entrenamiento y a incurrir en el problema bien conocido del 
sobreajuste (Haykin, 1999). Para solucionarlo es necesario reducir el tamaño de la red 
mientras se mantiene su buen rendimiento; esto es posible mediante el enfoque de 
regularización de reducción de red usando estrategias de reducción o poda (Haykin, 1999), 
(Palit y Popovic, 2005). Así, se puede llegar a tener una red con un tamaño óptimo,  que es 
menos propensa a aprender el ruido en los datos de entrenamiento y a incurrir en el 
sobreajuste, y por ende, puede generalizar con mayor precisión en un tiempo computacional 
menor que una red de mayor tamaño. 
 
En las estrategias de reducción,  se comienza con una red de gran tamaño y 
seguidamente  se eliminan secuencialmente  conexiones de manera selectiva y ordenada; la 
eliminación se puede lograr a través de una de dos estrategias: la descomposición de pesos 
(Weight Decay) propuesta por Hinton (1989)  y eliminación de pesos (Weight Elimination) 
propuesta por Weigent et al. (1991); ambas ampliamente utilizadas para regularizar los MLP.  
 
Por otro lado, si se elige una red de tamaño relativamente pequeño, esta no será capaz de 
generalizar con precisión los datos y, por tanto, no será capaz de aprender sus características 
más importantes. En consecuencia, es necesario aumentar el tamaño de la red y es 
recomendable seguir el enfoque de regularización: crecimiento de red (Network Growing) 
(Haykin, 1999), (Palit y Popovic, 2005), donde se comienza con una red pequeña, y luego se 
agregan secuencialmente nuevas neuronas o capas ocultas hasta que la red  logre un 
rendimiento adecuado.  
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Entonces, las estrategias de regularización tienen como objetivo realizar un intercambio 
equilibrado entre la fiabilidad de los datos de entrenamiento y las bondades del modelo. En 
procedimientos de aprendizaje supervisado, el intercambio se realiza a través de la 
minimización el riesgo total (Haykin, 1999), dado por la expresión:   
 
          𝑅 𝑤 = 𝜉𝑠(𝑤) + 𝜆𝜉𝑐(𝑤) (4) 
 
En la ecuación 4,  𝜉𝑠(𝑤) es la medida estándar de rendimiento, depende del modelo de la 
red y de los datos de entrada, en aprendizaje backpropagation es conocido como el error 
cuadrático medio (MSE); 𝜆 es el parámetro de regularización; 𝜉𝑐 𝑤  es la penalización 
compleja, para una red en general, está dado por una integral de suavizado de orden k, así: 
  
𝜉𝑐 𝑤, 𝑘 =
1
2
  
𝜕𝑘
𝜕𝑤2
𝐹 𝑤,𝑚  
2
𝜇 𝑤 𝑑𝑤           (5) 
 
En la ecuación 5, 𝐹 𝑤,𝑚  es el mapeo de entrada–salida realizado por el modelo, 𝜇 𝑤  es 
alguna función de ponderación que determina la región del espacio de entrada sobre la cual la 
función 𝐹 𝑤,𝑚   es requerida para ser suavizada. A continuación se describen dos funciones 
de penalización compleja muy utilizadas en los perceptrones multicapa.  
 
3.2.1. La descomposición de pesos (DP) - (Weight Decay)  
El procedimiento de descomposición de pesos propuesto por Hinton (1989), opera sobre 
algunos pesos sinápticos de la red forzándolos a tomar valores cercanos a cero y permitiendo a 
otros conservar  valores relativamente altos. Esta discriminación permite agrupar los pesos de 
la red en: pesos que tienen poca o ninguna influencia sobre el modelo, llamados pesos de 
exceso; y pesos que tienen influencia sobre el modelo. Para ésta estrategia el procedimiento la 
penalización de complejidad  se define como:  
 
𝜉𝑐 𝑤 =  𝑤𝑝 ,ℎ 
2
=   𝑤𝑝 ,ℎ
2
𝑃
𝑝=1
𝐻
ℎ=1
 
 
(6) 
  
En la ecuación 6, 𝑤𝑝 ,ℎ  son los pesos de la entrada p a la neurona h, es decir, los pesos 
entre la capa de entrada y la oculta. El tratamiento de los pesos de la red CASCOR es similar al 
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de los MLP; todos los pesos son tratados igual, es decir, se parte del supuesto que la 
distribución de los pesos en el espacio estará centrada en el origen.   
 
3.2.2. La eliminación de pesos (EP) – (Weight Elimination)  
Este método de regularización descrito por Weigend et al. (1991) define la penalización 
de complejidad como:  
 
𝜉𝑐 𝑤 =   
 𝑤𝑝 ,ℎ 𝑤0  
2
1 +  𝑤𝑝 ,ℎ 𝑤0  
2
𝑃
𝑝=1
𝐻
ℎ=1
 
  
(7) 
 
 
En la ecuación 7, 𝑤0 es un parámetro predefinido, el cual se elige según el criterio del  
experto. El término
 
𝑤𝑝 ,ℎ 𝑤0  hace que la penalización tenga un comportamiento simétrico. 
Además, cuando   𝑤𝑝 ,ℎ  ⋘ 𝑤0 , 𝜉𝑐 𝑤  tiende a cero, es decir, para el aprendizaje el peso 
sináptico 𝑤𝑝 ,ℎ  es poco fiable, por consiguiente puede ser eliminado de la red. Mientras que 
cuando 𝑤𝑝 ,ℎ  ⋙ 𝑤0 , 
𝜉𝑐 𝑤  tiende a uno, entonces el peso 𝑤𝑝 ,ℎ  es importante para el proceso 
de aprendizaje. En conclusión, éste método busca los pesos que tienen una influencia 
significativa sobre la red, y descarta los demás. 
 
3.3. Regularización entre la capa Oculta y de Salida 
Los parámetros de un perceptrón multicapa son estimados utilizando el principio de 
máxima verosimilitud de los residuales, el cual equivale a la minimización de la función de 
costo que es definida usualmente como el error cuadrático medio  (Ortíz et al., 2007). De 
manera similar se realiza en las redes CASCOR, para estimar los parámetros del modelo por 
mínimos cuadrados se busca el estimador de mínima varianza en la clase de los estimadores 
insesgados, es decir, se obtiene un estimador insesgado de menor error cuadrático medio. Sin 
embargo, la estimación por mínimos cuadrados no es robusta frente a valores extremos o 
atípicos (outliers) presentes en los datos de entrada. Si la distribución de los datos extremos es 
asimétrica, los estimadores pueden estar sesgados. Entonces, los estimadores de mínimos 
cuadrados son ineficientes en presencia de cualquier valor atípico; si el conjunto de entrada 
posee valores extremos es más apropiado usar métodos de regresión robusta, como regresión 
en cadena. 
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La regresión en cadena (RC), propuesta por  Hoerl y Kennard (1970),  realiza la 
búsqueda de estimadores que pueden ser sesgados con menor error cuadrático medio que el 
mínimo insesgado, es decir, es posible encontrar estimadores mejores que los hallados con 
mínimos cuadrados. La idea  central de esta estrategia es controlar la varianza de los 
parámetros buscando el equilibrio entre sesgo y varianza (bias variance trade-off). Para más 
detalles, en (Hoerl y Kennard, 1970) y (Marquardt y Snee, 1975) se encuetra la descripción 
completa y el análisis de esta estrategia, respectivamente. 
 
Dutoit et al., (2009) utilizan regresión en cadena para regularizar redes ESN (echo states 
network) en RC (reservoir computing) con el fin de mejorar el rendimiento de la red. Los 
autores muestran que ésta estrategia reduce  el tamaño de las conexiones y no elimina ninguna 
de ellas, de tal manera que se reduce el error de generalización.   
 
Esta estrategia de regularización,  reduce la varianza de los pesos y minimiza el efecto de 
los datos extremos, y puede incrementar el error de entrenamiento de la red pero reducirá el 
error en validación (Nelles, 2000), (Dutoit et al., 2009). Sin embargo, no se ha considerado el 
uso de dicha estrategia en el entrenamiento de redes CASCOR, aunque es de esperarse que 
puedan obtenerse modelos con una mejor capacidad de generalización. 
 
3.4. Incorporación De Las Estrategias De Regularización En Las Redes 
CASCOR 
Para regularizar las conexiones entre la capa de entrada y la capa de salida, se 
incorporan las estrategias de Descomposición y Eliminación de Pesos en el algoritmo de 
CASCOR, con las siguientes ecuaciones, reemplazando la ecuación (6) en (4), se puede 
incorporar la estrategia de descomposición de pesos:  
 
𝑅(𝑤) = 𝜉𝑠(𝑤) + 𝜆   𝑤𝑝 ,ℎ
2
𝑃
𝑝=1
𝐻
ℎ=1
  (8) 
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Mientras que reemplazando (7) en (4), se puede incorporar la estrategia de eliminación 
de pesos: 
𝑅(𝑤) = 𝜉𝑠(𝑤) + 𝜆   
 𝑤𝑝 ,ℎ 𝑤0  
2
1 +  𝑤𝑝 ,ℎ 𝑤0  
2
𝑃
𝑝=1
𝐻
ℎ=1
  
  
(9) 
 
 
Luego, para regularizar las conexiones entre la capa oculta y la de salida, estas se 
calculan con regresión en cadena en vez de utilizar regresión por mínimos cuadrados. 
 
Según lo anterior, es posible tener los siguientes esquemas o combinaciones de 
estrategias para regularizar una red CASCOR: regularizar sólo entre la capa de entrada y oculta 
con eliminación o descomposición de pesos; regularizar sólo entre la capa oculta y la capa de 
salida con regresión en cadena; ó regularizar entre la capa de entrada y oculta con eliminación 
o descomposición de pesos, y entre la capa oculta y de salida con regresión en cadena.  
 
A continuación se estudiará el efecto de regularizar las redes CASCOR sólo entre la capa 
de entrada y la capa oculta, y la influencia de los parámetros  𝜆 y 𝑤0 en las estrategias. 
 
3.5. Caso de Estudio: Regularización de redes CASCOR con 
Descomposición y Eliminación de Pesos 
En ésta sección se presenta una comparación entre una red cascada correlación sin 
regularizar y varias redes CASCOR4 (CC) regularizadas con los esquemas de eliminación y 
descomposición al pronosticar la serie de tiempo “Pasajeros de una Aerolínea” de Box y Jenkins 
(1976). Esta serie ha sido estudiada en la literatura por (Faraway y Chatfield, 1998) utilizando 
un MLP, por (Ghiassi et al., 2005) mediante DAN2. Además, ésta serie fue estudiada y descrita 
en el caso de estudio del Capítulo 2 (Sección 2.4.1). 
 
Para comparar la habilidad de las redes CC sin regularizar y regularizadas, se calcula la 
sumatoria del  error medio cuadrático (SSE) de entrenamiento y validación,  al pronosticar la 
serie de tiempo con 17 modelos de redes CC: sin regularizar (Tablas 6 y 7); regularizadas con 
descomposición denotados por CC-Di (Tablas 6 y 7); y eliminación de pesos detonado por CC-Ej 
                                                             
4 En esta sección el concepto “Cascada Correlación” se abreviará con (CC) en vez de (CASCOR), 
para facilitar la edición de los nombres de las columnas de las tablas donde se presentan los resultados. 
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(Tablas 8 y 9). Los índices i descomposición de de pesos y j de eliminación, denotan una 
combinación específica de los parámetros de regularización, los cuales están dados en las 
Tablas 4 y 5, respectivamente.  Además,  los datos de la serie se transformaron utilizando la 
función logaritmo natural (base - e); para el pronóstico, se usaron los primeros 120 datos para 
entrenamiento y los 12 últimos para validación. En la Figura 7 se grafican los valores reales y 
pronosticados de la serie, usando el mejor modelo CASCOR regularizado y el mejor sin 
regularizar. En la gráfica se observa que la red CASCOR regularizada se ajusta mejor a la serie 
que la red sin regularizar. 
 
En las Tablas 6 y 7 se resumen los resultados de entrenamiento y validación, 
respectivamente; al regularizar mediante descomposición de pesos (CC-Di). Mientras que en 
las Tablas 8 y 9 se presentan los resultados al pronosticar con redes CC regularizadas con 
eliminación de pesos (CC-Ej). Para las Tablas 6 a 9, la columna CC indica que el pronóstico se 
realizó sin ninguna estrategia de regularización.  
 
Tabla 4.  Parámetros de regularización  para el esquema de regularización de descomposición de 
pesos. 
Descomposición de Pesos 
Parámetro CC-D1 CC-D2 CC-D3 CC-D4 
λ 0.001 0.010 0.050 0.100 
 
Tabla 5. Parámetros de regularización  para el esquema de regularización de eliminación de pesos. 
Descomposición de Pesos 
Parámetros CC-E1 CC-E2  CC-E3 CC-E4 CC-E5 CC-E6 CC-E7 CC-E8 
λ 0.001 0.010 0.050 0.100 0.001 0.010 0.050 0.100 
w0 10 10 10 10 100 100 100 100 
 
Los resultados presentados en la Tabla 6 indican que al hacer λ=0.001 (columna CC-D1), 
es indiferente utilizar el modelo 6 ó 7 para entrenamiento, dado que logran mismos errores. 
Asimismo, es indiferente usar los modelos: 8, 9 ó 10; 11 ó 12; y 13, 14, 15, 16 ó 17; son 
claramente 4 grupos de modelos.  Al aumentar λ a 0.01 (CC-D2), es indiferente utilizar en 
entrenamiento: 6 ó 7; 8, 9 ó 10; 11 ó 12;  13 ó 14; 15, 16 ó 17; son 5 grupos. Entonces, esta 
técnica de regularización, para este caso, permitiría reducir la cantidad de modelos. Haciendo 
λ= 0.05 (CC-D3) se distinguen los mismos grupos de D2 pero con un error mayor, igualmente 
cuando se  aumenta λ a 0.1 (CC-D4) también aumenta el error. Además, en la validación (Tabla 
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7), similar al entrenamiento en varios modelos el error obtenido de fue igual, en CC-D1 se 
tienen 4 grupos de modelos con el mismo error, en CC-D2  3 grupos, y en CC-D3 y CC-D4  4 
grupos. Tanto en entrenamiento como en validación, se observa que la descomposición de 
pesos logra que los errores varíen menos entre modelos, esto posibilita agruparlos y que sea 
indiferente utilizar cualquier modelo de un grupo específico. 
 
 
Figura 7. Valores real y pronosticado para la serie de pasajeros de una aerolínea, con un modelo 
CASCOR Regularizado. 
 
Entre tanto, en entrenamiento y validación, los modelos 1–5, donde varían la cantidad de 
neuronas y los rezagos, los errores con CC-D1 son cercanos a los obtenidos con CC e incluso 
algunos son menores (en entrenamiento los modelos 1 y 5; y en validación 1, 2, 3 y 4). Sin 
embargo, cuando se aumenta λ (se hace que el término de regularización tenga más 
importancia en la red) los errores aumentan, tal es el caso de las columnas CC-D2, CC-D3, CC-D4. 
En los modelos 6 y 7, se mantienen fijos los rezagos, y  al aumentar las neuronas ocultas el 
error de entrenamiento no varía, pero si cambia en redes CC sin regularizar. Similarmente, en 
los modelos: 8, 9 y 10, al aumentar las neuronas ocultas, primero en dos unidades, y luego en 
seis, los errores no cambian; 13 y 14 las neuronas se incrementan en dos unidades y los 
errores permanecen estables; y 15, 16 y 17, de 15 a 16 se aumenta una neurona, luego de 16 a 
17 dos unidades y ocurre lo mismo.  
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Tabla 6.  Valores del error cuadrático en entrenamiento para diferentes modelos regularizados con 
la estrategia de descomposición de pesos, pronosticando la serie del caso de estudio. 
Descomposición de Pesos – SSE de Entrenamiento 
Modelo       Rezagos Neuronas   CC CC-D1 CC-D2 CC-D3 CC-D4 
1 1, 2, 13 4 0.826 0.612 1.256 1.420 1.459 
2 1, 4, 8, 12 3 0.228 0.337 0.467 0.844 1.031 
3 1, 4, 8, 12, 13 4 0.106 0.223 0.513 0.849 0.983 
4 1, 4, 8, 10, 12, 13 3 0.171 0.221 0.491 0.816 0.957 
5 1 – 4 2 1.171 1.123 1.487 2.062 2.277 
6 1 – 13 2 0.145 0.214 0.451 0.821 1.057 
7 1 – 13 4 0.174 0.214 0.451 0.821 1.057 
8 1, 12 2 0.301 0.343 0.391 0.435 0.454 
9 1, 12 4 0.286 0.343 0.391 0.435 0.454 
10 1, 12 10 0.242 0.343 0.391 0.435 0.454 
11 1, 2, 12 2 0.334 0.335 0.457 0.690 0.768 
12 1, 2, 12 4 0.255 0.335 0.457 0.690 0.768 
13 1, 2, 12, 13 2 0.185 0.223 0.502 0.783 0.863 
14 1, 2, 12, 13 4 0.184 0.223 0.502 0.783 0.863 
15 1, 12, 13 1 0.183 0.223 0.473 0.644 0.684 
16 1, 12, 13 2 0.186 0.223 0.473 0.644 0.684 
17 1, 12, 13 4 0.154 0.223 0.473 0.644 0.684 
                                                   
Tabla 7. Valores del  error cuadrático en validación para los modelos de la Tabla 6 regularizados 
con la estrategia de descomposición de pesos, pronosticando la serie del caso de estudio. 
Descomposición de Pesos – SSE de Validación 
Modelo       Rezagos Neuronas   CC CC-D1 CC-D2 CC-D3 CC-D4 
1 1, 2, 13 4 0.196 0.139 0.148 0.164 0.169 
2 1, 4, 8, 12 3 0.036 0.022 0.031 0.079 0.106 
3 1, 4, 8, 12, 13 4 0.020 0.014 0.036 0.078 0.096 
4 1, 4, 8, 10, 12, 13 3 0.014 0.013 0.031 0.067 0.085 
5 1 – 4 2 0.140 0.162 0.174 0.239 0.266 
6 1 – 13 2 0.059 0.016 0.028 0.068 0.102 
7 1 – 13 4 0.013 0.016 0.028 0.068 0.102 
8 1, 12 2 0.033 0.020 0.028 0.035 0.038 
9 1, 12 4 0.019 0.020 0.028 0.035 0.038 
10 1, 12 10 0.046 0.022 0.028 0.035 0.038 
11 1, 2, 12 2 0.023 0.022 0.032 0.062 0.073 
12 1, 2, 12 4 0.039 0.022 0.032 0.062 0.073 
13 1, 2, 12, 13 2 0.012 0.014 0.036 0.071 0.082 
14 1, 2, 12, 13 4 0.012 0.014 0.036 0.071 0.082 
15 1, 12, 13 1 0.011 0.014 0.036 0.057 0.062 
16 1, 12, 13 2 0.011 0.014 0.036 0.057 0.062 
17  1, 12, 13 4 0.010 0.014 0.036 0.057 0.062 
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Consecuentemente, los resultados experimentales (entrenamiento y validación) al 
pronosticar la serie con redes CC regularizadas mediante descomposición de pesos muestran 
que: se logra un error estable a pesar de que se aumente la cantidad de neuronas ocultas en un 
modelo de red CC; con λ relativamente pequeño (λ=0.001) se pueden lograr errores menores 
que los obtenidos con redes CC sin regularizar;  al aumentar λ los errores continúan siendo 
estables, pero aumentan. 
 
En la Tabla 8 se presentan los resultados experimentales de entrenamiento al 
pronosticar la serie con los 17 modelos de la Tabla 6 regularizados con la estrategia de 
eliminación de pesos, variando el parámetro λ y w0 como se indica en la Tabla 5. Los resultados 
revelan que dejando w0=10 fijo el error de entrenamiento de la red CC no regularizada se 
disminuye al hacer λ=0.001 (columna CC-E1), se reduce aún más cuando se aumenta λ a 0.01 
(CC-E2) en todos los modelos. Sin embargo, el error incrementa cuando se aumenta λ a 0.05 
(CC-E3), pero al incrementar λ a 0.1 (CC-E4), el error disminuye respecto a CC-E3, es decir, CC-E4 
< CC-E3. Luego, cuando w0 es aumentado a 100 y se mantienen fijo, se nota que algunos 
modelos tienden a un error específico aunque se aumenten el número de neuronas, si λ=0.001 
(CC-E5) los modelos: 6 y 7 tienen un error de 0.188; 8, 9 y 10 de 0.341; 11 y 12 de 0.331; 13 y 
14 de 0.197; y 15, 16 y 17 de 0.198. Igualmente, cuando λ=0.05 (CC-E7) los modelos tienden al 
mismo error, pero mayor que el logrado con λ=0.001. Además, con λ=0.01 (CC-E6) y λ=0.1 (CC-
E8) los errores obtenidos son menores que los logrados con redes CC sin regularizar. 
 
Los resultados en validación (Tabla 9) al pronosticar con el esquema de eliminación de 
pesos muestran que cuando w0=10 los errores de las columnas CC-E1, CC-E2, CC-E3, CC-E4 son 
relativamente cercanos a los obtenidos con redes CC sin regularizar, e incluso algunos son 
menores; sin embargo, al aumentar el número de neuronas ocultas el error aumenta. Mientras 
que si w0 se aumenta a 100, los errores de los modelos tienden a un error, aunque se aumente 
el número de neuronas, y en algunos casos es menor al de las redes CC sin regularizar. 
 
Los resultados experimentales (entrenamiento y validación) al pronosticar la serie con 
redes CC regularizadas mediante eliminación de pesos muestran que: cuando w0=100 se logra 
un error estable a pesar de que se aumente la cantidad de neuronas ocultas en un modelo de 
red CC; y con diferentes combinaciones de λ y w0, e.g. λ=0.01 y w0=100, se pueden lograr 
errores menores que los obtenidos con redes CC sin regularizar. 
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Tabla 8. Valores del error cuadrático de entrenamiento para los modelos de la Tabla 6 
regularizados con la estrategia de eliminación de pesos, pronosticando la serie del caso de estudio. 
Eliminación de Pesos – SSE de Entrenamiento 
Modelo CC CC-E1 CC-E2 CC-E3 CC-E4 CC-E5 CC-E6 CC-E7 CC-E8 
1 0.826 0.732 0.729 0.874 0.642 1.002 0.803 1.030 0.736 
2 0.228 0.227 0.222 0.328 0.210 0.332 0.195 0.337 0.231 
3 0.106 0.103 0.101 0.169 0.107 0.197 0.109 0.222 0.108 
4 0.171 0.118 0.086 0.174 0.111 0.194 0.114 0.220 0.119 
5 1.171 0.870 0.520 0.936 0.934 1.060 0.889 0.846 0.882 
6 0.145 0.089 0.081 0.150 0.084 0.188 0.082 0.213 0.094 
7 0.174 0.116 0.115 0.155 0.117 0.188 0.123 0.213 0.119 
8 0.301 0.305 0.267 0.315 0.291 0.341 0.293 0.343 0.300 
9 0.286 0.276 0.239 0.316 0.284 0.341 0.276 0.343 0.280 
10 0.242 0.221 0.211 0.296 0.229 0.341 0.216 0.343 0.215 
11 0.334 0.244 0.222 0.308 0.224 0.331 0.244 0.335 0.244 
12 0.255 0.223 0.207 0.305 0.230 0.331 0.191 0.335 0.201 
13 0.185 0.162 0.147 0.174 0.137 0.197 0.154 0.223 0.159 
14 0.184 0.136 0.131 0.166 0.122 0.197 0.139 0.223 0.161 
15 0.183 0.181 0.171 0.184 0.178 0.198 0.176 0.223 0.181 
16 0.186 0.161 0.138 0.179 0.129 0.198 0.170 0.223 0.163 
17 0.154 0.143 0.119 0.168 0.125 0.198 0.137 0.223 0.143 
 
Tabla 9. Valores del error cuadrático de validación para los modelos de la Tabla 6 regularizados 
con la estrategia de eliminación de pesos pronosticando la serie del caso de estudio. 
Eliminación de Pesos – SSE de Validación 
Modelo CC CC-E1 CC-E2 CC-E3 CC-E4 CC-E5 CC-E6 CC-E7 CC-E8 
1 0,196 0,141 0,179 0,189 0,053 0,145 0,236 0,139 0,368 
2 0,036 0,038 0,035 0,025 0,052 0,023 0,045 0,022 0,038 
3 0,020 0,024 0,018 0,017 0,026 0,014 0,017 0,014 0,027 
4 0,014 0,042 0,024 0,017 0,035 0,015 0,035 0,015 0,041 
5 0,140 0,156 0,101 0,164 0,158 0,140 0,148 0,140 0,152 
6 0,059 0,014 0,014 0,016 0,011 0,015 0,013 0,016 0,026 
7 0,013 0,023 0,018 0,017 0,012 0,015 0,013 0,016 0,026 
8 0,033 0,026 0,030 0,022 0,019 0,020 0,030 0,020 0,051 
9 0,019 0,037 0,037 0,023 0,029 0,020 0,030 0,020 0,051 
10 0,046 0,050 0,050 0,028 0,059 0,020 0,030 0,020 0,051 
11 0,023 0,037 0,040 0,027 0,036 0,023 0,046 0,022 0,037 
12 0,039 0,049 0,075 0,028 0,042 0,023 0,046 0,022 0,037 
13 0,012 0,019 0,019 0,016 0,020 0,014 0,026 0,014 0,016 
14 0,012 0,024 0,022 0,018 0,022 0,014 0,026 0,014 0,016 
15 0,011 0,015 0,015 0,013 0,014 0,013 0,023 0,014 0,015 
16 0,011 0,025 0,016 0,014 0,016 0,013 0,023 0,014 0,015 
17 0,010 0,027 0,029 0,016 0,026 0,013 0,023 0,014 0,015 
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Hasta este punto se ha comprobado experimentalmente los efectos de la regularización 
con descomposición y eliminación de pesos; según los resultados, estas técnicas han permitido 
encontrar modelos con mejor capacidad de predicción. Consecuentemente es beneficioso 
regularizar las conexiones entre la capa de entrada y la oculta. Solo resta comprobar los efectos 
de regularizar las conexiones entre la capa oculta y la de salida mediante RC. 
 
3.6. Caso de Estudio: Regularización de redes CASCOR con Regresión en 
Cadena. 
En esta sección se presenta la comparación entre las redes CASCOR sin regularizar y 
regularizadas con RC; y los modelos MLP y DAN2 para una serie de tiempo real y para varias 
configuraciones de los modelos de redes neuronales. La serie utilizada es ‘Usuarios de un 
Servidor de Internet’ la cual ha sido ampliamente estudiada en la literatura por diversos 
autores. 
 
Para la comparación, se toma el error cuadrático medio (MSE), en entrenamiento y 
validación: al pronosticar  la serie con diferentes modelos de redes CASCOR regularizados con 
RC y sin regularizar; al pronosticarla con MLP; los reportados por Ghiassi et al. (2005) al 
pronosticarla con modelos DAN2 y ANN; y el obtenido por Makridakis et al. (1998) mediante 
modelos ARIMA.  La serie mencionada fue elegida debido al comportamiento no lineal que 
posee, como se puede apreciar en la Figura 8. 
 
Ésta serie temporal registra el número de usuarios que iniciaron sesión en un servidor 
de Internet durante 100 minutos, para un total de 100 observaciones. Fue estudiada por 
Makridakis et al. (1998) mediante modelos ARIMA (Makridakis et al., 1998),  Ghiassi et al. 
(2005) mediante Dynamic Artificial Neural Network (DAN2) y Artificial Neural Network (ANN) 
(Ghiassi et al., 2005); los resultados obtenidos por estos investigadores se resumen en la Tabla 
10. Además, esta serie refleja la no estacionalidad del fenómeno que representa (Makridakis et 
al., 1998), esto se puede apreciar en la Figura 8. Para los experimentos, de los 100 datos se 
tomaron los primeros 80 para entrenamiento, y el restante para validación, tal como se realizó 
en (Ghiassi et al., 2005).  
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Tabla 10. Valores del MSE al pronosticar la serie del primer caso con varios modelos. 
Modelo Rezagos Entrena. Validación 
ARIMA 1, 2, 3, 4 9.760 8.110 
ANN 1, 2, 3, 4 7.000 9.250 
DAN2 1, 2, 3, 4 2.780 3.870 
CASCORRC 1, 2, 3, 4 2.746 1.825 
CASCOR 1, 2, 3, 4 7.299 6.971 
MLP 1, 2, 3, 4 5.764 5.634 
 
En la Tabla 10 se resumen los resultados, tanto en entrenamiento como en validación, al 
pronosticar la serie de este caso con una red MLP, una  CASCOR regularizada con RC y otra sin 
regularizar. Se puede observar que el menor error fue obtenido con el modelo CASCORRC, es 
decir, CASCOR regularizado con RC. Los errores conseguidos con CASCORRC son 1.22% y 
52.84% menores que los logrados por DAN2, en entrenamiento y validación, respectivamente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 8.  Pronóstico de la serie de Usuarios de un Servidor de Internet con redes CASCOR 
regularizadas y sin regularizar. 
 
El error de enteramiento de la red regularizada es: 62,38% más bajo que error de 
entrenamiento de la red sin regularizar; 60.77% menor que el logrado con ANN; 71.86% 
menor que el conseguido con ARIMA; y 52.36% menor que el de MLP. Mientras que el de 
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validación es 73.43%, 79.97%, 77.16% y 67.61% más bajo que el logrado con CASCOR, ANN, 
ARIMA y MLP, respectivamente. 
En la Figura 8 se presenta la serie original, y el pronóstico realizado con CASCORRC y 
CASCOR. En ésta gráfica se observa que la red regularizada se ajusta mejor a la serie que el 
mismo tipo de red sin regularizar. 
 
El comportamiento del error de entrenamiento a medida que se agregar neuronas en la 
red es presentado en la Figura 9. El error de entrenamiento de la red regularizada siempre fue 
menor que el de la red sin regularizar. Además, el mejor error de la red sin regularizar se 
obtuvo con 3 neuronas, mientras que para la regularizada con 10. Es notorio que para CASCOR 
aunque se agregaron más neuronas después de la 3, no se logró mejorar el error; en cambio, 
para CASCORRC se agregaron  más neuronas después de la tercera y se logró mejorar el error 
hasta llegar a la sexta; al agregar las siguientes dos el error aumentó, pero en la nueve volvió a 
caer y en la décima se encontró el menor error de todos.  
 
 
Figura 9. Comportamiento del error de entrenamiento al agregar neuronas, pronosticando la serie 
del primer caso con redes CASCOR regularizadas y sin regularizar. 
 
Mientras que el comportamiento del error de validación se presenta en la Figura 10, es 
similar al del entrenamiento, en cuanto a que, el error obtenido con la red regularizada fue 
menor que el de la red sin regularizar. Además, el menor error de la red regularizada se 
obtiene en la neurona 10, mientras que la red sin regularizar en la 3. Lo que indica que la 
estrategia de regularización permite encontrar modelos con mejor capacidad de 
regularización. 
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Consecuentemente, para este caso, la red CASCOR regularizada mediante RC permite 
encontrar modelos con mejor capacidad de predicción que el mismo tipo de red sin regularizar. 
Incluso mejores que otros tipos de red, como DAN2, ANN, ARIMA y MLP. 
 
 
Figura 10. Comportamiento del error de validación al agregar neuronas, pronosticando la serie del 
primer caso con redes CASCOR regularizadas y sin regularizar. 
 
Dado que las estrategias de regularización estudiadas permiten encontrar modelos con 
mejor generalización, en la siguiente sección se definirá un protocolo que las incluya para 
realizar la predicción de series de tiempo. 
 
3.7. Protocolo para la especificación de redes CASCOR 
En esta sección se describe un protocolo de selección para el tipo de red CASCOR 
descrito en la Sección 2.3.1 para la predicción de series de tiempo que incorpora los esquemas 
de regularización propuestos y el algoritmo de optimización presentado en la Sección 2.3.2. 
 
El  tamaño inicial de la red CASCOR puede especificarse de la siguiente manera: 
 Las neuronas de la capa de entrada corresponden a cada uno de los rezagos 
seleccionados a criterio de la persona experta que desea realizar el pronóstico 
para una serie de tiempo específica. 
 Las neuronas en la capa oculta, por el esquema de aprendizaje de las redes 
CasCor su cantidad inicial es cero. 
 Para realizar tareas de pronóstico un paso adelante, es suficiente con una 
neurona de salida o de respuesta. 
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Para seleccionar la cantidad de neuronas en la capa oculta de la red, el aprendizaje 
incremental de la arquitectura de las redes CASCOR permite encontrar su cantidad óptima, es 
decir H. A pesar de que la red misma determina su tamaño y topología, esta pueden adolecer de 
sobreajuste; para controlar este problema se propone regularizar los pesos entre la capa de 
entrada y la oculta con las estrategias de descomposición ó eliminación de pesos, y los pesos 
entre la capa oculta y la de salida con regresión en cadena. En este orden de ideas, es posible 
tener los siguientes esquemas de regularización: sólo regularizar con eliminación de pesos; 
sólo con descomposición de pesos; sólo con regresión en cadena; regularizar completamente la 
red CASCOR, es decir, regularizar a la vez con  eliminación de pesos y regresión en cadena, ó 
con descomposición de pesos y regresión en cadena.  
 
Respecto a la selección de las entradas a la red (rezagos) se controla implícitamente 
mediante la estrategia de regularización de eliminación de pesos, dado que esta actúa sobre el 
término (𝑤𝑝 ,ℎ × 𝑦𝑡−𝑝) de la ecuación 1; si 𝑤𝑝 ,ℎ  es anulado por la estrategia entonces el rezago 
𝑦𝑡−𝑝  también será anulado, y por tanto no será tenido en cuenta en la red; mientras que si el 
peso 𝑤𝑝 ,ℎ  es cercano a uno, este es importante para el proceso de aprendizaje y por ende  𝑦𝑡−𝑝  
también lo será. Similarmente, se  controlan implícitamente las entradas con la estrategia de 
descomposición de pesos, si la estrategia fuerza a que 𝑤𝑝 ,ℎ   tome un valor cercano a cero, este 
peso tendrá poca importancia en la red y por tanto el rezago 𝑦𝑡−𝑝  tampoco la tendrá; si por el 
contrario, 𝑤𝑝 ,ℎ  es forzado a tomar un valor relativamente alto, este peso tendrá importancia en 
la red y por tanto el rezago 𝑦𝑡−𝑝  también la tendrá. 
 
Finalmente, como se propone y se describe en el Capítulo 2, es conveniente optimizar los 
parámetros de la red CASCOR mediante ConRprop, esta técnica permite encontrar modelos con 
mejor capacidad de generalización que los obtenidos con los MLP optimizados con otras 
técnicas. Para el entrenamiento de la red se utiliza el 80% de la información correspondiente a 
los primeros datos de la serie en su orden, y para su validación el 20% restante. No se realiza 
validación cruzada con el 80% de los datos. 
 
Con base en la experiencia lograda el primer caso de estudio del Capítulo 3, para la 
regularización por descomposición de pesos se toma λ=0.0001, mientras que para eliminación 
de pesos λ=0.0001 y w0=100.   
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Adicionalmente, se recomienda tomar el logaritmo natural de la serie si esta es 
heterocedástica, es decir, no tiene varianza constante. A continuación se aplica el protocolo de 
selección propuesto para pronosticar una serie de tiempo, con el fin de comprobar si este 
produce mejores resultados que otras aproximaciones propuestas en la literatura. 
 
3.8. Aplicación del Protocolo Propuesto. 
En ésta sección se muestra experimentalmente el efecto del protocolo de especificación 
propuesto en la sección anterior sobre las redes CASCOR al pronosticar la serie de tiempo 
“Linces Canadienses”. Esta serie contiene el registro de la cantidad de linces capturados 
anualmente, desde 1821 hasta 1934, en los alrededores del río Mackenzie ubicado en el 
distrito de Northem, Canadá; posee una periodicidad de aproximadamente 10 años con 
irregularidades en su amplitud, como se puede observar en la Figura 11; además, ha sido 
estudiada por diversos autores, entre ellos: (Campbell y Walker, 1977); (Rao y Gabr, 1984); 
(Zhang, 2003); (Ortíz et al., 2007). Esta serie fue estudiada en el segundo caso del Capítulo 2 
(Sección 2.4.2). En la Figura 12 se muestran los valores reales y pronosticados de la serie 
usando el mejor modelo CASCOR regularizado con eliminación de pesos y regresión en cadena 
y la mejor red CASCOR sin regularizar, se observa que la red regularizada se ajusta mejor a la 
serie que la red sin regularizar. 
 
Para analizar el efecto de las estrategias de regularización sobre los modelos CASCOR, se 
calcula el error cuadrático medio (MSE) de entrenamiento y validación, al pronosticar la serie 
con los 7 modelos CASCOR (red cascada correlación sin regularizar) de la Tabla 11, y con los 
siguientes esquemas de regularización: 
 
 EP, red CASCOR regularizada con eliminación de pesos. 
 DP, red CASCOR regularizada con descomposición de pesos. 
 RC, red CASCOR regularizada con regresión en cadena. 
 EP+RC, red CASCOR regularizada con eliminación de pesos y regresión en cadena. 
 DP+RC, red CASCOR regularizada con descomposición de pesos y regresión en cadena. 
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Figura 11. Serie de Tiempo de “Linces Canadienses” 
 
Además, para realizar los experimentos se tienen las siguientes consideraciones:  
 
 Como en (Campbell y Walker, 1977), los 114 datos de la serie se transformaron 
utilizando la función logaritmo base 10; se toman los primeros 100 datos para 
entrenamiento y los últimos 14 para validación, con el fin de calcular el desempeño de 
la red.  
 El conjunto de entrenamiento se usa para desarrollar el modelo, mientras que el de 
validación para evaluar su desempeño. (Zhang, 2003).  
 Con base en el primer caso de estudio de este capítulo, para la regularización por 
descomposición de pesos se toma λ=0.001, mientras que para eliminación de pesos 
λ=0.001 y w0=10.  
 Los diferentes modelos CASCOR se entrenan mediante ConRprop (constrained resilient 
backpropagation), tal cual como se describe en capítulo 2. 
 
En las Tablas 11 y 13 se resumen los resultados de entrenamiento y validación, 
respectivamente. Mientras que en las Tablas 12 y 14 se presentan los porcentajes de mejora de 
las redes CASCOR regularizadas respecto a las CASCOR sin regularizar, tanto en entrenamiento 
como en validación. Para  las tablas 11 a 14, los títulos de la columna EP a la DP+RC se refieren 
a los esquemas (a) al (e). 
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Figura 12. Valores real y pronosticado para la serie de “Linces Canadienses”, con un modelo 
CASCOR Regularizado y sin regularizar. 
 
Los resultados presentados en la Tabla 11 indican que es posible reducir el error de 
entrenamiento de una red CASCOR usando cualquiera de los esquemas de regularización 
mencionados, esto se confirma en la Tabla 12, donde todos los porcentajes de mejora sobre 
CASCOR son positivos. Además,  se puede observar que se obtienen los mejores errores (Tabla 
11) con RC para los modelos 1, 2, 3, 4 y 6, donde los porcentajes de mejora sobre CASCOR son 
más altos (Tabla 12) que lo logrados con los otros esquemas, hasta de 627.24% sobre CASCOR. 
Análogamente, con EP+RC se obtiene el mejor error para el modelo 0 de 0.0156 (Tabla 11); 
mientras que, para el modelo 5 el mejor error se obtiene con DP+RC, donde la mejora respecto 
a CASCOR es de 396.88% (Tabla 12). Entonces, al revisar el error de entrenamiento, es 
recomendable utilizar los esquemas de regularización propuestos, dado que en todos los casos 
se consigue mejorar el error de entrenamiento, en especial al utilizar la estrategia RC. Sin 
embargo, para determinar si realmente es productivo usar estrategias de regularización, es 
necesario revisar los respectivos resultados del MSE en validación.  
 
Una vez analizado el error de entrenamiento, se procede a examinar los errores 
correspondientes en validación (Tabla 13). En las Tablas 13 y 14 se puede notar que en todos 
los casos también se obtienen mejoras al usar los esquemas de regularización respecto a 
CASCOR. Para los modelos 0 y 4, los mejores errores se logran con DP+RC; mientras que, para 
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los modelos 1, 3 y 6, con RC se obtienen errores con una mejora importante sobre CASCOR del 
683.58%, 60.30% y 424.61%, respectivamente. Con EP se obtiene el menor error para el 
modelo 3; y para el modelo 5 con la combinación de EP+RC. Además, en la mayoría de los 
modelos con RC, EP+RC y DP+RC se logran mejoras de más del 100% respecto a CASCOR. 
Consecuentemente, para este caso en particular,  es recomendable utilizar las estrategia de 
regularización, en especial regresión en cadena (RC) y las combinaciones de eliminación de 
pesos con RC (EP+RC) y descomposición de pesos con RC (DP+RC). 
 
Tabla 11. Valores del MSE de entrenamiento para diferentes modelos regularizados, pronosticando 
la serie del caso de estudio. 
Modelos MSE de Entrenamiento 
Número Rezagos CASCOR EP DP RC EP+RC DP+RC 
0 1 – 7 0.0383 0.0376 0.0371 0.0265 0.0156 0.0188 
1 1,2,3,8,9,10 0.0492 0.0452 0.0372 0.0109 0.0171 0.0139 
2 1 – 6 0.0530 0.0421 0.0378 0.0125 0.0417 0.0244 
3 1,2,3,4,8,9,10 0.0468 0.0399 0.0321 0.0112 0.0193 0.0182 
4 1 – 8 0.0483 0.0377 0.0337 0.0102 0.0288 0.0135 
5 1 – 9 0.0401 0.0362 0.0304 0.0107 0.0120 0.0081 
6 1 – 10 0.0458 0.0450 0.0369 0.0063 0.0282 0.0078 
  
Tabla 12. Porcentaje de Mejora de las redes regularizadas sobre CASCOR en entrenamiento, para 
los modelos de la Tabla 11. 
MSE Entrenamiento  % de Mejora en Entrenamiento 
Modelo CASCOR  EP DP RC EP+RC DP+RC 
0 0.0383  1.79 3.16 44.42 145.33 103.70 
1 0.0492  8.87 32.28 351.45 188.60 254.01 
2 0.0530  25.87 40.14 351.45 27.14 117.39 
3 0.0468  17.31 45.77 317.80 142.45 157.17 
4 0.0483  28.03 43.24 373.25 67.42 258.78 
5 0.0401  10.84 31.99 274.99 233.15 396.88 
6 0.0458  1.81 24.33 627.24 62.32 489.54 
 
Los resultados experimentales  (entrenamiento y validación) al pronosticar la serie del 
caso de estudio con redes CASCOR y con los esquemas de regularización (a) al (e) muestran 
que: al regularizar sólo las conexiones entre la capa de entrada y la oculta, tanto con EP como 
con DP, es posible mejorar el error logrado con CASCOR en entrenamiento y validación. 
Entretanto, al regularizar sólo las conexiones entre la capa oculta y la de salida con RC se 
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obtienen la mayoría de modelos con mejor capacidad de generalización. Además, al combinar 
las estrategias de EP y DP con RC (EP+RC y DP+RC),  siempre se mejoró el error obtenido 
respecto a CASCOR, y en algunos casos al logrado con RC. Finalmente, es posible concluir que 
es beneficioso utilizar las estrategias de regularización en las redes CASCOR para el pronóstico 
de esta serie de tiempo en particular. 
 
Tabla 13. Valores del MSE de validación para diferentes modelos regularizados, pronosticando la  
serie del caso de estudio. 
Modelos  MSE Validación 
Número Rezagos  CASCOR EP DP RC EP+RC DP+RC 
0 1 – 7  0.0127 0.0124 0.0124 0.0084 0.0085 0.0069 
1 1,2,3,8,9,10  0.0219 0.0218 0.0157 0.0028 0.0167 0.0173 
2 1 – 6  0.0219 0.0077 0.0081 0.0105 0.0078 0.0103 
3 1,2,3,4,8,9,10  0.0213 0.0175 0.0189 0.0133 0.0184 0.0154 
4 1 – 8  0.0220 0.0128 0.0130 0.0086 0.0092 0.0078 
5 1 – 9  0.0212 0.0182 0.0117 0.0107 0.0055 0.0064 
6 1 – 10  0.0236 0.0233 0.0202 0.0045 0.0085 0.0083 
 
 
Tabla 14. Porcentaje de Mejora de las redes regularizadas sobre CASCOR en validación, para los 
modelos de la Tabla 13. 
MSE Validación  % de Mejora en Validación 
Modelo CASCOR  EP DP RC EP+RC DP+RC 
0 0.0127  2.13 2.13 50.76 48.99 82.73 
1 0.0219  0.64 39.75 683.58 31.25 26.87 
2 0.0219  184.32 170.70 108.82 181.58 112.75 
3 0.0213  21.95 12.81 60.30 15.87 38.64 
4 0.0220  71.68 69.21 155.79 140.32 182.92 
5 0.0212  16.37 81.01 97.93 286.74 228.62 
6 0.0236  1.32 17.10 424.61 178.41 185.71 
 
Con fines ilustrativos se presenta una breve comparación de los resultados obtenidos en 
el caso de estudio, con los logrados por otros autores al pronosticar la misma serie. En la Tabla 
15 se resumen los MSE, en entrenamiento y validación,  obtenidos por: (Zhang, 2003) al 
pronosticar la serie con modelos ARIMA, Redes Neuronales Artificial (ANN) e hibrido; (Ghiassi 
et al., 2005) con DAN2 (A Dynamic Architecture for Artificial Neural Networks); y algunos de los 
mejores con redes CASCOR regularizadas, identificados como CASCOR-k-[e] (Modelo k de red 
CASCOR regularizada con el esquema e; k = {0,1,2,3,4,5,6} y e = {RC, DP+RC}). 
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Los resultados consolidados en la Tabla 15 indican que los errores en validación 
obtenidos con los 7 modelos CASCOR son menores que los reportados por Zhang con ARIMA, 
ANN e Hibrido. Además, respecto a los reportados por Guiassi con DAN2 se puede observar 
que: en el caso de DAN2-1 el modelo equivalente CASCOR-1-[RC] logra alcanzar un error 
menor de validación pero no de entrenamiento; CASCOR-2-[RC] iguala el error de validación de 
DAN2-2 pero tampoco reduce el de entrenamiento; mientras que CASCOR-3-[RC] iguala tanto 
el error de entrenamiento como de validación de DAN2-3. Por lo demás, los modelos CASCOR-
4-[RC] y CASCOR-5-[DP+RC] mejoran el error de entrenamiento y validación de los modelos 
DAN2-4 y DAN2-5, respectivamente; las mejoras correspondientes en entrenamiento son: 
30.00% y 150.00% y en validación: 22,22% y 50,00%. Finalmente, el modelo CASCOR-6-[RC] 
iguala el MSE de entrenamiento y mejora el de validación un 20.00% respecto al obtenido con 
DAN2-6. 
 
En la mayoría de los casos, con las redes CASCOR regularizadas se iguala e incluso se 
mejoran los resultados reportados por otros autores; consecuentemente, es beneficioso aplicar 
las estrategias de regularización en las redes CASCOR. 
 
Tabla 15. Valores del MSE de validación y entrenamiento  reportado por otros autores al 
pronosticar la serie del caso de estudio.  
Modelos Rezagos 
Error Cuadrático Medio 
Entrenamiento Validación 
ARIMA N/D N/D 0.021 
ANN N/D N/D 0.021 
Hibrido 1 – 7 N/A 0.017 
CASCOR-0-[DP+RC] 1 – 7 0.019 0.007 
DAN2-1 1,2,3,8,9,10 0.001 0.008 
CASCOR-1-[RC] 1,2,3,8,9,10 0.011 0.003 
DAN2-2 1 – 6 0.001 0.011 
CASCOR -2-[RC] 1 – 6 0.013 0.011 
DAN2-3 1,2,3,4,8,9,10 0.013 0.014 
CASCOR-3-[RC] 1,2,3,4,8,9,10 0.013 0.014 
DAN2-4 1 – 8 0.013 0.011 
CASCOR-4-[RC] 1 – 8 0.010 0.009 
DAN2-5 1 – 9 0.015 0.012 
CASCOR-5-[DP+RC] 1 – 9 0.006 0.008 
DAN2-6 1 – 10 0.006 0.006 
CASCOR-6-[RC] 1 – 10 0.006 0.005 
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3.9. Conclusiones 
Los resultados experimentales al realizar el pronóstico de la serie del caso de estudio de 
la Sección 3.5  con redes CASCOR regularizadas mediante descomposición de pesos muestran, 
tanto en entrenamiento como en validación, que: aunque se aumente el número de neuronas 
en el modelo de CC, éste sigue tendiendo al mismo error; con λ relativamente pequeño 
(λ=0.001) se pueden lograr errores menores que los obtenidos con redes CC sin regularizar; al 
aumentar λ los errores continúan siendo estables, pero aumentan. Mientras que al pronosticar 
la serie usando como estrategia de regularización la eliminación de pesos  los resultados en 
entrenamiento y validación, muestran que: cuando w0=100 se logra un error estable a pesar de 
que se aumente la cantidad de neuronas ocultas en un modelo de red CASCOR; con diferentes 
combinaciones de λ y w0, e.g. λ=0.01 y w0=100, se pueden lograr errores menores que los 
obtenidos con redes CASCOR sin regularizar.  
 
Los resultados experimentales, tanto en entrenamiento como en validación,  al 
pronosticar la serie del caso de estudio de la Sección 3.8 con el protocolo propuesto, muestran 
que: regularizar sólo las conexiones entre la capa de entrada y la oculta con las estrategias EP o 
DP, permite encontrar mejores errores que los obtenidos con CASCOR. Entretanto,  al 
regularizar sólo las conexiones entre la capa oculta y la de salida con RC se obtienen la mayoría 
de modelos con mejor capacidad de generalización. Además, combinando las estrategias de EP 
y DP con RC (EP+RC y DP+RC),  es posible mejorar el error obtenido respecto a CASCOR, y en 
algunos casos al logrado con RC. Entonces, con el fin de mejorar la capacidad de generalización 
del modelo, resulta beneficioso utilizar las estrategias de regularización en las redes CASCOR 
para el pronóstico de la serie del caso de estudio; por ende, es conveniente usar el protocolo 
propuesto, dado que permite encontrar modelos con mejor capacidad de predicción.   
 
La comparación de los resultados obtenidos en el segundo caso de estudio con los 
logrados por otros autores al pronosticar la misma serie, indica que en  la mayoría de los 
modelos, las redes CASCOR regularizadas igualan e incluso mejoran los resultados reportados 
por otros autores. Aplicar el protocolo de selección propuesto para realizar el  pronóstico de 
una serie de tiempo, produce mejores resultados que otras aproximaciones propuestas en la 
literatura. 
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Consecuentemente, es favorable utilizar el protocolo de selección propuesto y por tanto 
incorporar estrategias de regularización en el diseño de las redes CASCOR, ya sea 
regularizando sólo las conexiones entre capa de entrada y oculta, ó sólo las conexiones entre 
capa oculta y de salida, ó regularizarlas todas; además, tal incorporación es beneficiosa para el 
modelado y pronóstico de series de tiempo con redes CASCOR, dado que permite encontrar 
modelos con mejor capacidad de generalización. 
 
En este capítulo se ha propuesto incorporar las estrategias de regularización de 
regresión en cadena y de descomposición y eliminación de pesos en las redes CASCOR; y se 
mostró experimentalmente que tal incorporación permite encontrar modelos con mejor 
capacidad de predicción, con lo cual se cumple con el segundo objetivo de la tesis. Además, se 
desarrolla un protocolo de selección de redes CASCOR para la predicción de series de tiempo 
cuya base son las técnicas de regularización elegidas y la técnica de optimización propuesta en 
el capítulo 2; y se muestra experimentalmente que su aplicación  produce mejores resultados 
que otras aproximaciones propuestas en la literatura, con lo cual se satisfacen los objetivos 
específicos tres y cuatro de la tesis. 
 
Hasta el momento, se han cumplido la mayoría de los objetivos planteados, solo resta 
comprobar si el protocolo propuesto produce mejores resultados que otras aproximaciones 
que se han reportado en la literatura al pronosticar series de precios de electricidad en 
mercados de corto plazo liberalizados. 
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4. Primer Caso de Aplicación: Pronóstico del Precio 
Promedio Mensual de los Contratos Despachados en 
la Bolsa de Energía de Colombia 
En el capítulo anterior se propuso un protocolo de selección de redes CASCOR y se 
mostró que su aplicación  produce mejores resultados que otras aproximaciones propuestas en 
la literatura. Sin embargo, no se ha comprobado si este protocolo también produce mejores 
resultados al pronosticar series de precios de electricidad en mercados liberalizados y 
desregulados; dado que la predicción de este tipo de series ha sido considerada una tarea 
difícil debido a la cantidad  y complejidad de los factores que gobiernan los precios (Velásquez 
et al., 2007). 
 
 En este capítulo, se pronostican los precios promedios mensuales de los contratos 
despachados en el mercado eléctrico de Colombia, usando el protocolo propuesto. Se 
comparan los pronósticos obtenidos con un perceptrón multicapa y un modelo ARIMA. 
 
4.1. Introducción  
Con la entrada en vigencia de la Ley de Servicios Públicos Domiciliarios (Ley 142) y la 
Ley Eléctrica (Ley 143), se dio lugar a la reestructuración del sector eléctrico Colombiano. Los 
objetivos primordiales de esta reforma buscaban corregir los problemas que se presentaron en 
años anteriores, en especial, en lo referente a los racionamientos ocurridos durante los últimos 
años.  Así, el nuevo esquema de mercado promueve la libre competencia como el mecanismo 
primordial para forzar la eficiencia del mercado, y garantizar la expansión requerida por el 
sistema.  Bajo el nuevo esquema, la comercialización de electricidad en el sector se realiza a 
través de dos mecanismos fundamentales: los contratos bilaterales entre agentes, y la subasta 
en la Bolsa de Energía, en la cual los distintos agentes reportan la cantidad de energía 
disponible y su respectivo precio para la venta, de tal forma que la Bolsa fija el precio de venta 
para los compradores diariamente.   
 
La predicción de precios de Bolsa es un problema especialmente complejo (Velásquez et 
al., 2007) debido a la cantidad y complejidad de los factores que influyen en su determinación, 
tales como: las características físicas del sistema de generación, la influencia de las decisiones 
de negocio de los distintos agentes, y la regulación. En general, los precios de Bolsa manifiestan 
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dichas complejidades a través de sus características que incluyen: pronunciados ciclos 
estacionales de periodicidad diaria, semanal, mensual y demás; volatilidad variable en el 
tiempo y regiones de volatilidad similar; fuertes variaciones de año a año y de estación a 
estación, estructura dinámica de largo plazo, efectos de apalancamiento y respuesta asimétrica 
de la volatilidad a  cambios positivos y negativos, valores extremos, correlaciones de alto 
orden, cambios estructurales, tendencias locales y reversión en la media, diferentes 
determinantes para los riesgos de corto, medio y largo plazo, dependencia de las condiciones 
de las unidades de generación en el corto plazo y de las inversiones en capacidad y crecimiento 
de la demanda en el largo plazo.  
 
Ante la complejidad de la dinámica de los precios de Bolsa, la dificultad de su pronóstico 
y su riesgo implícito, los contratos son un mecanismo de mitigación de riesgo que facilita la 
operación comercial de los diferentes agentes del mercado. Por una parte, evitan que el 
comprador se vea sujeto a la variabilidad de los precios en la Bolsa, y a precios 
excepcionalmente altos que ocurren ante la presencia de eventos hidrológicos extremos secos; 
por otra parte, estabilizan los ingresos del vendedor y lo protegen de precios excepcionalmente 
bajos que ocurren cuando se presentan eventos hidrológicos extremadamente húmedos. 
Existen dos tipos de contratos representativos en el mercado eléctrico colombiano: pague-lo-
contratado y pague-lo-demandado. El tipo pague-lo-contratado especifica que el comprador se 
compromete a pagar toda la electricidad contratada, independientemente de si ella fue 
consumida o no; si se contrató una mayor cantidad de electricidad a la consumida, el excedente 
es vendido por el comprador a la Bolsa de energía. En el tipo pague-lo-demandado, el 
comprador sólo paga la energía efectivamente consumida; usualmente, se fija un límite 
superior a la energía que puede ser consumida por el comprador.  
 
La predicción de los precios de la electricidad en el mercado, tanto en Bolsa como en 
contratos, se constituye como un insumo fundamental que requieren los diferentes agentes 
para establecer sus políticas de comercialización, en donde se especifica las cantidades de 
energía vendida a través de cada uno de los mecanismos de negociación, de acuerdo con las 
expectativas de precios. Consecuentemente, se requiere desarrollar modelos de predicción 
para dichas series. Para el mercado colombiano, esta serie corresponde a los precios 
promedios mensuales de los contratos despachados en la Bolsa de Energía, esta se grafica en la 
Figura 13.  
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El pronóstico de esta serie es difícil, dado  que hereda las complejidades propias del 
mercado eléctrico. Las redes Cascada Correlación han mostrado ser lo suficientemente 
robustas para modelar series complejas, este tipo de red fue descrito en el Capítulo 2, Sección 
2.4.1. El objetivo principal de este capítulo es realizar la predicción de los precios promedios 
mensuales despachados en la Bolsa de Energía del mercado eléctrico Colombiano usando redes 
CASCOR, y comparar los resultados obtenidos con los modelos ARIMA y los MLP, con el fin de 
determinar el mejor modelo de predicción para la serie estudiada. 
 
La originalidad e importancia del capítulo propuesto está basada en los siguientes 
aspectos: 
 
 Mientras que existe una extensa experiencia en la predicción de precios de electricidad 
en mercados de corto plazo (Velásquez et al., 2007), no existen referencias en la 
literatura sobre la predicción de precios de contratos con redes CASCOR. Sobre este 
aspecto se da la primera contribución de este capítulo,  ya que se pretende desarrollar 
varios modelos de  pronóstico para dicha serie. 
 Existen pocas experiencias reportadas en la literatura comparando el desempeño de las 
redes CASCOR con otros modelos al pronosticar series del mundo real. La serie 
analizada en este trabajo es particularmente difícil debido a la complejidad y cantidad 
de variables que la determinan por lo que resulta especialmente adecuada para este fin. 
 Se contribuye a difundir el uso de las redes CASCOR para la predicción de series de 
precios en mercados de electricidad, aumentando así, la cantidad de herramientas 
disponibles. 
 
Para cumplir con el objetivo, éste capítulo está organizado como sigue: en la Sección 4.3 
se describe la información utilizada, en la 4.4 la metodología empleada; seguidamente, en la 4.5 
se presentan y se discuten los resultados obtenidos; finalmente, se concluye.  
 
4.2. Información Utilizada 
Los datos con que se elaboró este estudio corresponden al logaritmo natural de la serie 
de precios mensuales promedio de los contratos despachados en la Bolsa del mercado 
mayorista de electricidad en Colombia, expresada en $/kWh, entre enero de 1997 (1997:01) y 
octubre de 2009 (2009:10), los cuales están disponibles en el sistema Neón. La serie presenta 
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(Figura 13) una tendencia creciente de largo plazo desde 1997:1 hasta el primer semestre del 
2003; durante ese mismo intervalo de tiempo se evidencia una componente cíclica de 
periodicidad anual de amplitud variable, explicada, posiblemente, por el ciclo invierno-verano. 
La mayor amplitud de la componente periódica coincide con el fenómeno de El Niño ocurrido 
entre los años 1997 y 1998; esta componente cíclica, aunque no con una amplitud tan marcada, 
permanece hasta principios del año 2004. Desde el año 2003, se presenta una tendencia 
ligeramente descendente que finaliza en algún momento del primer semestre del  año 2006. Se 
evidencia en este momento del tiempo, un cambio estructural en la serie, tanto en su tendencia 
como en su componente cíclica; por una parte, se recuperan los niveles de crecimiento que 
caracterizaron los años 2000, 2001 y 2002; mientras que por la otra, se presenta nuevamente 
un ciclo estacional de periodo anual, cuyo nivel más alto coincide con la estación de verano. 
 
 
Figura 13. Serie de Precio Promedio Mensual de los Contratos despachados en la Bolsa de Energía 
de Colombia y su pronóstico con un modelo CASCOR. 
 
La serie consta de 154 datos, de los cuales los primeros 130 (1997:01 al 2007:10) son 
utilizados para la estimación de los parámetros de los modelos de la Tabla 16. Para comprobar 
la capacidad de generalización de los modelos para distintos horizontes de tiempo, se usan 2 
muestra de pronóstico: la primera, consta de 12 datos (del 2007:11 al 2008:10), 
correspondiente a un año; y la segunda, correspondiente a dos años, de 24 observaciones 
(entre 2006:7 y 2009:10).   
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4.3. Metodología Empleada 
Para realizar el pronóstico de la serie se seguirá el protocolo descrito en la sección 3.7; y 
se hace uso de todos los esquemas recomendados en el protocolo. Además, Con base en la 
experiencia lograda el primer caso de estudio del Capítulo 3, para la regularización por 
descomposición de pesos se toma λ=0.0001, mientras que para eliminación de pesos λ=0.0001 
y w0=100.   
 
4.4. Resultados Obtenidos y Discusión 
Para la serie estudiada en este capítulo se estimaron los modelos de la Tabla 16, con los 
cuales se realizó el pronóstico en un horizonte de 12 y 24 meses. La bondad de ajuste de los 
modelos se midió con la sumatoria del error cuadrático (SSE) tanto en entrenamiento como en 
pronóstico (validación), los resultados se presentan en la Tabla 16. 
 
Para evaluar la  capacidad de predicción de las redes CASCOR respecto a otros modelos, 
se realiza la comparación respecto a un MLP; e ilustrativamente se presenta un modelo  
autoregresivo integrado de promedios móviles (ARIMA). El modelo MLP fue estimado para 
diferentes conjuntos de rezagos, y se seleccionaron los mejores modelos con menor error. La 
arquitectura del MLP consta de una capa de entrada con una neurona por cada uno  de los  
rezagos considerados, una capa oculta con 5 neuronas –la misma cantidad alcanzada por los 
modelos CASCOR–, y una capa de salida; los nodos de la capa oculta se activan con la función 
sigmoidea bipolar, mientras que en la capa de salida con la función lineal; los resultados se 
presentan en la Tabla 16. Mientras que el modelo ARIMA se obtiene utilizando la función 
auto.arima() implementada en R del paquete forecast de (Hyndman y Khandakar, 2008), la cual 
busca el mejor modelo ARIMA para una serie de tiempo univariada; el modelo encontrado fue 
ARIMA(0,1,0)(2,0,2)[12]; el resultado del pronóstico se presenta también en la Tabla 16 y se 
destaca que todos los modelos CASCOR regularizados alcanzan un error inferior al de la red 
CASCOR correspondiente sin regularizar. 
 
Los resultados muestran que, en los modelos con tres rezagos, el CASCOR-EP+RC-1 es el 
que obtiene el menor error en entrenamiento y de pronóstico a 2 años, mientras que con el 
CASCOR-RC-1 se obtiene el menor de pronóstico a un año; no obstante, el error de pronóstico a 
un año del modelo CASCOR-EP+RC-1 es tan sólo 4% mayor que el menor en modelos de 3 
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rezagos. Además, todos los modelos CASCOR de tres rezagos tienen mejor generalización que el 
MLP-1; asimismo, los modelos CASCOR-DP-1 y CASCOR-EP+RC-1 son superiores al modelo 
ARIMA tanto en entrenamiento como en pronóstico; los demás sólo son superiores en 
predicción. Al aumentar la cantidad de rezagos, a seis y a trece, se observa que los modelos 
CASCOR siguen siendo superiores al respectivo MLP, incluso también lo son respecto al ARIMA.  
 
Tabla 16. Valores del SSE al pronosticar la serie con diferentes modelos. 
Modelo Rezagos 
Sumatoria del Error Cuadrático (SSE) 
Entrenamiento Predicción 1 año Predicción 2 años 
ARIMA 13 , 14 0.1255 0.1188 0.7513 
MLP-1 
1 – 3 
0.1773 0.0119 0.0217 
CASCOR-1 0.1701 0.0115 0.0207 
CASCOR-EP-1 0.1652 0.0111 0.0206 
CASCOR-DP-1 0.1242 0.0146 0.0200 
CASCOR-RC-1 0.1275 0.0096 0.0149 
CASCOR-EP+RC-1 0.0870 0.0100 0.0144 
CASCOR-DP+RC-1 0.1608 0.0101 0.0166 
MLP-2 
1 – 6 
0.1277 0.0121 0.0210 
CASCOR-2 0.1254 0.0114 0.0206 
CASCOR-EP-2 0.1252 0.0113 0.0201 
CASCOR-DP-2 0.1252 0.0112 0.0200 
CASCOR-RC-2 0.0809 0.0087 0.0147 
CASCOR-EP+RC-2 0.0542 0.0095 0.0160 
CASCOR-DP+RC-2 0.0555 0.0093 0.0155 
MLP-3 
1 – 13 
0.0960 0.0100 0.0150 
CASCOR-3 0.0743 0,0048 0.0090 
CASCOR-EP-3 0.0645 0.0047 0.0090 
CASCOR-DP-3 0.0724 0.0045 0.0081 
CASCOR-RC-3 0.0423 0.0042 0.0071 
CASCOR-EP+RC-3 0.0323 0.0040 0.0070 
CASCOR-DP+RC-3 0.0269 0.0022 0.0046 
 
 
Cuando se tienen 6 rezagos, los modelos CASCOR-EP+RC-2 y CASCOR-RC-2 continúan 
siendo los mejores en entrenamiento y pronostico a un año, respectivamente; pero ahora 
CASCOR-RC-2 también lo es en pronóstico a 2 años. La diferencia de CASCOR-RC-2 respecto a 
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CASCOR-EP+RC-2 en entrenamiento es del 33%; mientras que de CASCOR-EP+RC-2 respecto a 
CASCOR-RC-2 en pronóstico es de 8.42% y 8.13%, a uno y dos años, respectivamente. La 
diferencia entre los dos modelos es más amplia en entrenamiento, por tanto en este caso puede 
ser más apropiado  el modelo CASCOR-EP+RC-2. Por otro lado, la diferencia de CASCOR-
EP+RC-2 respecto a CASCOR-DP+RC-2 es de -2.34%, 2.11% y 3.13% en entrenamiento, 
pronóstico a uno y dos años, respectivamente; el modelo CASCOR-DP+RC-2 también se perfila 
como uno conveniente para modelar la serie. Se destaca que los modelos regularizados en 
ambas capas alcanzan un menor error de entrenamiento que los demás; pero en pronóstico el 
menor error lo alcanza el modelo que es sólo regularizado en la capa de salida.  
 
El hecho de aumentar a 13 rezagos, presenta al modelo CASCOR-DP+RC-3 como el mejor 
de todos, este está regularizado entre la capa de entrada y la oculta con descomposición de 
pesos, y entre la oculta y la de salida con regresión en cadena, es decir, en este modelo se 
controla el sobreajuste. Mientras que los errores del modelo CASCOR-3, que no tiene ningún 
tipo de estrategia de regularización, son notoriamente más grandes que los alcanzados por  
CASCOR-DP+RC-3. 
 
En general, para esta serie, los modelos CASCOR regularizados completamente –entre 
capa de entrada y oculta, y  entre oculta y salida–  alcanzan mejores errores que la mayoría de 
modelos regularizados sólo con una técnica; además, los regularizados completamente son 
más apropiados para realizar el pronóstico, dado que controlan en gran medida las causas del 
sobreajuste. 
4.5. Conclusiones 
La predicción de la serie de precios promedios mensuales de los contratos despachados 
en el mercado eléctrico de Colombia es compleja debido a la presencia de cambios en la 
amplitud en su patrón cíclico de periodo anual, así como varios cambios en su tendencia de 
largo plazo durante el periodo analizado. Para realizar el pronóstico se toman horizontes de 12 
y 24 meses. Los resultados indican que las redes CASCOR regularizadas completamente 
pronostican de manera más precisa que los MLP, que el modelo ARIMA y que las mismas 
CASCOR sin regularizar, para los horizontes de tiempo señalados; y  por tanto el protocolo de 
selección propuesto permite encontrar modelos con mejor capacidad de generalización que 
otras propuestas en la literatura. 
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En este capítulo se realizó el pronóstico de la serie de precios promedios mensuales de 
los contratos despachados en el mercado eléctrico de Colombia con el protocolo de selección 
propuesto. Aunque, la serie es compleja, el protocolo permitió encontrar modelos con mejor 
capacidad de predicción que otras propuestas en la literatura. Para continuar comprobando la 
efectividad y desempeño del protocolo propuesto, en el siguiente capítulo, se predice el precio 
mensual de corto plazo brasileño de la electricidad. 
 
 
  
 
 
67 
 
5. Segundo Caso de Aplicación:                                            
Predicción del Precio de la Electricidad en Brasil 
En el capítulo anterior se realizó el pronóstico de la serie de precios promedios 
mensuales de los contratos despachados en el mercado eléctrico de Colombia con el protocolo 
de selección propuesto; aunque, la serie es compleja, el protocolo permitió encontrar modelos 
con mejor capacidad de predicción que otras propuestas en la literatura. 
 
Para continuar comprobando la efectividad y desempeño del protocolo propuesto, en 
este capítulo, se predice el precio mensual de corto plazo brasileño de la electricidad, 
utilizando el protocolo propuesto en el capítulo 3. Se comparan los pronósticos obtenidos con 
un perceptrón multicapa y un modelo ARIMA.  
 
5.1. Introducción 
El proceso de reforma de los sectores eléctricos en el mundo ha creado nuevos mercados 
competitivos   diseñados bajo el principio de eficiencia económica que incentivan la entrada de 
capitales privados a los negocios de generación, transmisión y distribución (Steiner, 2000), 
(Armstrong et al., 1994) y (Bunn, 1998). Con la llegada de la nueva estructura competitiva del 
mercado, se implementaron nuevos mecanismos para la formación de los precios de la 
electricidad, obligando al desmonte de todas las protecciones y controles existentes. Es así 
entonces, como las series de precios de la electricidad poseen ahora características únicas que 
no han estado presentes en los mercados eléctricos tradicionales; tal como es indicado por  
(Pilipovic, 1998), los precios de la electricidad en los mercados liberalizados –sin regulación–, 
se ven influenciados en el corto plazo por las condiciones instantáneas de operación del 
sistema de generación para satisfacer la demanda, mientras que en el largo plazo dependen del 
crecimiento de la demanda y de la nueva capacidad instalada para atenderla; 
consecuentemente, la evolución del precio se ve influenciada por una gran cantidad de factores 
complejos que se resumen en las condiciones físicas del sistema de generación, las decisiones 
de negocio de los agentes, y las decisiones y pautas del regulador.  
 
Así, el modelado y la predicción de los precios de la electricidad ha cobrado una 
importancia fundamental para los distintos agentes económicos, ya que está relacionada con la 
necesidad que tienen los generadores, los distribuidores y el regulador del mercado, de tomar 
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decisiones tanto operativas como estratégicas relacionadas con la formulación de estrategias 
de comercialización en el corto y en el largo plazo (Pilipovic, 1998), la optimización de su 
programa de generación la conformación del portafolio de activos de generación (Conejo et al., 
2005), la adquisición de nuevas plantas, y el abandono de plantas existentes (Lu et al., 2005) 
(Angelus, 2001); así como un mejor manejo y planeamiento del mercado desde el papel del 
regulador (Angelus, 2001).  
 
Particularmente en el caso Brasileño, el proceso de reforma creo el Mercado Atacadista 
de Energía (MAE) donde la electricidad es libremente negociada a través de contratos forward 
bilaterales entre los agentes, y una Bolsa de excedentes donde las compras y ventas se liquida 
directamente con el ente administrador del sistema a un precio de mercado establecido por el 
gobierno. El precio spot o de corto plazo es usado como una señal económica que refleja el 
costo marginal de operación del sistema de generación en el corto plazo.  Su modelado y 
pronóstico es particularmente difícil debido a la complejidad de la dinámica de la serie y la 
corta información histórica disponible. Adicionalmente, existen pocos trabajos relacionados 
con su modelado e interpretación (De Medeiros, 2004).  En este capítulo se realiza una 
contribución en este aspecto, al modelar la serie de precios de corto plazo de Brasil con redes 
Cascada Correlación, este tipo de red fue descrita en el Capítulo 2, Sección 2.4.1. Además, los 
resultados obtenidos se comparan respecto a un MLP, para determinar cuál de las dos técnicas 
es más apropiada para modelar y pronosticar la serie. 
 
Éste capítulo está organizado como sigue: en la Sección 5.3 se describe la información 
utilizada, en la 5.4 la metodología empleada; seguidamente, en la 5.5 se presentan y se discuten 
los resultados obtenidos; finalmente, se concluye 
 
5.2. Información Utilizada 
El precio de corto plazo es fijado semanalmente, y se calcula para cada uno de los cuatro 
submercados (Norte-Nordeste, Sureste/Centro, Oeste y Sur) en que se encuentra dividido el 
sector eléctrico Brasileño. Corresponde al costo marginal de demanda, resultante de la 
optimización de la operación mensual usando un modelo de planificación centralizada y 
posteriormente una planificación determinística para llevarlo a nivel semanal. No obstante, el 
precio puede ser modificado si se considera que no refleja adecuadamente las condiciones del 
sistema de generación en el corto plazo.  
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Los precios son una señal económica relacionada con el costo marginal del mercado, los 
cuales permiten a los generadores la recuperación de sus costos operacionales en el corto 
plazo, y de sus inversiones en el largo plazo; más aún, el crecimiento de los precios señala la 
necesidad de nuevas inversiones en activos de generación. Es evidente la importancia de los 
pronósticos de los precios de electricidad, ya que todas las decisiones operativas y estratégicas 
de los participantes en el mercado son basadas en ellos. 
 
(De Medeiros, 2004) indica que el parque de generación es predominantemente 
hidráulico, alcanzando aproximadamente un 85% de la capacidad instalada del sistema (unos 
68 GW), mientras que la capacidad restante es suministrada por plantas térmicas (9 GW 
aproximadamente), importaciones (2 GW) y pequeñas plantas (1 GW). El sistema tiene un 
cubrimiento del 97% de la demanda total del sistema. Dada la importancia del modelado y la 
predicción de largo plazo para las decisiones de los agentes del mercado.  
 
Para realizar el pronóstico se posee la información histórica del precio entre 1996:1 y 
2009:11, en la región SE, para un total de 167 datos. Se transforma la serie mediante el 
logaritmo natural, esto impone una restricción estructural de los precios, ya que evita que los 
valores pronosticados  puedan ser negativos; adicionalmente, facilita la labor del modelado ya 
que la distribución de la variable dependiente se hace más semejante a una normal, 
minimizando la influencia de los valores extremos. En la Figura 14, se presenta el logaritmo 
natural de precio mensual de corto plazo de la región SE. 
 
5.3. Metodología Empleada 
Para realizar el pronóstico de la serie se seguirá el protocolo descrito en la sección 3.7; y 
se hace uso de todos los esquemas recomendados en el protocolo. Con base en la experiencia 
lograda el primer caso de estudio del Capítulo 3, para la regularización por descomposición de 
pesos se toma λ=0.00001, mientras que para eliminación de pesos λ=0.0001 y w0=100.   
 
5.4. Resultados Obtenidos y Discusión 
Para la serie estudiada en este capítulo se estimaron los modelos de la Tabla 17, con los 
cuales se realizó el pronóstico en un horizonte de un año, es decir, 12 meses. La bondad de 
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ajuste de los modelos se midió con la sumatoria del error cuadrático medio (MSE) tanto en 
entrenamiento como en pronóstico (validación), los resultados se presentan en la misma tabla. 
 
 
Figura 14. Predicción un paso delante de la Serie de Precios Spot Brasil  del Sector SE 
 
Para evaluar la  capacidad de predicción de las redes CASCOR respecto a otros modelos, 
se realiza la comparación respecto a un MLP; e ilustrativamente se presenta un modelo  
autoregresivo integrado de promedios móviles (ARIMA). El modelo MLP fue estimado para 
diferentes conjuntos de rezagos, y se seleccionaron los mejores modelos con menor error. La 
arquitectura del MLP consta de una capa de entrada con una neurona por cada uno  de los  
rezagos considerados, una capa oculta con 3 neuronas –la misma cantidad alcanzada por los 
modelos CASCOR–, y una capa de salida; los resultados se presentan en la Tabla 17. Mientras 
que mediante la función auto.arima() de (Hyndman y Khandakar, 2008), se obtiene el mejor 
modelo ARIMA(4,0,3)(2,0,2)[12]; el resultado del pronóstico se presenta también en la Tabla 
17. Se destaca que todos los modelos CASCOR regularizados completamente alcanzan un error 
inferior al de los correspondientes modelos de red CASCOR sin regularizar, de MLP; además, 
sus errores son ampliamente menores,  tanto en entrenamiento como en predicción, al 
obtenido con el modelo ARIMA. 
 
Los resultados muestran que, en los modelos con tres rezagos, el que mejor se ajusta a la 
serie es la CASCOR-DP+RC-1; sin embargo, el que mejor la pronostica es la CASCOR-EP+RC-1; 
el error de entrenamiento de CASCOR-EP+RC-1 es 8.17% más alto que  el logrado con CASCOR-
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DP+RC-1, mientras que su error de entrenamiento es 8.85% menor.  La diferencia entre ambos 
es relativamente poca, por tanto cualquiera de los dos es apropiado para modelar la serie; 
además sus errores son menores que los logrados con el MLP-1 y el ARIMA. Por otro lado, los 
modelos que sólo se regularizaron con EP y DP, CASCOR-EP-1 y CASCOR-DP-1, no lograron 
mejorar el error logrado por CASCOR-1 sin regularizar; mientras que el CASCOR-RC-1 si lo 
hizo, incluso mejoró el error conseguido con MLP-1. 
 
Tabla 17. Valores del error cuadrático medio (MSE) al pronosticar la serie con diferentes modelos. 
Modelo Rezagos 
Error Cuadrático Medio (MSE) 
Entrenamiento Predicción 1 año 
ARIMA 1, 2, 3, 4, 13, 14 0.4757 0.4999 
MLP-1 1 – 3 0.4003 0.1011 
CASCOR-1 1 – 3 0.3682 0.1282 
CASCOR-EP-1 1 – 3 0.3683 0.1284 
CASCOR-DP-1 1 – 3 0.3823 0.1412 
CASCOR-RC-1 1 – 3 0.3676 0.0955 
CASCOR-EP+RC-1 1 – 3 0.3653 0.0927 
CASCOR-DP+RC-1 1 – 3 0.3373 0.1009 
MLP-2 1 – 6 0.3751 0.1971 
CASCOR-2 1 – 6 0.4564 0.1138 
CASCOR-EP-2 1 – 6 0.3779 0.1139 
CASCOR-DP-2 1 – 6 0.4347 0.1419 
CASCOR-RC-2 1 – 6 0.2881 0.1216 
CASCOR-EP+RC-2 1 – 6 0.2754 0.1152 
CASCOR-DP+RC-2 1 – 6 0.2622 0.1126 
MLP-3 1 – 13 0.2994 0.1948 
CASCOR-3 1 – 13 0.2548 0.1512 
CASCOR-EP-3 1 – 13 0.2423 0.1909 
CASCOR-DP-3 1 – 13 0.3589 0.1278 
CASCOR-RC-3 1 – 13 0.2348 0.2420 
CASCOR-EP+RC-3 1 – 13 0.1730 0.0926 
CASCOR-DP+RC-3 1 – 13 0.2431 0.1090 
 
 
Cuando se tienen 6 rezagos, el modelo CASCOR-DP+RC-2 se perfila como uno de los 
mejores, pues consigue el menor error tanto en entrenamiento como en pronóstico; asimismo, 
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el modelo que más se acerca a este es el CASCOR-EP+RC-2, con un error 4.79% y 2.26% mayor, 
en entrenamiento y predicción, respectivamente. Entonces, del conjunto de modelos con 6 
rezagos se observa que, también el CASCOR-EP+RC-2 y el CASCOR-DP+RC-2 son apropiados 
para modelar la serie, teniendo en cuenta que el CASCOR-DP+RC-2 es el que tiene mejor 
capacidad de generalización; sin embargo la diferencia de CASCOR-EP+RC-2 respecto a  
CASCOR-DP+RC-2 es relativamente poca; además, sus errores también son menores que los 
logrados con el MLP-1 y el ARIMA.  Por otro lado se observa que los modelos que sólo se 
regularizaron con una técnica logran errores poco aceptables. Consecuentemente, para esta 
serie en particular se consiguen buenos resultados regularizando completamente la red 
CASCOR. 
 
El hecho de aumentar a 13 rezagos, muestra que el mejor de todos los modelos es el 
CASCOR-EP+RC-3, este está regularizado entre la capa de entrada y la oculta con eliminación 
de pesos, y entre la oculta y la de salida con regresión en cadena. Los errores,  en 
entrenamiento y pronóstico, del modelo CASCOR-3, que no tiene ningún tipo de estrategia de 
regularización, son 32.1% y 38.76% más altos que los alcanzados por CASCOR-EP+RC-3; 
mientras que los del CASCOR-DP+RC-3 son mayores un 28.84% y 15.05%. Por otro lado se 
nota que no existen ganancias significativas al regularizar la red CASCOR con sólo una técnica. 
En este orden de ideas, el modelo más adecuado para pronosticar la serie es el CASCOR-EP+RC-
3; no obstante, el modelo CASCOR-DP+RC-3 también podría ser tenido en cuenta. 
 
En general, para esta serie, los modelos CASCOR regularizados completamente –entre 
capa de entrada y oculta, y  entre oculta y salida–  alcanzan mejores errores que la mayoría de 
modelos; entonces, los regularizados completamente son más apropiados para realizar el 
pronóstico, dado que controlan en gran medida las causas del sobreajuste. Además, es notorio 
que no se encontraron ganancias al regularizar las redes CASCOR con una sola técnica; sin 
embargo, en algunos casos, se logran resultados aceptables al regularizar sólo con regresión en 
cadena.  
 
5.5. Conclusiones 
El modelado y la predicción de la serie de precio mensual de corto plazo brasileño de la 
electricidad de la región SE es particularmente difícil debido a la complejidad de la dinámica de 
la serie y la corta información histórica disponible. Se usan los primeros 155 datos para  la 
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estimación de los parámetros de todos los modelos considerados, mientras que los restantes se 
utilizaron para evaluar su capacidad de predicción. Para realizar el pronóstico se toma 
horizonte de 12 meses. Los resultados indican que las redes CASCOR regularizadas 
completamente pronostican de manera más precisa que los MLP, que el modelo ARIMA y que 
las mismas CASCOR sin regularizar; además, se observó, para esta serie en particular, que son 
pocos los beneficios de regularizar la red CASCOR con sólo una técnica. Entonces, el protocolo 
de selección propuesto permite encontrar modelos con mejor capacidad de generalización que 
otras propuestas en la literatura. 
 
En éste capítulo y en el anterior se pronosticaron con el protocolo propuesto las series 
del precio de la electricidad en Brasil y del Precio Promedio Mensual de los Contratos 
Despachados en la Bolsa de Energía de Colombia, respectivamente. Los resultados mostraron 
que el protocolo de selección propuesto permite encontrar modelos con mejor capacidad de 
predicción que otras propuestas en la literatura, como MLP y ARIMA. Con esto se da 
cumplimiento al quinto objetivo de la tesis. 
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6. Conclusiones  
 
A lo largo de este trabajo se ha mostrado que la predicción de series de tiempo con 
redes neuronales, especialmente con MLP,  es  un problema  difícil debido a la cantidad de 
pasos que su especificación requiere. Estos pasos están relacionados con la selección de 
entradas al modelo, la determinación de la cantidad de neuronas en la capa oculta y la 
estimación de los parámetros del modelo. Esto sumado a la subjetividad que existe en los 
criterios para abordar cada problema. 
 
En esta investigación se utilizaron las redes neuronales CASCOR para predecir series de 
tiempo. Este tipo de red presenta ventajas en relación a las dificultades mencionadas con los 
MLP y en la literatura más relevante no se han usado en tareas de predicción. Sin embargo, las 
redes CASCOR al igual que los MLP, la estimación de sus parámetros es compleja y puede 
adolecer de sobreajuste.  
 
 Para estimar los parámetros de las redes CASCOR se desarrolló el algoritmo ConRprop, 
una versión ajustada del método RPROP. Mientras que para controlar el problema de 
sobreajuste, se incorporaron en la arquitectura de las redes CASCOR las técnicas de 
regularización de regresión contraída y de eliminación y descomposición de pesos. Finalmente, 
el principal aporte de este trabajo es el planteamiento de un protocolo de selección para el tipo 
de red CASCOR que incluye la técnica de optimización propuesta y las técnicas de 
regularización elegidas. 
 
El protocolo propuesto se usa para predecir varias series del mundo real, entre estas  
las de precios de electricidad en Colombia y Brasil; a pesar de que el pronóstico de estas dos 
series es particularmente difícil debido a que su dinámica es no lineal, cambiante en el tiempo 
y poseen una gran cantidad de variables explicativas; el protocolo permitió encontrar modelos 
con mejor capacidad de predicción, que otras aproximaciones propuestas en la literatura, como 
los MLP o modelos ARIMA.  
 
A continuación se presenta un resumen de las principales conclusiones  encontradas 
durante esta investigación. Como avances generales de orden conceptual y metodológico se 
consideran como los más importantes, a los siguientes: 
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1. La primera contribución de este trabajo en el campo de la predicción es la 
incorporación de las redes CASCOR en el conjunto de técnicas disponibles en la 
literatura para éste propósito. Las cuales permiten encontrar modelos con  
mejor capacidad de predicción que otras disponibles en la literatura.  
 
Además, se realiza una contribución metodológica al desarrollar un protocolo 
de selección para este tipo de redes, el cual incluye técnicas de regularización y 
un algoritmo robusto de optimización; si bien, permite obtener buenos 
resultados en el pronóstico de series de tiempo, no se descarta que pueda ser 
usado en otras tareas como clasificación. 
 
2. En el campo de la Inteligencia Computacional, se avanza en el modelado de 
series de tiempo no lineales al presentar un protocolo de especificación de las 
redes CASCOR que soluciona a algunos de las dificultades que se presentan al 
usar MLP, permitiendo encontrar mejores modelos.  El protocolo presentado se 
fundamenta en el aprendizaje constructivo propio de las redes CASCOR el cual 
permite a la red por sí misma encontrar la cantidad necesaria neuronas en la 
capa oculta. En la misma vía, incorpora una técnica lo suficientemente robusta 
como para estimar los parámetros del modelo y algunas estrategias de 
regularización para controlar el problema de sobreajuste. 
 
3. Desde la economía energética, el protocolo planteado ha permitido modelar la 
dinámica compleja de los precios de la electricidad de Colombia y Brasil; y 
realizar su predicción con una precisión superior a la de otros modelos 
comúnmente utilizados, como MLP o ARIMA. De este modo un aporte adicional 
es la inclusión de la técnica de las redes CASCOR en el listado de herramientas 
disponibles para el pronóstico de series de precios de electricidad. 
 
A continuación se presentan los logros alcanzados en relación a los objetivos de la 
investigación planteados: 
 
1. Objetivo: Comparar diferentes metodologías de optimización con el algoritmo de 
aprendizaje de CASCOR para determinar cuál es técnica sería la más apropiada para 
optimizar este tipo de red neuronal. 
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La estimación de los parámetros de una red neuronal, especialmente de un MLP y 
una red CASCOR,  se caracteriza por ser un problema particularmente difícil debido a la 
multitud de puntos de mínima que hacen que las técnicas de gradiente sean de poca 
utilidad. La variante de Rprop, iRprop+, permite encontrar mejores soluciones que 
Estrategias de Evolución en el entrenamiento de modelos de redes MLP. Entonces, dado 
que la optimización de una red CASCOR es similar a la del MLP (a partir de un MLP se 
puede obtener una red CASCOR), se desarrolla el algoritmo ConRprop (constrained 
RPROP), basado en la técnica iRprop+ que permite resolver problemas de optimización 
restringida y por ende optimizar los parámetros de una red CASCOR.  
 
En ésta tesis, se demostró experimentalmente que las redes CASCOR optimizadas 
con ConRprop poseen mejor capacidad para capturar dinámicas no lineales en 
comparación con otras arquitecturas clásicas tales como los MLP optimizados con 
iRprop+. Entonces, el algoritmo ConRprop es una técnica apropiada para superar el 
problema de la estimación de los parámetros de la red CASCOR. 
 
2. Proponer un esquema de regularización, para la estimación de redes CASCOR que 
permita una mejor generalización para utilizarlo en el desarrollo de los objetivos 
restantes de esta tesis. 
 
Otro de los problemas de realizar el pronóstico de series de tiempo con redes 
neuronales es el sobreajuste, las redes CASCOR no son inmunes a esta problemática, la 
cual es controlada en los MLP mediante estrategias de regularización. Entonces, en ésta 
tesis se incorporan en la arquitectura de las redes CASCOR las estrategias de 
regularización de regresión en cadena y de eliminación y descomposición de pesos; y se 
demuestra experimentalmente  que tal incorporación permite encontrar modelos con 
mejor capacidad de predicción. 
 
3. Desarrollo de un protocolo de selección (entradas a la red, configuración de la red y 
parámetros óptimos) de redes CASCOR para la predicción de series de tiempo que 
incorpore el esquema de regularización propuesto y el algoritmo de optimización 
seleccionado. 
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En esta tesis se ha desarrollado un protocolo de selección de redes CASCOR para la 
predicción de series de tiempo que agrupa en un solo marco metodológico la mayoría 
de los aportes de esta investigación. El protocolo incluye los siguientes aspectos: la 
selección de configuración, la selección de las entradas (rezagos), la optimización de los 
parámetros, y la regularización de las redes CASCOR. 
 
En el desarrollo del protocolo se muestra que la selección de la cantidad de 
neuronas en la capa oculta se encuentra inmersa en la propia arquitectura de la red 
CASCOR, es decir, la misma red es capaz de encontrar la cantidad adecuada de 
neuronas. Sin embargo, la red puede sobreajustar los datos, entonces se logra incluir en 
la especificación de las redes CASCOR algunas estrategias de regularización usadas en 
MLP; además, se explica selección de las entradas a la red (rezagos) se controla 
implícitamente mediante las estrategias de regularización de eliminación y 
descomposición de pesos.  
 
4. Aplicar el protocolo de selección propuesto para pronosticar varias series de referencia 
(benchmark), con el fin de comprobar si la regularización y el protocolo propuesto 
producen mejores resultados que otras aproximaciones propuestas en la literatura. 
 
El protocolo propuesto fue aplicado para predecir las series de “Pasajeros De Una 
Aerolínea” y “Linces Canadienses”, los resultados arrojaron que el protocolo propuesto 
permite encontrar modelos con mejor capacidad de predicción que otras propuestas en 
la literatura como MLP, ARIMA, ANN, y DAN2 (A Dynamic Architecture for Artificial 
Neural Networks). 
 
En este trabajo se ha mostrado que el protocolo desarrollado permite predecir 
series de tiempo con mayor precisión que otras aproximaciones propuestas en la 
literatura como DAN2, MLP, ANN, ARIMA. Los buenos resultados conseguidos respecto 
a otras técnicas, posibilitan la incorporación de las redes CASCOR en el conjunto de 
herramientas disponibles para el pronóstico de series de tiempo. 
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5. Aplicar el protocolo de selección propuesto para pronosticar varias series de precios de 
la electricidad en mercados de corto plazo liberalizados, con el fin de comprobar si la 
regularización y el protocolo propuesto producen mejores resultados que otras 
aproximaciones que se han reportado en la literatura.  
 
El protocolo de selección propuesto fue aplicado para predecir el precio promedio 
mensual de los contratos despachados en la bolsa de energía de Colombia y el precio de 
la electricidad en Brasil. De su aplicación los resultados indican que el protocolo 
produce mejores resultados que los MLP y ARIMA. Así se ha mostrado que el protocolo 
desarrollado permite predecir series de tiempo tan complejas como las de los precios 
de electricidad con mayor precisión que otras aproximaciones propuestas en la 
literatura como MLP y ARIMA. Los buenos resultados conseguidos respecto a otras 
técnicas, posibilitan la incorporación de las redes CASCOR en el conjunto de 
herramientas disponibles para el pronóstico de series de tiempo de precios de la 
electricidad. 
 
Si bien en esta tesis se realizan aportes conceptuales, metodológicos y prácticos entorno 
al problema de predicción de series de tiempo con redes CASCOR, quedan varios interrogantes 
inexplorados que pueden dar lugar a otras investigaciones sobre la problemática abordada, 
algunos de ellos son: 
 
 Existen otras técnicas de regularización que no fueron contempladas en esta 
investigación debido a que su implementación es compleja, por ejemplo 
regularización basada en la Hesiana, la cual utiliza información de la segunda 
derivada de la superficie del error para controlar la magnitud de los parámetros 
de la red (Haykin, 1999). Y no se ha comprobado si esta estrategia permite 
encontrar modelos de red CASCOR con mejor capacidad de predicción. 
 Anders y Korn (1999) estudian cómo se puede realizar la selección del modelo en 
redes neuronales usando técnicas estadísticas como pruebas de hipótesis, 
criterios de información y validación cruzada. En esta investigación no se 
contempló la incorporación de dichas técnicas en la arquitectura de las redes 
CASCOR, ni mucho menos se comprobó si tales técnicas aportan al problema de 
predicción. 
80 
 
 En cuanto a la selección de las entradas a la red, desde el punto de vista de la 
inteligencia artificial se pueden encontrar aproximaciones interesantes sobre 
cómo seleccionar los rezagos para redes neuronales, por ejemplo, Simon y 
Verleysen proponen utilizar información mutua de alta dimensión para 
seleccionarlos (Simon y Verleysen, 2006).  Mientras que desde el punto de vista 
de la estadística se tienen varios criterios para seleccionar los rezagos de un 
modelo de regresión, entre ellos el de Akaike y Schwarz (McQuarrie y Tsai, 1998) 
(Palit y Popovic, 2005). En éste trabajo no se profundizó en la selección inicial 
automática de las entradas a la red, dado que no hace parte del alcance de este 
trabajo; sin embargo, se deja abierto este tópico como trabajo futuro. 
 
  
 
 
81 
 
Bibliografía 
ANDERS, U. and O. KORN. 1999. Model selection in neural networks. Neural Networks., pp.309-
323. 
ANGELUS, A. 2001. Electricity price forecasting in deregulated markets. The Electricity Journal. 
13(4), pp.32-41. 
ARMSTRONG, M., S. COWAN, and J. VICKERS. 1994. Regulatory Reform: Economic Analysis and 
British Experience. Cambridge: The MIT Press. 
BAUM, E. B. and D. HAUSSLER. 1989. What size net gives valid generalization? Neural 
Computation. 1(1), p.151–160. 
BOX, G. and G. JENKINS. 1976. Time series analysis, forecasting and control. San Francisco, 
Holden-Day. 
BUNN, D. 1998. Reflections on the progress of electricity re-structuring, privatisation and 
regulation in the UK during 1988–1998. In: XXXIII Reunión de Altos Ejecutivos C.I.E.R. 
CAMPBELL, M. J. and A. M. WALKER. 1977. A survey of statistical work on the mackenzie river 
series of annual canadian lynx trappings for the years 1821–1934 and a new analysis. 
Journal of the Royal Statistical Society. 140(4), p.411–431. 
CONEJO, A., J. CONTRERAS, R. ESPÍNOSA, and M. PLAZAS. 2005. Forecasting electricity prices 
for a day-ahead pool-based electric energy market. International Journal of Forecasting., 
p.435–462. 
COTTRELL, M., B. GIRARD, Y. GIRARD et al. 1995. Neural modeling for time series: A statistical 
stepwise method for weight elimination. IEEE Transactions on Neural Networks. 6(6), 
p.1355–1364. 
CYBENKO, G. 1989. Approximation by superpositions of a sigmoidal function. Mathematics of 
Control: Signals and Systems. 2, p.202–314. 
DARBELLAY, G. and M. SLAMA. 2000. Forecasting the short-term demand for electricity: do 
neural networks stand a better chance? International Journal of Forecasting. 16, p.71–83. 
DE GROOT, C. and D. WURTZ. 1991. Analysis of univariate time series with connectionist nets: 
A case study of two classical examples.Neurocomputing. Neurocomputing. 3, p.177–192. 
DE MEDEIROS, L. 2004. Previsão do Preço Spot no Mercado de Energia Elétrica. PhD thesis, 
Pontificia Universidade Católica do Rio de Janeiro. 
DUTOIT, X., B. SCHRAUWEN, J. VAN CAMPENHOUT et al. 2009. Pruning and Regularization in 
Reservoir Computing. Neurocomputing., pp.1534 - 1546. 
82 
 
ENGLE, R. F. 1982. Autoregressive Conditional Heterocedasticity whit Estimates of the 
Variance of United Kingdom Inflation. Econometrica. 50(4), pp.987-1008. 
FAHLMAN, Scott E. and Christian LEBIERE. 1990. The Cascade-Correlation Learning 
Architecture. Advances in Neural Information Processing Systems. 2, pp.524-532. 
FARAWAY, Julian and Chris CHATFIELD. 1998. Time series forecasting with neural networks: A 
comparative study using the airline data. Applied Statistics. 47(2), p.231–250. 
FUNAHASHI, K. 1989. On the approximate realization of continuous mappings by neural 
networks. Neural Neworks. 2, p.183–192. 
GARETA, R., A. GIL, A. MONZÓN, and L.M. ROMEO. 2004. Las redes neuronales como 
herramienta para predecir el precio de la energía eléctrica. Energía: Ingeniería energética 
y medioambiental. 30(180), p.67—72. 
GEMAN, S., E. BIENENSTOCK, and R. DOURSAT. 1992. Neural networks and the bias/variance 
dilemma. Neural Computation. 4(1), p.1–58. 
GENÇAY, R. and T. LIU. 1997. Nonlinear modelling and prediction with feedforward and 
recurrent networks. Physica D: Nonlinear Phenomena. 108(1-2), pp.119-134. 
GHIASSI, M., H. SAIDANE, and D.K. ZIMBRA. 2005. A dynamic artificial neural network model 
for forecasting time series events. International Journal of Forecasting. 21(2), pp.341-
362. 
HAYKIN, Simon. 1999. Neural Networks: A Comprehensive Foundation. New Jersey: Prentice 
Hall. 
HERAVI, S., D. OSBORN, and C. BIRCHENHALL. 2004. Linear versus neural network forecasts 
for european industrial production series. International Journal of Forecasting. 20, 
p.435–446. 
HINTON, G.E. 1989. Connectionist learning procedures. Artificial Intelligence., p.185–243. 
HIPPERT, H.S., D.W. BUNN, and R.C. SOUZA. 2005. Large neural networks for electricity load 
forecasting: Are they overfitted? International Journal of Forecasting. 21(3), pp.425 - 434. 
HIPPERT, H.S., C.E. PEDREIRA, and R.C. SOUZA. 2001. Neural networks for short-term load 
forecasting: a review and evaluation. IEEE Transactions on Power Systems. 16(1), pp.44 - 
55. 
HOERL, A. E. and R. W. KENNARD. 1970. Ridge Regression: Biased Estimation for 
Nonorthogonal Problems. Technometrics. 12(1), p.55–67. 
HOFFMEISTER, F. and J. SPRAVE. 1996. Problem-independent handling of constraints by use of 
metric penalty functions. Evolutionary Programming., p.289–294. 
 
 
83 
 
HONG, Y. and C. LEE. 2005. Aneuro-fuzzy price forecasting approach in deregulated 
electricitymarkets. Electric Power Systems Research., p.151–157. 
HOPfiELD, J.J. 1982. Neural networks and physical systems with emergent collective 
computational abilities. Proceedings of the National Academy of the Sciences of the U.S.A. 
79, pp.2554-2558. 
HORNIK, K., M. STINCHCOMBE, and H. WHITE. 1989. Multilayer feedforward networks are 
universal approximators. Neural Networks. 2, p.359–366. 
HORNIK, K., M. STINCHCOMBE, and H. WHITE. 1989. Multilayer feedforward networks are 
universal approximators. Neural Networks. 2(5), p.359–366. 
HU, M.J.C. 1964. Application of the ADALINE system to weather forecasting. Stanford, CA: Master 
Thesis, Technical Report 6775-1, Stanford El. Lab. 
HYNDMAN, R.J. and Y. KHANDAKAR. 2008. Automatic time series forecasting: The forecast 
package for R. Journal of Statistical Software. 26(3). 
IGEL, C. and M. HÜSKEN. 2000. Improving the Rprop learning algorithm. In: Proceedings of the 
Second International Symposium on Neural Computation, NC2000, ICSC Academic Press, 
pp.115-121. 
KAASTRA, I. and M. BOYD. 1996. Designing a neural network for forecasting financial and 
economic series. Neurocomputing., pp.215-236. 
KADOGIANNIS, V. and A. LOLIS. 2002. Forecasting financial time series using neural network 
and fuzzy system-based techniques. Neural Computing and Application. 11, pp.90-102. 
KOHONEN, T. 1982. Self-organized formation of topologically correct feature maps. Biological 
Cybernetics. 43, p.59–69. 
KROGH, A. and J. A. HERTZ. 1992. A simple weight decay can improve generalization. In: J. E. 
MOODY, S. J. HANSON, and R. P. LIPPMANN, (eds). Advances in Neural Information 
Processing Systems, San Mateo, CA: Morgan Kaufmann, p.950–957. 
KUAN, C. and T. LIU. 1995. Forecasting exchange rates using feedforward and recurrent neural 
networks. Journal of Applied Econometrics. 10, p.347–364. 
LAWRENCE, S. and C. L. GILES. 2000. Overfitting and Neural Networks: Conjugate Gradient and 
Backpropagation. In: International Joint Conference on Neural Networks, IEEE Press, 
pp.114-119. 
LECUN, Yann, Leon BOTTOU, Genevieve B. ORR, and Klaus Robert MULLER. 1999. Efficient 
BackProp. In: Gerhard Goos KARLSRUHE, Juris Hartmanis CORNELL, and Jan van 
Leeuwen UTRECHT, (eds). Neural Networks: Tricks of the Trade, Berlin: Springer, p.432. 
84 
 
LEE, T. H., H. WHITE, and C.W.J. GRANGER. 1993. Testing for neglected nonlinearity in time 
series models. Journal of Econometrics. 56, pp.269-290. 
LU, X., Z. DONG, and X. LI. 2005. Electricity market price spike forecast with data mining 
techniques. Electric Power Systems Research. 73(1), p.19–29. 
MAKRIDAKIS, S.G., S.C. WHEELWRIGHT, and R.J. HYNDMAN. 1998. Forecasting: Methods and 
applications. New York: John Wiley & Sons. 
MARQUARDT, Donald W. and Ronald D. SNEE. 1975. Ridge regression in practice. The American 
Statistician. 29(1), pp.3-20. 
MASTERS, Timothy. 1993. Practical neural network recipes in C++. New York: Academic Press. 
MCQUARRIE, A. D. R. and C. L. TSAI. 1998. Regression and Time Series Model Selection. World 
Scientific. 
MISHRA, S. and S.K. PATRA. 2009. Short term load forecasting using a novel recurrent neural 
network. International Journal of Computational Intelligence: Theory and Practice. 4(1), 
pp.39-45. 
MOODY, J. E. 1992. The effective number of parameters: An analysis of generalization and 
regularization in nonlinear learning systems. In: J. E. MOODY, S. J. HANSON, and D. S. 
TOURETZKY, (eds). Advances in Neural Information Processing Systems, Morgan 
Kaufmann, p.847–854. 
NELLES, O. 2000. Nonlinear System Identification: From Classical Approaches to Neural 
Networks and Fuzzy Models. New York: Springer-Verlag. 
NOGALES, F. J., J. CONTRERAS, A. J. CONEJO, and R. ESPINOLA. 2002. Forecasting Next-Day 
Electricity Prices by Time Series Models. IEEE Transactions on Power Systems. 17(2), 
pp.342 - 348. 
ORTÍZ, Diana M., Fernan A. VILLA, and Juan D. VELÁSQUEZ. 2007. Una Comparación entre 
Estrategias Evolutivas y RPROP para la Estimación de Redes Neuronales. Avances en 
Sistemas e Informática. 4(2), p.135–144. 
PALIT, Ajoy K. and Dobrivoje POPOVIC. 2005. Computational Intelligence in Time Series 
Forecasting. London: Springer. 
PARK, D.C., M.A. EL-SHARKAWI, R.J., II MARKS et al. 1991. Electric load forecasting using an 
artificial neural network. IEEE Transactions on Power Systems. 6(2), pp.442 - 449. 
PARLOS, A.G., O.T. RAIS, and A.F. ATIYA. 2000. Multi-step-ahead prediction using dynamic 
recurrent neural networks. Neural Networks. 13, pp.765-786. 
PILIPOVIC, D. 1998. Energy Risk. Valuing and Managing Energy Derivates. McGraw–Hill. 
 
 
85 
 
RAO, T. S. and M. GABR. 1984. An introduction to bispectral analysis and bilinear time series 
models. Lecture Notes in Statistics. 24, p.528–535. 
RAST, M. 1997. Forecasting Financial Time Series with Fuzzy Neural Networks. IEEE 
lnternational Conference on Intelligent Processing Systems, pp.432-434. 
RECHENBERG, I. 1965. Cybernetic solution path of an experimental problem. Royal Air Force 
Establishment. 
RECHENBERG, I. 1973. Evolutionsstrategie: Optimierung technischer Systeme. Frommann-
Holzboog. 
RIEDMILLER, M. 1994. Advanced supervised learning in multi-layer perceptrons – from 
backpropagation to adaptive learning algorithms. Computer Standards and Interfaces. 16 
, p.265–278. 
RIEDMILLER, M. and H. BRAUN. 1993. A direct adaptive method for faster backpropagation 
learning: The RPROP algorithm. In: Proceedings of the IEEE International Conference on 
Neural Networks, IEEE Press, p.586–591. 
RIVALS, I. and L. PERSONNAZ. 1998. Neural Networks construction and selection in nonlinear 
modeling. IEEE Transactions on Neural Networks. 4(14), p.804—819. 
SARLE, W. 1994. The 19th Annual SAS Users Group Int. Conference. In: Neural networks and 
statistical models. Cary, North Carolina: SAS Institute, p.1538–1550. 
SCHWEFEL, H-P. 1965. Kybernetische Evolution als Strategie der experimentellen Forschung 
in der Stromungstechnik. Technische Universitat Berlin. 
SCHWEFEL, H-P. 1975. Evolutionsstrategie und numerische Optimierung. Technische 
Universitat Berlin. 
SIMON, Geoffroy and Michel VERLEYSEN. 2006. Lag Selection for Regression Models Using 
High-Dimensional Mutual Information. In: European Symposium on Artificial Neural 
Networks. Bruges (Belgium): ESANN'2006 Proceedings, pp.395 - 400. 
STEINER, F. 2000. Regulation, industry structure and performance in the electricity supply 
industry. OECD Economic Studies. 32. 
SWANSON, N. and H. WHITE. 1997a. A model selection approach to real time macroeconomic 
forecasting using linear models and artificial neural networks. Review of Economics and 
Statistics. 39, p.540–550. 
SWANSON, N. and H. WHITE. 1997b. Forecasting economic time series using adaptive versus 
nonadaptive and linear versus non-linear econometric models. International Journal of 
Forecasting. 13, p.439–461. 
86 
 
TERÄSVIRTA, T., C. F. LIN, and C.W.J. GRANGER. 1993. Power of the neural network linearity 
test. Journal of Time Series Analysis. 14, pp.209-220. 
TSAY, R. 2002. Analysis of Financial Time Series: financial econometrics. University of Chicago. 
VELÁSQUEZ, J. D., I. DYNER, and R. C. SOUSA. 2007. ¿Por qué es tan difícil obtener buenos 
pronósticos de los precios de la electricidad en mercados competitivos? Cuadernos de 
Administración., p.259 – 282. 
VELÁSQUEZ, J. D., R. DYNER, and R. C. SOUZA. 2005. Predicción Condicional del Precio Mensual 
de Bolsa basada en Escenarios de Eventos Hidrológicos Extremos. In: VII Seminario 
Internacional sobre Análisis y Mercados Energéticos & I Seminario CERES. Bogotá, 
Colombia. 
VELÁSQUEZ, J. D. and L. M. GONZÁLEZ. 2006. Modelado del índice de cambio real colombiano 
usando redes neuronales artificiales. Cuadernos de Administración. 32(19), pp.319-336. 
VELÁSQUEZ, J. D. and S. F. MONTOYA. 2005. Modelado del índice de precios al consumidor 
usando un modelo híbrido basado en redes neuronales artificiales. Revista Dyna. 
72(147), p.85–93. 
VELÁSQUEZ, J. D. and F. A. VILLA. 2008. Una comparación entre perceptrones multicapa y 
redes cascada correlacion para el pronostico de series de tiempo. In: C. M. ZAPATA and G. 
L. GIRALDO, (eds). Tendencias en Ingeniería de Software e Inteligencia Artificial, Medellín, 
Colombia: LitoNueve, pp.67-74. 
VILLA, Fernán A., Juan D. VELÁSQUEZ, and Patricia JARAMILLO. 2009. Conrprop: un algoritmo 
para la optimización de funciones no lineales con restricciones. Revista Facultad de 
Ingeniería Universidad de Antioquia., pp.188-194. 
VILLA, Fernán A., Juan D. VELÁSQUEZ, and Reinaldo C. SOUZA. 2008. Una aproximación a la 
regularización de redes cascada-correlación para la predicción de series de tiempo. 
Investigación Operacional., pp.151-161. 
WAUGH, S. and A. ADAMS. 1995. Pruning within Cascade-Correlation. In: IEEE International 
Conference on Neural Networks, Perth, WA, Australia: IEEE Press, pp.1206-1210. 
WEIGEND, Andreas S., David E. RUMELHART, and Barnardo A. HUBERMAN. 1991. 
Generalization by weight-elimination with application to forecasting. In: R. P. LIPPMANN, 
J. E. MOODY, and D. S. TOURETZKY, (eds). Advances in Neural Information Processing 
Systems, San Mateo, CA, USA: Morgan Kaufmann Publishers Inc., p.875–882. 
WERBOS, P.J. 1974. Beyond Regression: New tool for prediction analysis in the behavioural 
sciences. Cambridge, MA: Ph.D. Thesis, Harvard University. 
 
 
87 
 
WHITE, H. 1989. An additional hidden unit test for neglected nonlinearity in multilayer 
feedforward networks. In: In Proceedings of the International Joint Conference on Neural 
Networks. Washington, DC: IEEE Press, NY, pp.451-455. 
WOLPERT, D. 1997. On bias plus variance. Neural Computation. 9(6), p.1211–1243. 
YAN, X-B., Z. WANG, S-H. YU, and Y-J. LI. 2005. Time Series Forecasting with RBF Neural 
Network. Proceedings of the Fourth International Conference on Machine Learning and 
Cybernetics., pp.4680-4683. 
ZHANG, G. 2003. Time Series forecasting using a hybrid ARIMA and neural network model. 
Neurocomputing. 50, p.159–175. 
ZHANG, D., Y. HAN, X. NING, and. LIU. 2008. A Framework for Time Series Forecasts. 
Proceedings ISECS International Colloquium on Computing, Communication, Control, and 
Management. 1, pp.52-56. 
ZHANG, Guoqiang, B. Eddy PATUWO, and Michael Y. HU. 1998. Forecasting with artificial 
neural networks: the state of the art. International Journal of Forecasting. 14(1), pp.35-
62. 
 
 
 
 
 
Gracias Dios y la Virgen María por 
Permitirme Culminar Exitosamente  
Mi Investigación en Maestría. 
Y a mis Ángeles por Guiarme 
En Mi Camino. 
 
 
