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Summary
The radio spectrum is the fundamental resource upon which all radiocommunication services 
depend. It is utilised for a vast array of different services over land, sea, air and space, and brings 
an enormous benefit to society. However, it also brings stringent demands for its management, at 
both national and international levels, in order to ensure that the services that have been allocated 
bands are not subjected to interference. Current methods of radio spectrum management are based 
around rigid, fixed allocations of bands for use by particular services. The demand for the 
spectrum is increasing, but the levels of spectrum available are not matching the demand. This is 
compounded by the convergence of radio systems, which makes the allocation of bands for 
precisely defined categories of service appear less relevant. Therefore, current radio spectrum 
management is faced with a need to improve the efficiency of spectrum use, and adapt to the 
challenges imposed by convergence.
This thesis presents and investigates a new method for utilising spectrum that is cooperatively 
shared between two radio systems. Most radio systems are subject to inherent time-varying 
demands for their spectral resources, and it is proposed that these variations can be exploited, 
together with the coordination enabled through a converged multi-radio system, to improve the 
efficiency of spectrum usage. This is studied on several levels. A theoretical model for the 
potential spectrum efficiency gains achievable from the time-varying demands on the networks is 
derived. An algorithm is developed to reallocate the spectrum dynamically to the networks, and 
different aspects of this algorithm are investigated by simulation to analyse its performance. 
Furthermore, the impact of external factors, outside of the algorithm’s control, is studied, to 
observe the effect on the performance. Finally, the results of the simulated investigations are 
brought together, and compared to the theoretical model.
Keywords: Dynamic Spectrum Allocation, Multi-Radio Environments, Radio Spectrum
Management, Cellular and Broadcast Convergence.
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 Improving the Efficiency of Radio Spectrum Utilisation
The radio spectrum is the fundamental resource upon which all radiocommunication services 
depend. The radio spectrum is a naturally occurring phenomenon, and makes up a part of the 
electromagnetic spectrum. It has been utilised by man to transmit messages and information since 
1894, and is now used for a wide variety of different services based on land, sea, air, and space, 
for a vast array of purposes such as entertainment, personal communication, navigation, and 
emergency services. These services not only bring with them an enormous benefit to society, but 
also a large demand in terms of management and regulation of its use. Over time, the radio 
spectrum has become an increasingly important resource for telecommunications. Without the 
natural resource of the radio spectrum, this form of communication would be fundamentally 
impossible.
Today, many different distinct radio systems exist, which aim to deliver a variety of services 
using the radio spectrum. These different networks have evolved from diverse backgrounds and 
beginnings. For example, the BBC has been broadcasting in the UK since 1922, whereas the first 
mobile communications call was made by Vodafone as recently as 1985. However, even though 
these fields come from very different backgrounds, they can be observed to be slowly converging. 
The present time is characterised by strong developments in digital communications technologies 
for both person-to-person communications and broadcasting. This is typified by the roll outs of 
both the Universal Mobile Telecommunications System (UMTS) 3’^'^ generation mobile 
communications networks and Digital Video Broadcasting - Terrestrial (DVB-T) digital broadcast 
systems, which are now both commercially operational.
These technologies are flexible enough to permit the delivery of similar content and services 
through either of the types of system. Furthermore, they have attributes that make their joint 
operation complementary, rather than competitive. Therefore, it is envisaged that there is 
significant potential to be gained from operating these types of networks in a cooperative manner. 
There is also substantial research currently ongoing into how these different types of networks can
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integrated with a common core network. This corresponds to complete convergence between 
different types of radio system, and forms what is known as a multi-radio environment, or hybrid 
network.
However, emerging radio systems are faced with a difficult task to gain access to the radio 
spectrum required to operate their services. This is because many portions of the radio spectrum 
are congested, and finding space for new services can be problematic. In addition, access to a 
block of spectrum can be very expensive, as demonstrated by the licences for the generation 
mobile communications systems, which cost £22.5billion in the UK alone between five operators. 
Therefore, potential operators can face a difficult financial position, before the networks are even 
operational. Furthermore, gaining access to the radio spectrum can also be a very slow process, 
due to the amount of regulation and international coordination that is required.
These issues show that efficient management of the radio spectrum is crucial, in order to facilitate 
effective access to it. This is especially true since the radio spectrum, whilst not consumed 
through use, is finite in its size. The current way that the spectrum is allocated is mainly through 
fixed assignments to different radio standards and operators, and these allocations may be 
separated by guard bands. However, these allocations may not always be fully utilised, due to 
inherent variations in the demands on the radio resource. Therefore, although the spectrum may 
be congested in terms of its allocations, these are frequently not fully utilised, suggesting that the 
spectrum is not always efficiently exploited.
The hypothesis presented here is that the efficiency of spectrum use can be improved through 
exploitation of the variations in the demands on the radio systems, combined with the enabling 
technologies of converging radio networks and multi-radio environments. This work develops a 
model showing how the spectrum efficiency can be increased by making use of time-varying 
demands seen on different radio systems. By utilising the combined and cooperative nature of 
multi-radio environments it is suggested that an overall block of spectrum can be shared between 
the systems, in order to benefit both the individual networks, and the overall system. A theoretical 
model is developed for the efficiency improvements that can be attained, and algorithms are 
suggested to implement the sharing operation in a dynamic simulation model. The operation and 
performance of the algorithms are thoroughly investigated and compared to the theoretical model.
It should be noted that this work only aims to investigate and develop technical solutions to the 
stated problem, and does not address the political issues involved with spectrum management in 
depth. In particular, it does not recommend the removal of regulation of the spectrum, or the 
suggestion that any particular block of spectrum should be reallocated for another purpose. It 
stands as a technical approach to how the efficiency of certain spectrum allocations can be
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improved, and the accompanying regulatory and political issues are left for investigation by the 
appropriate administrations.
1.2 Structure of Thesis
The thesis is organised into eight chapters. Chapter 2 outlines the current methods used for radio 
spectrum management. This defines what the radio spectrum is, and how it fits into the overall 
electromagnetic spectrum. This chapter describes the current ways of managing the radio 
spectrum and how it is regulated. The roles of the different organisations, ranging from the 
national, regional and international levels, are outlined, particularly focusing on the role of the 
International Telecommunications Union (ITU). The chapter also considers the current methods 
by which operators are assigned spectrum on a national level, and how the regulators select which 
operators are given access to the spectrum. The possible ways of measuring the efficiency of the 
spectrum usage is discussed, before two possible shortcomings of current spectrum management 
are outlined. These two shortcomings are variations in the usage of the spectrum, and the 
increasing convergence between systems.
Chapter 3 discusses the issues of radio network convergence in more detail. This reviews the 
concepts of multi-radio environments. It begins by covering an important precursor to the multi­
radio environment, which was the concept of hierarchical cell structures. This raises the issue that, 
although this subject has largely declined in its research interest, the main points that were 
investigated there are still valid for multi-radio systems. The structure of multi-radio networks are 
discussed, before the main scenario under investigation in this thesis is introduced, which is a 
converged cellular and broadcast system. The advantages of combining cellular and broadcast are 
outlined, in terms of how they can act as complementary systems. The final part of the chapter 
describes the specific scenario being investigated here, in terms of how it is constructed from 
different entities, and discusses how they can fit together into an overall architecture.
Chapter 4 introduces the concepts of dynamic spectrum allocation (DSA) that this thesis 
investigates in detail. This outlines the spectrum allocation problem that is being investigated, and 
the scope of the research that was undertaken. The possible schemes that can be used to realise 
DSA are discussed, starting with methods that already exist in the literature. Interest in this topic 
from the regulators is mentioned, before related technical work is described. Three different ways 
of achieving DSA are described, and the method that is investigated thoroughly in this thesis, 
called contiguous DSA, is explained in detail. The remainder of Chapter 4 is then spent in the 
derivation of a theoretical model for the performance of contiguous DSA, which aims to predict 
the spectrum efficiency gains possible from this scheme. This theoretical model is then used to 
compare with simulated results from later chapters.
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Chapter 5 describes the design and operation of the algorithm that has been developed to 
implement the contiguous DSA strategy in a real-time dynamic system, under the constraints of 
realistic operational parameters. The overall algorithm is made up of several different sections, 
and each of these is described in detail with flowcharts. For many of the separate parts of the 
algorithm, several different sub-algorithms are studied, and each of these is outlined. Once the 
developed algorithms have been thoroughly explained, the simulator that has been constructed to 
evaluate the performance of the algorithms is described. The structure of the simulator and the 
parameters and models used are outlined. The remainder of the chapter shows initial results on the 
performance of the contiguous DSA scheme, and compares the results obtained to the theoretical 
ones.
Chapter 6 takes the study of the contiguous DSA strategy further, by performing an analysis on all 
the different algorithms that have been found to implement the scheme. The issues of the 
allocation algorithms that decide on the spectrum allocations that will be made during times of 
congestion are investigated, and several algorithms are studied through simulations. Next, 
different algorithms are studied that manage the distribution of the traffic over the spectrum 
allocated to the networks, and these aim to increase the fairness of the DSA schemes in 
distributing the spectrum to the networks. Lastly in this chapter, the issue of how often the DSA 
algorithm needs to be run, in order to deliver good performance and reliable operation, is 
considered. This has important impacts on many aspects of the DSA scheme, and these are 
discussed and analysed.
Chapter 7 studies the impact on the performance of the DSA algorithms of factors external to the 
control of the algorithm itself. The first one of these is the overall amount of spectrum that is 
available for use by the DSA schemes. Specifically, this looks at how this relates to the level of 
quantisation of the spectrum, due to its division into radio carriers. The second part of the chapter 
investigates the effects of unexpected changes in the time-varying demands seen on the networks. 
This studies several scenarios that could occur, and analyses how the algorithms can cope with 
these, and how they can adapt through the use of load prediction schemes. The use of a converged 
cellular and broadcast system, as is investigated here, can also motivate the operation of 
cooperative service delivery over the networks, and this chapter investigates how this can have an 
impact on the performance of DSA. Finally in this chapter, all of the DSA work investigated is 
brought together by taking the best performing aspects of the DSA algorithm and the most 
favourable external factors, and simulating the performance in this ideal scenario and comparing 
it to the theoretical performance.
Finally, in Chapter 8, conclusions are drawn on the overall work described in this thesis, and 
suggestions are made for further study.
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1.3 Novel Work Undertaken
There have been several new areas of work undertaken and described in this thesis. The area of 
dynamic spectrum allocation is a new field, and there has previously been little established 
technical work performed and published. Specifically, the following novel aspects of investigation 
are presented:
• Theoretical model for DSA. This work develops and evaluates a theoretical model for 
the spectrum efficiency gains achievable from the DSA concept.
• Overall contiguous DSA operation and algorithm. The overall operation of the 
contiguous DSA for adapting to temporal variations in traffic demand, and the structure of 
the algorithm developed to implement this are novel.
• Allocation algorithms. The algorithms developed and investigated to distribute the 
spectrum to the networks in congestion conditions are new.
• Carrier traffic management schemes. The development and study of the schemes to 
improve the fairness of the DSA schemes through the locking of radio carriers and 
selective call dropping is novel.
• Impact of reallocation time on DSA. The study into the effect of how often the DSA is 
performed, and what effect this can have on the overall algorithm and its dependencies is 
original.
• External factors affecting DSA. The study of the factors affecting the DSA 
performance, specifically on the amount of spectrum available and the impact of changes 
in the temporal traffic patterns due to either unexpected changes in user behaviour or 
interactions with schemes to share services over the networks, is new.
During the course of the research presented here, several journal and conference papers have been 
published. A list of these publications can be found in Appendix A.
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2 Radio Spectrum Management
This chapter outlines the current methods that are used for the management and regulation of the 
radio spectrum. In particular, this gives a background to what the radio spectrum is, and how its 
exploitation has evolved. In order to give a background to the current methods of radio spectrum 
management, the roles of the different players involved are outlined, particularly focusing on the 
role of the International Telecommunications Union, as well as the regulators on a national level. 
Following this, some identified shortcomings of current spectrum management are described, 
which provide the foundation of the goals of the work presented here.
2.1 The Electromagnetic Spectrum & Radio
The radio spectrum, as a natural resource, has always been present. It is part of the 
electromagnetic spectrum, and makes up the lower frequencies and longer wavelengths. Our 
understanding of the electromagnetic spectrum is based on the work of pioneers such as Michael 
Faraday and James C. Maxwell, who developed much of the theory behind its behaviour. 
However, it was only first practically utilised by man in 1886-7, with the experiments of Heinrich 
Hertz, who was the first to experimentally demonstrate the existence of radio. It was then not until 
1894 that Guglielmo Marconi used radio to send intelligible messages, thereby transmitting the 
first ever radio communication. For a more detailed history of the birth of radio see [GARR94].
The parts of the spectrum used for radiocommunication systems span from frequencies as low as 
3kHz (a wavelength of approximately lO^m), up to 300GHz (a wavelength of approximately 
1mm), as set out by the International Telecommunication Union (ITU) Radio Regulations (RR) 
[INTE94]. The positioning of the radio bands in the overall electromagnetic spectrum can be seen 
illustrated in Figure 1, which shows approximate boundaries between the different bands. The 
ITU RR defines radiocommunication as “telecommunication by means of radio waves”, where 
telecommunication is defined as “any transmission, emission or reception of signs, signals, 
writing, images and sounds or intelligence of any nature by wire, radio, optical or other 
electromagnetic systems”. The bounds on what is usable for radiocommunications are generally 
fixed by physics. Lower frequencies require very large antennas, and also provide very low
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information capacity, and very high frequencies are limited by atmospheric absorption [GOSLOO], 
although even higher frequencies in the THz bands are not as strongly affected by these effects, 
and may be utilised in the future.
Since the first initial messages were sent by radio in 1894, the use of the radio spectrum has 
increased greatly. This increased usage, combined with the radio spectrum being fundamentally 
limited in its size, has demanded ever greater control and management over its utilisation. Today, 
the management and regulation of this particular part of the electromagnetic spectrum is growing 
ever more complex, as parts of it become more congested, and more services vie for space within 
it.
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Frequency Band Band Number Symbol
30-300GHZ 11 EHF
3-30GHZ 10 SHF
300-3000MHZ 9 UHF
30-300MHZ 8 VHF
3-30MHZ 7 HF
300-3000KHZ 6 MF
30-300KHZ 5 LF
3-30KHZ 4 VLF
Figure 1. The electromagnetic spectrum and the common radio bands
2.2 Current Management and Regulation for Communications
Currently,- the radio spectrum is allocated mainly by means of categorising the different uses for 
the spectrum into ‘services’. Certain parts of the radio spectrum, within the bands shown in Figure 
1, are then allocated for these services to use. There are many different services defined, and some
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of the main ones are summarised in Table 1. The full definitions of all the radio services can be 
found in the ITU RR [INTE94] Article 1, and are summarised and described in [WITH99].
Service Description Typical Example Use
Mobile Service (MS)
Communication between mobile 
radio stations and fixed 
terrestrial stations
Cellular mobile telephone 
services
Broadcast Service (BS) Terrestrial transmissions for public reception
Terrestrial television and 
radio broadcasting
Fixed Service (FS)
Communication between radio 
stations at fixed terrestrial 
geographical locations
Microwave relay 
communication
Radio Determination 
Services (RDS)
Services for determination of 
location, navigation, distance 
and motion
Navigation systems, e.g. for 
maritime and aeronautical 
use
Mobile Satellite Service 
(MSS)
Communication between mobile 
radio stations and satellite 
stations
Satellite telephone services
Broadcast Satellite 
Service (BSS)
Satellite transmissions for public 
reception
Satellite television 
broadcasting
Fixed Satellite Service 
(FSS)
Communication between 
satellite and fixed terrestrial 
geographical locations
Satellite service ground 
station links
Radio Determination 
Satellite Services (RDSS)
Services for determination of 
location, navigation, distance 
and motion based on satellite 
transmissions
Location services for global 
positioning
Table 1. Main services used for classification of radio spectrum usage
Further subdivisions exist within those services described above. For example, the mobile service 
can be divided into the land mobile service (LMS), the maritime mobile service (MMS), and the 
aeronautical mobile service (AMS), depending on the type of mobile station under question. 
Similar subdivisions exist for the satellite equivalent. In addition to those services listed in the 
table above, there are also a significant number of services used for the scientific applications, 
such as the meteorological satellite service (MetS), space research service (SR), radio astronomy 
service (RAS), the earth exploration satellite service (EES), and the space operation (SO) service. 
Services are also present for standard time and frequency signals (TFS), and its satellite 
equivalent (TFSS). Radio amateurs are also represented with the amateur service (AmS), and the 
amateur satellite service (AmSS).
The radio spectrum itself is regarded as a national resource. Therefore it is up to individual 
countries to decide how the different types of radio service are given spectrum. The 
‘Administration’ within each country needs to make the decisions on how much bandwidth, and 
where in the spectrum a service can be used. However, radio spectrum allocations do not obey 
national borders, and therefore coordination is required between Administrations to ensure that
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the services are not subject to, or causing, significant detrimental interference. This leads to three 
main levels of spectrum management; national, supranational (e.g. European), and international.
From a European perspective, the different Administrations can cooperate through the European 
Conference of Post and Telecommunications (CEPT). In total there are currently 46 members of 
this organisation, which covers almost all countries in Europe, and part of its remit is to provide 
collaboration for the solution of interference problems. Part of CEPT is the European 
Radiocommunications Office (ERG), which produces a common European spectrum allocation 
table, as the basis for a harmonised Europe-wide spectrum plan.
At the international level, the most important body is the International Telecommunication Union. 
At present, almost all independent states are members of the ITU. The ITU was founded in 1932 
to deal with international telecommunications problems. It evolved from the need to standardise 
and regulate the new telecommunications equipment and services emerging at the time, and 
enable the interconnection of national systems. The structure of the ITU was then updated in 
1947, and it became an agency of the United Nations. For a more detailed history of the ITU, see 
[C0DD91] or [WITH99]. The ITU retained essentially the same structure it had in 1947 until 
1993. The ITU received criticism in the 1980s for being excessively complex and inefficient in its 
procedures, for increasing running cost, for providing little help to developing countries, and 
failing to agree on global standards for telecommunications. This prompted a re-organisation, 
which came into force in 1994, which gave rise to essentially the structure of the ITU that is seen 
today. The overall Union is divided up into three different sectors, the radiocommunication sector 
(ITU-R), the telecommunication standardisation sector (ITU-T), and the telecommunication 
development sector (ITU-D). For radio spectrum management, the main sector of interest is the
rru-R.
The ITU has three main ‘instruments’ through which it works. The first two, the Constitution and 
the Convention, define the ITU’s organisation, purpose and membership. The third instrument is 
the Administrative Regulations, which is of the main interest to spectrum management since it 
comprises the Radio Regulations. The Radio Regulations contain the international table of 
frequency allocations that are in use by its members (excluding details of military allocations). 
This table breaks the total spectrum down into bands, and contains details of the radio services 
that are operating within each band. However, frequently the allocations are not that simple and 
often need to be divided up, such that different regions use different allocations. This is done 
through the use of three ITU regions, which are shown pictured in Figure 2. Therefore, the table 
sometimes shows different allocations for each of the three regions. There are also often further 
variations or qualifications in the allocations, which are represented through the use of footnotes. 
For example, some countries may use a different service to the others in that band, which would 
be specified in the footnotes, or certain technical restraints may be placed on using certain
9
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services in certain countries for that band. Finally, it should be noted that in most spectrum bands 
the allocations are not exclusive. This means that the bands are not just used for one service, but 
several services share the band, which is discussed in more detail later.
Region 1
Region 2
Region 3 Region 3
Figure 2. ITU division of the world into three regions
The RR are therefore the primary source of information for the current state o f international 
spectrum management. However, the radio spectrum needs of the international community are 
always changing, and this requires methods for the RR to be updated and amended. This is 
achieved through the World Radiocommunication Conference (WRC), which is one o f the main 
functions o f the ITU-R. A WRC is held every two to three years, and the agenda is decided based 
on proposals from four years beforehand. The main purpose of a WRC is the amendment of, or 
additions to, the RR, and the overall outcomes of a WRC are published in its Final Acts. In 
addition to making amendments to the RR, a WRC may also make recommendations for studies 
or investigations to be made. The ITU-R contains several different study groups (SG), and the 
present groups are outlined in Table 2. In terms of the work studied in this thesis, the study group 
SGI is of the most relevance.
Study Group Scope
SGI Spectrum Management
SG3 Radiowave Propagation
SG4 Fixed Satellite Service
SG6 Broadcasting Services
SG7 Science Services
SG8 Mobile, Radiodetermination, Amateur and related Satellite Services
SG9 Fixed Service
SC Special Committee on Regulatory/Procedural Matters
CCV Coordination Committee for Vocabulary
CPM Conference Preparatory Meeting
Table 2. ITU-R study groups
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Therefore, it can be seen that, whilst spectrum is a national resource, there is a large and complex 
international element to its management and coordination. However, there is a strong case for 
ensuring international coordination, even though it significantly increases the complexity, and 
may not always be in line with the goals of every Administration. For some services, an 
international harmonisation of the frequency allocations is essential, for example for aircraft^ and 
maritime communications and navigation, which could potentially be required from almost 
anywhere in the world. Many of the broadcasting services, and most satellite services, have the 
potential to be international, due to the wide coverage that they can achieve. This therefore 
requires international coordination to make their use feasible. Furthermore, an internationally 
harmonised spectrum allocation promotes a more efficient use of the spectrum, since the 
interference situation is more predictable and allows the services to operate in a suitable 
environment.
However, a member of the ITU is not obliged to use the international table of frequency 
allocations in its entirety. An Administration can potentially use any frequency assignment that it 
chooses, but by being a member of the ITU is obligated to ensure that these allocations do not 
cause undue interference to another country’s allocations that do conform to the ITU frequency 
allocations. In practice however, most Administration’s national frequency allocation tables do 
generally follow those of the ITU, although the national one will be specialised to the needs of the 
individual Administration. In particular this will involve specifying in more detail how the bands 
used for a particular service may be subdivided or distributed to differing radio systems of that 
service type. To summarise the different levels of spectrum management, there are three main 
terms used, which are defined in the ITU RR [INTE94] Article 1 and quoted below.
• Allocation (of a frequency band): Entry in the Table of Frequency Allocations of a given 
frequency band for the purpose of its use by one or more terrestrial or space 
radiocommunication services or the radio astronomy service under specified conditions. 
This term shall also be applied to the frequency band concerned.
• Allotment (of a radio frequency or radio frequency channel): Entry of a designated 
frequency channel in an agreed plan, adopted by a competent conference, for use by one 
or more administrations for a terrestrial or space radiocommunication service in one or 
more identified countries or geographical areas and under specified conditions.
 ^The bands used for civil air traffic control arc a critical example of requiring international harmonisation, 
and in fact they arc not coordinated by the ITU, but the International Civil Aviation Organization (ICAO).
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• Assignment (of a radio frequency or radio frequency channel): Authorization given by an 
administration for a radio station to use a radio frequency or radio frequency channel 
under specified conditions.
Therefore, the allocation of bands is carried out in coordination with the ITU, as are the allotment 
of channels or frequencies within these bands. It is then the responsibility of the Administrations 
to assign these frequencies or channels for use by specific parties.
The main functions of an Administration for spectrum management are as follows. Firstly, it 
draws up the national table of frequency allocations, based largely on the ITU international one 
where possible. This defines the bands that can be used by different services, and states what 
radio systems can operate in each of these bands. Secondly, it is responsible for the issuing of 
licences to operators of these radio systems. The selection of which operator will be chosen to get 
the licence can be done in several ways, as is discussed later. Thirdly, the Administration needs to 
monitor the assignments that it has made. This ensures that the licence holders are obeying the 
terms of their licence, and making proper use of their assignments.
The other aspect of national spectrum management that needs to be imposed is regulation of the 
services. The regulators need to ensure that the services being delivered by the licensed operators 
meet a certain quality, both in terms of content, function and price, as well as promoting 
competition between the operators [WALKOl]. In previous years this was an easier task for many 
countries, since much of the telecommunication services were publicly owned. However, since 
the 1980s, when several services were privatised and competition introduced, this has become a 
more complex task. Within the UK, there were previously five separate regulatory bodies. These 
are the Independent Television Commission (TTC), the Broadcasting Standards Commission 
(BSC), the Office of Telecommunications (Oftel), the Radio Authority (RAu) and the 
Radiocommunications Agency (RA). Each of these bodies was supposed to cover largely separate 
services and areas. However, in view of the increasingly converging telecoms world, the UK 
government decided to form a new single super-regulator, which comprises all of the above 
regulators, called the Office of Communications (Ofcom)^. The scope and function of Ofcom was 
finalised in the Communications Act 2003 [GREAOBa]. This shows that there is a realisation at 
the highest level that the communications world is changing, and the regulatory bodies need to 
change with it. Ofcom began operating as the new UK regulator at the end of 2003.
Within the UK, it is the Radiocommunications Agency (which is part of Ofcom) that is 
responsible for the spectrum management tasks. As stated previously, this responsibility includes
 ^ Similar issues of regulatory convergence are being discussed in other countries, such as within the USA 
FCC [GARCOl]
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the licensing of spectrum to operators. The complexity of the licensing process can vary greatly, 
depending on the exact circumstances in each instance. For example, in bands without much 
competition for the spectrum, the licensing process would usually involve discussing the technical 
parameters of the licence between the parties, identifying a suitable assignment, checking with 
foreign assignments to avoid interference, and issuing the licence. The assignment would then be 
registered with the FTU for international purposes.
However, in bands where there is significant competition for the spectrum, the situation is very 
different. In these cases, the broad structure outlined above is followed, except the Administration 
will need to select which applicants will be granted the licence. This can be a very difficult 
decision for the Administration, since increasingly there are many more applicants than there are 
frequencies available. The traditional way of making these decisions in several countries has been 
a comparative selection, also known as a ‘beauty contest’ [GENT99]. The basis for this is that the 
Administrations would ask the applicants to outline what they would do with the spectrum 
assignments, if they were to be given them. From this, the Administrations would then attempt to 
select the applicant that, in their view, would make best use of the spectrum. The advantage of 
this is that, if the process is operating correctly, the most worthy applicant would obtain the 
licence. However, there are disadvantages. It can be difficult to keep the process free from 
lobbying by the applicants, and therefore keep it fair and objective. It can sometimes take 
Administrations a very long time to reach an agreement on which applicant to use, which causes 
substantial delays to the licensing process. Furthermore, in an ever competitive environment, it is 
often desirable, from the Administration’s point of view, not to be responsible for the selection, 
should it turn out to be a bad one.
In view of these disadvantages, another system that has been used much more readily in recent 
years is the spectrum auction [MCMI94]. Auctions were first used as a spectrum licensing method 
by New Zealand in 1990, and since 1993 they have been widely used in the USA, and more 
recently in several European countries such as the UK and Germany. The design of auctions can 
be quite complex, and substantial research has been done into the issue [MCAF87]. Several 
different varieties have been used for the licensing of spectrum, and many rules and procedures 
need to be in place, but the primary feature is that the licence is given to the party that bids the 
highest price for it. The use of spectrum auctions has several advantages. They should give the 
licence for spectrum use to the party that values it most, which should hopefully make the most 
effective use of it. The selection process is inherently fair, open and transparent, in contrast to the 
beauty contest method. New entrants into the market should have an equal chance of obtaining a 
licence as already established entities. An auction should reveal the true market value of the 
licences that are being assigned. Auctions should also be a much faster and more efficient process 
of assigning licences than beauty contests, thereby reducing regulatory delay and administrative
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costs. However, spectrum auctions are not appropriate under all circumstances. For example, if 
the number of bidders is small, they are unlikely to be successful. Furthermore, a spectrum 
auction requires very careful design and preparation, from both the Administration and the 
bidders, if it is to ensure an effective allocation.
At present, the auction and the beauty contest are the two most commonly used methods, and both 
have been used successfully in many different bands. Auctions were beginning to become 
extensively used in the cases where there was much competition for the licences. This led up to 
the auctioning of the 3G mobile communication licences in the UK and Germany in 2000. These 
auctions were believed to have vastly over-valued the licences, and resulted in far higher bids than 
were realistic. In total, £22.5billion were raised in the UK auctions alone, and it is argued that the 
levels of debt incurred have significantly contributed to the slow uptake of 3 G networks and 
services in Europe. Throughout Europe, over $100billion was spent on 3G licences, and within a 
year, several times that amount was wiped off the telecoms equities on the stock markets 
[URE03].
Following the 3 G licence auctions in Europe, and others worldwide, there has been a backlash 
against the auction process. This has led to a consideration of other spectrum licensing 
mechanisms, such as licence-exempt spectrum and market-based approaches. Licence-exempt 
spectrum is already operated in some spectrum bands, for example the Industrial, Scientific and 
Medical (ISM) radio bands at 2400-2483.5MHz, which were originally reserved internationally 
for non-commercial use, but have also been used very successfully for data communications with 
wireless local area networks (WLAN) and Bluetooth technologies. Within these bands no licences 
are issued, and any device that has been approved and conforms to set criteria may transmit. In 
practice, this is mostly used at present for low power devices. However, the use of licence-exempt 
bands is not currently widespread, particularly not for commercial services, although its 
expansion has been discussed as a future option for some time [NOAM97]. Licence-exempt 
spectrum is also further discussed in section 4.2.1.2.1.
The idea of implementing a free market for the spectrum takes the idea of auctions one stage 
further. Auctions are supposed to ensure that the spectrum costs its full market value, which 
should ensure that the organisations extract the greatest economic value from it. The next step 
would be to allow parties to buy frequency bands for any use, and then sell or lease them to other 
parties. This issue has seen much discussion [LEVI71][DEVA98][VALL01], particularly by 
economists. A form of market based spectrum allocation has already been implemented in New 
Zealand, where management rights for certain bands have been auctioned to organisations. Each 
organisation can then lease license rights to itself or other parties to use this spectrum. These 
license rights are also tradable. However, at this time few Administrations have chosen to use this 
method for spectrum management. Nevertheless, the regulatory interest in these issues is growing,
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and may provide an important enabler for the research concepts presented in this thesis. This is 
further discussed in section 4.2.1.1.
Once the spectrum has been assigned, using one of the methods outlined above, then the operators 
can begin to use these assignments to transmit services. However, limitations must be placed upon 
the operational parameters of the transmissions. In particular, it must not exceed specified out-of- 
band emissions, so as not to interfere with adjacent bands. However, some levels of emission 
outside of the specified bandwidths of certain assignments will be unavoidable in practice, and 
due to the possible large transmit power differences and geographic proximity of different 
systems operating in adjacent bands there is often need to employ guard bands between 
assignments. Article 6 of the RR [INTE94] states that “the frequency assigned to a station of a 
given service shall be separated from the limits of the band allocated to this service in such a way 
that... no harmful interference is caused to services to which frequency bands immediately 
adjoining are allocated”. In essence, this is saying that there has to be a gap of sufficient width at 
the borders of different allocations, to ensure that harmful interference is not caused between the 
allocations. Furthermore, operators must also frequently ensure that their own assignments do not 
interfere with each other. This is generally done through frequency planning and reuse schemes 
[LEE95], and is used extensively for cellular (especially 2G systems) and broadcast networks.
Finally, it is worth mentioning that most of the spectrum allocations made by the ITU are actually 
not exclusive, but are shared between two or more services. This can be done in several different 
ways. For example, the allocations can be given primary and secondary status, such that an 
emission from a secondary allocation may not cause harmful interference to a service with a 
primary allocation. Alternatively, the national Administrations can ensure that the services are 
sufficiently separated from each other geographically to not cause interference, especially to 
neighbouring countries. Furthermore, sharing constraints can be employed to limit the parameters 
of certain systems to avoid interference, or mandatory frequency coordination can be performed 
to assess the impacts of using certain services in a shared band. These issues are especially 
relevant for the satellite services, which can potentially cover continent-wide areas, and therefore 
it is of great advantage to be able to share some of the frequencies used for these systems in these 
areas.
2.3 Measuring the Efficiency of Spectrum Usage
The previous section has outlined the current methods by which spectrum is allocated to different 
radio systems. The limited amounts of spectrum available make it clear that it is very important to 
utilise the spectrum as efficiently as possible. This raises the question of how to measure the 
efficiency of spectrum usage. This is actually quite a complex issue, which depends on several
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factors and variables. There have been suggestions that the spectrum efficiency is a three 
dimensional measure, combining technical efficiency, economic efficiency, and functional 
efficiency [BURN02].
The technical spectrum efficiency is a measure that varies greatly, depending on the system that is 
being considered. For example, the measure used for broadcast networks will be different to that 
used for cellular systems, and for WLAN systems will be different again. However, in general, the 
technical efficiency is a measure of the amount of traffic that can be supported for a given amount 
of spectrum for a certain system. For a cellular system based on voice services, the classic way of 
measuring efficiency was in terms of Erlangs per MHz per km  ^ [MACA97]. This is a measure of 
how many voice users could be simultaneously supported in a certain bandwidth. The factor for 
the area takes into account that cellular systems reuse fi*equencies over an area, thereby increasing 
the spectrum efficiency the smaller the area that is covered and the more the spectrum is reused. 
However, this is sometimes just specified as per cell, as opposed to per km ,^ and sometimes even 
omitted altogether, especially if comparisons are not being made between different cellular 
networks.
hr modem cellular systems, such as UMTS, the situation is more complicated, since more than 
just a simple voice service is being offered. The addition of packet-switched data services means 
that a measure such as Erlangs/MHz/km^ is no longer valid, hr order to measure the spectrum 
efficiency in these cases the data rate is used instead of Erlangs, and the expression becomes 
kbps/MHz/km^. This now takes into account the throughput of the data services, such that the 
more data that can be transmitted, the higher the efficiency. This is the definition of spectrum 
efficiency that is specified in the UMTS standards [EUR098]. Similar definitions to this would 
also be used for WLAN and other data traffic based radio systems.
For broadcast systems, a definition of spectmm efficiency is not so readily seen. This is because a 
broadcast system inherently transmits the same information to a large number of people, and it is 
generally not known precisely how many people are receiving the transmission at any instance of 
time. However, the efficiency can be measured in terms of its ability to reach as many potential 
listeners/viewers as possible in the minimum amount of spectrum, in other words, by covering as 
large an area as possible with the minimum number of frequencies. Furthermore, the advent of 
digital TV, such as the Digital Video Broadcasting - Terrestrial (DVB-T) standard, allows for 
definitions of spectrum efficiency to be made that are close to those used for cellular systems, 
such as kbps/MHz. However, this does still need to consider the number of users that are able to 
receive the transmission, i.e. making the coverage as wide as possible since all the users receive 
the same data, as opposed to cellular systems which aim to minimise the coverage and reuse the 
frequencies as much as possible.
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In between cellular and broadcast systems are systems that aim to multicast data to particular 
groups of users. In these situations, the number of users that are receiving the same data is known, 
and allows for definitions of spectrum efficiency that are closer to the cellular case, except now 
the efficiency can be multiplied by the number of users receiving the same data, since the same 
radio resource is being utilised to serve multiple users.
The economic efficiency of spectrum usage defines the levels of revenue, profit, or other measure 
of economic value that can be gained from using a certain quantity of radio spectrum. In other 
words, this measure determines how much money can be generated from the use of the radio 
spectrum. This will obviously be related to the technical efficiency, since the more users can be 
supported, the more revenue will be generated, although issues such as infrastructure and 
maintenance costs also need to be considered. The issue of how much the radio spectrum is worth 
is complex and has become increasingly important. In the UK, the economic market value of the 
radio spectrum has been considered in the licensing process since 1998, and the methods used to 
determine this are outlined in [GREE99]. Newer spectrum management methods such as auctions 
are supposed to increase economic efficiency by ensuring that the spectrum is given its full 
market value, and is therefore assigned to the party that can generate the greatest economic value 
from it. Furthermore, the use of spectrum trading could also encourage economic efficiency, by 
ensuring that spectrum that is no longer used for profitable purposes is sold off, or leased for 
another use. In the current economic climate this measure of efficiency is one of the most 
important factors for cellular systems.
Finally, the functional efficiency gives the ability of the particular application of the radio 
spectrum to meet the user’s needs and requirements. This is a much more subjective measure than 
the other two, and is far harder to quantify. It will vary greatly depending on the users under 
question, and the particular services. For example, consumers might require ease of use and low 
cost for a cellular service, whereas the radio communications system for emergency services or air 
traffic control would require very high reliability. However, even though this is a difficult aspect 
to quantify it is still critical to the overall spectrum efficiency, since a system that is not 
functionally efficient is unlikely to attract users, and therefore the spectrum may remain idle, 
regardless of how technically efficient it is.
2.4 Shortcomings of Current Spectrum Management
The previous sections have outlined the background to current radio spectrum management 
techniques. This section will now outline some potential problems with the current methods, 
particularly focusing on the aspects that are addressed in this thesis.
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2.4.1 Variations in Spectrum Usage
As has been shown, the current radio spectrum management techniques aim to assign a certain 
block of spectrum for a particular radio system to use. This block is of a fixed size, and remains 
usable by the operator until the licence expires. A radio system needs to be dimensioned so that it 
can support an acceptable number of users within this fixed spectrum resource. For example, a 
cellular system needs to be designed so that a desired fraction of users can be supported 
satisfactorily in the network, through careful planning of base station locations to achieve a 
certain site density, and frequency planning between the cells to achieve efficient reuse of 
frequencies. A broadcast system needs careful selection of transmitter location, to serve as many 
users as possible, and also frequency planning to avoid interference from distant transmitters.
In the case of cellular systems, the classic way of dimensioning a network was to use a factor 
called the ‘busy-hour’, which corresponds to the peak traffic demand seen on the network for a 
particular hour of the day [MACA97]. The network would need to be dimensioned to cope with 
this level of traffic, in order to ensure that the users could be supported at any point during the 
day, given the fixed network with its fixed spectrum resources. Therefore, there is a situation of a 
static number of resources available for use, from a static network. However, this is not reflected 
in the traffic that uses these resources, since this is dynamic in nature, and subject to different 
levels of significant variation.
The traffic seen on the networks is subject to two main types of variation. These are spatial 
variations in demand, and temporal variations in demand. Spatial variations arise due to changes 
in the user’s locations and usage patterns over different geographical areas. This can give rise to 
large changes in the demands seen for different networks. However, within this thesis, the work 
concentrates on temporal variations, as opposed to spatial ones, for the reasons to be outlined in 
section 4.1. Traffic seen on radio networks is subject to several different levels of temporal 
variation, as outlined below:
• Packet Level Variations: For services based on packet switched techniques (notably data 
services), there are inherent variations in the packets sent over the networks due to the 
burstiness of the traffic. This can particularly be seen with services such as web-browsing, 
which are characterised by bursts of traffic as pages are downloaded followed by reading 
times, with no packets being sent [EUR098].
• Session Level Variations: It can be considered that in a radio system the arrival of calls is 
generally a random process. This implies that sessions (be they real-time or packet 
services) are randomly arriving and leaving the system. Therefore, there are random 
fluctuations in the number of active sessions on a network. This depends on the session 
arrival and departure process.
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•  Daytime Variations; It has already been stated that mobile networks use the ‘busy-hour’ 
to dimension their networks. The fact that there is a time of peak loading on the networks 
implies that at other times of the day the load is not as great. In fact, many different types 
of radio service can be characterised by specific time-varying traffic patterns. The shapes 
of the patterns depend on the user’s behaviour, and may be defined by aspects such as 
their working habits and leisure activities.
• Weekly Variations: In addition to the daytime variations, differences will also be seen 
between different days of the week. In particular, it can be expected that the user 
behaviour during weekends is different to that during the working week.
• Seasonal Variations: On a longer timescale than the other variations, it can be considered 
that the user behaviour will also change depending on the seasons. In particular, this is 
characterised by increased mobility and outdoor activities during the summer months, and 
more time spent indoors during the winter.
The question that now arises is how these traffic variations affect the efficiency of use of the fixed 
^  resources of the networks. Variations on a packet level are unlikely to cause any particular drop in 
V. the efficiency of use of the spectrum, since they happen on a small time-scale, and the variations 
may be reduced by the statistical multiplexing of multiple users. Therefore, for a large number of 
users sharing a block of spectrum it is unlikely that these short variations will cause any 
significant change in overall demand on average.
Session level variations happen on a somewhat longer timescale, and have more of an effect on 
the system. This can be best explained with an example. Consider a UMTS system, which has 
20MHz assigned to it, comprised of four 5MHz carriers. If it is assumed that there are 50 voice 
channels available on each carrier (neglecting any soft capacity issues), then this gives a total of 
200 voice channels for the system. If the demand for the channels is assumed to be Poisson 
distributed, then the Erlang-B formula can be used to find the traffic that is supportable in the 
network [GROS74]. The Erlang-B formula can be seen in (1).
p"l‘=' (1)Pc =
Z p'A'!
i=0
Where: pc = probability of no free channels (blocked call)
/7 = load in Erlangs
a = number of channels in the system
If this system were to be loaded to give a user blocking probability of 2%, then for a number of 
channels, c, of 200, and a j!?c = 0.02, the load required in Erlangs can be found to be 186Erl, using
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Erlang-B tables [BOUC88], or algorithmic methods such as in [QIA099]. If it is assumed that the 
channel demands are Poisson distributed, then it is possible to find the probability of a certain 
number of channels being occupied at any instance. If the system is supporting a mean traffic load 
of 186Erl, then the probability of a given number of channels being occupied is given by the 
Poisson function shown in (2).
Pn = m
(2)
Where: p„ = the probability of n channels being occupied
n = the number of channels occupied
For the number of occupied channels between 0 and 200 for this example, this gives the curve 
shown in Figure 3. The same curve, generated from (2) can be seen twice in the figure, once with 
a linear scale, shown with the solid line, and also for a logarithmic scale with the dashed line. The 
logarithmic curve shows the lower values of the probabilities at lower numbers of channels more 
clearly. It can be seen that the highest probability is for 186 channels, as expected. Either side of 
this value, the probability drops. In terms of the impact on the efficiency of the spectrum use, an 
important aspect to notice is that it is very unlikely that an entire UMTS carrier would be idle due 
to the session level variations. This can be seen by the very low value of the probabilities for less 
than 150 channels. The probability that the number of occupied channels is less than 150 is 
approximately 0.4%. Therefore, it is very improbable that an entire UMTS carrier would ever be 
completely unused, implying that the random session level variations would not have a major 
impact on the overall spectrum usage.
 Linear Scale
 Logarithmic Scale
150
Number of Used Channels
Figure 3. Probability of a number of channels being occupied for an example loaded system
Obviously, this example is specific to the case for UMTS. As a second example, consider a 
Global System for Mobile Communications (GSM) system that is operating in the same overall 
amount of spectrum of 20MHz. Since a GSM carrier is 200kHz wide, there are many more 
carriers in the spectrum compared to UMTS. In total, this would give 100 carriers. However,
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GSM requires a frequency reuse factor, so each of these carriers could not be used in every base 
station (BS). If it is assumed that there is a frequency reuse of 4 in the GSM system, then this 
gives a total of 25 carriers available to each BS. Since there are 8 channels in each carrier, this 
gives a total of 200 channels. As this is the same number as used for the UMTS example, the 
graph in Figure 3 also applies here. The difference now is that, because there are many fewer 
channels per carrier, the probabilities of the carriers being idle are much higher. This can be seen 
in Figure 4, which plots the probabilities of the demand for channels being less than the number 
needed to free up entire carriers (e.g. for 1 carrier to be free the demand must be less than 200 -  8 
= 192 channels).
70
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Number of Free Carriers in GSM
Figure 4. Probabilities of GSM carriers being free due to session variations
This shows significant probabilities of small numbers of carriers being idle due to random session 
variations. There is a 69% chance of a single carrier being idle, and a 46% chance of two carriers 
being unused. This implies that there is significant likelihood that some spectrum assigned to 
GSM may be unused during certain times, due to random variations in the traffic levels. However, 
the numbers of carriers that may be idle with any high probability quickly drops off, and it is 
down to only 3% for 5 carriers. These examples show that under some circumstances, there may 
be occasions where the session variations cause some spectrum assigned to systems to be idle, 
therefore reducing the spectrum efficiency. However, these are likely to be relatively small 
amounts of spectrum, and this may not happen frequently enough to have a significant overall 
impact.
The next level of variation is the daytime variation. This type of variation is caused by changes in 
the user behaviour over the course of a day. It can be envisaged that, for a typical day, several 
distinct periods can be identified. These might include night time, waking up/breakfast time at 
home, travel to work (morning rush hour), morning at work, lunch time, afternoon at work, travel 
home (evening rush hour), evening at home. Each of these different periods may have specific 
characteristics, such as different levels of activity and mobility. As stated previously, the period of
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time during which the peak traffic load occurs defines the busy-hour. However, what is of more 
interest here is what happens during the rest of the day, and if the variations are sufficiently large 
to cause a significant wastage of the fixed spectrum resource available to a network.
Various studies have been undertaken into user behaviour for different radio systems, and these 
indicate large variations in the demands seen on the networks. Three radio services are taken as 
examples here. Firstly, a cellular voice service is considered in [LAM97] and [ALME99]. 
Secondly, television viewing patterns are analysed in [CURT02] and [KIEF98]. Thirdly, listening 
figures for radio (audio) broadcast services are shown in [ARBI03]. All of these studies show that 
the user demand patterns are subject to substantial variations, over the course of a typical day. 
Table 3 summarises the general findings of these papers, for these three services. Each of the 
different periods throughout the day identified are shown, and the overall levels of demand at 
each of these instances are indicated. If that time is a period of change for the demand for that 
service, it is indicated as increasing or decreasing.
These substantial demand variations have an important impact on the spectrum efficiency of a 
radio system, since they are large enough for significant amounts of spectrum to be unused and 
idle. For example, if a cellular system has been dimensioned to support the high levels of traffic 
seen during the working hours of the day, then during the evening, when the demand has 
decreased, much of the spectrum assigned to the system may be unused and wasted. For a 
broadcast TV system, the low demand during the daytime may make it not worthwhile 
transmitting some TV channels^, thereby implying that the spectrum allocated to certain channels 
may be unused. Similar results are also seen for other services, such as fixed line Internet access 
as described in [ARLI97], and this may be found to be analogous to future wireless data services.
Period Mobile Voice TV Viewing Radio Listening
Night Time Very Low Very Low Low
Wake up/Breakfast Time Low Slightly hrcreasing Rapidly Increasing
Morning Rush Hour Rapidly Increasing Low Very High
Morning Work Very High Low Medium
Lunch Time Medium Slightly Increasing High
Afternoon Work Very High Medium Medium
Evening Rush Hour Decreasing Rapidly Increasing High
Evening Low Very High Slowly Decreasing
Table 3. Typical variations in user behaviour over certain periods
 ^This is already seen, particularly with some satellite and cable TV channels, which only transmit during 
peak times, and the rest of the day the channel has no content on it.
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A very important point to notice for these patterns is that not only are there very wide variations 
in the demands for the services, but each of the services tends to have their own unique patterns. 
Furthermore, for a large number of users, the shape of the patterns are reasonably consistent from 
one day to the next (taking into account weekly variations, as described next). This will be an 
important issue for the remainder of the research presented in this thesis.
The next level of variation identified, that of weekly variations, is largely an extension of the 
previous type. It can be shown that the types of traffic pattern seen for a daytime variation, as 
described above, may significantly change, depending on the day of the week. In particular, 
differences are seen between the patterns observed during a week-day, and those for the weekend. 
The paper in [LAM97] shows this effect for a cellular voice service, and the paper in [ARBI03] 
shows this for a radio (audio) broadcast service. The difference between the week-day and 
weekend patterns for both these services are quite similar, with the weekend pattern seeing an 
overall lower demand, and the main peak occurring later in the day. This implies that networks 
that utilise their allocated spectrum frilly during the peak times in the week may have substantial 
amounts of spectrum underused during the weekends, no matter how the patterns normally vary 
throughout the day.
The final type of variation that is considered is a seasonal one. Typically, this might be 
characterised by increased outdoor and evening activity during the summer months, possibly with 
more mobility, which gives a higher demand for mobile services. Conversely, the winter months 
may be characterised by more time spent indoors, leading to an increased number of 
entertainment or broadcast services. However, the exact effects of seasonal variations are not well 
understood, and it is unclear if they would make a great difference to the spectrum efficiency. 
Furthermore, they may depend on other unpredictable factors, such as trends in the weather for 
particular years, and the country which is under question.
2.4.2 Innovation and Convergence
Today, radio systems and networks are changing fast. In parallel with this, the radio spectrum 
allocations also need to change at the same time. Therefore, as more and more new radio services 
and systems emerge, more spectrum needs to be found to accommodate them. Back in 1947, the 
upper bound on the radio spectrum was increased from 200MHz to 10.5GHz. Then in 1959 it was 
raised again to 40GHz, and further extended again in 1971 to 275GHz. At the present day, much 
of the spectrum below 60GHz is in use, and it is still extending upwards in frequency [CAVE02].
The effect of this is that it is becoming increasingly difficult for new radio systems to get access 
to the spectrum. This can be a particular problem for services requiring international 
harmonisation, as this will involve securing an agreement at a WRC, to allow its inclusion in the
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international table of frequency allocations. However, this process may take many years to 
achieve. This is because a WRC is held every two to three years, with the scope of the agenda 
being established four years in advance. Therefore, the time required to have spectrum allocated 
to a new service is considerable, and this can prove a hindrance to fast innovation cycles.
Administrations are looking at a wide variety of methods to increase the amount of spectrum 
available. One option is permitting the sharing of civilian radio services with the military, which 
hold a very large proportion of the spectrum. For example, in the UK, the Ministry of Defence 
(MoD) holds around 23% of the spectrum in the 87.5-960MHz range, and 48% of the spectrum in 
the 3-lOGHz bands [CAVE02]. Another possibility is reclaiming it back from services in decline, 
or from ones where a more spectrally efficient alternative exists, such as the transition from 
analogue to digital TV in the 470-862MHz band. In the case of DVB-T, six TV services can be 
delivered in the same amount of spectrum as a single analogue service, at comparable picture 
qualities [CAVE02]. This type of process, where “the incumbent radio spectrum user is moved to 
less congested parts of the radio spectrum in order to make room for new users” [COMM98], is 
known as spectrum re-farming. This is an issue with substantial political complications, not least 
because “the incumbent user is forced in this situation to replace or adapt existing equipment in 
order to comply with the different characteristics of the frequency bands he is moved to. In some 
countries, the new entrant may be requested to pay a financial contribution in this respect” 
[COMM98].
An alternative method of gaining access to more spectrum relies on newer technologies, such as 
spread spectrum systems, which may be more tolerant to interference, allowing for more relaxed 
assignments to be made. In addition, technological advances are providing cheaper equipment that 
uses higher frequencies, where the spectrum is not as congested. In the longer term, software 
defined radio (SDR) technologies [MIT095] may eventually allow the operation of radio systems 
that are much more frequency agile [TUTT03a]. This may permit the use of equipment that is 
readily able to tune to different frequencies, depending on what is available. In particular, this 
may ease some requirements on international harmonisation, and therefore speed up the allocation 
and assignment process considerably.
The issue of the timescales involved with spectrum management are compounded by the fact that 
computing, telecommunications and broadcasting are converging. The regulators are aware of this 
issue, as shown by, for example, the formation of Ofcom in the UK, as discussed previously. A 
report, commissioned by the UK Radiocommunications Agency [GREAOOb] discusses several 
different convergence scenarios, and proposes some regulatory changes required to adapt to this 
situation. The report raises the possibility of there being four potential future convergence 
scenarios, and these are summarised as follows.
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•  Internet Convergence: Here the convergence centres around open Internet standards and 
services. All entertainment and communications services use IP and the Internet, and little 
regulation is seen.
• Digital Islands: With this scenario different service providers offer proprietary closed 
networks to the users. These are known as ‘walled gardens’, and are an alternative to 
Internet services, which has become viewed as insecure.
• Total Mobility: In this scenario, mobile converged services have become dominant. Most 
access to entertainment, communications and computing services is done through wireless 
systems.
• Broadband Revolution: Here the speeds of wireline broadband networks have increased 
so greatly that wireless systems cannot compete in terms of quality and capacity. Most 
converged services are therefore only accessed through wired networks.
Since this thesis concentrates on radio spectrum issues, the total mobility scenario would be most 
relevant to the work under consideration here. The issue of convergence raises some important 
problems in terms of radio spectrum management. The main issue, as has been summed up in 
[GREAOOb], is that “convergence will mean that traditional service definitions will become 
difficult to sustain”. In essence this is stating that the management of the spectrum based on 
distinct services, as were summarised in Table 1, starts to become less logical. This can be 
envisaged since the types of services offered over the networks are becoming less and less 
distinct. For example, the offered services over a mobile network are becoming increasingly 
similar to those offered over fixed networks. Furthermore, the introduction of digital TV 
standards, particularly with reference to interactive services, mean that the broadcasting service, 
previously very distinct to the others, is now far less dissimilar. It has been stated that the 
increased convergence is likely to prompt a move away from management of spectrum based on 
services, to a scheme based more on the technical operational parameters of the transmissions.
In terms of the impact on spectrum allocation, several issues have been identified that need to be 
addressed because of the convergence issue. Most of these involve modifying the definitions of 
how radio spectrum is allocated through the ITU. Specifically, this means that the nature of the 
transmissions should be defined, and not the actual services being delivered. Furthermore, it has 
been suggested that experimental bands be allocated in Europe for bit transport, which is 
completely independent of the actual content being delivered, therefore allowing the spectrum to 
be used for any service. In summary, it is concluded that spectrum allocations need to be made 
“more flexible so that converged services can be readily accommodated and are granted 
protection from harmful interference”. With these modifications to the allocation methods, the
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spectrum could then be assigned to the converged services through the use of administrative or 
market-based methods, as previously discussed.
Currently, the ITU-R is looking at the requirements for allocating spectrum for converged 
services, under the title of terrestrial wireless interactive multimedia (TWIM). At WRC 2000, 
Resolution 737 “review of spectrum and regulatory requirements to facilitate worldwide 
harmonization of emerging terrestrial wireless interactive multimedia applications” invited the 
ITU-R to evaluate the necessity to identify spectrum for TWIM (i.e. converged services), and to 
review regulatory methods and service definitions. In response to this resolution, an ITU-R Joint 
Task Group was formed, which defined the scope of TWIM as “applications in one or more of the 
Mobile, Fixed and Broadcasting Services that are capable of supporting bi-directional exchange of 
information of more than one type (e.g. video, image, data, voice, sound, graphics) between users 
or between users and hosts”. TWIM was further discussed at WRC 2003 and suggested as agenda 
item for WRC 2010. There is also a new resolution (Resolution 951 [COM7/2]) for “options to 
improve the international spectrum regulatory framework” from WRC 2003 which proposes “to 
examine the effectiveness, appropriateness and impact of the Radio Regulations, with respect to 
the evolution of existing, emerging and future applications, systems and technologies, and to 
identify options for improvements in the Radio Regulations”. Therefore, it can be seen that the 
convergence of systems has an important impact on radio spectrum management. The following 
chapter will now discuss the issues of how and why radio systems are converging, and what 
benefits this can bring.
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Chapter 3
3 Cellular and Broadcast Convergence
This chapter discusses the issues of radio system convergence in more detail, particularly focusing 
on the potential for convergence between cellular and broadcast networks. It initially reviews 
research done into the concepts of hierarchical cell structures, which can be considered to be 
predecessors to the converged systems investigated here. The typical structure of a multi-radio 
system, as researched in the literature, is described, before the specific scenario of the cellular and 
broadcast system used here is discussed. The advantages of cellular and broadcast convergence 
are outlined, and particularly how the respective systems can be complementary to each other. 
The final part of the chapter describes the specific scenario being investigated here, in terms of the 
different entities that make up the system, and how they can fit together into an overall 
architecture.
3.1 Multi-Radio Environments
Multi-radio environments are a new research area, and are being cited as a possible architecture 
for a future generation wireless communications system [ITUR02] [EVANOO] [MOHROO] 
[WWRFOO]. The principle behind multi-radio environments is not to develop new radio access 
techniques suitable for transmission of all traffic types, but rather to use the current systems 
already developed, which are often highly specialised for the type of data they were designed to 
deliver. These differing radio systems are operating in a coordinated manner, and allow the most 
appropriate access system to be used depending on the required user services and circumstances.
User terminals are required that are capable of receiving a variety of different transmission 
schemes. Such terminals can already be implemented, for example dual mode UMTS and GSM 
handsets, but these are also predicted to become much more flexible with the advent of software 
radio [MIT095]. The classic representation of a multi-radio system can be seen in Figure 5. It can 
be seen that each of the layers are characterised by different levels of coverage and different types 
of radio access system. Since the users will require support for mobility, there needs to be support 
for handovers not only within each access system (known as horizontal handover), but also 
between the different systems (known as vertical handover). This raises a large number of
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research issues, in terms of how to make the transitions between networks seamless and secure, 
whilst maintaining the quality of service (QoS) requirements. However, before discussing some of 
the more detailed issues of multi-radio environments, it is worth considering the origins of the 
concept.
(bi)
Satellite Layer. 
Global Coverage 
e.g. DVB-S, S-UMTS
Broadcast/Distribution Layer 
Wide Area Coverage 
e.g. DAB, DVB-T
Cellular Layer 
Wide Area Coverage 
e.g. UMTS, GSM/GPRS
Wireless LAN Layer 
Hot Spot Coverage 
e.g. Wi-Fi, HIPERLAN/2
Personal Area Network Layer 
User Coverage 
e.g. Bluetooth, UWB
Figure 5. Representation of the different layers in a multi-radio environment
3.2 Hierarchical Cell Structures
In many ways, the precursor to the concepts of multi-radio environments is the hierarchical cell 
structure (HCS) [LAGR97], also known as a multi-tier or multi-layer cellular system. Hierarchical 
cell structures have seen a great deal of research over the past few years, although interest is now 
waning. The concept behind this is that there are multiple layers of overlapping cells covering the 
same geographical area. In most studies, this comprises a large macrocell covering small 
microcells. The advantage of these architectures is that capacity can be increased by providing 
small microcells, but signalling and handover failures can be reduced by careful allocation of the 
users to the different layers.
Typically, there are two main areas of study that have been made into HCS systems, and these are 
both relevant to the work described in this thesis. Firstly, there is substantial work on how to 
ass i^  the users to the different layers. Typically, this has been performed according to the 
velocity of the terminals, such that fast moving users are assigned to the large cells, and slow 
moving users to the small cells, thereby minimising handovers and reducing the signalling and 
call dropping. Furthermore, the systems can allow for the use of overflow strategies in the case of
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congestion, where calls from the microcells move into the macrocells, and vice-versa. These types 
of systems have been described and evaluated analytically in [RAPP94], and for more than two 
overlaying tiers in [HU95]. They have also been studied with user velocity estimation, and with 
different overflow strategies, for example in [YEUN96] and [JABB97].
The second major research area was into how the radio resources should be allocated to the 
different layers. This has largely focused on the two main issues of whether it is best to use the 
same spectrum in both layers or to split the spectrum between the two. Sharing the spectrum 
means that both systems have access to all of the available spectrum, but the downside is that 
there is a significant amount of interference between the layers. On the other hand, splitting the 
spectrum means that there is no interference, but the amount of spectrum available to each layer is 
limited. This has been investigated through analytical methods in [193] and [WU97], and, more 
recently, through simulation in [KARL99]. These papers consider a mix of code division multiple 
access (CDMA) and time division multiple access (TDMA) schemes in the layers, in order to 
reduce the effects of the interference between the tiers. However, even with these different access 
methods, the papers conclude that the optimum way of managing the radio resources, in terms of 
the system capacity, is to split the spectrum between the layers to avoid interference. Since the 
division of spectrum between the layers is static, this is still subject to the problems of fixed 
assignment and variations in spectrum usage as discussed previously in section 2.4.1. The 
schemes that are proposed here, as will be outlined in Chapter 4, also split the spectrum rather 
than using the same spectrum in all systems, but the division between the systems is dynamic.
The topic of HCS relates to multi-radio environments as there are multiple radio networks 
covering the same area. However, the main difference is that much of the HCS research employs 
the same radio standard in all layers, making it not multi-radio, although this could be considered 
as a special case of a multi-radio system. Some research uses different multiple access methods in 
the layers, as mentioned previously, but even in these cases it is generally assumed that the layers 
are all part of one overall radio network, and can deliver exactly the same services to the users. 
However, the issues raised in the HCS research into spectrum allocation and load 
distribution/balancing are still very relevant to multi-radio systems, and both of these aspects are 
addressed in this thesis, with a focus on the spectrum management.
One final paper worth mentioning on this subject is [GANZ97], which aims to provide an 
economic analysis of a HCS, in terms of minimising the system cost through the design of the 
network for a certain performance level. The conclusions of this paper state that “multitier 
architectures are economical in situations where there are mobiles characterized by different 
mobility patterns, running applications with different QoS requirements, and having substantially 
different call arrival density and average holding times”. This seems to fit very closely to the 
concept of a multi-radio environment, with completely different radio systems in each layer.
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3.3 Creating Multi-Radio Environments
The basic premise of a multi-radio environment is that there are multiple access networks, such as 
shown in Figure 5, and these are all connected through a common core network. The widely used 
diagram for this type of structure [MOHROO] [ITUR02] can he seen in Figure 6. The different 
access networks can then be coordinated through this common core network, thereby allowing the 
delivery of services to the users through the most appropriate available system (or potentially 
more than one system simultaneously). This requires a significant level of shared management 
functionality, in order to handle the cooperation between the systems. The design of this 
functionality and its location in the system has seen quite a lot of research, and a comparison 
between different approaches can be seen in [ANNOOl].
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Figure 6. Structure of a multi-radio environment coordinated through a common core network
3.4 Advantages of Cellular and Broadcast Interworking
Within this thesis, the aspect that is of specific interest is the convergence of cellular and 
broadcast systems, which can be seen as a subset of the overall system in Figure 6. The main 
question that needs to be addressed is: what are the advantages of operating a converged cellular 
and broadcast system? One of the main issues here is whether the two types of network are 
complementary, indicating that there is a lot to be gained from cooperation, or whether they are 
competing, implying that cooperation is likely to cause conflict rather than improvements in the 
services. There are several fundamental differences between a cellular and broadcast system. One 
essential difference is that a cellular system is designed to provide one-to-one"* personal services 
(unicast traffic), whereas a broadcast system is designed to deliver the same content to very large
"* Recently, work has been performed into adding multicast/broadcast functionality to UMTS, through the 
multimedia broadcast/multicast service (MBMS) [THIR03], but this is not considered further here.
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numbers of users (broadcast/multicast traffic). This is a critical distinction between the systems, 
and gives rise to the main advantage of combining these types of network. However, there are 
many other important differences as well.
The main characteristics of a cellular system are summarised below:
• Unicast point-to-point services, as mentioned. These are also ‘pulT services, since the user 
specifically requests the service, and is delivered it on-demand.
• Typical services over a cellular network are of a low to medium data rate.
• Services are generally bi-directional, and symmetric in most cellular networks.
• High levels of mobility, due to the inherent support for handovers between cells.
• The users in a cellular system are always authenticated, and the system always knows who 
is accessing its services, and the levels of security are generally high.
• The system has support for billing the users according to their network usage.
The main characteristics of a broadcast system are summarised as:
• Service delivery is point-to-multipoint, and services are generally the ‘push’ type, i.e. the 
users do not specifically request them, but they are just sent out to them.
• Broadcasted services are mostly of a high data rate.
• A broadcast network is unidirectional, since all the information is sent from the transmitter 
to the users. Only limited uplinks are supported, for example through the fixed network. 
Therefore the services are inherently asymmetric.
• Mobility is possible with broadcast networks, but does not need to be supported in the same 
way as cellular since the same information is generally being sent from all transmitters.
• The broadcast network does not generally know which users are accessing its services, 
although some authentication can be used, particularly for subscription services.
• Users of a broadcast network are not billed according to the use of the network, except in 
the case of pay-per-view services.
Comparing these characteristics leads to the conclusion that the types of service offered over 
cellular and broadcast networks are not in competition with each other. Furthermore, it can be 
seen that the access to high data rate point-to-multipoint services from the broadcast system, 
combined with the interactivity and billing possibilities of the cellular system gives significant 
potential for new user services and applications. This suggests the conclusion that these types of 
network are complementary, and there is much to be gained from their convergence.
The question is raised of what services can be offered over such a converged cellular and 
broadcast system. Much of the pioneering work on cellular and broadcast convergence has been
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performed within Europe, and one of the first projects to address this issue was the Multimedia 
Environment for Mobiles (MEMO) project [ALTY99][KLIN98], which considers the possibilities 
behind using a GSM uplink, and a Digital Audio Broadcasting (DAB) downlink in a coordinated 
manner^. This project was important because it demonstrated the potential for cellular and 
broadcast convergence on a real operational platform. This made use of several types of service. 
Firstly, the high bandwidth downlink of DAB was combined with the uplink of GSM to give fast 
internet access to individual users. This constitutes an individual service, and does not leverage 
the one-to-many capabilities of the broadcast system. This is not the most efficient manner of 
using a broadcast network, since the individual information is sent out over a potentially wide 
area from the broadcast system. However, it does make use of the fact that some services, such as 
web browsing, are asymmetric in nature, and therefore fit well into this type of scenario.
The second type of service makes use of the broadcast system combined with local storage on the 
user device, for example a hard-drive. In this case useful content is pushed to all the users and 
stored, and this can be accessed at any time from the local device without any need for an uplink. 
This is a very efficient method of distributing content, provided the user requires the actual 
content that is stored, and it is kept up to date. However, in the case that the content required is 
not on the local storage, then the interaction channel can be used to get it sent over either the 
broadcast channel, or unicasted through the cellular system. These types of service, where push 
services and local storage are combined with an interaction mechanism have been widely 
researched, and may provide the best scope for services to be offered over converged cellular and 
broadcast systems. For example, in [LINDOl], it is suggested that hard-drive capacity in 2010 will 
have reached the levels where 2.5Terabytes (2.5x10*  ^bytes) are common. This is estimated to be 
able to contain the 10 million most popular web pages and a full 24 hours of TV programming 
from up to six different channels. It is suggested that these could be pushed to the users through 
high-rate broadcast systems, allowing a large amount of content to be available without using 
radio at the time of viewing, hiteraction channels would then only be used to update or 
supplement individual content when required.
Furthermore, there have been several studies that look into how best to determine what content 
should be sent out over the broadcast medium, and what should be unicasted, depending on its 
popularity. For example, [STAT97] looks at methods to adapt the content sent out over the 
broadcast system, depending on user requests, in order to minimise the amount of requests needed 
over unicast, and maximise the efficiency of the hybrid system. This type of technique is furthered
 ^This work was also fiirthered with a system called SABINA (System for Asymmetric Broadband INtemet 
Access), which utilised DVB-T in the downlink instead of DAB [ANDE99].
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in [OHOO] to adapt not only the content of the broadcast, but also to balance the bandwidths 
assigned to the unicast and broadcast parts of the data, in the case that they share a common data 
stream. In [AKS098], techniques are investigated on how best to schedule requests to be sent 
over a broadcast channel, in the case that the broadcast channel is used as the only downlink path.
A broadcast-cellular system is also strongly tailored to the delivery of multicast services. These 
can be services of the type where a certain group of users all require the same content. This can be 
inefficient to send over a cellular system, since a separate link is required for each user. On the 
other hand, the broadcast system is optimised for the delivery of services to large groups. Typical 
services that can be envisaged are video services, for example of sports games, which are likely to 
be requested by large numbers of users at the same time. For example, it is reported in [LENT03] 
that the UMTS Forum has determined that sending a 100 second video clip to a million mobile 
users at 100kbps and a latency of 1000 seconds could occupy an entire 3G network for 15 
minutes, whereas sending it through a digital broadcast system would use only 0.1% of its 
capacity. The cellular system acts as the uplink, so that the users can request the particular service, 
and this is multicasted over the broadcast network. However, this raises issues of how to manage 
the multicast groups, particularly mobile groups, and also how to determine when it is optimum to 
multicast, and when to unicast the data.
These issues show that, as was the case for HCS, there is a strong need to manage how the 
services are distributed over the networks. However, this is now a more complex issue. Whereas 
before this was largely only based on the speed of the mobile, this now needs to take into account 
the capabilities of the radio systems in question, as well as the user status and preferences, and 
maybe even aspects such as the popularity of the content. These issues are addressed in many of 
the cellular and broadcast convergence projects that have followed MEMO and SABINA, such as 
MCP [STAROl], DRiVE [TÔNJOO], CISMUNDUS [COSM03], and OverDRiVE [TÔNJ03]. 
However, this is a general issue for all multi-radio systems, not just those comprising cellular and 
broadcast systems, and other methods to control the users over the layers have been suggested, 
such as through economic methods, as discussed in [IRVIOl] and [FITKOl]. It is also worth 
noting that in [TUTT03b] it is discussed that the complementary nature of cellular and broadcast 
can exploited be through the interworking of the systems, rather than their full convergence.
This thesis also postulates that apart from service sharing and collaboration, the increased levels 
of convergence seen between the cellular and broadcast system can be exploited to give further 
enhancements to the spectrum efficiency of the systems through management of the spectral 
resources between the networks. These concepts are also mentioned in [HORN99] and [KELLOl] 
in relation to cellular and broadcast systems. In section 2.4.1 it was shown that the traffic 
variations over cellular and broadcast systems are such that the normal fixed allocations are not 
necessarily the most efficient. However, there is little that could be done about that in the case of
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separate, uncoordinated networks. The use of multi-radio environments and cellular and broadcast 
convergence in particular, provide the levels of cooperation and coordination required between 
the systems, and act as the enabler for the systems that will be introduced in Chapter 4.
3.5 Cellular and Broadcast Scenario
In the converged cellular and broadcast scenario being investigated in this thesis, there are many 
different entities that combine to make up the overall system. The various roles of each of these 
entities, and how they can combine will be discussed in this section. It also touches on how the 
different parts of the system can be owned and operated, which has important implications on the 
operation and regulation of such a system. A more detailed description o f the entities present in 
the mobile value chain can be found in [HORS03].
3.5.1 Entities in the Investigated Cellular and Broadcast System
A converged cellular and broadcast system, such as the one that is under investigation here, is 
made up of five basic types of entities. These entities are: service providers, spectrum 
provider/coordinator, a core network, the radio access networks, and the users. These are 
represented in Figure 7. Each of these entities play a different role in the system, and this section 
will discuss how these entities form the scenario that can enable the schemes to be investigated in 
this thesis.
Service 1 Service 2 Service 3
Spectrum
Core Network
Service Providers
Spectrum Coordinator 
& Core Network
RAN 2
>  Radio Access Networks
Users
Figure 7. Basic entities of the cellular and broadcast scenario
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3.5.1.1 Service Providers
A service provider is an organisation that delivers services in the form of applications or content 
to the users of the system. The services would be delivered to the users via the radio access 
networks. Typical services include voice telephony, Internet access, and video services. Content 
could include navigational & traffic information, news, sports, and entertainment.
3.5.1.2 Core Network
The core network is the system that links the different Radio Access Networks (RAN) together, to 
form the multi-radio environment, as discussed in section 3.3. The core networks enable the 
cooperation between the different RANs in the system. The use of the core network allows 
sharing of the traffic between the access networks, according to some traffic engineering rules, 
optimally routing traffic through the most appropriate access system.
3.5.1.3 Radio Access Networks
The radio access networks are the various different systems that are available to deliver the 
services, via radio, to the users. The scenario that is investigated here concentrates on the 
cooperative operation of a cellular and a broadcast system, and therefore at least one of each of 
these types of RAN would be present. Within the scope of cellular and broadcast systems, there 
are several options that could have been investigated, such as GSM, General Packet Radio Service 
(GPRS) or UMTS for cellular, or DAB or DVB-T for broadcast. However, other scenarios would 
not be limited to operating just in cellular and broadcast systems, and completely different 
systems could have been investigated, such as wireless local area networks, for example 
HIPERLAN/2 or Wi-Fi (EEEE802.11b), and broadband fixed wireless access (BFWA) 
technologies such as WirelessMAN (1EEE802.16) or HIPERMAN. However, the two RANs that 
are used for the investigations in this thesis are UMTS and DVB-T, for the reasons that will be 
outlined in section 4.3, and a very brief background to these two systems is provided in the 
following sections.
3.5.1.3.1 DVB-T Background
Digital Video Broadcasting (DVB) [RE1M98] is one of the main digital technologies used for the 
delivery of broadcasting services. DVB is a European standard, but is becoming the dominant 
world-wide standard for digital TV. There are three main variants of DVB. Firstly, there is the 
terrestrial standard, known as DVB-T, secondly there is the cable standard, DVB-C, and finally 
there is the satellite standard, DVB-S. Within the scope of this thesis, only DVB-T is considered. 
The DVB project was initiated in 1992, with the goal of developing an open and interoperable 
standard for the delivery of digital television. The DVB system is based around the MPEG-2
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coding scheme, which allows the standard to be flexible to the content to be delivered, such as 
high definition TV, multiple channel standard definition TV (PAL, NTSC or SECAM) or 
broadband multimedia content and interactive services. This can be done through the use of 
MPEG-2 packets as ‘data containers’, and the DVB service information surrounding and 
identifying those packets. DVB-T uses a multi-carrier transmission mechanism, based on coded 
orthogonal frequency division multiplexing (COFDM). The channel spacing of DVB-T is 
variable, in order to allow the standard to be compatible with other TV broadcast standards in 
different countries, and the specified channel widths are 8, 7, and 6MHz, with 8MHz being the 
most commonly used in Europe. DVB-T has been allocated the bands in the range 470-862MHz, 
which are currently also used by analogue TV transmissions.
3.5.1.3.2 UMTS Background
UMTS [HOLMOl] is a third generation mobile communications system designed to support 
multimedia communications up to a data rate of 2 Mbps. Unlike second generation systems such 
as GSM, person-to-person communication is enhanced with high quality images and video, and 
access to information and services on public and private networks is enhanced by the higher data 
rates and new flexible communication capabilities of UMTS. The UMTS standard was developed 
under the 3rd Generation Partnership Project (3GPP). The terrestrial UMTS system, widely 
known as UMTS Terrestrial Radio Access (UTRA), uses 2 different duplex transmission 
methods, which are Frequency Division Duplex (FDD) and Time Division Duplex (TDD). Within 
this work, only the FDD mode is considered. The UMTS transmission system is based around the 
wideband code division multiple access (WCDMA) technique, with a carrier spacing of 5MHz. In 
Europe and most of the Asia region, the 1920-1980MHz and 2110-2170MHz bands have been 
allocated for UTRA-FDD and the 1900-1920MHz and 2010-2025MHz bands for UTRA-TDD.
3.5.1.4 Spectrum Provider/Coordinator
This thesis considers the potential for using flexible spectrum allocation strategies for the cellular 
and broadcast scenario. Therefore, it is a requirement that the radio spectrum is made available for 
the RANs to use to deliver the services to the users. The spectrum coordinator is the entity that 
owns, or has been licensed, the use of the radio spectrum to be operated in this system. The 
spectrum coordinator controls the allocations and de-allocation of radio spectrum to the radio 
access networks, according to the methods to be further elaborated and developed in this work. 
The idea of using a third party spectrum coordinator has been considered by regulatory bodies, 
and will be discussed in more detail in section 4.2.1.1.
Within the work investigated here, no particular spectrum band is considered for the operation of 
this scenario, in order to avoid getting into regulatory issues associated with particular spectrum
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bands. However, it could be considered that an example of a possible spectrum block to be used 
for this type of scheme is the spectrum currently utilised by analogue TV broadcast. This 
spectrum is in the range 470-862MHz, and is currently used to transmit both analogue and digital 
terrestrial TV. With the increased penetration of digital TV into the marketplace, it is currently 
envisaged that the analogue TV transmissions will be deactivated between 2006 and 2010 in the 
UK [GREAOSb]. Since digital TV is significantly more spectrum efficient than its analogue 
equivalent, this could leave a considerable amount of free spectrum available, perhaps for use by 
new services and techniques. This could therefore be a possible spectrum band within which to 
operate the schemes developed in this thesis, although the work performed here does not rely on 
this, or explicitly consider any spectrum band. The issues of what to do with analogue TV 
spectrum once it is no longer required, in terms of regulation, are further discussed in [GRÜN01], 
although this does not consider what types of radio system could be operated in the freed 
spectrum. The analogue TV spectrum is also considered as a possible extension band for UMTS 
in [UMTS98b].
3.5.1.5 Users
The users are the people using the terminal equipment to receive services via the radio access 
networks. The users may not be aware of the converged cellular and broadcast system operating at 
all, and may not be aware of what RAN was being used to access the services. However, the user 
may be led to choose manually on his terminal between two service providers delivering the same 
application with two different billings. It is assumed in this work that the technology is mature 
enough to allow the user terminal to be multi-mode, in order to be able to communicate with both 
UMTS and DVB-T, and is also multi-frequency, to allow it to re-tune to whatever frequencies are 
required by the spectrum management schemes, within a specified frequency range. These aspects 
can be achieved through technological advances such as software defined radio, as described in 
[GRAN03], but the issues involved with this are not considered further here.
3.5.2 Models of System Ownership
Considerations of the issues of how each of these entities relate to each other, and the various 
situations in terms of fair sharing of users or resources and potential conflicts where they are 
owned in different configurations by differing organisations are somewhat out of the scope of this 
research, and are not considered in detail here, but have been discussed to some degree in 
[SAMM02] and [GHAHOO]. It is sufficient to say that there can be a very large number of 
permutations of ways in which different organisations can own various parts of the system. Two 
different examples of this are shown in Figure 8.
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Figure 8. Example of ownership scenarios for the DSA system
The first one, Figure 8a, shows a scenario which provides challenges with regards to the fair 
sharing of resources. This is because a RAN operator owns not only a RAN, but also the spectrum 
being shared and also provides services. This makes it more complex to ensure that other RAN 
operators are given fair access to the spectrum, and also that other service providers are able to 
operate their services over the dominant RAN’s networks. However, this is similar to the case 
seen with mobile virtual network operators (MVNO) [DOYLOO], which already operate 
successfully, and therefore is a realistic case for the situation seen for mobile communications in 
Europe. This scenario is therefore taken to be a realistic possibility, and cannot be neglected.
The second in Figure 8b shows a scenario which is potentially less realistic than the previous one, 
but provides a cleaner scope for operating the system. In this case the spectrum is not owned by 
any of the RAN operators, and can therefore be offered far more fairly to the RANs. The RAN 
operators may own more than one RAN, and may also offer services over the RANs, but there 
may also be external service providers offering services over the system too, which enables easier 
service sharing between the networks.
Since this work is only concerned with the technical details of the operation and performance of 
such a system, the political issues are not considered in detail. The assumption is that whatever 
ownership scenarios actually result in practice, then the operational rules that facilitate the 
operation of the spectrum management and service sharing functionality will have been 
established between the entities involved.
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3.5.3 Possible Network Architectures
The various different entities described previously all need to fit into an overall network 
architecture, which defines how the entities are connected to each other. For the multi-radio 
environment under question in this investigation, there are many possible configurations for the 
network architecture, and several of these, and the associated issues raised are considered in the 
literature [WALS00][XU01][ANNO01]. Detailed studies into the network architectures for multi­
radio environments are out of the scope of this research, but it is important to understand the 
options for where the spectrum and service management functionality could be based, as this 
could have an impact on the operation of the schemes. The diagram in Figure 9 shows two such 
options for the multi-radio scenario under question here.
Internet internet
DSA TC
Core Network Core Network
RAN1 RAN2 RAN1 RAN2TC DSA DSA TC
User ^User
Figure 9. Possible network architectures for investigated scenarios
Figure 9 shows two basic layouts, which differ in the placement of the functionality that manages 
the spectrum and services over the multi-radio system. The service management functionality is 
called traffic control (TC), and the spectrum management functionality is labelled DSA. The 
layout on the left could be broadly described as a centralised scenario. Within this architecture the 
DSA and TC functionality is based within (or is directly attached to) the core network, and there 
is only a single functional entity that controls the operation of these parts. The function to control 
the DSA or TC may be owned by the core network operator, or could be operated by a different 
organisation. The RANs would then provide information to these functions in the network as 
required, and TC and DSA would act on this information by directing the traffic and allocating the 
spectrum to the RANs accordingly. The advantage of this type of architecture is that the DSA and 
TC functions gain an overall view of the operation of all the RANs, and may therefore provide the 
optimum solutions for a given situation. However, this architecture requires a great deal of 
information to be sent from the RANs to the core network, as needed by the algorithms. 
Therefore, this could have an impact on the signalling load of the system. In addition, the
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functions in the core network may need to operate on a large amount of data, since it would be 
provided from all the RANs in the system, which could have implications on processing and 
complexity.
The architecture on the right of Figure 9 shows a decentralised scenario. In this case the 
functionality related to DSA and TC is now distributed to the RANs and user. This would imply 
that the functional blocks are owned and operated by the RAN operators. However, it may be the 
case that these functions are still specified and regulated by an external entity, which may 
particularly be required for spectrum management. The advantage of this architecture is that the 
functions are now based in the same place as most of the information required for the algorithms, 
i.e. the RANs. This would mean a significantly lower signalling load. However, there is the 
disadvantage that each of the functions in the RANs only has direct access to the data related to 
that particular RAN. Thus, the overall view that the centralised architecture had, is lacking. 
Therefore, in order for the functions to make the optimum use of the data, exchanges of 
information are required between the RANs, or a negotiation process is required, for the outcomes 
of the functions in the different RANs to reach a suitable result. In addition, some functionality 
for the TC operation can also be decentralised down to the level of the individual users, such that 
the decision on which RAN to support a service may ultimately be made by the users. This has the 
advantage of being able to get a view of the operational status of all the RANs that the user can 
see, since it is the user terminal that knows exactly what RANs are available.
The diagram in Figure 9 only corresponds to two possible layouts for the network architecture, 
and many other configurations are also possible. In particular, it would be possible to have the 
DSA functionality centralised, and the TC functions decentralised, or vice versa. Since this thesis 
is interested primarily in the performance of spectrum management schemes, it is assumed that 
the DSA functionality can have access to all the information from each of the RANs and is 
therefore either centralised, or is able to exchange the information across the RANs. One of the 
most important aspects that is assumed however, is that, regardless of the precise architecture, the 
functions such as the DSA and TC are controlled and regulated by an entity that allows the fair 
and accurate exchange of information, and prevents the RANs from attempting to deceive the 
system by trying to gain access to more spectrum or traffic by providing false information. The 
reason for this is that the study here wants to focus on the technical aspects of these functions, and 
the performance that they can deliver, without being eoneemed with the possibilities of the 
networks attempting to cheat the system for their own gains. It is worth noting that the work 
presented here focuses primarily on the performance of schemes to implement the DSA 
functionality in the system, as will be described in detail in the following chapter. The TC 
functions are touched on in section 7.3, with regards to their impact on DSA, but are not
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considered in depth here. Further details on TC functionality and schemes can be found in 
[LEAV02b].
One final aspect that needs to be considered as part of the network architecture is a logical 
broadcast channel to the users, from the network. This channel is required to provide information 
to the users on the current state of the system, due to its dynamic nature. In particular, it is 
required for synchronisation of the users to the current networks. At present, synchronisation is 
simple, since the frequency allocations for the networks are fixed, and when a mobile terminal is 
activated it knows what frequencies to search in order to find the network. However, in the 
scenarios considered here, the frequencies may be different, and it could potentially take a long 
time for the user terminal to search a large range of frequencies to find the available networks. 
Therefore, it is assumed that the information on the current spectrum allocations is cyclically 
broadcasted on a preset frequency channel, such that the terminals can listen to this information 
before synchronising to the networks. This common coordination channel (CCC) could also be 
used for other purposes, such as delivering information on the services offered over the available 
networks. Further information on the kind of data that this type of channel could deliver can be 
found in [FUCH02]. Such information could either be sent over a single physical channel from 
one RAN in tlie multi-radio system, i.e. as the aggregated data from all the networks, or separately 
from each RAN, as shown on the left and right sides of Figure 9 respectively.
In conclusion, this chapter has attempted to summarise the issues of multi-radio environments, 
and converged cellular and broadcast systems in particular. It has considered the way in which 
multi-radio systems can be put together, and has highlighted the advantages of using cellular and 
broadcast networks cooperatively. The different entities that make up such a system have been 
outlined, and there has been a brief discussion on how they can be owned and connected together 
into a system architecture, and the main functionality of interest, the spectrum management 
mechanisms, has been highlighted. This has set the scene for the detailed description of the 
spectrum management schemes, which are the main focus of the work here, and these will be 
discussed in the next chapter. Finally, it is interesting to note that the research on HCS, as a 
precursor to multi-radio environments, focused on two main aspects. These were the balancing of 
traffic and the division of spectral resources between the layers. Even though the HCS research 
has diminished, these two aspects remain as some of the most important research topics, now in 
the context of multi-radio systems.
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Chapter 4
4 Dynamic Spectrum Allocation Schemes
The previous two chapters have discussed the eurrent state of radio speetrum management, and 
the issues of forming multi-radio environments. This chapter takes these two aspects, and 
formulates the following hypothesis. Given that radio systems are subject to substantial variations 
in the demands for the spectrum, then the coordination provided by the operation of multi-radio 
environments can facilitate the cooperative sharing of a single block of radio spectrum between 
the radio systems, and thereby increase the speetrum efficiency. This chapter develops the concept 
of dynamic spectrum allocation, the investigation of which comprises the bulk of the research 
presented here. Firstly, it will describe the scope of the research into DSA, and narrow down the 
aspects that are studied. Following this, some schemes to implement such a DSA concept will be 
described, starting with ones from the literature, before describing identified schemes for DSA in 
the scenario under question. The specific scenario that is investigated in this thesis is then 
described. Furthermore, the concepts and detailed operation of the actual DSA scheme that is to 
be studied is described. Finally in this chapter, a theoretical model is developed for the 
performance of the studied DSA scheme, which provides an important reference for comparison 
with the simulations performed in later chapters.
4.1 Spectrum Allocation Problem & Scope of Research
It is the goal of the dynamic spectrum allocation scheme developed and researched here to 
increase the performance of the networks sharing the speetrum, by providing a more efficient way 
of utilising the spectral resources. As stated in section 2.4.1, RANs are subject to long-term 
(specifically daytime) load variations, and DSA schemes developed have the possibility to utilise 
these, in order to provide a more efficient use of the spectrum. It was noted that these types of 
variations are seen over both temporal and spatial dimensions. Having identified the potential 
scope that this has for improving the spectrum efficiency, this section will describe the specific 
aspects that will be investigated in this thesis.
Within the scope of the work presented in this thesis, dynamic spectrum allocation is only 
investigated in adapting to temporal load variations on the networks. The reason for this is that it
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is believed that there is greater scope for spectrum sharing on a temporal basis, than a spatial 
basis, as explained below. Most radio networks, in particular cellular networks, already employ a 
degree of spatial adaptability in their spectrum usage, which reflects the fact that services are 
more highly requested in some areas than others. This is achieved in cellular systems through 
variations in the site density, and therefore cell size, such that highly populated areas with large 
demands for services can have a greater capacity than others. This can be seen exemplified with 
the diagrams in Figure 10. These diagrams show real map data for the location of GSM base 
stations (for all four UK GSM operators) in two different areas. This data is available from the 
UK Radiocommunications Agency [RADIOS]. The two maps are the same scale, but show the 
differences between the central area of a large city such as London, in Figure 10a, and the central 
area of a small town such as Guildford, in Figure 10b. It can be seen that London has a site 
density in excess of 11 times that of Guildford, primarily to reflect the increased subscriber base 
(7.1 million people in London versus 130000 in Guildford in 2001 [OFFIOl]), and therefore 
higher demands on the spectrum^. This clearly shows how cellular systems can use their site 
density to adjust their spectrum efficiency according to the demands. For temporal changes in 
spectrum demand, there is no equivalent mechanism to easily change the spectrum efficiency of a 
system over time.
A
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13 sites/km^
Figure 10. Actual map data showing base station locations for GSM in two different areas
Apart from this, spatial adaptability of the spectrum allocations would require the capability to 
adjust to temporal changes anyway, in order to extract the full potential from a DSA scheme. The 
reason for this is as follows. The demand for the spectrum in an area is determined by the number 
of users in that area requesting services, and spatial adaptability of spectrum needs to identify
Propagation conditions due to the more heavily built-up urban areas in London will have an effect as well, 
but are not the primary reason for the difference in site density
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areas which contain particular demand patterns, and apply the optimum spectrum allocations to 
these areas. This would suggest different types of regions such as residential areas, business 
distriets, eommercial areas ete. could be given different allocations. The problem is that the 
population of an area can be quite nomadie, for example moving from a residential area to a 
business distriet and back again during a day, as described in [LAM97]^. Therefore, any spatial 
speetrum allocation applied to, for example the residential area and business district, at some 
point in time would cease to be the optimum as the population moved between the two areas. This 
problem could be solved by taking into aeeount the temporal changes in demand. Therefore, it is 
believed that temporal DSA holds the greatest potential for spectrum allocation adaptation. 
Further work ean investigate the possibilities of adapting the spectrum to both time and space, but 
the focus of the investigation here is only on temporal adaptability. Spatial DSA schemes are 
already under investigation, and further details of the type of sehemes being developed can be 
found in [HUSCOl] and [LEAV02a].
The scenario under investigation here needs to be defined, in terms of the type of geographical 
area within which the DSA is adapting the spectrum allocations. It can be imagined that the 
temporal DSA system could be operated on one of three basic levels. These can be seen 
demonstrated in Figure 11 as city, country, and continent. Probably the smallest geographical area 
that a temporal DSA scheme would cover would be an individual eity. A temporal DSA scheme 
requires an area that is large enough for it to take significant traffic statistics from, in order to 
follow the long-term load variations, hi addition, the size of area that a temporal DSA scheme 
could cover is limited by the size of the largest cell making up the multi-radio environment in 
which DSA is operating. In the case of a broadcast system, these cells ean be very large, in the 
order of several tens of kilometres^. If the services offered over the broadcast system were to be 
more interactive in nature, then smaller cell sizes might be seen, but this still places a lower limit 
on the area under question.
If the DSA were to adapt the spectrum allocations for a whole eity, then this raises the issue of 
coexistence between the city and its surrounding areas. If the city’s spectrum allocations were 
being changed, then it is possible that two different systems could be operating on the same
 ^Studies of urban perception and behaviour have been made in detail for a great many years outside of the 
communications fields, for example in [LYNC60], but interestingly it is mobile communications that some 
researchers are citing as a major reason for changing urban behaviour, such as in [MOSSOO] and 
[TOWNOO]. In particular it is predicted to cause significant changes in the way business is done, as 
described in [FORG95].
 ^ In a DVB-T single frequency network the cell size is limited by the guard interval, for example a guard 
interval of 200ps gives rise to a maximum distance between transmitters of 60km [REIM98].
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frequency in neighbouring areas. This would cause potentially significant interference at the 
borders of the two areas. Such a situation would therefore have to be avoided. One possibility is 
that DSA would only be applied in major cities across a country, since these are the areas where 
significant spectrum shortages could be expected, and as is demonstrated in the diagram in Figure 
11, most major cities are generally quite separated from each other. If there were significant rural 
areas between the cities, which had lower demands from the spectrum, then the cities could 
independently set their spectrum allocations according to the DSA, and the rural regions between 
eould operate a fixed spectrum allocation scheme, which avoided the portions of the spectrum that 
could be interfered with by DSA. Alternatively, more complex schemes could be introduced that 
allowed the border regions between areas operating DSA schemes to be more carefully 
coordinated in their spectrum allocations, in order to control and manage the interference that 
would occur in these regions. These types of schemes are discussed in [HAMA03].
It would also be possible in theory for the DSA scheme to be applied to a whole country, such that 
the spectrum allocations to different systems covering the entire country were updated depending 
on the time varying demands from the users. This would avoid the problem of each city 
independently setting their spectrum allocations, and potentially causing interference to 
surrounding areas. However, this level of DSA usage becomes significantly more complex, as the 
DSA system now needs to gather and operate on data taken from a very wide area. This would 
lead to significant amounts of control and signalling information being sent over quite a wide 
area. In addition, this could cause major interference issues to neighbouring countries. This may 
not be as big a problem for an island such as Great Britain, but would be a significant problem for 
countries in mainland Europe.
■rsharr
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Figure 11. Levels of DSA operation: city, country, and continent
The next level up from this would be continent-wide DSA. This would solve the problems of 
interference at country borders, but introduces even more issues. Firstly, there would be the 
question of who controlled the spectrum allocations, since they would apply over many different 
countries, eaeh of which might have different operators running different networks. In addition.
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the fact that a continent such as Europe may cover several different time-zones will also have a 
major impact on the operation of DSA, since the user behaviour in each time-zone will be shifted. 
This would have the effect of blurring the time-varying patterns across the continent, making the 
DSA less effective. Furthermore, the DSA would need to control the spectrum over a very wide 
area, which would probably be prohibitive in terms of infrastructure and signalling requirements.
The result of these considerations is that is that the scenario under question in this thesis will be 
an isolated area, such as a single city, in which a temporally adaptive DSA scheme will be 
operating. It is assumed that issues regarding interference in neighbouring areas can be neglected, 
and this is left for future study. This work aims to concentrate on the issues related to the potential 
performance of a temporal DSA scheme, and obtain results on what affects this performance, 
without the results being influenced by any spatial issues. Now that the scope of the work has 
been narrowed down to a clear scenario within which DSA can be investigated, and the previous 
chapter has outlined the scenario envisaged for the actual form of the system and its associated 
networks and components, the following section will outline the possible types of schemes and 
algorithms that could be used to implement DSA in such a scenario. Following this the more 
detailed scenario that the identified schemes will be investigated in will be described.
4.2 Schemes to Realise DSA
This section will discuss the operation of possible schemes that can implement a dynamic 
spectrum allocation system. The section is split into two main parts. Firstly, the presence of DSA 
concepts in the available literature is discussed. This gives a background as to what schemes 
already exist and have been investigated. Following the review of the literature on DSA, the 
second part discusses three different concepts for the implementation of a DSA scheme, and 
discusses their relative merits.
4.2.1 DSA in the Literature
The following is a review of the work that has been reported in the literature on DSA and its 
related research areas. This is broken down into literature coming from regulatory bodies or the 
general research community that mentions or discusses the concepts of DSA, and work that is 
seen in related fields that suggests solutions and presents results.
4.2.1.1 Regulatory & Research Interest in DSA
In the literature to date, there is little work specifically on DSA, at least not in the context 
considered here. However, there is significant interest in new, more efficient, schemes for
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managing the radio spectrum. There has been particular interest in recent years within the 
regulatory bodies on how to keep pace with the seemingly ever-converging fields of wireless 
communications. This has led to the production of several important documents and reports, 
which highlight the importance of efficient spectrum management, and give encouragement to the 
concepts of DSA.
From the perspective of the UK, one particular report that is very important is the ‘Review of 
Radio Spectrum Management’ by Professor Martin Cave [CAVE02]. This was an independent 
review of spectrum management, commissioned by the UK government, and was completed in 
March 2002. It produced 47 wide-ranging recommendations, and almost all of these were 
accepted by the government in October 2002 [GREA02a]. Of particular interest to the work on 
DSA is the section of this report that is concerned with spectrum trading. The creation of 
secondary markets for the spectrum could be seen as vital for the operation of DSA, as it would 
allow the spectrum to be owned by a third party and/or traded between operators. This is firmly in 
line with the concept of DSA that is being investigated. This is backed up by one of the 
recommendations, which states that “spectrum trading should be implemented in the UK as soon 
as possible. The trading regime should be designed to minimise the transactions costs of trading, 
and it should allow operators to change the use of traded spectrum within international allocations 
and the national interference management framework”. In addition, it says “broadcasters should 
be given the ability to lease spectrum to other uses and/or users”, which fits well with the 
suggestion in section 3.5.1.4 that DSA could be supported through the use of broadcasting 
spectrum shared with a cellular system.
The UK government has committed itself to the concepts of market-based spectrum trading in a 
white paper by the Department of Trade and Industry, and the Department of Culture, Media and 
Sport [GREAOOa], which stated that it will “introduce new mechanisms to enable 
communications companies to trade spectrum”. In addition, this white paper also included a 
vision of the UK in 2015 by David Cleevely [CLEEGG], within which “provision was made for 
the licensing of competing Spectrum Management Organisations. These organisations were to be 
given the right to both bid for spectrum and then assign and trade it provided that the use of such 
spectrum conformed to the internationally agreed allocations”. This seems to fit precisely with the 
role of the spectrum coordinator entity that was shown in section 3.5.1.4.
Further UK interest for new radio spectrum management methods comes from the 
Radiocommunications Agency in their ‘Strategy for the Future Use of the Radio Spectrum in the 
UK’ [GREAG2b]. This document outlines their research goals, which includes sharing and 
coexistence studies. Furthermore, the previously mentioned study called ‘Mapping the Future of 
Convergence and Spectrum Management’ [GREAGGb] identified scenarios for what the impact of 
communications convergence could be in the future, and their impact on spectrum management.
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Outside of the United Kingdom, in the wider European perspective, a green paper has been 
produced on the European Commission’s policies associated with the availability and access to 
the radio spectrum [COMM98]. This notes that “the convergence of different services using radio 
spectrum... call into question the traditional classification of spectrum users and the resulting 
conditions for spectrum access”, whilst “the increasing demand for radio spectrum is not counter­
balanced by additional spectrum becoming available”. This motivates the investigation of 
schemes that can provide a more efficient use of the spectrum for these converged systems.
In the USA, the Federal Communications Commission (FCC) and its Spectrum Policy Task Force 
have produced a report [USFE02]. One particular point of interest for DSA from this document 
states that “preliminary data and general observations indicate that many portions of the radio 
spectrum are not in use for significant periods of time, and that spectrum use of these ‘white 
spaces’ (both temporal and geographic) can be increased significantly”. This corresponds directly 
to the goals of the work here. Furthermore, it is stated in [KOLO03] that “spectrum access is a 
much more significant problem than scarcity”, implying that it is the regulation that holds back 
the use of the spectrum rather than a lack of spectrum itself. In addition, it mentions that, in order 
to increase access to the spectrum, it should be recommended to “permit the use of more dynamic 
allocations and assignment of spectrum rights”. It is also worth noting that the FCC is interested 
in the concepts of licence-exempt open-access to the spectrum, as outlined in [USFE02], which is 
significantly different to the DSA concept investigated here, as will be discussed further in section 
4.2.1.2.1. As an example of the high-level awareness of the need for evolution in spectrum 
management, President George W. Bush ordered a review of these aspects in June 2003, stating 
that “the existing legal and policy framework for spectrum management has not kept pace with 
the dramatic changes in technology and spectrum use” [LANG03].
Moving even further afield, since 1997 a spectrum management system has been operated in 
Australia that provides a spectrum licence that gives a spectrum access right, allowing a 
considerable amount of flexibility to the owner of that licence to manage and deploy the 
equipment and services that they desire [WHIT02]. This is very different to the traditional method 
of allocation, where the regulator would specify a particular standard to operate in a certain band. 
The importance of this to DSA is that such regulation would allow the operation of systems, such 
as cellular and broadcast, which are usually separated in the spectrum, to operate in the same 
band.
Apart from the regulatory interest, other papers from the general research community have 
discussed the potential for dynamic spectrum allocation, without suggesting or analysing any 
particular solutions to the problem. For example, [AKYI99] states that new spectrum management 
techniques will be required to handle the demands on future heterogeneous hierarchical cell 
structures. This paper suggests a standardised pool of frequencies to be managed dynamically, but
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does not suggest any means for doing this. Another paper [LUEDOO] states that “radio spectrum 
may become, in a relatively short time, one of the most important economic commodities”. 
However, it rejects the idea of dynamically allocating spectrum between radio standards in favour 
of a new open access standard that can use any portion of the radio spectrum. The idea of dynamic 
spectrum allocation, and the concept of a third party spectrum band manager, is discussed in 
[PEHAOO]. By the same author [PEHA98] also discusses relevant models for DSA such as 
licensed open access, where a licence holder allows multiple devices to use its spectrum, or a 
permanent licence where the owner would be free to buy or sell some or all of its spectrum, much 
like property. Both of these spectrum management models would provide a possible scenario for 
operating DSA.
Dynamic spectrum allocation has also been cited as part of a potential vision for 4G in [EVANOO] 
and [MOHROO], particularly in the scenario of multi-radio environments, as is investigated here. 
The possibilities of DSA making up a part of a next generation mobile system, again in the 
scenario of a hybrid radio system is also mentioned in [BERE02], which tentatively suggests a 
“conceptual case where dynamic spectrum assignment is used, and bandwidths and capacities are 
assigned and used based on dynamically varying traffic loads”. This is precisely the goal of the 
schemes developed and investigated here. However, the paper makes no attempt to specify how 
this might be achieved. These concepts are also discussed as part of the Wireless World Research 
Forum’s (WWRF) ‘Book of Visions’ [WWRF00][WALK03], as part of the European vision of 
the future. Further interest in the concepts of DSA has also been seen in the software defined 
radio community. SDR is seen as one of the key enablers of a concept such as DSA, through the 
development of reconfigurable equipment that is able to re-tune to a wide range of frequencies. 
An article by [DREWOl] discusses optimising spectrum access through DSA as a long-term 
vision of reconfigurable equipment, and another paper by [BING02] identifies this issue as a 
potential advantage from use of software defined radio. The issues of spectrum sharing have also 
been considered by the UMTS Forum [UMTS98b] as a possibility for obtaining extension bands 
for the UMTS system.
4.2.1.2 Technical Work Related to DSA
The work in the literature shown previously, whilst highlighting the importance of DSA and the 
obvious need for improved mechanisms for managing the radio spectrum in the light of projected 
future demands, do not suggest any methods by which the radio spectrum can be dynamically 
allocated. A few papers are available that suggest methods and present some results closely 
related to DSA. There are several established research fields that are related to DSA, and these are 
discussed in the following sections.
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4.2.1.2.1 Licence-Exempt Spectrum Access
A significant amount of research has gone into the operation of licence-exempt spectrum. For 
example [SATA96], [SATA97], [SATA98], [SATAOO], [PEHA98], and [PEHAOO] discuss the 
possibilities for spectrum sharing in an licence-exempt band, the problems associated with the 
lack of incentives for devices to conserve the common spectrum, and operators attempting to be 
greedy at the expense of competitors devices. These papers formulate a spectrum ‘etiquette’ to 
provide fair sharing of the spectrum, and these are analytically evaluated. This is relevant to the 
DSA work in this research, as fair spectrum sharing rules are an important issue, although the 
DSA schemes considered here are not the same as having fully licence-exempt spectrum. If the 
spectrum is licence-exempt, it is treated as a shared resource that any conforming or certified 
device can use, and this performs best when only small amounts of data need to be transmitted at 
one time. This is not necessarily a suitable system for this work, where multimedia services need 
to be delivered, and delay sensitive services such as voice or video might be employed. However, 
there are parallels to certain types of DSA schemes, as is discussed in section 4.2.2.3.
4.2.1.2.2 Coexistence of Systems
The issue of coexisting systems is closely related to DSA, since it is concerned with different 
radio systems sharing the same block of spectrum. However, coexistence is interested in finding 
what the effect on the performance of the systems is when they are simply both operating in the 
same spectrum band without any special mechanisms operating on the networks. This can either 
be investigated for systems operating on exactly the same frequencies, i.e. the co-channel case, or 
when the systems are operating in adjacent frequencies, i.e. the adjacent channel case. An 
interesting study is presented in [RAVE02], [HUSC02a], and [HUSC02b], which uses a scenario 
that is almost identical to the one investigated here for DSA, with a UMTS cellular system, and a 
DVB-T broadcast system. However, this work looks at the possibilities of reusing the DVB-T 
frequencies in UMTS, through a careful planning of the frequencies in the cells, in order to 
minimise the interference. This is different to the goals of this investigation, which is to adapt to 
time-varying demands in the traffic to optimise the allocations, but is a valid and effective method 
of increasing the efficiency of spectrum use in a converged cellular and broadcast system. In 
[MANG99a] and [MANG99b] the possibility for sharing a common frequency band for two 
different radio standards is discussed, whereby the inherent dynamic channel allocation schemes 
provide the mechanism for the spectrum sharing. However, this work is very specific to the two 
standards under examination, and not general enough to be specific to this research, but is 
otherwise a good example of how two systems can effectively share the spectrum.
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4.2.1.2.3 Traditional Frequency Assignment
The field of frequency assignment has been studied for many years. The idea behind frequency 
assignment is to develop techniques for finding the optimum assignment of frequencies to base 
stations in mobile radio systems to meet interference and coexistence constraints. This field is 
relevant to DSA, as DSA in many ways needs to perform a real-time frequency assignment 
technique, and therefore all the aspects on the handling of the constraints between the cells are 
valid considerations. However, one aspect of frequency assignment that has not seen much work 
is how to perform frequency assignment for more than one layer of overlapping cells. This is the 
main requirement for the DSA system in a multi-radio environment scenario.
One of the first papers on frequency assignment was [ZOEL77], which was the first to introduce a 
method using graph theory for finding the optimum frequency plans. Shortly after the paper was 
published this field began to see more research interest, with more diverse techniques for finding 
frequency plans being produced, such as [BOX78], which develops a heuristic algorithm for 
finding a solution, and [SIVA89] which further develops and compares more algorithms. 
Research has gone into schemes that are more complex for the determination of frequency plans, 
such as neural networks [KUNZ91], simulated annealing [DUQU93], and genetic algorithms 
[JAIM96]. These techniques have not been studied in detail as it was felt that it was the principle 
behind the handling of interference constraints that was important to this research, rather than the 
precise method used for finding the plan.
A paper that discusses more of the state of the art frequency planning methods, including a 
consideration of the issues involved with multi-layered cells can be found in [FRUL96]. Another 
paper that discusses frequency assignment for a multi-layer system is [WANG97]. This proposes 
a sectorisation scheme that allows microcells to reuse macrocell frequencies, which gives a 
similar result to the scheme in [RAVE02]. The DSA concept expands on the frequency 
assignment schemes discussed, as the DSA needs to run as often as possible to re-assign 
frequencies to the RANs to adapt to traffic loads, whereas most of the frequency assignment 
algorithms are not designed to run in real-time. However, [TZIF99] does address this issue, and 
presents an algorithm that can reconfigure the frequency assignments of a cellular system 
according to time-varying load demands on the network. This is very close to the goals of the 
DSA scheme here, but does not present a solution for how this can be achieved in the case of 
multiple overlaying networks sharing the frequencies.
4.2.1.2.4 Dynamic Channel Assignment
The field of dynamic channel assignment has been researched in great depth. The basis behind it 
is to avoid the need for frequency planning by using dynamic algorithms that select which channel 
to use for a call at its set-up. The term ‘channel’ has different meanings depending on the access
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scheme, e.g. frequency, time-slot etc. There are a wide variety of different schemes to implement 
dynamic channel allocation (DCA). Channel borrowing uses a fixed reuse of channels, but 
channels from one cell can be borrowed for use in another under certain circumstances. Dynamic 
assignment schemes have no fixed allocation of channels to cells, and all channels are kept in a 
pool and are assigned to the cells as calls arrive. Hybrid assignment schemes use a mixture of 
fixed and dynamically allocated channels. A major reference for this topic is [KATZ96], which 
thoroughly compares and contrasts most of the schemes suggested to that date. However, these 
schemes generally have one thing in common, which is that they are only interested in allocating 
resources for a single radio system, and not sharing then between overlaying systems, as is the 
focus here.
Two papers that deal specifically with the partitioning of spectrum between two separate cellular 
layers are [ORTI97] and [ORTI98]. The former discusses an analytical technique for finding the 
optimum spectrum partitioning in a HCS, and the latter uses a DCA technique to dynamically 
change the spectrum partitioning to deal with the handing of congestion. The main difference 
between these references and the work here is that all the layers in the reference are the same 
radio system supporting the same services, and it deals with uniform traffic loads, whereas this 
research has different radio standards and services in each layer, and the DSA is designed to cope 
with time and space varying traffic. However, this reference is still reasonably close to the DSA 
schemes being developed here.
A scheme from the literature that is quite close to the DSA schemes being developed here is 
[SALG95]. This paper proposes a method where a DCA scheme called Autonomous Reuse 
Partitioning (ARP) [KANA92] (based on the original concept of Reuse Partitioning from 
[HALP83]) is employed to select channels for four competing operators of cellular systems in a 
shared frequency band. A difference between this work and the research being performed here is 
that the traffic is not time or space varying between operators, although this technique may prove 
to be valid under these conditions. In addition, this paper considers operators using systems with 
the same, small, cell sizes. This is different to this study, as it will consider small cells for cellular 
systems, and large cells for DVB-T, which might severely limit the success of this technique. 
Another difference is that the reference considers frequency division multiple access (FDMA) 
schemes, such that a carrier frequency corresponds to a single channel. The consideration of 
WCDMA, as is seen with this investigation would change the performance of the scheme 
presented in [SALG95] considerably, as there would no longer be the possibility of allocating and 
de-allocating the spectrum on a single call-by-call basis, due to the large number of calls 
supported on a single UMTS carrier. It is also worth noting that a variant of ARP has been 
developed for hierarchical cellular systems, called Hierarchical Autonomous Reuse Partitioning 
(HARP) in [SCHE96].
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4.2.2 Identified DSA Schemes
Several schemes for implementing temporal dynamic allocation of spectrum, and achieving the 
goals of the study, have been identified. The first two of these are called contiguous and 
fragmented DSA. These schemes apply to scenarios where the DSA is performed in an area of 
approximately uniform geographic spectrum demand, i.e. the spectrum allocation is changed over 
time, and these allocations apply over a set geographical area. The final scheme is a cell-by-cell 
DSA scheme, and this scheme changes the spectrum allocation over time and space, and is also 
not constrained to any particular area of uniform spectrum demand. The general concepts of these 
three schemes were developed during the 1ST DRiVE project [CHRI01][LEAV01].
4.2.2.1 The Contiguous DSA Scheme
The first scheme considered is contiguous DSA, and this can be seen as the first step from a fixed 
spectrum assignment scheme. This utilises contiguous blocks of spectrum allocated to different 
RANs, and these are separated by suitable guard bands, much like fixed assignment. However, the 
width of the spectrum block assigned to a RAN is allowed to vary in order to allow for changing 
demand, by adding more carriers at the end of the allocated block of spectrum. The basic 
operation of this type of scheme can be seen in Figure 12. This technique has several advantages. 
Firstly, it is seen as the first evolutionary step in spectrum allocation after fixed assignment, as it 
retains several of the fixed spectrum allocation (FSA) advantages, such as easily controlling 
interference between the networks, as only one guard band is required between each RAN, and it 
can be ensured that this is always of an adequate size. This will effectively control the interference 
and prevent a reduction in performance of either of the two systems. However, the technique does 
have disadvantages. This scheme only allows the spectrum partitioning of a RAN to change at the 
expense of the spectrally adjacent RAN’s spectrum. Therefore, if a RAN wishes to increase its 
allocated spectrum then it will not be able to do so if the spectrally adjacent RAN will not release 
the spectrum. This therefore introduces further constraints on the spectrum allocation procedure. 
However, it does provide a scheme for allowing spectrum to be used by other RANs during times 
when it is not being fully utilised.
4.2.2.2 The Fragmented DSA Scheme
Another allocation technique is fragmented DSA. With this scheme, the spectrum to be 
dynamically allocated is treated as a single pool, and any RAN can be assigned an arbitrary piece 
of spectrum anywhere in this pool. The operation of this technique can be seen in Figure 12. This 
technique is not as constrained in its spectrum allocations as the contiguous scheme, but this does 
serve to introduce some extra disadvantages.
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The primary advantage of this scheme is that the size of one RAN’s spectrum is not dependent on 
its adjacent spectrum neighbours. Therefore the spectrally adjacent RAN does not necessarily 
have to give up its spectrum to give more to its neighbour. This scheme would gain an advantage 
if more than two RANs were sharing the spectrum, as the contiguous scheme could potentially 
stop one RANs spectrum expanding as its spectrum neighbour would not release spectrum, even 
though a third RAN had free bandwidth to give up elsewhere in the spectrum. This technique 
could therefore produce greater allocation flexibility. The main disadvantage of this scheme is 
that it becomes more difficult to control, particularly in terms of interference. This technique can 
potentially have many guard bands throughout the shared spectrum, and it therefore becomes very 
important that these are kept as small as possible, without compromising interference conditions, 
as this is essentially unused spectrum and could potentially significantly reduce spectrum 
efficiency.
These disadvantages could be mitigated by schemes that keep the guard bands minimal, such as 
having dynamic guard bands where certain cells close to a strong interférer (e.g. a UMTS system 
with small cells being interfered from a large celled DVB-T broadcast system) are forbidden from 
using frequencies close to the allocated spectrum of the interférer, whereas cells further away are 
permitted to use these frequencies. Another potential disadvantage is excessive fragmentation of 
the spectrum, such that several small blocks of spectrum of different RANs could be next to each 
other in the spectrum, creating several guard bands, whereas they could be grouped together, 
minimising the number of guard bands required, and thereby maximising the spectrum efficiency. 
In essence, the fragmented scheme may give more allocation flexibility over the contiguous 
scheme, but this must be traded off against the need to more carefully control the use of the 
spectrum, leading to more complex systems, and requires more information to be available and 
exchanged between RANs and network elements.
The biggest disadvantage that this scheme has is when only two RANs are sharing the spectrum. 
In this case, the situation cannot occur where one RAN has free spectrum, but it cannot be given 
to another because it is being blocked by a third RAN in the spectrum. Because of this, the 
fragmented scheme cannot inherently improve the performance in a two-RAN scenario, but will 
only reduce the spectrum efficiency compared to the contiguous scheme by introducing more 
guard bands.
4.2.2.3 The Cell-By-Cell DSA Scheme
The final technique considered is a cell-by-cell assignment scheme where the individual base 
stations of each RAN could be allocated any part of the spectrum. This means that each individual 
base station of a RAN can be operating on completely different frequencies, and cells of one RAN
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could be using the same frequencies of other cells of another RAN in another location. A 
representation of this scheme can be compared to the other schemes in Figure 12.
This scheme would overcome the constraint of the other temporal DSA schemes that the spectrum 
partitioning chosen needs to apply over certain set areas, preferably with relatively constant 
spatial traffic demands. This gives the scheme the advantage of not only adapting to time-varying 
spectrum demands, but also spatial demands. This technique approaches an open access, or 
licence-exempt, scheme as described in [PEHAOO] and [SALG95] and would be subject to the 
constraints such as incentives to stop RANs wasting spectrum at the expense of competitors 
sharing the band, although a DSA scheme should be subject to greater coordination between 
RANs than an licence-exempt scheme. Since this scheme has the highest degree o f flexibility, it 
theoretically should lead to the best possible performance, however this would be at the expense 
of the maximum complexity o f the DSA algorithm and a maximal amount o f information to be 
exchanged.
For this spectrum allocation scheme, interference constraints need to be considered between each 
cell pair consisting o f two cells belonging to different RANs. This will therefore lead to the most 
complex interference control issues, as simple guard bands between RANs no longer apply. This 
makes this type o f scheme have constraints close to those seen with DCA [KATZ96] and 
frequency assignment [ZOEL77], but with the extra degree of complexity of having to manage the 
frequency plans across two overlaying RANs with differing cell sizes and characteristics.
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Figure 12. Basic operation of fixed, contiguous, fragmented, and cell-by-cell DSA
4.3 DSA Scenario under Investigation
This section will describe the precise scenario that will be used for the investigation of the 
dynamic spectrum allocation in this thesis. It has already been stated that the aim is to investigate 
schemes that adapt to temporally-varying demands on the RANs, at the level o f daytime 
variations, and that this is to be investigated in an isolated area, free from interference from
55
Chapter 4. Dynamic Spectrum Allocation Schemes
adjacent areas. Furthermore, it has been stated that this is investigated for the case of a multi-radio 
environment, specifically one comprising of a cellular and broadcast network. The RANs to be 
investigated are UMTS and DVB-T. The reason why these RANs were chosen is that they are 
both modem digital cellular and broadcast networks, which are capable of delivering multimedia 
traffic to the users. Both of these systems are in the early phases of operation in Europe, and 
hence constitute the most advanced operational cellular and broadcast networks available. 
Furthermore, from the point of view of DSA, these systems have the advantage of utilising a 
similar carrier bandwidth, particularly given the flexible bandwidth of DVB-T, as will be further 
discussed in section 5.2.4.
For the DSA operation, the spectrum is only shared on the downlink of the RANs in the multi­
radio system. There are several reasons for doing this. Firstly, the traffic seen on future mobile 
environments is expected to be largely asymmetric, with most of the traffic load being seen on the 
downlink. Therefore, it is assumed that there is a fixed amount of bandwidth somewhere else in 
the spectmm that will be used for the UMTS uplink, and the downlink spectrum is shared with 
DVB-T. In this way, the uplink spectmm is assumed to be sufficient to support the load and is 
omitted from the DSA work on the basis that it would be the downlink that supports the majority 
of the traffic load. This is a reasonable assumption, provided that the block of uplink spectmm is 
always large enough to support any demands on the uplink, as otherwise calls would be blocked 
due to lack of uplink bandwidth, which is not taken into account in this work. However, if too 
much spectmm were present in the uplink, then this would be wasted over time and space, which 
is exactly what the DSA schemes are trying to avoid.
Another issue to consider is that it may be tme that future services in the mobile environment 
would be asymmetric, but in the DSA simulations performed here the service used over UMTS 
was speech, which is inherently symmetric. Therefore, in the simulations at least, this assumption 
of needing different amounts of downlink and uplink spectmm was not valid. However, there are 
reasons why having a fixed uplink spectmm may be the most effective way of managing the 
uplink. Firstly, in a scenario of UMTS and DVB-T sharing the spectmm, there is no scope for 
UMTS to share the uplink spectmm, since DVB-T has no uplink. Therefore there would be no 
contention for spectmm if there were a separate block just for the uplink, since UMTS is the only 
RAN using it. Secondly, it is advantageous for UMTS, in its FDD form, if there is a significant 
separation in terms of frequency between the uplink and downlink from a hardware point of view 
(in terms of filtering), demonstrating the need for a second block of spectmm to be used, away 
from the block used for the shared downlink with DVB-T. Thirdly, since UMTS is the only RAN 
in this scenario that has an uplink channel, this implies that all uplink requests for the system will 
come via UMTS. Since this means that the total uplink load includes traffic related to both the 
UMTS and DVB-T downlinks, then this will have the effect of spreading the load on the uplink
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out over the day, rather than just following a particular traffic pattern seen for a single service. 
Therefore, there may not be much scope for dynamically allocating the uplink spectrum. For these 
reasons it can be concluded that the assumption of only performing DSA on the downlink is a 
reasonable one.
The DSA scheme that is investigated within this thesis is the contiguous DSA scheme. There are 
several reasons why this type of scheme is investigated here. Firstly, the scenario under question 
here is particularly focused on cellular and broadcast systems, and as such the main investigation 
scenario involves two RANs, UMTS and DVB-T. As is stated in the previous section, the use of 
two RANs makes the fragmented DSA scheme have little or no advantage over the contiguous 
scheme. In addition to this, it is worth noting that it has been stated in [UMTS98b], that extension 
bands for UMTS “should be identified as relatively large blocks, contiguous, if possible, to the 
core band. The development of equipment that has to operate over fragmented parts of the 
spectrum might be more complex and expensive”. It was chosen to investigate the contiguous 
DSA scheme over the cell-by-cell scheme, since little previous work has been done on DSA, and 
therefore it did not seem logical to begin working on the most complex type of DSA scheme, 
without firstly assessing what the performance could be from the contiguous method.
4.4 Operation of Contiguous DSA
The diagram in Figure 12 indicated the basic mode of operation of contiguous DSA. The two 
blocks of spectrum are separated by a single guard band. The overall size of the spectrum block 
used in these investigations is varied, but in most cases a block of 30MHz, plus a suitable guard 
band, is used. A 30MHz block can support a total of 6 carriers. The minimum size of the guard 
band required needs to be determined through coexistence investigations [LOTT97], such as those 
presented in [HAMAOl] and [HAMA02] for UMTS and DVB-T. These results indicate that a 
guard band in the region of 500kHz would be required for UMTS and DVB-T, provided degraded 
performance would be acceptable in the UMTS cell that contained the DVB-T transmitter. If 
better UMTS performance was required here, then the guard band would need to be increased, but 
this would need to be traded off against the loss of spectrum due to the guard band over the whole 
region. In [HAMAOl] a guard band of as large as 4MHz is suggested to give uninterfered UMTS 
operation. However, it is shown in [HAMA02] that the guard band required depends on several 
factors such as the spectrum masks of the interfering system, the environment, and the cell 
layouts, so these would need to be determined for a particular DSA scenario.
The DSA needs to operate such that the RANs should only be allocated as much spectrum as they 
need to satisfy their loads at any given point in time. The RANs start their spectrum allocations 
from opposite ends of the overall spectrum block, and, as the loads increase, their spectrum
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allocations would advance towards the centre, until the space left between the RANs was the 
minimum that could satisfy the guard band requirements. When the situations occur that both 
RANs require more spectrum, but there is insufficient free spectrum to satisfy both RANs, then an 
algorithm needs to be run to determine whieh RAN gets the spectrum. These algorithms are 
described in detail in section 5.1.3.5. This operation of the contiguous DSA scheme can be seen 
illustrated in Figure 13. Obviously, if  there were insufficient load on the networks to for the entire 
block of spectrum used by DSA to be utilised by the RANs, then there would be spectrum free 
between the networks. In these cases, a RAN that requires spectrum can take some of the free 
spectrum without the other RAN firstly deactivating a carrier.
RAN 1 
A llocations
RAN 2 
A lloca tions
RAN 1 carriers added Separation m ust not be less RAN 2 carriers added 
in th is d irection than m inim um  guard band in th is d irection
Figure 13. Dynamic allocation of spectrum for contiguous DSA
When the spectrum is fully occupied with carriers, the allocations can shift according to the 
demands on the networks by initially deactivating a carrier in one RAN (i.e. preventing the base 
stations or transmitters from utilising this frequency in that RAN, remembering that the spectrum 
is shared on the downlink only), and this can be seen in step 1 of Figure 14. This then leaves an 
unused portion of spectrum between the RANs, made up of the guard band and the space taken up 
by the deactivated carrier, as shown in step 2. The other RAN then activates a carrier in this free 
portion of the spectrum, next to the other carriers already allocated to this RAN. This has the 
effect of making the guard band between the RANs shift, as can be seen in step 3 o f Figure 14.
RAN 1 
A llocations
RAN 2 
A llocations
Step 1
Step 2
steps
Deactivated
Temporarily 
Unused 
v y V / W  Spectrum 
^ // / / /
New Carrier 
Activated
Figure 14. Method of shifting spectrum allocations in contiguous DSA
In order for as many carriers as possible to be freed for reallocation from the area of the spectrum 
where the two RANs border each other (i.e. the guard band region), new calls are always 
supported on the furthest carrier from the guard band that is available. In addition, calls are 
handed down from carriers closest to the guard bands, to ones nearer the ends o f the spectrum
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block whenever calls end and capacity becomes available. This is done such that the calls are 
packed onto the carriers towards the ends of the spectrum block, as shown in Figure 15. This is 
similar to an operation that is used in DCA for channel borrowing schemes, such as those in 
[ELN082] and [ZHAN89].
RAN 1 new calls supported on 
carriers furthest from guard band,
RAN 2 new calls supported on 
carriers furthest from guard band,
i.e. from left to right i.e. from right to left
RAN 1 
Allocations
RAN 2 
Allocations
RAN 1 ongoing calls handed 
down to carriers furthest from 
guard band whenever possible
RAN 2 ongoing calls handed 
down to carriers furthest from 
guard band whenever possible
Figure 15. Packing of calls into the allocated radio spectrum
4.5 Theoretical Performance of Contiguous DSA
Now that the basic operation of the DSA scheme to be investigated here has been determined, and 
an operational scenario has been drawn up, this section determines what the performance of such 
a scheme should be in theory. This is achieved by deriving what the increase in efficiency of 
spectrum usage would be when DSA is used, for any given traffic pattern. The results from this 
work will then be used in the following chapter to compare with results obtained through 
simulations.
It can be imagined that the operation of a temporal DSA system relies on the time-varying traffic 
patterns of the RANs sharing the spectrum being different, or at best uncorrelated. The two RANs 
sharing the block of spectrum, DVB-T and UMTS, offer differing services, implying different 
traffic patterns. Consider Figure 16 where the traffic patterns for the RANs are perfectly 
uncorrelated (i.e. a correlation coefficient of -1), with the demands normalised to one. If the 
RANs had equal peak demands for the spectrum, then, for FSA, an equal block of spectrum would 
be required for each RAN to support its peak load. Therefore, if the RANs were to share this 
overall block of spectrum, then the RANs would have access to twice as much spectrum as they 
would with FSA, implying that they would be able to support at least twice as much traffic with 
DSA as FSA, in the same total block of spectrum, leading to a spectrum efficiency gain of 100%. 
In reality, the gain would be over 100%, due to increased trunking gain with more spectrum, but 
this is ignored here. Conversely, a correlation of +1 would give 0% gain, since the RANs would 
both require spectrum from DSA to support their peak loads simultaneously, giving no advantage 
compared to FSA.
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Figure 16. Example uncorrelated traffic patterns
However, traffic correlations of -1 or +1 are unrealistic. Therefore, more realistic traffic patterns, 
derived from actual services, are considered. Since there are currently no active mobile 
multimedia services, then the traffic patterns seen can only be derived from existing services for 
which data exists. This work considers a speech service over UMTS, and a multicasted video 
service over DVB-T. Figure 17 shows example traffic patterns, extrapolated from current 
services. The speech curve is inspired from GSM voice service demand from [ALME99] and 
[LAM97], and the video service is from TV viewing figures from [CURT02] and [KIEF98].
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Figure 17. Temporal traffic patterns derived from real services
The potential gain obtainable by utilising DSA for two RANs can be generalised for any pair of 
traffic patterns. The gain of DSA is defined as the increase in traffic that can be supported in the 
same amount of spectrum when DSA is compared to FSA. If there are spectrum demand curves, 
such as in Figure 17, normalised to the RAN with the largest peak demand (note that the peak 
demands in each RAN do not have to be equal for this analysis to hold true), then the demands for 
each RAN can be represented as:
Where: = demand pattern for RAN %,
dt,Rx -  value of the demand for RAN % at time t, 
n = number of values in the demand pattern
(3)
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It is assumed that, for F SA, the networks are dimensioned for the busy hour traffic (i.e. the peak 
of the traffic demand) such that a sufficient user satisfaction ratio is obtained. This implies that the 
spectrum required for each of the RANs with FSA is:
Where: SfSA,Rx = FSA spectrum required for RAN %
The spectrum required for DSA is the peak value of the cumulative demands for the two RANs, 
given by:
(5)
Where: Sdsa = total spectrum required with DSA
The gain of DSA is the amount by which the spectrum demand can be increased in each RAN 
with DSA, such that the spectrum required equals that of FSA:
(6)'DSA ^
DSA
max(D^,) + max(D^2 )“ max(D^,
Where: IGdsa = ideal gain of DSA in percent
For the pattern in Figure 17, the peak cumulative demand, Sdsa, has a value of 1.49, and this gives 
a gain of 34.2%. Therefore, with DSA, the spectrum demands could be increased by 34% equally 
in each RAN in order to obtain the same user satisfaction as FSA, giving the fairest sharing of the 
spectrum. However, it is possible to increase the demands unequally, but obtain the required 
overall increase in spectrum demand. Any combination of gains is possible for the two RANs, 
provided the following relation is maintained:
+100)^  ^ ^
2 Q Q  ~  ^ F S A ,R \  ^  ^ F S A ,R 2 ^ /
Where: T = time of peak cumulative spectrum demand,
Gdsa,rx = DSA gain for RAN x in percent
This affects the results since at time T the two RANs may have differing individual demands {(Ît,ri 
& dx,R ,^ meaning that an equal increase in demand may not be optimum. In addition, if the two 
RANs do not utilise their allocated spectrum equally, e.g. if one RAN fits more users into its 
allocated spectrum, then to increase the overall number of satisfied users, it may not be optimum 
to increase the RAN’s traffic equally. This can be taken into account by considering two ratios. 
The first is denoted Arj:Ar2 , and is the ratio of the areas under the spectrum demand curves for 
both RANs. This gives the total spectrum demand over the whole day for each RAN. The other
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ratio is denoted Tri'.Tr2 , and is the ratio of the traffic usage per unit spectrum demand. The 
following ratio can then be derived as the relative traffic supported by each RAN;
A T  A TTJ .TJ  ____________________  . ____________ ^Rl^Rl____________ / m
Where: Urx = traffic over RAN x
From this and the individual RAN gains, the overall performance can be caleulated as a weighted 
average:
G  rid A o A d  D1 " t"  G j ,d A  d A A  I
'D S A  ~
Q  _  D S A ,R \ '~ ' R \  ' ^ D S A , R 2 '~ '  R 2
^  R Ï  + ^ F 2
Where: Gdsa ~ DSA gain in percent
Taking again the example from Figure 17, where UMTS is RAN 1 and DVB-T is RAN 2, the area 
under the UMTS curve, given by the trapezium rule, Ari, is 11.86, and the area under the DVB-T 
curve, Ar2 , is 12.82. As an example, assume^ that Trj:Tr2 is 3:2. The peak cumulative demand 
value is 1.49, as already stated, and it can be seen that this occurs at time T = 14. The value of 
dr,Ri =  1, and (It,r2 = 0.487, and Srsa.ri = Sfsa.r2 = 1. This allows the calculation of the potential 
gains from DSA for the possible combinations of Gdsa,ri and Gdsa.ri- Therefore, from (8) and 
(10):
r ,  _ ^ ^ ^ { ^ F S A , R \  ^  ^ F S A , R i ) ~  ^ T , R ï i ^ D S A , R l  ' d f R 2 _  ~  ^  DSA,R\
D^SA,R2 ~ - —   /0.487
Gdsa=~— — (12)
29.4. Gnc. ,1+20.4-G.
49.8
Figure 18 shows these relationships, plotted against G d s a . r d  The solid lines show the trends from
(11) and (12). Notice that, at the point where the lines cross, the RAN 1 gain is 34.2%, and so is 
the RAN 2 and overall gains, as predicted by (7). The overall gain line increases past this value 
and goes as high as 44% for very low RAN 1 gains. However, the solid lines are not attainable in 
reality, because at low RAN 1 gains (<25% here) the gains of RAN 2 are large, and this causes a 
second peak in the cumulative spectrum demand curve to become dominant, i.e. the value of T 
changes in (8). The effect of this is shown by the dashed lines. This gives a peak in the overall 
gain curve, showing the maximum gain from DSA in this scenario. This shows an overall gain of 
43%, with an increase in traffic of 30% in RAN 1 and 63% in RAN 2.
 ^ These figures are taken since they correspond with the simulation parameters that will be described in 
Chapter 5.
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Figure 18. RAN 1 gains vs. RAN 2 and overall gains
The way that this effect is occurring can be demonstrated with the curves in Figure 19. These 
curves show the time varying spectrum demands for three cases. The first case, on the left hand 
side, shows the instance where the RAN 1 demands have been increased by 30%. It can be seen 
from Figure 18 that this was during the period at which the curves follow the equations (11) and
(12). This is demonstrated by the fact that the peak of the cumulative demand has a value of 2, 
and occurs at time T = 14, as expected.
The second case shows the effect when the RAN 1 gain is 10%, and the RAN 2 and overall gain is 
calculated from equations (11) and (12). It can be seen, with reference to Figure 18, that this is 
during the period of time when the gains diverge from those in equations (11) and (12). The 
reason for the divergence is that the time of the peak of the cumulative spectrum demand line is 
now no longer at 14, but now has a value of 21. Since the equations only considered the time T = 
14, the value of the cumulative demand at this point is 2, but the actual peak demand, which 
occurs at r =  21, is higher at 2.18. This therefore does not accurately give the gain, since the peak 
cumulative demand cannot go above 2. This gives rise to the last case, which again shows the 
RAN 1 gain of 10%, but now considers the new value of T. The gain of RAN 2 is now reduced 
from the values shown from the solid lines in Figure 18, to the dashed lines. It can be seen that in 
this case the peak cumulative demand is returned to its correct value of 2.
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Figure 19. Effect of changing RAN demands on peak cumulative demand time, T
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However, even though it is possible to calculate what the peak DSA gain can be through the 
method above, it would not necessarily be desirable for a practical DSA algorithm to attempt to 
operate in this way. The main reason for this is that in order to obtain the maximum gains from 
the DSA system in this way, it is necessary to increase the amount spectrum given to each of the 
RANs unequally. Therefore, this method would benefit one RAN more than the other. For 
example, for the case shown on the right hand side of Figure 19, the RAN 1 spectrum is increased 
by 10%, and the RAN 2 spectrum by 66%. Ultimately, this gives rise to much more traffic 
supportable over RAN 2 than RAN 1, and therefore more revenue generated for RAN 2 than RAN
1. This is very undesirable from the point of view of RAN 1, and would potentially prevent 
operators wanting to use a DSA system in the case where the different RANs were owned and run 
by different operators. Therefore, the only fair case seems to be to attempt to increase the 
spectrum equally to the two RANs
hr addition to this reason, it would also be difficult from a technical point of view to find the 
correct relative increase in spectrum for each RAN in order to obtain the peak gain, for an 
iterative DSA algorithm that ran in real-time. The reason for this is that it would be required to 
know in advance the entire traffic pattern that would be seen over the day, in order to calculate the 
relative areas under the curve, the peak demand values, and the relative traffic seen over the 
networks. Although this could be possible, since the traffic patterns may be regarded as being 
quite predictable (as discussed in section 5.1.3.3), it would be difficult to do in an algorithm that 
updated the spectrum allocations dynamically and in real-time over the course of the day. fri 
addition, any change to the traffic patterns in practice, from those predicted for the RANs would 
have a major impact on the performance of DSA.
However, it could be envisaged that in a practical algorithm, which is non-ideal in its behaviour, 
the increases in spectrum in the RANs may not be equal, and this may result in the optimum 
distribution of spectrum to the RANs being achieved without the prior expectation of doing so. 
This would be due to the heuristic nature of an iterative, dynamic algorithm that would allocate 
the spectrum to the RANs, depending on the demands seen. Therefore, due to the particular 
scenario and behaviour of the algorithm it could be seen that one RAN may be allocated a larger 
amount of spectrum than the other, which could correspond to the optimum. However, since this 
cannot be guaranteed in an algorithm without extensive prior knowledge of the traffic, then it 
could also occur that the spectrum partitioning chosen could correspond to the worst possible 
rather than the optimum. Fortunately, the difference between the performance of the best and 
worst allocation distribution of the spectrum is not too great. From Figure 18, it can be seen that 
the overall performance varies between 29.1% and 38.0%, for all the possible allocations shown 
on the graph. The overall performance can go lower than this, but this is only under circumstances 
where the gain on one of the RANs is negative, which would certainly be avoided in any practical
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algorithm. Whilst the variation in the overall gains is not too great, it is important that the fairness 
of the increases in the RANs is considered. Given that a practical algorithm would aim to share 
the spectrum as fairly as possible in the scenario under question, then it would be hoped that the 
performance would lie in the region in the middle of the graph, giving performance between the 
fairest, equal, case and the optimum one.
If it is assumed for now that the DSA scheme distributes the spectrum evenly to the RANs, and 
does not take into account differing demands on the RANs, then the theoretical DSA performance 
can be found for any given traffic pattern, from (7). This can be seen as the curve in Figure 20, 
which plots the value for the DSA gains against the peak cumulative spectrum demand, for the 
case where SfSA,Ri = Sfsa,r2 ~ 1 • This curve gives the theoretical performance that it is possible to 
attain for any pair of traffic patterns, and can be used to compare to results obtained through 
simulations in order to evaluate the main factors affecting DSA performance.
0
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Peak Cumulative Specturm Demand,
Figure 20. Theoretical DSA performance against cumulative spectrum demand
Of course, the curve above assumes that the peaks of the two RAN’s spectrum demands are equal, 
like the ones shown in Figure 17, and this therefore gives a value for the sum of the peak demands 
(i.e. the spectrum demand for FSA) of 2. However, in a real system, it would be unlikely that the 
demands would be exactly equal. Therefore, curves can be plotted for the performance in the case 
where the sum of the two peak demands { S f s a . r i  + S f s a , r 2 )  are unequal. These are shown in Figure 
21, for different values of the sum ranging from 2 to 1. It can be seen how the potential gains from 
DSA are reduced as the difference between the peak values of the demands on the RANs 
increases. Therefore, if an algorithm attempts to distribute the spectrum equally to the RANs, this 
curve set can be used to evaluate what the theoretical gain could be for any given set of traffic 
patterns.
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Figure 21. Theoretical DSA performance for changing sum of peak demands on RANs
As one further point of interest, the reason that the traffic patterns are compared and quantified in 
terms of peak cumulative demand, rather than a more usual statistical measure like correlation, as 
would be given by (13), is simply that the correlation does not take into account the fact that the 
demands for each of the two networks may have different peak values. In other words, the 
correlation only takes into account the shape of the curves, not the magnitudes.
r = i=l (13)
/ = i  \  1 = 1  J  ) l  1 = 1  V  f = i
,2A
Where: r = coefficient of correlation
This can be seen illustrated in the graphs in Figure 22. These show three sets of traffic patterns. 
The first gives a basic set of patterns, which gives rise to a peak cumulative demand of 1.43, and 
has a correlation between the patterns o f-0.167. The second graph shows the same shape curves, 
but this time the video demand is halved at each point. This now gives a peak cumulative demand 
of 1.21, implying that more users could be supported than with the previous patterns before the 
spectrum became congested with DSA. However, the correlation remains the same at -0.167. 
Furthermore, if the traffic patterns are such that the two patterns have only a small period during 
which they both have a large demand, then this will correspond to a large peak cumulative 
demand. However, the correlation will also depend on the performance over the rest of the time 
period, which may counter the small time at which the RAN’s patterns are correlated. As an 
example, take the third diagram in Figure 22, where the traffic patterns are the same as before, 
except that the DVB-T demand has an increased peak at the same time as the main UMTS peak 
demand. This leads to a slightly increased correlation of -0.06643, which corresponds to a 
correlation increase of 12% compared to the previous value. However, there is a significant rise in
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the peak cumulative demand, which is now 1.6, giving a 40% increase from before. The peak 
cumulative demand is the correct measure, since this determines by how much the traffic load can 
be increased until congestion starts to occur in the DSA system. If the correlation were used, then 
this would significantly overestimate what the DSA performance would be with this traffic load.
¥
%
I I
I
E
I
E
I
E
&
0 2 4 6 8 10 12 14 16 18 20 22 24 0 2 4 6 8 10 12 14 16 18 20 22 24 0 2 4 6 8 10 12 14 16 18 20 22 24
Time [Hours] Time [Hours] Time [Hours]
Figure 22. Difference between correlation and peak cumulative for quantifying traffic patterns
One detailed point that could be considered is that, in cases such as the third graph in Figure 22, 
where the patterns are only correlated for a short period of time, this gives rise to very narrow 
peaks in the cumulative demand. Since in practice this would correspond to only relatively small 
numbers of users using the spectrum during this short period of time, then the effect of this peak 
increasing above the limits of the available spectrum would not be as severe as a wider peak, such 
as in the first graph. Therefore, the traffic could potentially be increased higher than the limit 
suggests, without too much congestion occurring, implying that the DSA gain could be slightly 
underestimated. This implies that a more detailed theoretical model of DSA could take into 
consideration the amount by which the traffic could be increased such that a certain proportion of 
the overall area under the cumulative curve exceeded the available spectrum limit. However, this 
is not expected to have a very large impact on the results, provided that proportion was small, and 
is not considered here.
In summary, this chapter has described the problem that the work presented here is trying to 
address, and outlined the scenario that will be used to illustrate the developed solution. Several 
different schemes have been outlined for implementing DSA, and the concept to be studied 
further here, called contiguous DSA has been described. A theoretical model for the performance 
of DSA has been derived, and in the following chapters the algorithm designed to implement the 
contiguous scheme will be described, and compared to the theory model.
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Chapter 5
5 Contiguous DSA Algorithms & Simulation
This chapter aims to describe the detailed operation of the algorithms that have been developed to 
implement the contiguous DSA scheme, and describes the simulator that has been designed to 
evaluate the performance of these schemes. Each of the different parts of the algorithm are 
described, and in many cases several different alternative sub-algorithms are outlined for each 
section. All of these aspects are illustrated with flowcharts of the algorithm’s operation. Following 
this, the simulator that has been constructed to evaluate the performance of the algorithms is 
described. This includes a description of the simulator structure and the parameters and models 
that are used. Finally in this chapter, initial results on the performance of the contiguous DSA 
scheme are shown, and these are compared to the theoretical results obtained in the previous 
chapter.
5.1 Algorithm to Implement Contiguous DSA
In order to assess the operation of a DSA scheme, such as the contiguous DSA proposed here, an 
algorithm has been developed to implement this scheme in a dynamic, real-time, environment. 
The performance of this algorithm can then be analysed through simulations, and compared to the 
theoretical results presented earlier. This section describes the functionality and operation of the 
algorithms that have been developed to implement the DSA scheme. Before describing the 
proposed algorithms themselves, the constraints that have been imposed on the operation of the 
algorithm, and guided its design, will initially be described.
5.1.1 Constraints on Operation
The primary constraint on the operation of the DSA algorithms is that the decided allocation 
should not cause undue interference between the RANs sharing the spectrum. This will always be 
the primary criterion of any scheme that changes the way that the radio spectrum is utilised. It is 
also a very important constraint from the point of view of regulatory aspects. In the case of the 
work performed here, this constraint is always maintained through the use of a fixed guard band 
between the spectrum allocations. The actual detail of how large this guard band needs to be is out
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of the scope of this work, and requires a coexistence study. Some work on this issue has already 
been performed, as discussed in [HAMAOl] and [HAMA02]. Other, more spœific, constraints on 
the operation of the DSA algorithm include: J
Time-varying load patterns. In order for temporal DSA to make significant gains in spectrum 
efficiency, then it must be operating in a scenario where the loads seen on the RANs have distinct 
time-varying patterns. It is a requirement of the DSA algorithm that these time-varying patterns 
can be modelled and used to verify and measure the performance of the DSA schemes.
Minimum unit of spectrum exchange. It is a constraint on the algorithm that the minimum unit 
of spectrum that can be removed or added to the allocations for a RAN is the bandwidth of the 
carrier frequency required for that RAN. In effect, this means that spectrum cannot be allocated 
with an arbitrary granularity, but must take into account the spectrum requirements of the 
individual RANs under question.
Time period between reallocations of spectrum. In order to operate as effectively as possible, 
the DSA scheme needs to reallocate spectrum rapidly enough to follow the changing spectrum 
demands of the RANs. However, reallocating the spectrum on a rapid basis will have stringent 
demands on the networks, in terms of the time it takes to change the operating frequencies of the 
RANs, and also on the signalling load required. In addition, it has also been shown in section 
2.4.1 that there is little advantage to be gained from operating the DSA on a time interval that is 
comparable to a calhby-call basis, since the probabilities of being able to release a carrier is small. 
Therefore, the DSA algorithm must maintain a trade-off between operating too rapidly, and 
increasing signalling and wasting network resources, and operating too infrequently and being 
unable to adapt to the desired variations in traffic demand. In addition, the time period between 
reallocations of the spectrum will also have an impact on the accuracy of the load prediction 
schemes used (as discussed next), as it will always be more accurate to only need to predict a 
short time into the future.
Load prediction. It is a requirement of the DSA that the algorithm should allocate the spectrum 
according to the loads that are predicted on the RANs for some time into the future. This is 
particularly true in the case where DSA is not being run very rapidly, as described in the point 
above. If DSA were to be run on a very rapid basis, then load prediction may not be required, 
since the loads would not have changed too greatly during a time period between reallocations, 
but this is probably not a realistic scenario. It is therefore a requirement of DSA that the loads 
seen on the RANs are at least partly predictable in their behaviour, and not entirely random.
Call dropping. It is an initial constraint of the algorithm that a carrier can only be reallocated to 
another RAN if there are no ongoing calls on that carrier. This constraint implies that calls cannot 
be dropped for the purposes of spectrum reallocation. This constraint remains for most of the
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DSA investigations, but it will be seen that with certain algorithms it is beneficial for the 
performance to allow a certain amount of selective call dropping. In these cases it is a requirement 
that it is clearly stated that these schemes are allowing the DSA to directly affect the satisfaction 
ratios of the RANs sharing the spectrum by commanding the RANs to drop calls.
Inter-frequency intra-RAN handovers. It is assumed that the RANs and user equipment are 
capable of performing inter-frequency handovers within the same radio access technology easily 
and without loss of service continuity. This is an important constraint on the algorithm, since 
without this functionality the DSA is unable to move calls around in order to free as much 
spectrum as possible, seriously limiting the allocation flexibility.
Inter-frequency inter-RAN handovers. Unlike the previous point, inter-frequency handovers 
from different RANs is not assumed to be simple, in terms of service continuity and signalling, 
and its use for the purposes of DSA would need to be justified, hi the DSA work presented here, 
this type of handover is not used.
Number of RANs sharing spectrum. For the work presented here, the DSA algorithms can 
assume that there are only two RANs sharing the spectrum. If the number of RANs sharing the 
spectrum were to be increased, then certain aspects of the algorithms would need to be changed to 
manage this. In particular, it was discussed in section 4.2.2 that contiguous DSA may not be the 
best solution in the case of more than two RANs sharing the spectrum.
5.1.2 Algorithm Functional Blocks
The main, high-level, functional blocks of the developed contiguous DSA scheme can be seen in 
Figure 23. The arrows show the flow of processes, not data. There are four main data items that 
are utilised and updated during the algorithm, and these are shown numbered (i) to (iv) in the 
diagram. For clarity, the flow of data between the functional blocks is not shown, but the data that 
is utilised by each of the blocks is indicated. Each of the functional blocks in the diagram below is 
briefly described in turn.
DSA Triggering. The purpose of this functional block is to activate the DSA operation, thereby 
triggering a reallocation of the radio spectrum between the RANs. In its simplest form, this 
function monitors the time since the last DSA reallocation. This then triggers the DSA to 
reallocate spectrum at set time periods throughout the day.
Carrier Traffic Management. The purpose of this is to increase the carrier ‘freeness’ in the 
RANs, by managing the calls that are seen on the carriers of the RANs. This is done in two 
different ways, either by preventing carriers from accepting new calls, or selectively dropping 
calls from a carrier. It does this by either locking off the use of a particular carrier in a RAN for a
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set period of time prior to a reallocation thereby increasing the likelihood of the carrier being free, 
or by assessing the number of calls that are active on a RAN’s carrier, and determining if the 
spectrum efficiency could be improved by dropping these calls to free the carrier. In addition, this 
function is also responsible for ensuring that the calls are maximally packed onto the carriers, in 
order to free up as many as possible.
Carrier Traffic 
Management
DSA Triggering
input: (iOO'ii) 
output: (ii)
Carrier Requirement 
Caiculation
input: (iv)
________________ output: (Hi)
Load M easurement and 
Prediction
input: (0
__________________ output: (iv)
Carrier Allocation 
Algorittim
input: (ü)(iii) 
____________ output: (ii)(iii)
(iii)
M
Current loads on the I  
RANs
Current spectrum 
allocations
Carrier requirements I  
for next DSA interval
Predicted loads for 
next DSA interval
Figure 23. Top-level algorithm functional blocks for DSA
Load Measurement and Prediction. This functional block is responsible for measuring the loads 
seen on each of the RANs, and also making estimates of what the future loads will be on the 
RANs at specific points. Load measurements are required in order to determine how many 
carriers each of the RANs would require, and load prediction is used since the DSA does not 
operate at very rapid time intervals, as described previously. Therefore, the load prediction 
improves the performance by allowing the spectrum to be allocated according to what the loads 
will be for the time period into the future. The prediction is based on a combination of time-series 
prediction schemes and a load history. The load history is a database of loads seen in the past on 
the RANs, and allows the prediction schemes to make use of information on how the RANs 
behaved previously when deciding on the prediction. This relies on the concept that the types of 
traffic patterns that will be seen on the networks are generally repeating and periodic, from one 
day to the next. These concepts are used in other fields where prediction is required, such as 
power generation [WOOD84][STEP94]. It is assumed that the data for the current loads in the 
RANs is being continually updated by the RANs themselves, and therefore does not need to be 
updated by the DSA algorithm.
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Carrier Requirement Calculation. The purpose of this functionality is for the RANs to observe 
their predicted loads, and from this translate the information into the number of carriers required 
by the RAN. This information can either be handled as an integer estimate of how many whole 
carriers the RAN will need to support the load, or a more precise estimate of the degree to which 
these carriers will be utilised can be provided. In other words, different levels of information 
precision may be used. For example, the output of the function may be that a RAN will require 
2.6 carriers in the next DSA interval, as opposed to the estimate of 3 carriers that reflects the 
actual number of whole carriers required.
Carrier Allocation. This block is the section that actually decides what the spectrum allocations 
will be, given the necessary information from the previous sections. This functional block is 
therefore one of the most important for the investigations here. Since this aspect is one of the 
main research topics for DSA, there are several different types of carrier allocation algorithm 
investigated. This block needs to consider a variety of different factors to determine how the 
spectrum should be shared between the networks, taking into account aspects such as fairness of 
sharing and optimal performance.
5.1.3 Algorithms Operation
This section describes the operation of the algorithms developed to implement the functionality 
described previously. This is split up into the five main functional blocks of the contiguous DSA 
system, so that the different algorithms for each part can be explained independently.
5.1.3.1 DSA Triggering
The operation of this function is relatively simple. In its most basic form, this function is just a 
timer, which counts down the time until the next reallocation. This implies that in this case the 
DSA is operated in a precise fixed time scale, regardless of whether the spectrum actually requires 
to be reallocated or not. In practice, what this function actually does is to trigger a DSA 
reallocation at a fixed time schedule. However, if the output of the carrier requirement section is 
the same as the current allocations, or the carrier traffic management section determines that there 
is no scope for freeing any carriers from the RANs (implying that no spectrum could be 
reallocated) then the DSA triggering would be reset without any of the computation or signalling 
involved with the carrier allocation scheme being invoked. Therefore, this functionality is simple, 
but has inputs that trigger a restart of the spectrum allocation timing from the carrier traffic 
management, carrier requirements calculations, and, in the case of a successful reallocation, the 
carrier allocation algorithm.
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Figure 24. Flowchart of DSA triggering operation
One further operational aspect that this functional block needs to consider is the link between the 
DSA interval timing, and the carrier traffic management section. The carrier traffic management 
may choose to lock off the use of a carrier in a RAN, in order to free it up before reallocation. 
Therefore, this functional block needs to send an alert to the carrier traffic management section at 
a specific, predefined, time before the next DSA reallocations. The operation of this block can be 
seen shown in the flowchart in Figure 24.
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5.1.3.2 Carrier Traffic Management
The operation of this function is essentially threefold, and each of these operations is triggered by 
different events. The first function is related to the distribution of the calls over the carriers 
allocated to the RANs. It is very important for DSA to ensure that the calls on the RANs are 
packed onto the carriers optimally, so that as many carriers as possible are available for 
reallocation to other RANs. In the contiguous DSA scheme it is only the carriers at the spectrum 
borders between RANs that can be reallocated, and therefore it is important to pack the calls away 
from these carriers whenever possible. This is done by ensuring that all calls are supported on the 
carrier furthest away from the guard band between RANs whenever possible, and handed down to 
these carriers whenever space becomes available on them. This operation has been described in 
Figure 15. This can either be done on-the-fly, i.e. the calls are relocated to different fi-equencies as 
the calls start and end, or the carrier traffic management function may maximally pack the calls 
onto the carriers immediately prior to a DSA allocation. As far as the DSA operation is 
concerned, both of these methods are identical, since the ultimate result is the same. In terms of 
signalling and overheads on the networks however, the relative advantages of performing inter- 
ffequency handovers gradually over time or all in one block would need to be traded off.
The second operation performed by this subsystem is a carrier locking functionality. The purpose 
of this is to look at the current loads on the carriers, and to assess to what extent they are utilised. 
Depending on this situation, the function may choose to lock one or more carriers fi*om having 
any new calls supported on them. This would be done at some predefined time, prior to a DSA 
reallocation. The goal of this would be that any ongoing calls currently on that carrier will have 
completed by the time the DSA runs, so that the carrier under question would be free for 
reallocation. There are several options for the way that this could be done that are investigated 
here, as outlined below:
• One carrier in each of the RANs could always be locked for a certain time prior to DSA.
• One carrier in each RAN could always be locked for a certain time before DSA, if the 
number of currently active carriers in the system equals the total amount available, i.e. if 
there is likely to be spectrum congestion.
• Lock the carriers in a RAN that are less than a certain percentage loaded, for a certain time 
prior to DSA. This can either be done according to the peak, average, or minimum loading 
of the carriers over the cells in a RAN.
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• Lock the carriers in a RAN that are less than a certain percentage loaded, if the total amount 
of spectrum currently used is equal to the total amount available, for a certain time prior to 
DSA. This can either be done according to the peak, average, or minimum loading of the 
carriers over the cells in a RAN.
The third possible operation of this functional block is that of selective call dropping. The purpose 
of this is to further free up carriers for DSA reallocation. This operation occurs at the time of DSA 
reallocation, potentially following a period of carrier locking. The algorithm needs to look at how 
loaded each of the carriers on the RANs are, and, if a particular carrier is less loaded than a certain 
threshold, then the calls on that carrier would be dropped. This could also be performed in the 
case where it is determined that there is sufficient demand for the spectrum to warrant dropping 
calls, i.e. only dropping calls if there is contention for the spectrum. Flowcharts that outline the 
operation of this subsystem of DSA can be seen in Figure 25, with a flowchart showing the carrier 
locking operation on the left, and the other showing the call dropping operation on the right.
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Figure 25. Flowcharts of carrier traffic management operation
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5.1.3.3 Load Measurement and Prediction
One of the most important parts of the DSA algorithm, with regards to the ability of the DSA to 
perform optimally, is the load prediction. A load prediction function is required as the DSA is not 
able to allocate and de-allocate spectrum on a call-by-call basis, for the reasons outlined in section 
5.1.1. For this reason, the spectrum partitioning chosen by the DSA needs to apply for a set period 
of time into the future determined by the DSA interval. These allocations therefore need to take 
into account not only the load that was seen in the previous DSA interval, but also the load that is 
expected in the forthcoming interval. This gives rise to the need for load measurement and 
prediction functionality in the algorithm. There are three main functions in this part of the 
algorithm, which is shown in the flowchart in Figure 26. These are the load measurement, the load 
history and the prediction algorithm.
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Figure 26. Flowchart of load measurement and prediction operation
The load measurement part records the loads that are seen on the RANs during the DSA intervals. 
The measurements from this can be stored in different ways. For example, the load measurements 
could be stored as the average load that is seen on a RAN during a particular DSA interval, or
76
Chapter 5. Contiguous DSA Algorithm & Simulation
alternatively the peak load seen during the interval could be stored, or some other statistical 
measure such as a percentile can be used. The load statistics that are seen are recorded in a load 
history, which is a database of past and present loads on the network.
The load history forms a major part of the operation of the algorithm, and it relies on the 
assumption that the traffic patterns seen for the RANs will be repeating and predictable from one 
week to the next. For example, it is likely that the traffic patterns seen on a Tuesday will be very 
similar to those seen on previous Tuesdays. Therefore, by maintaining a load history for each day 
of the week, it should be possible to predict, with reasonable accuracy, the load on the networks, 
hr order to be as accurate as possible, load histories would need to be maintained for different 
days of the week, or at the very least different for weekdays and weekends. In addition they would 
need to be adaptable to seasonal variations, or slow long-term changes in the loads, such as the 
number of subscribers increasing over time. There are many ways to account for these variations, 
by building much more complex models of the traffic variations, but these aspects are not 
considered here [BOWE79]. In common with the load measurements, the data in the load history 
can also be handled in different ways, for inputting into the DSA algorithms. The DSA is mostly 
interested in a single value for the load on a RAN, for a certain time period into the future. 
Therefore, the load history, which may contain data recorded on quite a fine time scale, must 
statistically process this data into a form suitable for the DSA. The manner in which this is done 
can have a significant impact on the prediction results and operation of DSA, as will be discussed 
later in section 6.3. Consider the example shown in Figure 27. This shows some raw load history 
data on the left hand side curve, which has a sampling interval of 60 seconds, and on the right 
hand side the data has been translated into the data that would be required for DSA operation, 
with a time period between spectrum allocations of 1 hour. Three different curves are shown, one 
where the average value over the time period is taken, one where the 90* percentile of the data is 
found, and one where the peak of the data is used. It can be seen that this can lead to a significant 
difference in the prediction value that the load history can provide. The options for handling this 
data are considered in the DSA investigations in section 6.3.
10 12 14 16 18 20 22  24
90th Percentile
Time [Hours]Time [Hours]
Figure 27. Statistical handling of load history data
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The final part of the load prediction needs to look at both the load seen during the last DSA 
interval, and the load history, and make an estimate of what the load will be during the 
forthcoming DSA interval. The basis for the prediction can either be the value provided by the 
load history or from a time series prediction algorithm. The load prediction system needs to look 
at the load seen during the last DSA interval, and compare it to the same time period in the 
history. If the load is within a certain threshold of the history then it is assumed that the load is 
approximately following the historical patterns, and the estimation for the next DSA interval is 
taken as the value for that time period stored in the history.
The problem with using the load history as the basis for the load prediction is that it is not 
adaptable to unexpected changes in the traffic demand. These can be caused for several different 
reasons. For example, incidents such as traffic jams or road accidents can cause sudden increases 
in demand for voice services, or important sports results or news stories could cause an increase in 
demand for video/information services. As the load history cannot adapt to these changes then the 
DSA would not attempt to increase the spectrum allocations to those RANs with the increased 
demand. However, the load seen on the RANs would be diverging from that in the load history, 
and once it has diverged by a set threshold then this signals that the history is no longer a 
reasonable basis for prediction, and a time-series prediction algorithm should be used. The time- 
series prediction algorithms make a simple estimate of what the load will be in the forthcoming 
DSA interval, from the measurements of the load that were taken on the RANs at the current time 
and for several measurements into the past. This is one of the main differences between using a 
history and using a time-series algorithm. The time series algorithm only considers measurements 
from the very recent past, whereas the history considers a more distant time horizon. There are a 
very large number of prediction schemes that could be used for this purpose 
[BOWE79][OSTR78], and three basic ones are considered in this work, with various parameters. 
The three prediction schemes are presented below. The following terms apply in the equations 
used for these schemes:
yt+j = predicted); value (i.e. predicted load)
yt = current y  values
yt-i = y  value i samples into the past
Xt = current x value (i.e. current time)
Xt-i = X value i samples into the past
5.1.3.3.1 Current Value (CV) Prediction Scheme
This is the most basic prediction scheme, sometimes referred to as naïve prediction. This scheme 
takes the value of the load seen during the last interval as an estimate of what will be seen in the
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next one. This can perform well if the time between predictions is very short, and if the load does 
not change very rapidly from interval to interval. Using this scheme basically gives the results that 
would be seen if no prediction were utilised in the DSA. The equation can be seen in (14) below.
(14)
5.1.3.3.2 Linear Regression Prediction (LRP) Scheme
This scheme takes the data from n samples (i.e. the current load and n — I previous loads), and 
attempts to fit the best possible straight line through the points. This straight line is then used to 
estimate what the value will be for the next time interval. The number of samples into the past 
used is a trade off against the accuracy of the best-fit line, and the adaptability to sudden changes. 
This scheme is good for data that generally changes linearly, but can have problems such as 
overshooting or undershooting at peaks or troughs in the data. If the prediction only uses two 
samples, then regression is not actually needed, since the best fit line just runs through the two 
points. In this case this scheme just reduces to a simple linear projection. The equations for this 
scheme can be seen in (15), (16), and (17) below.
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5.1.3.3.3 Exponential Regression Prediction (ERP) Scheme
This scheme takes the data from n samples (i.e. the current load and n -  \ previous loads), and 
attempts to fit the best possible exponential curve through the points. This exponential line is then 
used to estimate what the value will be for the next time interval. The number of samples into the 
past that are used is a trade off against the accuracy of the best-fit line, and the adaptability to 
sudden changes. This scheme is good for data that generally changes exponentially, and is better 
performing than the linear scheme at peaks in the data. The equations for this scheme can be seen 
in (18) to (2 1 ) below.
(18)
where
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p  = 10"' and q (19)
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The operation of these schemes are simulated for changing DSA intervals and a variety of 
different traffic load scenarios, and these results can be seen in section 6.3.5 and 7.2.
Vi=o yv/=o y
5.1.3.4 Carrier Requirement Calculation
The operation of the carrier requirement functionality is relatively simple, and the output from it 
depends on what is required by the functions using it. This function needs to provide an estimate 
of the number of radio carriers that each of the RANs will require, given the loads that were 
predicted to be seen on the networks from the previous function. This function requires 
knowledge of the thresholds of the loads that each of the RANs can support for a given number of 
carriers on the RANs. This therefore allows it to compare the predicted loads to these thresholds, 
and determine how many carriers will be required to support this load. These thresholds are 
determined through simulations for a particular scenario, and the values used here are shown in 
section 5.2.4.
In its simplest form the output of the function is an integer number of carriers that a RAN 
estimates that it will require for the time period until the next DSA reallocation. This can be found 
by determining the lowest threshold that is greater than the predicted load, thus determining how 
many carriers are required. This format for the output makes sense to the DSA, since spectrum 
can only be allocated in integer number of carriers. However, it is also useful to the DSA to have 
knowledge of the extent to which the carrier required by the RANs will actually be utilised. This 
can be achieved through an estimation of how far between two carrier thresholds a particular load 
is. The output will show not only how many carriers are required, but also to what extent it can be 
expected that they will be utilised. This can be achieved by determining the two thresholds 
between which the predicted load lies, and performing a linear interpolation to determine how far 
between the different carrier numbers the load sits. This can be seen exemplified in the diagram in 
Figure 28. The equation used to translate the predicted load into the number of carrier required 
can be seen in (22). This information is utilised by a number of other functions in the DSA
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system, such as the carrier allocation algorithm, the carrier traffic management, and the DSA 
triggering. A flowchart showing the basic operation of this function can be seen in Figure 29.
( / - ( J
Where: c = estimated number of carriers required
I = predicted load 
n -  number of carriers 
tn = load threshold for n carriers
(22)
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Figure 28. Linear interpolation of predicted loads to carrier numbers
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Figure 29. Flowchart of carrier requirement calculation operation
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5.1.3.5 Carrier Allocation
Following the previous parts of the algorithm, the DSA has been triggered, the load that will be 
seen in the forthcoming interval has been estimated, and the number of carriers required by the 
RANs has been determined. The above has been done for each RAN in the system, and after this 
the spectrum allocation appropriate for these conditions needs to be determined. This part of the 
algorithm is important in terms of the distribution of the spectrum to the RANs. This needs to be 
as fair as possible in its allocation of the spectrum, as otherwise eertain RANs may be favoured 
over the other. .
The first part of the carrier allocation algorithm involves obtaining all the required information 
from the RANs on how many carriers it will require during the next DSA interval, and how many 
unused carriers it currently has. The next thing that each RAN does is to tell the algorithm how 
many of its allocated carriers are currently unused, i.e. have no ongoing calls on them. These 
carriers are logged by the DSA as being available for realloeation. The RANs compare the 
number of carriers they think they will require (provided by the previous section) during the next 
interval with the number of carriers they eurrently have alloeated that have ongoing calls on them. 
This results in the number of extra carriers that the RAN would like the DSA to allocate to it for 
the next DSA interval.
The output from this part is the unused carriers that are available in the spectrum, and also the 
number of extra carriers that each RAN requires. The main purpose of the carrier allocation 
section is therefore to decide which RANs are allocated the free carriers. Obviously, if there is 
enough free spectrum available to satisfy the requirements of all the RANs, then the solution is 
trivial. However, difficulties arise when there is insufficient spectrum to satisfy the RANs fully. In 
these instances an allocation algorithm needs to be used to attempt to share out the free carriers as 
fairly as possible to the RANs. Within this work several different algorithms have been 
investigated that select which RAN to give a carrier. The general operation of these algorithms is 
that they run repeatedly, until the RANs request no more spectrum, or there is no free spectrum 
remaining to allocate. At each run of the algorithm, different factors are used to determine which 
RAN is allocated one of the free carriers. Following the alloeation to a RAN, the information 
required by the algorithms is updated, such as the number of free carriers, the number of carriers 
requested by the RANs, and the number allocated to the RANs. The allocation algorithm is then 
run again with the new information. Each of the algorithms investigated here is described in turn 
below. It is worth noting that the general structure of most of the algorithms presented here is very 
similar, and it is largely the criteria for the allocation decision that changes. For this reason, the 
first flowchart to be presented, in Figure 30, shows the operation of the whole algorithm, but 
following this the others will just display the part that relates to the allocation criteria. Any of the 
allocation criteria can then be substituted into Figure 30 to make up the overall algorithm.
82
Chapter 5. Conti^ous DSA Algorithm & Simulation
i). DVB-T Priority (P-DVB-T): This scheme is inherently unfair, and is included for 
comparison to the other algorithms. The flowchart showing the operation of the algorithm can be 
seen in Figure 30. The general operation is as follows: if both RANs are requesting spectrum, and 
there is free spectrum still available, always give DVB-T the priority for the carrier. This 
operation is repeated until there is no more free spectrum, or the RANs’ spectrum demands have 
been satisfied.
ii). UMTS Priority (P-UMTS): This scheme is the same as the previous one, except that 
UMTS now has priority for the carrier. The flowchart for this algorithm is identical to the one in 
Figure 30, except the RAN getting the priority is changed to UMTS.
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Figure 30. Flowchart of priority allocation algorithms
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iii). Random Selection (RS): This algorithm represents the simplest possible scheme that can 
be used, which applies strict fairness in the allocations. It bases the allocation on random choices, 
and is therefore inherently fair in sharing the spectrum between the networks. However, since it 
does not take any information from the RANs requirements into account, it cannot be expected to 
give optimum performance. The algorithm operates as follows; if both RANs are requesting 
spectrum, and there is free spectrum still available, then randomly choose which RAN to give the 
carrier. Repeat this process until there is no more free spectrum, or the RANs’ spectrum demands 
have been satisfied. The flowchart for this algorithm can be seen in Figure 31.
iv). Highest Request (HR): This algorithm takes the previous one a step further, and begins to 
take into account the conditions in the RANs when making the allocation decision. The factor that 
this algorithm takes into account is the integer number of carriers requested by the RANs, and 
more specifically, which RAN requests the most. The flowchart for this is shown in Figure 31. 
The algorithm operates as follows: if both RANs are requesting spectrum, and there is free 
spectrum still available, then select the RAN that is requesting the most carriers, or randomly 
choose between them if they are both requesting the same amount. Repeat this until there is no 
more free spectrum available, or the RANs’ spectrum demands have been satisfied.
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Figure 31. Flowcharts of RS, HR, and FA allocation algorithms
v). Fewest Allocated (FA): This algorithm is a variant of the one above, but takes into 
account a different factor. In this case the RANs are compared in terms of the number of currently 
allocated carriers, with the RAN with the fewest carriers being favoured. The idea behind this is
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to prevent one RAN getting significantly more spectrum than the other, at the expense of the 
other’s performance. The operation of the algorithm is as follows; if both RANs are requesting 
spectrum, and there is free spectrum available, then select the RAN with the fewest allocated 
carriers, or randomly choose between them if they have the same number allocated. Repeat this 
operation until no more free spectrum is available, or the RANs’ spectrum demands have been 
satisfied.
vi). Highest Request/Fewest Allocated (HR/FA): This algorithm considers more factors than 
the previous ones. The aim of this to make the choice of which RAN to allocate a carrier primarily 
on the basis of the integer number of requested carriers, but to provide a fairer selection of which 
one should get the carrier in the case that both request the same number. A random choice still 
needs to be made in the case that all the considered factors are the same on the RANs. The 
algorithm operates as follows; if both RANs are requesting spectrum, and there is free spectrum 
still available, then select the RAN that is requesting the most carriers, or alternatively the one 
with the fewest currently allocated carriers if they are requesting the same number, or randomly 
choose if they also have the same number allocated. Repeat this process until there is no more free 
spectrum, or the RANs’ spectrum demands have been satisfied. The flowchart representing this 
algorithm can be seen in Figure 32.
vii). Fewest Allocated/Highest Request (FA/HR): This scheme is essentially the same as the 
previous one, but this time the factors determining the allocation have been reversed. Therefore, 
this primarily allocates to the RAN with the fewest carriers, but uses the number of requested 
carriers in the case of a tie-break. The operation of the algorithm is as follows; if both RANs are 
requesting spectrum, and there is free spectrum still available, then select the RAN with the 
fewest allocated carriers, or the one that is requesting the most carriers if they have the same 
number allocated, or randomly choose if they are also requesting the same number. Repeat this 
until there is no more free spectrum available, or the RANs’ spectrum demands have been 
satisfied. However, it can be envisaged that in a scenario where there is an even number of radio 
carriers being shared in the spectrum, then this scheme will behave identically to the FA scheme 
above. The reason for this is that if there is only one carrier free in the spectrum, it will always go 
to the RAN that has the least carriers currently allocated, and since there are ah even total number 
of carriers available, one RAN must always have fewer carriers if a single carrier is unused. If 
there were two carriers free in the spectrum, and the RANs had the same number currently 
allocated, then the first carrier would be allocated on the basis of the number of requested carriers, 
but the actual RAN chosen would make no difference, since the following carrier would always 
be allocated to the other RAN, as it now had less carriers allocated. Therefore, this would be no 
different the FA scheme, as the outcome is identical no matter what factor is used to make the 
choice for the first carrier allocation. If the total number of carriers for sharing was odd, then this
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would not occur, and the number of requested carriers would be used to make the decision on the 
final carrier available, making this scheme different to the FA scheme.
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Figure 32. Flowcharts of HR/FA and FA/HR algorithms
viii). Fractional Highest Request/Fewest Allocated (F-HR/FA): This type of algorithm is an 
enhancement to the Highest Request/Fewest Allocated scheme. The HR/FA scheme used the 
number of carriers required by each RAN as the primary parameter in the carrier allocation 
decision. As stated in the section on carrier requirement calculation, this information would 
generally be provided in integer form for the DSA. However, by using more precise estimates of 
carrier requirements the algorithms can be enhanced. In particular, when the RANs are compared 
in terms of their carrier requirements, and this number is an integer, then it occurs quite frequently 
that they both request the same number of carriers. Therefore another factor needs to be used to 
compare the RANs instead, such as the number of currently allocated carriers or a random choice. 
However, by using a fractional estimate of not only how many carriers are required, but also to 
what extent it is expected that they will be utilised, then the RAN that will make best use of a 
carrier can be chosen to receive a carrier. The flowchart of the operation of this algorithm is 
identical to that shown in Figure 32, except that the fractional carrier requirements must be 
provided (from the earlier parts of the flowchart in Figure 30) and compared. The algorithm 
operates as follows: if both RANs are requesting spectrum, and there is free spectrum still 
available, then select the RAN that is requesting the largest fractional number of carriers, or 
alternatively the one with the fewest currently allocated carriers if they are requesting the same
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number, or randomly choose if they also have the same number allocated. Repeat this process 
until there is no more free spectrum, or the RANs’ spectrum demands have been satisfied.
ix). Switched Operation (SO): These carrier allocation schemes aim to solve the problem of 
unfairness at high loads (as will be demonstrated in section 6 .1 ) by providing a way of tailoring 
the operation of the algorithm according to how loaded the system is. The basic premise of these 
algorithms is that two algorithms are used, one which gives good performance at low loads, and 
one which gives good fairness at high loads.
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Figure 33. Flowchart of switched operation carrier allocation algorithm
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A threshold point can be set in the loading, after which the algorithm types switch as the primary 
scheme to determine the spectrum allocation. Therefore, this type of scheme is configurable in its 
operation to provide a certain ‘balance point’ in the way that the DSA will perform. The way that 
the algorithm decides how congested the spectrum will be is from the total of the number of 
carriers requested by the RANs sharing the spectrum (either integer or fractional), and the number 
currently allocated to the RANs. If this is above a certain value, then the allocation scheme will 
swap. The different allocation schemes used could be any of those outlined above. For example, 
the Fractional Highest Request/Fewest Allocated algorithm shown above may give good 
performance as the low-load algorithm, and at high loads it may be found that an algorithm that 
bases the spectrum allocation decision on the number of currently allocated carriers on the RANs 
may be best. Alternatively, the DSA algorithm can have a preset fixed assignment built into it, 
and whenever there is excessive congestion, it could attempt to tend the allocations to the fixed 
assignment. In this way, if the switching point of the algorithm is set correctly, then it should be 
possible to avoid any of the RAN’s performance going below that of fixed allocation, regardless 
of the loading. The flowchart outlining the operation of this algorithm can be seen in Figure 33. 
This shows the full algorithm, not just the allocation criteria, since there are significant 
differences to the previous schemes.
x). Weighted Parameter (WP): These algorithms attempt to attain a very similar goal to the 
switched algorithms described above. However, this is achieved in a different way to the 
algorithms presented previously. The disadvantage of the switched algorithms is they have a very 
distinct point at which they change their performance, which will be shown later to sometimes 
lead to problems. The weighted parameter algorithms attempt to provide a similar type of 
performance without such a sudden change in operation. What this algorithm does is to use two 
factors for the allocation decisions, the number of requested carriers and the number of currently 
allocated carriers. The goal of these algorithms is to apply a weighting to each of the factors, such 
that how important the balance between the factors can be tailored to the desired operation of 
DSA. For example, if it was decided that the number of allocated carriers was more important 
than the number of requested carriers by a factor of four, then the allocated carriers would be 
given a weighting of 0.8, and the requested carriers a weighting of 0.2. From these values, at each 
DSA allocation, an overall weighting for each RAN can be calculated, according to the equation 
(23), below. Then the RAN that achieves the largest weighting can be given the carrier. Since this 
algorithm allows the individual parameters to be given a weighting, rather than just using one or 
the other to make a spectrum allocation decision, it provides much more control over how the 
schemes will perform. The flowchart outlining the operation of this algorithm can be seen in 
Figure 34.
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Where; Wrx = weighting of RAN %
Wa = allocated carrier factor 
Wr = requested carrier factor 
Ajijc = carriers allocated to RAN x 
Rrx = carriers requested by RAN x
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Figure 34. Flowchart of weighted parameter carrier allocation algorithm
The simulation results for these schemes can be seen in section 6.1. Following the operation of the 
carrier allocation algorithm, all that remains for the DSA to do is to apply the chosen allocations 
to the RANs, and then the control returns to the triggering functionality, and waits until the next 
reallocation (or carrier locking) is due.
5.1.4 The Overall Algorithm
It can be seen from the previous section that the DSA algorithm that has been developed is built 
up in several stages. Within each of these stages there are potentially several different options on 
how this part could operate, and possibly several different sub-algorithms that can be used. Within 
the rest of this thesis each of these different aspects are investigated and analysed through 
simulations. For reference purposes. Figure 35 presents a full flowchart of a whole DSA 
algorithm, which shows an example choice of the different options for each of the algorithm 
blocks. The flowchart shows how each part of the overall algorithm fits into one of the functional 
blocks that were presented in Figure 23. The algorithm uses a periodic triggering of the DSA, 
with a carrier locking function, a linear regression prediction scheme with load history, and the 
fractional highest request/fewest allocated allocation algorithm.
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Figure 35. Example full DSA algorithm flowchart
5.2 DSA Simulator
A dynamic simulator was developed in order to model and assess the performance of the time- 
varying contiguous DSA scheme. The simulations were designed to model a 24-hour period, with 
the traffic demand varying over time, in order to assess the algorithm’s performance in adapting
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the spectrum partitioning over a day. The different sections of the simulator’s structure are 
described below.
5.2.1 Cell Layout
A simulation scenario was created of two overlaid RANs of UMTS and DVB-T, as discussed in 
section 4.3. There are seven UMTS base stations, producing 21 cloverleaf sectored cells of 2km 
radius. Overlaying these is a single large omnidirectional DVB-T cell of 15km radius. The users 
are distributed uniformly, and move around within the area covered by the UMTS cells according 
to the mobility model discussed in section 5.2.3. This scenario is in line with the vehicular 
environment model of [EUR098]. At the borders of the UMTS cells the Mobile Stations (MS) 
wrap around, in order to maintain a constant user density within the simulated area. The number 
of users in the simulation was varied to change the overall traffic load. A diagram of the cell 
layout can be seen in Figure 36. Since the RANs are UMTS, which has a frequency re-use of one, 
and DVB-T that could be operating in a single frequency network (SFN), all BSs/transmitters in 
each of the RANs are able to use the same frequencies.
DVB-T BS
UMTS Cell
DVB-T Cell
UMTS BS
Wrap around border
D is t a n c e  [km]:
Figure 36. Cell layout used in DSA simulations
5.2.2 Traffic Models
The users within the simulation are able to independently request two different services, a speech 
service from UMTS, and a multicast video stream from DVB-T. In keeping with the designs of 
the different access networks, only unicast services were considered over UMTS, and only 
broad/multicast services were considered over DVB-T. It would be possible to send information 
via DVB-T to a single user, but this is quite spectrally inefficient, given the large cell sizes of 
broadcast systems. The basis for the multicast video services is that the user can select one of six
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different multicast ‘programmes’, e.g. news bulletins, sports updates, football goals, 
weather/travel information, etc. In other words there is a selection of short but frequently 
requested video clips. The multicast service is transmitted over DVB-T once 200 users have 
selected the same programme. If after 10 minutes an insufficient number of users have selected 
the service for it to be transmitted then a time-out occurs, and all the waiting requests would be 
blocked. Multicast services of this type are considered in more detail in Appendix B.l.
The arrival rates of the speech and multicast service requests were varied over the course of the 
simulated day by modulating the peak arrival rate by a value dependant on the time at which the 
call was generated. This is done to model the time-varying traffic, upon which the DSA is 
dependant. The curves used to generate the arrival rate were based on those seen in section 4.5, 
although they were varied to investigate the effects of the traffic patterns on the performance, as 
discussed in section 4.5. The curves that are used as the basis for most of the DSA simulations can 
be seen in Figure 37. The speech service has a Poisson distributed arrival rate, and the peak arrival 
rate (corresponding to when the value in the time-varying traffic model data is 1) is 3 calls/hour. 
The exponentially distributed mean call duration was 120 seconds. The multicast video clip 
service has a Poisson distributed arrival rate, of which the peak arrival rate is 2 calls/hour. The 
exponentially distributed mean call duration was also 1 2 0  seconds for this service.
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Figure 37. Time varying traffic model data for UMTS and DVB-T
DVB-T or UMTS services could be blocked if a free communication channel could not be found 
at call start up. The DVB-T service could also be blocked if insufficient users selected a particular 
multicast program before the time-out occurred. The UMTS calls could be dropped if a handover 
failed due to the lack of resources in the new cell. It should be noted that this simulator was not 
designed to model packet level traffic, but only models services on a session level. The reason for 
this is that the simulation needed to model long-term variations in the traffic, and simulate a long 
time period (i.e. 24 hours). Therefore, the modelling of packet level traffic would lead to 
unacceptably long computation times. In addition, it may be noted that the actual type of service 
being modelled is not of paramount importance to the DSA investigations, since the main issue is 
to provide a time-varying load pattern on the RANs over the simulations, and it is not critical
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which service actually gives this. Therefore, these services are used as examples, since they are 
viewed as potential services for these radio networks.
5.2.3 Mobility Model
The mobility model used for the mobiles in the simulations is the vehicular mobility model from 
[EUR098]. The MSs move at a constant speed of 120km/h, and could turn by up to ±45° at each 
position update with a probability of 0.2. Position updates were performed every 20 metres. The 
mobiles are uniformly distributed over the considered area, and their directions are randomly 
chosen at initialisation. Whilst moving around the simulated scenario handovers can occur for the 
UMTS RAN. These handovers are based simply on geometric cell boundaries, and not on signal 
strength measurements, in order to save computation in the simulator. Handovers are not possible 
in DVB-T, as there is only one cell in the scenario. However, since DVB-T is a broadcast system, 
the same information would be transmitted from all cells, and therefore handovers would never 
fail in the same way as UMTS, regardless of how many cells were simulated. The only way a call 
could be dropped from DVB-T once it has been set up would be for it to receive inadequate signal 
strength, and this is not modelled in this simulation.
Mobility Patterns
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Figure 38. Example user mobility traces and uniform user distribution
The diagram on the left of Figure 38 shows the track of a mobile in the simulation, as it makes six 
calls. It can be seen how the track lengths vary, due to the random selection of the call duration. It 
can also be seen how some of the calls wrap around at the borders of the UMTS cells. The small 
inset graph shows the detail of some individual points of the mobile trace, in order to show how 
the position is updated every 20m, and the direction changes by a random amount less than 45°. 
On the right hand side of Figure 38 the cell layout is shown with the randomly generated positions 
of an example set of MSs, in order to demonstrate the uniform MS distribution.
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5.2.4 Spectrum & Radio Resources Scenario
The simulator modelled the two RANs sharing a single block of spectrum. The two RANs were 
assumed to use the same carrier bandwidth. If the RANs did not have the same carrier bandwidth, 
then the results would be similar, although the carriers could no longer exactly be swapped 
between the RANs, and therefore there would sometimes be unused blocks of spectrum that are 
too small to use for a RANs carrier. The effect that this could have on the performance is 
considered in Appendix B.3. This shows that unequal carrier bandwidths can degrade the potential 
DSA performance significantly. It would therefore be in the interests of the parties involved in the 
spectrum sharing to ensure that the spectrum could be readily swapped. It could be justified that 
the DVB-T carrier width can be reduced to the 5MHz that UMTS uses (DVB-T is currently 
specified for 6 , 7 and 8 MHz widths). This can be done by reducing the orthogonal frequency 
division multiplexing (OFDM) sub-carrier spacing to give a 5MHz bandwidth, and this can be 
achieved at the expense of a larger signal degradation, but with no loss of data rate.
The total amount of spectrum that is available for the RANs was variable, but the majority of the 
DSA simulations presented here use a block of spectrum sufficient to support a total of six 
carriers and a suitable guard band. The reason that the number six was chosen is because, in the 
current spectrum assignments, UMTS operators mostly have 3 pairs of carriers available for FDD 
use. Therefore, this was taken as a suitable starting point for the amount of spectrum that might be 
utilised by a UMTS operator^®. If the UMTS operator would be offering three carriers into the 
spectrum scenario, it was presumed that the DVB-T operator would also offer the same amount, 
giving a total of six carriers. Each RAN has to have at least one carrier, and this allows for five 
spectrum partitioning combinations, which can be seen in Figure 39, for the case where the 
spectrum is fully utilised.
D D D D
UMTS Carrier
DVB-T Carrier
Guard Band
(1) (2) (3) (4) (5)
Figure 39. Possible spectrum allocation combinations in the simulation
See [UMTS98a] for an evaluation of how much spectrum UMTS operators are expected to require.
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In order to make it practical to simulate the long time-scales required, the UMTS system was 
simplified and approximated as a channel-limited system, as opposed to the interference-limited 
system that it is in reality. This means that soft capacity in UMTS was not considered, and each 
UMTS carrier was assumed to support 50 voice channels. The effect that this simplification may 
have on the results is discussed in Appendix B.2. Each DVB-T carrier could support 4 multicast 
services by multiplexing the programmes onto the MPEG transport stream, and the value of 4 is 
stated as a typical value for a mode suitable for mobile reception in [FRANC 1] and [PETKOO]. 
This process of multiplexing is described in the MPEG-2 System Specification, which is 
summarised in [SARG95].
In order to perform the carrier estimation task, as outlined in section 0, it is necessary to know the 
load that can be supported over a certain number of carriers in each RAN. This was found through 
simulations, and the results are shown for UMTS and DVB-T in Figure 40 and Figure 41, 
respectively.
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Figure 40. Determination of load thresholds for different numbers of carriers in UMTS
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Figure 41. Determination of load thresholds for different numbers of carriers in DVB-T
The values at 98.5% user satisfaction can be read off the curves, and used as the load thresholds 
for the RANs, in order to keep the performance above 98% satisfaction. These values are then 
used in the carrier estimation function of the DSA, as described in the flowchart shown in Figure 
29. The load histories used for the prediction in each simulation were generated in advance with a 
separate simulation run.
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5.2.5 Performance Measures
The main measure of performance that is recorded in the simulations is the percentage of satisfied 
users. A satisfied user is defined as one that is not blocked or dropped from UMTS, or one that is 
not blocked due to the lack of a channel or blocked due to insufficient users requesting a service 
for DVB-T. This is recorded as the percentage of satisfied users on UMTS, and on DVB-T 
separately, and also as a total for the overall system. These are calculated as:
(24)
^^RAN
c n    U M T S ____________D V B - T
D V B - T
Where: S U ran is the number of satisfied users for a particular RAN
OCran is the number of offered calls to a particular RAN
SRran is the satisfaction ratio for a particular RAN
SRoveraii is thc satisfactiou ratio for the overall system
Results are recorded from the single DVB-T cell, and the 21 UMTS cells that can be seen in 
Figure 36. The other aspects that the simulator measures are the changing spectrum allocations 
over the course of the simulation, the number of DSA reallocations performed during the day, and 
the measured versus the predicted loads in the simulation.
One of the main points of interest in this study is the spectrum efficiency of a DSA system, 
particularly in terms of the increase in spectrum efficiency that DSA brings compared to a fixed 
allocation of spectrum. Spectrum efficiency can be measured in a wide variety of different ways, 
as was discussed in section 2.3. Within the scope of this work, the spectrum efficiency is 
measured according to the definition given in [EUR098]. This states that the spectrum efficiency, 
77, is given by the load supportable at a 98% user satisfaction level, as demonstrated in Figure 42a. 
The definition in [EUR098] gives the load in units of kbps/cell/MHz. For the simulations 
presented here, this is not a reasonable measure to use for load, due to the traffic load varying 
over the course of the simulation, according to the time-varying patterns, as was shown in Figure 
37. Therefore, one particular constant value of load is not present in the simulation, as the arrival 
rate of the services is changing, making an absolute value of the load a misleading measure. In 
order to vary the overall loads in these simulations, the number of users in the simulations is 
changed, i.e. the user density is varied. Therefore, in the simulations the traffic patterns and traffic 
parameters are kept constant, but the user density is changed to increase or decrease the overall 
load. The user density, given in MS/km^, gives a convenient value to use that represents the load 
in the simulations, since it is constant regardless of the time-varying traffic pattern, and can also
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be compared across the two different networks in the simulations. This gives curves from the 
simulations similar those shown in Figure 42b.
(a) (b)
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Figure 42. Measurements of spectrum efficiency from 3GPP and used in this work
The user density is directly proportional to the absolute value of the load in the simulations, but 
cannot be used to directly measure a value for 77, as in Figure 42a. Instead, the main focus of the 
work here is interested in the increase in spectrum efficiency when DSA is compared to its FSA 
equivalent. Since the value of the user density measured at 98% satisfaction for FSA and DSA are 
both directly proportional to the absolute load, then the change in user density supportable is the 
same as the change in spectrum efficiency. A t/, shown in Figure 42b. This is calculated as a 
percentage as shown below, and is also called the ‘DSA Gain’.
At/ ^D SA ,9& %  ^ F S A ,9 S % TOO (26)
' FSA,9SVo
Where: At/ is the spectrum efficiency gain in percent
D d s a ,98%  is the user density of the DSA at 98% satisfaction
D f s a ,98%  is the user density of the FSA at 98% satisfaction
Therefore, most of the simulation results presented here aim to determine the increase in load 
supportable in the system for a certain user satisfaction level when DSA is compared to fixed 
allocation. For this reason, the simulated performance needs to be determined for both fixed and 
dynamic spectrum allocation, as is described in the following sections. It can be envisaged that, in 
the ideal case, the simulated At/ equals the theoretical iGdsa that was presented in equation (7).
5.2.6 Software Structure & Implementation
The simulator used in these studies was implemented in C++, using object oriented analysis and 
design principles, such as those outlined in [COAD91a], [C0AD91b], and [RICH99]. A 
simplified object diagram of the simulator can be seen in Figure 43. This diagram shows all the
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objects used in the simulations, and their relations to each other. It only shows the object’s names, 
and not the details such as the object’s attributes or operations, for simplicity and clarity. More 
details on object diagrams such as that seen below can be found in [RUMB99].
\l/ \l/
BSTxObject
MSInfo
BSObJect
SimObject
MSObject
ServiceClass
CellObject
DSAInfo
RANObject
EventCtass
BSOmniObject
RandomNoGen
DSANodeObject EventSchedulerResultsDatabase
MersenneTwister
ServiceEndEventServiceReqEvent DSAReorderEvent
MSManagerObject
BSSectoredObject
MCastTlmeOutEvent
CarrierLockingEvent
SpeechServiceObJect
TrafficPredictorObject
MCastSerivceEndEvent
MCastVideoServiceObject
Figure 43. Simplified object diagram of simulator structure
One aspect that is very important for simulators of this kind is the random number generator used. 
It is critical to ensure the randomness of the simulations by avoiding the period of the random 
number stream being exceeded, and preventing correlations between parallel random number 
streams [PAWL02]. Within this simulator, this is done by utilising the Mersenne Twister random 
number generator [MATS98]. This has a period of so exceeding the period is extremely
unlikely. In addition, it is faster than the C++ standard ‘randQ’ function. A single stream of this 
generator is utilised by all objects that require random numbers, to avoid correlations between 
parallel streams. Furthermore, all the simulations presented here are obtained by performing five 
identical sets of simulations, and averaging the results over these five sets, which helps to gain an 
increased statistical confidence in the results. This is considered in more detail in Appendix B.4, 
where the random errors in the simulations are analysed.
5.3 Fixed Spectrum Allocation Performance Simulation Results
Before the results of simulations on DSA are described, it is important to show the benchmark 
with which the results are compared. However, there are several different combinations of 
spectrum allocations that could be used for the fixed assignment, and each of these needs to be
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analysed. As mentioned in section 5.2.4, the initial work on DSA shown here investigates a 
scenario with a total of six carriers and suitable guard band for the two networks to share. 
Therefore, this gives rise to five different fixed spectrum allocations that could be used in this 
system, which are the same as those shown previously in Figure 39. The results for these five sets 
of simulations can be seen in Figure 44.
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Figure 44. Simulated performance of different FSA configurations
These graphs show the percentage of satisfied users against the user density for the speech service 
over the UMTS network, the video service on DVB-T, and the overall system. The results show, 
as would be expected, that for each of UMTS and DVB-T, the more carriers that are allocated to 
the RANs, the higher the performance. Of real interest are the curves for the overall system. These 
curves show that, at 98% satisfaction, the fixed spectrum allocation configuration of three carriers 
given to each RAN gives the best performance. This is important, as the DSA will be compared 
with the best performing fixed allocation. Therefore, the DSA will be compared with a FSA of 
three carriers for each RAN. If there were changes to the traffic parameters or operational 
scenario, then the optimum FSA configuration could change, and would have to be reassessed.
It is not unexpected that a fixed allocation of an equal number of carriers for each RAN would be 
optimal, since it will be shown in section 5.4 that the time varying traffic patterns and parameters 
used in these initial simulations gave rise to an approximately equal demand for spectrum at the 
peak of the demands. However, it should be remembered that an equal demand for the spectrum 
does not necessarily equate to an equal number of satisfied users in each RAN. For example, one 
RAN may be able to support more users in a particular amount of spectrum than another. 
Therefore, when the results are combined, there will be more users coming from one RAN than 
the other. This can be seen in this situation, where UMTS and DVB-T have approximately the 
same demands on the spectrum for the same user density, but this is achieved with a peak arrival
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rate of 3 calls/hour in UMTS and 2 calls/hour in DVB-T. This gives rise to the effect that the 
overall system performance is influenced more by the UMTS users than the DVB-T ones. This 
explains why, at higher loads, the graph for four carriers for UMTS and two carriers for DVB-T 
obtains performance that is slightly greater than that of the equal carrier case. However, at the 
98% user satisfaction point, the allocation of three carriers to both RANs easily performs the best, 
and since is the main measurement point of interest to the DSA this FSA configuration is taken as 
the reference used for comparison in the following results. The reason that the performance for 
DVB-T drops off at low loads is due to time-outs occurring in the multicast service, as is 
discussed in Appendix B.l.
5.4 Basic DSA Performance Simulation Results
This section will present a set of basic DSA results in order to introduce the parameters of the 
DSA, and also the way in which the DSA performance is measured, before the detailed 
investigations into DSA are presented. The^^efof^afameters that were used to generate these 
results are presented in Table 4. All other simulation parameters, e.g. traffic parameters, mobility, 
spectrum scenario etc. are the same as specified in section 5.2.
Parameter Value
DSA Interval 30 minutes
Time varying traffic As per Figure 37
Allocation Scheme F-HR/FA (Scheme viii). from section 5.1.3.5)
Load prediction Perfect, i.e. no deviations from history, using averaged load history over interval
Table 4. DSA parameters for basic simulation runs
These parameters can be viewed as a base set of DSA parameters, and many of these parameters 
are further investigated later. The set of graphs that are obtained from the simulations for the 
performance of UMTS, DVB-T and the overall system can be seen in Figure 45. These curves 
present the percentage of satisfied users against the user density in the simulations, in MS/km^. 
Two curves are shown for each RAN and the overall system. There is a curve for fixed 
assignment, which is the same as the curve for three carriers for each RAN that were shown in 
Figure 44, and also a curve for the DSA.
These curves are used to quantify the DSA performance, according to the definition given in (26). 
Therefore, from these curves it can be concluded that when DSA is used with these parameters 
(notably these traffic patterns), then the UMTS RAN gains an increase in spectrum efficiency of 
36.3%, the DVB-T RAN gains an increase in spectrum efficiency of 21.2% and the overall 
combined system gets an increase of 29.1%. This method is used to determine the DSA gain in all
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the following results presented in this chapter. It is possible for the DSA to perform worse than a 
fixed assignment scheme under certain circumstances, and in these instances this would be 
indicated by a negative DSA gain.
FSA and DSA Performance DSA Gains
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Figure 45. Basic DSA performance curves for UMTS, DVB-T, and the overall system
The higher DSA gain for UMTS can be explained because its peak load occurs before DVB-T, 
and therefore it tends to acquire carriers first. Because it is a constraint of the initial algorithm that 
carriers cannot be given to other RANs if there are any ongoing calls on them, then the UMTS 
carriers that were acquired during its peak cannot be released to support the DVB-T peak unless 
they are unused. This means that it is less likely for DVB-T to gain the carriers for its peak load as 
many of them are still being used following the UMTS peak. This indicates an important aspect of 
the DSA schemes, which is the fairness of the spectrum sharing, permitting the RANs sharing the 
spectrum to achieve similar performance gains. Furthermore, it can be seen that at high load levels 
the DVB-T DSA curve falls below that of fixed assignment, which is an important aspect that will 
be considered in more detail later in section 6 .1 .
In Figure 46 a diagram is presented of how the spectrum partitioning was changed by the DSA 
algorithm over the course of a simulated day, for the results presented above. In this case, the 
diagram shows how it changed for the data point at 200MS/km^, since this is the data point closest 
to the 98% user satisfaction point for the overall system. This shows how the RANs are only 
allocated as much spectrum as they actually require, during periods of low loading, and this gives 
rise to free spectrum that could, potentially, be used for other purposes, e.g. push services over 
DVB-T that can be started and stopped arbitrarily as the extra spectrum becomes available 
[LINDOl]. The diagram shows how, as the loads increase over the day, the allocated spectrum of 
each RAN moves closer and closer towards the centre of the spectrum. At several points during 
the day there is contention for the spectrum, where the RANs want more spectrum than is
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available, and during these times the allocation schemes outlined in section 5.1.3.5 are used to 
decide who gets any free spectrum. It can be seen how the spectrum allocations approximate the 
demands on the spectrum made by the time varying traffic patterns, which are shown overlaid on 
the spectrum allocations of Figure 46, with the UMTS RAN getting most of the spectrum during 
the daytime, and DVB-T getting it during the evening.
UMTS Spectrum  UMTS Dem and
■ ■  U nused Spectrum  - O —DVB-T Dem and
Time [Hours]
Figure 46. Changing spectrum partitioning and demand over the course of a 24-hour simulation
5.5 Comparison of Simulated and Theoretical Results
Given that the algorithm implemented in the simulator attempts to distribute the spectrum evenly 
to the RANs, the performance ought to follow the theoretical gains that were given in Figure 20 in 
section 4.5. In order to compare the simulated to the theoretical results, the cumulative peak 
demand from the simulated traffic patterns must be taken. This is achieved by looking at the time- 
varying load patterns seen during the course of the simulation, in terms of the number of carriers 
required at each instance (i.e. the spectrum demand), and normalising this to the largest value seen 
on either of the RANs. This can be seen in Figure 47, for the simulation at 280MS/km^ from the 
results shown in Figure 45 above. The results are taken from this point, since this is the largest 
load in the simulation and thus gives the highest number of users from which to take the data, and 
therefore the highest statistical confidence and smoothest curves. However, very similar results 
would be seen for any point once normalised. The y-axis on the left hand side shows the number 
of carriers required at each instance, and the opposite axis shows the normalised value. It can be 
seen from the graph that the peak DVB-T demand is I (since this is the value that the curves are 
normalised to), the UMTS peak demand is 0.978, and the peak cumulative demand is 1.465.
The curve of theoretical gains in Figure 20 shows that in theory the gain for this cumulative 
demand could be as high as 36.5%. Therefore, the value from simulation is 7.4% lower than that 
obtainable in theory. However, as seen in Figure 47, the demands for UMTS and DVB-T do not 
have exactly equal peaks, since this is difficult to achieve in practice. Therefore, this has an 
impact on the results. Given the peak cumulative demand of 1.465, the peak demand of UMTS is 
0.978, and the peak demand of DVB-T is I, then from the equation (7) in section 4.5, it can be 
determined that the theoretical value for this peak demand is 35.0%, according to this equation.
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Figure 47. Determination of peak cumulative spectrum demand from simulations
It is clear that the algorithm is not delivering performance that is as good as that predicted by the 
theory, and the main reasons, in terms of algorithm limitations and the influence of external 
factors, are discussed in the following sections, and form the bulk of the results to be presented on 
DSA. However, there are some other issues that should be considered when comparing the 
simulated results to the theoretical ones.
The first issue is due to the fact that in the simulations the FSA allocations do not correspond 
exactly to the peak demands seen in the diagram in Figure 47. For the theoretical calculations, the 
FSA spectrum is given by the sum of the peak demands on each of the networks. However, in a 
practical scenario, it is not possible for the FSA allocations to precisely match the demands, due 
to whole carriers needing to be allocated, hr a situation such as this scenario, there is a fixed 
allocation of three carriers for each RAN, which gives the best FSA performance possible with 
discrete carriers. Since the peak demands are not exactly equal there is a discrepancy between the 
actual amount of spectrum used by FSA (i.e. 3 carriers for each RAN), and the sum of the peak 
spectrum demands (i.e. 3 x 1 = 3  carriers DVB-T and 3 x 0.978 = 2.934 carriers UMTS). 
Depending on which figures are used, two different values for the theoretical gain are obtained, of 
36.5% or 35%, as stated earlier.
In order to understand which figure is more accurate, there is a need to consider more closely 
what happens when the FSA allocations do not exactly match the demands. The slightly different 
values of peak demand, but the same fixed allocations, make the FSA performance curves for 
UMTS and DVB-T cross the 98% user satisfaction levels at different values of load. The 
simulation parameters have been selected in order to make the performance of the FSA for each 
RAN as close as possible at 98% user satisfaction, and it can be seen from Figure 45 that the loads 
are indeed close to each other. The UMTS RAN supports a user density of 154.3MS/km^ at 98% 
satisfaction, and the DVB-T network supports 151.4MS/km^ at the same satisfaction level. The 
effect that this has is that the overall FSA performance curve is between these values. If the areas 
under the time-varying traffic patterns are approximately equal, then this means that the relative 
amounts of traffic arriving into the RANs will determine the overall performance. For the
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simulations here the arrival rate in UMTS has a peak of 3 calls/hour and in DVB-T the peak is 2 
calls/hr. Therefore, there is approximately % of the traffic over UMTS, and % over DVB-T, and 
this weighted average allows an approximation of the overall FSA performance.
Since at the point that the DVB-T RAN fills its allocation exactly, the UMTS RAN still has 
unused capacity, this indicates that the FSA performance for UMTS and the overall system will 
be better than would be seen if the UMTS and DVB-T demands were equal. This increase in FSA 
performance means that the DSA gain is reduced. The amount by which it is reduced depends on 
the difference between the demands on the RANs, and also on the relative amounts of traffic on 
the RANs, since this determines the location of the overall FSA performance. In the case here, the 
overall FSA performance lies at a user density of 153.4MS/km^, instead of the DVB-T value of 
151.4MS/km^. The overall gain measured in the simulation was 29.1%, whereas the gain would 
have been 30.9% had the FSA demands been equal.
It must also be remembered that the theoretical model does not take into account trunking gains 
obtained by increasing the number of resources available in the RANs. Therefore, in the simulated 
system, the gains are able to be slightly higher than the model predicts. It can be seen that there 
are several different issues that need to be considered when comparing the simulated and 
theoretical models. The general conclusion from this is that in theory the DSA gain should be 
larger than the 35% found from calculating the gain directly from the peak demands on the RANs, 
since this does not take into account that the actual amount of spectrum available in the simulation 
is larger than the sum of the peak demands, due to the discrete number of carriers". However, the 
gain should be lower than the 36.5% found from using a FSA spectrum demand that reflects the 
actual amount used in the simulations, since the unequal FSA demands make the FSA 
performance slightly better, thereby reducing the DSA gain performance. On top of this needs to 
be added the increase in performance from the trunking gains. Fortunately, the differences seen 
here are not too great, since the simulation parameters have been chosen to allow comparison to 
the theory. Furthermore, the differences caused by the FSA imperfections and the trunking gains 
are in the same order of magnitude as the random errors seen in the simulations, as will be 
described later.
"  The effect of this is only seen if the FSA allocations cannot match the peak demands on the networks 
exactly. It does not occur if the FSA allocations are unequal, provided that the unequal allocations match 
the demands. For example, if we had a FSA allocation of 2 carriers to UMTS and 4 carriers to DVB-T, and 
the RANs both used these carriers fully (i.e. DVB-T has a peak demand of 1, and UMTS of 0.5) then this 
effect would not be seen. However, if the peak demands were 1 for DVB-T, and 0.45 for UMTS, then a 
similar situation to that described above would arise.
104
Chapter 5. Contiguous DSA Algorithm & Simulation
Another issue relates to the fact that the theoretical gains are based upon an equal increase in 
spectrum for each RAN. However, it can be seen from the DSA results in Figure 45 that this does 
not occur, since the loads at which the user satisfaction crosses 98% are not equal for both RANs. 
It should be noted that the difference is only due to non-ideal factors in the algorithm, and also the 
scenario under question, and not due to an inherent difference between the algorithm and the 
theoretical model. This is because the allocation algorithm, outlined in 5.1.3.5, will attempt to 
share the spectrum between the RANs on the basis of the spectrum demand. Therefore, since 
these non-ideal factors in the simulations are causing the spectrum to be allocated unevenly to the 
RANs, this raises the question of how this now relates to the theory, particularly since the overall 
performance is calculated based on the relative amounts of traffic on each network.
As was discussed in section 4.5, it is possible to find the DSA gains for any given combination of 
spectrum increase on each of the RANs, and also take into account the relative amounts of traffic 
seen on the networks. The curve shown in Figure 48 shows the same calculations performed for 
Figure 18, but using the traffic patterns shown in Figure 47, with an equal FSA allocation for the 
reasons previously discussed. This shows the optimum performance obtainable would be an 
overall DSA gain of 39.7%. This also shows the values obtained through the simulations for 
UMTS, DVB-T and the overall system. It should be remembered that the values for the theoretical 
overall system DSA gain would be slightly lower than those on the graph, due to the FSA 
imperfect allocations previously described. The error bars on the simulated values are based upon 
the error analysis presented in Appendix B.4.
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Figure 48. Theoretical DSA gains with unequal spectrum increases for simulated traffic patterns
This demonstrates the differences between the theory and simulated results, since the curve shows 
the full range over which the simulated results could lie in order to follow accurately the 
theoretical model. It can be seen that there is significant scope for algorithm improvements in 
order to bring the simulated values closer to the theory. Furthermore, it also shows that the 
performance on the RANs is uneven, as demonstrated by the distance between the simulated
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points and the 'line of fairness’ along which the RANs’ gains are equal. This curve will be used to 
compare various algorithm enhancements and improvements to these results in later sections.
5.5.1 Results for Different Traffic Patterns
A very important result is the comparison of a set of simulations for a variety of differing traffic 
patterns with the theoretical curve in Figure 21. For this reason, simulations were performed for a 
set of traffic-pattems, each of which gave a different value of the peak cumulative spectrum 
demand, which could be plotted against the theoretical results. The different traffic patterns used 
can be seen in Figure 49.
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Figure 49. Traffic patterns used to compare simulated to theoretical results
It is desirable for each of these differing traffic patterns that the peaks of the UMTS and DVB-T 
demands should be equal (i.e. as close as possible to 1 for each RAN). This would allow all the 
different traffic patterns to be compared to the same theoretical performance curve. However, due
106
Chapter 5. Contiguous DSA Algorithm & Simulation
to the random nature of the simulations there will be a degree of variation between the systems. 
For the traffic patterns shown in Figure 49, the maximum difference that is seen between the 
peaks of the RANs gives rise to a ratio of 1.00:0.95. Therefore, as discussed in the previous 
section the traffic patterns should, in theory, give performance that lies between the curves that 
can be generated for the theoretical DSA gain for a total amount of spectrum required of 2 and 
1.95, from equation (7) in section 4.5.
The performance results for each of these simulated traffic scenarios are shown in Figure 50, 
Figure 51, and Figure 52. For each set of traffic parameters, results were obtained for both FSA 
and DSA. From these curves, the DSA gain can be obtained, using the same method as shown in 
Figure 42. The results for the patterns with a peak cumulative demand of 1.465 have already been 
shown in Figure 45. Each figure shows three graphs, and each graph displays the FSA and DSA 
performance for four of the values of peak cumulative demand. The results are shown separately 
for the speech service over UMTS in Figure 50, the multicast video service over DVB-T in Figure 
51, and the overall system in Figure 52.
Two aspects should be noticed about these results. Firstly, it can be seen for some results, 
particularly the speech service, that the curve will fall with increasing load, but then jump up 
again in performance. This is a particular characteristic of DSA under certain circumstances, and 
occurs when the spectrum allocation pattern that is chosen over time changes significantly from 
one load to the next. This issue is considered in more detail in Chapter 6 . At this stage it is 
sufficient to say that in these cases the DSA gain is calculated by using the load at which the 
curve first crosses the 98% user satisfaction threshold.
The other aspect is with regards to the DVB-T video service performance. It can be seen that with 
the curves for the low values of peak cumulative demand, the DVB-T performance does not fall 
as the load increases, but instead it increases up to a peak, and then decreases. The reason for this 
is that with these traffic patterns, in order to obtain the low values of peak cumulative demand, the 
DVB-T traffic patterns must drop to very low levels. The effect of this is that, at low loads, time­
outs begin to occur in the multicast queues. This leads to an increased number of unsatisfied 
users, as the load reduces and the likelihood of filling up the queue in the allotted time decreases. 
A more thorough examination of how the multicast service performs, and the effect of the various 
parameters, can be seen in Appendix B.l. This causes a problem because the curve does not cross 
the 98% satisfaction level, so it is not possible to measure the DSA gain. However, this can be 
avoided by removing from the results all the dissatisfied users that were caused due to time-outs 
occurring. For each set of results with the time-outs removed, a dotted line is shown with the same 
symbol as the results that include the time-outs. This is done for both the video service 
performance and the overall system results.
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Figure 50. Simulated speech service performance with differing peak cumulative demand
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Figure 52. Simulated overall performance with differing peak cumulative demand
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From the results shown in Figure 50, Figure 51, and Figure 52, the DSA gains can be found for 
every value of the peak cumulative demand that was simulated, for UMTS, DVB-T and the 
overall system. These values are shown plotted on the left side of Figure 53, and are plotted 
against the theoretical results found in section 4.5 on the right side. It is interesting to note the 
difference in behaviour in the performance of UMTS and DVB-T, as the peak cumulative demand 
changes. It can clearly be seen how the UMTS demand increases in two distinct steps, and 
remains relatively constant in the times between the increases. These step increases correspond to 
an increase in the amount of spectrum allocated to the UMTS by one carrier, during the time of 
the peak demand, which is when most of the calls are in the UMTS system. Since the UMTS 
system has its peak load occurring before DVB-T in most of the traffic patterns (apart from those 
with very low peak cumulative demands) UMTS generally gets the spectrum it requests before 
DVB-T, satisfying its demands, leading to these step increases in performance.
This also explains the sudden increases in performance in the UMTS curves shown in Figure 50 
for the patterns with peak demands of 1.342 and 1.417, since these are just following one of the 
step increases in performance, and shows the transition of UMTS only partially being able to 
obtain the extra carrier it had before the step. Conversely, the DVB-T RAN has performance that 
does not behave in this way at all. The DVB-T performance increases much more smoothly over 
the range simulated. This is because the DVB-T peak demand occurs after the UMTS one, and is 
therefore dependent on the traffic patterns to determine what spectrum it can be allocated.
The right hand side of Figure 53 shows the overall simulated and ideal performance for the 
different traffic patterns in order to compare the results. This shows the theoretical performance 
for a variety of different values of S d s a ,  for the two ratios of RAN peak demands of 1.00:1.00 and 
1.00:0.95. As stated, the simulated data points should lie somewhere between these theoretical 
values. The simulated points are shown on the graph, with error bars. The sizes of the error bars 
are derived from the analysis shown in Appendix B.4. It can be seen that the simulations do not 
fall precisely between the theoretical curves, due to the non-ideal behaviour of the simulated 
DSA. However, it is important to notice that the general trend of the simulations is to follow the 
theoretical lines. This strongly indicates that the DSA is performing as it is designed to do, and 
serves as a verification of both the theoretical and simulation models. In addition to the other data 
on the graph, points are also plotted that show the value of the absolute error between each 
simulated data point, and both the theoretical values. This shows that the difference between the 
theoretical and simulated results is less than 1 0 %.
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Figure 53. Theoretical and simulated DSA gains for differing traffic patterns
It can be seen that, in general, the simulated results are closer to those in theory at lower peak 
cumulative demands. This could be expected, since at higher values the contention that is seen for 
the spectrum is increased, thereby accentuating the non-ideal behaviour of the algorithm. It is 
worth noting how some of the simulated data points are very close to the theoretical lines (for 
example the ones for a peak cumulative demand of 1.204 and 1.278), whereas others close to 
these values are not as near. The reason for this is a combination of factors that leads the non­
idealities in the simulated DSA algorithms to have a greater or lesser effect for a certain traffic 
pattern. For example, a particular pattern might, by chance, be such that its demands correspond 
closely to whole carriers needing to be allocated, minimising wasted spectrum, or changes in 
demand may happen to occur at just the same time as a DSA reallocation. Therefore, it can be 
imagined that several factors can have a significant impact on the performance of the DSA 
schemes, for a particular pattern. This leads to the work presented in the rest of the thesis, which 
aims to evaluate all of the major factors that affect the DSA performance.
As a further verification of the model of DSA that is being presented here, it is useful to show the 
effect of what happens when different traffic patterns are applied to the RANs, but which give a 
value for the peak cumulative demand that is similar to that evaluated previously. In this case, the 
traffic patterns given to UMTS and DVB-T are reversed. In other words, the pattern normally 
used for UMTS, as was shown in Figure 37, is now used for DVB-T, and vice-versa. From the 
simulations, this gives the normalised traffic patterns shown in Figure 54, which can be compared 
to the curve found for the patterns in Figure 47. This has a value of the peak cumulative spectrum 
demand of 1.440, which is only slightly lower than the value of 1.465 from the normal patterns.
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Figure 54. Traffic pattern in simulation when time-varying demands are swapped on networks
The results that were obtained from this set of traffic patterns can be seen in Figure 55. These 
show the performance obtained for the swapped patterns for UMTS, DVB-T, and the overall 
system, and also the results obtained for the normal patterns (which are the same as those shown 
in Figure 45) are shown with the dashed lines. From the results shown below, the DSA gains can 
be derived, allowing the comparison between the two sets of traffic patterns. The results from this 
can be seen in Figure 56. Looking first to the overall results, it can be seen that the swapped 
patterns give slightly a higher gain, of 32.3%, which is 3.2% higher than that seen with the normal 
patterns. This level of increase is quite consistent with the small decrease in peak cumulative 
demand for these patterns. It is important to note how the general performance of UMTS and 
DVB-T are now swapped. This can be seen through the relative gains of UMTS and DVB-T, 
whereby the normal traffic patterns gave UMTS a larger gain than DVB-T, since its peak load 
occurred first, whereas with the swapped traffic pattern the opposite occurs, and the DVB-T RAN 
has a larger gain than UMTS. These results indicate that the DSA concept is operating as 
expected, and, neglecting any non-ideal factors, is functioning according to the model presented.
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Figure 55. Performance results with swapped and normal traffic patterns
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Figure 56. DSA gain comparison with swapped and normal traffic patterns
In summary, this chapter has described the operation of the algorithms and the construction of the 
simulator that have been designed to implement and investigate the contiguous DSA scheme. 
Initial results have been presented into the basic form of the DSA algorithm, and these have been 
compared to the theoretical results from the previous chapter. This work will now be furthered in 
the next chapters by investigating all of the different aspects of the DSA algorithm described here 
and the effect that they have on the DSA performance, and evaluating the impact of factors 
external to the control of the algorithm.
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Chapter 6
6 Performance Evaluation of DSA Algorithms
This chapter aims to evaluate the various different algorithms that were outlined in the previous 
chapter. The previous work just evaluated a single form of the DSA algorithm. In this chapter, all 
the different parts that make up the overall algorithm will be investigated, and the different 
options for implementing these parts evaluated. This is presented in three main sections. Firstly, 
the allocation algorithms, as detailed in section 5.1.3.5, will be studied. These algorithms show 
important effects with regards to the algorithm fairness, as well as the performance. Following 
this, the performance of the different carrier traffic management algorithms described in section 
5.1.3.2 are evaluated. These algorithms provide useful results that relate to both the ability of the 
DSA to release and reallocate the carriers and to the fairness of the DSA schemes.
The last part of this chapter investigates the impact of the time period between reallocations on 
the performance of DSA, as determined by the DSA triggering functionality. This is shown to be 
a very important factor in the operation and performance of the DSA, and a complex one that 
impacts on many other parts of the system, such as the traffic patterns, the allocation algorithm 
and the load prediction. It should be noted that the other main part of the DSA algorithm, the load 
prediction section, is not investigated in detail in this section, apart from in relation to the DSA 
intervals. This is because the performance of this aspect is mostly determined by the traffic 
patterns seen on the networks, and specifically on changes in user behaviour, and these aspects are 
covered in the next chapter, which deals with non-algorithmic external factors that impact the 
DSA performance.
6.1 Allocation Algorithms
The aim of this section is to investigate the allocation algorithms that were described in section 
5.1.3.5. From these investigations the goal is to identify which ones give the best combination of 
performance and fairness of allocation. These investigations aim to discover how the allocation 
algorithms affect the DSA performance, particularly in terms of how the spectrum is shared over 
the RANs. For these algorithms it is important to evaluate not only the performance in terms of
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how the spectrum efficiency gain is affected, but also how the RANs perform over a wider range 
of loads and particularly during congestion situations.
There were 10 algorithms in total identified and described in section 5.1.3.5, and 9 of these are 
applicable in the scenario under question here (the fewest allocated/highest request scheme will 
perform identically to the fewest allocated scheme due to the even number of carriers). Each of 
these has been simulated, and the results are presented here. The simulations that were performed 
are shown listed in Table 5, which also shows the acronyms for each of the schemes, used in the 
legends of the curves. The results are presented in three sets. Firstly, the results for the first 7 
allocation schemes are presented, for which there is a single simulation set for each. Secondly, the 
results for the switched operation algorithms are shown, for which several different values of the 
switching point are investigated. Thirdly, the results for the weighted parameter algorithm are 
shown, for different values of the weighting factor. In each of these cases, the simulation scenario 
is the same as that described in section 5.2, and the DSA algorithm parameters are the same as 
those in Table 4, apart from the allocation algorithm under question.
Algorithm Acronym Simulations
i). DVB-T Priority P-DVB-T Single simulation set
ii). UMTS Priority P-UMTS Single simulation set
iii). Random Selection RS Single simulation set
iv). Highest Request HR Single simulation set
v). Fewest Allocated FA Single simulation set
vi). Highest 
Request/Fewest Allocated HR/FA Single simulation set
vii). Fewest 
Allocated/Highest Request FA/HR
Not simulated -  results same as 
FA in this scenario
viii). Fractional Highest 
Request/Fewest Allocated F-HR/FA Single simulation set
ix). Switched Operation SO
Switching point varied from 5 to 
6  with fractional carrier 
measurement
x). Weighted Parameter WP Weighting factor varied from 0.18 and 0 . 2 2
Table 5. Allocation algorithm simulations
The results for the first 7 allocation algorithms applicable in this scenario, as shown above, can be 
seen in Figure 57. These results show performance graphs for UMTS, DVB-T and the overall 
system. The results show the FSA performance, along with the DSA performance for each of the 
7 allocation algorithms. It can be seen that the different algorithms give significantly different 
performances over the simulation range. However, especially for the overall system, there is 
actually little difference in terms of the load at 98% user satisfaction. This implies that the DSA 
gains are not altered too greatly by these algorithms, at the measurement point specified here.
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However, the main point of interest for these algorithms is how they behave over the whole range, 
and particularly as the loads increase, and significant spectrum congestion is seen.
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Figure 57. Simulation results for allocation schemes for UMTS, DVB-T, and overall system
6.1.1 Priority Allocation Algorithms
Firstly looking to the UMTS priority algorithm (P-UMTS), it can be seen that this scheme gives 
the highest UMTS performance, as would be expected. However, it can be seen with reference to 
the DVB-T curve that this is at the expense of the DVB-T performance. The DVB-T performance 
with this scheme falls rapidly below the performance of FSA due to the high level of unfairness in 
the algorithm, which is a very undesirable situation but is to be expected from this scheme. For 
the overall system, it can be seen that this scheme gives performance that is slightly worse than 
the other schemes at the 98% satisfaction level. The reasons for this performance are easy to 
explain. Since the UMTS peak load occurs before that of DVB-T’s, the UMTS RAN tends to get 
most of the spectrum that it requires to support this load, due to the spectrum being largely idle
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prior to this. However, after the peak of UMTS, DVB-T needs to start taking carriers back from 
UMTS in order to supports its peak load. This algorithm provides no incentive for the spectrum to 
be given to DVB-T, even as it starts to free up in UMTS. This is particularly pronounced as the 
loads increase, since this results in both UMTS and DVB-T requiring spectrum during the time of 
the DVB-T peak, and it becomes very difficult for DVB-T to obtain any spectrum. This gives rise 
to the poor DVB-T performance, and the boosted UMTS performance.
For the DVB-T priority algorithm (P-DVB-T), a very different behaviour is seen. For this scheme 
the UMTS performance drops suddenly after the point at 210MS/km^, and after that follows the 
FSA performance. The DVB-T performance does the opposite, with a significant increase in 
performance after 210MS/km^. The result of this for the overall performance is a drop in 
performance after the same point. The question here is why the DVB-T performance is only 
increased after a certain point in the loading, and not over the whole simulation range, as was seen 
with the UMTS performance with the P-UMTS scheme. This can be explained by looking closely 
at how the spectrum allocations change between the points at 210 and 220MS/km^ in this scheme. 
These allocations are shown in Figure 58.
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Figure 58. Changing partitioning between 210 and 220MS/km^ for P-DVB-T allocation scheme
The reason for the difference is due to the change in demand in DVB-T occurring at 8.5 hours into 
the simulation. At this time, the DVB-T system requires 2 carriers at 210MS/km^, whereas the 
increase in load to 220MS/km^ causes the demand to increase above the 3-carrier threshold. Since 
there is no contention for the spectrum at this time of the day DVB-T gets allocated its spectrum 
requirements. However, since this algorithm is biased towards the DVB-T system it keeps this 
allocation of 3 carriers throughout the whole middle part of the simulation. This is therefore 
depriving the UMTS system of the spectrum it requires for its peak load. Other algorithms that 
took into account the relative requirements of each RAN would remove the spectrum from DVB- 
T, as soon as it became available, and give it back to UMTS during this time of the day due to the 
higher overall demand. This explains the sudden increase in DVB-T performance, since it now 
holds an extra carrier over a large part of the simulated day. It also explains why the UMTS 
performance drops to that of FSA. The UMTS system gets forced into having only 3 carriers 
during the time when most of its load occurs, and, since the fixed allocation was also with 3
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carriers, the same performance is obtained. It can be envisaged that this behaviour will strongly 
depend on the traffic pattern under question, since this will determine at what point in the loading 
the change in performance will occur. However, it is expected that no matter what the traffic 
pattern, a similar effect would be seen at some point.
6.1.2 RS Allocation Algorithm
The previous two schemes show extreme examples of inherently unfair allocation schemes. The 
remaining 5 schemes are designed to be significantly fairer in their allocations. The next scheme 
to consider is the random selection scheme. It could be expected that this would be the fairest 
possible scheme, since it does not favour any RAN over the other. However, it will be shown that 
this is not necessarily a desirable attribute in all circumstances. It can be seen from the 
performance curves that this scheme appears to favour the UMTS RAN, in the same manner as 
the P-UMTS scheme, although not to the same degree. This is reflected in the lowering of DVB-T 
performance, and the slightly lower overall performance. This may seem contrary to the ethos of 
this algorithm, which should inherently not favour a RAN. However, it can be imagined that 
under certain circumstances it is necessary to favour one RAN over the other, in order to ensure 
that the allocations over the entire day are fair. This explains the performance seen here. With a 
random selection algorithm there is no incentive for the DSA to start taking spectrum away from 
UMTS to give to DVB-T following the UMTS peak load. This is because the UMTS RAN is still 
given as much spectrum as DVB-T during these times of contention, even though the DVB-T 
RAN actually has a larger demand for the spectrum. Therefore, while inherently fair at each 
individual allocation, over the entire simulation time the algorithm does not distribute the 
spectrum fairly, due to its inability to consider to what degree the allocations are required.
6.1.3 HR and FA Allocation Algorithms
These results have indicated that the algorithms should consider other factors in order to improve 
the fairness and performance of the DSA. The remaining four schemes all take into account a 
combination of different factors in order to achieve this. The next algorithm to consider is the 
highest request scheme, which bases the allocation on the number of requested carriers, and uses a 
random selection as a tie-breaker. It can seen from the performance results that it avoids all the 
issues highlighted with the previous schemes, and gives steady performance without noticeably 
favouring one particular RAN. This indicates that this scheme is operating in a manner that would 
be desirable for a DSA system. However, one important point to notice is that the DVB-T 
performance tends towards the FSA curve, and eventually drops slightly below it at high loads. 
This is an important issue, as operators of DSA systems may wish to be guaranteed that the
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performance with DSA could never be worse than that of fixed allocation. This is considered in 
more detail later in this section.
The next scheme is the fewest allocated scheme. This is a very noteworthy scheme that provides 
some useful behaviour. At first glance, this scheme appears to be following exactly the same trend 
as the P-DVB-T scheme. The performance is similar to that scheme for the same reason, since the 
DVB-T system is allocated 3 carriers during the middle portion of the day, forcing UMTS to have 
fewer carriers than it would prefer, resulting in convergence with the FSA curve. However, this 
scheme is doing this for a different reason than P-DVB-T, because it selects the RAN to be 
allocated spectrum on the basis of whichever RAN has the least spectrum. Therefore, this scheme 
becomes one of the fairest possible, since it tries to prevent any RAN from performing much 
better than the other. In practice, what it comes down to is that the algorithm tends towards an 
equal allocation for each RAN in the case of contention. In this scenario, this corresponds to an 
equal allocation of three carriers for each RAN, which is the same as the FSA.
The performance is the same as the P-DVB-T scheme since, as the load increases and contention 
for the spectrum occurs, the DVB-T RAN has less spectrum than UMTS, causing it to be 
allocated the spectrum even though the UMTS RAN may make more use of it. This is inherently 
fairer than the P-DVB-T scheme since if the RANs’ traffic patterns were reversed then the FA 
scheme would still be fair, whereas P-DVB-T would still favour DVB-T. However, this scheme 
may not have desirable performance, due to the large drop with UMTS close to 98% satisfaction, 
and the overall lower performance at higher load ranges. Despite this, this scheme does provide a 
very useful feature, which is that the DVB-T performance does not drop below that of FSA due to 
the performance increase, and this will be exploited by the more complex schemes later.
6.1.4 HR/FA and F-HR/FA Allocation Algorithms
The final two schemes are variations of the same algorithm, and will be considered together. 
These are the highest request/fewest allocated and fractional highest request/fewest allocated 
algorithms. The only difference between these algorithms is that the HR/FA scheme utilises 
carrier requirement estimates based on whole number of carriers, whereas the F-HR/FA scheme 
uses estimates, made by linear interpolation, of the degree to which the carriers will be utilised. 
The performance results show that the algorithms both perform almost identically, giving very 
similar performance to the HR scheme, which is expected since all these schemes share the same 
primary allocation criteria. This raises the question of why would the F-HR/FA or HR/FA be 
required if the HR scheme performs just as well, and is simpler. The reason for this is related to 
the stability of the DSA scheme under certain circumstances, particularly when inaccurate 
information is being utilised by the algorithms. This is set out in more detail in section 6.3.4.
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These results have highlighted an important trade-off with the allocation algorithms. The schemes 
that utilise the highest number of allocated carriers tend to give good performance at lower loads, 
avoiding any drops in performance around the 98% satisfaction level. However, there is a 
tendency for these schemes to produce DVB-T performance that goes below the FSA curve at 
high loads. This is exemplified by the curves in Figure 59, which shows the F-HR/FA, HR/FA, 
and HR allocation scheme’s performance over a wide load range. It can be seen that all of these 
schemes fall below the FSA performance for DVB-T. It is important that the performance does 
not drop below FSA, since this implies to the operator of the DVB-T system that the performance 
is made worse by the added complexity of DSA, compared to the comparatively simple FSA case. 
Therefore, this would need to be avoided at all costs, regardless of how loaded the systems are.
An interesting point to notice from Figure 59 is how the HR/FA scheme tends to be steadier in its 
performance, as the load is increased, whereas the F-HR/FA scheme and HR scheme are 
somewhat shakier. The reason for this is that the HR/FA scheme will sometimes use the number 
of currently allocated carriers as the basis for the allocation decisions, whereas the F-HR/FA 
scheme would only use this in the unlikely case that the fractional number of carriers required are 
precisely identical, and the HR scheme never uses this factor. This implies that the FA factor 
provides a degree of stability at higher loads, which is further utilised in the more complex 
schemes to be presented next.
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Figure 59. Performance of F-HR/FA, HR/FA, and HR allocation schemes over large load range
In contrast to the schemes shown in Figure 59, schemes that utilise the fewest allocated carriers 
factor avoid the DVB-T performance dropping below the FSA line, but only at the price of large 
drop in UMTS performance whilst the UMTS satisfaction ratio is reasonably high. This provides 
the motivation for the design of the last two schemes in Table 5 that will now be presented.
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6.1.5 SO Allocation Algorithm
The switched operation algorithm is an enhancement to the schemes above. The algorithm and 
flowchart for this scheme was described in section 5.1.3.5, and it attempts to gain the benefits of 
the main two types of performance in the schemes shown previously. The aim is to have the 
performance of the schemes that utilise the fewest allocated carriers factor at high loads, but to 
avoid the performance dropping off too early. This is achieved by utilising two algorithms, and 
switching between them depending on the load. In the algorithm investigated here, the total load 
is estimated by the total fractional number of carriers that are estimated to be required by the 
RANs. Different thresholds of the total number of requested carriers at which to swap the 
algorithm operation were investigated. If the total requested carriers are less than or equal to the 
threshold, then the F-HR/FA algorithm is used, otherwise the FA algorithm is used. The results 
from this scheme for different threshold values can be seen in Figure 60, Figure 61 and Figure 62.
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Figure 60. Performance of SO algorithm for different switching thresholds for UMTS
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Figure 61. Performance of SO algorithm for different switching thresholds for DVB-T
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Figure 62. Performance of SO algorithm for different switching thresholds for overall system
The results show some notable performance. The schemes are performing as intended, with the 
performance dropping off for UMTS to the same as FSA, and DVB-T getting a boost in 
performance. However, what is important is that the point at which this occurs is changing, 
depending on the threshold used. It can be seen that for thresholds of 5 to 5.2 carriers, the 
performance is identical to that of the FA scheme, with the transition occurring at 210MS/km^, 
indicating that this threshold is too low to make any difference. The thresholds of 5.3 and 5.4 
carriers make the transition occur at a higher load of 220MS/km^, and this trend continues. The 
changing transition point against the threshold can be seen depicted in Figure 63.
5.0 5.1 5 .2  5 .3  5.4 5.5 5 .6  5 .7  5 .8  5.9
Switching Threshold
Figure 63. Transition point of switched operation algorithm for changing threshold
The results of this indicate that by adjusting the threshold, the point at which the operation of the 
algorithms switches can be tailored. This has the important implication that, for a particular set of 
traffic patterns, the switching point can be chosen in order to prevent the performance of the 
RANs from dropping below that of FSA. In this case it is the DVB-T RAN that is at risk of
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dropping below FSA, and from Figure 61 it can be seen that all the schemes avoid this. However, 
assuming it is desirable to avoid the performance of UMTS being dropped at too low a load, then 
one of the higher values of switching threshold would probably be best, for example in the 5.7 to 
6 . 0  range.
One important issue with these schemes can be seen with the switching points from 5.8 to 6.0. 
With these schemes the switching point is reached, and the operation of the algorithm changes, 
but then later in the load range the performance reverts to the other operation, before swapping 
back again. This is clearly shown for the datapoints around 280MS/km^ in Figure 60, Figure 61, 
and Figure 62. When considering why this occurs, it must be remembered that the algorithm 
decides whether to switch between one type of algorithm or the other at each DSA reallocation. 
Therefore, at one time during the day the F-HR/FA algorithm may be used, whereas at another 
time the FA algorithm may be used. The way in which this occurs for these schemes highlights 
some of the quite complex situations and interactions that happen within the operation of the DSA 
algorithms, even though it may appear quite simple at first glance. With these DSA algorithms, in 
particular at high load levels, a single allocation occurring at a certain time can frequently 
determine the performance for the whole day. This is because an allocation is made, and then due 
to the congestion this allocation is forced to apply for a considerable period of time, since no 
carriers are freed for reallocation. This is what is happening in the case of the allocation schemes 
here.
The schemes are seeing two transitions in the performance. The first one is the intended one, 
when the performance drops for UMTS, and increases for DVB-T. This occurs, for example, after 
240MS/km^ for the SO 5.8 scheme, and 250MS/km^ for the SO 5.9 scheme. The second one is the 
swap back in operation, which is occurring at 280MS/km^. The first transition happens because of 
an allocation at 9.5 hours into the simulated day. As the load is increased, at this particular 
allocation the total number of requested carriers exceeds the threshold set (e.g. 5.8 or 5.9 carriers), 
and the algorithm uses the FA scheme, which aims to balance the allocations. Ultimately this 
means giving three carriers each to UMTS and DVB-T in this particular scenario. After 9.5 hours 
into the simulation, for the majority of the day, the load is high, so the total number of carriers 
required is greater than the threshold and the FA scheme continues to be used until the evening, 
when the load drops again. This is the behaviour that is expected, and desired, from the algorithm.
As the load is increased past the occurrence of the first transition, there comes a point where the 
second transition occurs. This transition is seen because of the allocation prior to the one that 
caused the first transition, i.e. at 9 hours into the simulation. The situation that is occurring here is 
best explained with the diagram in Figure 64. This figure shows the number of carriers required 
by UMTS and DVB-T at the DSA reallocation at time = 9 hours, and on the opposite axis, the 
total number of carriers required by UMTS and DVB-T. This is shown for loads increasing from
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240 to 290MS/km^, to capture the effects of both transitions. The values obtained for time = 9.5 
hours are also shown with dashed lines. If the example of a threshold of 5.8 carriers is taken, it 
can be seen how, at the time of 9.5 hours, the total requested carriers goes above 5.8 between 240 
and 250MS/km^, giving the first transition explained earlier. The reason for the second transition 
can be seen by looking at the values at 280MS/km^. At this load, the total requested carriers are 
less than 5.8, so the F-HR/FA scheme is being used. However, at this load level, the number of 
carriers requested by UMTS and DVB-T cross over. This means that UMTS gets allocated a 
carrier at this point. Since the spectrum is quite congested, this carrier is then held by UMTS for 
most of the main part of the day, giving the jump in performance for UMTS at this load. As the 
load in increased further, the total requested carriers go above 5.8, so that the FA scheme is now 
used, and the carrier is given to DVB-T instead. This gives rise to the single load at which this 
event occurs.
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Figure 64. Spectrum allocation factors involved for high load SO algorithms
This type of event is very hard to predict, and could potentially occur again as the load was 
increased further, at another earlier time in the simulated day. Therefore, it is expected that the SO 
scheme could have unexpected jumps in the way that the performance changes with increased 
loads. These performance jumps are only likely to occur at high loads, since once the allocations 
are applied, they are forced into applying for a long time. If this occurred at a lower load then the 
allocations would probably only apply for a single DSA interval, and therefore do not have a 
dramatic impact on the performance. Therefore, if the goal of the algorithm is to keep the 
allocations fair in the cases of congestion, as these are, it could be important to avoid these events. 
The only way to do this with these schemes is to ensure that the switching threshold is not too 
high, so that the allocations are unlikely to get deadlocked due to congestion. For this particular 
set of traffic patterns, this would need to be a threshold of <5.7 carriers. However, different traffic 
patterns would probably produce different results, given the differing relative demands of UMTS
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and DVB-T. This makes this scheme difficult to recommend as a general solution to the problem, 
although it can prove useful if properly tailored to the patterns under question. These issues 
motivate the use of the last scheme investigated, which aims to provide a more stable and elegant 
solution to the allocation problem.
6.1.6 WP Allocation Algorithm
The weighted parameter algorithm aims to achieve essentially the same goals as the SO scheme, 
but should do this in a more reliable and simple way. The problem with the SO scheme is that it is 
possible for it to change unpredictably from one mode of operation to the other, from one 
allocation to the next, under certain circumstances. This can give rise to the changes in 
performance highlighted previously. The aim of the WP algorithm is to avoid this happening by 
completely changing the method of selecting the RAN, by not relying on any one single factor to 
make the allocations decision, such as the number of requested or allocated carriers, and also by 
not just relying on a single set switching point to change the behaviour.
The WP scheme was presented in section 5.1.3.5, and can be seen to operate according to 
equation (23). Since this always takes into account both the number of currently allocated carriers, 
and the number of carriers requested, then this should avoid some of the problems highlighted 
previously. The performance simulations from this algorithm can be seen below in Figure 65, 
Figure 6 6 , and Figure 67, for values of the requested carrier weighting (Wr) of 0.18 to 0.22. For 
any given value of fVr, the corresponding allocated carrier weighting (Wa) is given by 1 -  PTr.
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Figure 65. Performance of WP algorithm for different weightings on UMTS
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Figure 66. Performance of WP algorithm for different weightings on DVB-T
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Figure 67. Performance of WP algorithm for different weightings on the overall system
The results can be seen to be performing very well, with behaviour as desired from the algorithm. 
It can be seen that, in common with the SO results, a transition occurs in the performance at a 
certain point in all of the curves. This corresponds to a point where one RAN’s weightings 
increase past the other, signalling a change in allocations, and therefore performance. It can be 
seen that, as the value of the value of Wr is increased, the transition gets higher in the load. This is 
as expected, since it is putting greater emphasis on the number of requested carriers, and it will 
therefore favour the RAN that needs the spectrum most, rather than the RAN that has the least 
spectrum allocated. This allows the behaviour of the algorithm to be tailored to avoid the 
performance dropping below the FSA value for the RANs at high loads, but it can be avoided 
from occurring at too low a load, and affecting the performance when there is not congestion.
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In order to better understand how and why the transitions are occurring at the points that they are, 
the weightings seen on the RANs as the loads change are illustrated in Figure 6 8 . This shows the 
value of the weighting seen on each of the RANs, for different values of Wr, shown against the 
load. These correspond to the weightings used by the DSA in the simulation results at a time of 10 
hours into the simulation. This is the time at which the change in allocation occurs that causes the 
transition for the values of Wr shown in the diagram. Taking the example of the algorithm with the 
factor of Wr = 0.200, it can be seen that the weightings for UMTS and DVB-T cross between 230 
and 240MS/km^, which is reflected in the simulation results. Similarly, for Wr = 0.205 and 0.210, 
the weightings cross between 240 and 250MS/km^. The effect of the weightings crossing is that 
the choice of which RAN to give a carrier changes. Even though this only happens for one 
particular reallocation during the day, because of the loading one the RANs, this allocation will 
apply for a significant part of the day, ultimately determining the overall performance. This gives 
rise to the transitions occurring at certain loads, which can be changed depending on the 
weighting factors set. Therefore, if there is knowledge of the traffic patterns seen on the RANs, 
then it is possible to judge at which point during the day the congestion will begin to occur, and 
from this determine what the weighting factors would need to be, in order to ensure that the 
performance changes through a transition at a certain load.
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Figure 68. Changing values of RAN weightings for different loads at time = 10 hours
The conclusion from this is that the WP allocation algorithm can give the best performance of all 
the schemes, managing to balance both the performance at low loads, and also fairness of 
allocation at high loads, during congestion. It is important for the operation of a DSA system to 
ensure that neither of the networks sharing the spectrum will see performance lower than that 
experienced with FSA. The WP algorithm can achieve this. However, for this algorithm, an 
understanding of the load patterns that are likely to be seen on the networks is advantageous, so 
that the relative weightings in the algorithm can be set to ensure that the transition point seen in 
the performance does not occur at too high or low a load.
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6.2 Carrier Traffic Management Schemes
This section aims to investigate the different carrier traffic management schemes outlined in 
section 5.1.3.2. These schemes are intended to manage the calls that are seen on the carriers, so 
that as many carriers as possible can be freed for the DSA purpose. The reason for doing this is 
not to increase the performance of DSA, but to improve the fairness of the DSA schemes in 
sharing the carriers out to the RANs. As was outlined in the flowcharts in section 5.1.3.2, the 
carrier traffic management schemes are divided into two parts. The first part is run for some time 
prior to the DSA operation, and is based on carrier locking, and the second part is operated 
immediately before reallocating the spectrum, and is based on selective call dropping. Each of 
these two carrier traffic management schemes is discussed in the following sections. The aim of 
these investigations is to determine what effect these algorithms have on the performance of DSA, 
particularly in terms of the DSA fairness, and discover how the improvements to the fairness can 
be maximised.
6.2.1 Carrier Locking
The operation of the carrier locking functionality was described in section 5.1.3.2, and its 
operation shown in the flowchart in Figure 25a. There are two basic parameters that are part of the 
carrier locking algorithm, which need to be investigated, and these are the time for which to lock 
the carriers and the load threshold at which to apply the locking. In addition to this, there are 
several different varieties of locking algorithms that can be used to decide whether to lock carriers 
or not. The different algorithms and parameters that are presented in these investigations are 
shown in Table 6 .
Algorithm Description Short Name/Acronym Parameters/Simulations
Always lock one carrier from 
the RANs
Always Lock One 
(ALl)
Set 1: Lock times of 5, 10,15, 
30, 60,120, 240s
Always lock one carrier if all 
carriers are utilised (i.e.
congestion)
Always Lock One if 
Congested 
(ALIC)
Set 1: Lock times of 5,10,15, 
30, 60, 120,240s
Lock a carrier if the average 
load over the RAN on the 
carrier is < threshold
Lock if Load < Threshold 
(LLT)
Set 1: Lock times of 5, 10,15, 
30, 60, 120, 240s with load 
threshold <25% loaded
Lock a carrier if the average 
load over the RAN on the 
carrier is < threshold and all 
carriers are utilised (i.e.
congestion)
Lock if Load < Threshold 
with Congestion 
(LLTC)
Set 1: Lock times of 5, 10,15, 
30, 60,120, 240s with load 
threshold <25% loaded 
Set 2: Lock times of 15 and 
30s with load thresholds of 0, 
10, 20, 30,40, 50% loaded
Table 6. Investigations performed into carrier locking schemes
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The simulations were performed in an identical scenario to that outlined in section 5.2, and the 
DSA algorithm parameters are the same as those in Table 4, apart from the addition of the carrier 
locking functionality. Firstly, the results for the different algorithm types with a variety of 
different locking times are investigated, as marked as Set 1 in Table 6 . The results for this are 
shown in three sets of graphs, for UMTS, DVB-T and the overall system, and each of these sets of 
curves are made up of four graphs that show the performance of the four different algorithm 
types. These results can be seen in Figure 69, Figure 70, and Figure 71.
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Figure 69. Performance of four carrier locking algorithms for different locking times on UMTS
The results for the speech service over UMTS can be seen in Figure 69. Looking first to the 
Always Lock One (ALl) scheme, it can clearly be seen how the use of the locking scheme 
reduces the UMTS performance, relative to the DSA without locking. Increasing the locking time 
further reduces the UMTS performance. This may indicate that the locking schemes are 
detrimental to the performance, but this cannot be concluded until the results for DVB-T and the 
overall system are considered. It is also important to note with this scheme how the performance
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at low loads is impaired, because the scheme always locks a carrier, regardless of how loaded the 
spectrum is. Therefore, there will always be a degree of performance loss due to this scheme at 
low loads, due to unnecessary carrier locking. The Always Lock One if Congested (ALIC) 
scheme aims to avoid this situation, by only locking carriers if contention for the spectrum occurs. 
This is demonstrated by the results for this scheme, since it can be seen that they are almost 
identical to the ALl scheme, except at low loads, where the performance is not as badly affected.
The third scheme shown is the Lock if Load < Threshold (LLT) scheme. This scheme can be seen 
to detriment the UMTS performance significantly less than the other two described. However, a 
performance drop is still observed, which increases with increasing locking time. Very similar 
results are also obtained for the final scheme. Lock if Load < Threshold with Congestion (LLTC). 
The main difference with this scheme is somewhat better performance at low loads, due to the 
algorithm only being applied in congestion situations. The main interest for all these results, 
however, comes from the DVB-T performance, which is shown next.
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Figure 70. Performance of carrier locking schemes for different locking times on DVB-T
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The results for the DVB-T video service can be seen in Figure 70. For the ALl scheme, a similar 
situation can be seen to that shown for UMTS, where the performance at low loads is impaired by 
the carrier locking algorithms. However, it is very important to notice is that the performance at 
higher loads is increased, quite significantly in some cases, by the use of the carrier locking. It can 
be seen that at high loads, the best DVB-T performance for this scheme comes from a locking 
time of 60 seconds. The ALIC scheme also performs in this way at high loads, but improves on 
the situation by reducing the detrimental effects at low loads. The LLT and LLTC schemes also 
perform in this way, with increased performance in DVB-T at high loads, although these are not 
quite as large as with the previous two schemes. The LLTC scheme performs better at lower 
loads, as would now be expected.
The reason that these results are significant is because they indicate that the carrier locking 
schemes are giving the desired effect of increasing the ‘freeness’ of the carriers, which allows 
them to more readily be reallocated. In particular this affects the DVB-T performance, since it is 
the RAN that must contest for the spectrum from UMTS to support its peak load. This is 
particularly the case under high loads, which is why these results are so promising. It is also worth 
noting that, for the load range under question here, the locking schemes can prevent the 
performance for DVB-T from going below that of FSA, which is an important issue, as was 
discussed in section 6.1. In addition, it can also be seen from the graphs that the carrier locking 
schemes can, for certain locking times, give increases in the load supportable at 98% user 
satisfaction, implying some increases in the DSA gain for DVB-T. However, regardless of 
whether the algorithms are increasing the performance in the DVB-T, this is of no benefit if it is 
only at the cost of too great a decrease in the UMTS performance, and hence a significantly lower 
overall performance. Therefore, the overall performance of the system needs to be studied.
The results for the overall system can be seen in Figure 71. Considering the ALl and ALIC 
schemes first, it can be seen that the increasing carrier locking time reduces the overall 
performance. This is noticeably true for the ALl scheme, where the effect is pronounced even at 
low loads, although this is mitigated to some extent with the ALIC scheme. It can be seen that for 
low values of locking time, in the region of 5 to 15 seconds, the overall performance is not 
affected too greatly, and, in fact, some small performance increases are seen at higher loads with 
these parameters. Considering the LLT and LLTC schemes, it is again seen that the performance 
is much better with the LLTC scheme than LLT, due to the increased low load performance. For 
the LLTC scheme, the performance is slightly better, or almost equal to the performance without 
any carrier locking, for all but the longest locking times of 60 to 240 seconds. In addition to this, 
all the results give performance better than without any locking at the highest levels of loading.
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Figure 71. Performance of carrier locking schemes for different locking times for overall system
These results are significant since they show that the locking schemes can be tailored to have little 
effect on the overall performance of the DSA system, but can improve the ffeeness of the radio 
carriers, and therefore the fairness of DSA. Consequently, the fairness is being improved without 
any significant detriment to the DSA gains. These results are summarised by the graphs in Figure 
72, showing the DSA gains, measured as specified in section 5.2.5, for each of the different values 
of carrier locking times simulated, for the ALIC scheme and the LLTC scheme. The graphs also 
show the absolute difference between the DVB-T and UMTS gains at each point. Also marked on 
the graphs are the values of the overall DSA gain when no locking is present, as well as the value 
of the difference between the UMTS and DVB-T gains, when locking is not used.
The results show that even a short time period of carrier locking with either of the two schemes 
can give improvements in the fairness, indicated by the lower difference in gain between the 
RANs. As the carrier locking time increases, the difference for both the schemes decreases, and 
reaches a minimum value for a locking time of 30 seconds. Following this, the differences begin
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to increase again, due to the long locking times reducing the performance on the RANs due to an 
increased level of blocking. It is interesting to see that the ALIC scheme actually gives the 
DVB-T RAN higher DSA gains than UMTS for locking times of 15 and 30 seconds. These results 
show that the ALIC scheme gives the lowest value of difference between the RANs, but 
unfortunately the significant decreases in difference are obtained at locking times of 15 to 30 
seconds, when the overall performance has already started to drop noticeably from the value 
without locking. The LLTC scheme however, can be seen to perform very well, with the lowest 
differences again at the 15 to 30 second locking times. Furthermore, these improvements in 
fairness are obtained with essentially no change in overall performance. This shows that the 
carrier locking functionality is performing as intended, and indicates that the LLTC scheme with a 
locking time of 15 to 30 seconds will perform well in improving the carrier freeness.
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Figure 72. DSA gain and fairness results for ALIC and LLTC carrier locking schemes
The second aspect that requires investigation for the carrier locking schemes is the effect of the 
locking threshold on the schemes that use it. For this the simulations indicated as Set 2 in Table 6  
were performed. These simulations investigate the LLTC scheme with lock times of 15 and 30s 
(as was just shown to be the best performing) with load thresholds of 0, 10, 20, 30, 40, and 50%. 
Apart from the changed load thresholds, the simulations are identical to those in the previous 
investigations. The results are shown in Figure 73, Figure 74, and Figure 75, for UMTS, DVB-T 
and the overall system.
The UMTS results, in Figure 73, show a decrease in performance for increasing locking threshold, 
similar to the performance seen for increasing locking time. The effect is more pronounced for the 
30 second case, simply because the locking applies for longer, and therefore prevents more 
UMTS calls from obtaining a carrier. In common with the locking time results, the DVB-T results 
show the most noteworthy performance, as shown in Figure 74. These results show that, as soon
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as the locking threshold is above zero, there is a significant improvement in the DVB-T 
performance over the whole simulation range. For the 30-second simulations, this effect is again 
more pronounced as would be expected.
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Figure 73. Performance of LLTC locking scheme for different locking thresholds in UMTS
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Figure 74. Performance of LLTC locking scheme for different locking thresholds in DVB-T
The overall system results are shown in Figure 75. Firstly, it should be noted that whatever the 
threshold, for either of the two locking times, the difference in performance at the 98% user 
satisfaction level between the results with and without locking are quite small. This indicates that 
the schemes are operating as desired, and not adversely affecting the performance. It can be seen 
that most of the 15-second results are slightly higher than the results without locking at 98% user 
satisfaction, and the 30-second results are slightly below. It is also worth noting that at higher 
loads the performance is increased with all the schemes investigated, indicating that the carrier 
locking schemes help to improve the DSA performance under high levels of congestion.
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Figure 75. Performance of LLTC locking scheme for different locking thresholds for overall system
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Figure 76. DSA gain and fairness results for LLTC locking scheme with changing threshold
In order to compare the results most easily, the DSA gains for each of the curves can be 
measured, and plotted against the value of the locking threshold. The results for this can be seen 
in Figure 76. These results show the DSA gains and the difference between the UMTS and DVB- 
T gain, as was presented previously, for both sets of locking times investigated. The overall 
system gain and difference without using carrier locking are indicated on the graph. It can be seen 
that, as the threshold is increased, the difference drops, implying increased fairness. This reaches 
a minimum at the threshold of 20%, for both sets. After this point, the difference begins to slowly 
increase again. The lowest difference comes from the 30-second locking time, with only a 1.3% 
difference in the performance between the RANs. The 15-second locking time has a lowest 
difference of 2.2%. However, at the 20% threshold, the 15-second locking time has a higher 
overall performance, which is slightly greater than the value obtained without locking, whereas 
the 30-second run is slightly lower.
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The overall conclusion from this is that the LLTC scheme with a 15 to 30 second locking time, 
and a load threshold of 2 0 % can give performance that is at least as good as that obtained without 
locking, but with a very significant increase in the fairness seen in the spectrum sharing. 
Furthermore, this scheme also gives improvements in the performance at high loads, particularly 
for DVB-T. In the following section, the second carrier traffic management functionality, 
selective call dropping, will be investigated, and following this the two different functionalities 
will be compared.
6.2.2 Selective Call Dropping
The selective call dropping functionality differs from carrier locking, in that the carrier locking 
scheme is a pre-emptive measure applied before DSA, in order to increase the ffeeness, whereas 
the selective call dropping scheme takes proactive action at the DSA reallocation time to ensure 
that carriers are freed. The selective call dropping schemes were described in section 5.1.3.2 and 
in the flowchart in Figure 25b. These schemes aim to perform much the same function as the 
carrier locking schemes, but do so in a more forceful manner by removing the calls from the 
carriers, as opposed to preventing them from starting. In these investigations, two types of 
selective call dropping scheme are investigated, shown in Table 7.
Algorithm Description Short Name/Acronym Parameters/Simulations
Drop all the calls ffom any carrier 
that is < threshold loaded on average 
over the RANs
Drop Calls if Load < 
Threshold 
(DLT)
Load thresholds of 5, 10, 
20, 25, 30,40, 50% 
investigated
Drop all the calls from any carrier 
that is < threshold loaded on average 
over the RANs if all carriers are 
utilised (i.e. congestion)
Drop Calls if Load < 
Threshold with 
Congestion 
(DLTC)
Load thresholds of 5, 10, 
20,25, 30,40, 50% 
investigated
Table 7. Investigations performed into selective call dropping schemes
The simulations were performed in the same scenario as that outlined in section 5.2, and the DSA 
algorithm parameters are the same as those in Table 4, apart fi*om the addition of the selective call 
dropping functionality. The results obtained can be seen in Figure 77, Figure 78, and Figure 79, 
for UMTS, DVB-T, and the overall system respectively.
The results for UMTS, shown in Figure 77, can be seen to perform very similarly to the results 
obtained for the carrier locking schemes. It can be seen that there is a decrease in performance 
with an increasing dropping threshold. This is expected, since the increased dropping threshold 
means more calls will be dropped, thereby lowering user satisfaction levels. However, it needs to 
be determined whether the increased number of dropped calls over UMTS can be traded off 
against the improved ffeeness in the carriers. The Drop Calls if Load < Threshold with
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Congestion (DLTC) scheme differs from the Drop Calls if Load < Threshold (DLT) scheme by 
giving slightly improved performance at low loads, although the difference is not large.
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Figure 77. Performance of call dropping schemes for different load thresholds on UMTS
The DVB-T performance results in Figure 78 show that the call dropping is indeed improving the 
carrier fairness, which is indicated by the significantly improved performance on DVB-T for all 
the dropping schemes. These show performance increases over the scheme without call dropping 
over the entire load range, and quite significant ones at higher load levels.
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Figure 78. Performance of call dropping schemes for different load thresholds on DVB-T
The overall system performance in Figure 79 is characterised by small performance increases over 
the whole load range, compared to the case without any call dropping. The DLTC scheme gives 
very similar performance to the DLT scheme, apart from small improvements in performance at 
low loads. These results are best compared by plotting the DSA gains measured from the three 
figures above, and also the difference between the UMTS and DVB-T performance, as can be 
seen in Figure 80.
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Figure 79. Performance of call dropping schemes for different load thresholds for overall system
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Figure 80. DSA gain and fairness results for DLT and DLTC schemes with changing threshold
These results indicate that the selective call dropping schemes are substantially improving the 
freeness of the carriers, and therefore increasing the fairness of the DSA schemes. From the 
curves in Figure 80 it can be seen that the overall performance is not substantially degraded by 
any of the schemes, whereas the difference between the UMTS and DVB-T performance is 
significantly reduced. It can be seen that the lowest difference in performance occurs for both 
schemes for a call dropping load threshold of 40%. This gives a difference in DSA gain of only 
0.2% for the DLT scheme, and 0.9% for the DLTC scheme. The DLT scheme obtains a lower 
difference, but the DLTC scheme maintains a higher overall performance. As the load threshold 
increases beyond 40% the difference increases again, and the overall performance begins to drop, 
indicating that the number of calls being dropped from the RANs is outweighing the gains to be 
made from increasing the ffeeness of the carriers.
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From these results, it is elear that selective call dropping schemes are an effective way of 
increasing the fairness of the DSA algorithm. It can also be concluded that they perform in a very 
similar way to the carrier locking schemes, with similar effects being seen on the overall 
performance and the difference in performance between the two RANs. Therefore, it is worth 
comparing the schemes to determine which would best be utilised, or if both should be.
6.2.3 Comparison between Carrier Locking and Selective Call Dropping
The two carrier traffic management functionalities, carrier locking and selective call dropping, 
both aim to achieve the same goal. That goal is an increase in the fairness of the DSA schemes by 
allowing the carriers to be more readily reallocated between the RANs. This has been shown to be 
achieved effectively by both of these functions. The main difference between the schemes is that 
the carrier locking scheme is a best-effort scheme, in that it prevents new calls starting on a 
locked carrier for a certain period of time, in the hope that currently ongoing calls will end, and 
allow the carrier to be freed. The selective call dropping scheme, on the other hand can force a 
carrier to be freed by dropping the calls from it. This difference in operation highlights one of the 
most important distinctions between the schemes. The carrier locking scheme will increase the 
ffeeness by blocking new calls from starting, whereas the selective call dropping scheme does it 
by dropping existing ongoing calls.
In the results here, the satisfied user criterion makes no distinction between calls that are blocked 
or dropped, since they are merely classified as dissatisfied. However, if it is stipulated that 
dropped calls are significantly more important to the users than blocked calls, then this would 
mean that the selective dropping scheme would potentially have far more impact on the user 
satisfaction than the results here indicate. Therefore, depending on how the effect of dropped calls 
is considered, the carrier locking scheme may prove to be the most effective.
It is also worth considering whether there would be any benefit in combining the two schemes, 
and running the DSA with both carrier locking and call dropping. This could have the advantage 
that it tries to free the carriers initially by carrier locking, and only if the carriers were not freed 
through this method would it use the call dropping scheme. Simulations to show the effect of this 
are shown in Figure 81. The curves show the LLTC scheme with a 20% load threshold and a 15 
second locking time, the DLTC scheme with a 40% dropping threshold, which were shown to be 
the best performing previously. Also shown are simulations where both of these are utilised 
simultaneously with these parameters. The results show that the combined schemes are not 
improving the performance over the DLTC scheme. These results indicate that there is not a 
significant benefit in operating both of the carrier traffic management schemes simultaneously, 
unless a specific scenario could be found that indicated a particular advantage in doing so. It is
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possible that by carefully balancing the parameters of the combined schemes that performance 
equal to that shown here could be obtained, for example, with shorter locking times and lower 
dropping thresholds. However, it is not envisaged that this would improve on the performance 
already achieved. Comparing the performance of the DLTC and LLTC schemes, it can be seen 
that the DLTC scheme gives a better performance for DVB-T, and a slightly better overall 
performance. However, as mentioned, this must be traded off against the inconvenience to users 
of having more calls dropped.
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Figure 81. Performance of combined carrier locking and selective call dropping
The final aspect to consider with the carrier traffic management schemes is to compare the results 
obtained, and observe where the performance lies on the theoretical curves. These can be seen in 
Figure 82. The bar graph shows the DSA gains for the two RANs and the overall system for the 
two best performing individual carrier locking and call dropping schemes, and also the combined 
results, against the results without any carrier traffic management schemes. This shows how the 
performance of UMTS and DVB-T are much closer to each other, than in the case where no 
carrier traffic management is present. It is significant to note that the combined scheme has the 
smallest difference between the gains on the RANs, at only 0.2%. Fairness is an important issue 
for DSA, and the results shown in this section have demonstrated how these carrier traffic 
management schemes are very successful in improving this.
In addition to this, the graph on the right shows the theoretical gains, on which the results for the 
combined LLTC & DLTC scheme are plotted. Only one of the carrier traffic management 
schemes is plotted, since the results are very similar between all of them. This shows how the 
gains are some way off the optimum gain point, but are much closer together than before, lying on 
the line of fairness, indicating a big improvement in this aspect.
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Figure 82. Comparison of carrier traffic management scheme with theoretical gains
6.3 Reallocation Time Quantisation
This section aims to investigate the effect that the time-period between reallocations of the DSA 
has on the performance. As will be shown, this is quite a complicated factor to consider, since it 
impacts upon many aspects, such as the traffic patterns under question, the allocation algorithms 
and the load prediction. The time-period between reallocations, called the ‘DSA interval’, is 
regarded as being an important parameter for the dynamic spectrum allocation due to the time 
constraints imposed on the DSA, as outlined in section 5.1.1. For these reasons, the impact of 
differing DSA intervals needs to be investigated, in order to assess which give the best 
performance.
Two initial sets of DSA interval investigations are presented here, each of which utilise the load 
history in a slightly different way. The first method investigates different DSA intervals, where 
the basis for the calculation of how much spectrum will be required during the forthcoming 
interval is the average of the load for this interval in the load history. The second method uses a 
percentile of the load in the history for the interval under consideration as the spectrum 
calculation input. The differences between these two schemes were shown previously in Figure 27 
in section 5.1.3.3. This can be seen to lead to differences in the spectrum requirement estimates 
for the RANs, and has several effects on the DSA, particularly with relation to the DSA interval, 
as will be outlined in the following sections.
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6.3.1 Averaged Load History
This section investigates the effect of DSA intervals for the case where the prediction is based on 
the average value of the loads in the history. For this investigation, the simulations were 
performed in an identical scenario to that outlined in section 5.2, and the DSA algorithm 
parameters are the same as those in Table 4, apart from the time period between the DSA 
algorithms being run was varied between 5 minutes and 12 hours. The results obtained for this can 
be seen in Figure 83, Figure 84, and Figure 85. In each of the figures the results are split into three 
sets. The first set shows the intervals between 5 and 30 minutes, the second between 1 and 3 
hours, and the last between 4 and 12 hours. The set for 4 to 12 hours also shows a slightly lower 
load range than the other two.
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Figure 83. Performance of UMTS with changing DSA interval for averaged load history
In the case of both RANs and the overall system, the shortest set of intervals between 5 and 30 
minutes all show similar performance to each other. The next set of intervals, between 1 and 3 
hours also generally behave in a similar manner. However, it can now be seen that there are more 
significant differences in performance between the intervals, particularly for the DVB-T RAN. In 
addition, the performance is being slightly unsteady at low values of load for the UMTS RAN, if 
compared to the lower intervals. For the longest intervals, from 4 to 12 hours, a significant change 
in performance is seen. For all of these intervals, the performance does not decrease steadily as 
the load is increased, but instead jumps in performance are seen. In the cases of the longest 
intervals, this is causing the performance curves to cross the 98% line several times, and in the 
case of the 12-hour curve it never gets above 98%, even at low loads. This represents unstable 
DSA behaviour, and the reasons for it occurring are discussed later in this section.
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Figure 84. Performance of DVB-T with changing DSA interval for averaged load history
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Figure 85. Performance of overall system with changing DSA interval for averaged load history
For each of these sets of simulations the DSA gain can be found, and the results are presented as 
the DSA gain versus the DSA interval used in the simulation. The graph of these results can be 
seen in Figure 8 6 . This graph shows a curve for the UMTS performance, a curve for the DVB-T 
performance, and a curve for the overall system. The x-axis is presented as a log scale in order to 
show the wide variation in the intervals that have been considered. Since the curves for 6 , 8  and 
12 hours repeatedly cross the 98% line, no gain is shown for these intervals as it cannot be 
accurately measured. However, they are indicated as being negative gains, although no specific 
value is given to them.
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Figure 86. DSA gain vs. DSA interval for averaged load history
The results show the DSA performing well, with only a gradual decline in DSA gain up to about 3 
hours, for all the RANs. After 4 hours, however, the gain of the DSA drops dramatically, with the 
gain going below that of fixed assignment after 4 hours. The negative gains are caused by the 
performance curves of the DSA swinging below 98% satisfaction, even at relatively low loads, as 
was shown in the performance curves previously. The reason for the poor DSA performance after 
4 hours^  ^is easy to explain. Due to the fact that the load predictions are averaging the load curves 
in the history over longer and longer periods as the interval increases, this means that the loads 
that are seen at any one instance during this interval are frequently quite different to the averaged 
estimate of the load that is expected. This gives rise to a spectrum allocation inaccuracy, where 
the DSA is allocating an amount of spectrum that may be too great or too little for the actual loads 
seen at some instance. It can easily be imagined that, for a relatively long DSA interval, a single 
interval may contain both a significant peak in the time varying traffic, and also a low load period, 
or trough.
However, the spectrum allocation is trying to give enough carriers to this RAN to support an 
average of the load during this interval, i.e. somewhere between the peak and the trough in the 
traffic. Therefore, at the time when the peak is occurring there will be insufficient spectrum, and 
when the trough is occurring there will be too much, thereby depriving the other RAN of 
spectrum that it might need. This inaccurate allocation of the spectrum is indicated by the DSA 
performance curves that swing below 98% satisfaction, and then often back up again, only to fall 
below again as the load increases. The reason for this behaviour is that the DSA is basing its 
spectrum allocations on its estimate of the future loads, and, as stated, these might be somewhat 
inaccurate at long intervals. Therefore, the DSA is allocating what it thinks is sufficient spectrum
The time interval at which the performance becomes unstable will depend upon the traffic pattern, and 
hence 4-hours cannot be taken to be a general result.
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to keep the satisfaction ratio above 98%, whereas actually it may not be. Then, as the load 
increases, a point is reached at which the DSA thinks that it needs to add more spectrum in order 
to keep the satisfaction above 98%, whereas actually it has already gone below 98%, and this 
gives rise to the curves that repeatedly swing up and down around 98% satisfaction for increasing 
loads. This is a significant point for the DSA, as this indicates the limit at which the DSA 
performance is no longer reliable.
Another reason why the DSA becomes more sensitive to any inaccuracy in the spectrum 
allocations at longer intervals is that any chosen allocations apply to the RANs for much longer 
periods than with lower intervals. This implies that if any inaccuracy is present, then the DSA 
might, for example, allocate too few carriers to a RAN, and this insufficient number of carriers 
will have to be used by the RAN for a long period of time. Conversely, at short intervals, any 
inaccurate allocation will not have such a large effect on the performance, as it will not be too 
long until the DSA will perform another allocation, and would hopefully allocate the correct 
number of carriers.
An example of a performance curve of DSA performing unreliably is shown in Figure 87. This is 
the UMTS performance with an 8 -hour DSA interval. This shows how the satisfaction ratio will 
in fact drop below 98% several times, until the loads become very small. The DSA performance 
may drop below 98% until the loads are so low that only one carrier is required for the RAN, and 
the DSA can no longer inaccurately allocate carriers. This implies that in actual fact the gains of 
DSA for intervals greater than 4 hours in Figure 8 6  may be very negative, as they might cross 
98% at lower loads than in the simulation range. This is not important however, as once it has 
been determined that the DSA is no longer performing reliably then the DSA with these 
parameters is not feasible, regardless of the exact negative gain that is seen.
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Figure 87. DSA performance when operating unreliably at long intervals
The basic conclusions that can be drawn from this investigation are that the DSA performs well in 
this particular scenario at intervals of less than 4 hours, after which the performance becomes
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unpredictable. However, it can be envisaged that the performance of the DSA interval will depend 
on the traffic patterns being considered. The main reason why the DSA performs well at short 
intervals is because it is able to respond quickly to changes in the traffic patterns. Therefore, if the 
traffic pattern seen in a real system was subject to more frequent or sudden changes than those 
used in the simulations, then it can be assumed that the maximum usable interval would be shorter 
than the 4 hours found here. It is therefore concluded that it would be best to use as short a DSA 
interval as possible. However, the graph in Figure 8 6  indicates that the gains to be made from 
shorter and shorter intervals are actually quite small, and anything shorter than 30 minutes only 
gives rise to extra gains of a few percent. It would therefore probably not be worth the extra 
signalling on the network, and the added hardware constraints to perform the DSA very often, but 
somewhere in the region of 30 minutes seems reasonable for these particular investigations.
Since these results indicate that there is little extra performance to be gained from running the 
DSA at shorter and shorter intervals, this implies that DSA triggering schemes any more complex 
than the one used here are unlikely to bring any gains in performance. The DSA triggering 
schemes used here are just simple periodic triggering mechanisms. A more complex scheme could 
perform some monitoring of the loads on the RANs, and trigger the DSA to occur only when 
required. This would therefore respond to changes in load very quickly, and adapt the spectrum 
allocations accordingly. However, these investigations have shown that even a DSA interval as 
short as 5 minutes, which would give rapid adaptation of the spectrum, does not improve the 
overall performance by more than 2% from the case where a 30 minute interval is used. 
Therefore, a more complex triggering scheme is unlikely to give performance increases any 
greater than this, with the added complexity of having to permanently monitor and analyse the 
traffic loads.
6.3.2 90^  ^Percentile Load History
The previous section showed that the main problem with longer DSA intervals, or traffic patterns 
with frequent and sudden changes, is that the DSA performance can become unreliable, and start 
performing much worse than fixed assignment. A simple way of ensuring that this will not happen 
is to make sure that the DSA does not underestimate the spectrum that a RAN will require during 
a forthcoming interval. The way to do this is to use the load history to find the peak load that will 
be seen during the interval in question. By doing this enough spectrum will be allocated to the 
RAN in order to support the maximum demand that is expected in the forthcoming interval. The 
disadvantage of this is that even a very short, sharp peak in the load history data will be taken into 
account in the spectrum estimation. This could potentially lead to a substantial overestimate in the 
spectrum requirements, which will not detriment the RAN being overestimated, but will
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ultimately affect the other RAN sharing the spectrum. In order to avoid this occurring, a much 
safer statistical way of handling the data is to consider a certain percentile of the values in the load 
history. In these investigations the 90* percentile of the history data is taken, which means that 
90% of the measurements in the history are below or equal to this value. Therefore, this will not 
include any extreme values that would affect the result if the peak were used.
The same sets of simulations that were run for the averaged load history were run again, this time 
for the 90* percentile load history case. The same three sets of results are shown for this scenario 
for each of the RANs and the overall system in Figure 8 8 , Figure 89, and Figure 90.
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Figure 88. Performance of UMTS with changing DSA interval for 90*** percentile load history
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Figure 89. Performance of DVB-T with changing DSA interval for 90* percentile load history
The most obvious difference between the previous results and these are in the UMTS 
performance, which has very similar performance for almost all the intervals, and it can be seen
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that all traces of unreliable DSA performance have disappeared from the low loads, even at long 
intervals. The DVB-T performance curves show more variation between the different intervals, 
but again the unreliable performance has gone. This indicates that the use of the percentile is 
indeed performing as desired.
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Figure 90. Performance of overall system with changing DSA interval for 90**^  percentile load history
As before, the DSA gain versus the DSA interval can be plotted, and this can be seen in Figure 
91. As would be expected for these curves, the performance of DSA is now much more stable 
than before, with the gains staying above fixed assignment until the 6 -hour DSA interval. It 
should be noted that the DSA does not start performing unreliably for any of the DSA intervals. 
One of the most noticeable features of the graph is that the UMTS performance remains almost 
constant over all the intervals, until the 12-hour case, where it drops to the same level as FSA. The 
DVB-T RAN, on the other hand, sees a much steadier decline in performance as the interval 
increases. The reason for this is that the UMTS main demand for spectrum occurs in the middle of 
the day, before DVB-T’s. Therefore, even as the interval gets longer, UMTS can be allocated the 
spectrum that it requires without much contention. In addition, since the spectrum requirements 
aim to satisfy 90% of the load over this time, this means that UMTS gets almost all that it requires 
to satisfy the loads over the entire time period. This can continue for any length of interval, until 
the point is reached where the interval is long enough to be capturing enough of the increase in 
DVB-T demand that spectrum is allocated to DVB-T as well. This is seen by the point at the 12- 
hour interval where the UMTS demand drops.
However, the fact that UMTS takes much of the spectrum for such a long period of time can only 
lead to a decrease in the performance of DVB-T, since it becomes far more difficult for it to 
obtain the spectrum it requires for its peak load. This can be seen by the gradual decline in the 
DVB-T performance, eventually going slightly negative. This highlights the trade-off that must be
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considered here. Although the 90* percentile scheme can increase the reliability of the DSA at 
long intervals, this can only really be achieved with a significant amount of unfairness in the DSA 
performance.
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Figure 91. DSA Gain vs. DSA interval for 90^ '' percentile load history
6.3.3 Comparison of Intervals and Load History Usage
The results from the previous two sections can be compared, and some conclusions drawn on the 
use of DSA intervals and load histories. Figure 92 shows the two graphs for the 90* percentile 
and averaged load histories overlaid on each other. It can be seen when comparing the two sets of 
curves that at low loads there is very little performance difference between the two load history 
use schemes. This would be expected, since the smaller the DSA interval, the less change over 
time there can be in the loads during a single interval, and therefore the less difference there can 
be between finding the average and taking the percentile.
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Figure 92. Comparison of DSA gain vs. DSA interval for different load history usage
The main conclusion would be that, whatever scheme is used, the optimum performance could be 
obtained from DSA intervals of up to 15 minutes. After this there is a slight drop in performance, 
most notably for the DVB-T RAN. It should be reiterated, however, that the conclusions on the
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optimum interval to use will depend to some extent on the traffic patterns that are seen on the 
RANs. At longer intervals, the 90* percentile load history scheme remains at a higher gain for 
longer, and most importantly does not cause unreliable DSA performance. The basic conclusion 
from this would be that it is recommended to use the 90* percentile load history method for all 
DSA intervals greater than 30 minutes. However, as stated, the use of the 90* percentile history 
scheme trades off the stability and reliability of performance against increased unfairness in the 
DSA, although this is largely unavoidable for long intervals. Therefore, it can be stated that, in 
general, it would be best to have the DSA as short as practically possible and at least short enough 
to ensure that substantial unfairness is not seen for the traffic pattern under question.
6.3.4 Effect of Intervals on Allocation Scheme
It was stated in section 6.1 that, on the basis of the results presented in that chapter, there seemed 
to be little reason for using the fractional highest request/fewest allocated (F-HR/FA) scheme, as 
opposed to simpler schemes such as HR/FA or HR, since their performance was almost identical. 
However, it was mentioned that a reason for this was because of the effects of inaccurate 
spectrum requirements, such as could be caused by longer DSA intervals. This section shows the 
effect by comparing an example set of results from the F-HR/FA scheme, and the HR/FA scheme. 
Two intervals are shown here for the averaged load history case to demonstrate this. For the F- 
HR/FA scheme, as used in the previous results, the two longest intervals before the results became 
unreliable were 2 and 3 hours. These results are shown again in Figure 93, alongside the same 
results for the HR/FA scheme. The results shown are for the UMTS RAN, which captured the 
unreliable behaviour more clearly.
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Figure 93. Performance of F-HR/FA and HR/FA schemes at intervals of 2 & 3 hours on UMTS
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The results show that the HR/FA scheme is more prone to becoming unreliable at longer intervals, 
with this occurring at both the intervals shown above, whereas this is not occurring for the F- 
HR/FA scheme. The reason for this difference is due to the HR/FA scheme (and the same is seen 
with the HR scheme too) utilising only an integer number of carriers in the allocation process. The 
F-HR/FA scheme, on the other hand primarily allocates carriers depending on the estimate of the 
degree to which they will be utilised. As the interval increases, there becomes an increased 
probability that there will be contention for the spectrum at each reallocation, since the allocations 
need to take into account a much longer span of the changing demands. This means that both 
RANs are likely to be requesting spectrum, and it comes down to the allocation algorithms to 
determine which RAN should get the spectrum. The F-HR/FA scheme performs more reliably 
since the spectrum allocations more closely reflect what the actual requirements are on the RANs, 
compared to the other schemes.
At shorter intervals, apart from the fact that a smaller percentage of the DSA reallocations require 
the use of the allocation algorithm, the spectrum allocations apply for a much shorter time before 
being re-evaluated. Therefore, any inappropriate allocations tend not to apply for such a long 
period of time and do not affect the results so significantly. These results indicate that, if longer 
time periods need to be applied between DSA reallocations, then it is best to use one of the 
allocation schemes that utilise the fractional number of carriers requested, rather than the actual 
integer number required.
6.3.5 Impact of DSA Intervals on Load Prediction
The previous sections have shown what impact the DSA interval can have on the load history 
when the prediction is perfect, and also on the allocation algorithm. This section looks at the 
effect of the DSA interval in the case that a time-series scheme is being used for the prediction. 
The prediction scheme needs to predict one DSA interval into the future, and therefore, 
intuitively, the longer the interval the less accurate the prediction can be. In addition, a longer 
interval means that any incorrect estimates of the load apply to the RANs for longer periods, 
worsening the effect on the RANs performance. This investigation complements the work done in 
the previous section, which assessed how the DSA interval affects the DSA performance in a 
perfect load prediction environment. It assesses what effect the load prediction schemes in an 
imperfect prediction scenario will have on the performance for different DSA intervals. Further 
investigations into the load prediction will be shown in section 7.2.
The results for this section were obtained in the same way as the previous DSA interval work, 
except the load history was not used at all, and two different time-series schemes were utilised to 
provide the prediction. The reason for only using a time-series scheme for the prediction was to
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get a worst-case view of what the effect of the interval would be in these circumstances. The 
traffic patterns used are the standard ones, and the two prediction schemes are the current value 
(CV) scheme and the linear regression prediction with 2 samples (LRP-2) scheme, as described in 
section 5.1.3.3. The DSA intervals were varied between 5 minutes and 2 hours. The results for the 
CV scheme can be seen in Figure 94, and the LRP-2 scheme in Figure 95.
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Figure 94. Performance of CV prediction scheme for changing DSA interval
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Figure 95. Performance of LRP-2 prediction scheme for changing DSA interval
The results clearly show that the use of a time-series prediction scheme has a significant impact 
on the DSA intervals over which the performance is reliable. Initially looking to Figure 94, it can 
be seen that, with the 2-hour DSA interval, the results are very unreliable and have started to 
become so at intervals of 1-hour. This type of behaviour was not seen in the case of perfect load 
prediction until intervals greater than 4 hours. For Figure 95, this situation is slightly improved
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due to more accurate prediction, with the unreliable behaviour occurring at 2 -hour intervals, and 
only indications of it beginning to occur at 1-hour. These results can be summarised by showing 
the DSA gains against the DSA interval, as shown in Figure 96.
Time [Hours]
Figure 96. DSA gains for changing interval for CV and LRP-2 prediction schemes
The main reason for the worsened sensitivity to the DSA interval for this scenario is largely due to 
the fact that a time-series prediction scheme will always be more accurate at tracking the changing 
loads if the time period between predictions is short. This is because it limits the amount by which 
two successive measurements can have changed, and increases the correlation between them. 
Therefore, as the interval increases the prediction is liable to be less accurate, and the DSA is 
forced to cope with this inaccuracy for a longer time. On the other hand, a load history, assuming 
it is accurate, is largely insensitive to the time intervals between predictions (although is sensitive 
to the statistical way that the data in the history is handled, as discussed in section 6.3.3).
It must be remembered that this is an overly pessimistic scenario, since the time-series schemes 
are utilised at all times for the prediction, and a history is never used. Therefore, it would be 
expected that, in a scenario where a history and time-series scheme are combined, that the results 
would lie somewhere between the set presented in Figure 96 and those for the perfect prediction 
case in Figure 92.
In conclusion, this chapter has investigated the parts that make up the overall DSA algorithm, 
including allocation schemes, carrier traffic management algorithms and the DSA triggering. It 
was found that the weighted parameter allocation scheme can give the best mix of performance 
and fairness for the DSA scheme, provided that careful selection of the parameters is made. The 
two carrier traffic management methods were shown to improve the fairness of DSA by either 
locking off carriers or dropping calls. The difference in performance in the two RANs was shown 
to be reduced to very small levels without loss of overall gain for both these types of scheme. 
Finally, the time-period between the reallocations of DSA was investigated, which was found to 
have a variety of effects on the performance. It was also shown that if the allocations are being
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performed rapidly enough to track the demands for a particular traffic pattern, then there is little 
benefit from operating the DSA more frequently. For example, the investigated patterns showed 
no significant performance increases if the time interval between reallocations was reduced from 
15 minutes. The load prediction aspects were touched upon in terms of the time-period between 
reallocations. The next chapter will take these results further, by evaluating the impact of factors 
external to the DSA algorithm itself on the performance. This includes the more detailed study of 
load prediction schemes, and how they can adapt to unexpected changes in traffic demands.
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Chapter 7
7 External Factors Affecting DSA Performance
This chapter aims to investigate the effect of aspects outside of the actual DSA algorithm, which 
directly affect the performance of the DSA scheme. In particular, it focuses on three main factors. 
The first of these is the degree to which the spectrum is broken up into individual radio carriers, 
and the effect that this quantisation has on the performance. The previous chapter has already 
investigated the effect of the quantisation in time on the ability of the DSA to follow the spectrum 
demands, and this section will complement this work with the other dimension of frequency.
The second aspect investigated is the effect of unexpected traffic pattern changes on the 
performance of the DSA. In particular, this looks at how the traffic prediction schemes can adapt 
to these changes, and reduce their impact. Although the different prediction schemes are a part of 
the DSA algorithm, it is the external impact of changes in the traffic patterns that cause the load 
history to not be a good estimate of the demands, and require the use of more complex prediction 
schemes. Hence this aspect of the algorithm is investigated in this chapter, rather than in the 
previous one.
Thirdly, this chapter looks at the impact of an increased level of radio network convergence 
between the two networks in this multi-radio scenario. Specifically, this investigates what the 
impact of service sharing may be in the operation of DSA, and how this can adversely affect its 
performance under some circumstances. Finally, this chapter will complete the investigations into 
DSA by presenting a set of results that aims to bring together all the aspects of the DSA that have 
been found to perform best so far, and simulates an ideal DSA scenario, which aims to give the 
highest performance possible, and compares this to the theoretical gains derived earlier.
7.1 Spectrum Allocation Quantisation
This section investigates the impact on the DSA performance of the amount of spectrum available 
for use by DSA, and its division into discrete radio carriers. The effects of this are caused by the 
scenario under question, and not by the DSA algorithm, and are therefore inescapable. For this 
reason the impact that it has is very important for the performance of DSA.
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The theoretical model did not take into account that in reality the spectrum cannot be allocated in 
a continuum, with an infinitely fine resolution. Every radio system requires a certain minimum 
sized block of spectrum, which corresponds to the radio carrier bandwidth. In the case of the 
scenario that is being investigated here, the carrier bandwidth is 5MHz (as discussed in section 
5.2.4). The DSA results that have been presented so far have all been in a scenario where there is 
a total of six carriers, and a suitable guard band. Therefore, this corresponds to a total of 30MHz 
plus additional guard band spectrum. The result is that the spectrum allocations cannot precisely 
follow the demands seen. In other words, as the demands on the networks change over time, the 
spectrum allocations are not able to adapt exactly to them, but can only increase the spectrum in 
discrete blocks.
The effect of this is investigated by running simulations of the FSA and DSA, each with identical 
parameters and algorithms, but in each case increasing the amount of spectrum in total that is 
available. Since the carrier bandwidth in each case is the same, increasing the total amount of 
spectrum reduces the effect of the spectrum quantisation due to the carriers. The fixed allocation 
in each case was an equal split of the spectrum between the RANs. This is a sufficient strategy in 
this case, since the demands for the FSA case are very close to being equal. However, as the total 
amount of spectrum is increased there comes a point where even a small difference in demands 
will mean that a different fixed allocation may be optimum. For example, if there was a total of 40 
carriers available in the spectrum, then rather than a split of 20 carriers for each RAN, it may be 
found to be optimum to have a split of 19 and 21. However, for the range of values under question 
here, this is not expected to have a significant effect, and therefore is not taken into account.
In the simulations presented here, the total amount of spectrum is increased from just 2 carriers up 
to 20 carriers. The case in which there are only 2 carriers is only included for completeness, since 
DSA is not possible where there are two carriers, as each RAN always has at least one carrier 
active on it. Therefore, the FSA and DSA performance will always be equal, and give a gain of 
zero. For the DSA simulations carrier thresholds were found for each of the new quantities of 
carriers, as was done for the 6 -carrier case in section 5.2.4.
Since this scenario involves changing the total number of carriers available in the spectrum, this 
results in a different number of resources available to support calls on the networks. It can be 
envisaged that this will have an effect on the results due to changing trunking gains when 
different amounts of spectrum are present. Therefore, it is worth assessing the expected impact 
that this would have on the results. If this system is approximated as an M/M/c/c system then the 
Erlang-B formula can be used to evaluate the load supportable for a given set of channels 
[GROS74]. For the UMTS system here, there are a total of 50 channels available per radio carrier, 
and for DVB-T there are 4 channels. The load in Erlangs that can be supported at 2% blocking 
can be found using the Erlang-B formula, as was shown in equation (1).
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The aspect that is of interest here is the effect of increasing the number of carriers, and how this 
changes the amount of load supportable. For example, if the amount of spectrum available is 
increased by 20%, say from 5 to 6  carriers, then it is interesting to see whether the load 
supportable also increases by 2 0 % or more, due to the trunking gains, and how this compares to 
an increase of say 10 to 12 carriers. The approximate effects of this can be seen in the results 
shown in Figure 97 for 50-channel and 4-channel carriers. For large values of c, as are seen with 
the UMTS system, the loads are hard to calculate from equation (1), due to the factorials. 
However, they can be found from Erlang-B tables such as in [BOUC8 8 ], or from the algorithmic 
method shown in [QIA099], which was used to generate Figure 97. The curves show the 
percentage increase in load supportable at 2 % blocking, when the amount of spectrum available to 
a RAN is increased by a certain percentage. Increases in spectrum of 10, 20, 30 and 40% are 
shown here. The x-axis shows the number of carriers before the increase, i.e. if the x-axis value is 
5 and the spectrum increase is 20% then the allocations have been increased from 5 to 6  carriers. 
Values required between whole numbers of channels are interpolated.
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Figure 97. Increase in loads at 2% blocking with changing allocations from Erlang-B formula
The results show that for low numbers of allocated carriers, the trunking gains are much more 
pronounced, particularly for the DVB-T 4-channel carriers. This is seen by the increases in 
supportable load being considerably higher than the increase in spectrum. As the allocations are 
increased, the effects of this are reduced, and tend towards an increase in supportable load that is 
the same as the increase in spectrum. It can also be seen that the effect is greater the more the 
spectrum is increased. The UMTS 50-channel carriers are affected by trunking gains to a lesser 
extent than DVB-T. These results imply that at low numbers of allocated carriers, a certain 
percentage increase in spectrum given by the DSA will have a larger impact on the gains than the 
equivalent at higher values of allocated carriers. This is because the trunking gains have a more 
substantial effect when the number of available resources is low. Therefore, in the simulation 
results that follow, it should be remembered that, for low numbers of carriers, DVB-T is getting a 
boost in performance from the trunking gains, and UMTS is getting a small increase. However, as
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will be shown, this improvement is offset by the reduction in allocation flexibility. Furthermore, it 
should also be remembered that the graphs in Figure 97 are only an approximation, and the 
simulations will not follow the Erlang-B formula, especially since DVB-T is operating a multicast 
service with many users queuing and sharing a single channel.
The simulation results obtained for different total amounts of spectrum can be seen in Figure 98 
and Figure 99. Each of these simulations were performed using the same parameters as those 
specified in Table 4 and section 5.2, except the total amount of spectrum available to be shared 
between the RANs was varied between 2 and 20 carriers, and the loads in the simulations were 
decreased or increased accordingly in order to fully utilise the amount of spectrum available.
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The curves show the FSA and DSA performance for each scenario of 2, 4, 8 , 10, 12, and 20 
carriers. The case for 6  carriers is not shown, since this is identical to the results shown in section 
5.4. For the 2 and 4 carrier cases, the loads are quite low in the simulations, and this causes time­
outs to occur in the DVB-T service. In these instances, the results with the time-out statistics 
removed are shown with dotted lines.
From these results it can be verified how the trunking gains can affect the DSA gain results in the 
simulation. This can be seen by measuring the values at which the FSA curves cross the 98% user 
satisfaction level, and using these to plot the same type of curve as in Figure 97. A graph showing 
this can be seen in Figure 100. Again, values are interpolated between the points, and in this curve 
the allocations are less than 10 carriers, since this is the largest FSA value measured. The graph 
shows that in the simulations the effects of trunking is less than that in Figure 97 for DVB-T, 
whereas UMTS is very similar. Therefore, the effects of trunking gains are noticeable for low 
numbers of allocated carriers, but this diminishes quite rapidly as the amount of allocated 
spectrum increases. These results are also notable as they give an indication of how the trunking 
affects the comparison of the simulated and theoretical gains, which the theory did not consider. 
Whilst this will depend on the amount by which the DSA increases the spectrum allocations, it 
can be seen that it is likely to be in the region of a few percent for the larger allocations.
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Figure 100. Increase in loads at 98% satisfaction with changing allocations from simulations
From the simulation results, the DSA gains can be calculated. The gains for the overall system 
can be seen plotted against the total number of carriers in the left hand diagram of Figure 101. It 
can clearly be seen how the DSA gain increases rapidly as the number of carriers in the spectrum 
is increased, and starts to level off after 6  carriers. With the 20-carrier simulations, the gain has 
reached as high as 36.3%. It is also interesting to plot these results against the degree of 
quantisation of the spectrum, which can be found as the percentage of the overall amount of 
spectrum that a single carrier takes up. In other words, this describes how broken up the spectrum 
is by the carriers. This can be found by equation (27).
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■100 (27)
Where; psc = single earner percentage of overall spectrum
Uc = total number of carriers in the spectrum
This equation is plotted on the left of Figure 101 as the dashed line, and on the right of Figure 101 
the results for the overall DSA gains are plotted against the values from equation (27). This shows 
a more steady increase in gains, and demonstrates that diminishing returns are obtained from 
increasing the amount of spectrum past a certain level. Since psc tends towards zero with 
increasing amounts of spectrum, it can be seen that even very large increases in spectrum are 
unlikely to give significant increases in DSA gains. This is backed up by the results on the left of 
Figure 101, which, no matter how much spectrum was added, could never have a datapoint as low 
as zero on the x-axis, implying that very little more gains can be achieved.
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Figure 101. DSA gains for different levels of frequency quantisation
In addition to the increasing gains seen with increasing amounts of spectrum, an important point 
to notice is the relative gains on UMTS and DVB-T. It can be seen that as the amounts of 
spectrum increase, the gains of UMTS and DVB-T get closer together. This can be exemplified by 
looking to Figure 102. This shows a comparison between the DSA gains seen in the 6 -earrier 
scenario, and the 20-carrier case. This demonstrates how the difference in gains is less marked in 
the case of 20 carriers than 6 . The difference between the UMTS and DVB-T gains are only 4.9% 
for 20 carriers, compared to 15.1% in the 6 -carrier ease. The fact that reducing the level of 
spectrum quantisation affects the difference in the performance of the RANs indicates that it is a 
strong source of non-ideal behaviour in the DSA operation. This is an important issue, since it 
relates to the fairness of the DSA scheme, which was discussed in section 6.2, in terms of
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algorithm factors that affect it. However, this work indicates an important source of unfairness 
that comes from the scenario under question, and not the algorithm itself.
Radio Access Network
Figure 102. Comparison of gains on UMTS, DVB-T, and overall system for 6 and 20 carriers
The main reason for the improvement in the difference between the two RAN’s performances is 
due to the smaller spectrum quantisation allowing allocations that more closely follow the 
demands on the networks. This can be clearly seen by looking at the way that the spectrum 
partitioning changes for each of these scenarios, which are shown in Figure 103, for the datapoint 
closest to where the overall system crosses the 98% user satisfaction level.
i I n n  I
i Z J  DVB-T 
Unused
lilll..
Time [Hours] Time [Hours]
Figure 103. Changing spectrum partitioning for 6 and 20 carriers
This demonstrates how, with the 6 -carrier case, the allocations are significantly quantised, which 
has the effect that large portions of the spectrum are used by the RANs, even though the carriers 
might not be fully utilised. When this is compared to the 20-carrier case, it is clear how this 
allows much more detailed tracking of the demands on the RANs. In particular, the reason for the 
improved performance of UMTS over DVB-T in the 6 -carrier scenario is due to UMTS obtaining 
whole carriers, which then cannot be freed up for use by DVB-T, even though they may not be 
fully utilised. Essentially, this results in spectrum being wasted at the expense of the other RAN’s 
performance. On the other hand, for the 20-carrier case, as each carrier makes up a much smaller 
fraction of the overall spectrum block, the effect is less pronounced, meaning that UMTS is not
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depriving DVB-T of spectrum to the same degree. This boosts the fairness, which is reflected in 
the much closer performance of the two RANs.
One further aspect to look at with regards to the spectrum quantisation issue is where the results 
obtained here lie with respect to the theoretical values of DSA gain. The graph in Figure 104 
shows the theoretical gains for these traffic patterns, as discussed in section 5.5. This shows the 
results for the 6 -carrier case, as presented previously, and also the results for 20 carriers. It can be 
seen that the 20-carrier simulations now lie very close to the theoretical gain lines. This 
demonstrates that the spectrum quantisation factor is one of the most important aspects that 
influence the non-ideal behaviour of the DSA system. This is especially important since this 
factor cannot be affected by the operation of the algorithm, but is dependent on the scenario that 
DSA is operated in. It is worth noting that there is still room for improvement in the operation of 
the DSA system, since the 20-carrier simulations lie a small distance away from the ideal DSA 
operation point, which is where the theoretical lines cross.
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Figure 104. Comparison of simulated gains for different spectrum quantisation with theoretical gains
7.2 Unexpected Changes in Traffic Patterns
The aim of this section is to assess the effect of unexpected changes in the traffic patterns on the 
performance of DSA. This illustrates the impact if the predictions that the DSA makes do not 
reflect that the loads that are actually seen on the RANs, and what load prediction schemes can be 
used to mitigate these effects. It could be seen from the DSA algorithm description in section 5.1 
that the load prediction is very important. Ultimately, the DSA algorithm uses the load predictions 
in order to determine what the RANs carrier requirements are, and this directly impacts the 
allocations that are made. Therefore, inaccurate load predictions will give rise to inappropriate 
allocations. However, it would be impossible for the DSA to always have perfectly accurate 
predictions of the loads, so it is important to understand the effects that this may have.
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The work presented so far has assumed that the DSA has been able to make essentially perfect 
load predictions (apart from in relation to the DSA intervals in section 6.3). In these simulations, 
the predictions were made according to a load history, which accurately reflected the traffic 
patterns that were seen on the RANs. Due to the random nature of the simulations, there is a 
degree of random difference between the loads predicted by the load history, and the actual ones 
measured in the simulations As an example of this, the graph in Figure 105 shows the absolute 
error between the measured and predicted loads at each DSA update, for one of the simulations at 
200MS/km^ as shown in Figure 45. This shows that the absolute errors are not very large, with the 
largest around 2.5%. Therefore, although in this work the concept of perfect prediction is used, it 
can be expected that random errors of this order are encountered.
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Figure 105. Absolute errors between measured and predicted loads for accurate load history
The investigation in this section presents seven traffic load pattern scenarios. In each of these 
scenarios different types of load prediction schemes are investigated. These correspond to the 
different time-series prediction schemes outlined in section 5.1.3.3, each of which can be 
combined with a load history. In addition to this, results are shown for the different traffic 
scenarios when the load history from the usual DSA traffic patterns is used for the prediction. 
This corresponds to the case where the DSA is expecting the traffic to perform as it has before, 
but it does not, producing a very important result. Furthermore, each of the different traffic 
scenarios is investigated with perfect load prediction, by generating load histories to match the 
scenarios in advance. A summary of the simulations performed can be seen in Table 8 .
For each of the simulations performed, the scenario and parameters were the same as those 
described in section 5.2 and Table 4, apart from the traffic patterns and the load prediction 
schemes utilised. The different traffic scenarios in Table 8  give rise to the traffic patterns shown 
in Figure 106. These figures show the demands seen on the networks for each of the different 
scenarios, for a load of 200MS/km^. The solid line in the diagram shows the demand patterns seen 
for the previous DSA investigations, i.e. the standard patterns. There is a substantial difference 
between the standard patterns and those under investigation, in order to highlight the effects that 
this can have on the performance. In the case of the prediction schemes that are combined with
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the load history, then the ‘prediction threshold’, as shown in the flowchart in Figure 26, is set to 
5%. In other words, if the traffic in the previous interval differed from the prediction by greater 
than this threshold, then the time-series scheme is used, otherwise the prediction is based on the 
history.
Traffic Scenario
i). Standard traffic patterns as used with ^  
previous DSA simulations §
ii). Sudden peak in traffic load pattern
for UMTS at t = 8.5h
iii). Sudden peak in traffic load pattern
for DVB-T at t = 8.5h
iv). Increase in traffic load pattern over
entire day for UMTS
v). fricrease in traffic load pattern over
entire day for DVB-T
vi). Decrease in traffic load pattern over
entire day for UMTS
vii). Decrease in traffic load pattern over
entire day for DVB-T
I
I
I
i
N
Ü
1
I
Load Prediction Scheme
a). History from standard patterns 
only
b). CV prediction scheme only
c). CV scheme with history
d). LRP prediction scheme with 2 
samples only
e). LRP scheme with 2 samples with 
history
f). LRP prediction scheme with 3 
samples only
g). LRP scheme with 3 samples with 
history
h). ERP prediction scheme with 3 
samples only
i). ERP scheme with 3 samples with 
history
j). Perfect prediction
Table 8. Load prediction accuracy scenarios and schemes investigated
UMTS Traffic Patterns DVB-T Traffic Patterns
I- 
î =
E
Time [Hours] Time [Hours]
Figure 106. Traffic patterns for different load prediction scenarios investigated
fri each of the following subsections, the results obtained for the different load prediction schemes 
in the traffic scenarios will be presented. Following this, some comparisons and conclusions will 
be drawn on the different schemes.
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7.2.1 Standard Traffic Patterns
The first set of results to be presented show the performance o f the different prediction schemes 
when operating with the standard traffic patterns used in previous results. The results are shown in 
Figure 107. Results are shown for the CV, LRP using 2 samples (labelled LRP-2), LRP using 3 
samples (labelled LRP-3), and ERP using 3 samples (labelled ERP-3), all without the use o f a 
load history. A curve is also shown for perfect prediction, where only the history is used and this 
is accurate for the traffic patterns seen in the simulation. Performance curves are not shown for 
the prediction schemes in combination with the load history, since in this scenario the traffic does 
not deviate from the history, therefore the prediction schemes would always use the history to 
make the prediction, and would therefore see the same performance as the perfect prediction case.
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Figure 107. Performance of prediction schemes with standard traffic patterns
The results show similar performance from all the schemes, with each performing reasonably 
well. Each of the LRP-2, LRP-3, and ERP-3 schemes can be seen to be very close to the perfect 
prediction line, for both RANs and the overall system. The only scheme that deviates slightly is
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the CV scheme, particularly with UMTS. The reason for this is that the CV scheme always uses 
the current value of a load as the estimate for the next interval. Therefore, this causes a lag in 
following the loads seen on the RANs, causing an error in the prediction whenever the loads are 
changing. In some scenarios this would not cause too much of a problem, for example if the loads 
are changing slowly, or the time between intervals is rapid (see section 6.3). In this particular 
scenario, the effect of this is seen most clearly as a drop in the performance compared with perfect 
prediction, particularly at lower levels of load. The reason for this is that with the CV scheme 
there is always a certain amount of error between the measured and predicted loads, due to the 
naivety of the scheme. Therefore, this has the effect of making the allocations slightly inaccurate, 
no matter what the loading on the RANs. In other words, even though there is no contention for 
the spectrum, the load prediction is inaccurately estimating the RAN’s requirements, and not 
allocating the correct amount of spectrum, giving the lower performance.
The bottom right of Figure 107 shows the DSA gains obtained for these schemes. These are 
labelled according to the keys shown in Table 8 . Also on the graph are the values of DSA gains 
obtained for the case where the traffic patterns are the same as used previously, and the prediction 
is perfect. This corresponds to the same results as the perfect prediction for this scenario (although 
it is different in the subsequent scenarios).
These results are important because they show the type of behaviour that could be expected when 
schemes are used that do not have prior knowledge of the traffic patterns. A time-series prediction 
scheme only uses the recently measured data, and does not rely on any longer term knowledge, as 
in the case of a load history. This shows that the time series prediction schemes can achieve 
performance close to that of an accurate load history, at least in this traffic scenario. Other 
scenarios are likely to perform differently, depending on factors such as how rapidly the loads 
change, and the autocorrelation of the traffic patterns. The following sections will show what 
effect unexpected traffic deviations can have on the performance, showing the impact of an 
incorrect load history.
7.2.2 Peak in the UMTS Traffic Pattern
This second scenario is a significant one, since it could be quite a realistic possibility for the 
manner in which the traffic patterns can change. In this scenario, an unexpected peak is seen in 
the demand for UMTS, around 8.5 hours into the simulation. This sort of behaviour can be caused 
by incidents such as traffic jams, or road accidents causing sharp increases in voice traffic. The 
traffic patterns seen for these simulations were shown in Figure 106. On the left of Figure 106 the 
UMTS traffic patterns used here are shown as the dotted line, and the solid one shows the traffic
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that the history expects will be occurring. The DVB-T pattern does not change, and remains 
consistent with the load history, corresponding to the solid line in on the right hand of Figure 106.
The simulation results obtained for all the predictions schemes in this scenario can be seen in 
Figure 108. For these results, simulations needed to be performed for both DSA and FSA, since 
the traffic patterns have been changed. The most important thing to notice about the results shown 
here is the very poor performance for UMTS that is seen when only the load history is used for 
the prediction. This is due to the history being unable to adapt to the peak in the UMTS demand, 
and therefore the spectrum allocations do not change to accommodate it. Because of this, a large 
number of users, during the time of the peak, are dissatisfied.
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Figure 108. Performance of prediction schemes with peak in UMTS traffic pattern
It is interesting to see the performance of the history-only scheme at low loads. It can be seen that 
the performance remains poor, even when the loads are very low, because there is a consistent 
error in the allocations due to the peak being missed. This has the effect of causing a certain 
proportion of dissatisfied users, regardless of the loading, which highlights a very critical issue for
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DSA. If the prediction is consistently inaccurate, as is the case here, then the performance of DSA 
can be low, in particular less than 98% satisfaction, down to very low levels of load. This would 
need to be avoided whenever possible.
Fortunately, as soon as time series predictions are included, then the performance improves 
greatly. It can be seen that the CV schemes perform worst for UMTS, and all the other schemes 
perform similarly, with the best performance coming from the ERP-3 schemes. These results are 
summarised in the DSA gains bar chart in the bottom right of Figure 108. This shows the DSA 
gains for each of the prediction schemes, as labelled in Table 8 . The performance on DVB-T 
should also be noted. The reason for the drop in performance at very low loads is due to time-outs 
occurring, as discussed in Appendix B.l, and can therefore be disregarded. It can be seen that 
there is relatively little effect on the DVB-T performance, for any scheme. The reason for this is 
that the DVB-T patterns are unchanged from their normal ones, i.e. the history is accurate for the 
schemes that utilise it, and it was shown previously that the time-series prediction schemes all 
perform adequately with this traffic pattern. In addition, the peak in the UMTS demand occurs 
when the DVB-T demand is low, implying that even though more spectrum may be used to 
accommodate the UMTS peak, this does not significantly impact the DVB-T performance. This is 
reflected in the fact that the gains with the time series prediction schemes are similar to those 
obtained with the standard patterns and perfect prediction. The following section shows the effect 
of a peak occurring that causes contention for the spectrum.
7.2.3 Peak in the DVB-T Traffic Pattern
The third scenario is similar to the second one, except now the roles are reversed, and it is DVB-T 
that has the peak in its traffic pattern. In this scenario, an unexpected peak is seen in the demand 
for DVB-T, around 8.5 hours into the simulation. This could be caused by a sudden increase in 
the demand for video clips, for example caused by important news stories or sports results. The 
traffic patterns seen for these simulations were shown in Figure 106. The DVB-T demands 
correspond to those seen in dotted lines on the right of Figure 106, and the values that are 
expected from the history correspond to the solid line. The UMTS demands do not change, and 
are therefore the same as the solid line on the left of the figure. As before, simulations were 
performed for both DSA and FSA.
The simulation results that were obtained for this scenario can be seen in Figure 109. The results 
are notable because, although the scenario is very similar to that in the previous section, the 
outcome is quite different. The first thing to notice is the performance of the history only scheme. 
Unlike the previous scenario, where this scheme performed very badly for UMTS, and did not 
affect DVB-T, in this scenario this scheme performs well over UMTS, and badly for DVB-T. For
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UMTS, this scheme actually achieves the greatest performance of all those investigated, and for 
DVB-T the performance is very close to that of FSA. The reason for this is that the peak in the 
DVB-T demand occurs at a time of day where the UMTS demand is also starting to increase. The 
effect of this is that the DVB-T peak will take spectrum away from UMTS for a short time during 
the start of the day, if the prediction schemes adapt to it.
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Figure 109. Performance of prediction schemes with peak in DVB-T traffic pattern
The history only scheme cannot adapt to these unexpected peaks. Therefore, with this scheme no 
spectrum is used by DVB-T to support the peak. This explains the low performance for DVB-T. 
In addition, this has the effect that spectrum is not utilised by DVB-T, meaning that there is no 
contention for the spectrum as the UMTS demand increases, hence the good performance for 
UMTS. This serves to highlight some of the interrelatedness of the DSA problem, where 
frequently favouring one RAN can only be done at the expense of the other. It can be seen by 
looking at the DSA gains graph in Figure 109 that the history only scheme, whilst only giving a
168
Chapter 7. External Factors Affecting DSA Performance
moderately small drop in overall performance relative to the perfect prediction case, is performing 
very unfairly, with a large difference between the performance over UMTS and DVB-T.
In terms of the schemes incorporating time-series prediction, all of these improve the situation 
significantly compared to the history only case. They all achieve performanee comparable to the 
perfect prediction case. Performing best overall is the LRP-2 scheme combined with the load 
history. It is worth noting how, in this scenario, the gains are generally reduced (especially for 
UMTS and the overall system) compared to those seen in the standard patterns with perfect 
prediction. In contrast to the previous traffic scenario, this is because the peak in the demand is 
causing spectrum congestion. This has the effect of adapting the spectrum allocation to the DVB- 
T peak, but this is done at the expense of some spectrum for UMTS during the early part of the 
day. This gives rise to a reduction in the UMTS performance, and hence the overall system.
7.2.4 Increased UMTS Traffic Demands
In this scenario the load on UMTS is increased by a certain proportion over the entire course of 
the day. This type of event could be caused by an increase in the overall user density for speech in 
a particular area, which might be caused during partieular times of the year, such as Christmas. 
The traffic patterns seen for these simulations were shown in Figure 106. The UMTS demands 
correspond to those seen in dash-dotted lines on the left of Figure 106, and the values that are 
expected from the history correspond to the solid line. The DVB-T demands are unchanged, and 
correspond to the solid line on the right of the figure. As before, simulations were performed for 
both DSA and FSA.
The results obtained can be seen in Figure 110. These results show quite notable behaviour, 
characterised by the significant ‘hump’ in the UMTS performance curves, and the corresponding 
dip for DVB-T. However, neglecting this aspect for the moment, it can be seen that, in general, a 
similar type of performance is seen for the UMTS system as seen in the scenario with the peak in 
the demand. This is illustrated by the very poor performance for the history only, which, it should 
be remembered, is underestimating the loads over the whole of the day for UMTS. All the time 
series prediction schemes improve this situation by allowing the allocations to adapt. Since the 
load is increased over the whole day, the time series prediction schemes are being used by UMTS 
constantly, regardless of whether they are combined with a history, since the loads are never 
within the history threshold.
The reason for the performance ‘hump’ is simply that, as the load increases, there comes a point 
where the enlarged demand on UMTS crosses a carrier threshold, and the UMTS system takes 
another carrier. In this scenario, this corresponds to the demand on UMTS becoming large enough 
at a certain point during the day to take 5 carriers. It holds these 5 carriers for a large part of the
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day, depriving DVB-T of carriers it needs, hence the lowering of performance on DVB-T. 
However, as the load increases further, eventually another threshold is crossed, this time by DVB- 
T, which means that DVB-T now holds an extra carrier in the early part of the day, before it has 
been taken by UMTS. UMTS then cannot get the carriers it requires, and therefore the 
performance drops again for UMTS, and increases for DVB-T. This is the classic congestion 
performance that is seen for DSA, as was seen previously in section 6 .1 (and can potentially be 
avoided through careful choice of allocation scheme, and the use of carrier traffic management, as 
discussed in previous sections).
Speech Service Performance
I
I
I
— O —  Hist Only
— A —  CV Only 
— O—  LRP-2 Onty 
—  > —  LRP-3 Only 
— O —  ERP-3 Only
70 85 100 115 130 145 160 175 190 205 220 235 250 265 280
a 
=  82
Video Service Performance
- - - - - - -  FSA - - -0 - - -H is t  Only
— A — CV Only — v — CV + Hist
— O —  LRP-2 Only — <3— LRP-2 + Hist
—  LRP-3 Only — LRP- 3 + Hist
— Û —  ERP-3 Only — + —  ERP-3 + Hist
Perfect
i . I I . I I .. I 11 I I
User Density [MS/km^ 
Overall Performance
85 100 115 130 145 160 175 190 205 220 235 250 265 280
User Density [MS/km ]^
DSA Gains
1
I
- -  0 - - -  Hist Only
— A —  CV Only 
— O— LRP-2 Only 
—  LRP-3 Only 
— O —  ERP-3 Only
70 85 100 115 130 145 160 175 190 205 220 235 250 265 280
MTS
DVB-T ...............Std
Overall ------------Std
User Density [MS/km^
/ / /
Prediction Scheme
Figure 110. Performance of prediction schemes with increased UMTS traffic pattern
However, what is different here is that it is occurring at much higher values of satisfaction ratios 
than before. Interestingly, it is only the schemes based on LRP and ERP that have this behaviour 
at lower loads, whereas the perfect prediction and CV schemes have this at higher loads, as would 
be expected. This indicates a difference in the way that these schemes are predicting the loads. 
This can be seen with reference to Figure 111, which shows the predicted loads at each time
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interval for UMTS and DVB-T, for the perfect prediction, the ERP-3 only scheme, and the CV 
scheme with history. This clearly shows the reason for the difference. It can be seen that the ERP- 
3 scheme significantly overshoots in its prediction at the peaks of the UMTS demands (compared 
to the perfect prediction, which reflects the loads actually seen in the simulations).
Therefore, the ERP-3 scheme (and also the LRP schemes, which behave similarly), are giving 
more spectrum to UMTS than is required, which gives rise to the jumps in performance, even at 
lower loads than might be expected. These graphs are taken from the data point at 180MS/km^, 
and at this point there is a significant difference between the performance of the schemes, as can 
be seen in Figure 110. It can be seen that the overshoot in the ERP-3 scheme takes the first peak 
in UMTS above the 5-carrier demand level, whereas the other schemes shown are below. This is 
reflected in the performance curves, which show the ERP and LRP schemes with high 
performance for UMTS, and lower performance for the other schemes at 180MS/km^. The CV 
scheme, in contrast to the ERP and LRP schemes, can never overshoot in its predictions, but will 
always lag the pattern.
A more thorough comparison between the relative performance of the prediction schemes is 
shown in section 7.2.8, once all the scenarios have been shown. It is also worth noting in Figure 
111 how the DVB-T demand is predicted. It can be seen that the CV with history scheme follows 
it precisely, since the history is never incorrect and is always used, and the ERP-3 scheme 
manages to follow the demands quite closely, with only a slight overshoot after the peak. The 
overshoot is less pronounced here since the peak is not as sharp as with the UMTS pattern. This 
work has indicated that the prediction schemes need to be very careful to avoid overestimating the 
demands, since this will have significant detrimental effect on the performance of the other RAN 
sharing the spectrum.
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Figure 111. Differences between prediction schemes for tracking increased UMTS demands
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7.2.5 Increased DVB-T Traffic Demands
This scenario is the opposite of the last one, in that the load on DVB-T is now increased by a 
certain proportion over the entire course of the day. The traffic patterns seen for these simulations 
were shown in Figure 106. The DVB-T demands correspond to those seen in dash-dotted lines on 
the right of Figure 106, and the values that are expected from the history correspond to the solid 
line. The UMTS demands are unchanged, and correspond to the solid line on the left of the figure. 
As before, simulations were performed for both DSA and FSA.
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Figure 112. Performance of prediction schemes with increased DVB-T traffic pattern
The simulation results are shown in Figure 112, and show quite different performance to the 
previous scenario. The results can be seen to behave very similarly to the case where there was a 
peak in the DVB-T demand. This scenario does cause an increased amount of congestion in the 
spectrum, but this does not affect the performance in the same way as the previous scenario. The 
reason for this is that the congestion occurs later in the day, since it is the DVB-T RAN that has 
the increased demand. UMTS, therefore, has generally got the carriers it requires for its main
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peaks before most of the congestion begins to occur. This means that the main consequence of the 
increased DVB-T demand is that DVB-T has to struggle to get the carriers off UMTS in the latter 
part of the day. This is reflected in the gains seen on UMTS, which are not much reduced when 
compared between the history-only and perfect prediction cases. This shows that the increased 
demand on DVB-T is not affecting the UMTS spectrum allocations too greatly. This is in contrast 
to the case of the peak in DVB-T, which caused a greater impact on UMTS performance due to its 
location during the day. The slight drop in DVB-T performance at low loads is again due to time­
outs occurring in the multicast service. The reason that this is less pronounced than in other 
scenarios is because the increased DVB-T demand means more users request the services, thereby 
making time-outs less likely.
In terms of the prediction schemes, it can be seen that they all perform similarly, giving much 
improved performance over the history-only case. None of them stand out as giving much worse 
performance than the others, apart from the CV-only scheme, which gives a somewhat lower 
performance for UMTS and the overall system. The CV with history scheme, on the other hand, 
performs well for UMTS, as the history is accurate, and this gives a higher overall performance.
7.2.6 Decreased UMTS Traffic Demands
This scenario is significantly different to the previous ones. In all previous scenarios, the aim was 
for the prediction schemes to adapt to an increase in the demand on a RAN, and increase the 
spectrum allocations accordingly. With this scenario, the goal is to adapt to a lower load on a 
RAN, and hence give it less spectrum. The traffic demands can be seen as the dot-dot-dashed 
lines on the left of Figure 106, and the solid line on the right of Figure 106.
Here, the DSA should be using reduced spectrum demand to benefit the other RAN. In other 
words, what is important here is the difference between the performance on DVB-T with the 
history-only prediction, which is consistently overestimating the spectrum required, and the other 
prediction schemes. The results for DSA and FSA are shown in Figure 113. It can be seen that the 
prediction schemes are indeed significantly benefiting the performance of the DVB-T RAN. This 
can clearly be seen from the DSA gains, when compared to the history-only case. This is because 
the prediction schemes are adapting to the lower load on UMTS, which allows the DVB-T RAN 
to get the carriers that it requires very easily, giving it very good performance.
The results show performance that is similar to the results obtained for the increased load on 
UMTS, with the ERP and LRP schemes giving higher performance over UMTS than the perfect 
and CV schemes. This is for the same reasons as shown in Figure 111, with the overshooting 
prediction. The reason that the DSA gains for the perfect prediction and CV schemes are almost 
zero for UMTS is that, with the lower loads, the FSA of three carriers is actually easily sufficient
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to support the demand. In other words, the FSA is quite wasteful of the UMTS spectrum. This 
gives rise to a high FSA performance for UMTS, and hence a low DSA gain.
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Figure 113. Performance of prediction schemes with decreased UMTS traffic pattern
7.2.7 Decreased DVB-T Traffic Demands
The final scenario to consider is the opposite of the previous one, such that DVB-T now has a 
lower load. The traffic demands can be seen as the dot-dot-dashed lines on the right of Figure 106, 
and the solid line on the left of Figure 106. The simulation results obtained for DSA and FSA can 
be seen in Figure 114. These results again highlight some noteworthy behaviour, which is slightly 
different to that seen previously. Since the load on DVB-T is lower than that expected by the 
history, then, as would be expected, the history-only scheme gives very high DVB-T performance 
due to its overestimate of the spectrum requirements. However, the most notable aspect of this 
scenario is how the prediction schemes affect the UMTS performance, even though it is DVB-T 
that has the change in the traffic pattern.
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The results for UMTS can be seen to fall into three distinct groups. Firstly, there is the history- 
only curve, which shows a steady drop in performance with increasing load. Secondly, there are 
all the prediction schemes that utilise the load history, combined with time-series algorithms, the 
CV-only scheme, and the perfect prediction scheme. These schemes all show a steady decrease, 
but maintain higher performance at higher loads as the schemes adapt to the lower DVB-T load, 
and allow more spectrum to go to UMTS. Thirdly, there are the ERP and LRP-only schemes, 
which give higher UMTS performance than all the others. It is these three schemes that are the 
most significant. What is happening here is that these schemes are overshooting in their estimates 
of the UMTS demands, and since DVB-T has a low demand UMTS is getting all the carriers it 
requests, even though it has more than it needs.
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Figure 114. Performance of prediction schemes with decreased UMTS traffic pattern
This gives the very high performance on UMTS, which is reflected by the very high gain for the 
ERP-3 only scheme in the figure. The LRP-only schemes would also get gains this high, except 
they drop just below 98% satisfaction earlier, but otherwise they perform similarly. This very high
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performance for UMTS has the effect of giving low performance for DVB-T, reflected in the 
negative gains. This is an important example, since it shows the benefit of utilising a load history 
in combination with the time-series schemes. If the load history is utilised, then this behaviour 
does not happen since the UMTS demands will follow those in the history, thereby avoiding the 
issues with overshooting predictions. This highlights one of the main advantages of using a load 
history, which is that although one RAN may require a time-series scheme to adapt to unexpected 
demands, the other RAN may still be behaving normally, for which the load history is the best 
estimate, and avoids potential prediction errors.
7.2.8 Comparisons between Traffic Events and Prediction Schemes
The previous sections have shown that in all cases the use of the prediction schemes can give 
benefits to the performance of DSA, if the traffic is not following the expected patterns from the 
load histories. This has also highlighted that the different possible scenarios that may occur can 
result in very different DSA behaviour, often due to the interrelatedness of the performance on the 
RANs. This is exemplified by the increased UMTS demand case, where inaccuracies in the 
prediction are causing significant decreases in DVB-T performance, and also in the decreased 
DVB-T load case, where a lower load actually detriments the DVB-T performance if the 
prediction is inaccurate on the UMTS RAN, even though the UMTS demand is following the 
normal patterns. It should be noted that these scenarios are by no means exhaustive, and 
potentially many more may exist that could cause further types of behaviour. However, the point 
is that the highlighted scenarios have given a subset of the potential different types of traffic 
events that could occur, and have shown that this can give rise to some quite unexpected 
behaviour, and at the very least heightened the understanding of the details of the DSA operation.
This leaves the question of which type of prediction performs best overall. The first obvious 
conclusion would be that only using the load history could be expected to give very poor 
performance. This has been shown to perform badly in every scenario with traffic patterns that 
differ from the load history. Therefore, given that a time-series scheme significantly aids the DSA 
performance, it is worthwhile considering which one of those investigated performs the best^ .^
It is worth remembering that this is not a comprehensive study into time-series prediction schemes. This 
is a very wide and well-established research area, and largely out of the scope of this work. Therefore, this 
work can only draw conclusions on the few, very simple, prediction schemes used here, and derive the 
reasons why they perform as they do. Further work could take these reasons and use them to develop more 
complex time-series prediction schemes if required. Possible more complex schemes could be based on 
neural networks, such as used in the power generation industry [FIDAGO].
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The seven scenarios investigated here have indicated that there are three basic types of traffic 
event that have a distinct impact on the DSA performance:
• A change in load that does not affect the other RAN too greatly, e.g. as seen with the peak 
in UMTS and the increased DVB-T load. Here the prediction scheme used is not so critical, 
as long as it is able to give a degree of adaptation. This means that any prediction scheme 
may be utilised; except relying on the history alone. The current-value schemes were also 
generally shown to perform worse than the others.
• A change in load that strongly affects the other RAN, e.g. as with the peak in DVB-T, or 
the increased UMTS load, or decreased UMTS load. Here the prediction accuracy is very 
critical. All the time-series schemes generally perform adequately, but the issues involving 
overshooting in prediction have been shown to be important. This was seen to occur with 
the LRP and ERP schemes.
• When there is no change in load, but incorrect prediction affects the results, e.g. as seen 
with the decreased DVB-T load, and the standard patterns. These scenarios highlight the 
need for a load history to be used in combination with the time-series schemes.
It is interesting to note that there are potential problems with prediction schemes with regards to 
overshooting, i.e. over-estimating the spectrum requirements. However, the corresponding issues 
of undershooting have so far not been mentioned. In theory the prediction scheme should 
undershoot as much as it overshoots. However, the effects of this will not be seen so readily in the 
DSA results. The reason for this is that an undershooting prediction scheme will predict that a 
RAN requires less spectrum than it actually does. However, since in the schemes used here the 
spectrum can only be freed if there are no ongoing calls on the carrier, then a prediction that is 
lower than reality will have little effect, as the spectrum will not be able to be taken from the 
RAN in any case.
The results seem to indicate a trade-off in the prediction schemes used here. The schemes that do 
not cause any overshoot, such as the CV schemes, have the disadvantage of causing an error in the 
prediction whenever the loads are varying, due to the inherent lag. On the other hand, the opposite 
is true for the LPR and ERP schemes. Therefore, it is worth highlighting the differences between 
these schemes in terms of their prediction errors. As an example scenario, the case of a peak in the 
UMTS demand is taken. From the simulations presented previously in this scenario, results are 
shown in Figure 115 that give the values of the predicted and actual loads over the course of the 
simulation for three different prediction schemes. These schemes are the CV, ERP-3 and LRP-2 
schemes, each of which are combined with a load history. Since these scheme utilise the load 
history, the predicted demands follow the actual measured ones at the times when the peak is not
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seen in the demand. In addition, note that the corresponding values for the DVB-T traffic are not 
shown since the history would be accurate for this RAN, and therefore so would the prediction.
It can clearly be seen how the schemes vary. The ERP-3 scheme, as implemented here, can be 
seen to overshoot quite significantly at the peak of the UMTS demand, as can the LRP-2 scheme, 
although not to the same extent. The CV scheme does not overshoot, but instead lags behind the 
changing demand throughout the course of the peak. In order to quantify these differences, the 
right hand side of Figure 115 shows the absolute percentage error between the actual and 
predicted demands for each of the three schemes. This shows that the CV scheme gets the highest 
overall error, of 67%, and there is a significant error seen over the entire time of the peak. The 
ERP-3 scheme sees an error of up to 45%, due to the overshoot, and other, smaller errors are also 
seen throughout the time of the peak. The LRP-2 scheme sees an initial error of 29%, but this 
quickly drops, and much smaller errors are seen afterwards.
These results indicate that the LRP-2 scheme is generally the most accurate, and this is seen to be 
the case in most of the scenarios investigated. The reason that it performs more accurately than 
the ERP-3 scheme (and indeed the LRP-3 scheme) is that it takes into account fewer samples into 
the past. This allows the scheme to adapt more quickly to a change in the loads, such as is seen at 
a peak. This gives less of an overshoot, and therefore more precise prediction. However, whilst 
the general conclusion here would be that the LRP-2 scheme is best on the whole, it should be 
remembered that it still can overshoot significantly enough to cause the type of behaviour that was 
seen in the increased UMTS load scenario in section 7.2.4.
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Figure 115. Comparison of prediction schemes in scenario of peak in UMTS demand
7.2.9 Effect of History Threshold
The last aspect to be investigated for the load prediction schemes relates to the threshold at which 
a load history should be used, or when the switch should be made to utilise the time series 
prediction scheme. As stated previously, the value used in all the simulations in the previous 
sections was a 5% error between the measured load and the value in the history. This meant that if
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the traffic in the previous interval was different from the value predicted in the last interval by an 
amount greater than this threshold, then the time-series scheme was used, otherwise the prediction 
was based on the history. It was shown in the previous section that, at least with the time-series 
prediction schemes used here, the load history is a useful aid to the prediction. The threshold 
parameter needed to be set in order that the load history was used whenever applicable. If the 
parameter were too low, then the time-series prediction schemes would be used too often, even 
though the load history may still be accurate. If it were set too high, then the load history would 
be used too much, implying that even though the traffic had deviated significantly, the load 
history would still be utilised, although a time-series scheme might be more appropriate. In order 
to see the effects of this, simulations have been performed for different values of the load history 
threshold. This was done in the scenario of the peak in the DVB-T demand, as described in 
section 7.2.3. The prediction scheme used was the LRP-2 scheme, combined with the load history. 
The value of the threshold was varied between an error of 1% and 100%. The simulation results 
for this can be seen in Figure 116.
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Figure 116. Effect of prediction thresholds on performance in scenario of peak in DVB-T demand
To summarise the results of this, it is useful to see the DSA gains obtained, and these are shown in 
Figure 117. As well as the results from above, two extra points are plotted in this graph, which 
correspond to a very low value of the threshold, which is the same as the case where the history is 
never used and only the LRP-2 scheme is used, and also a very high value of the threshold, which 
corresponds to the history only being used for the prediction (both of these results can be seen in 
Figure 109).
It can clearly be seen how the value of the threshold affects the performance. A clear transition 
can be seen as the threshold is increased, as the prediction changes from utilising the time-series 
scheme during the peak, to not using the time-series scheme at all. These results indicate that, 
once the threshold of 20% is exceeded, the peak in the DVB-T demand is not being detected and
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adapted to. This indicates that a value lower than 20% should generally be used. This value would 
largely hold true for most traffic scenarios for the amount of spectrum used here, since it indicates 
at what point the load has changed so much compared with the history that it is making a 
significant difference to the spectrum allocations. In other words the spectrum requirements are 
differing from those requested. However, if the total amount of spectrum were different, then this 
would imply that the threshold may also change. For example, if more spectrum was present in 
total, then a difference of 2 0 % between the predicted and measured loads might mean the 
difference between several carriers being allocated to the RAN, which would have a more 
pronounced effect on the performance. Therefore, in general it would seem best to keep the value 
of the threshold low, but avoid it being so low that random differences between the measured 
loads and the history affect the results. As was shown in Figure 105, these random errors are 
typically in the region of a few percent. Therefore, a threshold of around 5 to 10% is appropriate.
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— A—  Overall
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Figure 117. DSA gains with varying prediction thresholds for scenario of peak in DVB-T demand
7.3 Increased Radio System Convergence
The aim of this section is to show the impact on the performance of DSA of an increased level of 
cooperation in the networks. It was stated in section 3.4 that the use of multi-radio environments 
not only enables the sharing of spectrum, but also the cooperative delivery of services. This 
section shows how the operation of cooperative services can affect the DSA performance in 
several different ways, and may not always give a benefit under all circumstances. The schemes 
used here to share the services over the RANs correspond to possible implementations of the TC 
functionality that was shown in the system architecture in section 3.5.3.
This aspect is investigated by introducing a new service into the simulations, in addition to those 
used previously, which is supportable over both the UMTS and DVB-T RANs. This service is an 
audio service, which could, for example offer news bulletins, sports results, music etc., but rather 
than this being a broadcast service, as in normal radio programmes, it can be delivered on-
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demand. This may be found to be popular for mobile users, as they can listen to the information 
while travelling, driving etc., without needing to look at a screen. A user could be delivered the 
service either through unicast, or if other users are requesting the service, through multicast. This 
could involve a short wait while users are collected to multicast the data, but this can be made 
short by carefully selecting the service parameters.
With this service there is a selection of audio ‘programmes’, such as news, sport, travel 
information, and music, much like current radio programmes. The user can select one of 30 of 
these different audio programmes. This programme is then either sent out over UMTS by unicast 
or DVB-T by multicast. The time-varying traffic patterns for the service are derived from those 
observed for radio listening figures, as described in [ARBI03], and the pattern for this can be seen 
in Figure 118. The UMTS RAN is assumed to be able to support 20 audio services on a single 
carrier, and the DVB-T RAN can support 40 per carrier. The multicasting over DVB-T is 
performed in a similar way to the video service, in that the network attempts to collect a queue of 
users waiting to select the required programme. However, the important difference with the audio 
service is that there is a maximum guaranteed wait time, unlike the video service where the 
service would not be delivered if insufficient users were requesting it. The audio service is 
transmitted once 2 0  users have selected the same programme, or, if the first user to select the 
service has waited for one minute, then the service is transmitted to whichever users are waiting 
for the service. Therefore, with the audio service the users are not blocked even if a low number 
of users request the service in a certain time. This is done since this service would not use up such 
a large proportion of the DVB-T resources, meaning that it is not so inefficient to transmit the 
service to lower numbers of users. The performance of this service is shown compared to the 
video service in Appendix B.l.
Time [Hours]
Figure 118. Time-varying traffic patterns for the audio service
The service has a higher data rate if sent over DVB-T, rather than UMTS, allowing the service to 
be sent in higher quality, or along with supplementary data, such as programme information. The 
higher data rate over DVB-T is a trade-off for the fact that the user has to wait for the service, 
whereas the UMTS service is available immediately at a lower data rate. Like the other services.
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this has a Poisson distributed arrival rate, with a peak value of 2.5 calls/hour, and an exponentially 
distributed mean duration of 1 2 0  seconds.
The other services in the simulation remain the same, with the same traffic patterns as shown 
previously in Figure 37. The only difference is that the time-out for the video service is increased 
compared to previous scenarios. The reason for this is that the extra service means that the 
simulations need to be performed at lower load levels than before, due to the extra resource usage. 
If the time-out parameter were kept at its previous value, then this would mean that the video 
service performance would be dominated by time-outs at the low loads. Since in the previous 
work the time-outs began to occur at a load of lOOMS/km  ^with a time-out of 600 seconds, and 
here the loads need to go as low as 40MS/km^, the new time-out is set to (100 40) x 600 = 1500 
seconds. If a time-out as long as this was not desired, then similar results could be obtained by 
reducing the number of users in the queue to avoid time-outs occurring. However, this would also 
change the satisfaction ratio curves, since blocking would be more likely. Therefore, to keep the 
results as comparable as possible to the previous scenarios, only the time-out parameter is 
changed. All other simulation parameters are the same as outlined in section 5.2 and Table 4.
7.3.1 Priority RAN Service Allocation
The first scenario that is investigated here is where the new service is operated exclusively over 
one or other of the two RANs. Following this, an enhancement is introduced to allow the loads to 
balance dynamically over the RANs. Two sets of simulation results are shown, one in which the 
audio service is sent over DVB-T exclusively, and the other where it is sent over UMTS 
exclusively. Initially, these results are presented for fixed spectrum allocations only. Due to the 
increased load because of the extra service, it is necessary to evaluate the performance in the five 
different fixed spectrum allocation combinations described in section 5.3, as it is no longer 
assured that an assignment of three carriers to each RAN will be optimal.
The results of these simulations can be seen in Figure 119. The most important aspect to notice is 
that the best overall performance comes from the ease where the audio service is offered 
exclusively over DVB-T, with a carrier allocation of two carriers in UMTS, and four carriers in 
DVB-T. The same scheme with three carriers for each RAN obtains the next best performance. 
When the service is only offered over UMTS, the best performance is obtained with a fixed 
allocation of four carriers in UMTS and two in DVB-T.
The overall spectrum demand curves for each of the RANs that are obtained with these schemes 
can be seen in Figure 120 at a user density of 200MS/km^. This shows how unbalanced the 
spectrum demands become with this extra service added to either of the RANs, particularly in the 
case of the audio service offered over UMTS. This is because the total demand curves are now
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formed from the traffic demands of the voice and video service on UMTS and DVB-T 
respectively, and added to these are the demands for the audio service as well.
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Figure 119. Performance with audio service offered exclusively over one RAN
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Figure 120. Time-varying spectrum demand curves for audio service offered over UMTS and DVB-T
However, it is clear that these scenarios are not fully exploiting the multi-radio environment under 
consideration, since they make no use of cooperative service delivery. Therefore, an enhancement 
can be made to the schemes above, in order to utilise the hybrid networks. This is achieved 
through using a mechanism whereby if a service is blocked on one of the networks, then it can be 
attempted on the other. This is known as a ‘retry’ mechanism. In the case of DVB-T, if a group of 
users have been queuing to receive a programme, then when either the queue is full or the first 
user has waited one minute the DVB-T RAN will try to find a channel to support the service. If a 
channel is not available, then the service would normally be blocked for all the users. However, 
with the retry scheme, the network would try and support the users on UMTS instead. The users
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in the queue are given resources on UMTS in the order that they arrived in the queue, such that 
the longest waiting ones are served by priority, until either all the users are supported, or there are 
no more resources in UMTS either.
In the ease of the UMTS RAN, if a user attempts to get the service over UMTS but is blocked, 
then a queue is created on DVB-T, and this user is added to it. The user will then need to wait a 
maximum of 60 seconds to be delivered the service through DVB-T. One other important feature 
is that if a new service request arrives for the UMTS RAN for the audio service, then the system 
checks to see if there is already an active queue waiting to get the same programme. If such a 
queue does exist, then the user is added to that queue instead of supporting it over UMTS. The 
reason for this is that the service is going to be transmitted anyway in a short period of time, and 
more users can always be added to the multicast groups without using any more radio resources, 
and this is therefore very efficient. In addition, proactively adding the users to the queues in this 
way helps to reduce the waiting time for the service. It is assumed that since the quality of the 
audio service is expected to be better over DVB-T, the users would be prepared to accept this.
Simulations were performed for exactly the same two scenarios as shown previously, except now 
the retry mechanism was added. The results from these simulations can be seen in Figure 121. 
The results show instances of different performance, compared to the previous set. In particular, 
the audio service gets improved performance, as is expected since it now has the option to be 
supported on another RAN if it is blocked. It is worth noting the performance of the audio service 
when supported over UMTS for low amounts of spectrum in the UMTS RAN. This shows the 
performance increasing as the load gets higher, and then dropping again. The reason for this is 
that, as the load increases the number of calls that are retried onto DVB-T increases due to more 
blocking in UMTS. This corresponds to the initial drop in performance, due to the UMTS RAN 
becoming congested, thereby causing handover failures. As the loads increase further there is an 
increased likelihood of a particular programme already having a queue waiting for it to be 
delivered, and therefore more and more users will be joining these existing queues rather then 
using the UMTS RAN. This gives the gradual increase in performance at higher loads. However, 
the DVB-T RAN will eventually become congested too, and the performance will drop once 
more.
The main differences are seen with the scenario that offered the audio service over UMTS (with 
retry to DVB-T if blocked). When the retry mechanism is applied to this scheme performance 
increases are seen not only in the audio service, but also in the speech service and the overall 
system. The performance of the video service tends to drop, since the audio service is sometimes 
being retried onto DVB-T, thereby reducing the capacity available for the video service.
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Figure 121. Performance with audio service offered exclusively over one RAN with retry
The results are summarised in the graph in Figure 122. This shows the value of the user density 
measured at 98% user satisfaction (if measurable over the simulated range) for all the services, 
with the two types of scheme with no retry mechanism (labelled NR on the graph) and with retry 
(labelled WR). As an example, consider the audio over UMTS scheme, with a spectrum allocation 
of three carriers in each RAN. This shows how the speech, audio and overall performances have 
increased substantially compared to the case without retry.
Audio over DVB-T Audio over UMTS
I  i speech
1 = 3  Overall
Figure 122. User density measured at 98% satisfaction for all services without and with retry
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The reason that the retry mechanism does not have as great an effect on the audio over DVB-T 
scheme is that this scheme already performs quite well, due to the larger capacity for the audio 
service on DVB-T. Therefore it does not require the mechanism as much as the audio over UMTS 
scheme, apart from in the cases where there is very little spectrum allocated to DVB-T. Therefore, 
this demonstrates how the addition of the retry mechanism is having the effect of balancing the 
load of the audio service over the networks, and compensating for the differences in capacity on 
the RANs.
This balancing effect can clearly be seen by looking at the spectrum demand curves seen for the 
two systems when retry is used, and these are shown in Figure 123 for the case of a spectrum 
allocation of three carriers to each RAN at a user density of 200MS/km^. The audio over DVB-T 
scheme curves have not changed too much, except that the spectrum demand over UMTS has 
increased slightly, particularly at times when the DVB-T demand is high, due to the retries onto 
UMTS. This can be seen by the non-zero values of the demand of the audio service on the UMTS 
RAN. However, the audio over UMTS scheme patterns have changed dramatically. It can be seen 
that the DVB-T spectrum demand has increased substantially, due to the calls being supported in 
existing multicast queues and due to retries when UMTS is blocked. This shows how the retry 
mechanism, whilst improving the performance, is changing the time-varying traffic demands on 
the RANs significantly, and it is therefore interesting to investigate what effect this has on the 
DSA schemes.
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Figure 123. Spectrum demand curves with retry mechanism
For the DSA to be performed in this scenario, the carrier thresholds for the audio service needed 
to be determined for both UMTS and DVB-T, and this was done in the same manner as the other 
services, as described in section 5.2.4. The results of this are shown in Figure 124 and Figure 125. 
The overall DSA parameters used are otherwise the same as those described in Table 4 and 
section 5.2.
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Figure 125. Carrier thresholds for audio service over DVB-T RAN
The results are shown for the two cases of either operating the audio service over DVB-T or 
UMTS, both with no retry mechanism, and when the retry is employed. The results of the 
simulations can be seen in Figure 126, and also show the best performing fixed allocation 
schemes, as were shown previously. With these simulations the load prediction was performed 
using a load history that was generated in advance, using the same traffic parameters. The results 
show that overall the DSA improves the performance over the case of the equivalent fixed 
allocation, with the exception of the case of the audio service to UMTS with retry. It can clearly 
be seen that this case has very poor performance, even at low load levels, for all the services. 
However, it should be recalled that this is very similar to the type of performance obtained in the 
situation that the load predictions made by the DSA do not reflect those seen on the RANs, as 
shown in section 7.2. This can be shown to indeed be the case here.
By looking at the comparison between the predicted and the actual loads seen on the RANs for the 
case of audio to UMTS, it can be seen that the load predictions are very inaccurate. This can be 
demonstrated by looking to Figure 127, which shows the traffic pattern for the audio service over 
UMTS and DVB-T predicted by the DSA, and the actual one measured, for the load at 
60MS/km^, which corresponds to the point that the overall performance has just dropped below 
98% satisfaction. This shows a very significant difference between the measured and predicted
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loads. This highlights two very important issues for load prediction in the case where a retry 
mechanism is utilised.
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Figure 126. DSA with audio service offered exclusively over one RAN with & without retry
Firstly, the load histories do not scale with increasing loads. This means that as the load changes, 
the load histories not only change in magnitude, but also change shape entirely. This is because 
the amount of load directly affects the extent to which audio service calls are retried onto the other 
RAN. This makes it very difficult for the DSA to utilise a load history without keeping a large 
number of different ones stored, and estimating the load in the system before deciding which 
history to use.
w
Time [Hours]
Figure 127. Comparison between traffic loads predicted and measured for audio to UMTS with retry
Secondly, the actual operation of the DSA in changing the spectrum allocation impacts the 
amount of retrying that occurs. This means that, as the DSA adapts to what it believes are the 
loads that will be seen on the RANs, the change in spectrum allocations will change the load
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distribution over the RANs. This is because if more spectrum is allocated to a RAN, then retrying 
will be less likely to occur, due to lower congestion. Therefore, it can be envisaged that the DSA 
and the retrying mechanism will interact with each other, and the operation of one mechanism 
will affect the other. The ultimate effect of this is again that the load histories used for prediction 
will not be accurate, since the selection of a spectrum partitioning based on the predicted load 
from the history may actually cause the load to be something completely different. The audio over 
DVB-T performance can be seen to be not very strongly affected for the simple reason that there 
are only a small number of retries occurring with this scheme, and therefore the effect is much 
less pronounced.
The conclusion from this is that the retrying mechanism makes it very difficult for the DSA to 
base its predictions on a load history, even if that load history was accurate for the situation under 
which it was generated. It is possible that an accurate load history could be generated through 
successive operations of the DSA, measuring the load in each case, and then feeding that data into 
the following DSA run as the load history. Eventually it could be expected to reach a steady state 
condition. However, another option is to employ the time-series prediction techniques 
investigated in section 7.2, and observe how these can impact the performance. From section 
7.2.8, it was concluded that the best performing overall time-series prediction scheme was the 
LRP-2 algorithm. Therefore, this scheme is investigated in this scenario, for the audio over UMTS 
case with retry. However, it is used combined with a load history, since the other two services do 
not deviate from the histoiy, and this therefore provides a good method of prediction for these 
services. If the measured load deviates from the predicted one by 5% then the time series scheme 
is used for the prediction, otherwise the history is used.
The results in Figure 128 show the simulation results for this case, alongside the previous results 
for DSA with the history only, and also FSA. These results show how the performance is now 
substantially improved compared to the case where only the history is used. This is particularly 
seen at low load levels. However, it is worth noting that, even in this case with improved 
prediction, the DSA does not give a very large increase in spectrum efficiency. This is because of 
another effect the retry mechanism has on DSA, which is that the traffic patterns tend to get 
equalised over the RANs, due to the balancing effect of the retries on the loads. This can be 
clearly seen in the total demands on UMTS and DVB-T, as was shown in Figure 123, which are 
very similar when the audio is sent via UMTS with retry.
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Figure 128. Performance of DSA with audio over UMTS with retry scheme & time series prediction
The improvement in prediction performance can be verified by observing the predicted and 
measured demands on the RANs for the audio service, as is shown in Figure 129. It can clearly be 
seen that the predictions are now following the measured loads much more accurately. It is also
important to note how different the patterns are fi*om either the measured or predicted ones that
were obtained previously, as shown in Figure 127, demonstrating the extent of the interaction 
between the DSA and retrying schemes.
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Figure 129. Comparison between traffic loads predicted and measured with time-series prediction
The overall conclusion from this would be that if these types of scheme were to be used to share 
the services over the RANs, then great care would need to be taken if they were to be operated in 
parallel with a DSA scheme. The use of a retry mechanism interacts substantially with the DSA, 
and this can worsen the performance quite significantly. However, this is only the case when there 
are a very large number of retries, for example when the priority RAN that a service is sent via is
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not the optimum one to use. This is shown by the fact that the audio over DVB-T scheme was 
able to perform satisfactorily with the DSA, and obtain a reasonable spectrum efficiency gain. 
This also indicates that the use of a scheme employing retry would also require that the DSA is 
more careful with the load prediction schemes utilised, and makes the load prediction task 
significantly more difficult, particularly when relying on a load history.
7.3.2 Load Balancing Schemes
This section takes a slightly different approach to the previous one, and assesses the impact on the 
DSA operation of balancing the loads efficiently over the networks. The previous section looked 
at the case where the audio service was sent over one particular RAN by priority, but could be 
moved onto the other RAN in the case of blocking. This section investigates what the best ways 
are to distribute the service over the RANs, in order to maximise the performance.
In this investigation, two different types of load balancing schemes are used as examples of how 
the audio service requests could be distributed to the RANs. The first scheme is a ‘fixed fraction’ 
scheme, in which a certain fixed fraction of calls are always sent to one RAN, and the rest are sent 
to the other RAN. This is very useful in the case that the relative capacities of the two networks 
are known, such that they can both be sent the correct fraction of calls to utilise them fully. 
However, this is made more complex in the case of time-varying traffic, especially when other 
services are present with their own traffic patterns. Furthermore, the use of multicasting over one 
RAN and unicasting over the other further compounds the issue. It should also be noted that with 
this scheme the same situation applies as in the previous section, such that if a current queue 
already exists for a certain programme, then a user will always be added to that queue, rather than 
the service being sent over UMTS.
The second type of scheme is a ‘queue-based’ method and exploits the combination of 
multicasting and unicasting that is available in the cellular and broadcasting scenario. With this 
scheme, all the arriving users are entered into a queue for the specific programme they are 
requesting. If the queue fills up before the time limit, then the service is sent via multicast on 
DVB-T. If the queue is not full by the time limit, then the network looks at how many users are 
currently in the queue for the service. If there are less than a certain threshold number of users, 
then the network transmits the service over unicast links on UMTS. If there are sufficient users 
then the service is multicasted over DVB-T. This therefore improves the use of the multicast 
links, by not wasting them on small numbers of users, and conversely does not use many unicast 
links if there are numerous requests for the same service.
Results for these schemes are initially obtained in fixed spectrum scenarios and, in common with 
the previous section, this is evaluated for the five FSA combinations. Furthermore, both of these
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schemes can also be combined with the retrying mechanism, as described previously, and the 
results for this are also shown. However, for brevity, all of the simulation results for all these 
cases will not be shown in detail. Instead the results for the allocation of three carriers in each 
RAN will be shown. The simulation results in Figure 130 show the results obtained for the fixed 
fraction schemes without retry, for the allocation combination of three carriers in each RAN. The 
curve labels refer to the proportion of the audio services that are sent to the UMTS RAN. For 
example, the curve labelled ‘0.1’ implies that 10% of the services were sent to UMTS and 90% to 
DVB-T. It can therefore be envisaged that curves could also be included in this graph for ‘0.0’ 
which is the same as all the calls going to DVB-T, and for ‘1.0’ which is the same as the audio 
service being offered over only UMTS. This would be the same as the results already presented in 
Figure 119.
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Figure 130. Simulation results for fixed fraction schemes without retry with 3 carriers per RAN
The results show the changing fraction affecting the performance of all the services, with some 
fractions favouring some services, but detrimenting others. Therefore, the main point of interest is 
which fraction gives the maximum overall performance. This can best be seen from the curve in 
Figure 131, which shows the user density at 98% user satisfaction for all the services at each of 
the fractions. It can be seen that the maximum overall performance is obtained with 80% of the 
audio service requests sent to UMTS, and 20% sent to DVB-T. This therefore corresponds to the 
point where the distribution of the calls over the RANs is balanced in such a way to maximise the 
performance. It gives an increase of 21% over the case where the audio service is sent over DVB-
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T only (seen at the left hand side of the x-axis), and an increase of 77% compared to when the 
service is sent only over UMTS (seen at the right hand side of the x-axis).
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Figure 131. User density at 98% sat. for fixed fraction without retry & 3 carriers per RAN
The results for the queue-based scheme are shown in Figure 132, for the spectrum allocation of 
three carriers in each RAN. The curve labels refer to the threshold of the queue size, such that the 
label ‘Q2’ means that if the queue length at time-out is less than or equal to two, then the service 
is sent over UMTS, otherwise it is sent via DVB-T.
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Figure 132. Simulation results for queue based schemes without retry with 3 carriers per RAN
The speech and audio services show a dip in the performance at higher queue thresholds. This 
behaviour is caused for the following reasons. At large queue thresholds, the users are more likely 
to be serviced over UMTS. Therefore, as the load is increased the UMTS RAN becomes
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congested, causing the initial drop in performance. However, as the load increases the number of 
users in the queues increases, and at some point this begins to exceed the threshold, and the 
services are sent over DVB-T as a multicast. This starts to increase the performance, due to its 
high efficiency. Therefore, the queue thresholds need to be carefully chosen, to balance the 
performance of the two RANs, and avoid this dip in performance. This also has an impact on the 
speech service, since when many audio services are operating over UMTS they take resources that 
could otherwise be used for the speech service.
As before, the performance can be visualised by considering the user density at 98% satisfaction, 
which is shown in Figure 133. This shows the effect of the dip in performance at larger queue 
thresholds, which makes the curves drop below 98% at much lower loads, giving the sudden drop 
in the performance shown here. The maximum overall performance obtained is for a queue 
threshold of 17, although it can be seen from Figure 132 that this does dip very close to the 98% 
level at lower loads for the overall system, and has already dropped below it for the speech and 
audio services. Therefore, it may be concluded that the best performance comes from a queue 
threshold of 16. This gives an increase of 39% over the case where the audio service is sent over 
DVB-T only (seen at the left hand side of the x-axis), and an increase of 102% compared to when 
the service is sent only over UMTS. Therefore, this scheme gives performance even higher than 
the fixed fraction case, and is effectively balancing the use of unicast and multicast.
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Figure 133. User density at 98% sat. for queue based schemes without retry & 3 carriers per RAN
As stated previously, the simulations described above have also been performed in the case of all 
the fixed spectrum combinations, and also with the retry mechanism employed. In order to 
summarise the results obtained, the graphs in Figure 134 and Figure 135 show the user density 
measured at 98% satisfaction for all of these cases, for the fixed fraction and queue based schemes 
respectively.
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Figure 135. User density at 98% sat. for queue based scheme with all spectrum & retry combinations
These curves show that the best overall performance comes from the allocations of three carriers 
in each RAN, with a fraction of 0.8 and a queue threshold of 16, as were shown previously. It can 
also be seen that the addition of the retry mechanism does not make a great difference to the 
performance, although it does increase it by a small amount. It does tend to benefit the
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performance of the audio service, but then consequently reduces the performance on the speech or 
video service, and does not give much benefit to the overall system. The only case that does 
benefit from this is with the fixed fraction scheme when large numbers of users are being served 
over UMTS, because the retry scheme tends to set up more active queues on DVB-T, taking some 
of the load off UMTS and improving its performance. The spectrum demand curves for the two 
best performing schemes without retry can be seen in Figure 136. This shows how the fixed 
fraction scheme divides the audio service demands between UMTS and DVB-T, but the overall 
shape of the pattern remains the same for both. It is also worth noting that although 80% of the 
service requests are sent to UMTS, the demand is lower than that of DVB-T. This is because of 
previously active queues in DVB-T taking a large proportion of the services that would otherwise 
be sent over UMTS. The queue-based scheme, by contrast, shows a different type of pattern. With 
this scheme the audio service demands are very different on UMTS and DVB-T. It can be seen 
that the demands on UMTS are higher when the audio service demands are relatively low, 
corresponding to occasions where the multicast queue cannot be filled. At times when the demand 
is high, the service gives a high demand on DVB-T as the queues are being sufficiently filled, and 
almost nothing is seen on UMTS.
Fractional 0.8 Queue 16
I I I I I : I I I I I I
S p eech  UMTS 
—O —Audio UMTS 
. “ + —Total UMTS 
- A - V id e o  DVB-T 
- O - A u d io  DVB-T 
, “ X“ Total DVB-T
I I I I I I I I I I I I I I I I I 1
° ° O O c
■ » I » » » » < » I » » 1 1  I t i l  1 1 I t  I 1 t t I I 1
0.8 g
0.2 a
_LL ' 11 I I I I I I I I I 1 1  I I I I I I I I 1 1  I I I
“ 0 — sp e e c h  UMTS
“ + ”  Total UMTS
“ 0 “  Audio DVB-T 
- x - T o t a l  DVB-T
LnDaDDnoAnhffl®
/ ■ 'L ^oO-
l ?  I I t I I
10 12 14 16 18 20  22  24
Time [Hours]
10 12 14 16 18  20  2 2  24
Time [Hours]
Figure 136. Spectrum demand curves without retry mechanism
Given that it has been determined that the loads can best be balanced over the networks by using 
either a fixed fraction of 80% of the audio services to UMTS, or limiting the multicast group size 
to more than 16, it is interesting to investigate the effect that DSA has in these circumstances. 
When running these scenarios with DSA, the load prediction again becomes an important issue. 
For the case of the queue-based schemes, apart from the fact that each value of the queue 
threshold would require a different load history, every value of the load generates a different 
shaped history. This is because, as the load changes, the numbers of users entering the queues 
change, which affects the chances of the queues reaching the thresholds. Therefore, this alters the 
relative numbers of calls being sent via the two systems, substantially changing the patterns seen 
from one load to the next. A similar situation is also seen with the fixed fraction scheme, although 
to a lesser degree. With this scheme the load patterns do change with different loads, due to the
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number of already active queues in the systems when a new call arrives. At low loads it is less 
likely that a queue already exists for a certain programme, whereas at high loads the probability is 
higher. Therefore, there will be a change in the relative distribution of calls with changing loads. 
The result of this is that basing the prediction only on the history is not suitable in these cases, as 
was the case in the previous section. Therefore, the DSA here was operated with a combined 
history and LRP-2 scheme. The results of the DSA simulations can be seen in Figure 137, for the 
fixed fraction schemes.
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Figure 137. Performance of fixed fraction schemes with DSA
These results are summarised in Figure 138, whieh shows the user density at 98% user 
satisfaetion for all the services with DSA, and also the results obtained with an FSA of three 
carriers in eaeh RAN, as was shown in Figure 131. The main point to notiee here is that the best 
performing fractional split of the serviees is different to the FSA ease. The best overall 
performance now comes from the ease where 20% of the users are sent to the UMTS system. This 
is important as it highlights another interaction between the DSA and load balancing schemes. 
This shows that the best performing parameter for this seheme ean ehange when the DSA is 
added. It therefore makes it diffieult to know what the optimum load balaneing point is. The DSA 
is still able to provide a gain in spectrum efficiency in these cases. For example, the performance 
is 18.7% better overall with the fraetion of 0.2 eombined with DSA, compared to the 0.8 case 
without DSA, as was shown to be the best scheme not using DSA.
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Figure 138. User density at 98% sat. for fixed fraction schemes with DSA
The queue-based load balancing is also investigated with DSA, and the simulation results for this 
can be seen in Figure 139. It can be seen that the performance with DSA is actually quite different 
to that of FSA, as was shown in Figure 132. In particular, the dips in performance at low load 
levels are no longer present, with only queue thresholds of 18 and 2 0  showing any indication of 
this type of behaviour. The reason for this is that at lower loads, and larger queue thresholds, large 
numbers of users are being sent over the UMTS RAN. With FSA, this was causing the UMTS 
RAN to become congested, causing the drop in performance that characterised the dip. With 
DSA, the spectrum is adapting to the large demand on UMTS and increasing its spectrum 
allocations, thereby preventing the congestion occurring, and improving the performance.
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Figure 139. Performance of queue-based schemes with DSA
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The results for the queue-based are summarised in Figure 140. This shows that, in common with 
the fractional scheme, the best performing overall point has changed. With DSA present, the best 
performance comes from a queue threshold of 12, as opposed to 16 without DSA. This again 
shows that the DSA can affect the behaviour of the load balancing schemes. It is also worth 
noting that the DSA gains in these scenarios are quite small, with only a 4% gain being seen for 
the queue threshold of 12 with DSA, compared to the threshold of 16 without DSA. The reason 
for the low gains is due to the inherent properties of this scheme that tend to flatten out the traffic 
patterns on the RANs. This happens because the audio service will be sent over UMTS when its 
demands are low, mainly during the night-time and evening, and over DVB-T when the demands 
are higher, which is during the day time. This has the effect of increasing the UMTS demands in 
the evening, which is same time as the main peak in video demand, and increasing the DVB-T 
demands during the day, when the main peak of the speech service occurs. Therefore, the traffic 
patterns become flatter, and the effect of this is that the spectrum allocations tend to remain the 
same for almost the whole day, since there is little opportunity for reallocation. This gives rise to 
little difference compared to FSA.
One final aspect to notice about these schemes is that when the DSA is present, the performance 
has much less variation, regardless of the queue threshold chosen. This type of behaviour could 
also be seen with the fixed-fraction scheme. The reason for this is that the DSA is able to adapt 
the spectrum allocations to the distribution of loads that is seen on the RANs, and therefore, even 
if the distribution is less than optimum for a FSA scenario, the DSA is able to minimise the effect. 
The result of this is that the variation in performance is significantly less with DSA present.
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Figure 140. User density at 98% sat. for queue-based schemes with DSA
7.3.3 Conclusions on Effect of Service Sharing on DSA
The conclusion that can be drawn from these investigations is that combining schemes that share 
services between the RANs with DSA is a non-trivial exercise. Most importantly, the DSA and
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load balancing methods will interact with each other, due to the DSA changing the number of 
resources on the RANs, which has a substantial impact on the operation of both of these schemes. 
It has been shown that this can have several implications on the operation of the DSA and traffic 
sharing schemes. Firstly, it is clear that a scheme that dynamically changes the network on which 
to support a service, for example with the retry schemes, can have a major implication on the load 
prediction, and in particular on the applicability of using a load history. This is because the 
interaction between DSA and load balancing significantly affects the degree to which retrying is 
required.
Secondly, there are important interactions between schemes that aim to balance the loads over the 
networks, such as the fixed-ffaction and queue-based schemes. These schemes also have an effect 
on the load predictions, since the patterns seen depend on the load in the system. However, even if 
the load prediction issues can be overcome by using time-series prediction, the schemes still have 
interactions with the DSA. The optimum load balancing point that could be found in a fixed 
spectrum scenario is not the same as seen in the DSA scenario. This makes it difficult to know 
what parameters would be best to use for such load balancing schemes, without prior knowledge 
of how the DSA was going to behave. Therefore, it would be desirable to have a more dynamic 
and adaptive method of balancing the loads. This could be achieved by utilising a mechanism 
such as retry in combination with the queue-based or fixed-ffaction schemes, although this would 
further compound the load prediction issue. Another important issue that is raised is that load 
balancing schemes tend to equalise the traffic patterns on the RANs, and this reduces the capacity 
for the DSA to make large gains in spectrum efficiency.
This investigation highlights the importance of distinct, different, and predictable traffic patterns 
on the RANs, in order to get the most out of a DSA scheme. Schemes that aim to balance shared 
services over the networks may go against this requirement, and make the DSA less able to 
operate as desired. However, in most cases this can be overcome through the use of time-series 
prediction and the selection of the load balancing scheme. Furthermore, it is likely that the 
operation of the DSA in these scenarios can be improved further through the use of adaptive load 
balancing mechanisms combined with carrier traffic management schemes that are tailored to 
enhance the situation for the DSA, for example by handing over calls between the RANs prior to 
the reallocation, in order to optimise the service distribution on the carriers and RANs.
7.4 Ideal DSA Simulations
The final aspect to be investigated, with regards to the DSA simulations, is the performance when 
the various algorithms and parameters are selected such that the performance is as close to 
optimal as possible. The aim of this is to try and make the simulated schemes perform as closely
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as possible to the ideal. This will then allow the results to be compared to the theoretical model 
once more, thereby showing how close it is possible to get to the theory with a DSA algorithm 
such as the one simulated.
The parameters and scenario used here are chosen from the investigations performed previously to 
give the best performance. For the initial set of results presented, the traffic patterns used are the 
same as those used in most of the work presented here, and shown previously in Figure 37. 
Following this initial set, results will be shown for each of the traffic patterns investigated 
previously in section 5.5.1. The remainder of the parameters used can be summarised as follows:
• Spectrum Scenario. A total of 20 carriers were considered for the overall amount of 
spectrum available. This was chosen since the results in section 7.1 indicated this to give 
the best performance out of the scenarios investigated.
• Allocation Algorithms. The allocation algorithm used here is the F-HR/FA scheme. This 
may seem strange since the algorithm that was concluded to be the best in section 6 . 1  was 
the WP algorithm. However, the WP algorithm was designed to improve the fairness of 
the DSA schemes through the selection of the parameter that prevented the performance 
falling below that of FSA. Since these results are not trying to specifically improve the 
fairness of the DSA scheme, but are primarily investigating the DSA gains it is not 
necessary to use this algorithm. Furthermore, to use the WP scheme it would be necessary 
to evaluate the optimum transition point parameter for each individual traffic pattern 
investigated, to ensure that it occurred in the correct place in the loads, and did not occur 
too early and affect the results. It was shown previously that F-HR/FA gives essentially 
the same performance at lower loads as the WP scheme, which is the main aspect of 
interest here, and therefore this scheme can be used without affecting the results, but 
avoiding the need to evaluate the weighting parameters for all the traffic patterns.
• Carrier Traffic Management. In these results, the DLTC call dropping scheme, with a 
dropping threshold of 40%, is used. This was shown in section 6.2.2 to give the best 
performance. A carrier locking scheme is not used here. The main reason for this is that it 
was shown in section 6.2.3 that this did not give any significant benefit in combination 
with a dropping scheme. Furthermore, because the DSA interval to be used in these 
simulations is short (as will be described presently), this would mean that for a significant 
percentage of time the carriers would be locked, which would have an adverse impact on 
the blocking probability.
• Load Prediction. In these simulations the load prediction will be perfect. In other words 
the traffic patterns do not deviate significantly from the load history. However, as was
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shown in section 7.2.8, the LRP-2 load predication scheme in combination with the load 
history would perform well in the case that it did deviate.
• Time Period between Allocations. The DSA interval used here is 5 minutes. The reason 
for this is that it was shown in section 6.3 that it is generally best for the DSA to have as 
short an interval as possible. Since these simulations are interested in maximising the 
performance, and are not concerned with the practicality of the scenario, the shortest 
interval investigated was chosen. This uses an averaged load history over the interval, 
since this was shown to be identical to other methods at intervals as short as this.
The initial set of results using these parameters for the basic traffic pattern, are shown in Figure 
141. This curve shows the FSA and DSA performance for UMTS, DVB-T and the overall system, 
and also shows the DSA gains measured from the graphs in comparison to the basic ones 
presented in Figure 45.
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Figure 141. Performance and DSA gains for ideal DSA simulations
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The results show excellent performance for both RANs, over the whole simulation range. The 
results are most easily compared by looking at the DSA gains, as shown in the bar chart in Figure 
141. This shows that the DSA gains are very high for both RANs and the overall system, and the 
fact that they are very close indicates that the schemes are performing fairly. This can be 
confirmed by looking at the other set of results on the DSA gain chart, which shows the 
performance obtained for the first set of DSA results presented, as shown in Figure 45. It can 
clearly be seen that the main change is in the DVB-T performance, which has dramatically 
increased to the same level as UMTS, whereas previously it was over 15% lower. This, in turn, 
increases the overall gain, which is also significantly improved.
It is interesting to observe the changing spectrum partitioning for these simulations. The diagram 
in Figure 142 shows the changing partitioning for the data point at 770MS/km^ from the diagrams 
above. It can be seen that the lower quantisation in both frequency and time for this scenario 
allows the DSA to follow the changing demands on the networks much more closely than before, 
for example as was shown in Figure 46.
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Figure 142. Changing spectrum partitioning over 24 hours for ideal DSA simulations
The next aspect to consider is how the gains obtained from these simulations compare to those 
predicted by the theoretical model. The theoretical curves originally presented for this traffic 
pattern in Figure 48 are shown again in Figure 143, this time with the new gains from Figure 141 
included. It should be remembered that the DSA algorithm implemented here attempts to share 
the spectrum equally to the RANs, and for this reason the gains should, in theory, lie at the point 
where the lines cross in the diagram. It can clearly be seen that the gains obtained from these 
ideal-DSA simulations do indeed lie very close to this point. This is a very important verification 
of the work done here, since it shows that in this scenario the DSA is indeed performing in almost 
exactly the manner predicted by the theoretical model. This gives a confirmation of the validity of 
both the theoretical and simulated models, as well as the performance of the developed 
algorithms.
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Figure 143. Comparison of ideal DSA simulation results with theory
The final set of simulation results to be shown gives the performance for these ideal DSA 
simulations for a range of traffic patterns. These results are obtained with the same ideal DSA 
simulation parameters as used for the previous curves, except the traffic patterns on the RANs are 
now varied. The patterns used are the same as those presented in Figure 49, in order to provide a 
wide range of peak cumulative demand levels, thereby allowing the results to be compared to the 
theoretical gain curves derived in section 4.5. The performance results for each of these simulated 
traffic scenarios are shown in Figure 144, Figure 145, and Figure 146. For each set of traffic 
parameters, results were obtained for both FSA and DSA. The results for the patterns with a peak 
cumulative demand of 1.465 have already been shown previously in Figure 141, and the other 12 
sets of results are shown divided up into three blocks of four sets.
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Figure 144. Ideal speech service performance with differing peak cumulative demand
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Figure 146. Ideal overall performance with differing peak cumulative demand
From these results, the DSA gains have been measured, and are shown in Figure 147. The graph 
on the left hand side shows the gains of eaeh RAN and the overall system, and the curve on the 
right shows the DSA gains of the overall system plotted against the peak cumulative demands, 
alongside the theoretical DSA gain curves. The theoretical curve is for the case that the demands 
of the RANs are equal, as discussed in section 4.5. These curves show that the ideal simulated 
DSA performance is lying close to that of the theoretical model. Looking to the left side of Figure 
147, it can be seen that the ideal simulations are giving a substantially fairer performance than the 
comparable simulations in the non-ideal case shown in Figure 53. Only at the higher values of the 
peak cumulative demands are the gains becoming increasingly unfair. This is due to the 
difficulties in the sharing of the spectrum, due to the greater similarities between the traffic 
patterns, and indicates that some non-ideal factors are still having an effect. For example, this
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could be due to the spectrum quantisation, which, whilst much reduced, cannot be made infinitely 
small in the simulations.
The right hand side of the figure shows the overall gains plotted against the value of the peak 
cumulative demand for the particular traffic pattern under question. This demonstrates that the 
overall gains lie extremely close to the theoretical values. The gains from the ideal simulations 
actually tend to be slightly above the theoretical values, and this is due to added trunking gains 
that are not taken into account in the theoretical model. The simulated gains diverge slightly more 
from the theory at the high values of peak cumulative demand because of the unequal increases in 
the RANs gains, as the theory is calculated for an equal increase in each RAN.
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Figure 147. Theoretical and simulated ideal DSA gains for differing traffic patterns
The result of this study is an important verification of both the theoretical model developed, and 
the accuracy of the simulations. Whilst gains as large as the ones shown could not be achieved in 
reality, due to the practical constraints that would need to be placed on both the operation of the 
DSA algorithm, and the scenario in which it operated, this does prove that the DSA schemes are 
functioning as they were designed to. Furthermore, this also shows that this work has taken into 
consideration all of the significant factors that affect the DSA performance, since the gains are 
behaving according to the ideal model.
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Chapter 8
8 Conclusions and Further Work
This thesis has attempted to address the following problem. Current methods of radio spectrum 
management are based around stringent, fixed allocations of bands for use by particular services. 
However, the demand for the spectrum is increasing, but the levels of spectrum available are not 
matching the increased demand. This is compounded by the convergence of radio systems, which 
makes the allocation of bands for precisely defined categories of service appear less relevant. 
Therefore, current radio spectrum management is faced with a need to improve the efficiency of 
spectrum use, and adapt to the challenges imposed through convergence. It has been shown that 
there is significant awareness in all levels of the regulatory and research fields to address the 
problems of spectrum management. Furthermore, it has also been shown that convergence is seen 
as the main path towards future generation wireless communication systems, and its impact 
therefore cannot be ignored. This shows that the aspects considered in this thesis are timely and 
relevant to the current state of the industry.
The work set out here has attempted to address the above problem, and has presented the 
following hypothesis. Given that most radio systems are subject to inherent time-varying demands 
for their spectral resources, these variations can be exploited, together with the coordination 
enabled through the operation of a converged multi-radio system, to improve the efficiency of 
spectrum usage. The overall goals of the work can be summarised as follows. The objective was 
to gauge an idea of what the potential improvements in spectrum efficiency could be, through the 
development of an ideal theoretical model, and then develop and study a set of algorithms to 
implement a dynamic spectrum allocation scheme. These algorithms were investigated in a 
simulated environment and the results compared to the theory, allowing the identification and 
investigation of the primary aspects that impact the performance.
8.1 Summary of Achievements
The research presented here can be broken down into four main aspects of study: the investigation 
of a theoretical model for the performance improvements achievable; the development of a set of 
algorithms to implement a DSA scheme; the investigation of the different algorithms and how
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they compare to the theory; and the study of factors external to the algorithms that impact the 
DSA performance. The achievements in each of these four areas will be summarised in the 
following paragraphs.
8.1.1 Theoretical Model
The work that was performed into the theoretical model aimed to determine what the potential 
spectrum efficiency gains could be, for two RANs sharing the same block of spectrum. This was 
determined through the analysis of the time-varying traffic patterns seen on the networks, such 
that the value could be generated for any given set of patterns. The development of this was an 
important achievement for DSA, since it gave a value for the ideal gains that are possible, without 
assuming any particular method of sharing the spectrum, and therefore permitted an invaluable 
comparison with the simulated schemes. For example, it was seen that, for a set of traffic patterns 
derived from currently existing services (and used in most of the simulation studies), that a 
spectrum efficiency gain of 36.5% could be achieved in theory. Other traffic patterns will give 
rise to different spectrum efficiency gains. The theory, however, does not take into account 
several non-ideal factors that are inherent in a practical implementation of a DSA scheme, and the 
investigation of these aspects was performed through simulations. It should be clear that the 
patterns used are a best guess at what could be seen on future networks, and the actual patterns 
may be significantly different. The theory, however, can be applied to new patterns as and when 
they become available.
8.1.2 DSA Algorithm Development
The second achievement of the work here was the development of the algorithm to implement the 
contiguous DSA concept. The algorithm was based upon five main blocks, comprising DSA 
triggering, carrier traffic management, load measurement and prediction, carrier requirement 
calculation, and carrier allocation. Within many of these blocks, particularly the carrier traffic 
management, load measurement and prediction, and carrier allocation, there were several different 
sub-algorithms developed. Therefore, in total, there was a large variety of permutations of the 
overall algorithm to implement contiguous DSA. A basic form of the algorithm was found by 
simulation to give a spectrum efficiency gain of 29.1%. All the different aspects of the DSA 
algorithm were further investigated through simulation, as described next.
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8.1.3 DSA Algorithm Investigations
The third achievement was the investigation, through simulation, of the various different 
algorithms for implementing the contiguous DSA scheme. This included investigations into the 
carrier allocation scheme, the carrier traffic management, and the time-interval between 
reallocations of the spectrum. For the carrier allocation scheme, it was found that a weighted 
parameter allocation scheme can give the best mix of performance and fairness for the DSA 
scheme. However, this requires careful selection of the parameters used to ensure successful 
operation. Two different varieties of carrier traffic management schemes were studied, which 
attempted to improve the fairness of the DSA allocations, by preventing one RAN getting 
substantially better performance than the other. The schemes were based either on the locking of 
carriers from new calls, or selective call dropping. It was found that these schemes could 
substantially improve the fairness of DSA, without having a significant detrimental effect on the 
overall performance. For example, with the traffic patterns investigated, these schemes were able 
to reduce the difference in performance on the RANs to only 0.2%, fi*om 15.1% without the 
carrier traffic management. Finally, the time-period between the reallocations of DSA was 
investigated. This was found to have quite wide ranging impacts on the performance, affecting the 
load prediction and the allocation schemes. It was also shown that if the allocations are being 
performed rapidly enough to track the demands for a particular traffic pattern, then there is little 
benefit firom operating the DSA more frequently. For example, the investigated patterns showed 
no significant performance increases if the time interval between reallocations was reduced firom 
15 minutes.
8.1.4 External Factor Investigations
The final set of achievements related to the study of factors external to the DSA algorithm that 
directly impact the performance. This considered the issue of the amount of spectrum available 
for sharing with DSA. This was shown to have an important effect on the performance, and the 
level of quantisation of the spectrum is one of the main aspects that cause the simulated results to 
differ firom the theory. In the study presented here, it was shown that the performance could be 
increased to give an overall DSA gain of 36.3%, with only a 4.9% difference in performance on 
the RANs, if the amount of spectrum available was increased fi-om 6 to 20 carriers. The effect on 
the DSA of unexpected traffic changes was studied, partieularly in terms of what effect this can 
have on the load prediction, which is critical to the successful operation of DSA. It was found that 
the use of a time-series prediction scheme can allow the DSA to adapt to the unexpected changes, 
although the use of a load history in combination is preferable. The final aspect investigated was 
the effect of service sharing on the performance of DSA. This was studied by introducing a new
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service into the system that could be shared over the cellular and broadcast system, and the effect 
on the performance of different methods of sharing the service was seen. This showed that these 
service sharing methods can have a detrimental effect on the DSA, by affecting the traffic patterns 
in terms of their predictability and making their shapes less distinct. However, appropriate 
selection of a load balancing scheme and good time-series prediction mechanisms can mitigate 
these effects.
The culmination of the DSA work was a comparison between the theoretical model and a set of 
simulations that took all of the best performing aspects from the previous studies. This aimed to 
remove the effects of non-ideal DSA behaviour from the algorithms to the greatest extent possible 
in the simulations. The results of this showed the simulated results following the theory closely. 
This gave a crucial verification of both the theory and the simulations, and showed that this 
investigation has considered the primary factors that affect the performance of the DSA scheme 
studied.
8.2 Further Work
Further work that could be carried out into the subject of dynamic spectrum allocation might 
focus on three aspects. These would be the refinement and improvement of the models used in 
this work, the investigation of different DSA methods, and the practical requirements for 
implementing such a system.
The main aspect that could be refined and improved in this work is the traffic models used in the 
simulations. It has been shown that the performance of the DSA is dependant on the time-varying 
traffic patterns. However, the patterns used here are only a best guess at what might be seen in 
reality. Therefore, there is scope for further research into the time-varying load demands that are 
seen over the types of network under examination. This will probably involve the cooperation of 
the operators of these systems. Furthermore, the traffic models used in the simulations could be 
enhanced, for example with more accurate models for the video service, and the introduction of a 
mix of services on UMTS, rather than just voice. The accuracy of the modelling of the UMTS 
system could also be improved, to include an interferenee limited capacity, in order to precisely 
observe the impact of this on the operation of DSA.
In terms of new DSA methods, it would be interesting to observe the performance of a system 
with more than two RANs present, in order to assess the operation of the contiguous DSA 
method, and then compare this to the fragmented DSA method. The investigation of the 
fragmented DSA scheme only makes sense in a scenario of three or more RANs sharing the 
spectrum, as discussed in section 4.2.2.2. It would also be of interest to study the cell-by-cell DSA
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method. This would be a completely different type of scheme than the contiguous or fragmented 
DSA, and would be more similar to a dynamic frequency assignment problem. However, the main 
point of interest for this scheme would be to construct a scenario of both temporally and spatially 
varying traffic, as this scheme would be able to adapt to both these variations. This could be 
expected to be substantially more computationally complex, and may have issues with scalability 
in large, realistically sized networks.
There is also expected to be scope for further research into the issues of load balancing in multi­
radio systems. This is a critical aspect for these systems, and various different methods are 
currently being investigated. In terms of DSA, it would be useful to develop and study more 
integrated methods of balancing the loads and reallocating the spectrum between the systems, in 
order to leverage further the advantages of both schemes. In particular, this could involve the 
closer study of how best to partition the loads between the networks to maximise the DSA 
performance and user satisfaction. Combined with an algorithm to determine the optimum load 
distribution, the use of inter-system handovers could be employed to achieve this.
In terms of research into the practical requirements for implementing DSA, two aspects are open 
for further study. Firstly, the DSA schemes would involve a significant amount of signalling, for 
the control and operation of the schemes. It would therefore be interesting to study the extent of 
this, for a realistically sized system, in order to obtain an idea of what demands it would place on 
the networks. Secondly, the requirements on reconfigurable systems to implement DSA could be 
researched. Work has already been initiated in the SDR community on the requirements imposed 
by DSA schemes, which was triggered from the results of the work presented here. However, 
much research remains to be done on the terminal and network issues of enabling multi-band, 
multi-mode equipment.
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B Simulator Assumption Validation
This appendix aims to investigate some of the assumptions that were made in the modelling of the 
DSA schemes, in order to show what effect these assumptions have on the simulated 
performance. Four aspects are investigated here. Firstly, the characteristics of the multicast 
services are investigated, in order to show whether the parameters used in these services can 
impact the performance of DSA. Secondly, the effect on the DSA of the UMTS soft capacity, 
which is not explicitly modelled in the simulator, is investigated. Thirdly, the impact of having 
unequal carrier widths on the operation of DSA is studied. Finally, an error analysis is presented 
on the results obtained from typical DSA simulations, in order to asses the magnitude of the 
standard errors that can be expected in the results.
B .l Multicast Service Performance Characteristics
Within the simulations performed, two different types of multicast service are used over the DVB- 
T system. These are a multicasted video service, and a multicasted audio service. However, the 
way that these two services are offered is quite different, especially in the way that the multicast 
groups are managed, hi this context, multicasting is concerned with collecting groups of users that 
all require the. same content, and serving them all simultaneously with one transmission. This is 
done through a process called ‘batching’. The two basic methods of handling the multicast 
services are known as batching-by-timeout and batching-by-size [KIM98], depending on whether 
the users are batched for a fixed, maximum period of time, or are batched until a sufficient 
number are collected. The two services used in this work are variants of these types of scheme.
The services used in his work are very similar to near video-on-demand (NVoD) systems, which 
have been extensively researched using batching mechanisms [DAN94], and other schemes that 
merge different streams together by delivering them at different rates [GOLU96]. The detailed 
investigation of multicasted NVoD systems are out of the scope of this work, since the purpose of 
it is essentially to provide loading on the DVB-T network, and the precise algorithms used for 
transmitting the data are not the main point of interest. More complex adaptive schemes have 
been developed and widely researched, and many utilise a mix of unicast and multicast depending
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on the popularity of the eontent (not unlike the sehemes used in Seetion 7.3.2), such as in 
[POONOl]. Furthermore, these have been analysed from a business perspective in [CHANOl]. 
More thorough user behaviour models also consider the possibilities of users becoming impatient, 
and leaving the queues before the content is transmitted. This is known as ‘reneging’ in queuing 
theory, and is considered for multicast batching sehemes in [DAN94], but is not included in the 
simulations used here.
However, it must be remembered that the main point of the work presented here is to investigate 
the performance of the DSA sehemes. Therefore, this section aims to observe the performance of 
the multicast services under investigation here, particularly with reference to the effect that they 
might have on the DSA. For multicast services such as these, there are two main parameters of 
interest; the queue length and the time-out. These two aspects are shown investigated for the 
multicast video service over DVB-T in Figure 148
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Figure 148. Effect of time-outs and queue lengths on multicast video service performance
All parameters remain the same as for the basic DSA results, as shown in section 5.4, apart from 
the respective parameter being investigated. The first graph shows the fixed and dynamic 
spectrum allocation curves for different values of the time-out, varying between 300 and 900 
seconds. It can be seen that at short time-outs, e.g. 300 seconds, there are great deal of calls 
blocked due to time-outs. In fact, there are so many that the satisfaction ratio never even reaches 
the measurement point for DSA of 98%, because the load then increases to the point where 
blocking due to the lack of free channels begins to dominate, and the satisfaction ratio drops 
again. Similar results are also seen for the 450 second time-out curves, although these do rise 
above 98% for a small range of loads. All the other time-outs investigated have similar results, 
whereby there is no significant call blocking due to time-outs occurring. The disadvantage of long 
time-outs is that many users will be kept waiting for longer, before being told they will not be 
getting serviced. This therefore indicates that the shortest acceptable time-out would be best, 
justifying the choice here of 10 minutes (600 seconds). The most important aspect to note is that 
although the time-outs change the performance of the service, the differences in performance are
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mirrored between the FSA and DSA curves. Therefore, for a particular time-out the DSA 
performance may be affected, but the FSA performance is also affected by the same amount. This 
implies the DSA gain remains the same.
The other parameter investigated in the second graph in Figure 148 is the queue length, which is 
the number of users that need to select the service before it is transmitted. This parameter was 
varied between 175 and 250, with all other basic parameters maintained. The curves show the 
performance of both FSA and DSA. It can be seen that as the queue length increases, then time­
outs are more likely to occur at low loads, as the queue cannot be filled within the time-out. In 
addition, it is also the case that the longer the queue length, the longer an individual MS will 
generally have to wait to be serviced. However, with longer queues the performance at higher 
loads is better, as more users can be serviced in the same number of channels. This implies the 
best choice for this parameter is to use the longest queue that does not cause excessive time-outs 
over the simulated range, which justifies the use of the parameter value of 200 used here. It should 
also be noted that, as with the time-out curves, the effect on the DSA performance of the queue 
length is mirrored by the FSA, thereby leading to no significant overall difference in DSA gain.
Therefore, the most important overall result here is that regardless of what the parameters are for 
the multicast video service, provided they allow the satisfaction ratio to exceed 98%, then the 
DSA gain will remain approximately the same, as the effect is the same on the fixed assignment 
as well as DSA. This means that the parameters that are used for the multicast service do not 
affect the DSA results, and cannot be said to favour dynamic over fixed assignment. The same is 
also seen for the audio multicast service.
The other main parameter associated with the two multicast services is the number of programmes 
that the users can select to be delivered. This parameter has essentially the same effect as 
changing the loads in the network, because the users randomly select a programme, and are 
therefore divided up into the different queues for these programmes. More programmes implies 
that the users are being divided up between more queues, which will have the effect of filling the 
queues less rapidly. Reducing the number of programmes would have the opposite effect.
The final main question that could be asked about the mobile multicast video service is how long 
the users need to wait in order to be serviced. This was measured in the simulations for the 
standard parameters, and the results are presented in Figure 149, for both the video and audio 
service over DVB-T. This shows how, on average, the video users had to wait for under 5 minutes 
at the lowest load, and just over 0.5 minutes at the highest load. It can also be seen that the 
number of users in the multicast group for this service is constant at 2 0 0 , since it requires the 
queue to be filled before transmission. For the audio service, the wait times are much shorter, 
varying between 19 and 35 seconds. In contrast to the video service, the number of users in the
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multicast group for the audio service is not constant, but ranges from as low as 6 , but tends 
towards the value of 20, the maximum value, as the load increases. It is important to note here that 
the results are again identical for both the DSA and FSA cases. Therefore, the overall conclusion 
from this is that the use of the multicast services and parameters chosen here do not have any 
impact on the values of the DSA gains found.
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Figure 149. Average user wait times and group sizes for multicast video and audio services
B.2 UMTS Soft Capacity
The DSA algorithm presented here needs to assume that the carriers for each of the RANs can 
support a certain amount of load, in order to estimate how many carriers will be required during 
the forth-eoming DSA interval. However, in the case of UMTS, the real capacity is not constant 
but interference limited. Therefore, the actual capacities in the UMTS cells could be different to 
the value used by the DSA to calculate the number of carriers required. It was decided that the 
DSA simulator could not model these effects, as it would involve performing interference 
measurements, and including power control and call admission control in the UMTS RAN. 
Including these aspects would increase the simulation time unacceptably, given the long time 
periods that needed to be modelled. Therefore the UMTS RAN has a set number of voice 
channels available in the simulator. This means that the DSA can accurately know what the 
capacity of UMTS is for the purposes of carrier estimation in the simulator, even though in reality 
this would not be known with 1 0 0 % certainty.
Therefore, it is useful to investigate what effect an incorrect estimate of the UMTS capacity 
would have on the DSA performance. To investigate the effects of this, simulations were run 
where the DSA assumed a certain capacity per UMTS carrier, but the actual capacities in the 
simulated cells were changed in order to assess the impact. In other words, the simulations were 
run with the standard sets of parameters, as stated in sections 5.2 and 5.4, except the number of 
voice channels available for UMTS was varied, without the DSA capacity estimates being
227
Appendix B. Simulator Assumption Validation
changed. This meant that the DSA was now inaccurately estimating the capacity, as could be seen 
in a real system if the DSA had a fixed capacity estimate and the interference conditions changed, 
either reducing or increasing the overall capacity in UMTS.
The results can be seen in Figure 150, which shows the performance for each of the services and 
the overall system, and also the DSA gains measured from the graphs. The DSA gain graph can 
be divided into two halves. On the right-hand side of the graph the capacity is underestimated by 
the DSA. This means that the actual capacity in the UMTS cells is greater then the DSA believes 
it to be. On the left-hand side of the graph the capacity is overestimated by the DSA. This means 
that the capacity in the UMTS cells is lower than the DSA expects it to be
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Figure 150. Effect of UMTS capacity estimation accuracy on DSA performance
The inaccuracies of the estimates are presented as percentages of the nominal capacity in the cells 
that the DSA expects on the bottom x-axis, and as the actual number of voice channels present on 
the top x-axis. For example, the nominal number of voice channels available to a UMTS carrier is
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50, and therefore, when the estimate is 40% inaccurate, the actual capacity in the cells is 70 
channels per carrier, i.e. the capacity in the cells is 40% larger than the DSA believes it to be. 
Simulation runs were performed for both FSA and DSA, with each of the different capacities, as it 
would only be fair to compare the DSA against a fixed assignment under the same conditions. It is 
probable that, at some point as the capacity is changed, the optimum fixed assignment, which was 
three carriers for each RAN, will no longer be optimal. However, the DSA is always compared 
with this fixed assignment of three carriers, since it is assumed that the fixed assignment would 
also be made according to the nominal UMTS capacity, and is no more able to adapt to changes of 
the UMTS capacity than the DSA’s capacity estimate.
It can be seen in Figure 150 that the UMTS curve remains flat when the capacity is 
underestimated, on the right-hand side. The reason for this is that the DSA is attempting to 
allocate sufficient carriers to support the load, according to its estimate of the capacity, and these 
carriers actually have more than enough resources to support it, since the capacity is higher than 
expected. The reason that the curves remain flat, as opposed to increasing, as might be expected, 
is that the increases in performance that are gained for the increased capacity are also mirrored in 
the fixed assignment, leading to no overall net gain from the DSA. When the capacity is 
overestimated, on the left-hand side, the gain of the DSA drops dramatically for UMTS. This 
could be expected, as the DSA is allocating carriers that it believes are able to support the load, 
but in fact do not have sufficient resources. Therefore, the DSA is actually allocating too little 
spectrum to the RAN to support its load, even though it believes it is allocating enough.
It is interesting to note the effect on the performance of DVB-T when the UMTS capacity is 
incorrectly estimated. The DVB-T gain does not drop as rapidly as UMTS, when the UMTS 
capacity is overestimated, but a steady decline in performance is observed. This is due to the fact 
that the DSA algorithm can only take a carrier from one RAN and give it to another if it is 
currently unused. If UMTS is overestimating its capacity the carriers are almost always congested, 
meaning that they rarely become free for reallocation to DVB-T, leading to the drop in DSA gain. 
The converse is true for underestimating the capacity. If UMTS is underestimating its carrier 
capacity there are often more carriers that are unused and free for reallocation to DVB-T, and this 
gives rise to the gradual increase in performance.
The performance of the overall system remains reasonably steady over the range of capacities at 
which the UMTS performance is stable. There is a slight decline in performance as the capacity 
inaccuracy goes from small overestimates through to underestimates. This is because when the 
capacity is slightly overestimated the UMTS RAN is using its allocated carriers to their fullest 
potential, such that no spectrum is wasted in UMTS. This therefore gives a very efficient usage of 
the spectrum, and a high overall performance, provided the inaccuracy is not great enough to 
cause the UMTS performance to be detrimented too greatly. When the capacity is underestimated,
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although carriers often free up for reallocation to DVB-T, this is frequently wasting the spectrum 
in UMTS, since it is given too much spectrum, hence the decline in overall performance.
This investigation raises some important issues, particularly with regards to the way that different 
operators can affect the performance of each other’s networks, in the case where the RANs 
utilising DSA were run by opposing organisations. For example, if the UMTS operator did not 
have an accurate estimate of its capacity it could detriment the performance of both its own and 
the other operators network sharing the spectrum. This highlights the need for the DSA to be 
operating .on accurate information, in order for the spectrum to be shared optimally. The question 
remains of whether it was a valid assumption to allow the DSA to use a fixed estimate of the 
UMTS capacity, even though it would vary in reality. The graphs indicate that as long as the 
variation in capacity was relatively small, in the region of ± 1 0 %, then this would not have a large 
effect on the DSA performance. However, if the inaccuracy was to be any less than -10%, then 
this could have a significant impact on the DSA performance.
There is one aspect of DSA, however, that means that it is probably a reasonable assumption to 
make. The DSA that is presented here does not apply to individual cells in a RAN, but varies the 
spectrum partitioning over many cells in an overall area of the RANs. Since these areas may in 
fact be large, these spectrum allocations are likely to cover quite a large number of cells, 
particularly of a RAN like UMTS with small cells. The capacity variations in UMTS are likely to 
happen on a cell-by-cell basis, depending on the current interference conditions in the individual 
cells. Therefore, over all the cells in the DSA area being considered the actual average capacity is 
likely to remain relatively constant, and the fixed DSA capacity estimate would probably be the 
best estimate for this value. In addition, the capacity in the UMTS cells is likely to vary over 
relatively short time scales, and over the time periods that DSA will be operating it may be found 
that the variations will average out to some extent, further justifying the use of a fixed capacity 
estimate for RANs with soft capacity.
B.3 Unequal Carrier Widths
Within the DSA simulations presented here, it has been assumed that the carrier bandwidths of the 
RANs participating in DSA are equal. In particular, it has been assumed that the DVB-T 
bandwidth has been reduced to 5MHz, in order to match UMTS. This significantly facilitates the 
swapping of spectrum, since it allows one free carrier from one RAN to always release enough 
spectrum to allow one from the other RAN to be activated. However, this does raise the issue of 
what the effect on the DSA performance would be if the carriers were not of equal bandwidth. 
This is investigated by keeping all the same simulation parameters as described in sections 5.2 
and 5.4, but changing the bandwidths of the carriers, so that UMTS is 5MHz, but DVB-T is
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8 MHz. Therefore, this gives the spectrum scenario as shown in Figure 151 (neglecting the guard 
band between UMTS and DVB-T). The fixed allocations remains at 3 carriers for each RAN, as 
shown in the figure. However, it is now clear that UMTS will be able to activate a new carrier 
whenever a DVB-T one becomes free, whereas DVB-T will require two UMTS carriers to 
become free before it can get another one.
10 15 23 39MHz
u u u D D D
Figure 151. Spectrum scenario with unequal carrier widths for 3 carriers in each RAN
Simulation results showing the performance of this situation can be seen in Figure 152. These 
show the performance obtained with equal carrier widths, as outlined in section 5.4, and the 
performance with the different carrier widths. Looking firstly to the UMTS performance, it can be 
seen that the performance is relatively unchanged compared to the equal width case. This could be 
expected, since the UMTS RAN is still able to get carriers as easily as before, since it has a 
smaller bandwidth than DVB-T. However, it can be seen that the DVB-T RAN suffers a 
significant degradation in performance with the unequal widths. The DVB-T performance is now 
only slightly better than FSA at low loads, but becomes significantly worse as the load increases. 
This is because the DVB-T RAN now has much more difficultly getting carriers. In particular, 
once it has given up a carrier during the low load part of the day, it proves much more difficult to 
get any more back again, since two UMTS carriers needed to be freed. The result of this on the 
overall performance ean be seen as a significant drop in the DSA performance, compared to the 
equal carrier case. In terms of DSA gains, this corresponds to a drop from 29.1% to 15.7%.
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Figure 152. Simulation results for unequal carrier widths DSA performance for a total of 39MHz
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Therefore, it can be said that unequal carrier widths can have a significant detrimental effect on 
the DSA performance, and also on the fairness of the spectrum sharing, as indicated by the large 
difference in performance between UMTS and DVB-T. However, it can be envisaged that the 
effects that this has on the performance of DSA will significantly depend on the scenario under 
question. In particular, the effect will be somewhat dependant on the total amount of spectrum 
under question. This can be investigated in a similar way to the results presented in section 7.1, 
where the total number of carriers in the spectrum was varied. In this case, the results are 
compared to the case of having a total of 12 carriers in the spectrum. For the unequal carrier case, 
this corresponds to the spectrum scenario shown in Figure 153, for the FSA case of 6  carriers in 
each RAN.
5 10 15 20 25 30 46 54 70
Figure 153. Spectrum scenario with unequal carrier widths for 6 carriers in each RAN
The simulation results for this scenario can be seen in Figure 154. These results now show 
somewhat different performance to the last set. The first thing to notice is that the overall 
performance is almost identical to the equal carrier case. This is significant, since it shows that as 
the amount of spectrum increases, then the effect on the overall performance of unequal carriers is 
indeed reduced. However, in terms of the individual RAN performance, there is still an important 
consequence of the different bandwidths.
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Figure 154. Simulation results for unequal carrier widths DSA performance for a total of 78MHz
Firstly, looking to UMTS, it can be seen that there is now a performance increase, compared to 
the equal carrier case. This is because there is more spectrum available to UMTS in this case, 
since for every two DVB-T carriers that become free, three UMTS carriers can be allocated. The
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performance on DVB-T is not so good, with a substantial drop in performance compared to the 
equal carrier case. However, this performance drop is not as great as the one seen in the previous 
scenario. The general conclusion from this is that increasing the total amount of spectrum 
available will mitigate the effects of unequal carrier widths to some extent, since the width of a 
single carrier will become much less significant compared to the overall amount of spectrum 
available. Indeed, it can be envisaged that as the total amount of spectrum increases further, then 
the significance of having to swap two carriers of one RAN for a single carrier of the other will 
become less and less important. This can clearly be seen by looking at the diagrams in Figure 155, 
which show how the spectrum partitioning changed in the simulations for the 39MHz and 78MHz 
scenarios. These results come from the datapoint closest to 98% user satisfaction for the overall 
system, i.e. 180 and 425MS/km^. However, what must not be forgotten here is that although 
doubling the spectrum in the investigations here has shown that the overall performance can be 
improved, the fairness of the DSA schemes is still significantly impaired.
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Figure 155. Changing spectrum partitioning for scenarios of 39 and 78MHz total spectrum
Since having unequal carrier bandwidths has been shown to seriously reduce the performance, 
especially if there is only a small amount of spectrum available, it could be argued that if the 
entities involved in DSA wanted to share the spectrum efficiently, then it would always be in their 
best interests to make the bandwidths equal. A system like DVB-T that can scale the carrier width 
would be very suitable for this purpose. This gives a case for the assumption, used in the main 
DSA simulations here, that the carrier bandwidths are equal.
B.4 Simulation Error Analysis
This section aims to analyse the random errors that are inherently present in the simulations used 
to generate the results presented here. Since the simulations are based on random processes, there 
will always be a degree of variation in the results, and it is important to understand exactly how 
accurate a given set of simulations are likely to be. In particular, it is desirable to know how close 
a simulated value for a particular point is likely to be to the ‘true’ value.
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The way that this is done is to make multiple runs of the same simulations, each with different 
random seeds. The results for these separate runs can then be averaged together to gain an 
estimate for the true mean. In addition to this, since these sample values are scattered around the 
true mean, an estimate can be made of the degree of dispersion in the results, and therefore the 
reliability. This can be achieved by calculating the standard error of the simulated data points. The 
standard error is the standard deviation of the sampling distribution of the mean. This measure can 
easily be found from the following formula.
-
<j
4 n
(28)
Where: ctm = standard deviation of the mean value (standard error)
cr= standard deviation of samples 
n = number of samples
In the results presented in this thesis, five independent sets of simulations were performed for 
each curve shown, and the results averaged. Taking as an initial example the basic set of DSA 
results, as described and shown in section 5.4, the standard error can be found individually for 
each datapoint using equation (28). This can be seen in Figure 156, where the error bars show the 
value of the standard error measured from the individual simulations. What the value of the 
standard error actually means is that there is a 6 8 % chance of the true mean lying within ± 1  
standard error of the estimated mean. Therefore, there is a 6 8 % chance that a datapoint on the 
graph below is accurate to within the error bars shown. Furthermore, there is a 95% likelihood 
that the true mean is within ± 2  standard errors of the estimated mean, i.e. twice the width of the 
error bars shown.
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Figure 156. Basic DSA and FSA performance results with error bars
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Whilst the error bars for the individual datapoints may be calculated simply, as above, one of the 
main aspects of interest is the errors seen in the calculation of the DSA gains. In order to 
determine this, it is required to know the errors at the points at which the DSA gain is measured, 
i.e. at the 98% user satisfaction level. The manner in which this can be estimated can be seen 
illustrated in Figure 157. The two datapoints obtained through the simulations that lie either side 
of the 98% user satisfaction level can be seen labelled as points (a) and (6 ), and have coordinates 
(%g, and {xb, yd) respectively. Points (a) and {b) also have their values for the standard error, as 
shown by the error bars as calculated above. At the load at which the mean value crosses the 98% 
user satisfaction level, Xgg, the error is then estimated through a linear interpolation between the 
error bars of points {a) and (b), shown by the dashed lines in the figure. In effect, this corresponds 
to a weighted average in the standard errors of {a) and (6 ), depending on how far between the two 
points the mean crosses the 98% user satisfaction level. This gives the y-error, for the load at 
which the mean crosses 98%.
However, in order to calculate the DSA gain, it is required to compare the loads at which the 98% 
satisfaction level is crossed. Therefore, the error in the value of the load at 98% user satisfaction 
needs to be estimated. It can be envisaged that the standard errors in the y-axis seen at the point 
where the line crosses 98% give a load range over which the 98% satisfaction level is crossed. It 
can be imagined that if the error bars on the y-axis imply that there is a 6 8 % chance of the true 
mean lying within this range, then this also implies that there is a 6 8 % chance of the x value lying 
within the range defined by the lines passing through the extremes of this range and crossing 98%. 
This is shown in the figure as the range between the linear interpolations of the error bars for 
points {d) and (6 ) along the 98% satisfaction ratio. This therefore gives an estimate for the errors 
in the measurement of the load at 98% user satisfaction.
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Figure 157. Determination of errors at 98% user satisfaction level
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The values for the estimated error in the loads at 98% satisfaction need to be determined for both 
the FSA and DSA curves. Therefore, this gives two independent errors for the FSA and DSA 
simulations at 98%. These need to be combined to give an overall error in the DSA gain. The 
DSA gain depends on the FSA and DSA values according to a function of the form shown below.
g  = f { a , b )
Where: g  = DSA gain
a = FSA load at 98% user satisfaction
(29)
b = DSA load at 98% user satisfaction
This can be used to find the errors in the gain by utilising the Gaussian law of error propagation 
[WELT8 6 ], as shown in equation (30).
- y d a j +
V Y
d b )
(J Mu (30)
Where: (Jm^  = standard error in the DSA gain
(Jm  ^= standard error in the FSA load at 98% user satisfaction
<7m^  = standard error in the DSA load at 98% user satisfaction
The actual equation used to calculate the gain is shown in (31).
_ ( 6 - a )g •100 (31)
Therefore, the partial derivatives required by the equation shown in (30) can be found, and are 
shown in (32) and (33) below.
da
100 6
a /  _  1 0 0
db a
(32)
(33)
The values for the mean loads at 98% satisfaction for FSA and DSA can be substituted for a and b 
respectively, and the standard errors can be inserted for <jm  ^and as found from the simulated 
data points. The error in the DSA gain can then be found firom (30), (32) and (33), as shown 
below.
100-6^"
y
+
100
(7 (34)
For the results shown in Figure 156, this gives the values for the DSA gains and standard errors as 
shown on the left of Figure 158. These can therefore be considered to be typical errors that are
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seen in the DSA gain calculation, for the case where they are calculated from five independent 
simulation runs each for DSA and FSA.
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Figure 158. DSA gains and standard errors in gains
In order to get a better idea of what a typical value of the errors seen for the simulations, the 
above calculation was done with six separate sets of simulation runs (each containing five 
repetitions of DSA and FSA). The gains and standard errors obtained in each case can be seen on 
the right had side of Figure 158.
The light grey bars show the six individual sets. It can be seen that there is very little variation in 
the UMTS mean gain, but quite a wide variation in the DVB-T mean gain. This would be 
expected, due to the small error bars for UMTS, and the comparatively large ones for DVB-T. 
The darker grey bars show the averaged values over the six sets. This gives the values for the 
mean gains and standard errors shown in Table 9. The values for the standard errors shown here 
are those used as typical values that can be expected from the simulations.
RAN Mean Gain [%J Standard Error [%]
UMTS 36.4 ±0.18
DVB-T 22.7 ±2.05
Overall 30.0 ±0.74
Table 9. Mean gains and standard errors averaged over six sets
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