Abstract
Introduction
The recognition of handwritten text is an important practical problem. Its applications include bank checks, postal mail <addresses, census and poll forms, tax forms, office documents, library information systems, FAX routing, personal organizers, and many more.
It is also an interesting problem in computational vision, since it encompasses many of the major problems, in computational vision: feature extraction, figure-ground problems, segmentation, learning, idiosyiicratic and "na,tural" shape variation, and the integration of top-down knowledge. From an experimental point of view, the recognition of handwritten text is a particularly nice model system, since it is a well-defined problem and large amounts of training and test data are available.
This paper descriibes a new system for the recognition of handwritten tcxt. The system is a complete forms-to-ASCIT system. Information flow in the system is strictly bottom-up; that is, each stage computes a complete representation of all the information necessary for subsequent processing stages.
Four major processing stages can be distinguished.
Preprocessing starts with the raw input and computes images of isolated, normalized strings of handwritten text found within the raw input. The segmentation stage divides up the handwritten text into potential character subimages and describes the spatial relations among those character subimages compactly using a graph structure. The recognition stage determines how similar each character subimage is to known, well-segmented character subimages in the database. Finally, in the postprocessing stage, the individual character subimages are assembled into a globally optimal interpretation of the handwritten input string, taking into account constraints imposed by the language model. Intermediate results from the various processing stages are shown in Figure 1 .
Statistical Foundations
The statistical basis for the system described in this paper is very similar to that of segment-based speech recognition systems. The presentation and notation used below follow the paper by Leung et al., 1991, very closely.
The goal of the system is to identify the character string W = w1.. . w, that represents the most probable interpretation of the input image x. More precisely, in the set of all permissible strings C*, we want to find the string W E C" that maximizes P(W1z).
In a Bayesian framework, this represents the optimal decision under a zero-one loss function.
We can think of this interpretation of the input image as a character string as consisting of two parts: a segmentation S = s1 . . . s , of the input image, that is, a partitioning of the image into character subimages, and an interpretation of each character subimage si as a character wa.
Consider now the joint conditional distribution P(W, SIX). The desired probability P(Wlz) is related to this by summing over all possible segmentations:
We impose the a priori constraint that P(W, 5 ' 1 .
That is, the number of character subimages generated by the segmentation and the length of the hypothesized string must be the same.
In our system, we will be using context-independent models for the character subimages. Therefore, we want to express P(W,Slz) in terms of the individual wi and si:
1051-4651/94 $04.00 0 1994 IEEE Here, the approximation is based on the assumption of context independence. The variables zi refer to those parts of the input vector x that correspond to segment Si. et al., 1991, go on to rewrite the probability P(wi, sifx~) to include contextual dependencies and to separate the segment classification and segmentation contributions to the overall probability.
In this work, we take a simpler approach and e s timate P(wi, silzi) directly. In particular, we do not attempt to compute probabilities for the placing of segmentation boundaries or cuts at particular points, but instead we estimate the probability that each of the resulting character subimages is part of a correct segmentation.
To illustrate this, let us assume that we are just modeling the probability P(S1x) of the segmentation S given the data 5. Then, making the same independence assumption as above, we can write Leun (5) a where each si corresponds to a character subimage. This clearly represents only an approximation, since moving the boundary between character subimage si and s i t 1 is almost certainly going to affect both P(siIz) and P(si+llz) in a correlated way. However, this approximation a.ppears to be sufficiently good, since the major function of the contribution of P (Slz) to the overall recognition problem is to strongly penalize segmentations containing character subimages representing more than a single character; this can be accomplished well even under the independence assump tion
Database and Input Data
The database used in this work was made available by NIST for participation in the Second Census OCR Conference (NIST, 1994 ). In the work described here, a subset of 1200 form images digitized from paper is used for training and testing. These form images can be found in the subdirectories of the data2 directory of the CD-ROM containing the " N E T Special Database 12/Miniform Database 2 of Binary Images from Microfilm and PaDer". This set of 1200 form images will henceforth &e referred to simply as "the NIST database".
Each form image consists of 5 miniforms. Each miniform contains the responses to three questions about the nature of the employment of the respondent. Therefore, a total of 18000 handwritten strings are available for training and testing.
The forms in the database represent actual responses received by the census bureau.
Hence, there are no constraints on the vocabulary, grammar, spelling, writing instruments, or writing styles.
For each field, the database contains a transcription of the alphanumeric characters contained in that field.
Non-alphanumeric characters (e.g., "/" and "&") are not transcribed. Transcriptions contain spaces, but these often fail to represent physical spaces present in the input and sometimes transcribe space that is not actually present in the input. These transcriptions were used for training and testing.
Preprocessing
Before any character recognition can take place, handwritten character strings need to be extracted from the miniforms. The first step of this extraction process is to locate approximately the boxes containing the handwritten responses. This is done by first locating the prominent black lines that form part of the layout using morphological methods. The input boxes are then located relative to these lines. Form segmentation is complicated by the fact that the database contains two different layouts for miniforms, and that spurious lines appear on occasion due to noise and poor image quality. To cope with both problems, a 1D analog of a search-based object reco nition algorithm (Grimson and LozanoPerez, 19877 is used.
Out of a sample of 3000 miniforms, 2 miniforms failed to get extracted. These cases were detected automatically, and the corresponding fields were rejected.
In addition, each input field is surrounded by a printed, dashed box. Frequently, this box touches or crosses the handwritten input. The current system uses a morphological method for removing the dashed box while preserving strokes in the handwritten input. Essentially, the dashed box is first located by morphological filtering that selects the individual dashes. Then, the dashes forming the top and bottom of the printed input box are removed by removing any stretch of pixels that is part of the printed input box and has a vertical extent smaller than some empirically chosen threshold.
The result of field extraction is subjected to skew and slant correction. The purpose of these processing steps is to facilitate the identification of ascenders and descenders, one of the inputs to the character classifier, and to allow the subsequent segmentation step to rely on near vertical cuts to separate individual characters in the handwritten input; if slant were not corrected, cuts would have to be slanted.
Segmentation
The output of the previous stage is an image that primarily contains a handwritten input string. In addition, it may contain a few clusters of pixels representing noise, parts of the input box that failed to be removed, or part of a printed arrow protruding into the input box. The goal of the segmentation stage is to determine a collection of character subimages that can then be individually classified.
The first part of the segmentation step is to find all connected components in the input image. Unfortunately, it is exceptional that the connected components correspond directly to characters. In many Eejected I system I phrase-based I word-based I For example, 6.1% error at 50% rejection means that 750 input fields are rejected and 46 out of the remaining 750 accepted input fields are misclassified. The columns "phrase-based" and "word-based" refer to the performance of the subsystems that either only use the phrase-based language model or the word-based language model. The column "system" refers to the performance of the complete system, including decisiontree based integration and rejection.
cases, even in "isola,ted" handprinted character writing styles characters are connected through ink trails or noise. Conversely, characters like "E", "T" , or "H" often consist of two or more connected components. Because of pen fading, in particular during long, smoothly curved strokes, characters like "N" and "U" also can appear separately, i.e., as two or more connected components, in the image.
Since individual connected components may represent several touching input characters, they need to be subdivided further. This is achieved by cutting apart the lhandwritten input just to the left of every vertical stroke. This approach works very well for handprinted upper case characters that have a vertical stroke (possibly curved or slanted) on the left (like "A", "B", or "C"). It works acceptably well with the remaining upper case characters and most lower case characters. The only significant exception is the letter "T", which, when cut right before its vertical stroke, will leave a horizontal line attached to the preceding letter.
The location and shape of the cutting lines to the left of each vertical stroke, is determined by a dynamic programming algorithm that will be described elsewhere (Breuel, 1994b) .
The pixels between any pair of cutting lines (not necessarily adjacent) form a character subimage. All character subimages satisfying an empirically chosen size constraint are retained. In particular, a character subimage must not be wider than three times the estimated text, height.
The set of all character subimages and their spatial rela1,ionships is represented as a directed graph, the hypothesis graph. Each node in the hypothesis graph corresponds to a vertical cut. An edge from s to t corresponds to the character subimage that is delimited on the left by cut s and on the right by cut t . A segmentation of the input image into individual characters now correspolnds t o a simple path through the hypot hesis subgraphL.
Character Subimage Classification
Each character subimage found by the segmentation stage is individually classified using a MLP (Multi-Layer Perceptron with sigmoidal activation functions). As is well-known, the output of the classifier approximates a conditional probability P(wi 1.) (see Bourlard and Wellekens, 1989 , Bridle, 1990 , Bourlard et ai., 1992 for similar applications and further references).
The possible classes wi E C are the 26 letters "A" through "Z" (no distinction is made between upper and lower case) and a rejection class. The rejection class contains all non-alphabetic characters and all character subimages that do not represent a complete, single character.
Ideally, only character subimages belonging to the correct segmentation would be classified as one of the letters "A" through "Z" ; all character subimages belonging to incorrect segmentations should be assigned to the rejection class by the classifier. Of course, as we observed above, this ideal is not achievable, since the same string frequently allows several plausible segmentations. Such ambiguities must be resolved on the basis of top-down knowledge.
Training of the MLP was carried out using the backpropagation algorithm with a momentum term (Rumelhart et al., 1986 , Hertz et ab., 1991 . Training was stopped when the cross-validated error did not decrease further.
Input to the classification stage consists of eight normalized feature maps, the first seven of which are 10 x 10 unit topographic representations of feature maps corresponding to the character subimage. The eighth feature map encodes the ascent, descent, width, height, and center relative to the baseline of the character subimage using a unary code.
The first four feature maps encode the local gradient of the character subimage. Each feature map is maximally sensitive to a particular gradient orientation; the response to gradients differing from this preferred orientation decays like a Gaussian.
The next feature map encodes the presence of "holes", i.e., interior regions that are not connectfed to the background of the character subimage. Such regions occur frequently in letters like "0", "a", "A", or "e", and are almost always absent in letters like The last t,wo feature maps encode the presence of singular points of the skeleton of the character subimage. The first of the two feature maps encodes endpoints of the skeleton, while the second encodes points where three or four branches of the skeleton meet. The skeleton is computed using the thinning algorithm described in Pavlidis, 1982. UL77 , UT>> , or U I X .
Hypothesis Matching
The output of the segmentation stage is a collection of character subimages, potential spaces and their locations, and an associat,ed directed graph. The character subimage classification stage has associated a cost vector with each edge in this graph (related to a Hidden Markov Model, HMM, or Finite State Machine, FSM), which can be thought of as describing t8he cost of interpreting the corresponding character subimage as a character of class i.
The problem of interpreting the input string consists of picking a path through the hypothesis graph that starts at the vertex corresponding to the leftmost cut of the image of the handwritten input string and finishes at the vertex corresponding to the rightmost cut of the image of the handwritten input string. Each edge in such a path corresponds to the interpretation of a character subimage.
In practice, the hypothesis graph derived from the segmentation needs to be edited slightly to account for the possible insertion and deletion of character subimages from the input string. For example, a nonnegligible fraction of the input images contain spurious blobs before and after the actual handwritten string. In addition, some input strings contain insertions of special characters like "/,, , "82, and "-" . The unedited hypothesis graph above would force the interpretation of such extraneous character subimages as characters or as parts of other character subimages, resulting in incorrect hypotheses.
If we view the hypothesis graph as a representation of a FSM or HMM, we can overcome this problem by adding etransitions and self-loops to each state. In many HMM-based speech recognition systems, the e s timation of the probabilities of such transition is very important , since they represent durational models for phonemes in the input. In this system, costs associated with +transitions and self-loops were picked on the basis of some simple experimentation. The reason why this seems to be sufficient is that +transitions and self-loops need to participate only rarely in a match, and "durational" models (i.e., character width models) are already implicit in the segmentation and character subimage classification steps.
Dictionaries
In principle, we could simply pick the best path through the hypothesis graph and use that as our transcription of the input string. Unfortunately, recognition performance using such an approach is generally poor. The reason is that most handwritten input is ambiguous. These ambiguities can only be resolved using a language model that restricts the set of paths through the hypothesis graph to those that are compatible with strings given by the language model.
Manual transcriptions and dictionaries from 1980 and 1990 census forms were supplied with the NIST database. From this data, two language models were constructed. The first consists of approximately 20000 complete phrases and estimated associated frequency information and has a coverage of 66% of the input phrases encountered by the system. The second consists of unconstrained concatenations of 15000 frequently used words, separated by spaces, and uses a word insertion penalty to assi n probabilities to phrases. It has higher coverage (87 gi 0) than the phrasebased language model but contains many implausible or impossible phrases.
An optimal interpretation of the hypothesis graph constrained by a language model is found using a Viterbi-style algorithm.
The system finds two hypotheses, one using the phrase-based language model and the other using the word-based language model. A decision between the two hypotheses is made using a decision tree. The decision tree itself has been obtained using the CART method (Breiman et al., 1984) .
Bootstrapping and Training
The MLP classifier that performs character subimage classification requires training data. Except for the decision tree classifier, all the other parameters of the system have been set either by estimating probabilities using counting (e.g., phrase priors and character priors), by simple statistics on geometric measurements of the input, or by inspection.
Since the NIST database contains only transcriptions but no alignment information, training had to proceed in two phases. In the first phase, 1000 manually segmented and aligned input fields were used to train a crude MLP character subimage classifier. This initial classifier was then used to segment and align input strings, and character subimages from the resulting alignment were used to train better classifiers for character subimages in a process similar to embedded training in speech recognition. The MLP was trained on approximately 117000 character subimages in this way.
Results and Discussion
Subdirectory dil of the NIST database was never used for any training step, and was reserved instead for evaluating the performance of the system. All error rates and results presented below refer to the 1500 field images in this subdirectory.
The system was evaluated based on its field error rate. A field was counted as classified correctly if the system returned a string that was an exact match against the string given in the transcription supplied with the NIST database, allowing for the insertion or deletion of spaces (note that the NIST criterion requires exact matches even for spaces). This means, in particular, that any misspelling in the handwritten input must be recognized and transcribed by the system. Because the available language models have limited coverage, a certain error rate is intrinsic. For the phrase-based language model, the intrinsic error rate is 34%, and for the word-based language model, the intrinsic error rate is 13%. In addition, about 12% of the inputs are very difficult to recognize automatically because they are faded, written in a non-standard style, or contain manual corrections. We should therefore allow the system to reject unrecognizable or unknown input and evaluate its performance at various field rejection rates.
Throughput of the current system on a SPARCstation ELC is about one minute per field for segmentation and recognition (excluding preprocessing); this can be improved significantly by reducing I/O overhead and eliminating redundant computations.
Error rates for the complete system and the phrasebased and word-based subsystems at various rejection rates are shown in Table 1 . To get a better idea of Burges et al. , 1993 , have independently developed a system that is very similar to the system described in this paper. They, too, perform character subimage classification and choose a globally optimal interpretation of the costs derived from the neural network output. They use a different segmentation method, though, and justify the statistical basis of their method only informally. On a closed lexicon of E j e c t e d I system I phrase-based I word-based I Table 2: This table is analogous to Table 1 , but recognition rates are only reported for inputs whose transcription is contained in the language model for the given (sub-)system. The last row gives the number of phrases contained in the language model and the corresponding coverage of the language model relative to the complete set of 1500 transcriptions. whiclh errors are due to an incomplete language model and which errors are due to other causes, Table 2 shows the error rater; of each recognizer applied only to sticings contained in its language model (but faded or otherwise difficult inputs are still present).
Comparing the performance of this system with that of other handwritten language recognition systems is difficult. Most importantly, other tasks usually iinvolve small, fixed vocabularies. For example, in postal applications, closed dictionaries of size 10, 100, and 1000 are used for benchmarks, while financial applications often use simple grammars for written numbers based on less than 30 words. The system described in thik paper measures up well even against systems devetoped for these more constrained domains and language models (see Kimura et al., 1993, postal domain, and Giloux et al., 1993, handwritten amounts) .
The field error rate at 50% rejection is one of the benchmarks used in the NIST conference and may represent the point at which commercial use of handwritten lainguage recognition technology becomes economically interesting. The error rate of the current system is 6.1% at this rejecttion rate. The sources of errors for the current system were analyzed. It was found that nearly one third of the errors (2.0%) could probably have been avoided by better estimates of the percharacter posterior probabilities. About one quarter (1.6%) are due to inputs not represented by either language model. Because the system must have high confidence in the resulting hypotheses, these errors tend to represent subtle emendations, like returning the hypothesis "ADMINISTRATION" for the misspelled input "ADMINSTRATION" . About another quarter of the error rate (1.3%) is due to errors i n pre-processing that resulted in the presentation in a partial or truncated image of the handwritten input t o the recognizer. Such errors are either due to truncating the input on the right when writing falls outside the box, or removing one of tlhe two lines of a two-line input field. Many of these errors are due to the particular layout of the input form and could be avoided by addition a1 task-specific pre-processing and rejection of inputs.
size 1000 for a U.S. postal address application, they achieve a recognition rate of 47%. The system described by Kimura et al., 1993 , is also similar to the system described in this paper. The main differences are in the way the handwritten input is segmented, the way individual character subimages are classified, and the way alternative segmentations are represented and evaluated. Several other systems for the recognition of connected handwritten input have recently been described in the literature (see Breuel, 1994a , for a bibliography). Each of these systems differs in important respects from the current system in terms of how the input is segmented, how character hypotheses are classified, and how character hypotheses are integrated with a language model. In summary, the author believes that the excellent performance of this system on a real-world recognition task validates trhe approach. Because of space constraints, this paper has only been able to give an overview of the techniques used. A more detailed description of the system can be found in Breuel, 1994a , and an independent evaluation is part of the NIST conference report (NIST, 1994) . Several of the techniques introduced by this system should prove useful for other recognition tasks involving handwritten, printed, or spoken language. 
