A novel method of efficient spam mail classification using clustering techniques is presented in this research paper. E-mail spam is one of the major problems of the today's internet, bringing financial damage to companies and annoying individual users. Among the approaches developed to stop spam, filtering is an important and popular one. A new spam detection technique using the text clustering based on vector space model is proposed in this research paper. By using this method, one can extract spam/non-spam email and detect the spam email efficiently. Representation of data is done using a vector space model. Clustering is the technique used for data reduction. It divides the data into groups based on pattern similarities such that each group is abstracted by one or more representatives. Recently, there is a growing emphasis on exploratory analysis of very large datasets to discover useful patterns, it is called data mining. Each cluster is abstracted using one or more representatives. It models data by its clusters. Clustering is a type of classification imposed on a finite set of objects. If the objects are characterized as patterns, or points in a n-dimensional metric space, the proximity measure can be the Euclidean distance between pair of points or similarity in the form of the cosine of the angle between the vectors corresponding to the documents. In the work considered in this paper, an efficient clustering algorithm incorporating the features of K-means algorithm and BIRCH algorithm is presented. Nearest neighbour distances and K-Nearest neighbour distances can serve as the basis of classification of test data based on supervised learning. Predictive accuracy of the classifier is calculated for the clustering algorithm. Additionally, different evaluation measures are used to analyze the performance of the clustering algorithm developed in combination with the various classifiers. The results presented at the end of the paper in the results section show the effectiveness of the proposed method.
INTRODUCTION
In this digital age, which is the era of electronics & computers, one of the efficient & power mode of communication is the email.
Undesired, unsolicited email is a nuisance for its recipients; however, it also often presents a security threat. For ex., it may contain a link to a phony website intending to capture the user's login credentials (identity theft, phishing), or a link to a website that installs malicious software (malware) on the user's computer. Installed malware can be used to capture user information, send spam, host malware, host phish, or conduct denial of service attacks as part of a "bot" net. While prevention of spam transmission would be ideal, detection allows users & email providers to address the problem today [1] .
Spam filtering has become a very important issue in the last few years as unsolicited bulk e-mail imposes large problems in terms of both the amount of time spent on and the resources needed to automatically filter those messages [2] . Email communication has come up as the most effective and popular way of communication today. People are sending and receiving many messages per day, communicating with partners and friends, or exchanging files and information. E-mail datas are now becoming the dominant form of inter and intra-organizational written communication for many companies and government departments. Emails are the essential part of life now just likes mobile phones & i-pods [2] .
Emails can be of spam type or non-spam type as shown in the Fig.  1 . Spam mail is also called as junk mail or unwanted mail whereas non-spam mails are genuine in nature and meant for a specific person and purpose. Information retrieval offers the tools and algorithms to handle text documents in their data vector form [3] Spam can be defined as unsolicited (unwanted, junk) email for a recipient or any email that the user do not wanted to have in his inbox. It is also defined as "Internet Spam is one or more unsolicited messages, sent or posted as a part of larger collection of messages, all having substantially identical content." There are severe problems from the spam mails, viz., wastage of network resources (bandwidth), wastage of time, damage to the PC's & laptops due to viruses & the ethical issues such as the spam emails advertising pornographic sites which are harmful to the young generations [5] . Some of the existing approaches to solve the problem from spam mails could be listed as below …. Email is the most widely used medium for communication world wide because it's Cheap, Reliable, Fast and easily accessible. Email is also prone to spam emails because of its wide usage, cheapness & with a single click you can communicate with any one any where around the globe. It hardly cost spammers to send out 1 million emails than to send 10 emails. Hence, Email Spam is one of the major problems of the today's internet, bringing financial damage to companies and annoying individual users [4] . o Blacklisting Blacklist filters use databases of known abusers, and also filter unknown addresses (constant updating of the data bases would be required).
o White list Filters Mailer programs learn all contacts of a user and let mail from those contacts through directly (every one should first be needed to communicate his email-id to the user and only then he can send email).
o Hiding address Hiding ones original address from the spammers by allowing all emails to be received at temporary email-id which is then forwarded to the original email if found valid by the user (hard job of maintaining couple of email-ids).
o Checks on number of recipients by the email agent programs. o Government actions Laws implemented by government against spammers (hard to implement laws).
o Automated recognition of Spam Uses machine learning algorithms by first learning from the past data available (seems to be the best at current).
Here, follows a brief overview of e-mail spam filtering [6] . Among the approaches developed to stop spam, filtering is an important and popular one. It can be defined as automatic classification of messages into spam and legitimate mail. It is possible to apply the spam filtering algorithms on different phases of email transmission at routers, at destination mail server or in the destination mailbox. Filtering on the destination port solves the problems caused by spam only partially, i.e., prevents endusers from wasting their time on junk messages, but it does not prevent resources misuse, because all the messages are delivered nevertheless. In general, a spam filter is an application which implements a function :
where, 'm' is a message or Email to be classified, θ is a vector of parameters, and c spam and c leg are labels assigned to the messages [7] . Most of the spam filters are based on a machine learning classification techniques. In a learning-based technique the vector of parameters θ is the result of training the classifier on a precollected dataset: where m 1 , m 2 , ….., m n are previously collected messages, y 1 , y 2 ,…., y n are the corresponding labels, and Ө is the training function. In order to classify new message, a spam filter can analyze them either separately (by just checking the presence of certain words) or in groups (consider the arrival of dozen of messages with same content in five minutes than arrival of one message with the same content). In addition, learning-based filter analyzes a collection of labeled training data (pre-collected messages with reliable judgment).
A brief survey of the results and the limitations of the various method proposed by various researchers across the world was performed. Any email can be represented in terms of features with discrete values based on some statistics of the presence or absence of words based on a vector space model. Thus e-mail data can be represented in their vector form using the vector space model. Before implementing the vector space model for representing the data, it is important that the data is pre-processed [8].
The paper is organized in the following sequence. A brief literature survey of the email-spams, etc. was presented in the previous paragraphs. The aim of the research work is presented in section II. Data pre-processing is dealt with in section III. The section IV describes how to build a vocabulary using vector space model. Data pre-processing is dealt with in section III. Data preprocessing is dealt with in section III. The section IV describes how to build a vocabulary using vector space model. Section V discusses briefly about the data reduction including the data clustering & its types. Classification of the types of classifiers used is depicted in section VI. Porter's algorithm used in the work is explained in the section VII. The evaluation measures are presented next in section VIII. The proposed model along with the data flow diagram is presented in section IX. The section X depicts the coding part. Testing of the designed & developed software module with test case specifications is explained in greater detail in section XI. The results & discussions are presented in section XII. This is followed by the conclusions in section XIII, the references & the author biographies. 
AIM OF THE RESEARCH WORK

DATA PRE-PROCESSING
The basic step done in data pre-processing is stopping and stemming. Stopping is the process of removal of words that are lesser in length (i.e., words with length less than specified value like 2 or 3), frequently occurring words and special symbols. For grammatical reasons, documents are going to use different forms of a word, such as organize, organizes, and organizing [9] . Stemming reduces derivation related forms of a word to a common base form. Porter's stemming and stopping algorithm can be used for this purpose [5] . Stopping and stemming are done to reduce the vocabulary size which helps information retrieval and classification purposes.
BUILDING A VOCABULARY USING A VECTOR SPACE MODEL
This section explains how to build a vocabulary using a space model. To start with, assign to each term in the document, a weight for that term [2] . The simplest approach is to assign the weight to be equal to the number of occurrences of the term t in document d. This weighting scheme is referred to as 'term frequency' and is denoted tf t,d with the subscripts denoting the term and the document in order [10] .
For the document d, the set of weights (determined by the tf weighting function above or indeed any weighting function that maps the number of occurrences of t in d to a positive real value) may be viewed as a vector, with one component for each distinct term. In this view of a document, known in the literature as the bag of words model, the exact ordering of the terms in a document is ignored. The vector view only retains information on the number of occurrences [11] .
Raw term frequency suffers from a critical problem, i.e., all terms are considered equally important when it comes to assessing relevancy on a query. Certain terms have little or no discriminating power in determining relevance [2] . An immediate idea is to scale down the term weights of terms with high collection frequency, defined to be the total number of occurrences of a term in the collection.
The idea would be to reduce the tf weight of a term by a factor that grows with its collection frequency. Instead, use the document frequency df t defined to be the number of documents in the collection that contain a term t. Denoting the total number of documents in a collection by N, the inverse document frequency (idf) inverse document frequency of a term t is given by Eq. (3) as [12]   
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Now, combine the above expressions for term frequency and inverse document frequency, to produce a composite weight for each term in each document. The tf-idf weighting scheme assigns to term t a weight in document d given by Eq. (4) as
The model thus built shows the representation of each email document described by their attributes [13] . Each tuple is assumed to belong to a prior-defined class, as determined by one of the attributes called the class label attribute. Thus, the e-mail documents with their weighted terms can be represented in the form of a table given in Table II .
DATA REDUCTION & CLUSTERING
Data reduction includes data clustering that concerns how to group a set of objects based on their similarity of attributes and / or their proximity in the vector space. Clustering is applied to 2 different training sets, one belonging to spam and the other belonging to non-spam. The cluster representatives will now belong to 2 different classes. The class that each tuple (e-mail) belongs to is given by one of the attributes of the tuple, often called the class label attribute [14] .
Data Clustering
Clustering is the process of partitioning or dividing a set of patterns (data) into groups. Each cluster is abstracted using one or more representatives. Representing the data by fewer clusters necessarily loses certain fine details, but achieves simplification. It models data by its clusters. Clustering is a type of classification imposed on finite set of objects. The relationship between objects is represented in a proximity matrix in which the rows represent 'n' e-mails and columns correspond to the terms given as dimensions.
If objects are categorized as patterns, or points in a d-dimensional metric space, the proximity measure can be Euclidean distance between a pair of points. Unless a meaningful measure of distance or proximity, between a pair of objects is established, no meaningful cluster analysis is possible. Clustering is useful in many applications like decision making, data mining, text mining, machine learning, grouping, and pattern classification and intrusion detection. Clustering has to be done as it helps in detecting outliners & to examine small size clusters [15] .
The proximity matrix is used in this context & thus serves as a useful input to the clustering algorithm. It represents a cluster of n patterns by m points. Typically, m < n leading to data compression, can use centroids. This would help in prototype selection for efficient classification. The clustering algorithms are applied to the training set belonging to 2 different classes separately to obtain their correspondent cluster representatives.
There are different stages in clustering. Typical pattern clustering activity involves the following steps, viz.,
• Pattern representation (optionally including feature extraction and/or selection), • Definition of a pattern proximity measure appropriate to the data domain, • Clustering or grouping, • Data abstraction (if needed), and
• Assessment of output (if needed).
The Fig. 3 shown below depicts a typical sequencing of the first three of the above mentioned 5 steps, including a feedback path where the grouping process output could affect subsequent feature extraction and similarity computations [16] . Pattern representation refers to the number of classes, the number of available patterns, and the number, type and scale of the features available to the clustering algorithm where a pattern 'x' is a single data item used by the clustering algorithm. Some of this information may not be controllable by the practitioner. The grouping step can be performed in a number of ways. The output clustering (or clusterings) can be hard (a partition of the data into groups) or fuzzy (where each pattern has a variable degree of membership in each of the output clusters). Hierarchical clustering algorithms produce a nested series of partitions based on a criterion for merging or splitting clusters based on similarity. Partitional clustering algorithms identify the partition that optimizes (usually locally) a clustering criterion [17] . Data abstraction is the process of extracting a simple and compact representation of a data set. Here, simplicity is either from the perspective of automatic analysis (so that a machine can perform further processing efficiently) or it is human-oriented (so that the representation obtained is easy to comprehend and intuitively appealing).
In the clustering context, a typical data abstraction is a compact description of each cluster, usually in terms of cluster prototypes or representative patterns such as the centroid. Different approaches to clustering data can be described with the help of the hierarchy shown in Fig. 4 . In the work considered in this paper, the 'hierarchical type of clustering' has been used [18] .
Some of the clustering algorithms popularly used are:
K-means
The K-means algorithm takes the input parameter k, and partitions a set of n objects into k clusters so that the resulting intra cluster similarity is high but the inter-cluster similarity is low. The Kmeans algorithm proceeds as follows:
• Arbitrarily choose k objects as the initial cluster centers.
• Repeat
• (re)assign each object to the cluster to which the object is the most similar, based on the mean value of the objects in the cluster.
• update the cluster means, i.e., calculate the mean value of the objects for each clusters.
• until no change.
Generally, the k-means algorithm has the following important properties, viz.,
• It is efficient in processing large data sets.
• It often terminates at a local optimum.
• The clusters have spherical shapes.
• It is sensitive to noise.
The K-means algorithm is classified as a batch method, because it requires that all the data should be available in advance. However, there are variants of the k-means clustering process, which gets around this limitation. Choosing the proper initial centroids is the key step of the basic K-means procedure. The time complexity of the k-means algorithm is O(nkl), where n is the number of objects, k is the number of clusters, and l is the number of iterations [19] . The other variant of K-means algorithm is the single pass Kmeans algorithm. Generally K-means algorithm takes more number of iterations to converge. For handling large data sets with K-means algorithm needs buffering strategy which takes single pass over the data set. It works as follows.
B is the size of buffer and k 1 is the cluster representatives which are representing the means of cluster. Initially, data of size B is taken into the buffer. On this data, K-means algorithm is applied. The cluster representatives are stored into the memory. The remaining data is discarded from the memory. Again data is loaded into memory from disk. But, the K-means algorithm is performed on this new data with previous cluster representatives. This process repeats until the whole data is clustered. It takes less computational effort as compared to the normal K-means algorithm. But, the K-means algorithm suffers from initial guess of centroids, value of K, lack of scalability, capacity to handle numerical attributes and resulting clusters can be unbalanced.
BIRCH-Balanced Iterative Reducing and Clustering using Hierarchies
BIRCH is an integrated hierarchical clustering method. It has clustering feature and a clustering feature tree (CF-Tree) which is used to summarize cluster representations. A clustering feature (CF) is a triplet summarizing information about sub-clusters of the objects. Given N d-dimensional points or objects {o i } in a subcluster, then the CF of the sub-cluster is defined as:
where, N is the number of points in the sub cluster, LS is the linear sum on N points and SS is the square sum of the data points.
A CF-Tree is a height balanced tree that stores the clustering features for a hierarchical clustering. The non-leaf nodes store sums of the CF's of their children, and thus summarize clustering information about their children. A CF tree has 2 parameters, viz., branching factor B and threshold T. The branching factor specifies the maximum number of children a non-leaf node can have and the threshold specifies the maximum diameter of the sub clusters stored at the leaf nodes. It consists of 4 phases, Phase 1 : Load into memory by building a CF Tree.
Phase 2 : Condense into desirable range by building a smaller CF Tree (P 2 is optional).
Phase 3 : Global Clustering.
Phase 4 : Cluster Refining (P 4 is optional).
Phase 1 : The CF tree is built as the objects are inserted. An object is inserted to the closest leaf entry. If the diameter of the sub cluster stored in the leaf node is larger than the threshold then the leaf node is split. After the insertion of a new object, information about it is passed towards the root of the tree.
Phase 2 : P 2 is optional. It's observed that the existing global or semi-global clustering methods applied.
Phase 3 : A global clustering algorithm is used to cluster the leaf nodes of a CF tree.
Phase 4 : P 4 is optional and entails the cost of additional passes over the data to correct those inaccuracies and refine the clusters further. Up to this point, the original data has only been scanned once, although the tree and outlier information may have been scanned multiple times. It uses the centroids of the clusters produced by phase 3 as seeds, and redistributes the data points to its closest seed to obtain a set of new clusters [20] .
CLASSIFICATION OF CLASSFIERS
Classifiers are used to predict the class label of the new document which is unlabelled [7] . For classification, we use classifiers like NNC (Nearest Neighbour Classifier) and it's variant K-NNC (KNearest Neighbour Classifier).
NNC
The nearest neighbour classifier assigns to a test pattern a class label of its closest neighbour. If there are n patterns X 1 , X 2 ,…….., X n each of dimension d, and each pattern is associated with a class c, and if we have a test pattern P, then
To compare the distances of a given test pattern with other patterns, the nearest neighbour classifier uses the Euclidean distance method which is given by [1] ( ) ( )
Pattern P is assigned to the class associated with X k .
K-NNC
The K-nearest neighbour classifier is a variant of the nearest neighbour classifier where instead of finding just one nearest neighbour as in the case of nearest neighbour classifier, k nearest neighbours are found. The nearest neighbours are found using the Euclidean distance. The majority class of this k nearest neighbours is the class label assigned to the new test pattern.
The value chosen for k is crucial & with the right value of k, the classification accuracy will be better than that of using the nearest neighbour classifier. For large data sets, k can be larger to reduce the error. Choosing k can be done experimentally, where a number of patterns taken out from the training set can be classified using the remaining training patterns for different values of k & k can be chosen the value which gives the least error in classification [2] .
This method will reduce the error in classification when training patterns are noisy. The closest pattern of the test pattern may belong to another class, but when a no. of neighbours are obtained & the majority class label is considered, pattern is more likely to be classified correctly.
PORTER'S ALGORTIHM
In this section, a small overview of the porter's algorithm is presented. The Porter Stemmer is a conflation stemmer developed by Martin Porter at the University of Cambridge in 1980. The stemmer is based on the idea that the suffixes in the English language (approximately 1200) are mostly made up of a combination of smaller and simpler suffixes. This stemmer is a linear step stemmer.
The porter stemming algorithm (or 'Porter Stemmer') is a process for removing the commoner morphological and in-flexional endings from words in English. Its main use is as part of a term normalization process that is usually done when setting up information retrieval systems. Porter's algorithm works based on number of vowel characters, which are followed be a consonant character in the stem (measure), must be greater than one for the rule to be applied [3] . Using this porter's algorithm, a code has been developed & used to classify the emails into spam & nonspam emails more efficiently.
EVALUATION MEASURES
This is done in 2 steps, viz., classifier accuracy & alternative to the measure of the accuracy
Classifier Accuracy
Estimating classifier accuracy is important in that it allows one to evaluate how accurately a given classifier will label the test data. It can be calculated using the formula discussed below. The data set used for training and testing is the 'ling spam corpus'. Each of the 10 sub-directories contains spam and legitimate messages, one message in each file. The total number of spam messages is 481 and that of legitimate messages are 2412.
Alternatives to accuracy measure
A classifier is trained to classify e-mails as non-spam and spam mails [6] . An accuracy of 85 % may make the classifier accurate, but what if only 10-15 % of the training samples are actually "spam"? Clearly an accuracy of 85 % may not be acceptable-the classifier could be correctly labelling only the "non-spam" samples. Instead, we would like to be able to access how well the classifier can recognize "spam" samples (referred to as positive samples) how well it can recognize "non-spam" samples (referred to as negative samples). The sensitivity (recall) and specificity measures can be used, respectively for this purpose. In addition, we may use precision to access the percentage of samples labeled as "spam" that actually are "spam" samples. The evaluation measures which are used in approach for testing process in our research work could be defined as follows [4] Note that the evaluation is done on the above 4 parameters. The different methods of evaluation measures used in the research work considered is summarized in the form of a table in table III.
DETAILED DESIGN
The design involves three parts, viz., vector space model, the CF tree & the development of the DFD.
Design Constraints :
The design constraints are divided into software & hardware constraints, which are listed as below.
Software Constraints :
o Linux Operating system. o Gcc compiler to compile C programs. Hardware Constraints :
o Intel Pentium Processor. o 1 GB RAM. o 80 GB hard disc space.
Vector space model
Due to the large number of features (terms) in the training set, memory requirements will be more. Arrays cannot be used to store the features as this leads to memory problems so we use a linked list to implement the storage of features and the T f -idf calculation [5] . As the training set contains large number of documents, the documents are also implemented in the linked list format as shown in Fig. 5 . 
CF Tree
BIRCH is used to cluster large number of data. It inserts the data into the nodes of a CF tree one by one for efficient memory usage. The insertion of a data into the CF tree is carried out by traversing the CF tree top-down from the root according to an instancecluster distance function i.e. Euclidean distance [6] . The data is then inserted into the closest sub-cluster under a leaf node as shown in Fig. 6 . Note that in the Fig. 6 shown, B = 7 & L = 6. 
Coding
Top-level pseudo code developed in C language. The coding developed in this research work consisted of 4 modules, viz., main module, stopping, stemming & the vector space modeling. Each module developed is explained as follows [9]:
Main Module
Step 1 : Read each word from each document.
Step 2 : If the scanned word is a stop word then remove the stop word.
Step 3 : Perform stemming based on the rules of the stemming algorithm.
Step 4 : Build the vocabulary and calculate the Tf-idf
Step 5 : Cluster the documents by any of the two clustering algorithms K-means or BIRCH
Step 6 : Classify the test document by using either NNC or K-NNC classifiers.
Stopping
Step 1 : Check if the word in the main module is present in the stop list of words.
Step 2 : If present, then remove the word.
Step 3 : Else do not remove.
Step 4 : Check if the data is a number or any special symbol
Step 5 : If so, remove that word.
Stemming
Step 1 : If the word is not stopped, then check if a root word exists for that word by various rules provided by the algorithm.
Step 2 : If a root word exists, then replace all the occurrences of that word with the root word.
Vector space model
Step 1 : Check if the word is already present in the vocabulary list.
Step 2 : If not, insert this word into a new node and update the document number and frequency in the corresponding node.
Step 3 : If the word is already present, and if it is appearing for the first time in the document, then create a new node with the document number and it's corresponding frequency.
Step 4 : Else if the word is appearing again in the same document then increment the frequency.
Step 5 : Calculate the inverse document frequency (idf) for each term(word) by the formula idf = log (N/df t ), where N is the total number of documents and df t is the number of documents that the term has occurred in.
Step 6 : Calculate the T f -idf of each word in each document by the formula T f -idf = Frequency * idf.
TESTING OF THE DESIGNED & DEVELOPED SOFTWARE MODULE WITH TEST CASE SPECS
Testing is a very important process in any design & development of the software. It uncovers all the bugs generated by the software to make the application a successful product. It can be done in four different stages such as unit testing, module testing, integration testing and system testing. A very important criterion for testing is the data set used, i.e., corpus. 
K-means
Step 1 : Select k initial centres.
Step 2 : repeat { • assign every data instance to the closest cluster based on the distance between the data instance and the center of the cluster • compute the new centers of the k clusters } until(the convergence criterion is met) 
NNC
Step 1 : Get the centroids from the clustering module.
Step 2 : Calculate the distance between the test data and each centroid.
Step 3 : Test data is assigned to the class associated with the least distance from the distances calculated.
K-NNC
Step 1 : Calculate the distance of test data with respect to each centroid.
Step 2 : Find out the "K" nearest neighbors from the above calculated distances.
Step 3 : Classify the test data corresponding to the class label with which the test data has majority of the minimum distances.
RESULTS AND INFERENCE
The coding was done in C ; after the code was run, various performance measures such as the precision, recall, specificity & the accuracy, etc. were observed. The results are shown in the Figs. 8 to 11 respectively. Inference : Accuracy for BIRCH with K-NNC has a optimal value as the data set increases, also K-means works well for smaller data set. It can be visualized from the graph in Fig. 11 that conditions being checked hold good for large data and BIRCH with K-NNC is the best combination if the data set increases. It can be seen that BIRCH with K-NNC is more accurate for large data, which can be observed from the quantitative results shown in the table VIII. 
Precision
Accuracy
Conclusions
In this paper, an email clustering method is proposed and implemented to efficient detect the spam mails. The proposed technique includes the distance between all of the attributes of an email. The proposed technique is implemented using open source technology in C language; ling spam corpus dataset was selected for the experiment. Different performance measures such as the precision, recall, specificity & the accuracy, etc. were observed. K-means clustering algorithm works well for smaller data sets.
BIRCH with K-NNC is the best combination as it works better with large data sets. In BIRCH clustering, decisions made without scanning the whole data & BIRCH utilizes local information (each clustering decision is made without scanning all data points). BIRCH is a better clustering algorithm requiring a single scan of the entire data set thus saving time. The work presented in this paper can be further extended & can be tested with different algorithms and varying size of large data sets.
