Abstract-In this paper we motivate the need for on-line learning in brain-computer interfaces (BCI) and illustrate its benefits with the simplest method, namely fixed learning rates. However, the use of this method is supported hy the risk of hampering the user to acquire suitable control of the BCI if the embedded classifier changes too rapidly. We report the results with 3 beginner subjects in a series of consecutive recordings, where the classifiers are iteratively trained with the data of a given session and tested on the next session. Interestingly, performance improved over sessions significantly for 2 of the subjects. These results show that on-line learning improves systematically the performance of the subjects. Moreover, performance with online learning is statistically similar to that obtained training the classifier ON-line with the same amount of data.
I. INTRODUCTION
Over the last years we have developed a portable braincomputer interface (BCI) that analyzes on-line electroencephalogram (EEG) signals-i.e., the brain electrical activity recorded from electrodes placed onto the scalp-in order to determine the subject's mental state that is then mapped into actions such as selecting a letter from a virtual keyboard or driving a mobile robot [l], [2] , Despite these initial successful demonstrations of BCI, there are a number of issues that need to be solved before this technology can move outside the lab, especially to fulfill the hopes of disabled people [2] . One of these issues is how to scale up the number of recognizable mental states. A second one is to deal with the high variability of brain signals. In this paper we explore this second issue. When a subject is performing the mental tasks required for the operation of a BCI, hisher brain is also engaged in other ongoing activities. The measured brain signals are then the result of the combination of these two activities and successive recordings give rise to highly variable responses. Some well-known factors that condition this ongoing state are attention, fatigue, or motivation. Other factors that arise in natural conditions outside shielded rooms, like in our case, are ambient noise and light, among others. Still other factors, which occur especially at the beginning of the subject's training, are related to changes of the strategies the subjects cany out aiming at facilitating recognition of the mental tasks. These latter factors are more prominent when subjects received on-line feedback, as they verbally report, even though they are instructed not to change strategies along a day. In summary, brain activity changes naturally over time. In particular, this is the case from one session (with which data the classifier is trained) to the next (where the classifier is applied). Thus, there is a need for online adaptation of the classifier while the subject operates the BCI. Equally important, rapidly reaching a sufficiently good and stable performance is critical for a BCI, otherwise users can become frustrated and stop utilizing the interface.
To illustrate this need, Figure 1 shows brain power maps in the band 8-12 Hz for the three mental tasks of one of our experimental subjects for two consecutive recording sessions (top panels and bottom panels, respectively). These maps have been generated from the average of all the EEG samples of a given mental task. The three mental tasks are imagination of left hand movements (left panels), imagination of right hand movements (central panels), and generation of words beginning with the same random letter (right panels), respectively. Figure 1 illustrates how, for each mental task, the brain maps-and hence the EEG samples-iiffer in quite a few respects from one session to the next. This is particularly the case for the first two mental tasks, imagination of left and right hand movements, where even the power map of the "right" task in the second session is closer to the power map of the "left" task in the first session than to that of the same mental task. Altogether, this spontaneous variability of brain signals between sessions hinder correct on-line recognition with any classifier trained with the data of previous sessions.
Although different altemative on-line learning methods are available from the neural network, statistical, and computational learning disciplines (e.g., ) is the use of training methods that are computationally inexpensive and, more importantly, that require minimal training data. These are necessary constraints if we wish the system to adapt on the fly and respond quickly, on the order of a second, to make brain interaction of practical use. In this paper we use a simple statistical classifier to illustrate the benefits of on-line learning with three beginner subjects. The results show that on-line learning improves systematically the performance of the subjects. Moreover, performance after on-line learning is statistically similar to that obtained training the classifier off-line with the same amount of data. To the best of our knowledge, the issue of on-line learning in BCI has not 0-7803-8359-1/04/$20.00 02004 IEEEbeen explored previously.
In [141. In these synchronous BCI systems, the EEG phenomena to be recognized are time-locked to a cue, and a trial typically lasts from 4 to IO seconds. In contrast, our BCI is based on an asynchronous protocol in which the subject makes voluntary, self-paced decisions on when to stop performing a mental task and when to start the next one. This makes the system very flexible and natural to operate, and yields rapid response times (e.g., 0.5 s in our case). Typically, EEG-based BCIs make binary decisions as they seek to recognize 2 different mental states. Our system tries to recognize 3 different mental tasks using a simple statistical classifier that may also respond "unknown" for uncertain samples. The incorporation of rejection criteria-a probability threshold in our case, see Section 4-40 avoid making risky decisions is an important concern in BCI. From a practical point of view, a low classification error is a critical performance criterion for a BCI; otherwise users can become frustrated and stop utilizing the interface. On the other hand, the BCI should still respond rapidly, on the order of a second, to achieve a sufficient bit rate for interaction. This is possible with an asynchronous BCI, as we illustrate below.
Based on these principles, we have developed two brainactuated applications providing alternative channels for communication and control, respectively. Thus, the brain interface can be used to select letters from a virtual keyboard on a computer screen and to write a message 121. Initially, the whole keyboard is divided in three parts, each associated to one of the mental tasks. Then, as the classifier recognizes what the subject is concentrated on, the keyboard is successively split in smaller parts until a letter is selected. This letter goes to the message and the whole process starts over again. The actual selection of a part of the keyboard incorporates some additional reliability measures (in addition to the statistical rejection criteria) to reduce the likelihood of wrong selections and correct them in case they occur. For our trained subjects, it takes 22.0 s on average to select the desired letter [2].
In preliminary work where those reliability measures were relaxed, one subject could write letters at an average speed of 7. . The key idea here is that the user's mental states are associated with high-level commands (e. g. , " right at the next occasion") and that the robot executes these commands autonomously using the readings of its onboard sensors. Another critical feature is that a subject can issue high-level commands at any moment. This is possible because the operation of the BCI is asynchronous and, unlike synchronous approaches, does not require waiting for extemal cues. Using this system, two subjects have succeeded in mentally driving the robot along non-trivial trajectories visiting 3 or 4 rooms in the desired order. Furthermore, experimental results show that mental control of the robot is similar to manual control for the same trajectories.
DATA RECORDING
In the experiments reported below, EEG potentials were recorded with a portable commercial system using a cap with 32 integrated scalp electrodes located at standard positions of the International 10-20 system. The sampling rate was 5 12 Hz. The raw EEG potentials were first spatially filtered by means of a surface Laplacian (SL) computed globally by means of a spherical spline of order 2 [15], [16] . This spatial filtering yields new potentials that represent better the cortical activity due only to local sources below the electrodes. The superiority of this kind of SL-transformed potentials over raw potentials for the operation of a BCI has been demonstrated in different studies (e.g., [17] ). Then, every 62.5 ms-i.e., 16 times per second-the power spectral density in the band 8-30 Hz was estimated over the last second of data with a frequency resolution of 2 Hz for the 8 centro-parietal channels C3, Cz, C4, CPI, CP2, P3, Pz, and P4. As a result, an EEG sample is a 96-dimensional vector (8 channels times 12 frequency components). No artifact rejection or correction was employed, and so all the samples were given to the classifier that tries to recognize the correct mental task of each of them.
Three volunteer healthy subjects "A", "B", and " C , without any previous experience with BCI or mental training, participated in three consecutive days of recordings where they carried out three mental tasks. These tasks are imagination of repetitive self-paced movements of the left and right hands, and generation of words beginning with the same random letter. Each day, subjects performed a number of consecutive recording sessions of 4 minutes, separated by breaks of 5-10 min. During each training session subjects switched randomly every 20 s between the three mental tasks'. For the purpose of this study, and other parallel ones, subjects did not receive any feedback. Also, in this off-line study we only analyze the performance of the subjects during four consecutive sessions of the third day.
IV. STATISTICAL CLASSIFIER
The different mental tasks are recognized by a Gaussian classifier trained to classify EEG samples as class #I, #2, #3 or "unknown". In this statistical classifier, every Gaussian unit represents a prototype of one of the mental tasks (or classes) to be recognized. We use several prototypes per mental task in order to estimate the posterior class probability distribution for an EEG sample. We assume that the class-conditional probability density function of class C k is a superposition of Nk Gaussians (or prototypes) and that classes have equal prior probabilities. In our case, all the classes have the same number of prototypes, namely 4. In addition, we assume that 'While operariog a brain-actuated application. the user does essentially the same as during the recording sessions. The only difference is that in the former c w hdshe switches to the next menral m k as swn as the desired action has been paformed all four prototypes have an equal weight of 1/4. The number of prototypes has been chosen by cross-validation over all the subjects.
Usually, each prototype of a given class Ck has its own covariance matrix Et. In our case, in order to reduce the number of parameters, we restrict our model to a diagonal covariance matrix Ck that is common to all the prototypes of To initialize the center of the prototypes, p i , of the class ck we run a clustering algorithm-typically, self-organizing maps [IS] . We then initialize the diagonal covariance matrix by setting the Class ck.
where s k the set of indexes of samples belonging to the class ck, lSkl is the cardinality of this set, i*(n) is the nearest prototype of this class to the sample z", and pf"" is its center. The index m denotes the element of a vector, and mm the diagonal element of a matrix.
During learning we improve these initial estimations of pi and Xi by stochastic gradient descent so as to minimize the mean square error between the output of the classifier, the posterior class probability distribution, and the target vector in the form 1-ofc. After updating pi and Cf for a given training sample, the covariance matrices of all the prototypes of the same class are averaged to obtain the common class covariance matrix &. This simple operation leads to better performance than if separate covariance matrices are kept for each individual prototype. It is also worth noting that given the relatively low number of parameters of the covariance matrices to be estimated, as compared to when we use the full matrices, usual regularization techniques (e.g., [19]) do not improve performance.
The brain-computer interface responds every 0.5 s. Firstly, during each frame of 62.5 ms it computes the classconditioned probability for each class. Secondly, it averages the class-conditioned probabilities over 8 consecutive samples.
Thirdly, it estimates the posterior probability based on the average class-conditioned probability of each class using Bayes' formula. Finally, the response is the class with the highest posterior probability provided that it is greater than a given probability threshold'; otherwise the response is classified as "unknown" so as to avoid making risky decisions for uncertain samples. This rejection criterion keeps the number of errors (false positives) low.
In on-line learning the learning rates, usually one for each free parameter of the model, are updated after the presentation of each training sample to better fit the local error surface, what accelerates convergence [7] . However, in a BCI context, the risk exists that since the subjects are trained in a changing environment, a classifier that learns too fast may confuse them. As a consequence, the BCI acquires wrong classification rules.
'The choice of the probability threshold was based on a ROC study over all the subjects using the flrrt recording session. These results indicate that on-line learning improves systematically the performance of the subjects. In particular, for --x " B subject " B , on-line learning reduces the error and unknown rates by 28% and 9%, respectively. For the other subjects, online learning yields a more modest improvement. However, taking into account the performances of the different training iterations, a Z-test across subjects on 2 independent proportions shows significant differences between the off-line and on-line learning. On the other hand, the classifier for subject " C is still far from acceptable performance. According to our previous experience, this is probably due to the lack of feedback that helps the user develop correct mental strategies.
As for subjects "A" and "B', they reached a performance that should be close to allow them start operating a brain-actuated device. A clear indication for this is that they improve their performance from a recording session to the next.
To illustrate the challenge of training the classifier embedded in the BCI in this iterative way, which fits also better user's training in an online setting, we have trained a classifier for subject "B" with the conventional method based on a k-fold cross validation using all available data. In this case, we have merged the same four recording sessions used before and applied a 5-fold cross validation with the same probability threshold of 0.75. The average generalization error and unknown rates are 6.5% and 29.4%, far below the average rates of the three sessions in Table 1 -21.0% and 36.3%, respectively. Furthermore, if we perform a ROC analysis to select the optimal probability threshold then errors and unknown responses fall to 2.1% and 36.3%, which mismatches completely the on-line performance.
A. Is On-line Leaming That Better?
Given that the classifiers are trained with a limited amount of data, one may wonder if the better performance of on-line learning is due to either the quality of the new EEG samples (there actually exists a drift in the distribution) or just to the larger amount of samples (it uses one additional minute of data, although each sample is processed only once). A related question is whether or not the on-line algorithm is making an optimal (or, at least, good) use of the new data.
To answer these questions, we have designed two experiments where, for each subject and recording session, the classifiers are trained on the same amount of EEG samples. In the first experiment we compare the performance of the above off-line classifier trained on all the data of a given recording session Xi (4 minutes in total), with that of the same classifier but trained on the first three minutes of session Xi plus the first minute of the following session X j , what amounts to 4 minutes of data too. In both cases the classifiers have been tested on the last 3 minutes of the following recording session Xi. Table II shows the performance of these two classifiers.
For each subject the first row gives the performance of the normal off-line classifier, Xi, and the second raw that of the second off-line classifier, Xi -Ai + A,. The probability threshold and the learning rates are the same as before for both classifiers. A Z-test across subjects shows that the off- The second experiment seeks to compare the performance of the above on-line classifier with that of an off-line classifier trained on the same amount of data as the on-line one; i.e., all the EEG samples of session X i plus the first minute of the following session Xi. Table I11 gives the results of this experiment, where a Z-test across subjects does not shows significant differences, except perhaps for subject "A", despite the fact that the on-line learning algorithm processes the samples of the session Xi sequentially and only once. 
VI. CGNCLUSIGNS
In this paper we have motivated the need for on-line learning in BCI and have illustrated its benefits with the simplest method, namely fixed learning rates. In panicular, we have shown that if the classifier obtained from off-line training on a given recording session is then tuned on-line with a small amount of EEG samples of the next session, then we get a significant improvement in performance. Also, this performance is statistically similar to that obtained if we would train the classifier off-line with the same amount of data. The use of this basic on-line method is supported by the risk of hampering the user to acquire suitable control of the BCI if the embedded classifier changes too rapidly. Obviously, a topic of current research is the analysis of more sophisticated on-line methods to tune the learning rates dynamically that fit the BCI framework, especially when the users receive feedback to help them improve performance.
In this study we have assumed that the correct mental task for every EEG sample is immediately known and so we can perform standard supervised learning. This is the case while the subjects are being trained until they reach a stable suitable control of the BCI. But once the user starts operating a brainactuated device, the subject's intention is not known instant by instant while still there is a need for on-line learning. In this case, we could resort to temporal-difference methods and reinforcement leaming [ZO] , especially if the subject is controlling robotic devices, a task in which these learning techniques have been demonstrated to be particularly effective P I .
