The KOTO experiment at J-PARC, Japan, aims to observe the rare neutral kaon decay mode K L → π 0 νν. After the first experimental run in May 2013 at a 24-kW beam power, the KOTO data acquisition (DAQ) system was upgraded in 2015 to provide efficient and reliable data collection at higher beam intensities. Lossless data compression in the analog-todigital converter modules was implemented to reduce the size of data packets, resulting in a threefold increase in data collection rate. A new software trigger on a 47-node cluster was designed to use Infiniband hardware with message passing interface protocol to establish a mesh network inside the computer clusters for parallel data processing. The upgrade to the KOTO DAQ system was commissioned in 2015 and successfully collected data with a beam intensity of up to 42 kW. In preparation for increasing beam intensities in future runs, the hardware trigger upgrades using the reconfigurable clustering element platform technology are under development.
I. INTRODUCTION
A T THE early stage of the universe, equal amounts of matter and antimatter were created. However, there is a dominance of matter over antimatter in our current universe. Part of this phenomenon can be explained by CP symmetry breaking. So far, experiments carried out for these theories observed small or insufficient amounts of CP violation to account for the CP symmetry breaking in the early universe. Therefore, studying CP violating decays can possibly discover new physics [1] .
A. K L → π 0 νν
One of the notable CP violation decays is K L → π 0 νν, where a long-lived neutral K meson decays into a neutral pion and two neutrinos. This decay is a direct CP violating decay and provides a clear calculation of the CP violation strength from its branching ratio. The standard model branching ratio BR(K L → π 0 νν) is (3.0 ± 0.3) × 10 −11 [2] .
The upper limit of this branching ratio was previously measured directly by the KEK E391a experiment and indirectly by the BNL E949 experiment. The result of E391a provided a direct measurement limit of 2.6 × 10 −8 at the 90% confidence level [3] . An indirect limit using the results from E949 and the Grossman-Nir (G-N) relation yielded a upper limit of the branching ratio of 1.7 × 10 −9 [4] .
The G-N relation is a model-independent calculation using isospin to correlate the branching ratios between K L → π 0 νν and K + → π + νν. The upper limit in the calculation requires the imaginary part of a complex number to be smaller than or equal to its absolute value. Equation (1) describes the relationship between the two decays [5] BR(K L → π 0 νν) < 4.4 × BR(K + → π + νν).
The upper bound of the ratio of BR(K L → π 0 νν) / BR(K + → π + νν) is called the G-N bound. Below the G-N bound, there are several theoretical models such as minimal flavor violation [6] , the Littlest Higgs model [7] , the Randall-Sundrum model [8] , the standard model with four generations [9] , and four supersymmetry flavor models [10] . By probing the region below the G-N bound, we will be able to verify these currently existing theoretical physics models.
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B. KOTO Experiment
The KOTO experiment is located at J-PARC in Tōkai-mura, Ibaraki, Japan. The KOTO experiment is named after the decay particle, neutral kaon K 0 , and the village Tōkai. The goal of the KOTO experiment is to observe the K L → π 0 νν decay and measure its branching ratio.
At J-PARC, protons are accelerated using a 3-GeV synchrotron and further boosted by another synchrotron to reach an energy of 30 GeV. The accelerated protons are slowly extracted with a 2 s spill every 6 s. The extracted protons generate secondary particles by colliding onto a gold target. The KOTO experiment has a 16 • angle to the primary beam line and accepts neutral particles generated by the gold target, including neutral K mesons. These neutral K mesons then enter and decay inside the KOTO detectors. The K L → π 0 νν decay can be identified by detecting the two photons from the π 0 decay in the final state, due to the escapes of neutrinos from the detector. The KOTO detectors consist of multiple scintillator detectors, crystal detectors, and Cherenkov detectors to detect photons and charged particles. Fig. 1 shows a sideview of the KOTO detectors. The cesium iodide (CsI) calorimeter is used to measure the energy and position of the photons. A charged veto detector is located inside the fiducial region in front of the CsI calorimeter and several veto detectors are located upstream and downstream of the CsI calorimeter in order to identify background events consisting of photons or charged particles outside the fiducial region of the calorimeter, such as K L → π 0 π 0 π 0 and K L → π + π − π 0 . The π 0 in the K L → π 0 νν decay should have a larger transverse momentum than any other Kaon decay with a π 0 in the final state, due to the small mass of the two neutrinos. The signal is defined by the large transverse momentum and the absence of any other charged or neutral particles. Fig. 1 shows a sideview of all KOTO detectors used in 2015 runs.
In May 2013, the experiment accumulated data with a K L flux of 4.2×10 7 K L /spill per 2×10 14 protons at a 24-kW beam power [11] . In the 2015 runs, the proton beam power increased up to 42 kW. Furthermore, we collected about 20 times more data compared with May 2013. The analysis is in progress and we intend to suppress the upper limit of the branching ratio below the G-N bound. However, in order to reach the standard model sensitivity, higher beam intensities are necessary. The beam power is planned to increase up to 100 kW in the near future [12] .
II. DAQ SYSTEM The KOTO data acquisition (DAQ) system consists of analog-to-digital (ADC) front-end modules, two hardware triggers (L1 and L2), and one software trigger (L3). The three-level trigger system is designed to eliminate background decays while retaining the sensitivity to the signal events. Fig. 2 illustrates the DAQ chain. The ADC modules digitize the analog photo multiplier tube (PMT) signals from the detectors. They send information of energy sums to the L1 trigger for the L1 trigger request. Meanwhile, the data inside the ADC modules are put into the pipeline, waiting for the L1 trigger decision, and then sent to the L2 trigger. After the L2 trigger makes its event selection, the data packets are transferred to the L3 computing farm for event building and data collection. After the data are saved onto the disks on the L3 computing farm, we transfer the data to permanent tape storage at KEK. Details of each level of the triggers will be discussed in the following sections.
The KOTO experiment uses two characteristics of the K L → π 0 νν decay process to identify candidate events: a neutral decay and a large transverse momentum. The charged particle veto is in part of the L1 trigger decision making. A characteristic of this neutral decay that distinguishes it from all the other backgrounds of K L neutral decays is that the π 0 should have large transverse momentum due to missing neutrinos. Some examples of these background events are
We implemented these criteria into the L2 trigger event selection. The L3 computing farm integrates all fragments of trigger information and builds them into a complete event for permanent storage.
A. ADC
The ADC modules calculate the CsI calorimeter energy sum and the veto detector hit energy for all channels within the modules and send this information to the L1 trigger for the trigger decision. Meanwhile, the ADC modules compress the digitized waveform signals and place them in the pipeline, waiting for the L1 trigger request signal to send the data to the L2 trigger. Fig. 3 shows the logic path inside the ADC modules.
Two types of ADC modules with sampling rates of 125 and 500 MHz are used to digitize detector waveform signals [13] . The PMT output signals from approximately 3000 calorimeter channels and 1000 veto detector channels are sent via CAT-6 twisted pair cables to the 125-MHz ADC and RG174 cables for the 500-MHz ADC. A total of 262 ADC modules are used, where the 125-MHz ADC modules receive 16 detector channels and the 500-MHz ADC modules receive four detector channels. To reduce the noise level, the 125-MHz ADC is designed to receive differential pair signals from the CsI calorimeter. Most of the detectors use a 14-bit dynamic range for energy measurement. Veto detectors that require 500-MHz ADCs use a 12-b dynamic range for energy measurement. The analog PMT signals are shaped into a Gaussian waveform of approximately 100 ns at full width at half maximum using a ten-pole filter. The timing window for each waveform is 512 ns. Each detector channel waveform is digitized at a sampling rate of 125 or 500 MHz, as shown in Fig. 4 [15] , based on the counting rates of different detectors. By fitting the Gaussian waveform with points 8 and 2 ns apart, we can reconstruct the timing of the peak of the PMT signals with a 1-ns resolution. The timing alignment between detectors is calibrated using beam data [14] . The ADC packages the trigger data into a 16-b word and then sends them out to the L1 trigger and L2 trigger. In the later half of the runs in 2015, we implemented the lossless data compression inside the ADC modules to accommodate increasing beam power and to sustain reasonable DAQ livetime [15] . The lossless compression algorithm will be discussed later in this section.
B. Trigger System
The trigger systems are used to perform event selections and other event processing. The L1 trigger and L2 trigger are used for event selections and the L3 computing farm is used for event building, compression, and storage. The hardware design of the 9U VME boards in the L1 trigger and the L2 trigger is identical. A daisy-chain P3 backplane is used in both the L1 and L2 triggers to calculate energy that is necessary for the trigger decisions. The custom designed P3 backplane provides connections between adjacent trigger modules using a 24-b wide bus [15] . We use an 8-b/10-bit encoding in the optical data transmission line between the ADC modules and the L1 and L2 triggers. Custom-designed 9U electronic boards use Virtex 5 XC5VFX70T field-programmable gate arrays (FPGAs) for data processing and L2 trigger modules use Virtex 4 XC4VFX12 FPGAs for accessing data from the on-board memory.
1) L1 Trigger: The L1 trigger eliminates events that are irrelevant to the neutral decay by performing a selection based on a CsI energy threshold and no veto detector activities. It receives an energy sum over 16 channels from each ADC module every 8 ns via the 2.5-Gb/s optical links. It then calculates the sum over 3000 channels of calorimetric energy and checks 1000 channels of detector veto. The L1 trigger decision is determined by requiring a minimum threshold of 550 MeV of total energy deposited onto the CsI calorimeter and no activities (maximum energy threshold depending on each veto detector performance) in the veto detectors. The data flow in the L1 trigger is illustrated in Fig. 5 . The CsI channels and veto detector channels are separated to calculate the sums of energy. Each L1 trigger module calculates the sums of its energy and adds the sum of its neighboring module. This information is passed to the master L1 module through the P3 backplane. The master L1 trigger module issues the trigger request back to the ADC modules based on the calorimeter energy sums and the veto detector hit activities.
2) L2 Trigger: The L2 trigger distinguishes possible decays of interest by selecting events with large transverse momentum using the center-of-energy (CoE) radius calculation.
The signal for the decay is a π 0 with a large transverse momentum. However, in the L2 system, only information from each CsI crystal is stored. The event is not reconstructed; therefore, the decay vertex is unknown and the transverse momentum cannot be calculated. As an approximation, we can calculate the CoE and translate this into transverse momentum limits based on the fiducial decay region.
The CoE radius calculation uses the energy and position information of photons deposited onto the CsI calorimeter. Similar to the calculation of the center of mass of an object, the CoE is calculated by weighting the energy of each CsI crystal with its x and y positions. The CoE radius refers to the distance between the CoE and the center of the CsI calorimeter, as shown in equation (2), where E i is the energy deposited on a CsI crystal and x i and y i are the positions of the crystal. Fig. 6 shows the CoE radius selection study on different kaon neutral decay modes
Using equation (2), we are able to study the CoE distribution of decay modes that are sensitive to the CoE selection, such . L2 trigger data flowchart. The master L2 trigger module makes the event selection using the CoE radius cut. The L2 trigger modules will send a signal to the L1 trigger master to stop generating L1 trigger requests when the buffer inside the L2 firmware is full and then resume when the buffer is cleared up.
We use a total of 17 L2 trigger boards to receive data from 262 ADC modules via 2.5-Gb/s optical links. Each L2 trigger board receives up to 16 ADC modules. Similar to the data transmission path in the L1 trigger hardware, each L2 trigger board calculates the CoE values from its ADC module inputs and passes the information to its neighboring board. The master board in the L2 trigger makes the CoE decision to accept events with a CoE radius larger than 165 mm. The L2 trigger boards then package the events into Ethernet packets and send them to the L3 computing farm. Two 2-Gb DDR2 on-board memories are used for temporary event storage on the L2 trigger boards. During one spill, events that pass the L2 trigger are written onto one 2-Gb memory and read out from the memory to the L3 computing farm in the next spill. The writing/reading process alternates spill by spill on the two DDR2 memories.
3) L3 Computing Farm: The L3 computing farm is a computer cluster that builds event fragments from the upstream DAQ system and put them into complete events.
Events sent from each L2 trigger module contain information from up to 262 detector channels. Information from all detectors is required to analyze an event. The L3 computing farm receives event fragments from the L2 trigger modules, builds complete events, compresses the events, and saves them to disk storage. Currently, no event selections are carried out inside the L3 computing farm.
The L3 computing farm has 2 head nodes and 47 worker nodes. Each computer node contains two cores and eight processors. We installed Realtime Linux on each computer node to prioritize necessary processes and secure the amount of resources allocated to these jobs. The 47 computer nodes are divided into two groups, Type 1 nodes, which receive event fragments from the L2 trigger modules, and Type 2 nodes, which build complete events. The L3 computing farm uses the Infiniband switch to establish intercommunication between each computer node. We use the message passing interface (MPI) protocol with the OpenMPI library to conduct multicore parallel event processing [14] .
In the L3 computing farm hardware setup, each Type 1 node has a direct connection to a L2 trigger module and receives event fragments using the Ethernet with UDP. Type 1 nodes capture event packets and send them to the designated Type 2 nodes using MPI protocol. This process is carried out by looking into four 16-b event header words, which contain the information of the event ID and the spill number. Event building is carried out by collecting all the event fragments with the same event ID and the same spill number inside a Type 2 node. The MPI blocking functions are used in the L3 software to securely deliver event packets from the Type 1 nodes to the Type 2 nodes. The L3 event building process is shown in Fig. 8 .
After each Type 2 node assembles a complete event, it decompresses any previously compressed data, compresses the event, and saves it to local disk storage. Data files inside the local disks will later be transferred to a set of Raid-5 disk arrays (total of 144 TB in 2015 and 288 TB in 2016) and subsequently to the permanent tape storage located at the KEK Computer Research Center in Tsukuba [15] . Each computer node contains two 2-TB disks and each disk array has a 16-TB storage, with a total of 18 disk arrays available to the system. The lossless data compression inside the ADC modules was not implemented until the beam intensities increased in the later half of the runs in 2015. In order to further analyze events in the L3 computing farm, we need to look into complete events in detail, that is, to look at uncompressed complete events.
The data decompression algorithm inside the Type 2 nodes opens the ability of the L3 computing farm to analyze events online. However, a compression algorithm is needed to minimize the storage on disks. Currently, we only decompress and then recompress the data packet to reorganize the data structure. No online event selection is made in the current computing farm. The data compression algorithm in the L3 computing farm is slightly different from that in the ADC modules. To compress data in a time-efficient manner inside the ADC firmware, the data were grouped by the sample slices across all channels inside each ADC module. Details of the ADC compression algorithm will be discussed in the next section. However, to obtain the information of a complete waveform signal, information on all samples within a channel is required.
After the events are decompressed, we recompress the event data by packaging information of all samples together for the convenience of offline analysis. This decompression algorithm enables the future implementation of analytical online event selection.
A clustering algorithm was developed to study the clusters on the CsI calorimeter. The algorithm checks each CsI crystal with energy above a certain threshold, searches for neighboring crystals with the same criteria, and forms a cluster. The clustering algorithm outputs information such as the number of clusters, the size of the clusters, the energy of the clusters, the number of crystals inside each cluster, and the energy of each crystal inside each cluster. Though the clustering algorithm is currently implemented, it was not used during the 2015 runs. We could use this algorithm to accommodate robust data selection processes in the L3 computing farm in the future.
C. Lossless Data Compression
We upgraded the L3 computing farm after the DAQ system reached its limit at a 24-kW beam power in the 2013 run. However, as the proton beam power increased from 24 to 42 kW throughout the runs in 2015, the L2 trigger became the bottleneck and prevented the DAQ system from sustaining high efficiency. A good indication of the L2 trigger performance is the L2 livetime ratio. The L2 livetime ratio is defined as
where L1A is the number of L1 events considered for L2 trigger selection and L1Req is the total number of L1 triggers requested (events that the L1 trigger generated). After review of the L2 trigger design, we concluded that L2 trigger performance could not be enhanced by optimizing firmware due to lack of available resources. Yet, reducing the data packet size from the ADC modules can improve the L2 livetime ratio. We created a model that explored the limitations of the previous trigger and readout, using the simulated L1Req rate expected from increasing beam power conditions as a variable. The model considers parameters such as limited buffering resources, latency, bandwidth, data processing time, and the rejection power of the CoE cut in the L2 trigger system [16] . In Fig. 9 , we studied the L2 livetime ratio as a function of different incoming ADC packet sizes. In the KOTO data structure, a 16-b word is sent from the ADC module to the L2 trigger every clock cycle. Fig. 9 illustrates the trigger performance for various packet sizes. For instance, the light blue curve represents incoming ADC packet size of 18 000 × 16 b. The higher the trigger rate is, the lower the L2 livetime ratio becomes. At the same level of beam power, if the L1Req rate does not increase, the result suggests that we can increase the L2 livetime ratio by reducing the incoming packet size from the ADC modules.
To reduce the data packet size without losing any information, we chose to develop bit-packing lossless data compression. The compression algorithm encodes the data packets by recording the minimum energy values on each waveform sample and the bit range required to fill the difference between the minimum and maximum energy values. The difference between the energy values is recorded within the assigned bit range, sample by sample. In the 125-MHz ADC modules, each detector waveform contains 64 samples. In the 500-MHz ADC modules, each detector waveform contains 256 samples.
A lossless data compression algorithm generally reduces its input data size, but may actually increase that size for certain data configurations. To ensure that the output data size is not bigger than the input data size, we do not perform data compression on events with large energy distributions. The difference between the maximum and the minimum energy of the events ought to be contained within 8 b.
In the L3 computing farm, the online lossless compression algorithm compresses the event waveforms into a 14-bit word by detector channels instead of compressing the event waveforms sample by sample. The benefit is that complete waveforms can be analyzed after decompression, and no more data manipulation is required.
III. DAQ PERFORMANCE IN 2015 RUNS
The L1 trigger calculated the sum of 3000 channels of calorimetric energy and checked 1000 channels of detector veto every 8 ns. The current L1 trigger rate during physics data taking was 18.5 kHz. The L2 trigger received up to 0.5 MB of data per trigger and made a decision based on the center of energy of the calorimeter. The average L2 trigger-accept rate was 33% and the maximum data output rate was 17 Gb/s. The L3 computing farm received events from the L2 trigger via UDP and was able to finish all the processes within a spill. The 2013 DAQ system used a commercial Ethernet switch between the L2 trigger and the L3 computing farm to build events. In 2015, the improved L3 system was able to concurrently perform data transfer to permanent storage (3 Gb/s) during DAQ.
Data compression was not implemented until beam power reached around 32.7 kW. Fig. 10 shows that the trigger rates increased along with the beam power. The lossless data compression inside the ADC modules improved the L2 livetime ratio in 2015 runs, as shown in Fig. 11 . With data compression, we were able to compress incoming ADC packets by a maximum factor of three, which allowed three times more data throughput. It enhanced the DAQ livetime and provided a sustainable system up to a 42-kW beam power.
As mentioned in the previous section, the L3 computing farm decompresses the ADC data, which are organized by time slice, and recompresses the events by channel. The average data compression in the L3 computing farm was ∼0.25, as shown in Fig. 12 . The compression ratio was stable throughout all runs in 2015. The previous system used in May 2013 had limited resources to handle higher data rates for more than a 24-kW beam power. The old computing farm was incapable of performing simultaneous DAQ and data transfer. A major improvement of the current L3 computing farm was allowing concurrent data collection and data transfer as well as providing ability for online data processing.
IV. RCE PLATFORM TECHNOLOGY UPGRADE
Although we were able to temporarily resolve the bottleneck at the L2 hardware by implementing the ADC lossless data Data compression ratios for different triggers in the online L3 computing farm. This plot used the result from data with a 26.8-kW proton beam power. The data compression ratio is ∼ 0.25. Events with a compression ratio of 1 are events that exceed the lossless data compression efficiency. These uncompressed events have a wide range of energies. compression algorithm, the L2 hardware will not be able to handle all the incoming triggers and will hold back the DAQ system as the beam power increases. While the L3 computer clusters had sufficient resources to finish processing all events within a spill far before the events from the next spill arrive, the upgrade plan for the DAQ will focus on the L2 hardware development in preparation for the future beam power increase.
The next upgrade in the KOTO DAQ system will be using the reconfigurable clustering element (RCE) platform technology (RPT) to maintain high DAQ livetime. By moving the event building process forward to the new L2 trigger system, we free up more resources in the L3 computing farm. This will allow us to conduct detailed online analysis and event selections in the L3 computing farm. We will be able to develop strategical event categorization to target the online analysis for certain events or trigger types.
We plan to use the RPT developed by SLAC [17] in the new L2 trigger system. This upgrade will allow us to maintain high L2 livetime ratio and advance our trigger processing quality. We plan to move the event building process in the current L3 computing farm onto the new L2 trigger system. Each RCE will serve as both a current Type 1 node and a Type 2 node in the current L3 computing farm. Details of the event building processes will be discussed later in this section. We will use the replicated mesh ATCA shelf with this RPT. The RPT is currently used by experiments such as A Toroidal LHC ApparatuS Cathode Strip Chambers, LongBasedline Neutrino Facility, Linac Coherent Light Source, and the Large Synoptic Survey Telescope. We aim to implement this upgrade for the KOTO experiment runs in the near future.
An RCE contains a Zynq Xilinx FPGA and a 32-GB micro SD card with a Linux operating system installed. The RPT we will use contains a cluster-on-board (COB) and a rear transition module (RTM). Each COB contains nine RCEs and a clustering interconnect (CI), as shown in Fig. 13 . The RCEs are used in different mezzanines. Eight RCEs (Zynq-7045 Xilinx FPGAs) are used in the data processing modules (DPMs) and one RCE (Zynq-7030 Xilinx FPGA) is used in the data transport module (DTM). The interdata Fig. 13 . Layout of a COB and an RTM. The COB will be inserted into the front of the ATCA shelf and the RTM will be inserted from the back of the ATCA shelf. Each COB contains four DPMs, one DTM (RTM), and a CI. Zone 1 provides the power source to the COB. Zone 2 provides the P2 backplane connections to the ATCA shelf. Zone 3 establishes the connection between the COB and the RTM [17] , [18] .
transmission between the RCEs routes through the CI. To communicate between the RCEs on different COBs, data will flow through the CI and the P2 ATCA backplane. The RTM does not contain any custom firmware logic. It is responsible for data receive (Rx)/transmit (Tx). Each RCE has 12 × 10 Gb/s links to the RTM.
The COB supports an Rx/Tx link with an input/output rate up to 120 Gb/s per RCE (12×10 Gb/s link). We plan to perform event building on the L2 trigger using the RCE computing power with the full connectivity between COBs provided by the replicated mesh ATCA backplane. A total of six COBs and six RTMs will be deployed in the new system.
A total of eight links connected between an RCE and the RTM will be used to receive ADC module data and one link will be used to transmit the built event to the L3 computing farm. Each RCE will serialize the ADC packets and send them to the designated RCE via the CI and the ATCA P2 backplane for event building according to the event ID and spill information. The CoE decision will be made on the RCE, after the event building but prior to the data transmission to the L3 computing farm. We also propose implementing a clustering algorithm in the L2 trigger to possibly develop new data selection triggers. The clustering algorithm currently exists in the L3 software but is not used. The development of the firmware for this upgrade is in progress.
V. DISCUSSION The ADC lossless data compression was able to sustain and even increase the L2 livetime ratio with the increasing beam power. However, it is not a permanent solution to the rising intensity of the proton beam. The current L3 computing farm has remaining resources to perform online analysis. In addition, by moving the event building process onto the L2 trigger system, we will allocate more computing power toward event processing in the L3 computing farm. Moreover, it allows us to develop a flexible event selection scheme.
VI. CONCLUSION
The main upgrades between the DAQ systems in 2013 and 2015 runs were the lossless data compression inside the ADC module firmware and the implementation of the new L3 computing farm. The current DAQ system successfully collected data for four runs in 2015 with better performance and a higher livetime ratio up to 42 kW.
