In absolute identification of intensity. signals near the edges of the range being used are usually identified more accurately than those in the midrange. In one account, the extreme signals serve as anchors, and judgments are postulated to deteriorate a s the distance from the signal to the nearest anchor increases. Our data suggest that, provided one corrects for the inherent asymmetry of errors for end and interior signals, the edge effect is rather smaller than it might first appear and is largely confined to the more intense edge. Moreover, anchors are not necessarily located a t the edges of the range, but rather a t the edges of the largest subset among which difficult discriminations are required. Further, this subset is not defined wholly by the signals used in a particular run, but by these together with those previously encountered in that day's session. Neither practice nor payoffs appear to influence the location of the anchor so long as the discrimination requirements are maintained. Finally, the role of anchors is interpreted in terms of the differential location of an attention band which controls the sample size upon which the representation of the signal is based.
In the absolute identification (AI) of intensity, a subject typically performs better on signals near the extremes of the intensity range than on interior signals. Durlach and Braida (1969) called this phenomenon a "resolution edge effect." One explanation of it is that subjects used the extreme signals as reference points or anchors and that judgments deteriorate as a function of intensity distance from the anchors. Our purpose here is, first, to examine empirically some of the factors that appear to control anchor locationit is not always as simple as the most extreme signaland, second, to propose that the explanation of the resolution edge effect in terms of distance from anchors follows naturally from the hypothesis that attention bands exist for intensity (Green & Luce, 1 974).
GENERAL METHOD

Basic A1 Procedure
Before each block of 100 trials, the signals were presented twice in ascending order of intensity together with a visual display identifying their ranks in the signal set. Following this, each trial consisted of a warning interval, a 500-msec signal interval, and a response interval; all intervals were marked by unambiguous visual displays. Response buttons corresponded in a natural order to the signal set. Feedback, consisting of the actual rank of the signal, was provided after all (two or three) of the subjects had responded.
Each observer received a summary of his performance during the brief break following each block of 100 trials. Somewhat longer breaks occurred after every 300 trials. Typically, 1,200 trials were completed in a daily 2-h session.
All experimental operations were controlled by a PDP-15 computer. The observers were seated in sound-attenuating chambers This research was supported in part by National Science Foundation grants. and listened to binaural stimuli presented through TDH-39 earphones. Table 1 outlines the experimental procedures. Column 1 : Experiments. Colunln 2: The A1 procedure was described above; the RI and 4FSP paradigms will be described under Experimen~ 4.
Outline of Experiments
Column 3: The pulse-train signals consisted of 10-psec pulses generated every I msec, so this signal had the same period as the 1,000-Hz sinusoid one, which was designated "sinusoid" in the outline. Both the white noise and the pulse train were low-pass filtered at 8,000 Hz, and the sinusoid signal was passed through a 100-Hz-wide band-pass filter centered at 1,000 Hz. Column 4: The number of different intensities used in the experiment is listed.
Column 5: For some ranges, more than one set of absolure intensiries was tested. O n each line in Row 4, thc first number states a range in decibels and the numbers following the colon are each of the maximum intensities in decibels tested for that range. Each range appears on a separate line.
Column 6: Distribution A split the signals into two groups of equal size with successive signals in each group separated by 3 dB. For example, in Experiment 5b with a 54-dB range and a maximum at 81 dB, the 10 intensities were (in descending order) 81, 78, 75, 72, 69 and 39. 36. 33, 30 , 27 dB. Distribution B involved three pairs of signals, with the members of each pair separated by 3 dB and with the pairs located at the minimum, center, and maximum intensities of the range. Distribution C was equal decibel spacing over the range.
EXPERIMENT 1 Procedure
The effect of range upon A1 performance was investigated for three different types of signals: pulse train, white noise, and a 1,000-Hz sinusoid. In each case, four values of intensity were to be absolutely identified. The intensities in the lower and upper pairs of signals were separated by 3 dB for all ranges; thus the separation between the middle two intensities is equal to the range minus 6 dB. In order not to confound the effect of range with absolute intensity, the smaller ranges were run at several levels of intensity. an overall edge effect in the sense of better performance near 20 and 90 dB than in the midrange.' The Results similarity in performance near 45 dB is remarkable, Figure The mean percentage of correct identifications per signal pair is shown ( Figure Id) as a function of the
EXPERIMENT 2 Procedure
We employed both extensive practice and a payoff matrix in an attempt to induce equal performance throughout the intensity range. The signals were white noise at 30,33,60, 63,'X). and 93 dB SPL. Over 12,000 trials were run as practice before the finalperformance data were collected. The payoff matrix offered a S.50 reward per block for each percentage point increase on center pair performance balanced by a $. 10 penalty for each percentage point decrease in performance on the extreme pairs; no other aspect of performance was rewarded or penalized.
Results
The entires in Table 2 are the percentages of correct identifications for the three pairs of intensities on the initial and final 2,000 trials of practice and under the payoff matrix. Confusions between pairs did not occur after the first practice session. An edge effect is consistently apparent: performance is better on the extreme pairs than on the center pair.
The 12,000 trials of practice led to some improvement on the center pair, 7 percentage points on the average, but even greater improvement occurs on the low pair (10 percentage points) and the edge effect is not appreciably diminished. The further inducement of differential payoffs had no effect. Lippman, Braida, and Durlach (1976) , in a more extensive investigation, also found payoffs to have no effect on sensitivity. Note-Percentage of correct identifkations per stimulus pair are shown for the initial (I) and final (F) 2,000 m i l s o f practice. The payoff (P) condition followed the practice trials.
EXPERIMENT 3 Procedure
Both Experiments 1 and 2 introduced observers to the maximum range at the beginning of the experiment. By contrast, in this experiment the observers received 7,000 trials of experience on the 6-signal A1 using a 1,000-Hz sinusoid at 30, 33, 45, 48, 60, and 63 dB SPL before having any experience with the larger (30-93 dB) range at the same intensities used in Experiment 2. We wished to see how prior experience in which the 60,63-dB signals were an extreme pair would affect performance when they later appeared in the interior of a larger range.
Results
The percentage of correct identifications per intensity pair is our measure of performance ii Table 3 , which shows both individual and mean performance for Experiment 3. For the initial phase of the experiment, where the 60.63-dB pair is the maximum, the effect of practice is similar to that in Experiment 2: improvement occurs on the center pair, but the improvement on the low pair is greater and the edge effect is not significantly decreased. When the range was then increased and the 60,63-dB pair became interior to the range, performance on this pair dropped by more than 10 percentage points.
EXPERIMENT 4 Procedure
T o investigate how experimental procedure influences the anchor location, different response conditions were employed for 1,000-Hz sinusoid signals with intensities near 30.60, and 90 dB SPL.
Experiment 4a. ' At the beginning of each trial, three preliminary signals, with intensities randomly selected from a set of 12 (6 near 30 dB, 6 near 90 dB), were presented but required no response. The test signal was then presented, observers responded either "low" or "high," and feedback was given. "Low" test intensities were 57, 58, or 59 dB, "high" test intensities were 61, 62, or 63 dB. Thus observers made a relative identification (RI) of the test signal with respect to the median of 60 dB (which was never presented). Although the test intensities covered only a 6-dB range, the preliminary signals generated a 63-dB range. Experiment 4b used three pairs of intensities: 30.33, 60,63, and 90.93 dB. The observers were not required to discriminate between the intensities within the extreme pairs; they merely identified them as low or high extremes. The center pair of signals was to be absolutely identified. Thus, four responses (4RSP) were required: "low pair," "Signal 3," "Signal 4," and "high pair."
Experiment 4c was a conventional 6-signal A1 at the intensity values of Experiment 4b. Unlike 4b, the observers were required to discriminate between the intensities in the extreme pairs as well as the middle pair.
Results
Performance is given in terms of percentage of correct identifications per intensity pair (Table 4) . The values in the RI volumn are the PC values corresponding to the average d ' values obtained for the two 3-dB separations bracketing the 60-dB standard (58 vs. 61 and 59 vs. 62 dB). The 4RSP column gives performance only for the 60,63-dB pair; identification of low and high pair was 100%. Average performance in the RI condition appears to be slightly poorer than for the 4RSP experiment; this difference is due to one of the two subjects. Both subjects show a decrease in performance when increased discrimination is required at the extremes of the stimulus range. This decrease in performance is roughly the same magnitude as that seen in Experiment 3 when the 60,63-dB pair is used at the interior rather than at the extreme of the range; moreover, the absolute levels for the corresponding conditions are approximately the same.
EXPERIMENT 5 Procedure
Experiment 5a was a 5-signal A1 using a 1,000-Hz sinusoid with a 3-dB separation between intensity values. We examined performance in this task for four different levels of absolute intensity chosen so that no intensity was used for more than one level. The intensities lay between 27 and 84 dB SPL.
Experiment 5b used combinations (see Figure 3 ) of the five intensities in Experiment 5a for a 10-signal A1 task. The range varied between 27 and 54 dB.
Experiment 5c examined performance in a 10-hignal raA \ \ i~h a 6-dB difference between successive signals (a 54-dB range). The maximum intensity, 81 dB, was the same as that used for the 54-dB range in Experiment 5b.
Results
Interior signals may be confused with signals which are either more or less intense, whereas extreme signals can be confused with interior signals that lie o n just one side of the extreme. This alone must account for some part of the edge effect. The following relatively atheoretical adjustment procedure corrects for this source of differences.
The only errors on the minimum intensity signals are confusions with more intense signals, and so the comparable measure for interior signals treats only confusions with more intense signals as errors; confusions with less intense signals are treated as correct identifications for this purpose. The corresponding adjustment for comparison with the maximum intensity signal only treats confusions with less intense signals as errors. Obviously, applying this correction to an extreme signal does not change the percent correct measure, whereas performance on the interior signals necessarily increase^.^
The results for the two observers are shown in Figure 2 with the unadjusted and adjusted percentage of correct identifications represented by open and closed symbols, respectively. For each set of five intensities, adjustments are made with respect to the minimum for the three least intense signals and to the maximum for the three most intense signals; as mentioned above, this does not change the values at the two extremes. Note that the center signal appears twice, being adjusted in both directions. Good agreement between the two adjusted values suggests that there are no criteria or distribution irregularities invalidating the procedure. The large difference in D.R.'s adjusted score for the 33-dB signal indicates a strong bias to overestimate intensity. The unadjusted scores show pronounced edge effects, although performance at the maximum intensity is generally greater than that at the minimum. Except for the absolute minimum intensity, 27 dB, the adjusted scores show no edge effect whatsoever at the relative minimum intensity. Evidently, the edge at the minimum intensity seen in the unadjusted scores is attributable entirely to response bias. The edge effect at the maximum intensity survives this treatment, although it is much reduced. A reanalysis of the data reported in Luce, Green, and Weber (1976) reveals a similar edge effect for the maximum intensity for a range of 13.5 dB. These results are not inconsistent with the reduction in the edge effect for decreasing range reported by Berliner, Braida, and Durlach (1977) , although their data show no edge effects for any range less than 18 dB.
A similar relation between adjusted and unadjusted scores is seen in Experiment 5b (Figure 3) . When the two groups of five signals are separated by more than 10 dB, no confusions exist between groups, and so we treat each group separately and adjust as above. When the separation between groups is 3 dB, the eight least intense signals are adjusted with respect to the minimum and the eight most intense signals with respect to the maximum, producing two estimates for the six central signals. In the unadjusted measure, edge effects appear for both the minimum and maximum intensity in each 5-signal group (when the groups are separated by more than 15 dB). Put another way, an edge effect is apparent for both extrema of the 10-signal set and for the interior boundaries of the two 5-signal groups. In the adjusted measure, the interior edge effects disappear, leaving only the edge effects at the two extrema.
The effect of stimulus distribution on performance is shown in Table 5 . The overall performance measured in bits of information transmitted is compared for Experiment 5c and for that condition of Experiment 5b having the same range and maximum. These two conditions were examined on the last 2 days of Experiment 5. When the signals are spaced equally in decibels (Experiment 5c), the overall performance is somewhat better (.05 < p < .l) than the grouped distribution (Experiment 5b).
DISCUSSION
A simple Thurstonian model, in which each signal is represented as a random variable with a mean that depends upon the signal value but otherwise having the same distribution, is inadequate as a general predictor of A1 performance. In such a model, as signal separation increases, the distance between signal representations increases and performance improves until it becomes perfect, i.e., until information transmitted equals input information. In his classic paper, Miller (1956) For a fixed subset of signals, the range model preasymptotes at from 2.3 to 3.2 bits of information dicts that they should be correctly identified less often transmitted, regardless of input information or signal as other signals are changed so as to increase the separation.
overall range. This follows because the means of the Durlach and Braida (1969) and Gravetter and Lockhead (1973) have independently suggested that the variance of the assumed distribution is linearly related to the square of the signal range. Durlach and Braida define range to be the difference, in bels, between the smallest and the largest signals, whereas Gravetter and Lockhead define it to be the difference, in decibels, between the smallest and the largest representations of signals in the subset maintain a fixed relationship, but their variances are increased by increasing the range. However, performance on the subsets of extreme signals (signals near 30 and 90 dB) in Experiments 1 and 5 reveals no such decrease; in fact, subset performance and range are not ordered in any way.
Furthermore, given that the range determines the criterion. Usually the smallest (largest) criterion lies variance, the distribution of signals within that range between the two least (most) intense signals. This should not affect performance (Braida & Durlach, modified Thurstonian model-the range model-1972) . This prediction is contradicted by the results correctly predicts the observed asymptotic perfor-of Experiment 5, where better performance was obmance, but it does not predict certain common results, tained with equally spaced signals than when signals e.g., edge effects, and is contradicted by other were grouped near the extremes. Both Braida and results shown below. Durlach (1972, Experiment 2) and Gravetter and Lockhead (1973, Experiment 3 ) also found that differ- ences in distribution result in a differences in performance. Finally, when discrimination is not required within the pairs of signals at the extremes, performance on the center pair is better than when such discrimination is required (Experiment 4). For Braida and Durlach's (1972) model, however, the mean value of the signal representation depends only upon intensity and the variance depends only on range, implying that the identical sets of signals should have identical representations; hence performance on the center pair should be the same. The direction of the observed difference is predicted by the model of Gravetter and Lockhead, which assumes range is determined by the extreme criteria rather than the extreme signals.
The Anchor Model
Berliner and Durlach (1973) modified the original model to account for such data. They suggested that the representations of certain signals may be used as reference points in making judgments. It is the distance from these "anchors" that limits performance. With equal spacing of signals, this distance and range are confounded, permitting good predictions of overall performance from the preliminary model.
The anchor model provides a more satisfactory account of the data. Edge effects result from using the extreme signals as anchors, since performance for interior signals is reduced by the larger variance of their representations. The distribution of signals is important because it is the distance from an anchor, not the range, which limits performance. And given that the extremes are anchors, performance on a set of signals with a fixed intensity relation to that extreme should not vary with range, since the distance to the nearest anchor remains constant.
Factors in Anchor Location
The above discussion, then, suggests the general rule that anchors are located at extreme signals. Other of our data suggest that a slight revision in the rule is needed.
In the initial part of Experiment 3, the 60,63-dB pair is the maximum of the range, and, consistent with the above rule, an anchor should be located there. When the 90,93-dB pair is introduced as the maximum, performance on the 60,63-dB pair deteriorates; presumably the anchor has been relocated at the new maximum. Performance for the 60,63-dB pair is approximately the same in the initial phase of Experiment 3 and in Experiments 4a and 4b. It is reduced by approximately the same amount, 10 percentage points, in the second phase of Experiment 3 and in Experiment 4c, which use the same intensities. Since the same performance arises in the corresponding conditions in the two experiments, it seems reasonable to try to attribute the decreases in performance to the same cause, namely a change in the location of the anchor. But there is a problem, since throughout Experiment 4 the range was from 30 to 90 dB.
A possible resolution is to suppose that the anchors are not necessarily located at the extreme signals presented, but rather at the most extreme signals of the only be identified as extreme, it is inefficient to use these extremes as anchors; when all judgments can be made relative to the center of the range, the anchor appears to be located there and not at the extremes.
The overall edge effect (better performance near 30 and 90 dB seen in Figure 1 ) in Experiment 1 suggests that the anchors are actuallv located at the most extreme intensities encountered during the day, and they are used even when these intensities are not present in a particular block of trials. Such an effect would be greatest in Experiment 1 because the absolute maxima occurred during each session. When only one range of intensities is tested during a session, as in Experiment 5, this effect is reduced (Figure 3 ), but may be responsible for the absence of an edge effect for local minimum intensities whose absolute value is greater than the absolute minimum (Figure 2) . In this experiment, the absolute minimum was present in the initial session, whereas the local maximum was successively increased until the absolute maximum was achieved in the final sessions. Thus each local maximum was at least as intense as all previously presented maxima (and edge effects are seen for all), whereas no minimum was ever less than the initial one, and no edge effects appear for minima greater than the absolute minimum. The maintenance of anchors across sessions could account for the absence of a minimum edge effect for the sinusoid signal in Experiment 1. The minimum intensity for this signal was an interior intensity for the signal types preceding it.
The absence of a local edge effect (better performance on the interior member of the high or low pair seen for about half the pairs in Figure 1 ) in Experiment 1 might suggest that the interior signals were being used as anchors. However, when discrimination is required at the extremes of the stimulus range, it appears that interior signals cannot be used as anchors despite practice (Experiments 2 and 3), payoffs (~xberiment 2), or previous use of the signals as anchors (Experiments 3 and 4). Experiment 5b shows no such anchoring (no interior edge effect in Figure 3) , even though the groups are widely separated and the interior signals are used as anchors when the group is presented alone. Together, these results suggest that interior signals cannot be used as anchors, and so some other interpretation of Experiment 1 is needed.
If the anchor is located between the two signals at each extreme, rather than at either signal representation, then it is a matter of chance for which of the two signals performance will be better. In Experiment 1, the probability of performing better on the extremes than on the interior signals is at this chance level (48%). This anchor location corresponds to the set for which fine discrimination is required. Given that the extreme signals require no response or need criteria location suggested by Gravetter and Lockhead (1973) . Their model does not, however, employ the concept of anchors as described here; it is essentially a range model.
Attention Band Hypotheses
An alternative approach to increasing variance as a function of distance from an anchor was suggested by Green and Luce (1974) . If we assume that the variability of the signal representation arises from some sort of sampling process of neural information-for present purposes, it doesn't matter what the details are-then the variability will depend, in part, on the size of the sample use, i.e., the variance of the representation will change in proportion to the sample size, other factors being equal. They suggested that attending to a sensory event amounts to locating one's neural sampling resources primarily at one region (band in one dimension) of the sensory space, so that signals occurring in that region are represented by a large sample size whereas those falling outside the region are represented by a much smaller one. Thus, in the Thurstonian model, the former have a representation with a much smaller variance than the latter. The term "attention band" need not imply conscious operation, and the failure of payoffs to affect anchor location suggests that the attention band location is not under the observer's control. Attention refers, instead, to the general notion of a process which selects some portion of the input for more intensive analysis; one example of this is the critical band concept (Fletcher, 1940) in frequency analysis.
The process of anchoring is easily interpreted in terms of this model; anchors are intensities at which the attention band tends to be located. The above discussion of anchor location can be interpreted as defining properties of attention band location. For example, edge effects indicate that the attention band tends to be located near the extreme intensities. That the edge effect appears as a continuous increase in performance as the distance to an edge decreases is not incompatible with this model, even though the attention band predicts only two discrete values for the variance. Given only two discrete variance values at one instant, if the attention band fluctuates some in location over time, as is suggested by the results of magnitude estimation (Luce & , then the change in variance, viewed over time, would appear continuous.
While the attention band provides a plausible mechanism for the anchor operation, it should not be thought to be an extension of the modified range model. That range, or distance to an anchor, should directly affect intensity coding seems intuitively unsatisfactory and artificial. It seems to us more straightforward to treat range and anchor effects as arising from processes governing the location of the attention band. But these are a priori considerations, not subject to empirical verification by data such as these. Both models appear adequate to account for these data. Differences may, however, be found in the trial-to-trial predictions of the models, a topic we are currently investigating.
CONCLUSION
Regardless of the theoretical interpretation given to anchors, the following observations are supported by these data:
(1) The apparent edge effect is markedly reduced -eliminated almost entirely at low intensities and small ranges-by correcting for the asymmetries of errors on extreme vs. interior signals.
(2) Range alone is not the critical variable in A1 performance; distance from an extreme signal (anchor) is usually a better predictor.
(3) Anchors tend to be located not at the most extreme signals, but somewhere within subgroups of the most extreme signals among which discrimination is required.
(4) The anchors near the absolute extremes encountered by the subject during a day tend to be used, even when these intensities are not present during a particular run.
(5) Neither practice nor bribes shift anchor location so long as discrimination requirements are maintained at that location.
