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FROM ORTHOCOMPLEMENTATIONS TO LOCALITY LATTICES
PIERRE CLAVIER, LI GUO, SYLVIE PAYCHA, AND BIN ZHANG
Abstract. Using the locality framework of [CGPZ], we extend the correspondence
between Euclidean structures on vector spaces and orthogonal complementation to a one
to one correspondence between a class of locality structures and orthocomplementations
on bounded lattices.
Contents
1. Introduction 1
2. Modular Lattices 3
2.1. Prerequisites on lattices 3
2.2. Distributivity and cancellation laws 6
2.3. Modularity 6
3. ⋄-modularity 7
3.1. ⋄-distributivity versus ⋄-cancellation law 8
3.2. ⋄-modularity 9
4. Locality relations on lattices 10
4.1. Posets with locality relations 10
4.2. Locality versus meet and join 11
4.3. Lattices with locality relations 12
4.4. The disjointedness locality relation on lattices 13
5. Orthocomplemented lattices 14
5.1. Relative complemented lattices 14
5.2. Orthocomplemented lattices 16
5.3. Orthomodular lattices 17
6. Separating locality relations on ⋄-modular lattices 18
6.1. Separating locality relations 18
6.2. One-to-one correspondence 20
7. Locality relations on vector spaces 22
7.1. Separating locality relations on vector spaces 22
7.2. Locality relations on the subspace lattice 24
References 25
1. Introduction
The notion of complementation, or complement map – roughly speaking, an operation
which separates a subset M of a given set X from another subset M ′, its complement,
so that the information on X is split into the part on M and the part on M ′ – pro-
vides a separating tool that plays an essential role in renormalisation procedures. Typical
examples of complementations are the set complementations and the orthogonal comple-
mentations, taking respectively a subset of a reference set to its complement in the set, a
linear subspace of a reference Euclidean space to its orthogonal complement in the space.
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A complementation proves useful to separate divergent terms from convergent terms,
namely the polar part from the holomorphic part. Hence its relevance in the context of
renormalisation. In Connes and Kreimer’s algebraic Birkhoff factorisation approach to
renormalisation [CK, M], the coproduct is typically built from such a complementation
on a poset (X,≤), of the form ∆x =
∑
y x ⊗ x \ y, where x \ y is a complement to an
element y ≤ x. Indeed, we can view the crown of a rooted tree as the complement of
its trunk (a sub-rooted tree) after an admissible cut, the contracted graph Γ\γ as the
complement of a subgraph γ inside a connected 1 particle irreducible Feynman graph Γ
(see e.g. [M]).
Complementations also arises in generalised Euler-Maclaurin formulae, which relate
sums to integrals. A systematic choice of complements of linear subspaces of a vector
space (rigid complement map) was used in [GP] to interpolate between exponential sums
and exponential integrals over rational polytopes in a rational vector space. A notion of
“transversal cone C\F to a face F of a cone C” was used as a complementation F 7→ C\F
by Berline and Vergne [BV1], to prove a local Euler-Maclaurin formula on polytopes.
Cones form a poset for the relation “F ≤ C if F is a face of C”, and we could reinterpret
the Euler-Maclaurin formula on cones, as an algebraic Birkhoff-factorisation by means of
the coproduct ∆C =
∑
F≤C F ⊗C \F [GPZ]. Last but not least, complementations arise
in logic in the form of a negation.
Our guiding example throughout this paper is the subspace lattice (G(V ),) of linear
subspaces in a finite dimensional vector space V equipped with the partial order  cor-
responding to the inclusion of linear subspaces. An inner product Q on V gives rise to a
complementation on G(V ):
ΨQ : G(V ) −→ G(V ),
W 7−→ W⊥
Q
where W⊥
Q
:= {v ∈ V |Q(v, w) = 0, ∀w ∈ W} is the Q-orthogonal complement of W . It
also gives rise to a symmetric binary relation on G(V ), namely the orthogonality relation
(1) W1 ⊥
Q W2 ⇐⇒ Q(w1, w2) = 0 ∀(w1, w2) ∈ W1 ×W2,
and we have
W1 ⊥
Q W2 ⇐⇒ W2 ⊂ Ψ
Q(W1), W2 = Ψ
Q(W1)⇐⇒ W2 = max{W  V, W ⊥
Q W1}.
This establishes a one to one correspondence between locality relations and orthocomple-
mentations given by scalar products:
(2) ⊥Q←→ ΨQ.
Since the symmetric binary relation ⊥Q defines a locality relation [CGPZ] on the poset of
subspaces of V for the partial order “being a linear subspace of”, this example serves as
a motivation to investigate the relation between complementations and locality relations
on posets. In our paper [CGPZ] we showed how locality put in an algebraic framework,
can also serve as a splitting device to separate divergent parts from convergent parts, in
order to implement a multiparameter renormalisation. This revealed the strong relation
between locality and complementation as a splitting device.
So we ask, when on a poset, can we, derive a locality relation from a complementation?
To make sense of complement maps, we need two operations in the poset, which play
the similar roles as the intersection and the union in a power set. Since we are mainly
concerned with subdivergences, we actually need a relative version of complement maps.
This can be carried out with a partial order, which plays similar role to the inclusion
relation in a power set. The power set equipped with the intersection and the union
operations and the inclusion is a lattice. We therefore choose to work in the framework
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of lattices, which we equip with a locality structure in interaction with the meet and join
operations.
The aim of this paper is to investigate the best suited framework to host a one-to-one
correspondence between complementations and locality relations of special types.
The result is stated in Theorem 6.11, which is the main result of this paper: for any
bounded lattice, there is a one-to-one correspondence
(3) orthocomplementations ←→ strongly separating locality relations.
Under a restricted modularity condition, called ⋄-modularity, we strengthen it to a one-
to-one correspondence (Corollary 6.15)
(4) orthomodular orthocomplementations ←→ strongly separating locality relations.
When applied to the lattice G(V ), this generalises the correspondence between orthogo-
nality and orthogonal complement on vector spaces (Corollary 7.5).
Our main task is to explore the conditions under which the correspondence can hold.
Thus a part of the paper is dedicated to ⋄-modularity on lattices (Definition 3.7), a
weaker form of modularity, which to our knowledge is a new concept, even though a very
natural property verified in G(V ). Accordingly in Section 3, we introduce a ⋄-version of
distributivity, cancellation law and relate the latter to ⋄-modularity in Proposition 3.12.
Another important part of the paper is Section 4 dedicated to a class of locality rela-
tions on lattices. These are introduced in Definition 4.8, on the grounds of preliminary
results stated in Proposition 4.5. Whereas G(V ) is not a lattice with locality for the
“disjointedness” locality relation W1⊤W2 ⇔W1 ∩W2 = {0}, it is for the locality relation
⊥Q of (1) see Example 4.11.
We then single out a class of complementations, called orthocomplements, and locality
relations, called strongly separating, in a bounded lattice, for which the one-to-one cor-
respondence (3) holds. Orthocomplementations and strongly separated locality relations
are introduced in Section 5.2 and Section 6, where we prove our main result, Theorem
6.11. As expected, the locality relation ⊥Q of (1) is strongly separating on the subspace
lattice G(V ).
In Section 7, we return to our guiding example (G(V ),), which is indeed a ⋄-modular
bounded lattice. We try to study locality relations on the subspace lattice G(V ) from
a locality relation on V . In Proposition 7.7, we show that a strongly separating locality
relation on G(V ) gives rise to what we call a locality basis. Note that a given basis can
be the locality basis for multiple locality relations.
We have therefore reached our goal in extending the correspondence (2) well beyond
locality relations of the type ⊥Q of (1), showing the more general correspondences (3)
and (4). This way, we could detect strongly separating locality relations on vector spaces
beyond the orthogonality locality relations corresponding to (1). This is illustrated by
Proposition 7.8, which yields a strongly separating locality relation on R2 beyond the
orthogonality locality relations corresponding to (1).
2. Modular Lattices
This section puts together notions and examples on lattices to provide background for
our study in this paper.
2.1. Prerequisites on lattices. For completeness, let us first recall that a lattice is a
partially ordered set (poset) (L,≤), any two-element subset {a, b} of which has a least
upper bound (also called a join) a ∨ b, and a greatest lower bound (also called a meet)
a ∧ b such that both operations are associative and monotone with respect to the order:
(5) if a1 ≤ b1 and a2 ≤ b2, then a1 ∧ a2 ≤ b1 ∧ b2 and a1 ∨ a2 ≤ b1 ∨ b2,
and we shall sometimes write (L,≤,∧,∨) for completeness.
4 PIERRE CLAVIER, LI GUO, SYLVIE PAYCHA, AND BIN ZHANG
A morphism ϕ : L→ L′ of two lattices (L,≤,∧,∨) and (L′,≤′,∧′,∨′) is a morphism
ϕ : (L,≤)→ (L′,∨′) of posets compatible with the operations
ϕ(a) ∧′ ϕ(b) = ϕ(a ∧ b), and ϕ(a) ∨′ ϕ(b) = ϕ(a ∨ b) ∀(a, b) ∈ L2.
Example 2.1. [Bir, § I.10] Recall that a Boolean algebra consists of a set X and oper-
ations, namely the conjunction ∧ : X × X → X , the disjunction ∨ : X × X → X , the
negation ¬ : X → X , and two elements 0 and 1 in X verifying the following axioms
• (commutativity) x ∨ y = y ∨ x and x ∧ y = y ∧ x;
• (neutral elements) x ∧ 1 = x and x ∨ 0 = x
• (complementation) x ∧ ¬x = 0 and x ∨ ¬x = 1
• (distributivity) x∧ (y ∨ z) = (x∧ y)∨ (x∧ z) and x∨ (y ∧ z) = (x∨ y)∧ (x∨ z).
One can prove that conjunction and disjunction are associative and satisfy the de Morgan
laws
(6) ¬(x ∧ y) = ¬x ∨ ¬y and ¬(x ∨ y) = ¬x ∧ ¬y.
A Boolean algebra naturally comes equipped with a partial order:
x ≤ y ⇐⇒ x ∨ y = y.
The quadruple (X,≤,∧,∨) forms a lattice.
Example 2.2. The pentagon lattice N5 := {0, b1, b2, c, 1} with partial order defined by
0 ≤ b1 < b2 ≤ 1 and 0 ≤ c ≤ 1 with bi and c incomparable.
1
b2
b1
c
0
Figure 1. The Hasse diagram of the pentagon lattice
Example 2.3. [Gra1] The thick diamond latticeM5 = {0, a, b, c, 1} with a, b, c pairwise
incomparable.
1
a b c
0
Figure 2. The Hasse diagram of the thick diamond lattice
Example 2.4. The power set P(X) of a set X with the conjunction given by the inter-
section ∩ and the disjunction by the union ∪, the units by 1 = X and 0 = ∅, is a Boolean
algebra1 so that in particular, (P(X),⊂,∩,∪) is a lattice.
1It is actually a prototype of a Boolean algebra since by Stone’s representation theorem, any Boolean
algebra is isomorphic to a subalgebra of a power set algebra.
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Example 2.5. N can be equipped with the partial order a|b⇐⇒ ∃k ∈ N, b = a k. Then
a ∧ b corresponds to the largest common divisor of a and b whereas a ∨ b is the smallest
common multiple of a and b. With these two operations, (N, |,∧,∨) is a lattice.
Here is are central examples for our purposes.
Example 2.6. (i) Given a vector space V , let G(V ) denote the set of linear subspaces
of V equipped with the partial order “to be a linear subspace of” denoted by .
The lattice (G(V ),), that we call the subspace lattice comes equipped with
the sum ∨ = + and the intersection ∧ = ∩ as lattice operations and we write
(G(V ),,∩,+).
(ii) Given a topological vector space V , let G(V ) denote the set of closed linear sub-
spaces of V equipped with the partial order “to be a closed linear subspace of”
denoted by . Since the sum of two closed linear subspaces of V is not necessarily
closed, the topological sum W +¯W ′ of two closed linear subspaces W and W ′ of
V is the topological closure W +W ′ of their algebraic sum. So an element v lies
in the topological sum of W and W ′ in G(V ) if it can be written as the limit
v = lim
n→∞
(wn + w
′
n) of a sum of elements wn ∈ W , w
′
n ∈ W
′. If W and W ′ are
finite dimensional, their topological sum coincides with their algebraic sum. The
lattice
(
G(V ),
)
with the topological sum ∨ := +¯ and the intersection ∧ := ∩ is
a lattice and we write (G(V ),,∩, +¯) and call the closed subspace lattice.
(iii) As a special case of a topological vector space, we can take a Hilbert space, which
then specialises to a Euclidean space when the dimension is finite.
The study of such lattices was motivated by quantum mechanics, see e.g. [CL] and the
reference therein.
Remark 2.7. Later in the paper, we will focus on subspace lattices of finite dimensional
vector spaces though many results have counterparts for sets of closed linear subspaces
of topological vector spaces. We hope to investigate topological aspects systematically in
forthcoming work.
A sublattice of a lattice L is a subset of L that is a lattice with the same meet and
join operations as L. That is, if L is a lattice and M is a subset of L such that for every
pair of elements a, b in M both a ∧ b and a ∨ b are in M , then M is a sublattice of L.
Example 2.8. Given an element a of a lattice L, then
(7) La := {a ∧ b, b ∈ L} = {b ∈ L, b ≤ a}
is a sublattice of L with the greatest element a. This follows from the fact that b1 ≤ a
and b2 ≤ a implies b1 ∨ b2 ≤ a and b1 ∧ b2 ≤ a.
For the same reason any interval
[a, b] := {c ∈ L | a ≤ c ≤ b}
in a lattice L is itself a lattice.
Example 2.9. The intersection L1 ∩ L2 of two sublattices L1 and L2 of a lattice (L,≤
,∧,∨) is clearly a sublattice.
A lattice (L,≤) gives rise to a dual (or opposite) lattice which is often denoted Lop,
defined to be the same set, but with the inverse order, i.e. x ≤ y holds in Lop if and only
if y ≤ x holds in L.
Definition 2.10. A lattice (L,≤,∧,∨) is bounded from above (resp. from below)) if it
has a greatest element (also called top element) denoted by 1 (resp. a least element
(also called bottom) denoted by 0), which satisfies 0 ≤ x (resp. x ≤ 1) for any x ∈ L.
If it is bounded both from below and from above, we call it bounded and use the short
hand notation (L,≤, 0, 1). We will typically consider bounded lattices.
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2.2. Distributivity and cancellation laws. Let L be a lattice. For a, b, c ∈ L, we have
(8) (a∧ b) ∨ (a∧ c) ≤ a∧ (b∨ c) and a∨ (b ∧ c) ≤ (a∨ b) ∧ (a∨ c) (the dual statement),
yet the operations ∨ and ∧ are not necessarily distributive with respect to each other.
Proposition-Definition 2.11. [Gra2, Lemma 10 Section 4] A lattice L is called dis-
tributive if it fulfills one of the two equivalent properties
(9) a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c), ∀a, b, c ∈ L,
or the dual identity:
(10) a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c), ∀a, b, c ∈ L.
Remark 2.12. Distributivity can also be characterised by [Gra2, Lemma 10 Section 4]
(a ∨ b) ∧ c ≤ a ∨ (b ∧ c), ∀a, b, c ∈ L.
Example 2.13. The Boolean lattice of Example 2.1 and hence the power set lattice
in Example 2.4 are distributive. So is the lattice of positive integers in Example 2.5
distributive.
Distributivity is clearly hereditary, namely, any sublattice of a distributive lattice is
distributive. Distributive lattices form a subcategory of the category of lattices.
Counterexample 2.14. The subspace lattice G(V ) introduced in Example 2.6 is not
distributive. In G(R2), setting W1 = 〈e1〉, W2 = 〈e2〉 and W = 〈e1 + e2〉, we have
W = (W1 + W2) ∩ W 6= (W1 ∩ W ) + (W2 ∩ W ) = {0} and W = (W1 ∩ W2) + W 6=
(W1 +W ) ∩ (W2 +W ) = R
2.
Counterexample 2.15. The pentagon lattice N5 = {0, b1, b2, c, 1} in Example 2.2 is not
distributive: b2 ∧ (b1 ∨ c) = b2 ∧ 1 = b2 while (b2 ∧ b1) ∨ (b2 ∧ c) = b1 ∨ 0 = b1.
Counterexample 2.16. The thick diamond lattice M5 = {0, a, b, c, 1} in Example 2.3 is
not distributive since (a ∧ b) ∨ c = c whereas (a ∨ c) ∧ (b ∨ c) = 1.
These two examples turn out to be the cores of any non-distributive lattices.
Proposition 2.17. [Gra1, Theorems 101, 102] [Bir, Chap. IX, Theorem 2] A lattice is
distributive if and only if it does not contain a pentagon or a diamond as a sublattice.
Here is a useful characterisation of distributivity.
Proposition 2.18. [Bir, Theorem I.10], [PR, Corollary 3.1.3] (Distributivity versus cancellation)
A lattice L is distributive if and only if the following cancellation law holds:
(11) a ∧ c = b ∧ c and a ∨ c = b ∨ c ⇐⇒ a = b.
2.3. Modularity. We recall the following definition, which can be viewed as a condi-
tioned distributivity, see the remark below.
Proposition-Definition 2.19. [Gra2, Section 4, Lemma 12] A lattice L is called mod-
ular if it fulfills one of the following three equivalent conditions.
(12) (modularity) a ≥ c⇒ (a ∧ b) ∨ c = a ∧ (b ∨ c)
(13) (first modularity) ((a ∨ c) ∧ b) ∨ c = (a ∨ c) ∧ (b ∨ c),
and
(14) (second modularity) (a ∧ b) ∨ (a ∧ c) = a ∧ (b ∨ (a ∧ c)).
Note that the first (resp. second) modularity condition comes from the modular relation
by replacing a with a ∨ c (resp. c with a ∧ c).
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Example 2.20. A distributive lattice is modular since modularity is a special case of the
distributivity in (9). In particular, (P(X),⊆,∩,∪) and (N, |,∧,∨) are modular.
Not every modular lattice is distributive.
Example 2.21. The thick diamond lattice of Example 2.3 is modular and not distributive.
Counterexample 2.22. The pentagon lattice of Example 2.2 is not modular.
The next proposition is a refinement of Proposition 2.17.
Proposition 2.23. [Gra1, Theorems 101, 102]
(i) A lattice is modular if and only if it does not contain a pentagon sublattice.
(ii) A modular lattice is distributive if and only if it does not contain a diamond sub-
lattice.
More precisely,
(iii) given a lattice L with a, b, c ∈ L such that a ≥ b and (a∧ c) ∨ b 6= a∧ (c∨ b), then
the elements
a ∧ c; (a ∧ c) ∨ b; a ∧ (b ∨ c); b ∨ c, c
are all distinct and form a pentagon sublattice of L.
(iv) given a modular lattice L with x, y, z ∈ L such that x∧ (y ∨ z) 6= (x∧ y)∨ (x∧ z),
then the elements u, v, x1, y1, z1 defined as
u := (x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z)
v := (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z)
x1 := (x ∧ v) ∨ u
y1 := (y ∧ v) ∨ u
z1 := (z ∧ v) ∨ u
are all distinct and form a diamond sublattice.
We have the following relationship between modularity and the cancellation law.
Proposition 2.24. [PR, Corollary 2.1.1] (Modularity and modular cancellation) A
lattice L is modular if and only if it obeys the following modular cancellation law:
(15) for any (a, b, c) ∈ L3, if a ≤ b, a ∧ c = b ∧ c and a ∨ c = b ∨ c, then a = b.
The following well-known example will be crucial for our applications:
Example 2.25. For any vector space V , the subspace lattice G(V ) introduced in Example
2.6 is modular, yet it is not distributive (see Counterexample 2.14).
To sum up we have the following correspondences
distributivity ks +3

cancellation law

modularity ks +3
KS

modular cancellation lawKS

first modularity law ks +3 second modularity law
(16)
3. ⋄-modularity
This section is dedicated to partial distributivity and partial cancellation law. The
latter is an abstract characterisation in lattices of the direct sum of vector spaces, which
plays a central role in renormalisation issues.
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3.1. ⋄-distributivity versus ⋄-cancellation law. Before focusing on a ⋄-counterpart of
modularity, let us first briefly explore ⋄-counterparts of the distributivity and cancellation
laws.
Definition 3.1. (i) A lattice L is said to satisfy the ⋄-distributivity condition if
it is bounded from below by 0 and
(17) if a ∧ c = b ∧ c = 0 then a ∧ (b ⋄ c) = a ∧ b = b ∧ (a ⋄ c) ∀a, b, c ∈ L,
(ii) A lattice L is said to satisfy the ⋄-cancellation law if it bounded from below by
0 and
(18) a ⋄ c = b ⋄ c if and only if a = b, ∀a, b ∈ L.
Counterexample 3.2. The diamond and pentagon lattices of Examples 2.16 and 2.15
do not satisfy the ⋄-distributivity condition.
Counterexample 3.3. In the lattice G(V ) of Counterexample 2.14, the ⋄-cancellation
law does not hold since 〈e1〉 ⊕ 〈e1 + e2〉 = 〈e2〉 ⊕ 〈e1 + e2〉 = R
2 where {e1, e2} stands for
the canonical orthonormal basis of R2.
The following proposition relates the ⋄-distributivity law with the ⋄-cancellation law.
Proposition 3.4. A lattice which obeys the ⋄-distributivity condition (17) also obeys the
⋄-cancellation law.
Proof. For a, b ∈ L, assume there is c ∈ L, such that a ∧ c = b ∧ c = 0, a ⋄ c = b ⋄ c. Let
us show that (17) implies a = b. We have
a = a ∧ (a ⋄ c) = a ∧ (b ⋄ c) = a ∧ b,
So a ≤ b. By symmetry, with the same argument we have b ≤ a and therefore a = b,
which proves the ⋄-cancellation law. 
Counterexample 3.5. As an counterexample for the converse of Proposition 3.4, con-
sider the lattice (L,≤) defined by 1 ≥ f ≥ b ≥ d ≥ 0, 1 ≥ a ≥ g ≥ d ≥ 0,
1 ≥ f ≥ h ≥ e ≥ c ≥ 0, e ≥ d and h ≥ g.
b a
g
1
f
h
e
d c
0
That is, d = a∧ b, e = (a∧ b)∨ c, f = b∨ c, g = a∧ (b∨ c), h = (a∧ (b∨ c))∨ c. By [BEZ,
Lemma 2.1], L is a lattice.
The ⋄-cancellation law holds: the only pairs of disjoint elements involve c, and the map
x 7→ x ∨ c, x ∈ {0, a, b, d, g},
is injective.
On the other hand, we have a ∧ c = b ∧ c = 0 as in (17), but
a ∧ (b ⋄ c) = g 6= a ∧ b = d 6= b ∧ (a ⋄ c) = b
so that the lattice (L,≤) is not ⋄-distributive.
Counterexample 3.6. Combining Proposition 3.4 with Counterexample 3.3 shows that
the lattice G(V ) does not satisfy the ⋄-distributivity condition (17).
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3.2. ⋄-modularity.
Definition 3.7. A lattice (L,≤,∧,∨) with bottom element 0 is called ⋄-modular if it
satisfies one of the subsequent equivalent properties
(19) (⋄-modularity) (a ≤ b and b ∧ c = 0)⇒ b ∧ (c ⋄ a) = a,
(20) (first ⋄-modular identity) (a ∨ b) ∧ c = 0⇒ (a ∨ b) ∧ (c ⋄ a) = a,
(21) (second ⋄-modular identity) b ∧ c = 0⇒ b ∧ [c ⋄ (a ∧ b)] = a ∧ b.
Remark 3.8. The equivalence (19)⇐⇒ (20) follows from the fact that
{a | a ≥ c} = {b ∨ c | b ∈ L},
whereas the equivalence (19)⇐⇒ (21) follows from the fact that
{c | c ≤ a} = {a ∧ b | b ∈ L}.
Remark 3.9. Any modular lattice is ⋄-modular. So Boolean algebras (see Example 2.1),
and in particular power sets, are ⋄-modular. Also, N with the division is ⋄-modular.
Counterexample 3.10. The hexagon lattice L = {0, a1, a2, b1, b2, 1} with 0 < a1 <
a2 < 1, 0 < b1 < b2 < 1 is not ⋄-modular. Indeed, a1 < a2 and a2 ∧ b2 = 0 but
a2 ∧ (b2 ⋄ a1) = a2 ∧ 1 = a2 6= a1.
Counterexample 3.11. The pentagon lattice N5 = {0, b1, b2, c, 1} in Example 2.15 is
not ⋄-modular. In contrast, the extended pentagon N ′5 = {0, b1, b2, b3, c1, c2, 1} with b1 <
b2 < b3, c1 < c2, c1 < b2, as shown in the next figure, is ⋄-modular but not modular.
1
b3
b2
b1
c2
c1
0
Figure 3. The Hasse diagram of the extended pentagon lattice
The following is a ⋄-version of Proposition 2.24:
Proposition 3.12. A lattice (L,≤,∧,∨) with bottom element 0 is ⋄-modular if and only
if it satisfies the ⋄-modular cancellation law:
(22) for a, b, c ∈ L, if a ≤ b and a ⋄ c = b ⋄ c, then a = b.
Proof. The direction ⋄-modularity implying ⋄-cancellation law is easy. For a ≤ b, if there
is c such that a ∧ c = b ∧ c = 0 and a ⋄ c = b ⋄ c, then
b = b ∧ (b ⋄ c) = b ∧ (a ⋄ c) = a.
Hence we have the ⋄-cancellation law.
Now we prove that the ⋄-cancellation law implies the ⋄-modularity identity. For any
a ≤ b with b ∧ c = 0, It follows from (8) that
x := b ∧ (c ⋄ a) ≥ y =: (b ∧ c) ⋄ a = a
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and x ≤ b. So x ∧ c = y ∧ c = 0, and x ⋄ c = x ∨ c ≥ y ∨ c = y ⋄ c. Meanwhile,
y ⋄ c = ((b ∧ c) ⋄ a) ⋄ c = c ⋄ a.
Since c ⋄ a ≥ c, we have
y ⋄ c = c ⋄ a = (c ⋄ a) ∨ c ≥ (b ∧ (c ⋄ a)) ∨ c = x ∨ c = x ⋄ c.
So x ⋄ c = y ⋄ c. This shows that the ⋄-cancellation law yields ⋄-modularity:
x = b ∧ (c ⋄ a) = y = (b ∧ c) ⋄ a = a. 
To sum up, we have the following correspondences:
distributivity ks +3

cancellation
law

⋄-distributivity
ow
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
+3

⋄-cancellation law
ow
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣

modularity ks +3 modular
cancellation law
⋄-modularity ks +3
ow
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
⋄-modular
cancellation law
ow
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
❣
(23)
Remark 3.13. Any distributive lattice being modular, it is ⋄-modular. We have already
seen in Example 3.11 that not every ⋄-modular lattice is distributive. We shall shortly
exhibit an important class of ⋄-modular albeit non-modular lattices.
Example 3.14. If V is a finite dimensional vector space, the subspace lattice G(V ) of
Example 2.6 is ⋄-modular since it is modular by Example 2.25.
4. Locality relations on lattices
For our purpose of studying properties in lattices controlled by locality relations, we
start with locality relations on lattices.
4.1. Posets with locality relations. As in [CGPZ], we call locality relation on a set
X , any symmetric binary relation ⊤ on X . For x ∈ X , we call
(24) x⊤ := {x′ ∈ X, x⊤x′},
the polar set of x.
Definition 4.1. A locality relation on a poset (P,≤) is a locality relation on the set
P , which satisfies the additional compatibility condition with the partial order
• (i) if a ≤ b, then b⊤ ⊆ a⊤,
or equivalently which enjoys a hereditary property with respect to the
partial order:
• (i’) c⊤ is a poset ideal of (P,≤), that is, for any (a, b) in P 2 with a ≤ b, we have
b⊤c⇒ a⊤c.2
We call (P,≤,⊤) a locality poset and ⊤ a poset locality relation.
Here is a useful source of examples.
Lemma 4.2. Given a poset (P,≤) with a bottom 0, the disjointedness binary relation
(25) ⊤∧ := {(a, b) | a, b ∈ L, a ∧ b = 0},
that is, a⊤∧b and only if a ∧ b = 0, yields a locality relation on the poset (P,≤).
Proof. Since a ≤ b implies c ∧ a ≤ c ∧ b, from c ∧ b = 0 we have c ∧ a = 0. 
2Note the difference between a poset ideal and notions of a subposet [St]. I ⊂ P is a poset ideal if for
any a ∈ I and b ∈ P , b ≤ a implies b ∈ I.
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On the other hand, given a lattice (P,≤) with a top 1, the union binary relation
(26) ⊤∨ = {(a, b) | a, b ∈ L, a ∨ b = 1},
that is, a⊤∨b if and only if a ∨ b = 1, typically does not yield a locality relation on the
poset (P,≤).
Example 4.3. In particular,
(i) the power set (P(X),⊆) of Example 2.4 endowed with the locality relation
A⊤∩B if and only if A ∩ B = ∅
(ii) the subspace poset (G(V ),) of Example 2.6 endowed with the locality relation
W1⊤∩W2 if and only if W1 ∩W2 = {0}
are locality posets.
Counterexample 4.4. The power set (P(X),⊆) of Example 2.4 equipped with the lo-
cality relation
A⊤∪B if and only if A ∪B = X
is not a locality poset. Indeed, let X := {1, 2, 3}, A = {2}, B = {2, 3} and C = {1}.
Then A ⊆ B and C⊤∪B, but C⊤∪A does not hold.
4.2. Locality versus meet and join. We consider the relationship between locality
relations on a lattice and the lattice operations.
Proposition 4.5. Let (L,≤ ∧,∨) be a lattice. Given a locality relation ⊤ on the poset
L, the following compatibility relations are equivalent:
(i) The polar set a⊤ (defined by (24)) for any a in L is a poset ideal and a sublattice
of L.
(ii) if a⊤b, c ≤ b, then a⊤c, and, if ai⊤bj for i, j ∈ {1, 2}, then (a1∧a2)⊤(b1∧ b2) and
(a1 ∨ a2)⊤(b1 ∨ b2).
Proof. (i) =⇒ (ii): a⊤ being a poset ideal of L gives the first equation in Item. (ii). To
prove the second equation, if ai⊤bj for i, j = 1, 2, then ai ∈ b
⊤
j for i, j = 1, 2. Then
a1 ∧ a2 and a1 ∨ a2 are in b
⊤
j for j = 1, 2, which is equivalent to (a1 ∧ a2)⊤bj and
(a1 ∨ a2)⊤bj , j = 1, 2. Then bj is in (a1 ∧ a2)
⊤ and (a1 ∨ a2)
⊤. Hence (a1 ∧ a2)⊤(b1 ∧ b2)
and (a1 ∨ a2)⊤(b1 ∨ b2).
(ii)=⇒ (i): The first equation means that a⊤ is a poset ideal of L. We then need to
check that a⊤ is stable under the two operations ∧ and ∨. In view of the compatibility
conditions (ii), b1⊤a and b2⊤a implies (b1 ∨ b2)⊤a, and (b1 ∧ b2)⊤a since a ∨ a = a and
a ∧ a = a. 
Corollary 4.6. Given a finite index set A and any family (xa, a ∈ A) of elements of a
lattice L equipped with a poset locality relation ⊤, we have
(27)
⋃
a∈A
x⊤a ⊂
(∧
a∈A
xa
)⊤
and
(∨
a∈A
xa
)⊤
⊂
⋂
a∈A
x⊤a .
Proof. From Proposition 4.5.(ii), we have x⊤ ⊂ y⊤ when y ≤ x. Thus for any a ∈ A,
x⊤a ⊂
(∧
a∈A xa
)⊤
and hence,
⋃
a∈A x
⊤
a ⊂
(∧
a∈A xa
)⊤
. For the same reason,
(∨
a∈A xa
)⊤
⊂
x⊤a , a ∈ A and hence
(∨
a∈A xa
)⊤
⊂
⋂
a∈A x
⊥
a . 
A locality relation ⊤ on a setX induces a locality relation (denoted by the same symbol)
on the power set P(X) defined by
(28) A⊤B if (a⊤b ∀(a, b) ∈ A× B) .
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The orthogonality relation ⊥ on the Hilbert space (V, 〈·, ·〉), induces a locality relation
also denoted by ⊥ on the closed subspace poset G(V ) of Example 2.6
(29) W1 ⊥W2 if w1 ⊥ w2 ∀(w1, w2) ∈ W1 ×W2.
In the following, we repeatedly make use of the identity Y ⊤ = ∩y∈Y y
⊤.
Proposition 4.7. (i) The locality relation (28) on P(X) induced by a locality relation
⊤ on a set X, is a poset locality relation for the partial order given by the inclusion.
Moreover, for any finite index set A, and any family Xa of subsets of X, we
have
(30) (
∨
a∈A
Xa)
⊤ = (
⋃
a∈A
Xa)
⊤ =
⋂
a∈A
X⊤a .
(ii) Given a Hilbert space (V, 〈·, ·〉), the locality relation (29) on the closed subspace
poset G(V ) of Example 2.6 is a poset locality relation. Moreover, for any finite
index set A, and any family Wa of closed linear subspaces of V parametrised by
A, we have
(31)
(∑
a∈A
Wa
)⊥
=
⋂
a∈A
W⊥a and
(⋂
a∈A
Wa
)⊥
=
∑
a∈A
W⊥a
where the sum
∑
indicates the topological sum.
Proof. (i) For any A ⊆ B in P(X) we have B⊤ ⊆ A⊤. Further, given a family Xa, a ∈ A,
of subsets of X , we have
(
⋃
a∈A
Xa)
⊤ =
⋂
x∈
⋃
a∈AXa
x⊤ =
⋂
a∈A
⋂
x∈Xa
x⊤ =
⋂
a∈A
X⊤a .
(ii) For any W1  W2 in G(V ) we have W
⊥
2  W
⊥
1 . Thus Wa ⊂
∑
a∈AWa implies(∑
a∈AWa
)⊥
⊂ W⊥a , a ∈ A. Then
(∑
a∈AWa
)⊥
⊂ ∩a∈AW
⊥
a . On the other hand, for u ∈
∩a∈AW
⊥
a , we have Wa ⊂ u
⊤ and hence
∑
a∈AWa ⊂ u
⊤, a ∈ A. Thus u ∈
(∑
a∈AWA
)⊤
.
This prove the first equation.
To prove the second equation, for the given family Wa, a ∈ A, apply the first equation
for the family W⊥a , a ∈ A and obtain(∑
a∈A
W⊥a
)⊥
=
⋂
a∈A
(W⊥a )
⊥.
Applying ⊥ to both sides and using the property (U⊥)⊥ = U for any closed subspace U
of V , we obtain the second equation. 
4.3. Lattices with locality relations.
Definition 4.8. A locality relation on a lattice (L ≤,∧,∨) is a locality relation ⊤
on the set L, which satisfies either one of the two equivalent conditions (i) and (ii) in
Proposition 4.5. If L has a smallest element 0, then we require that it also satisfies
0⊤ = L. If L has a largest element 1 then it should further satisfy 1⊤ = {0}. We call the
quintuple (L,≤,⊤,∧,∨) a lattice with locality.
Note that the operations ∨ and ∧ are defined on the whole cartesian product L×L. A
related notion is a partial lattice defined in [Gra1, §I5.4].
If (P,≤) is a lattice with a bottom, the disjointedness locality relation on the poset
(P,≤) introduced in Lemma 4.2 might or might not yield a lattice locality relation.
FROM ORTHOCOMPLEMENTATIONS TO LOCALITY LATTICES 13
Example 4.9. The disjointedness locality relation on the poset P(X) of Lemma 4.2 gives
rise to a lattice with locality.
In contrast we have:
Counterexample 4.10. The subspace poset G(V ) of Example 2.6 and Counterexam-
ple 2.14 is not a lattice with locality for the disjointedness locality relation: define A⊤B
if A ∩ B = {0}. Take V = R2, A1 = 〈e1〉 A2 = 〈e2〉, B1 = 〈e1 + e2〉, B2 = 〈e1 − e2〉, then
Ai ∩ Bj = {0} yet (A1 + A2) ∩ (B1 +B2) = V .
Example 4.11. Given a Hilbert space (V, 〈·, ·, 〉), the closed subspace lattice (G(V ),
, +¯,∩) introduced in Example 2.6 is a lattice with locality for the locality relation: U1⊤U2
if 〈u1, u2〉 = 0 ∀ui ∈ Ui, i = 1, 2.
To show this, let A1, A2, B1, B2 be linear subspaces of (V, 〈·, ·〉) with Ai⊤Bj for i, j ∈
{1, 2}. The fact that (A1 ∩ A2)⊤(B1 ∩ B2) is straightforward. To show that the relation
(A1+¯A2)⊤(B1+¯B2), for any a ∈ A1+¯A2 and b ∈ B1+¯B2 we write a = lim
n→∞
(a1(n)+a2(n))
and b = lim
n→∞
(b1(n) + b2(n)) with ai(n) ∈ Ai and bj(n) ∈ Bj for any n ∈ N. By the
bilinearity and continuity of the inner product, we have
〈a, b〉 = lim
m,n→∞
〈a1(m) + a2(m), b1(n) + b2(n)〉 =
2∑
i,j=1
lim
m,n→∞
〈ai(m), bj(n)〉 = 0.
Therefore (A1+¯A2)⊤(B1+¯B2) as required. Finally, G(V ) has a minimal element, the
trivial vector space {0}, and a maximal element, the full vector space V . Trivially, we
have {0}⊤A and, for any V ∈ G(V ), if A⊤V then A = {0}.
Here is an elementary yet useful hereditary property.
Proposition 4.12. Given a lattice with locality (L,≤,⊤), then La is a lattice with locality
for any a ∈ L. If (L,≤,⊤) has a smallest element 0 then (La,≤,⊤) is a lattice with locality
whose smallest element is 0. If a⊤ ∩ La = {0}, then (La,≤,⊤) is a lattice with locality
whose greatest element is a, in particular, this holds if c⊤c⇒ c = 0.
Proof. We know from Example 2.8 that La is a sublattice of L.
(i) The compatibility relations with the operations ∧ and ∨ on La follow from the
ones on L;
(ii) Note that a is the maximal element of La. We have 0
⊤ ∩ La = L ∩ La = La. If
a⊤ ∩ La = {0}, then (La,≤,⊤) is a lattice with locality whose greatest element is
a. In particular, if c⊤c ⇒ c = 0, then for c ∈ La, if c⊤a, then c⊤c ⇒ c = 0, so
a⊤ ∩ La = {0}. 
4.4. The disjointedness locality relation on lattices. We now specialise to lattices
(L,≤,⊤,∧,∨) bounded from below by 0, equipped with the disjointedness locality relation
⊤∧. Then ∧ restricted to the graph of ⊤∧ is trivial since a⊤∧b if and only if a ∧ b = 0.
Set
a ⋄ b := a ∨ b when a⊤b.
We recall from [CGPZ, Definition 3.1] that a locality monoid is a locality set (G,⊤)
together with a multiplication
mG : ⊤ → G
and a unit element 1G ∈ G such that the multiplication is compatible with the locality
relation on G:
for all U ⊆ G, we have mG((U
⊤ × U⊤) ∩ ⊤) ⊂ U⊤
and the locality associativity property holds:
mG(mG(x, y), z) = mG(x,mG(y, z))
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for all (x, y, z) ∈ G⊤3 := {(x, y, z) ∈ G3 | x⊤y, y⊤z, x⊤z}, and
1⊤G = G and mG(x, 1G) = mG(1G, x) = x ∀x ∈ G.
Lemma 4.13. If on a lattice L, disjointedness is stable under adjunction, namely
(32) if a ∧ b = a ∧ c = 0 then a ∧ (b ∨ c) = 0,
then (L,⊤, ⋄) with ⊤∧ := {(a, b) | a, b ∈ L, a ∧ b = 0}, is a commutative locality monoid
with unit 0.
Proof. The assumption of the lemma reads: if a⊤b and a⊤∧c, then a⊤(b ∨ c).
For (a, b, c) ∈ L⊤3, we have a⊤∧(b∨ c) and (a∨ b)⊤∧c, so that (a ⋄ b) ⋄ c = (a∨ b)∨ c =
a ∨ (b ∨ c) = a ⋄ (b ⋄ c) as a result of the associativity of ∨. So ⋄ is associative on L⊤3.
Clearly, ⋄ is commutative. Finally for any a ∈ L, 0 ∧ a = 0 therefore 0⊤ = L and
a ⋄ 0 = a. Thus 0 is the unit of the locality monoid (L,⊤, ⋄). 
Example 4.14. The power set (P(X),⊆) considered in Example 2.4 satisfies Condition
(32). Consequently, (P(X),∪,⊤∧) is a locality monoid.
Example 4.15. The lattice (N, |) considered in Example 2.5 satisfies Condition (32).
Consequently, N defines a locality monoid with unit 1 ∈ Z.
Counterexample 4.16. Counterexample 2.14 shows that (32) does not hold on G(V ).
In G(R2), setting W1 = 〈e1〉, W2 = 〈e2〉 and W = 〈e1 + e2〉, we have (W1 ∩ W ) =
(W2 ∩W ) = {0} yet W ∩ (W1 +W2) =W 6= {0}.
5. Orthocomplemented lattices
This section reviews the classical notion of orthcomplemented lattices, in preparation
for the forthcoming sections in which we shall equip a subclass of orthocomplemented
lattices with a locality relation. See [Gra1, §I.6] and [Bir, §II.6 ] for background on
complemented lattices and relative complemented lattices. See also [Wi].
5.1. Relative complemented lattices.
Definition 5.1. (i) A complemented lattice is a bounded lattice (L,≤, 0, 1) in
which every element a has a complement, i.e. an element a′ in L, such that
a ⋄ a′ = 1.
(ii) A semi-relatively3 complemented lattice is a lattice (L,≤, 0) with bottom
element 0 in which any interval of the form [0, b] is complemented when viewed as
a sublattice of L, i.e., such that for any a ≤ b there is an element a′ in L such that
a ⋄ a′ = b.
(iii) A relatively complemented lattice is a lattice (L,≤) in which any interval
[a, b] of L, is complemented when viewed as a sublattice of L. This means that
any element x ∈ [a, b] has a relative complement, namely an element x′ in L
such that x ∨ x′ = b and x ∧ x′ = a.
Remark 5.2. A relatively complemented lattice which has a minimal element 0 is semi-
relatively complemented, and any relatively complemented lattice which has a maximal
element is complemented.
Example 5.3. The power set (P(X),⊆) considered in Example 2.4 is relatively comple-
mented. Fix an interval [A,B] given by A ⊂ B and let C ∈ [A,B], that is, A ⊆ C ⊆ B.
Let C ′ := A ∪ (B \ C). Then C ∪ C ′ = B and C ∩ C ′ = A.
3Relatively corresponds to any interval [a, b] being complemented (see next paragraph), the prefix
”semi” stands for intervals of the form [0, b] for a lattice with bottom element 0.
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Example 5.4. The subspace lattice (G(V ),,∩,+) for a vector space considered in
Example 2.6 is relatively complemented. This can be verified by a similar argument
as in the previous example, applying the incomplete basis theorem (any set of linearly
independent vectors can be extended to a basis).
Example 5.5. The closed subspace lattice (G(V ),,∩,+) for a Hilbert space V consid-
ered in Example 2.6 is also relatively complemented. The verification is again similar,
except in this case, a closed subspace W of V has a closed complement in V given by its
orthogonal complement space W⊥. Indeed, the latter is closed and their topological sum
W +¯W⊥ =W ⊕W⊥ = V .
Counterexample 5.6. The lattice (N, |) considered in Example 2.5 is not semi-relatively
complemented, for example, 2|4, but there is no element a, such that 2 ⋄ a = 4.
The following example shows that the complement in a complemented lattice might
not be unique.
Example 5.7. Back to Example 5.4 in the case V = R2, and with the notations of
Counterexample 2.14, we have W ⊕W1 = V and W ⊕W2 = V .
Remark 5.8. Requiring the uniqueness of the relative complement is a strong requirement
for it is equivalent to the distributivity property [Bir, Corollary 1 p.134]. Distributivity
indeed implies the uniqueness of the relative complement; if x∨u = x∨v and x∧u = x∧v
then
u = u ∧ (x ∨ v) = (u ∧ x) ∨ (u ∧ v) = (v ∧ x) ∨ (u ∧ v) = v ∧ (x ∨ u) = v.
Conversely, were the lattice not distributive, then it would contain a sublattice isomorphic
to the pentagon or the diamond, and in each of those cases, we find elements with two
relative complements.
Here is an easy yet useful lemma.
Lemma 5.9. Given x and y in a lattice (L,≤,∧,∨) with bottom element 0, we have
(33) if x ⋄ y = x, then y = 0.
Proof. Indeed, from x ∨ y = x we have y ≤ x. Then y ∧ x = y, which combined with
y ∧ x = 0 yields y = 0. 
Proposition 5.10. Let (L,≤,∧,∨) be a lattice with bottom 0, which
(i) is semi-relatively complemented, and
(ii) for which disjointedness is stable under adjunction (32).
Then, L is modular, in particular, it is ⋄-modular.
Proof. We show that conditions (i) and (ii) imply the modular cancellation law (15). Let
a, b, c in L such that a ∨ c = b ∨ c, a ∧ c = b ∧ c =: d and a ≤ b. We want to show that
a = b. By (i), there is an element x in L such that a ⋄ x = b. Our aim is to show that
x = 0.
Again by (i), there is an element c′ in L such that c = c′ ⋄ d. Since d ≤ a ≤ a ∨ c′ we
have
a ∨ c′ = d ∨ (a ∨ c′) = a ∨ c = b ∨ c.
With the same argument we also find b ∨ c′ = b ∨ c. Therefore a ∨ c′ = b ∨ c′.
On the other hand, set y := x∧c′. We have y ≤ c′ by definition, but also, by monotony,
y ≤ b ∧ c = d. Therefore,
y ≤ d ∧ c′ = 0
by definition of c′. Thus by (ii), we have (a ∨ c′) ∧ x = 0. Then
(a ∨ c′) ⋄ x = (a ⋄ x) ∨ c′ = b ∨ c′ = a ∨ c′.
It then follows from Lemma 5.9 that x = 0. 
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The two subsequent examples show that the conditions (i) and (ii) in Proposition 5.10
are not necessary conditions for a lattice to be modular.
Example 5.11. (N, |) in Example 2.5 is modular although it is not relatively comple-
mented.
Example 5.12. The lattice G(V ) in Example 5.4 does not satisfy condition (ii) in Propo-
sition 5.10, yet it is modular.
5.2. Orthocomplemented lattices.
Definition 5.13. An orthocomplemented lattice is a bounded lattice equipped with
an involution Ψ : L → L called the orthocomplementation, which is order-reversing
and maps each element to a complement. In other words, it is a bounded lattice equipped
with a map Ψ : L→ L, which to a ∈ L assigns its orthocomplement4 Ψ(a) that obeys the
following properties:
(i) (separating property) a ⋄Ψ(a) = 1;
(ii) (monotonicity) if b ≤ a, then Ψ(a) ≤ Ψ(b);
(iii) (involutivity) Ψ2 = Id.
Example 5.14. A Boolean algebra (see Example 2.1) is a orthocomplemented lattice
with the complement given by the negation: Ψ := ¬.
Given an orthocomplemented lattice L with orthocomplementation Ψ : L → L and
a ∈ L, we consider the map Ψa on La = {b ∈ L | b ≤ a}:
Ψa : La −→ La,
b 7−→ a ∧Ψ(b).
(34)
This makes La a semi-relatively complemented lattice in the sense of Definition 5.1 if it
is distributive:
b ∨Ψa(b) = b ∨ (a ∧Ψ(b)) = a
and
b ∧Ψa(b) = b ∧ (a ∧Ψ(b)) = 0.
Yet this does not hold in general as the following counterexample shows:
Counterexample 5.15. The lattice L = {0, a1, a2, b1, b2, 1} with 0 < a1 < a2 < 1,
0 < b1 < b2 < 1 of Counterexample 3.10, is an orthocomplemented lattice with ortho-
complementation Ψ : L→ L: Ψ(0) = 1, Ψ(a1) = b2, Ψ(a2) = b1, Ψ(b1) = a2, Ψ(b2) = a1,
Ψ(1) = 0, but not a semi-relatively complemented lattice. Indeed, Ψa1(0) = a1,Ψa1(a1) =
Ψa1(a2) = 0, Ψa1(b1) = Ψa1(b2) = a1, Ψa1(1) = 0 so that b2 ∨Ψa1(b1) = b2 ∨ a1 = 1 6= a1.
However we shall see below that the conclusion holds for orthomodular lattices. In the
meantime here is a class of examples of orthocomplemented lattices of direct interest to
us.
Example 5.16. Given a Hilbert vector space (V, 〈·, ·〉), and G(V ) the closed subspace
lattice of Example 2.6. The map
Ψ〈·,·〉 :G(V ) −→ G(V ),
W 7−→W⊥ := {v ∈ V | 〈v, w〉 = 0, ∀w ∈ W}
(35)
defines an orthocomplementation on G(V ).
Indeed, W⊥ is closed (by the continuity of the inner product) for any linear (whether
closed or not) subspace W  V and for any closed linear subspaces W,W1,W2 of V , we
have
4Ψ(a) is often denoted by a⊥ in the literature, a notation we avoid here not to cause any confusion
when specialising to the case of orthogonal complements on vector spaces.
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(i) (separating property) W ⊕W⊥ = W ⊕W⊥ = V ;
(ii) (monotonicity) if W1 ≤W2, then W
⊥
2 W
⊥
1 ;
(iii) (involutivity) W⊥
⊥
=W =W .
An orthocomplementation Ψ induces morphisms Ψ : (L,∧)→ (L,∨) and Ψ : (L,∨)→
(L,∧) as a consequence of the subsequent proposition.
Proposition 5.17. An involutive and nonincreasing map Ψ : L → L on a lattice (L,≤,
∧,∨) satisfies the following relations:
(36) Ψ(a1 ∧ a2) = Ψ(a1) ∨Ψ(a2) and Ψ(a1 ∨ a2) = Ψ(a1) ∧Ψ(a2) ∀(a1, a2) ∈ L
2.
Proof. For any i ∈ {1, 2}, we have b1 ∧ b2 ≤ bi, so Ψ(bi) ≤ Ψ(b1 ∧ b2) by the monotonicity
of Ψ, and hence
(37) Ψ(b1) ∨Ψ(b2) ≤ Ψ(b1 ∧ b2).
Setting bi := Ψ(ai) and applying Ψ on either side of (37) further yields
(38) Ψ(a1) ∧Ψ(a2) ≤ Ψ(a1 ∨ a2),
where we have used the monotonicity and involutivity of Ψ.
On the other hand, for any i ∈ {1, 2}, we have a1 ∨ a2 ≥ ai, so Ψ(ai) ≥ Ψ(a1 ∨ a2) by
the monotonicity of Ψ, and hence
(39) Ψ(a1) ∧Ψ(a2) ≥ Ψ(a1 ∨ a2).
Combining (38) and (39) yields
(40) Ψ(a1 ∧ a2) = Ψ(a1) ∨Ψ(a2) ∀(a1, a2) ∈ L× L.
Applying Ψ once again on either side of (40) with ai = Ψ(bi) yields
(41) Ψ(b1 ∨ b2) = Ψ(b1) ∧Ψ(b2) ∀(b1, b2) ∈ L× L.
Combining (40) and (41) yields (36). 
5.3. Orthomodular lattices.
Definition 5.18. An orthocomplemented lattice L with orthocomplementation Ψ : L→
L satisfying the orthomodular law
(42) if b ≤ a, then a = b ⋄ (a ∧Ψ(b)), for any a ∈ L,
is called an orthomodular lattice and Ψ an orthomodular complementation.
Remark 5.19. (i) The terminology is consistent since modularity defined as in (12
if a ≥ b, then (a ∧ c) ∨ b = a ∧ (c ∨ b) ∀ c ∈ L,
applied to c = Ψ(b) amounts to (42).
(ii) The orthomodular law is traditionally written b ≤ a implying a = b ∨ (Ψ(b) ∧ a).
We replace the meet ∨ by ⋄ to emphasise the fact that b ≤ a implies b∧(Ψ(b)∧a) =
(b ∧Ψ(b)) ∧ a) = 0 ∧ a = 0 as the consequence of the axioms of Ψ and ∧.
(iii) A distributive orthocomplemented lattice L is orthomodular.
Example 5.20. The set complement map
Ψ : A ⊆ X 7→ X \ A
defines an orthocomplementation on the lattice P(X) (see Example 2.4), which is ortho-
modular.
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Proposition 5.21. In an orthomodular lattice L with orthomodular complementation
Ψ : L→ L, for any a ∈ L, the map Ψa on La defined in (34)
Ψa : La → La,
b 7−→ Ψ(b) ∧ a
defines a semi-relative complementation and moreover obeys the orthomodular law.
Proof. (i) The separating property of Ψ implies b ∧ Ψa(b) = b ∧ (Ψ(b) ∧ a) = 0 by
associativity of ∧. Then the orthomodularity of Ψ yields the separating property
for Ψa since from b ∈ La we obtain b ≤ a, and then
b ⋄Ψa(b) = b ⋄ (Ψ(b) ∧ a) = a.
In particular, it defines a semi-relative complement.
(ii) The monotonicity of Ψ induces that of Ψa since c ≤ d implies Ψ(d) ≤ Ψ(c) which
implies Ψ(d) ∧ a ≤ Ψ(c) ∧ a as a consequence of (5).
(iii) Since b ≤ a we have Ψ(a) ≤ Ψ(b). The orthomodular law and the involutivity of
Ψ then yield
(43) Ψ(b) = Ψ(a) ⋄ (a ∧Ψ(b)).
It follows that
Ψ2a(b) = Ψa(Ψ(b) ∧ a)
= Ψ(Ψ(b) ∧ a) ∧ a
= Ψ ((Ψ(b) ∧ a) ∨Ψ(a)) (by (36) and using the involutivity of Ψ)
= Ψ(Ψ(b)) (by (43))
= b.
(iv) To check that Ψa obeys the orthomodular law, take c ≤ b ≤ a. Then
c ⋄ (Ψa(c) ∧ b) = c ⋄ ((Ψ(c) ∧ a) ∧ b) = c ⋄ (Ψ(c) ∧ b) = b
by orthomodularity of Ψ. Here we have used the associativity of ∧ and the fact
that b ≤ a⇒ b ∧ a = b. 
6. Separating locality relations on ⋄-modular lattices
This section is dedicated to a class of locality relations on bounded lattices from which
we build orthocomplementations. We establish a one-to-one correspondence
{orthocomplementations} ←→ {strongly separating locality relations}.
for bounded lattices. For ⋄-modular bounded lattices studied in the previous sections,
this gives a one-to-one correspondence
{orthomodular orthocomplementations} ←→ {strongly separating locality relations}.
6.1. Separating locality relations. A finite sublattice M = {a1, · · · , aN} of a lattice
admits a greatest element a1 ∨ · · · ∨ aN . In general a sublattice L of M does not have a
greatest element, even if (L,≤,∧,∨) is bounded.
Counterexample 6.1. As a counterexample, take L = N ∪ {∞} with ≤ the usual
order on natural number and ∞ ≥ n, for any n ∈ N. Set n ∨ m := max(n,m) and
n ∧m := min(n,m). Then (N,≤,∧,∨) is a sublattice of (L,≤,∧,∨), but does not admit
a greatest element.
The following technical lemma will be useful for what follows.
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Lemma 6.2. Let S be a subset of a locality poset (P,≤,⊤) (Definition 4.1) admitting a
maximal element max(S). Then
(44) max(S)⊤ = S⊤.
Proof. We want to prove that a⊤max(S) if and only if a ∈ S⊤. The implication from
right to left is straightforward. To show the converse implication, we use the following
property (Definition 4.1): if a ≤ b then c⊤b implies c⊤a. Applying this to b := max(S)
yields the result. 
Definition 6.3. A locality relation ⊤ on a lattice (L,≤, 0, 1) is called separating if the
following conditions hold.
(i) if a⊤ = {0}, then a = 1 and a⊤ = L, then a = 0;
(ii) if a⊤b, then a ∧ b = 0;
(iii) the set a⊤ admits a greatest element max(a⊤) for any a in L.
In this case, we say that (L,≤ 0, 1,⊤) is a separated locality lattice.
If moreover,
(iv) max
(
(a⊤)⊤
)
= a for any a ∈ L,
we call the relation strongly separating and the lattice endowed with the locality rela-
tion, strongly separated.
Remark 6.4. The assumption on the existence of max(a⊤) is rather strong. The diamond
lattice L = {0, a, b, c, 1} of Example 2.3, endowed with the locality relation x⊤y ⇔ x∧y =
0, does not satisfy this assumption, since a⊤ = {0, b, c}, b⊤ = {0, a, c} and c⊤ = {0, a, b}.
Remark 6.5. The existence of max
(
(a⊤)⊤
)
follows from the existence of max(b⊤): for
any b ∈ L, we can apply (44) max(S)⊤ = S⊤ to S := a⊤, which yields max(a⊤)⊤ = (a⊤)⊤.
Remark 6.6. The separating property is not hereditary. Indeed, take the lattice L =
{0, a, b, 1}, 0 ≤ a ≤ 1 and 0 ≤ b ≤ 1 and no relation between a and b. On L endowed
with the disjointedness locality relation ⊤ := ⊤∧, we have 0
⊤ = L, 1⊤ = 0, a⊤ = {0, b}
and b⊤ = {0, a}. So L is (strongly) separating, but not its restriction to L˜ = {0, a, 1},
since a⊤ = {0}.
Remark 6.7. The strongly separating condition amounts to the condition
(45) b ∈ (a⊤)⊤ =⇒ b ≤ a.
Example 6.8. The locality relation in Example 4.14 is strongly separating. It is clearly
separating with max(A⊤) = X\A. Then by Lemma 6.2,
max
(
(A⊤)⊤
)
= max
(
max(A⊤)⊤
)
= X\(X\A) = A.
Example 6.9. The lattice with locality
(
G(V ),, {0}, V,⊤
)
in Example 4.11, is strongly
separated by the same argument, noting that for any U ∈ G(V ), the linear space max(U⊤)
is the orthogonal complement of U for the inner product.
Lemma 6.10. Let (L,≤, T, 0, 1) be a separated locality lattice, then for a ∈ L,
(46) a ⋄max(a⊤) = 1.
Proof. By Property (ii) of separated locality lattices, a ∧ b = 0 for any b ∈ a⊤. So, in
particular, we have a ∧max(a⊤) = 0.
If for some a ∈ L, a ⋄max(a⊤) 6= 1, then by Property (i) of separated locality lattices
there exists b 6= 0 such that
b⊤(a ⋄max(a⊤)).
Since a ≤ a ⋄max(a⊤), we have b⊤a which means b ∈ a⊤ and hence b ≤ max(a⊤). Thus,
b = b ∧max(a⊤).
For the same reason, we have b⊤max(a⊤) which implies b ∧max(a⊤) = 0 leading to a
contradiction. 
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6.2. One-to-one correspondence. The following theorem yields a one-to-one corre-
spondence between orthocomplementations and strongly separating locality relations on
bounded lattices.
Theorem 6.11. Let (L,≤, 0, 1) be a bounded lattice.
(i) Let ⊤ be a locality relation on L for which (L,≤, 0, 1,⊤) is a strongly separated
locality lattice. The assignment
(47) Ψ := Ψ⊤ : L→ L, a 7→ max(a⊤)
is an orthocomplementation.
(ii) Conversely, given an orthocomplementation Ψ on L, the locality relation ⊤ := ⊤Ψ
defined by
(48) a⊤b⇐⇒ b ≤ Ψ(a)
yields a strongly separating locality relation.
(iii) The maps defined this way:
F : {strongly separating locality relations on L} → {orthocomplementations on L}
and
G : {orthocomplementations on L} → {strongly separating locality relations on L}
are inverse to each other.
Proof. (i) Given a strongly separated locality lattice (L,⊤), to show that Ψ⊤ defines an
orthocomplementation, we need to check the three properties in Definition 5.13.
(i) The monotonicity follows from the fact that a ≤ b implies b⊤ ⊆ a⊤. Then from
a ≤ b we obtain Ψ⊤(b) ≤ Ψ⊤(a).
(ii) To check the involutivity, we first observe that a⊤Ψ⊤(a) for any a ∈ L, from which
it follows that for any b ∈ Ψ⊤(a)⊤ = (max(a⊤))⊤ we have b⊤a′ for any a′ ∈ a⊤
by condition 4.1 of locality posets. Thus b ∈ (a⊤)⊤ and therefore b ≤ a. Hence
a =
(
max(a⊤)
)⊤
= Ψ⊤(Ψ⊤(a)).
(iii) We first check the separating property a ⋄Ψ⊤(a) = 1. Since Ψ⊤(a) ∈ a⊤ we have
a ∧Ψ⊤(a) = 0 as a consequence of item ii) in Definition 6.3.
We further need to show that a ∨ Ψ⊤(a) = 1. First, by Definition 4.8, 0⊤ = L
so that Ψ⊤(0) = 1. Since we have already shown that Ψ⊤ is involutive and
nonincreasing, it obeys properties (36). Thus
a ∨Ψ⊤(a) = Ψ⊤(Ψ⊤(a ∨Ψ⊤(a))) = Ψ⊤(Ψ⊤(a) ∧ a) = Ψ⊤(0) = 1.
(ii) Let Ψ : L→ L be an orthocomplementation. We show that
a⊤b⇐⇒ b ≤ Ψ(a)
is a strongly separating locality relation on L in several steps. Note that ⊤ is equivalently
defined by a⊤ := LΨ(a) for all a ∈ L.
(1) ⊤ is symmetric since the monotonicity and involutivity of Ψ yield that if b ≤ Ψ(a),
then Ψ(b) ≥ Ψ(Ψ(a)) = a.
(2) ⊤ defines a locality relation on the poset (L,≤) (see Definition 4.1) thanks to the
monotonicity of Ψ: for a ≤ b, if c ∈ b⊤, then c⊤b which implies c ≤ Ψ(b) and then
c ≤ Ψ(a). Hence c⊤a, meaning c ∈ a⊤.
(3) To show that ⊤ defines a locality relation on the lattice (L,≤,∧,∨), we need to
check the compatibility condition (ii) of ⊤ with the operations ∧ and ∨. It reads
if ai ≤ Ψ(bj), ∀i, j ∈ {1, 2}, then a1 ∧ a2 ≤ Ψ(b1 ∧ b2) and a1 ∨ a2 ≤
Ψ(b1 ∨ b2).
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Using (36) and the compatibility relations (5), from ai ≤ Ψ(bj), ∀i, j ∈ {1, 2} we
obtain a1∧a2 ≤ Ψ(b1)∧Ψ(b2) ≤ Ψ(b1)∨Ψ(b2) = Ψ(b1∧ b2). Furthermore, we have
a1 ≤ Ψ(b1) and a2 ≤ Ψ(b1). Therefore a1 ∨ a2 ≤ Ψ(b1). Similarly a1 ∨ a2 ≤ Ψ(b2).
Therefore,
a1 ∨ a2 ≤ Ψ(b1) ∧Ψ(b2) = Ψ(b1 ∨ b2).
(4) We have 0⊤ = LΨ(0) = L1 = L, 1
⊤ = LΨ(1) = L0 = {0}.
(5) By definition a ∧Ψ(a) = 0, now if a⊤b then b ≤ Ψ(a), so a ∧ b = 0.
(6) To prove that L is separating, assume a ∈ L so that a⊤ = {0}. Then from
a⊤ = LΨ(a) we get Ψ(a) = 0 and hence a = 1. Likewise, assume a ∈ L so that
a⊤ = L, then LΨ(a) = L. Hence Ψ(a) = 1 and a = 0.
Furthermore, notice that by definition, a⊤ admits Ψ(a) as a maximum. There-
fore ⊤ is a separating locality relation.
(7) Finally, for a ∈ L, since Ψ(a) = max(LΨ(a)), we have
max
(
(a⊤)⊤
)
= max
(
(LΨ(a))
⊤
)
= max
(
Ψ(a)⊤
)
= max(LΨ2(a)) = max(LΨ(a)) = a.
(iii) For a strongly separating locality relation ⊤ on L, by definition
(a, b) ∈ G(F (⊤))⇔ b ≤ F (⊤)(a)⇔ b ≤ max(a⊤)⇔ (a, b) ∈ ⊤.
So
G(F (⊤)) = ⊤.
For an orthocomplement map Ψ on L,
F (G(Ψ))(a) = max
(
aG(Ψ)
)
= Ψ(a).
So
F (G(Ψ)) = Ψ. 
For a ⋄-modular lattice, we have a very simple description of the objects.
Proposition 6.12. Let (L,≤, 0, 1) be a ⋄-modular bounded lattice.
(i) To a strongly separated locality relation ⊤, the corresponding orthocomplementa-
tion is the unique map Ψ : L→ L such that for any a ∈ L:
(49) (I) Ψ(a) ∈ a⊤ and (II) a ⋄Ψ(a) = 1.
(ii) Conversely, for an orthocomplementation Ψ on L, the corresponding locality rela-
tion is the unique strongly locality relation such that a⊤b implying b ≤ Ψ(a).
Proof. We keep in the proof the notations of the last theorem.
(i) Given a strongly separated locality relation ⊤, then Ψ = Ψ⊤ is a map satisfying (I)
and (II) and Ψ(a) = max(a⊤). Now we prove the uniqueness of a map satisfying (I)
and (II). Let Φ be another map satisfying (I) and (II). For any a ∈ L, a⊤ is a lattice
bounded by Ψ(a), so assumption (I) implies that Φ(a) ≤ Ψ(a). Since by assumption (II)
a ⋄Ψ(a) = a ⋄Φ(a) = 1, applying the ⋄-modular cancellation law in Proposition 3.12, we
infer from the inequality Φ(a) ≤ Ψ(a) that Φ(a) = Ψ(a).
(ii) Let Ψ : L → L be an orthocomplementation. Now assume a strongly separating
locality relation ⊤′ on L satisfies a⊤′b implying b ≤ Ψ(a), that is, a⊤
′
⊆ LΨ(a) = a
⊤Ψ . Let
b := max(a⊤
′
). Then b ≤ Ψ(a). By Lemma 6.10,
1 = a ⋄ b ≤ a ⋄Ψ(a) = 1.
By Proposition 3.12, we have b = Ψ(a) and hence ⊤′ = ⊤Ψ. 
The orthocomplementation (47) is not necessarily orthomodular.
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Counterexample 6.13. With the notations of Counterexample 5.15, the complementa-
tion is the map induced by the locality relation ⊤ = {(a1, b2), (b2, a1), (a2, b1), (b1, a2)} ∪
(L× {0}) ∪ ({0} × L), which is not orthomodular.
Lemma 6.14. On a ⋄-modular lattice L, any complementation Ψ : L → L is orthomod-
ular.
Proof. For any elements b ≤ a, by Proposition 5.17 and the fact that (Ψ⊤)2 = Id, we have
Ψ(b ⋄ (a ∧Ψ(b))) = Ψ(b) ∧ (Ψ(a) ∨ b).
Now Ψ(a) ≤ Ψ(b) since Ψ is nonincreasing, and Ψ(b)∧ b = 0, applying the ⋄-modular law
(19) to A = Ψ(a), B = Ψ(b) and C = b, we obtain
Ψ(b) ∧ (Ψ(a) ∨ b) = Ψ(a).
Therefore Ψ(b ⋄ (a ∧ Ψ(b))) = Ψ(a). Applying Ψ on both sides, we obtain that Ψ is
orthomodular. 
Corollary 6.15. Let (L,≤, 0, 1) be a ⋄-modular bounded lattice, then there is one-to-one
correspondence between the set of strongly separating locality relations on L and the set
of orthomodular orthocomplementations on L.
7. Locality relations on vector spaces
In the previous section, we established a one-to-one correspondence between the set of
strongly separating locality relations on a bounded lattice and the set of orthocomple-
mentations on the lattice. In this section, we apply the correspondence to the subspace
lattice of a vector space.
7.1. Separating locality relations on vector spaces. Recall that in [CGPZ], for a
K-vector space V equipped with a (set) locality relation ⊤, we call (V,⊤) a locality
vector space if it satisfies the conditions: X⊤ is a vector subspace for any subset X ⊂ V
There is a one to one correspondence between locality relations on a vector space V
and those on the corresponding lattice G(V ) under certain conditions in the spirit of (31).
First, a locality relation ⊤ on a subspace lattice G(V ) induces a locality relation on V
by
(50) v1⊤V v2 if 〈v1〉⊤〈v2〉 ∀vi ∈ V, i ∈ {1, 2}.
Further, we have
Proposition 7.1. (i) The locality relation on a locality vector space (V,⊤) extends
to a locality relation ⊤G on the subspace lattice G(V ) defined by
(51) W1⊤GW2 :⇐⇒ w1⊤w2 ∀wi ∈ Wi, i ∈ {1, 2}.
Furthermore, for any index set I and Wi ∈ G(V ), i ∈ I, we have
(52)
(∑
i∈I
Wi
)⊤
=
⋂
i∈I
W⊤i .
Note that sum and intersection in the above equation are operations in the lattice
G(V ).
(ii) Conversely, a locality relation ⊤ on G(V ) which satisfies (52), is induced by a
locality ⊤ on V as in (51).
(iii) The assignment ⊤ 7→ ⊤G in (i) gives a one-to-one correspondence between locality
relations on a vector space V and the locality relations on G(V ) satisfying (52).
FROM ORTHOCOMPLEMENTATIONS TO LOCALITY LATTICES 23
Proof. (i). LetW1,W2,W ∈ G(V ) such thatW1⊤W andW2⊤W . Clearly (W1∩W2)⊤W .
The fact that (W1 +W2)⊤W follows from the locality vector space condition.
To verify (52), For Wi ∈ G(V ), i ∈ I, we have(∑
i∈I
Wi
)⊤
=
{
u ∈ V | u⊤
(∑
i∈I
wi
)
, ∀wi ∈ Wi, i ∈ I
}
= {u ∈ V | u⊤wi, ∀wi ∈ Wi, i ∈ I}
=
{
u ∈ V | u ∈ W⊤i , ∀i ∈ I
}
=
⋂
i∈I
W⊤i .
(ii). Let ⊤ be a locality relation on G(V ) satisfying (52). Let ⊤V be the induced
locality relation on V defined by (50) and let ⊤G be the locality relation on G(V ) induced
by ⊤V in (51). We just need to show that ⊤ = ⊤G. First by definition W1⊤GW2 if and
only if w1⊤Vw2 for any w1 ∈ W1, w2 ∈ W2.
On the other hand, since ⊤ satisfies (52), we have W1⊤W2 if and only if
W1 ⊂W
⊤
2 =
( ∑
w2∈W2
〈w2〉
)⊤
=
⋂
w2∈W2
〈w2〉
⊤.
This holds if and only if W1 ⊂ 〈w2〉
⊤, w2 ∈ W2, that is, W1⊤〈w2〉, w2 ∈ W2. Applying
the symmetric property of ⊤, we further have that W1⊤W2 if and only if 〈w1〉⊤〈w2〉 for
all w1 ∈ W1 and w2 ∈ W2, which means w1⊤Vw2 for all w1 ∈ W1 and w2 ∈ W2 by the
definition of ⊤V . This proves ⊤ = ⊤G.
(iii) Let LR(V ) denote the set of locality relations on V and let CLR(G(V )) denote
the set of locality relations on G(V ) satisfying (52). The assignment ⊤ 7→ ⊤V in (51)
defines a map f : CLR(G(V )) → LR(V ) and the assignment ⊤ 7→ ⊤G in (50) defines a
map g : LR(V ) → CLR(G(V )). The proof of (ii) shows that gf = idCLR(G(V )). Further,
fg = idLR(V ) follows from the definitions of the maps. Hence f and g are bijective. 
Remark 7.2. In general, a locality relation on G(V ) still restricts one on V by (50) which
makes (V,⊤) a locality vector space. However the locality on G(V ) which extends this
restricted locality on V needs not be the original one on G(V ) unless (52) is satisfied by
the original one.
Definition 7.3. We call a locality relation ⊤ on a vector space V (resp. strongly)
separating if the induced locality relation on G(V ) is (resp. strongly) separating.
We then call (V,⊤) (resp. strongly) separated.
Example 7.4. The orthogonality locality relation of Example 4.11 is strongly separating.
We already know that ⊤ is a locality lattice relation, so just need to show that it is
separating. For any W1,W2 ∈ G(V ), we clearly have W1⊤W2 implying W1 ∧ W2 :=
W1 ∩W2 = {0} which is the minimal element of G(V ). Finally, the polar set W
⊤ of W ∈
G(V ) admits a maximal element, the orthogonal complement U⊥ of U . Therefore ⊤ is
separating. Furthermore, ⊤ is strongly separating since the orthogonal map is involutive:
(U⊥)⊥ = U in G(V ).
We now turn our attention to orthocomplementations on G(V ) induced from locality
relations on a vector space V . Notice that a set locality relation ⊤ on a vector space V
yields a locality vector space (V,⊤) if and only if the polar map landed in G(V ), that is
Ψ⊤ : G(V ) −→ G(V ),
W 7−→W⊤,
(53)
which is clearly nondecreasing for the relation .
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Theorem 6.11 yields the following characterisation of separated locality vector spaces.
Corollary 7.5. A locality vector space (V,⊤) is strongly separated if and only if (G(V ),Ψ⊤)
is orthocomplemented.
7.2. Locality relations on the subspace lattice. We end the paper with a brief dis-
cussion of locality relations on the subspace lattice. We first show that a vector space
with a strongly separating locality relation possesses a basis that is compatible with the
relation. However, the relation is not uniquely determined by this basis.
Definition 7.6. For locality vector space (V,⊤), a basis B = {eα}α∈Γ of V is called a
locality basis for ⊤ if the basis vectors are mutually independent for ⊤ i.e.,
(54) if α 6= β then eα⊤eβ .
We now study locality relations on a vector space V with a countable basis.
Proposition 7.7. Let V be a vector space with a countable basis, and ⊤ be a strongly
separating locality relation on V . Then V has a locality basis for ⊤.
Proof. Let Ψ⊤ be the polar map induced by ⊤: Ψ⊤(W ) = max(W⊤). By Example
2.25, G(V ) is modular, thus ⋄-modular and we can apply Lemma 6.14: Ψ⊤ obeys the
orthomodular law (42):
(55) if W1 W2, then W2 = W1 ⊕ (W2 ∩Ψ
⊤(W1)).
By assumption, V admits a countable basis B = {en |n ∈ N}.
For each n ∈ N \ {1}, applying (55) to W1 = 〈e1, · · · , en−1〉  W2 = 〈e1, · · · , en〉 yields
a direct sum
(56) 〈e1, · · · , en〉 = 〈e1, · · · , en−1〉 ⊕ (W2 ∩Ψ
⊤(W1)).
Let u1 = e1 and for n ≥ 2, let un be a nonzero element in the one dimensional subspace
W2 ∩Ψ
⊤(W1), so un⊤ei, i = 1, · · ·n− 1.
We note that for each n ≥ 2, 〈e1, · · · , en〉 = 〈u1, · · · , un〉, and ui⊤uj, 1 ≤ i 6= i ≤ n,
therefore V = 〈un |n ≥ 1〉 and {un |n ≥ 1} is a locality basis of V for ⊤. 
We now provide an example that shows that, unlike a basis which uniquely determines
a vector space, a locality basis is not enough to determine the locality vector space,
suggesting the complexity of locality relations on a vector space.
Proposition 7.8. Let V := R2 and define a subset ⊤ of V by
⊤ := {(a(x, y), b(−x, y)) | xy 6= 0, a, b ∈ R}∪{((0,R), (R, 0))}∪(R2×{0, 0})∪({0, 0}×R2).
(i) The pair (V,⊤) is strongly separated, that is, the locality relation ⊤ induces a
strongly separating locality relation of G(V ).
(ii) The locality relation ⊤ is not the orthogonal locality relation for any inner product
on V .
Proof. First, it is easy to check that (V,⊤) is indeed a locality vector space: (x, y)⊤ ∈
G(R2) for any (x, y) ∈ R2.
(i). By a small abuse of notation we shall let ⊤ denote the locality relation on G(V )
induced by the relation ⊤ on V . Then we have
G(V ) = {(0, 0),R2} ∪ {〈(x, y)〉 | (x, y) ∈ R2 \ (0, 0)}.
All the polar sets are subspaces:
(0; 0)⊤ = G(R2), (R2)⊤ = {(0, 0)},
〈(1, 0)〉⊤ = {(0, 0); 〈(0, 1)〉}, 〈(x, y)〉⊤ = {(0, 0); 〈(−x, y)〉}, where xy 6= 0,
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and the same hold for the symmetric pairs. Also, a⊤ = 0 = {(0, 0)} implies a = 1 = R2,
and a⊤ = 1 = R2 implies a = 1 = R2, as required. Furthermore, since
〈(1, 0)〉 ∩ 〈(0, 1)〉 = 〈(x, y) ∩ 〈(−x, y)〉 = {(0, 0)},
we have a⊤b implying a∧b = a∩b = 0 = {(0, 0)}. It is also clear that the polar set of any
V ∈ G(R2) has a maximal element max(V ⊤) for the partial order given by the inclusion
of vector spaces. Thus ⊤ is separating.
The fact that ⊤ is strongly separating follows from the fact that the polar set V ⊤ of
any proper subspace V of R2 has exactly two elements, one of them being (0, 0).
By Theorem 6.11 and Lemma 6.14 the map Ψ : G(R2) −→ G(R2) associated to ⊤ is
an orthomodular. It is characterised by
Ψ((0, 0)) = R2, Ψ(〈(1, 0)〉) = 〈(0, 1)〉, Ψ(〈(x, y)〉) = 〈(−x, y)〉
(for xy 6= 0) and Ψ2 = Id.
(ii). Suppose that the locality relation ⊤ is the orthogonal locality relation for an inner
product Q(·, ·). This means
Q((1, 0), (0, 1)) = 0, Q((x, y), (−x, y)) = 0, ∀xy 6= 0.
Since
Q((x, y), (−x, y)) =− x2Q((1, 0), (1, 0)) + xyQ((1, 0), (0, 1))
− xyQ((0, 1), (1, 0)) + y2Q((0, 1), (0, 1)), ∀xy 6= 0,
from the previous equations we obtain−x2Q((1, 0), (1, 0)) = 0 and henceQ((1, 0), (1, 0)) =
0. Therefore Q is identically zero, a contradiction. 
Remark 7.9. With the notations of Proposition 7.8, {(1, 0), (0, 1)} is a locality basis
for ⊤ whose existence in general is guaranteed by Proposition 7.7. This basis is also
an orthogonal basis for the canonical inner product and thus a locality basis for the
associated locality relation given by the usual orthogonality in R2. However, as shown
in Proposition 7.8, the locality relation ⊤ is not the locality relation associated with the
canonical scalar product of R2.
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