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INTRODUCTION 
Let the chance variables x1 ,x2 , ••• ,Xn have the joint 
cumulative distribution 
F = F(xl,x2•····xn> 
and assume that the distribution function F(x1 ,x2, ••• ,xn) 
is continuous. Letl\ be the class of all continuous 
n 
cumulative distribution functions. Let w n be the class 
of all continuous cumulative distribution functions of 
the form 
The hypothesis of randomness · states that F(x1 ,x2 , ••• ,xn), 
assumed to belony. tol\.. n, actually belongs to u.J n. This 
hypothesis of randomness is basic to the whole theory of 
random sampling. 
Many methods of testing this hypothesis have been 
proposed. The run tests have been either of the type: 
(a) runs above and below the median, or (b) runs up-and-
down. Type (a) has been treated by Mosteller fjo] and 
Wald and Wolfowitz (18] • Type (b) has been treated by 
Wolfowi tz and Levene (20] and by Olmstead [13] • Other 
non-parametric tests of randomness recommended against 
the specific alternative of a linear trend are Mann's T 
test [9} and the Wald and Wolfowitz [u~J test based on 
vi 
• 
serial correlation. The latter test is useful against the 
alternative of a cyclical trend as well as against serial 
correlation . Distribution-free tests against the alternatiw 
of a downward trend have been compared in the case of 
normality by Stuart ~5] , Foster and Stuart [5] , Cox 
and Stuart l4] . 
Wilks [19] suggested that this important problem of 
testing for randomness in successive drawings from a popu-
lation might be profitably studied from the sequential 
point of view. 
Several sequential tests of randomness in which the 
alternatives to randomness have been characterized by a 
linear trend and a cyclical trend respectively have been 
proposed and studied by Noether [ 11,12] . 
In this dissertation two sequential tests of random-
ness proposed by Noether are studied . The test in which 
the alternative to randomness is characterized by a 
stochastic relation of the type xi= x~l ~ u i is 
studied in Chapters 2 through 6. The other test in 
which the alternative is characterized by an irregular 
cyclical trend is studied in Chapters 7 and 8. 
Since the above stochastic relation Xi g x1_1~Ui 
produces a cyclical movement, the first test may also be 
useful in connection with alternatives under which an 
Vii 
irregular cyclic trend is expected. It i~ a pnropriate, 
therefore, to study these two tests together in this 
dissertation . 
viii 
CHAPTER 1 
PRELIMINARY RESULTS 
Since both of the tests considered in this disserta-
tion are based on the Wald Sequential Probability Ratio 
Test (SPRT) , this test is defined below. 
Let f(x,Q) denote the distribution of a random varia-
ble X. Let H0 be the hypothesis that Q : Q0 , and H1 be the 
hypothesis that Q = Ql • Therefore the distribution of X is 
given by f(x,Q0 ) when H0 is true , and by f (x,G1l when H1 is 
true. 
For any positive integer m the probability that a Ram-
ple x1 , ••• ,xm is obtained is given by 
Plm = f(xl,Ql) ••• f(xm,gl) (1-1) 
when H1 is true, and 
p • f(x
1
,g ) ••• f(x ,Q ) 
om o m o (1-2) 
when H0 is true. 
The Wald sequential probability ratio test (SPRT) for 
testing H0 against H1 is defined as follows: 
Two positive constants A and B (B (.. A) are chosen. At 
each stage of the experiment (at the mth trial for any inte-
gral m) the probability ratio P1m /Pom is computed. 
If 
(1-3) 
1 
the experiment is continued by taking an additional obser-
vat ion . 
If 
P1m I P om ;:. A, 
the process is~rminated with the acceptance of H1• 
If 
plm I pom ~ B, 
the process is terminated with the acceptance of H0 • 
The constants A and B are determined so that the test 
will have the prescribed strength ( o( , f> ). 
For purposes of practical computation it is usually 
more convenient to compute the logarithm of the ratio 
P I P than the ratio itself. lm om 
The test procedure is then carried out as follows: 
If 
m 
log B < L zi c:::... log A 
i: l 
the experiment is continued by taking an additional 
observation, where 
If 
m 
f(xi,Ql) 
f(xi,Q0 f 
L zi ~ log A 
i:l 
(1-4) 
(1-5} 
2 
the process is terminated with the acceptance of H1• 
If 
m 
.2_ ~ ~ log B 
i = 1 i 
the process is terminated .with the acceptance of H • 
0 
The probability of accepting H is denoted by L(Q) 
0 
and is called the operating characteristic function . 
In a sequential test the number of observations re-
quired to come to a decision is a random variable n. The 
expected value of n is called the average sample number 
function or briefly the ASN function . Wald [17) 
has proved that 
L(Q) log B + {1-L(Q)) log A 
EQ( z) 
(l-6) 
The sequential test of randomness in which the alter-
native is characterized by a cyclical trend assumes the 
form of testing a hypothesis about the parameter p of a 
binomial distribution. The general seauential theory 
applied to this sp~cial case is given below. 
Assume that the random variable X can take only the 
values 0 and 1, and let p denote the probability that X 
takes the value 1. ~ sampling olan satisfying the condi-
tions that the probability of rejection does not exceed o( 
whenever p ' p0 , and the probability of acceptance does not 
3 
exceed t3 whenever p ~pl , is given by the eequential pro-
bability ratio test of strength (o( , f.3 l for testing the 
hypothesis P= p0 against the hypothesis p : p1 • The test 
then assumes the form: 
Continue sampling if 
log ..L 
1- oc: 1 
l-p0 og 
1-p 
+ m ----------~~--------l-pl pl l-pl 
- log --- log -- - 1 1-p P og.-=r~--P-
o 0 0 
1- ,8 
log -
o( 
-----------------+ m logl-pl 
l·p 
. o 
1-p 0 log .....--::- -
.1.-Pl 
log Pl 
Po 
1-p 
log 1 
1-p 
0 
where dm is the number of times X takes the value 1 
in the first m units sampled ; 
if 
1-p 
1-(d log 9-log 1-pl 
dm ~ - ~ t m --
lor Pl 1-pl log~ 1-pl l.og - - lo~ 
Po 1-p Po 1-p 0 0 
(1-8} 
4 
the test is terminated with the acceptance of H1 ; 
if 
1og__f!__ log 
l-p0 
1- ~ 1-p 
d L.. + m 1 m - 1-p pl P1 1 log- - log 1-p log - - log Po Po 0 
the test is terminated with the acceptance of H • 
0 
5 
1-p 1 
(1-9) 
1-p 
0 
For each value of m denote the right hand member of 
(1-S} by r and call it the rejection number, and denote 
m 
the right hand member of (1-9) by am and call it the 
acceptance number . 
If we write 
(3 1-p log log 0 
1- ~ 1-p 
am - + m 
] 
- pl l-p 1-'P '0 
log 1 log _1 - log 
l 
log--
Po 1-p 0 Po 1-p 0 
and 
1- (3 1-p 0 
log c{ log--1-p 
rm - + m 
l 
Pl 1-p 1-p l log Pl 1 log - - log -log-
Po 1-Po 
p 1-p 0 0 
the above are the equations of the two parallel lines 
which determine the acceptance or rejection of H • 
0 
(1-10} 
(1-11) 
The average number of observations required by the 
test is given by 
E (n) : Po 
when P: p • 
0 
When p : p1 
E (n) = 
Pl 
(3 loy~<f 
Pl lo~ 
Po 
+ 
l-J3 ( 1-,4 ) log cl 
+ (1-p )1 1-pl 1 og . 
1-po 
(1-12) 
( 1-13) 
6 
CHAPTER 2 
DESCRIPTION OF MODIFIED SEQUENTIAL TEST 
In this chapter a sequential test of randomness is 
defined in which the alternative is characterized by a 
stochastic relation given by 
xi : xi-1 + ui 
where the Ui are identically and independently distri-
buted and the median of Ui is zero . 
It is easy to define the most nowerful test in the 
space of the chance variables 
zi : sil!n (X i +l - Xi) . 
Let ftm: ft(z1 ,z2, • • • ,zm) be the joint distribution of 
the chance variables z1 ,z2 , ••• ,~ under the hypothesis 
Ht, t : 0,1 . Then ftm is the probability of a ~iven 
sequence of (+) and (-) si~ns computed under the assump-
tion that Ht is true. Under the alternative hypothesis 
Xit l - Xi • UiTl and Zi ~ sign Ui+l • 
Therefore 
flm = pkqm-k 
where p P ( u1~ oJ : 1/2 and k is the number of( +) signs 
in the ~iven sequence of zi's. 
For a ~iven p, the test reduces to testing the simple 
hypothesis f ,against the simple alternative r 1 • om m 
7 
According to the Neyman-Pearson Lemma the most 
powerful test 
sequences for 
is given by considering as critical those 
fln 
which _ ) c. The critical sequences are 
fon 
those for which f 0n is small. If n is small, it is not 
too difficult to obtain these sequences with their respect-
ive probabilities. If n is large, it is very difficult 
because of the complexity of f • Sequences with a 
on 
predominance of one sign have small probabilities under 
H0 • However the probability of a given sequence does 
not depend only on the number of plus and minus signs, 
it depends also on their arrangement. 
This fixed sample test can be put in sequential form. 
The probability ratio is given by 
(l/2)m 
>- m - fom 
At each stage of the experiment the probability ratio is 
computed. If B <~m ~ A
1 
the experiment is continued by 
taking an additional observation. If A m ~ AJ the experi-
ment is terminated with the rejection of H0 , and if .A m~ B1 
the experiment is terminated with the rejection of H1 • The 
above ratio is also difficult to compute because of the 
complexity of f 0m : f 0 (z1 ,z2 , •• ,zm)' m: 1,2, •••• 
Consider a modified sequential procedure . The modi-
fied test requires a knowledge of the original observations 
x1,x2, ••• or at least of their ranks r 1 , r 2, •••• 
Let 
{2-1) 
be the number of different rank order arrangements of the 
first (m+1) X observations which lead to the same sequence 
(z1 ,z2, ••• ,zm) as that observed. 
Since (m+l) observations may lead to (m~1}! different 
rank order arrangemente all of which have probability 
1/(m+1) ! under the null hypothesis, 
f (zl,z2,••••zm) : S(zl,z2,••••zm}/(m~l)! • 
Define! : I (z1 ,z2, •• ,z ) by m m m 
~m = 
Therefore, S 
m 
s 
m-1 
= T 1 ·1 2 
m. 1,2, •• 
• 
•l ..• '1 
3 m 
For the modified test replace T which is a 
m 
function of z1,z2•••,z mbY an estimate Tm equal to the 
number of rank positions Xm+l may take given the ranks 
of (x1 ,x2, •• ,Xm) so as to convert (z1,z2, •• ,zm-l) into 
(z1 ,z2, •• ,zm)• More exactly ,let 
( 2-~} 
Tm+ equal the number of observations among x1 ,x2, ••• , 
xmwhich are ~ Xm· 
9 
and 
Tm- equal the number of observations among x1 ,x2, ••• , 
Xm which are L Xm. 
Set 
if 
The test is then based on the ratio 
~ 11 • (2-3) 
and is carried out in the following manner: 
(a) Continue to sample as long as B ~ A m ~ A, or 
m 
log (m+l) r -a -mlog 2 <. L log Ti ' log (mt l) ·' -b -mlog2 
• i:l 
where b : log B and a c log A (2-4) 
m (b) Accept H0 if ~ log T1 ~ log (mt l) I -b -mlog 2 i:l 
m (c) Accept H1 if ~ log T1~ log (m+l) l -a -mlog 2 1:1 
10 
3.1 Introduction. 
CHAPTER 3 
EXPECTED VALUE OF T 
m 
The modified sequential test procedure consists in 
replacing # , a function of z1,z2 , ••• ,z mby an estimate Tm m 
based on the original observations xl,x2,••'Xm+l or more 
exactly their ranks r 1,r2, ••• ,rm+l• We want to determine 
what kind of an estimate Tm is of7 m • Since 7"m is defined :in 
terms of z1 ,z2 , •• ,zm, we will find in this chapter under 
both hypotheses the conditional expected value of T , 
m 
3.2 Null Hxpothesis. 
In Chapter 2, Sm was defined as the number of differ-
ent rank order arrangements of the first (m+l} X observatiom 
which lead to the same sequence as that observed. Tm 
was defined as the number of rank po~itions x 1 may take m+ 
given the ranks of (x1 ,x2 , ••• ,~) so as to convert 
(z1 ,z2, ••• ,zm-l) into (z1 ,z2, ••• ,zm)• Let ai be one of 
rank order arrangements of the first (m) X observations 
satisfying (z1 , ••• ,zm_1 ). Let A be equal to their 
number,i.e.,Sm-1• Let B be equal to the number of the 
second arrangement,i.e.,Sm, and let bi be one of the rank 
order arrangements of the first (m+l) X observations 
11 
satisfying (z1 , ••• ,zm). 
By definition (2-2) 
A 
2.. i:l 
where Tmi is the value of Tm obtained from the sequence ai. 
Likewise P(ai) • 1/A and P(Tmi l a1) = 1. 
A 
2.. 
i:l 
where B(ai) is the number of bi coming from ai, and therefore 
A 
2._ B(ai} : B. 
i:l 
3.2 Alt~~native Hypothesis. 
Let ai, A, b1 , B be defined as above. All events 
b1 have the same sequence of plus and minus signs. They 
may depend on the same event ai or on different events 
ai and a .• 
For example if 
al: 2 3 1 
a2: 1 3 2 
bl: 2 3 1 4 
b2: 2 4 1 3 
b3: 3 4 1 2 
b4: 1 3 2 4 
b5: 1 4 2 3 
All the bi' s have the same seouence ( ~-+ ) but b1 ,b2 and 
b3 follow from a1 , and b4 and b5 follow from a2• 
Furthermore under the alternative hypothesis each bi has 
a definite probability associated with it depending on 
the order arrangement of the Xi 's. 
Again E(T 
m 
A 
= L i:l 
Under H1 the P(ai) are diffenant from 1/A and E(Tm) is 
in general not equal to 'I . 
m 
Consider this specific examole fur~n~r: 
13 
and 
and 
bl: 2 3 1 4 
b2: 2 4 1 3 
b3: 3 4 1 2 
b4: 1 3 2 4 
b5: 1 4 2 3 
c1 : 2 3 1 4 5 
c2: 2 4 1 3 5 
c3: 2 5 1 3 4 
c4: 3 4 1 2 5 
c 5: 3 5 1 2 4 
c6: 4 5 1 2 3 
cg: 1 4 2 3 5 
c9: 1 5 2 3 4 
Aseume that the underlying distributi0n of the x's is the 
uniform distribution,i.e., f(x) : 1,-! ~ x ~ i 
14 
1 
= 8 
1 
= 8 
1 
= 48 
1.5 
1 
"2' 
-
-
- 1 ~ 
-
1 
-48 
P(b3 ) 
= 
1 
~ 
1 
48 
1 
~ 
1 
~ 
-
-
x1 t 1 
"2' 
xl 
P (x3 ...:: x4 ~ x1 < x2) 
x1 t t 
x1 
16 
xl x2 
dx4 dx3 dx2 dx1 
X -1 2-2 x1 
xl x1 
dx dx dx dx: 
4 3 2 1 
x2-~ x3 
• 
= 
1 
~ 
1 • 
~ 
Having observed a ( t - t ) given a ( +-),what is the 
probability of being in either bi,b2, b3 , b4 or b5? 
1/48 
--
- 1/8 
P(b4f a2). 1/3; P(b5 j a?): 1/6. 
Therefore, in particular when m • 4, and having observed 
a sequence (t - +f ), 
E(T4) :{1/6)(8) t (l/3}(1) : 5/3. 
By definition (2-2} i m = Sm I sm-1· 
Therefore, in this case 1r 4 : S4 I s3 • 9/5 . 
Tm is a biased estimate of 1r m in this particular 
case. 
17 
1/6; 
CHAPTER 4 
PROPERTIES OF Tm UNDER THE NULL HYPOTHESIS 
4.1. Introduction. 
The statistic Tm was defined in Chapter 2 as the num-
ber of rank positions ~+1 may take given the ranks of 
x1 , ••• ,~ so a s to convert (z1 , ••• ,zm-l) into (z1 , ••• ,zm) • 
In Chapter 3 the conditional expected value of Tm (i.e., 
E(Tm l z1 ,z2, ••• ,zm) ) was found. 
Table 1 shows the values that Tm (m = 1,2,3,4) 
assumes from the possible ranks of the observations 
(x1 , ••• ,~+l) and the possible sequences (z1 , ..• , zm)• It 
can be seen from the definition of Tm and the examination 
of the table that the values of Tm are dependent on only 
the values of Tm_1 • 
In this chapter P(Tm=i.,Tm+1 =j) and P(Tm=i,Tm+2=j) are 
found under H0 • It is then shown that Tm and Tm+k (k > 2) 
are independent. Since T1 ,T2, ••• are m-dependent (m=l), 
it is proved using Hoeffding and Robbins theorem [ 7] that 
m 
~ log Ti is asymptotically normal. 
i=1 
4.2. Transition Probabilities . 
In general if a set of possible outcomes E1 ,E2 , ••• 
is given and these outcomes are not independent, the out-
come Ek then is not associated with a fixed probability 
I8 
19 
Table 1 
Values of Tm 
1 1 2 T1 =1 1 2 1 T1=1 
1 2 1 2 3 T2=1 2 1 3 2 1 T2=1 
1 2 2 3 1 T2=2 
2 1 2 1 3 T2=2 1 3 2 3 1 2 
1 2 1 2 3 4 T3=1 2 1 4 3 2 1 T3=1 1 2 3 3 2 1 
1 2 3 4 2 1 T3=1 2 1 2 1 3 4 T3=1 2 3 1 2 1 3 
1 2 1 3 2 4 T3=2 2 1 4 2 3 1 T3=2 1 3 2 1 4 2 3 3 1 2 4 1 3 2 
1 2 2 4 3 1 T3=2 2 1 3 1 2 4 T3=2 1 3 2 1 4 3 2 3 1 2 4 1 2 3 
1 2 2 3 4 1 2 1 3 2 1 4 
1 2 3 1 3 4 2 T3=3 3 2 1 4 2 1 3 T3=3 1 2 4 3 4 3 1 2 
1 2 2 3 1 4 2 1 3 2 4 1 
2 3 1 2 4 1 3 T3=3 2 1 3 3 1 4 2 T3=3 3 4 1 2 2 1 4 3 
1 2 2 1 
1 2 3 1 2 3 4 5 T4=1 3 2 1 5 4 3 2 1 T4=1 1 2 3 4 4 3 2 1 
1 2 2 1 
1 2 3 3 4 5 2 1 T4=1 3 2 1 3 2 1 4 5 T4=1 2 3 4 1 3 2 1 4 
1 2 2 1 2 3 1. 2 3 1 4 5 T4=1 2 1 3 4 3 5 2 1 T4=1 2 3 1 4 3 2 4 1 
1 2 2 1 
2 3 1 4 5 3 2 1 T4=1 2 1 3 2 1 3 4 5 T4=1 3 4 2 1 2 1 3 4 
20 
1 2 2 1 
1 3 2 3 5 4 2 1 T4=1 3 1 2 3 1 2 4 5 T4=1 2 4 3 1 3 1 2 4 
1 2 2 1 T4=1 1 3 2 1 3 2 4 5 T4=1 3 1 2 5 3 4 2 l 1 3 2 4 4 2 3 1 
1 2 2 1 1 2 3 2 4 5 3 1 T4=2 3 2 1 4 2 1 3 5 T4:2 1 3 4 2 1 4 5 3 2 4 2 1 3 5 2 1 ~ 4 
1 2 2 1 
1 2 3 1 2 4 3 5 T4=2 3 2 1 5 4 2 3 1 T4=2 1 2 4 3 1 2 5 3 4 4 3 1 2 5 4 1 3 2 
1 2 2 1 
2 3 1 2 4 1 3 5 T4=2 2 .1 3 4 2 5 3 1 T4=2 2 4 1 3 2 5 1 3 4 3 1 4 2 '-1' 1 5 3 2 
1 2 2 1 
2 3 1 4 5 2 3 1 T4=2 2 1 3 2 1 4 3 5 T4=2 3 4 1 2 4 5 1 3 2 2 1 4 3 2 l 5 3 4 
1 2 2 1 
1 3 2 1 4 2 3 5 T4=2 f 1 2 5 2 4 3 1 T4=2 1 4 2 3 1 5 2 3 4 4 3 2 5 1 4 3 2 
1 2 2 1 
1 3 2 2 5 4 3 1 T4=2 3 1 2 4 1 2 3 5 T4=2 1 4 3 2 1 5 4 3 2 4 1 2 3 5 1 2 3 4 
1 2 1 3 4 2 5 2 1 5 3 2 4 1 
1 2 3 1 3 5 2 4 T4=3 3 2 1 5 3 1 4 2 T4=3 1 3 4 2 1 4 5 2 3 4 2 1 3 5 2 1 4 3 
1 2 2 3 5 4 1 2 1 4 3 1 2 5 
1 2 3 1 3 5 4 2 T4=3 3 2 1 5 3 1 2 4 T4=3 1 2 4 3 1 2 5 4 3 4 3 1 2 5 4 1 2 3 
1 2 3 5 2 4 1 2 1 3 1 4 2 5 
2 3 1 3 5 1 4 2 T4=3 2 1 3 3 1 5 2 4 T4=3 2 4 1 3 2 5 1 4 3 3 1 4 2 4 1 5 2 3 
1 2 3 4 1 2 5 2 1 3 2 5 4 1 
2 3 1 3 5 1 2 4 T4=3 2 1 3 3 1 5 4 2 T. =3 3 4 1 2 4 5 1 2 3 2 1 4 3 2 1 5 4 3 ~ 
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1 2 2 5 3 4 1 2 1 4 1 3 2 5 
1 3 2 1 5 3 4 2 T4=3 3 1 2 ') 1 3 2 4 T4=3 1 4 2 3 1 5 2 4 3 4 1 3 2 5 1 4 2 3 
1 2 1 4 3 2 5 2 1 5 2 3 4 1 
1 3 2 1 5 3 2 4 T4=3 3 1 2 5 1 3 4 2 T4=3 1 4 3 2 1 5 4 2 3 4 1 2 3 5 1 - 2 4 3 
1 2 2 3 4 5 1 2 1 4 3 2 1 5 T4=4 1 2 3 1 3 4 5 2 T4=4 3 2 1 5 
':<; 2 1 4 
./ 
1 2 3 4 1 2 4 5 3 4 3 2 1 5 4 2 1 3 
1 2 3 5 4 5 4 3 1 2 
1 2 2 3 4 1 5 2 1 4 3 2 5 1 T4=4 1 2 3 2 3 5 1 4 T4=4 3 2 1 4 3 1 5 2 
2 3 4 1 3 4 5 1 2 3 2 1 4 3 2 1 5 4 
2 4 5 1 3 4 2 1 5 3 
1 2 3 4 2 5 1 T4=4 
2 1 3 2 4 1 5 T4=4 2 3 1 3 4 1 5 2 2 1 3 3 2 5 1 4 
2 3 1 4 2 4 1 5 3 3 2 4 1 4 2 5 1 3 
2 3 1 5 4 4 3 5 1 2 
1 2 3 4 2 1 5 2 1 3 2 4 5 1 
2 3 1 3 5 2 1 4 T4=4 2 1 3 3 1 4 5 2 T4=4 3 4 2 1 4 5 2 1 3 2 1 3 4 2 1 4 5 3 
4 5 3 1 2 2 1 3 5 4 
1 2 2 4 3 5 1 2 1 4 2 3 1 5 T4=4 1 3 2 1 4 3 5 2 T4=4 3 1 2 5 2 3 1 4 1 3 2 4 1 4 2 5 3 4 2 3 1 5 2 4 1 3 
1 3 2 5 4 5 3 4 1 2 
1 2 2 4 3 1 5 2 1 4 2 3 5 l 
l 3 2 2 5 3 1 4 T4=4 3 1 2 4 1 3 5 2 T4=4 2 4 3 1 2 5 4 1 3 3 1 2 4 4 1 2 5 3 
3 5 4 1 2 3 1 2 5 4 
pk but to every pair (Ej,Ek) there corresponds a condi-
- tional probability pjk = P(Eki Ej). In addition to the 
probability pjk there must be given the probability aj of 
the outcome Ej at the initial trial in order to determine 
P(Ej,Ek). Then 
P(Ej,Ek) = ajpjk , P(E . ,Ek,E ) = a.p.kpk J r J J r 
It is customary to arrange the transition probabi-
lities in a matrix, Pm' of transition probabilities , 
where 
and the j subscript stands for the row, the k subscript 
for the column, and m corresponds to the subscript on T. 
mPll mP12 mP13 • • • 
mP21 mP22 mP23 • • • 
Pm = mP31 mP32 mP33 • • • 
• • • • • • 
• • • • • • 
• • • • • • 
For the problem being considered, the initial 
probability vector P(T1 =1) = [ 2(1/2)] • Note the sym-
metry in Table 1. For every plus sign in one arrangement 
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of the observations there is a minus sign ina corres-
ponding arrangement. Likewise, as can be seen from 
Table 1 
2pll = P( T2=1 1 T1.=1) = 1/3; 2P12 = P(T2=2 J T1=1) = 2/3 
p2 = ( 1/3 2/3 ) 
3~1 = P( T3=1 ' T2=1) = 1/4; 3pl2 = P(T3=2 j T2=1) = 0 
3pl3 = P(T3=3 J T2=1) = 3/4; 3p21 = P( T3=1 I T2=2) = 1/8 
3p22 = P(T3=2 l T2=2) = 1/2; 3P23 = P(T3=3 l T2=2) = 3/8 
1/4 0 3/4 
p3 = 
1/8 1/2 3/8 
In general, given Tm-l=l, the only possible values 
that Tm can assume are 1 and m. Given Tm-l=2, the only 
possible values that Tm can assume are 1, 2, and m-1, m. 
Given Tm_1=k, the only possible values that Tm can assume 
are 1, 2, ••• , k and (m-k+l), ••• , m, (k L- ~~~ - 1). 
Furthermore, when Tm-l=m-1, Tm assumes the values 1, m 
and each of the values 2, 3, ••• , (m-1) twice (these two 
identical values of Tm come from either the same arrange-
ment in Tm-l or from two different ones but with the 
same probability). Given Tm_1=m-k, Tm assumes the values 
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1, 2, ••• , k and m-k+l, ••• , m and each of the inter-
mediate values twice ( k = 1 , •.• , l m2l] ). Therefore, 
Pm 
• 
• 
• 
p = P(Tm=m-1 1 Tm-l=m-2) m m-l,m-2 = 2(m-l) (m-1) (m+l) 
m 
= (m-1) (m+l) 
1 0 o •.• o ••• o 0 
1 2 0 ••• o ••• o m-1 2 2 ~ 
• • • • • • • • • • • 
• • • • • • •••• • 
• • • ••• o •••• • 
1 1 2 m-1 
= m+l l¥ 1 [m~lJ • • • • • • • • • [¥ ] 
• • • • • • • • • • • • 
• • • • • • • • • • • • 
• • • • • • • • • • • • 
1 2,2~ • • • • • • • • • 2~m-l~ 
m-1 m-1 m-1 
m 
m 
2 
• 
• 
• 
m 
P¥T 
• 
• 
• 
m 
m-1 
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In the above. matrix the elements in the first row 
are all zeros except the first and the last; the next row 
contains two less zeros , etc . The first row that con-
tains no zeros is the [m~lJ row. If m is odd there is 
25 
one zero in the [(m~~ -1] row and the [m~lJ colUJDil , 
If m is even, there are two zeros in the [ [m~1j - 1 J row, 
one in the ~ column and the other in the ( ~+1) column. 
The vector p2 = [P<T2=1) , P(T2=2D 
2/3 J = [1/3 , 2/3] . 
= [ 2(1/2~ [ 1/3 2/~ 
= [1/6 , 1/3 , 1/2] 
In general , 
f1/4 
0-18 
0 
1/2 
3/~ 
3/~ 
the vector Pm = [P(Tm=1),P(Tm=2) , ••• , P(Tm=m~ 
1 m 
m+l 000 • • • 000 m+l 
h/4 0 3/4J 2/3 •• ~ 1/8 1/2 3/8 
• . oo • . • oo . • . • . . . . . • • • • 
• • • . .o .. • • • 
. . . . . . . . . . • 
• . . . . . . . . . • 
1 m (m- l)(m+l) • ••(m-l)(m+l) 
[ 2 _ __g_(gl ~2_(2)~ 2i ~ = m(m+l)'mrm+IJ' mrm+IJ' • •••m(m+l)' ••••mtm+l1 ( 4-1) 
These probabilities are the elements of the matrix W where 
RS = w. The elements in the main diagonal of R are the 
probabilities P(Tm=i) = ri (see Pm in Sec. 4.2), and the 
elements of S are the probabilities P(Tm+l=j \ Tm=i) = sij 
(see Pm in Sec. 4.2). 
2 0 0 0 • • • • 
0 (2)(2) 0 0 • • • • 
R 1 
= m(m+l) 0 0 (2)(3) 0 • • • • 
• • • • • • • • 
• • • • • • • • 
• • • • • • • (2)(m) 
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1 0 • • • 0 m+1 
1 2 o ••• o m m+1 2 2 2 ~ 
• • .o.o. • • 
• • • .o •. • • 
• • • • • • • 
s 1 1 2 • • • m m+1 = m+2 ' ~ r¥1 [¥ ] [ m211 
• • • • • • • 
• • • • • • • 
1 ~2)~2~ • • • ~ 2) ~m) m+1 
m m m m 
1 0 • • • 0 ••• 0 m+1 
1 2 0 ••• o ••• o m m+1 
• • .o •• o •• o. • • 
2 • • ..o.o.o •• • • w = m(m+1) (m+2) 
• • •••• o •••• • • 
• • • • • • • • • • • • • 
• • • • • • • • • • • • • 
1 (2)(2) • • • • • • • • • ( 2) (m) m+1 
4.4. Probabilities P(Tm=i,Tm+2=j). 
Consider now P(T =i,T 2=j) = m m+ 
i=l,2, ••• ,m; j=l,2, ••• ,m+2. 
These probabilities are the elements of the matrix V = 
RSS', where the elements of Rare the probabilities 
P(Tm=i), those of S are the probabilities P(Tm+l=kl Tm=i) 
(see matrices R and S in Sec. 4.3) and those of S' are 
the probabilities P(Tm+2=j JTm+l=k). 
1 0 • • • 0 m+2 
1 2 o ••• o m+l m+2 
2 2 2 2 
• • 
.o.o. • • 
S' 1 • • •• o •• • • 
= m+3 
• • • • • • • 
• • • • • • • 
• • • • • • • 
1 ( 2) i 2) 2~m+l) m+2 
m+l • • • m+l m+l m+ 
1 • • • • • • • m+2 
2 ••• • • • • 2(m+2) 
• • •• • • • • • 
• • •• • • • • • 
• • •• • • • • • 
v = 4 m(m+l)(m+2)(m+3) i ••• (i)(j) • • • i(m+2) 
• • •• • ••• • 
• ••• • • • • • 
• • •• • • • • • 
m • • • • • • • m(m+2) 
It has been shown (see Pm in Sec. 4.2) that P(Tm=i) = xi 
and P(Tm+2=j) = yj , i=l,2, ••• ,m; j=l,2, ••• ,m+ 2, are the 
elements of the matrix (xi) 
___g{gJ_ 
iii\ili+IT • • • 
and the elements of the matrix (yj) 
(m+2 (m+3) 
respectively. 
= z .. ~J 
• • • 
2(m+2) l 
(m+2) (m+3)j 
The elements of (xiyj) = (zij) are the elements of XY = z. 
?9 
1 
2 
XY. 2 2 [1 2 m+~ = m(m+l) • (m+2Hm+3) • • • 
• 
• 
m 
1•1 1•2 • • • • • • • 1• (m+2) 
2·1 2·2 • • • • • • • 2• (m+2) 
• • • • • • • • • • 
z 2 • 2 i•j = (m) (m+l) (m+2) (m+3) • • • •• • • • • 
• • • • • • • • • • 
m•l m•2 • • • • • • • m• (m+2) 
Therefore V = z and 
It follows that 
and Tm and Tm+2 are independent. 
This extends to the more general situation that Tm and 
.Tm+k (k ~ 2) are independent. 
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m 
4.5. Asymptotic Normality of ~ log Ti • 
i=l 
Let x1 , x2, ••• be a sequence of random variables. 
The sequence is said to be m-dependent if (X1 , ••• ,Xr) is 
always independent of (Xs,Xs+l'•••) provided s-r > m. 
Furthermore, let 
m-1 
Ai = 2 ~ cov(Xi+J.,Xi+m) + var(Xi+m) j=O 
Hoeffding and Robbins [ 71 have proved the following 
theorem: 
If (a) an m-dependent sequence Xi,X2 , ••• satisfies 
E(Xi) = 0, E( ( Xi l 3 ) -=. R3 , oo for i = 1,2, •• • and 
(b) the limit 
p 
1 L- Ai+h = A 
p h=l 
exists uniformly for all i, then 
m 
~ x. is asymptoti-
i =l l. 
cally normal with mean 0 and variance m A. 
It was proved in the preceding section that Ti and 
Ti+k (k > 2) are independent. Therefore the sequence of 
Ti's are one-dependent (m=l). 
Let Yi = log Ti , xi = log Ti - E log Ti , and 
i 
ai E log T1 
2 2_ j log j (4-2) = = i(i+l) j=l 
J] 
Then E(Xi) = O. 
Setting pij = i(i!l) and N1 = number of values of 
Yi £.. a1 , we find 
E IX.:I3 = ~ (ai -log j)3pij + L (log 
log j <. ai log j ~ ai 
Nl Nl 
L. 3 - 3a. 2 L (log j)pij = ai Pij i=l ~ . 1 ~= 
i 
(1 .)3 3 ~ (1 .)2 og J pij - a og J pij 
i=N1+1 
+ 
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j - ai)3pij 
In evaluating thes e expressions we make use of the fol-
lowing results: 
Glaisher (61 and Barnes [1,21 have shown that 
n 
S'" n 2 n 1 n 2 1 L- i log i = log ~ + ( 2 + 2 + I2 ) log n - T + 4 log 2"Tr i=l 
+ (terms which vanish with large n) 
33. 
n ~ 2 n 2 n 1 2 ~ i log i = log M2 + ( ~ + 2 + 12 ) log n i=l 
n 2 n 1 n 2 1 -r;--
- ( ~ + 2 + b ) log n + lr - 4 log 2 ll 
+ (terms which vanish with large n) 
n ~ ; n2 n 1 ; ~ i log i = log M; + ( ~ + 2 + I2 ) log n i=l 
; 2 1 2 3n 2 3n 2 1 ( ~ + 4 ) log n + ~ log n - ~ + 4 log 2llr 
+ (terms which vanish with large n) 
where log M1 , log M2, log M; are constants. 
Nl Nl 
E/Yi-ai\ 3 = id+l) (a? ~ j - ;a. 2 Z j log j l. . 1 J= 
j log j 
N 2 
- ! + Kl + ••• ] 
[ 
Nl2 Nl 1 3 3N 2 
- ( ~ + 2 + i2 ) log N1 - ( + + ! ) log2N1 
3N 2 1 
+ -r- log N1 
2 f£ 12 1 1 3 312 1 2 
+ 1(1+1) l~ 2 + 2 + I2 ) log 1 - ( ~ + 4 ) log 1 
3 .2 312 ] + -l- log 1 - 11) + K3 + ••• 
[ 
·
2 
. 1 2 i 2 i 1 
- 3a1 ( 1r + ~ + !2 ) log 1 - ( 2 + 2 + b ) log 1 
2 [ 12 i 1 + 3a1 ( 2 + 2 + I2 ) log i 
1 2 ] _ 5 1(i
2
+2) a13 ]~l - lr + Kl + ••• l j 
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where K1 = log 11_ 
K2 = log M2 
K:, = log M3 
and 
+ ! log 2 Tf 
1 
- - log 21f 4 
+ t log .).ll 
i 
2._ j log j 
j=l 
a 3 
1 
-t- log i - ~ log i - ~ log i + h 1 
312 i 2 i 1 2 2 
- 4 ( 2 + 2 + I2 ) log i 
314 i 2 1 1 16 ] 
+ Tb ( 2 + 2 + I2 ) log 1 - b4 
3 1 . 3 1 3. 3 1 2. 3 1 . + 4 og 1 - 8 - og 1 + 2 og 1 - 4 og 1 
+ ~ 
f"'J l 8 
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for 1=1,2, ••• • 
var(log Ti+l) = E(log Ti+l) 2 - [ E(log Ti+l )12 
=
2 
- t j(log j) 2 - : 2 nt j log 12 (1+1)(1+2) j=l (i+l) (1+2) C j=l J  
2 f l M + ( (i~l)2 + i2+1 + pl ) log2(J.'+l)2 
= (1+l)(i+2) og 2 ~~ 
- ( (i+l) 2 + i+l 1 ) 1 (' 1) (i+l) 2 1 1 21r ] 2 ~ + b' og l.+ + 4 - 4 og 11 + • • • 
- (i"Ll)2 + ! log 21f + •• ·1 2 
2 1 o g M2 2 ( l . ) 2 ( l . ) 2 ~ +(log i) + 0 \ l. + og l. - log i 
12 612 
log 1 
i 
log i 1 1 log 2 lf 
2 +n-~ .2 3i G ~ l. 
(log i) 2 _ 4(log i) 2 _ . (lo~ i) 2 _ (log i) 2 + log i 
1 3i2 3i 36i4 
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( log 21T ) log i lo~ i 1 4 2 log Ml + 2 i 2 i 1 
+ - + - - - ( -,r + 2 + t2)log i 
. i i 4 i t:. 
2(log ~ + ~ log 2 11) 
+ ------=-~~------
i 
8 log ~ + 2 log 2Tf 12 i 1 
---=-.------ ( 2 + 2 + 2) log i 
i 
2 log~ + log 2Tf 
+ 12 
i i+l 
- E(log T1 ) E(log Ti+l) = L 2::-- (xJ.k) log j log k j=l k=l 
P(T.=j,T. 1=k) = l. l.+ j=l,2, ••• ,i 
k=l,2, ••• ,i+l 
The elements of (wjk), Matrix W, Sec. 4.3, are 
1 0 • • • 0 • • • 0 i+l 
1 2 o ••• o ••• o i i+l 
• • .o •• o •• o • • • 
2 • • • • o.o.o •• . • • 
i(i+l)(i+2) 
•••• o •••• • • • • 
• • • • • • • • • • • • • 
• • • • • • • • • • • • • 
1 ( 2)( 2) • • • • • • • • • (2)(i) i +l 
The elements of (ej) (see diagonal elements of R, Sec. 4. 3) 
are the elements of matrix E, and the elements of (fk) (see 
the diagonal elements of R, Sec. 4.3) are the elements of F. 
2 
E = i(i+l) 
l 
2 
• 
• 
• 
i-1 
i 
)9 
Ji.O 
• • • 
1 (2)(1) ••• (l)(i+l) 
2 (2)( 2) • • • (2)(1+1) 
• • ••• • 
E F 4 = 
i(i+l) 2(i+2) • • • • • • 
• • • • • • 
1-1 (2)(1-1) • • • (1-l)(i+l) 
i (2)(i) • • • (i)(i+l) 
The elements of (wjk - ejfk) are the elements of matrix x. 
If i is odd , the first elements containing 12 appear 
in the t (:1; 1j +21 column and in rows [[ 1;1j -11 and 
{ [ 121j +11 • and the element in row e21] and column 
$ (:_1+2~1 +1} ~s 0 • 2 ll l • If i is even, the i terms appear in 
i and i Note also that the elements below rows 2 2 +1. 
the [¥] row are equal to but 
elements above the [i~l:1 row. 
m-1 
L cov( log Ti log Ti+l ) = 
i=l 
opposite in s ign to the 
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m-1 i 
L 1 [ - log i f( 2i-2) log 1 - 4 L j log j 
i=l i(i+l) 2(i+2) L j=2 
m-1 
+ .L 1 [ 
i=2 i(i+l) 2(i+2) -
log i21 
i-1 
r(2i-6) .log 1 + (4i-12) log 2 - 8 L. j log j 
L j=3 
[ - log 1; 2 [ (21-10) log 1 
i-2 
+ (4i-20) log 2 + (6i-30) log 3 - 12 ~ j log j 
j=4 
+ (212 - 121 + 10) log (1-1) + (212 - 101) log 1 
m-1 
~ . 1 
+ ~ 
1=4 1(1+1) 2(1+2) + (21
2 
- 81 - 10) log (i+l~j 
{ - log 142 [ <21 - 14) log 1 + (41 - 28) log 2 
1-3 
+ (61 - 42) log 3 + (81 - 56) log 4 - 16 ~ j log j 
j=5 
t (2i 2-18t+28)1og (1-2) + (212 - 161 + 14) log (i-1) 
+ (212 - 141) log 1 + (212 - 121 - 14) log (1+1)]1 • • • 
m-1 
-L. 
1=1 
1 [ - log 1 [ -4( log A1 + 1(1+1) 2(1+2) 
( ~ + ~ + f"2 ) log 1 - f + • • • 
~ m-1 2(1-1)( log 1 + (1+1) log (i+l) ) - ~1. __ 2 1 1(i+l)2(1+2) 
42 
(1-1) 2 \1 
- 4 + ••• Jj + 2(1-3)( l og 1 + 2 log 2 + i log 1 
+ (1+1) log (1+1)~ m-1 2. 1 [ log 132 
1=3 1(1+1) 2(1+2) 
[ ( (<1-2) 2 1-2 1 ) ( ) [ 12 log A1 + 2 + ~ + 12 log 1-2 , 
(1-2) 2 
- 4 + •• ·)] + 2(1-5) ( log 1 + 2 log 2 + 3 log 3 
+ (1-1) l og (i-1) + i log i + (i+l) log (1+1)1 
m-1 
2 ~ f log 14? r_ 16 ( log A1 + 1=4 1(1+1) (i+2) L 
( (1-;)2 + 123 + {2 ) log (i-3) (1-3) 2 
- 4 + • • • 1 
+ 2(1-7) ( log 1 + 2 log 2 + 3 log 3 + 4 log 4 
+ (1-2) log (1-2) + (1-1) log (1-1) + 1 log 1 
+ (1+1) log (1+1))1 - ... 
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O( log n 1 ) _ O( lo~ n + 1 ) 
n2 + ~ n n; 
_ O( (log n) 2 _ lo~ n + ~ ) _ O( (log n) 2 + lo~ n + 1 ) 
n2 n n n3 n ;;? 
- 0( ~105 n) 2 lo5 n +!. ) n n n 
m-1 
Then L. cov( log T1 log Ti+l )~ 0, i=l 
lim 
p - + ..o 
and 
lim 
p -~oo 
Therefore the 
lim 
p _..., oO 
p 
1 L_ var( log Ti+l) p i=l 
p 
!. L var( log Ti+l) p i=h 
limit 
p 
!. > 
L._ Ai+h = A p h=l 
exists uniformly for all i. 
1 
= 4 
1 
= 4 
and 
Since the conditions of the Hoeffding-Robbins 
m 
2:._ x. 
. 1 l. l.= 
Theorem are satisfied, is asymptotically normal. 
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CHAPTER 5 
PROBABILITY EQUALS UNITY THAT THE MODIFIED SEQUENTIAL 
TEST TERMINATES 
5.1. Introduction. 
The test under consideration is based on the ratio 
(equation 2-3) 
( 1 ) 
2 
m 
(l+i) 
2Ti 
The test is carried out as stated in Chapter 2. Since 
this test is not a Wald Sequenti al Probability Ratio Tes t, 
it is necessary to prove that the test terminat es with 
probability unity, _which is done in the f ollowing sections . 
Cox [3) has proved that 
(i) if the test can be written in the form t; ~ tm ~ t: , 
where t; and t~ are functions of m, q , ;B , Q0 and Ql; 
(ii) if tm is a fUnction of the sample a symptotically nor-
2 
mally distributed with mean tm and variance cr-m ; 
(iii) either ( a ) (t:- t;)Jcr-m ~ 0 
or (b) 
or (c) 
- o-0 
as m ~ 00 ; 
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then the probability is one that the test terminates. 
2.2. Null Hypothesis. 
To use Cox's theorem (part (a) has been used in this 
dissertation), it is necessary to determine a-m• 
m-1 2 m 
a-m = L var(log Ti) 
i=l 
+ 2 ~ cov(log Ti log Ti+l) 
i=l 
Since it has been proved tha!-~ov(log T1 log Ti+k) = 0, 
k ~ 2 (Sec. 4 . 4), and that ~ cov(log Ti log Ti+l) ,..._ 0 
(Sec. 4.5), 
In Sec. 4 .5 it was shown that 
~ ~ 4 log M2 - 1 og 2 11 _ 2 (log i) 2 L var(log Ti) r-' c._ - - -
i=l i=l 2i i 2 
+ 1 2(log i) 2 (log i) 2 4 - 3 - 4 i i 
4(log ~) 2 
i4 
(8 log M:J_ + 2 log 2 1f) .2 . 1 
14 ( ~ + ~ + I2 )(log i) 
2 log M1 + log .2.Tr m 
+ /"'-) 4 
i 
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lim 
m ---.oo 
Let 
t+ 
= m 
t- = 
m 
then 
t+ -
m 
There:fore 
m 
~ var(log T1) = i=l 
log(m+l)! 
- b - m log 
log(m+l)! 
- a - m log 
t- = a-b 
m 
t+ - t-
lim m m 
m ~oo r.m 
I!l 
4 lim 
m ~oo 
2 
2 
= 0 
and the test terminates with probability one . 
2·3· Alternative Hypothesis. 
The modified sequential probability ratio test (2-3) 
was defined as: 
Let 
m Tf i+l 
i=l 2Ti 
m 
and log A m = log(m+l)! - m log 2 - 2.- 1 T i=l og i 
(a) Continue sampling as long as log B ~ log,\ m '- log A 
(b) Accept H0 when log A m ' log B 
(c) Accept ~ when log ~ m ~ log A 
Let zi = log(i+l) - log 2 - log Ti 
m m 
~ z = log(m+l)l - m log 2- ~ log Ti i~ i i~ 
Let c = J log A' + }log B/· 
Subdivide the infinite sequence z1 ,z2, ••• into segments of 
length q. If Ti = 1, (i=l,2, ••• ,m) 
m+l 
= L -log(m+l)! - m log 2 
i=2 
log! 2 
This function is increasing and is increasing at an 
increasing rate. 
We may determine q from 
q 
L zi = log(q+l)! - q log 2 > c 
i=l 
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{ 
m 
P L 
i=m-q+l 
The probability o~ not terminating will be ~ 
~ o. 
6 . 1 Introduction . 
CHAPTeR 6 
AVERAGE SAMPLE NUMBER 
AND 
TYPE I AND TYPE II ERRORS 
Since this sequential test is not a Wald sequential 
probability ratio test and since the variables are 
dependent, Wald's formula for the avera~e sample number (l-6) 
does not apply. Furthermore this modified sequential 
test may have effected the probabilities of Type I and 
Type II errors . 
In order to gain some idea of the number of observa-
tions needed for this test to reach a decision and to 
determine if the probabilities of Type I and Type II errors 
were effected, a sampling experiment was carried out. One 
hundred samples were selected from Tippett's random 
sampling number book ( 16] • The sampling procedure and 
the results of the sampling under both hypotheses are 
given below. 
6. 2 Null Hrpothesis . 
Observations were selected at random from the table . 
Each observation was ranked in the order in which it was taken. 
The value for T and log T was found at each sta~e and 
the logarithms were summed . Sampling was continued as long as 
50 
n 
log (nt l) J -a - n log 2 <:: ? log Ti < log (nt l) l -b- n log 2 
i : l 
~ = (j = 0 . 05 
(2-4) 
n 
As soon as z lor T· ~ log (nt l) 1 -b - n log 2 the l. -
i - 1 
sampling terminated with the acceptance of Ho • As soon as 
n 
~ log Ti ~ loy (nr l) / - a - n lop 2 the sampling terminated 
i:l 
with the rejection of H • The results of the s ampling 
0 
are tabulated in Table 2 . Values of n represent the number of 
observations that were needed before the test terminated. 
The tabulated frequencies represent the number of times 
the test terminated with the corresponding value of n . The 
averare number of observations was 22 . This result may be 
considered as an indication of the average number of 
observations necessary for this test to terminate under 
the null hypothesis . 
6 . 3 Alternative Hypothesis . 
New observations were selected at random from the random 
number table . At each selection the median of the observa-
tion was shifted to the preceding observation. The test 
was then carried out in the same manner as above. The re-
sults of the sampling are tabulated in Table ) . The 
average number of observations was 13 . The result is an 
indication of the average number of observations necessary 
for the test t6 terminate under the alternative hypothesis . 
1"1 
6.4 TfEei and !YPe II Errors. 
The above sampling also gave information on the effect 
of this modified test on the probability of Type I and 
Type II errors, ~ and ~ • Under the null hypothesis 
ninety-eight of the one hundred samples terminated with 
the acceptance of this hypothes is. The two samples that 
rejected it, rejected it at values of n : 7 and 21 • Under 
the alternative hypothesis ninety-five of the one hundred 
samples terminated with the rejection of the null 
hypothesis. The five s~mples that accepted it, accepted 
it at values of n = 6, ~14 , 21 , 23 , and 31 • The 
above results seem to indicate that 0( , ;.3 ~ 0.05 have 
not been greatly effected by this modified form of the 
sequential test. 
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n 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
TABLE 2 
NULL HYPOTHESIS 
Number of Observations Necessary 
to Make a Decision 
Freg,uencies n 
1 26 
5 27 
5 28 
6 29 
4 31 
5 32 
8 33 
7 34 
5 35 
8 36 
2 37 
2 39 
6 41 
1 42 
3 43 
1 49 
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:ID!'eg,uencies 
1 
3 
4 
2 
1 
2 
2 
3 
3 
1 
1 
1 
1 
1 
1 
2 
n 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
TABLE 3 
ALTERNATI VE HYPOTHESIS 
Number of Observations Necessary 
to Make a Decision 
Freg,uencies n 
3 18 
4 19 
3 20 
9 21 
9 22 
10 23 
6 24 
6 25 
8 27 
8 28 
4 29 
5 31 
2 35 
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Freg,uencies 
2 
2 
3 
2 
5 
2 
1 
1 
1 
1 
1 
1 
1 
CHAPTER 7 
A SEQUENTIAL RUN TEST 
7. 1 Introduction . 
This test has been constructed with a cyclical 
trend of the type: 
in mind where the Qi follow some irregular cyclical 
movement . The basic test based on runs up-and-down 
is described. A modification of this test is studied 
in the next chapter . 
Runs of three different lengths are considered 
and the corresponding parameters determined. 
2•2 Description of the Test . 
Divide the observations into groups of length ~ 
in the order in which they are taken. Associate with 
each group a chance variable y which takes the value 
1 or 0 depending on whether the corresponding group of 
observations contains a ~ong" run or not . Let P(y:l): p . 
The test of randomness then reduces to a test of the 
hypothesis p : p0 against the alternative p : p1 which 
can be carried out sequentially . 
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7•3 Length of Run . 
The question arises of how to choose ~ • There seem 
to be certain advantages to choosing£ rather small . Long 
runs of the type (~rt ) or (-- -) are indicative of H1 
only if the corresponding ~roup of observations coincides 
with the upward or downward part of the cycle . If the 
group of L- observations should contain approximately 
equal numbers of elements of both the upward and the 
downward parts of the cycle, long run! like the ones 
considered would be more indicative of H0 than of H1 • 
By choosin~ .1 small, it is hoped that the relative 
frequency of such occurences can be minimized . In this 
dissertation three values of .1. ( L : 3 ,4, 5) and the 
corresponding tests, denoted by T3 ,T4 , and T5, are 
considered . 
It is easy to determine the values of p for the 
0 
above respective tests and this will be done below. 
If~ : 1, the corresponding runs up-and-down can be 
divided into groups depending on whether the sequence 
of x-observations corresponds to a ( ~+ ) or (--) 
arran~ement, or whether it corresponds to a (f -) or (-+) 
arrangement . The test is carried out as follows: Let 
y : 1 if the first group of arrangements occurs, let y = 0 
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otherwise. Then p : P( ++ ) + P(--) . If H0 is true, 
P( ++ ) : P(--) . 
· s ince three observations can be arranged in six dif- -
ferent ways, all of which are equally likely under the 
hypothesis of randomness, and since only two of these 
arrangements are monotonic, p0 = 1/3. The test of random-
ness reduces to the sequential test of the hypothesis p : p
0 
against the alternative p: p1• 
If ..t = 4, the corresponding rune up-and-down can be 
divided into three groups depending on whether they con-
tain runs of length one, two, three: 
I ( ++t ) ( ---) 
II Ctt-) (--+ ) (-+-+ ) ( ..---) 
III ( +- + ) (-t -) 
This test is carried out as follows: Let y : 1 
if the corresponding run belongs to I, otherwise y : 0. 
Then p: P( tt+ ) + P(---). Since four observations can 
be arranged in twenty-four different ways, all of which 
are equally likely under the null hypothesis, and since 
only two of these arrangements are monotonic, p = 1/12. 
0 
If L = 5, the following types of runs are con-
sidered as critical: 
( t+tt }, (----}, ( +++-), (---+), (-tof- t )' ( t ---). 
Since five observations can be arranged in one hundred 
twenty ways, all equally likely under the null hypothesis, 
and since the above runs are considered critical,p • 3/20. 
0 
The values of p1 to be used are rather arbitrary . 
The following approach is suggested; 
The value of p depends on the function F(x) and the 
parameters Qi. Levene (8] has noted that expressions of . 
the type P(X1 > x2 ~ x3ldo not depend too much on the 
underlying distribution. It seems reasonable to assume 
that the same is true for more complicated expressions. 
We can get , therefore, some idea of the value of p by 
taking F(x) as the uniform distribution and assuming that 
xl,x2,x3 follow a linear trend with parameter Q • 
It is found that 
P( t+ ) = 1(1 t 6Q + 6Q2 _gg3 ) 
6 
P(--) (7-1) 
If Q : r cr- , where c:r- is the standard deviation of the 
underlying distribution, 
If f : O, we have the hypothesis of randomness, and 
p0 ~ 1/3 as was shown above. It is suggested to determine 
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the value of p1 to be used infue SPRT so as to have it 
correspond to a value of Q equal to one ~andard deviat i on. 
If f : 1, p1 : 0.52. This we round to o1 : l/2. Therefore, 
p1 equal to 1/2 implies that if the change in location from 
observation to observation is_one standard deviation, the 
probability of rejecting H is 1 -f3 . 
0 
Using the same argument for .1, : 4 as for L : 3, it is 
found that 
P( +-+-+ ) • 1 ( 1 t 12Q + 42Q2 + 20Q3 - 75Q4 ) 0 ..c.. g c:. l 
"Z4 - - ; 
P(---) 1 = 24( 1 -12Q t 54Q2 -108Q3 + 81Q4) 
P( ++--) = P(--+) : h( 3 +12Q - 18Q2 - 52Q3 -1- 75Q4) 
1 
= _( 
24 
P(-+-) 1 = _ ( 
24 
If Q : fa-as above, 
p : p( f ) : P(X1 4. X2 "- X3 £_ X1,._) + P(X1 > x2 > x3 / x4) 
1 1 2 (3 3 4 .r:::-
- _ + f ~ 11 3 f ..1: 1 f , f ~ 2r 3 
- 12 J 216 T ( 24) 21 - 3 
If r : O, we have the hypothesis of randomness, and 
p0 : 1/12 as shown above. If r • 1, Pl : 1/3 . 
Again we use the assumption that the underlying 
distribution is uniform and that the successive chance 
variables in groups of five follow a linear trend. 
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It is found that 
1 
P( +ofott ) : 120"( 
1 P(----) : - ( 
. 120 
P( rt+- ) : P(- +++) 
= ~c 4 + 40g + 7og2 - 26og3 - 375g4 + 864g5} 
P( +---) : P(---~ ) 
If Q : r r- as above, 
p : p( r ) : p (Xl > X2 > X3 > X4 ~ X5) 4 
P(x1 ~ x2 4:. x3 .:.. x4 " x5> + 
P (x1 > x2 > x3 > x4 4 x5) + 
P (x1 < x2 " x3 , 14 > x5> + 
P(Xl ~ X2 4 x3 ~ 1 4 4 x5) ~ 
P (xl < x2 > 13 > x4 :'!" x5 > • 
1 2 25() 3 
= ~( 18 ~ 55 r - 3 r 
t 5~f- r 5 ) . r ~ r; 
- 305 
36 t 
4 
If r : O, Po : 3/20 . If f : 1, P1 : 9/20. 
The above equations are val id only for j -: (~ s o 
that substituting the value f : 1 gives only an approximate 
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value as far as our previous suggestion of having p
1 
corres-
pond to a shift of one standard deviation is concerned . 
7. 5 Average Sample Number . 
For these three tests the expected number of observa-
tions under H0 and H1 is found to be: 
Test T2• 
(1-12) 
(7-4) 
q' = o.o5, ra = o.o5 
p0 = l/3,pl : 1/2 
:_10. 95) (-1 . 2787) + (0.05)(1 . 2787) 
I73f0 . 177ll r 2/3{-0.1249) 
: 47. 
a $ 1-~ (j loor-cr + (1 _ j3 ) log d 
E( n1 } • ----------~,.---::1...1. Pl 1-pl 
(1-13) 
-
-
P1 lo~ (1 ) 1 Po ~ -pl og 1-Po 
(0 .05)(-1 . 2787) 
1/2(0.1771) 
( 7-5) 
a(: 0.05, Qf: 0.05 
p 0 : 1/3, Pl: 1/2 
t (0.95)(1.2787) 
t 1/2(-0.1249) 
6J. 
.. 
Test T4• 
E(n1) 
Test T
5
• 
E(n0 ) 
E(n1) 
(0.95) (-1. 2787) + (0 .05)(1.2787) 
1/12(0 . 6020) t 11712(- 0. 1383} -
o(: 0. 05, j3 : 0 .05, 
p0 : 1/12, p1 • 1/3 
= 15 ( 7-6) 
(0 .05)(-1 . 2787) (0 . 95)(1 . 2787) 
-
-
1/3(0. 6020) t 2/3 ( -0.13 83) 
e1 ~ o.o5, j? : o . o5, 
p0 : 1/12, p1 = 1/3 
= 10 . ( 7-7} 
(0 . 95) (-1 . 2787) ,.. (0 .05){1 . 2787) 
-
- 3/20(0. 4771) 17/20(-0 . 1991) t 
« = 0. 05, 13 = 0.05 
P0 : 3/20, p1 : 9/20 
= 12 . ("'- 8) 
(0 . 05)(-l . 27R7) t (0.95)(1.27~7) 
- 9/20(0.4771) 11/20(- 0 . 1991) t (7-9) 
: 8. 
cl : 0.05, 6 :0. 05 
n0 : 3/20,p1 : 9/20 
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CHAPTER 8 
MODIFICATION OF PREVIOUS RUN TESTS 
8 . 1 Introduction . 
Tests based on sequences of length .1. can be carried 
out in ~ different ways by omitting the first 0,1,2, ••• , 
(t-1) observations respectively . In this chapter we 
study a modified test based on a concurrent consideration 
of these L tests . 
8.2 Modified Test. 
For a given value of ~ , denote the tests obtained 
by omitting 0,1,2, •• • ,(,! - 1) observations respectively by 
t 1 ,t2 , •• ,t~ . Ueing tests t 1 ,t2, • •• t~a new test is defined 
as follows: 
Accept H0 as soon as one of the tests accepts H0 • 
Accept H1 as soon as one of the tests accepts H1 • 
As far as the probabilities of Type I and Type II 
errors are concerned, the argument carried out below for 
the null hypothesis when ~ : 3 would seem to indicate 
that they do not differ much from the values of ~ and ~ 
selected for the individual tests of Chapter 7. 
As far as the expected number of observations re-
quired to come to a decision is concerned, it is clear 
that the values given in Chapter 7 for the individual 
tests (7-4--7_g) constitute an upper bound. We shall 
6.1 
see on the basis of samples that actually the modified 
tests require considerably fewer observations. 
Let L(Q0 ) be the operating characteristic function 
when Q : Q0 • If we consider the case ~ : 3, when one of 
the above tests accepts H0 , the other two tests are between 
the boundaries. If they are continued, these tests will 
lead to either acceptance or rejecticn of H0 • 
L(Q0 ) • Lt1 CQo) + Pl(Tt2 ,Tt3 accept H0 ; Ttl later re j ects H0 ) 
where Lt1 {Q0 ) is the operating characteristic function of 
Test t 1 • 
L(Qo) = Ltl (Qo) - ..c:.. 
~ = Pl(Tt2,Tt3 accept H0 ; Tt1 later rejects H0 ) 
Evaluation of A requires the derivation of the joint 
distribution of the three test procedures. However, 
because of symmetry considerations it seems reasonable 
to assume that P1 does not differ much from P2 so that 
approximately L(Q0 ) = Lt1 (Q0 ): Lt2 (Q0 ): Lt3 (Q0 ). 
8. 3 Null HrRothesis . 
The sampling procedure for the test based on 
sequences of length three, testing p0 = l/3 against 
Pl = 1/2, (Sec. 7-4) was carried out in the following manner: 
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The same observations were used for~e sampling as in the 
modified sequential test. The hypothesis of randomness was 
either accepted or rejected as soon as one of the three 
tests reached the acceptance or rejection line: 
(1-11) 
corresponding to 
o{ = 0.05, ,8 : 0.05 
Table 4 shows the results of the sampling. The three 
tests are labeled t 1 ,t2 , and t 3 • The~ and£ within the boqy 
of the table desi~ate whether the test terminated with the 
acceptance or the rejection of H0 • The ~ column tells how 
many vroups of three were needed before a decision was 
reached. 
The Wald binomial sequential nrobability ratio test 
was also carried out on only Te~t t 1 • The results of this 
sampling are shown in the sample table, (columns t 1 and n). 
The average number of observations necessary for this sam-
ple for Test t 1 was 45 (groups of three). There were five 
rejections of the null hypothesis out of the 100 samples. 
For this particular sample the average number of observa-
tions required by the modified run test was 24 (groups 
of three). Three of the one hundred samples rejected the 
null hypothesis. 
In the same table the results of the previous test, 
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6$ 
TABL,,:!; 4 
NULL HYPO'l.HESIS 
Tabulation of the Acceptance or the 
Rejection of the Null Hypothesis for the 
Tests tl , t2 , t6 arxi the Modified Sequential Test 
Sample 1rwdi1'1 ed 
Number tl t2 t.s n tl n Sequential n 
- -
1 a 1~ a 13 a 19 
2 a 1~ a 100 a 16 
3 a 37 a 100 a 1~ 
4 a 23 a 8b a 49 
5 a 28 r 47 a 22 
6 a 18 a ~5 a 12 
7 r 21 r ~l a 20 
8 a 23 a 76 a 35 
9 a 16 a 16 a 10 
10 a 44 a 100 a ll 
11 a 20 a 100 a 19 
12 a 23 a 23 a 29 
13 a 32 a b9 a 27 
14 a 13 a 88 a 19 
15 a 30 a 100 a 24 
1ti a 18 a 18 a 34 
17 a 25 a ~5 a 13 
18 a 11 a 69 a 28 
1~ a 20 a 20 a 32 
Sample Modiried 
ljumber tl t2 t3 n tl n Sequential n 
- - -
20 a 25 a 44 a 29 
21 a 25 a 100 a 17 
22 a 18 a 18 a 32 
23 a 16 a 56 a 28 
24 a 20 a 20 a ~;s 
25 a 30 a 44 a 13 
26 a 20 a 42 a 15 
27 a 30 a 81 a 16 
28 a 35 a 52 a 41 
29 a 13 a 40 a 14 
30 a 28 a 32 a 16 
31 a 23 a 30 a 14 
32 a 13 a 13 a 16 
33 a 44 a: 100 r 7 
34 a 44 a 44 a 37 
35 a 13 a 13 a 34 
36 a 30 a 73 a 49 
37 a 40 a 40 a 35 
38 a 32 a 64 a 33 
39 a 20 a 20 a 15 
40 a 13 a 40 a 24 
41 a 42 a 47 a 31 
42 a 44 a 44 a 39 
6h . 
.Sample Modif i ed 
1\jumber tl t 2 t3 n tl n Seqwmt1a1 n 
....__ 
---
'--
-
4 0 a 22 a 52 a 11 
~4 a 4~ a 49 A ~2 
4b a 1~ a 2~ a 2:C 
4n a 4~ a 1 00 a £::1 
4 7 a 13 a 100 a 1~ 
48 a 16 a 30 ti 15 
49 a 16 a 25 a 17 
bO a 25 a ~5 a 16 
bl a G5 a 100 a 15 
52 a 35 a 54 a 16 
53 r 11 a 3b a 1o 
b4 a ld a d3 a 16 
bb a ~0 a ~5 a 20 
::>6 a 16 a B5 a 17 
57 a 20 a lOu a 1~ 
bB A :C5 A ~0 a ~4 
b9 a £::.) a ~3 a 1~ 
tiO a 21:3 A 0£:: a 36 
til a 30 a :;,n a t::~ 
ti2 a 11 a 2b a ltj 
63 a 1B a b2 D 19 
n4 A 11 A sn a 43 
6fl A 23 r 81 A 17 
69 
,;,limn1e Modified 
Number tJ, t2 t3 Jl t1 n Sequential n 
-
66 a 35 a 35 a 11 
67 a 13 a 13 a 14 
68 a 13 a 13 a 19 
69 r 42 r 42 a 35 
70 a 23 a 83 a 28 
71 a 25 a 90 a 18 
72 a 20 r 45 a 15 
7.5 a 20 a 25 r 21 
74 a 18 a 18 a 26 
75 a 37 a .57 a 13 
76 a 28 a 28 a 19 
77 a 11 a 11 a 11 
78 a 28 a 32 a 25 
79 a 85 a 100 a 11 
80 a 11 a 11 a 42 
81 a 54 a 54 a 19 
82 a 28 a 32 a 12 
83 a 52 a 52 a 23 
84 a 44 a 83 a 27 
tiS a 25 a 25 a 8 
d6 a 13 a 25 a 17 
87 a 18 a 44 a 18 
88 1i' 20 a 4'7 a 16 
89 a 23 a 37 a 18 
70 
Sample Modit•ied 
Number ~1 t2 t3 n t1 n Sequential n 
-
-
90 a 16 a 16 a 12 
91 a 13 a 56 a 1? 
92 a 13 a ?8 a 28 
93 a 18 a 20 a 12 
94 a 13 a 13 a 14 
95 a 20 a 42 a 18 
96 a 18 a 18 a ~2 
9? a 28 a 61 a 1? 
98 a 30 a 66 a 27 
99 a 32 a 40 a 22 
100 a 21 a 52 a 24 
ii-~ ntl=4b n=22 
the modified sequential test, are given. Examination of the 
table shows the comparison of the three teste. It shows the 
decision reached by each test for each sample, how many 
observations were needed, the discrepancies in decisions 
and any large difference in the value of n for each of the 
three tests to reach a decision. 
The modified run test with groups of three is certain]¥ 
simple to carry out although it does require about three 
times as many individual observations as the modified 
sequential test. However, it is more tedious and time 
consuming to rank the observations and to find the value 
of the T's, and to compute the sum of their logarithms . 
One test reiected the null hypothesis twice and the 
other three times . 
The sampling procedure for the test based on 
1 
sequences of len~th four, testin~ p
0 
: 12 against pl 
was as fo1lowa: 
1 
-
- 3 
The same observations were used again as were used in 
Tests t 1 ,t2 , and t 3 , and the modified sequential test. The 
hypothesis of randomness was either accepted or rejected as 
soon as one of the four tests reached the acceptance or 
rejection line: 
a - -1.73 t O.l$7n 
n 
(1-11) 
corresponding to 
0( : 0 . 05,~ : 0 .05 
(1-12) 
The results of the sampling are summarized in Table 5. 
The column headed a gives the number of observations 
necessary to reach a decision. The column headed f gives 
the frequency. The average number of groups of four wa~ 
ten. Four of the one hundred samples rejected the hypothes~ 
of randomness. 
The sampling procedure for the test based on 
sequences of length five, testing p
0 
: 3/20 against p1 : 9/~ 
was ~s follows: 
The same observations were used for sampl~ng as were 
used in the previous two tests. The hypothesis of random-
ness was either accepted or rejected as soon as one of the 
five tests reached the acceptance or rejection line: 
(1-11) 
corresponding to 
D{ = o.o5, p : o.o5 
(1-12) 
The results of the sampling are summarized in Table 6. 
It can be seen that the average number of observations was 
six and the hypothesis of randomness was rejected in five 
samples out of one hundred . 
8.4 Alternative . Hypothesis. 
Sampling was carried out under the alternative hypo-
thesis (i.e., there is an irregular cyclic trend) in the 
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TABLE 5 
Null Hypothesis 
'l'abula tion of the Acceptance or the Rej action of the 
Null Hypothesis for the 'l'ests t 1 , t 2 , t3' t4 
t1 t2 
Acceptance Acceptance 
n f n f 
-
10 49 10 18 
15 3 15 l 
20 1 Hejection 
26 1 6 1 
t3 t4 
Acceptance J:\cceptance 
n f n f 
10 1? 10 3 
15 3 
Rejection Rejection 
10 l 6 1 
12 1 
l 'ABLE 6 
Null Hypothesis 
'l'abula.tion of the Acceptance or the Rejection of the 
Null Hypothesis for the Tests t 1 , t 2 , t3' t4, t5 
t]. 
Acceptance 
n f 
6 50 
9 3 
10 l 
t4 
Acceptance 
n f 
6 6 
t2 
Acceptance 
n f 
6 9 
9 l 
Rejection 
3 l 
9 l 
t3 
Acceptance 
n t 
6 18 
9 2 
13 1 
Rejection 
4 
6 
t5 
Acceptance 
n t 
6 
l 
l 
2 
9 2 
Rejection 
4 l 
following manner: 
Samples were obtained from "A Million Random Digits 
with 100,000 Normal Deviates" by the Rand Corporation ( 14] • 
To generate an irrepular cyclic trend a single di~it was 
selected at random in the random number table. The obser-
vationa were then drawn from the table and the median was 
shifted upward at each succeeding drawing one standard 
deviation . This process continued the number of times 
indicated by the random digit . A new digit was then found 
at random and the median of the observations was shifted 
downward one standard deviation that number of times. This 
process was continued as long as necessary . 
Furthermore, these observation were then used for 
the modified sequential test under H1 • 
For ?roups of length three, three tests were run 
concurrently in the same manner as they were under the 
null hypothesis . 
The results of the sampling are tabulated in Table 7. 
The average number of observations was twenty-four groups 
of three . One of the one hundred .samples accept ed the 
null hypothesis . 
The Wald binomial sequential probability ratio test 
was also carried out on only Test t 1 • The results of this 
sampling are shown in the same table. The ·aver aye sample 
number for this ~est is forty-five (Sec. 7-5) . The average 
TABLE_ 7 
Alternative Hypothesis 
Tabulation of the Acceptance or the Hejection 
of the Null Hypothesis in the tests tl, t2 , t3 
and the Modified Sequential ':i'es t 
Sample .Modified 
Number tl t2 t3 n t1 n Sequential n 
- -
l r H3 r 57 r 16 
2 r 16 r 18 r 20 
3 r 18 r 85 r 9 
4 r 15 r 28 r 27 
5 r 21 r 21 r 12 
6 r 45 r 45 r 17 
7 r 23 r '*4 a 11 
8 r 21 r 100 r 25 
9 r 27 r 27 r 11 
10 r 30 r 61 r 10 
11 r 40 r 40 r 21 
12 r 25 r 47 r 6 
13 r 16 r 21 r 5 
14 r 18 r 32 r 15 
15 r 9 r 11 r 1 0 
16 r 27 r 68 r 13 
17 r 21 r 54 r 6 
18 r 28 r 32 r 17 
19 r 28 r 71 r 5 
_SaJnple NlodiEied 
Number tl t2 t3 n tl n Sequential n 
- -
20 r 18 r 71 r 7 
21 r 11 r 11 r 6 
22 r 28 r 28 r 13 
23 r 42 r 42 r 11 
24 r 30 r 30 r 5 
25 r 27 r 50 r 5 
26 r 18 r 18 r 22 
27 r 40 r 100 r 35 
28 r ~1 r 21 r 25 
29 r ~0 r 20 r 5 
30 r 88 r ~8 r 5 
31 r 18 r ~1 r 7 
32 r 2.3 r 71 r 9 
33 r 33 r 80 r 5 
34 r 35 r 35 r 7 
35 r 28 r 45 r 8 
36 r 13 r 13 r 19 
37 r 25 r 69 r 10 
38 a 42 r b2 r 13 
39 r 42 r 57 r 11 
40 r 25 r 90 r 35 
41 r 15 r 20 r 7 
42 r 21 r 45 r 12 
Sample Modified 
!~LW,Lh~r t1 t2 t3 n t1 n Sequential n 
.,.. .,..._ 
- -
43 r 8 r 8 r 13 
44 r 16 r 23 r 8 
45 r 32 r 32 r 32 
46 r 16 r 16 r 6 
47 r 16 r 16 r 7 
48 r 16 r 16 r 30 
49 r 25 a 107 r 5 
50 r 13 r 35 r 10 
51 r 20 r ~0 r ~9 
52 r 33 r 56 r 21 
53 r 21 r 21 r 8 
54 r 13 r 49 r 6 
55 r 15 r 61 r 7 
56 r 23 r 23 r 29 
57 r 9 r 23 r 13 
58 r 15 r 28 r 18 
59 r 18 r ra r 13 
60 r 16 r 16 a 23 
61 r 23 r 28 r 13 
62 r 16 r 16 r 5 
63 r 30 r 56 r 10 
64 r 13 r 13 r 15 
65 r 16 r 52 r 9 
Sample Modified 
Number t1 t2 t.5 n tl n .":>equentia1 n 
-
- -
66 r 52 r 69 r 6 
67 r 30 r 30 r 7 
o8 r 40 r 47 r 11 
69 r 11 r 28 r 16 
70 r 8 r 8 r 14 
71 r 11 r 21 r 11 
72 r 9 r 9 r 11 
73 r 21 r 32 r 18 
74 r 9 r 50 r 10 
75 r 11 r 11 r 5 
76 r 16 r 28 r 5 
7'7 r 20 r 20 r 21 
78 r 20 r 20 r 7 
79 r 18 r 37 r 7 
80 r 11 r 11 r 7 
en r 18 r 18 r 16 
82 r 20 r 100 r 7 
83 r 20 r 27 r 6 
84 r 25 r 50 r 15 
85 r 18 r 18 r 9 
86 r 42 r 100 r 27 
cl7 r 15 r 15 r 12 
88 r 8 r 8 r 18 
89 r 18 r 18 r 5 
80· 
Sample Modit"ied 
Number tl t2 t3 n H: n Sequential n ...._ 
·-
• - -
90 r 40 r 40 r 18 
91 r 37 r 37 r 10 
92 r 32 r 33 r 11 
93 r 54 r 100 r 29 
94 r 49 r 40 r 7 
95 r 33 r 40 r 26 
96 r 28 r 28 r 5 
-J7 r ~1 r 3.3 r 9 
'd8 r lt3 r 49 r 6 
99 r 35 r 35 r 11 
100 r 40 r 7~ r 10 
= 24 n:t1= 39 
- 13 n n = 
number for this sample is thirty-nine. 
In the same table are the resulte of the modified 
sequential test. The averaf e number of observat ions was 
thirteen. Two of the one hundred samples accepted the 
null hypothesis. 
Examination of the table shows the comparison of the 
three tes t s, sample by sample. It shows the decision 
reached by each test for each sample, how many observations 
were needed, the discrepancies in decieions, and any large 
difference in the values of n for each of the three test s 
to reach a decision. 
It can be seen that there is a cons iderable savin~ in 
the required number of observations when three tests are run 
concurrently, and the amount of extra labor involved in 
running the three tests is negligible. However, the 
modified sequential test requires the fewest observations. 
The savinp in observations is counterbalanced by the extra 
work involved in carrying out this sequential test. 
For groups of length four, four tests were run 
concurrently in the same manner a s they were under the 
null hypothesis. 
The results of the sampling are tabulated in Table 8. 
The avera~e number of observations was eight groups of fo :r. 
Four of the one hundred samples accepted the null hypothesis. 
For groups of length five, five tests were run con-
'l'ABU 8 
Alternative Hypothesis 
'l'abulation of the Acceptance or the Rejection of 
the Null Hypothesis for the 'l'ests tl' t2' t3, t4 
tl t2 
Rejection Rejection 
n f n f 
- -
3 3 3 1 
4 7 4 4 
5 8 5 4 
6 7 9 2 
9 2 11 4 
10 l 12 3 
11 1 21 1 
12 1 
15 2 
17 1 
26 1 
Acceptance Acceptance 
10 1 20 1 
26 1 
t3 t4 
Re jection Rejection 
n f n f 
- -
4 3 3 l 
5 4 4 3 
6 5 5 3 
9 1 6 1 
10 3 8 2 
14 1 9 5 
15 1 10 3 
Acceptance 11 2 
20 1 1 2 1 
1 5 2 
16 1 
1 9 1 
currently in the same manner a s they wer~ under the null 
hypothesis . 
The results of the sampling are tabulated in Table 9 . 
The average ·number of observations was six groups of five . 
Four of the one hundred samples accepted the null hypothesis. 
8 . 5 Conclusions . 
On the basis of sampling the test using a length of 
run of four observations and running four tests concurrently 
has a decided advantaye over the one of length of run equal 
to three and using three tests concurrently. A valid 
comparison cannot be made between the test using a length 
of run of five observations and running five tests 
concurrently . The argument for this case has been presented in 
Sec . 7-4 . 
Also on the basis of the sampl ing the modified run 
test hQs not effected the values of ~ and 8. 
1'ABLE 9 
Alternative Hypothesis 
Tabulation of the Acceptance or the Rejection of 
the Null Hypothesis for the Tests t 1 , t2, t3, t4, t5 
tl 
Rejection 
n f 
3 5 
4 9 
6 3 
7 6 
10 1 
13 1 
t4 
Rejection 
n f 
-
3 6 
4 2 
6 6 
7 2 
9 2 
10 1 
13 1 
Acceptance 
6 1 
t 2 
Rejection 
n t 
3 2 
4 3 
6 4 
7 3 
9 1 
10 2 
Acceptance 
10 1 
ti> 
Hejection 
n f 
3 6 
4 2 
6 6 
7 2 
9 2 
10 1 
13 1 
Acceptance 
6 1 
t3 
Rejection 
n t 
-
3 2 
4 3 
6 4 
7 3 
9 3 
13 1 
Acceptance 
13 1 
ABSTRACT 
Let the chance variables x1 ,x2, • •• ,xn have the joint 
cumulative distribution F: F(x1 ,x2, •• • ,Xn) and assume that 
the distribution function F(x1 ,x2, ••• ,xn) is continuou • 
Let Jl n be the class of all continuous cumulative distribution 
functions . Let UJ n be the class of all continuous cumulative 
distribution functions of the form F(x1 ,x2, •• • ,~) = 
F(xl}F(x2) • • • F(~) . The hypothesis of randomness states 
that F(x1 ,x2 , •• • ,xn) assumed to belong to ll n actually 
belongs to uu n • 
In this dissertation two sequential tests of random-
ness proposed by Noether are studied. In the first sequential 
test the alternative to randomness is characterized by a 
stochastic relation of the type Xi= Xi-l ,+ Ui, in the 
second sequential test the alternative is characterized 
by an irregular cyclical trend . 
The first test is based on the statistic Tm which is 
equal to the number of rank positions ~tl may take given 
the ranks of (x1 ,x2, • •• ,~) so as to convert (z1 ,z2 , •• • ,zm_1 ) 
into (z1 ,z2 , • •• ,zm) where zi: sign(x1~1 - xi). It is shown 
under the null hypothesis that Tm is an unbiased estimate 
of a corresponding population parameter 1[ and is a biased 
m 
estimate of 1r under the alternative hypothesis. 
m 
The properties of Tm under the null hypothesis are 
86 
then examined and it is shown that T and T k (k > 2) are 
m m? 
independent. It follows from this property, by using 
m 
Hoeffding and Robbins theorem, that ~ log T. is 
i:l 1 
asymptotically normal . 
It is shown, both under the null and the alternative 
hypotheses, that this test terminates with probability one. 
By sampling some idea is ~ained about the number of 
observations needed for the test to terminate under both 
hypotheses , and also about the effect of this modified test 
on the probabilities of Type I and Type II errors. 
The second sequential test is based on runs up-and-
down. This test is described and then a modification of 
this test is studied . Runs of three different lengths are 
considered and the corresponding parameter determined . 
By sampling some idea is obtained about the number of 
observations needed for the modified test to terminate, 
and the effect of this test on the probabilities of Type 
I and Type II errors . The first seauential test, the sequen-
tial run test and the modified sequential run test are 
compared . 
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