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Abstract
This paper presents a general, simple, yet eﬀective method for weakly supervised sentiment classiﬁcation in resource-poor lan-
guages. Given as input weak training signals in forms of textual reviews and associated ratings, which are available in many
e-commerce websites, our method computes class distributions for sentences using the statistical information of n-grams in the
reviews. These distributions can then be used directly to build sentiment classiﬁers in unsupervised settings, or they can be used
as extra features to boost the classiﬁcation accuracy in semi-supervised settings. We empirically veriﬁed the eﬀectiveness of the
proposed method on two datasets in Japanese and Vietnamese languages. The results are promising, showing that the method
is able to make relatively accurate predictions even when no labeled data are given. In the semi-supervised settings, the method
achieved from 1.8% to 4.7% relative improvement over the pure supervised baseline method, depending on the amount of labeled
data.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Sentiment analysis and opinion mining have become an attractive research topic in natural language processing and
data mining communities in recent years. A sentiment analysis system analyzes opinionated texts, such as opinions,
emotions, sentiments, evaluations, beliefs, and speculations12. Such a system can provide useful information not only
for customers in choosing products and services but also for companies and vendors in marketing and market studies.
Sentiment classiﬁcation is an important task in sentiment analysis and opinion mining. The goal of this task is to
classify a given text as either positive or negative (or neutral). For example, the sentence “It was a wonderful trip.”
can be labeled as positive, while the sentence “That hotel provides very bad services.” can be labeled as negative.
Sentiment classiﬁcation can be done at the sentence level as in these examples, where each sentence is classiﬁed as
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Fig. 1. Examples of reviews and associated ratings. Ratings are given as a score on the left, and stars on the right.
positive or negative or neutral, or at the document level, where a whole document is given one of the sentiment labels.
In this work, we will focus on sentence level sentiment classiﬁcation.
Many existing sentiment classiﬁcation methods use machine learning techniques to predict sentiment labels. Var-
ious learning-based methods have been proposed and achieved good results, including supervised models2,15,17,21,
unsupervised models19,23,26, and semi-supervised models11,13,20,22. Most ﬁndings from these studies show that super-
vised methods give the most accurate results, and the success of those methods depends, to a large extent, on the size
and quality of training data that are corpora annotated with sentiment labels. For English, a number of such corpora
have been developed and made available for both commercial and academic purposes. For other (resource-poor) lan-
guages, such as Chinese, German, Spanish, Japanese, Vietnamese, etc. however, little work has been done to create
similar annotated corpora, making it diﬃcult to apply machine learning based sentiment analysis. Given the fact that
building annotated data is a costly and time-consuming task, and sentiment analysis is highly domain-dependent3,
it is tempted to develop methods that leverage other (unannotated) data sources in constructing sentiment classiﬁers,
especially for resource-poor languages.
In this paper, we propose using overall ratings associated with user reviews and feedback in some websites as an
additional source of information in constructing sentiment classiﬁcation models. Many e-commerce websites allow
users to give feedback about products or services they purchased in forms of both textual reviews and ratings as
illustrated in Fig. 1. Although here we give examples of reviews in English, a plenty of reviews in other languages
are available and can be used as resources for sentiment analysis.
In previous studies, some authors have found correlations between the sentiment of the sentences in a review and
the associated rating8,22. In this paper, we make a step further by considering ratings as weak training signals, and
using them to compute the sentiment class distributions of sentences using the statistical information of n-grams found
in the reviews. We show how these distributions can be used to build an unsupervised sentiment classiﬁer, or can be
used as extra features in a semi-supervised sentiment classiﬁcation system. Our method is general in the sense that it
is independent of languages. It is widely applicable because reviews with ratings are plenty for many languages and
for many domains. Experimental results on two datasets in Japanese and Vietnamese languages show the eﬀectiveness
of the proposed method in both unsupervised and semi-supervised scenarios.
The contributions of this paper are two-fold. First, we introduce a method for generating class distributions of
review sentences from raw data with overall rating information, and describe how to exploit class distributions in un-
supervised and semi-supervised sentiment classiﬁcation. Second, we conduct a series of experiments on two datasets
to show the eﬀectiveness of the proposed method.
The rest of this paper is structured as follows. Section 2 discusses related work. In Section 3 we present our
proposed method, including how to infer class distributions from raw data and how to exploit them in unsupervised
and semi-supervised scenarios. Section 4 describes our experiments on Japanese and Vietnamese datasets. Finally,
Section 5 concludes the paper.
2. Related Work
Many supervised models have been proposed to deal with sentiment classiﬁcation for English. Pang et al. 17 conduct
experiments to compare several supervised learning methods, including Naive Bayes18, Maximum Entropy Models1,
and Support Vector Machines6,24 for the task of sentiment classiﬁcation. They obtained 82.9% accuracy on a corpus
of English movie reviews. A survey on techniques and approaches applied to sentiment classiﬁcation is presented in
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Pang and Lee16. They also discuss available resources, benchmark datasets, and evaluation campaigns of the task.
Nakagawa et al. 15 present a dependency tree-based method for sentiment classiﬁcation using Conditional Random
Fields10 with hidden variables. They show that their method outperforms other methods using bag-of-features. More
recently, Socher et al. 21 introduce the Stanford Sentiment Treebank, the ﬁrst corpus with fully labeled parse trees.
They also present a novel method, Recursive Neural Tensor Networks, which pushes state-of-the-art by 5.4% for
sentiment classiﬁcation.
Several studies have been conducted on unsupervised sentiment classiﬁcation. Turney23 describes a study on senti-
ment classiﬁcation at the document level. His method calculates the semantic orientation of phrases using two arbitrary
seed words, i.e. “poor” and “excellent”. The sentiment of a document is computed as the average semantic orientation
of all such phrases. He reports 66% accuracy on a corpus of movie reviews. Zagibalov and Carroll26 present an
unsupervised sentiment classiﬁcation method which automatically selects seed words. Their method achieved 92% in
the F1 score on a corpus of product reviews in Chinese, which is close to the results of supervised classiﬁers. Based
on the work of Zagibalov and Carroll 26, Rothfels and Tibshirani19 introduce an unsupervised system for document
level sentiment classiﬁcation which iteratively extracts positive and negative sentiment items.
Among various studies on semi-supervised sentiment classiﬁcation, Tackstrom and McDonald22 propose latent
variable models for sentence level sentiment classiﬁcation, which leverage abundant natural supervision in the form of
review ratings, as well as a small amount of manually crafted sentence labels to learn classiﬁers. Li et al. 11 describe a
study on semi-supervised learning for imbalanced sentiment classiﬁcation. In their method, various random subspaces
are dynamically generated to deal with the imbalanced class distribution problem. Socher et al. 20 and Maas et al. 13
exploit deep learning approaches to learn word vectors and vector space representations for multi-word phrases. These
representations are then used in semi-supervised sentiment classiﬁcation systems, which achieve very impressive
results.
Relatively little work has been done on sentiment classiﬁcation in resource-poor languages. Cheng and Zhulyn5
present an empirical study on sentiment classiﬁcation in nine languages, including Japanese, English, German, Chi-
nese, French, Italian, Spanish, Dutch, and Portuguese. They investigate two learning algorithms, Naive Bayes and
Boosting with a logistic regression, on large datasets. A tutorial on multilingual subjectivity and sentiment analysis
was presented at the ACL 2012 conference by Mihalcea et al. 14. The tutorial focused on the subjectivity and sen-
timent research carried out on languages other than English. In Vietnamese, Kieu and Pham9 describe a rule-based
system for Vietnamese sentiment classiﬁcation using the Gate framework7. Duyen et al. 8 present an empirical study
on Vietnamese sentiment classiﬁcation. They investigate three learning algorithms, including Naive Bayes, Maximum
Entropy Model, and Support Vector Machine, using various types of features on a corpus of hotel reviews. To the best
of our knowledge, this is the ﬁrst corpus for Vietnamese sentiment classiﬁcation which can be freely downloaded.
3. Our Method
Suppose we have a raw dataset consisting of M reviews, t1, t2, . . . , tM . Each review ti consists of several sentences
and is associated with an overall rating score denoted by ri (see Fig. 1 for examples). The overall score ri can be an
integer, ranging from 1 (star) to 5 (star), or a real number, ranging from 0.0 to 10.0. The higher the overall score of a
review is, the more positive the review is. The lower overall score of a review is, the more negative the review is.
3.1. Generating Class Distributions from Raw Data
We normalize the overall scores of all reviews so that each score belongs to exactly one of N classes, c1, c2, . . . , cN .
Here ci is an integer, which represents the ith class. Without loss of generality, we can assume that c1 < c2 < . . . < cN .
For example, in the case of using reviews in Amazon.com, we can choose N = 5. Therefore, each type of score
(1-star, 2-star, 3-star, 4-star, and 5-star) can be considered as a class.
Given a sentence s, the goal is to compute class distributions P(ci|s) - the conditional probability of class ci given s
- for all i = 1, 2, . . . ,N. Here the sentence s is represented as a sequence of words, s = w1w2 . . .w|s|, with |s| denoting
the length of s. Using the Bayes rule we have:
P(ci|s) = P(s|ci)P(ci)P(s) = P(s|ci)P(ci)Z,
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where Z = 1P(s) is the normalizing factor which is independent of class labels. Using the independence assumption,
we approximate:




The probabilities P(ci) and P(wj|ci) can be estimated by counting on the set of reviews as follows:
P(ci) =
#reviews with class ci
#all reviews
, and
P(wj|ci) = #word wj appears in a review with class ci#all words appear in a review with class ci (2)
In Formula (1), we replace sentence s by its bag of words. So we call this approximation by unigram model. The
similar formulas for bigram and trigram models can be stated as follows:








where P(wjwj+1|ci) in Formula (3) and P(wjwj+1wj+2|ci) in Formula (4) can be computed by counting on the set of
reviews like P(wj|ci) in Formula (2). Note that we can also combine unigram, bigram, and trigram models by using a
combination of unigrams, bigrams, and trigrams.
3.2. Unsupervised Learning Scenario
In the unsupervised learning scenario, our goal is to build a model to predict, for a given sentence, the sentiment
label (positive, negative, or neutral), without any labeled data. The only data available are reviews and associated










S entimentS core receives a real value, ranging from c1 to cN , and will be used to predict the sentiment label of s
using Algorithm 1, where T1 and T2 are two thresholds such that c1 < T1 < T2 < cN . In the case that we have only
two labels, i.e. positive and negative, we will use one threshold.
Algorithm 1 Unsupervised sentiment classiﬁcation
1: Input: A sentence s
2: Output: Sentiment label of s
3: Compute the sentiment score SentimentScore(s) using Formula (5)
4: if SentimentScore(s) ≥ T2 then
5: return Positive;
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Fig. 2. A semi-supervised learning framework for sentiment classiﬁcation.
3.3. Semi-Supervised Learning Scenario
In the semi-supervised learning scenario, in addition to raw reviews, we have a set of labeled data consisting
of L sentences with their labels {(si, li)}Li=1. The main idea of our semi-supervised learning method is to use class
distributions as extra features to create supervised models. We ﬁrst use the method presented in Section 3.1 to generate
class distributions of sentences. These distributions are then added to a supervised model as extra features (labeled
data are used to train this model). Fig. 2 shows our semi-supervised learning framework. This framework consists of
two phases: unsupervised phase produces extra features and supervised phase learns the classiﬁcation model.
There are various ways to represent features and to choose a learning model for supervised sentiment classiﬁcation.
In our framework, we follow the method of Wang and Manning25, which uses Support vector machine (SVM)24 with
Naive Bayes log-count ratios as features. This method has been shown to be eﬀective and stable on various types
of sentiment corpora. So, in our framework, the feature set for SVM consists of both Naive Bayes log-count ratios
(extracted from labeled data) and class distributions (extracted from unlabeled data). In the following, we describe
how to compute Naive Bayes log-count ratios from labeled data.
Let fi ∈ R|V | be the feature count vector for training sample i (corresponds to sentence si) with label li ∈ {−1, 0, 1}.
Here, V is the set of features, and labels 1,−1, and 0 correspond to positive, negative, and neutral. We take xi = 1{ fi >









where p is the sum of all the binarization vectors of positive samples, and q is the sum of all the binarization vectors







Note that r is also a vector, and mathematical operations in Formula (6) are conducted on each element of vectors.
Similarly, we compute two log-ratios for negative samples and neutral samples. The feature set extracted from labeled
data consists of three log-ratios.
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Table 1. Statistical information of two annotated corpora






To verify the eﬀectiveness of the proposed method, we conducted experiments on two languages: Japanese and
Vietnamese.
4.1. Data & Experimental Setup
4.1.1. Japanese dataset.
We annotated 400 Japanese sentences1 extracted from Amazon.co.jp, including 258 positive sentences and 142
negative sentences. These sentences come from reviews in various domains such as Camera and Video, Drugstore,
TV Recorder, etc.
4.1.2. Vietnamese dataset.
We used the Vietnamese sentiment classiﬁcation dataset of Duyen et al. 8, which consists of 3304 annotated sen-
tences. Among 3304 sentences, there are 1980 positive sentences, 777 negative sentences, and 547 neutral sentences.
Table 1 shows statistical information of two corpora.
We conducted experiments in two scenarios, i.e. unsupervised and semi-supervised, as follows:
• Unsupervised: We applied our unsupervised method to both Japanese and Vietnamese datasets. All annotated
sentences were used as test data.
• Semi-supervised: We applied our semi-supervised method to the Vietnamese dataset. We conducted 5-fold
cross-validation test2.
We performed the following preprocessing steps on the datasets. For Japanese dataset, we removed all stopwords3
and special characters such as punctuation marks, hyphens, and quotation marks. For Vietnamese dataset, we only
used important words like the previous work8, which are main words in a sentence, including proper nouns, common
nouns, verbs, adjectives, adverbs, and subordinating conjunctions.
The performance of the sentiment classiﬁcation system was measured using accuracy, precision, recall, and the F1
score.
Accuracy =
#of correctly classiﬁed sentences
#of sentences
.
Let A and B be the set of sentences that the system predicted as Positive and the set of sentences with Positive label,







1 Two Japanese native speakers annotated the corpus.
2 We divided data into 5 folds exactly the same as the work of Duyen et al. 8
3 We used the stopword list from http://www.ranks.nl/stopwords/japanese.
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Table 2. Unlabeled datasets for Japanese
1 Star 2 Star 3 Star 4 Star 5 Star Total
UMass Amherst dataset 2923 2903 8677 21735 49435 85673
Our Amazon dataset 23269 19258 53089 131543 256635 483794
Table 3. Unlabeled dataset for Vietnamese
1 Star 2 Star 3 Star 4 Star 5 Star Total
Condition score ≤ 3 5 ≥ score > 3 7 ≥ score > 5 8 ≥ score > 7 score > 8
#Reviews 812 2759 11779 14526 24675 54551
F1 =
2 ∗ Precision ∗ Recall
Precision + Recall
.
4.2. Collecting Raw Data
4.2.1. Japanese.
For Japanese, we collected reviews from Amazon.co.jp (Amazon dataset). Reviews belong to various domains such
as Food and Beverage, Drugstore, TV Reorder, etc. Each review contains the overall rating information, ranging from
1-star to 5-star (number of class N = 5). The dataset consists of 483794 reviews. We also conducted experiments with
the UMass Amherst Linguistics Sentiment Corpus4, which consists of 85673 reviews extracted from Amazon.co.jp
(UMass Amherst dataset). The statistical information of two datasets is shown in Table 2.
4.2.2. Vietnamese.
For Vietnamese, we gathered reviews in the hotel domain from Agoda.com (Agoda dataset). Each review has
an overall score, which is a real number ranging from 0.0 to 10.0. We ﬁrst transform overall scores into the 5-star
scale (number of class N = 5). Table 3 shows how to convert an overall score to the 5-star scale and the statistical
information of our Agoda dataset.
4.3. Unsupervised Learning
This section presents our experimental results with the unsupervised scenario in Japanese and Vietnamese. In
Japanese, we conducted experiments using two raw datasets, i.e. the UMass Amherst dataset and our Amazon dataset.
With each raw dataset, we measured the performance of the system using diﬀerent thresholds with various combi-
nations of n-grams. Tables 4 show experimental results when using UMass Amherst and using our Amazon raw
datasets, respectively. Note that the UMass Amherst dataset provides only 1-grams and 2-grams along with statistical
information of reviews. The corpus does not include the content of reviews. So, we only conducted experiments with
1-grams and 2-grams on it.
We can see that using 1-grams and 2-grams gave the better results than using only 1-grams in both cases. Moreover,
using all 1-grams, 2-grams, and 3-grams achieved the best result. Comparing two raw corpora, we found that 1) when
using 1-grams, there is little diﬀerence between two corpora; 2) when using 1-grams and 2-grams, Amazon dataset
gave better result in term of accuracy, 68.8% compared with 66.3% of UMass Amherst dataset. In the term of the F1
score, Amazon achieved a little bit lower on Positive label (76.6% compared with 77.6%) but much higher on Negative
label (52.8% compared with 31.5%). Our best model, using all 1-grams, 2-grams, and 3-grams on the Amazon dataset,
achieved 70.0% accuracy, 77.2% and 56.2% in the F1 score on Positive and Negative labels, respectively.
In Vietnamese, Duyen et al. 8 show that the best feature set for Vietnamese sentiment classiﬁcation includes only
1-grams of important words and the overall score of the review. Important words are main words in a sentence,
including proper nouns, common nouns, verbs, adjectives, adverbs, and subordinating conjunctions. Based on their
4 http://semanticsarchive.net/Archive/jQ0ZGZiM/readme.html
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Table 4. Performance of the unsupervised method on the Japanese dataset
UMass Amherst Corpus as Unlabeled Data
Positive Negative
Model Threshold Acc(%) Pre(%) Re(%) F1(%) Pre(%) Re(%) F1(%)
1-grams
2.0 64.8 64.7 100 78.5 100 0.7 1.4
2.5 64.8 65.0 98.4 78.3 55.6 3.5 6.6
3.0 66.3 66.4 96.5 78.7 64.0 11.3 19.2
1,2-grams
2.0 65.8 65.8 97.7 78.6 64.7 7.7 13.8
2.5 67.0 67.5 94.2 78.6 62.5 17.6 27.5
3.0 66.3 67.8 90.7 77.6 56.4 21.8 31.5
Our Amazon Corpus as Unlabeled Data
1-grams
2.0 66.3 66.8 95.0 78.4 60.6 14.1 22.9
2.5 66.0 67.3 91.9 77.7 56.3 19.0 28.4
3.0 66.3 68.6 88.0 77.1 55.1 26.8 36.0
1,2-grams
2.0 67.3 70.6 84.5 76.9 56.0 35.9 43.8
2.5 67.8 71.7 82.6 76.8 56.3 40.8 47.3
3.0 68.8 74.0 79.5 76.6 56.9 49.3 52.8
1,2,3-grams
2.0 69.0 72.5 83.7 77.7 58.8 42.3 49.2
2.5 69.0 73.4 81.4 77.2 57.9 46.5 51.6
3.0 70.0 75.7 78.7 77.2 58.3 54.2 56.2
Table 5. Performance of the unsupervised method on the Vietnamese dataset
Positive Negative
Threshold1 Threshold2 Acc(%) Pre(%) Re(%) F1(%) Pre(%) Re(%) F1(%)
2.5 4.0 63.8 63.3 98.8 77.2 67.6 18.8 29.4
3.0 4.0 68.1 68.1 97.2 80.1 66.7 41.2 50.9
3.0 4.5 68.1 68.1 97.2 80.1 66.7 41.2 50.9
3.5 4.5 69.7 81.8 82.8 82.3 50.6 84.2 63.2
results, in our experiments we also used only 1-grams of important words. As shown in Table 5, our model achieved
69.7% accuracy, 82.3% and 63.2% in the F1 score on Positive and Negative labels, respectively.
4.4. Semi-Supervised Learning
We compared the performance of the following methods:
• Baseline1: Supervised method with bag-of-word features8.
• Baseline2: Supervised method with Naive Bayes log-count ratio features25.
• Semi1: Semi-supervised method with bag-of-word features and class distribution features.
• Semi2: Semi-supervised method with Naive Bayes log-count ratio features and class distribution features.
Note that all four methods used the overall score features and SVM (we used LIBSVM4) with RBF kernel as the
learning model.
Experimental results on the Vietnamese corpus are shown in Table 6. In all experiments, we used 80% data for
training and 20% data for testing. We conducted 5-fold cross-validation test exactly the same as the previous work8.
Two baseline methods gave almost the same results, 76.8% and 76.9% accuracy, respectively. Our semi-supervised
method outperformed the supervised method in both cases using bag-of-word features and using Naive Bayes log-
count ratio features. Our best method, i.e. semi-supervised with Naive Bayes log-count ratio features and class
distribution features improved 1.4% (1.8% relative improvement) compared with the result of the previous work8.
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Table 6. Performance of the semi-supervised method on the Vietnamese dataset
Positive Negative
Method Acc(%) Prec(%) Re(%) F1(%) Prec(%) Re(%) F1(%)
Baseline1 76.8 82.2 94.0 87.7 73.7 72.6 73.1
Baseline2 76.9 85.5 90.4 87.9 72.5 74.2 73.3
Semi1 77.6 86.0 90.6 88.2 73.8 74.0 73.9
Semi2 78.2 85.2 92.6 88.7 72.5 77.4 74.9
Table 7. Experimental results with less labeled training data
Positive Negative
Method Acc(%) Prec(%) Re(%) F1(%) Prec(%) Re(%) F1(%)
Baseline1 72.0 79.6 89.6 84.3 66.7 63.7 65.2
Baseline2 73.8 81.5 91.1 86.1 68.6 66.3 67.4
Semi1 73.9 81.7 90.8 86.0 68.9 68.4 68.7
Semi2 75.4 81.4 93.6 87.1 69.4 70.8 70.1
4.4.1. Using Less Labeled Data.
We also investigated the eﬀectiveness of the proposed method when only a small amount of labeled data were
available. Speciﬁcally, we used 20% of labeled data for training and the rest for testing. We conducted 5-fold cross-
validation tests, but now with 1:4 training/test data ratio, and compared the proposed method to the baseline methods
with two types of features, i.e. bag-of-word features and Naive Bayes log-count ratio features.
As shown in Table 7, the proposed semi-supervised method outperformed the supervised method with both types
of features. Our best method, semi-supervised with Naive Bayes log-count ratio features, achieved 3.4% accuracy
improvement (4.7% relative improvement) over the method of Duyen et al. 8. This improvement is much larger than
the case when more labeled training data are used, suggesting that our method is more useful when little annotated
data are available. In both supervised and semi-supervised methods, using Naive Bayes log-count ratio features gave
better results than using bag-of-word features.
4.5. Discussion
Sentiment classiﬁcation is a diﬃcult task in which word-based features and syntax-based features are not good
enough to build an excellent classiﬁcation system. To assign a correct sentiment label to a sentence, we have to
analyze the semantics of the sentence. For many sentences, however, semantics is very ambiguous and diﬃcult to be
analyzed automatically. By observing the output of our system, we found that errors can be divided into three main
cases as follows:
1. Complex sentences, which contain two or more clauses with opposite meanings: For example, “Rooms are clean
and have beautiful view, but services are bad.”, “Rooms are good but expensive.”.
2. Sentences with negation: For example, “Services are not as good as advertisements.”.
3. Sentences with implicit meanings: For example, “We will return”.
A solution for Cases 1 and 2 is to deal with negation and conjunction words separately. Sentences belonging to
Case 3, however, present a more challenging problem, which needs further studies in the future.
5. Conclusion
We have presented a novel method for weakly supervised sentiment classiﬁcation in resource-poor languages.
Our method exploits reviews and associated overall rating scores, which are easy to obtain in many languages, to
generate prior class distributions of sentences. We show how to use these distributions to build unsupervised and
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semi-supervised sentiment classiﬁers. Simple to implement, and language and domain independent, the method has
shown promising results in experiments with real datasets. In the unsupervised scenario, our method achieved nearly
70% accuracy on two datasets in Japanese and Vietnamese, the ﬁrst of them if multi-domain. In the semi-supervised
scenario, the method achieved from 1.8% to 4.7% relative improvement (from 6.0% to 12.1% error rate reduction)
over the pure supervised baseline method. Importantly, the improvement is more signiﬁcant when less labeled data
are available, showing that the method is particularly useful for resource-poor languages.
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