In the previous paper (Math Ann 362:717-742, 2015), we proved that the space of f -harmonic functions with polynomial growth on complete non-compact gradient shrinking Ricci soliton (M, g, f ) is one-dimensional. In this paper, for a complete non-compact gradient shrinking Ricci soliton of bounded scalar curvature, we prove that the space of harmonic functions with fixed polynomial growth degree is finite dimensional. We also prove analogous results for ancient (f -)caloric functions.
Introduction
for all sufficiently large r, where B p (r) is the geodesic ball of radius r centered at point p. When f is constant, that is, in the case of harmonic functions, we simply write H d (M ) instead of H f d (M ). For an n-dimensional Riemannian manifold (M, g) with nonnegative Ricci curvature, Yau [57] applied the gradient estimate technique to show that any bounded below harmonic function on M must be constant, namely, dim H 0 (M ) = 1.
Inspired by this, Yau [58, 59] conjectured that H d (M ) is finite dimensional for all d ≥ 0. For this conjecture, Cheng [10] observed that the Cheng-Yau's gradient estimate [11] can be used to show that dim H d (M ) = 1 for each d < 1. For d = 1, Li and Tam [35] proved the sharp estimate dim H 1 (M ) ≤ n + 1, and the equality is achieved by the Euclidian space R n . Moreover, Cheeger, Colding and Minicozzi [8] proved that if H 1 (M ) = n+1, then M is isometric to R n (see [32] for the special case of Kähler manifolds). Later, Li and Tam [36] , and Kasue [29] independently solved the case n = 2 of Yau's conjecture. In fact, they gave sharp upper bounds on the dimension of H d (M ) for surfaces with finite total curvature. Finally, Colding and Minicozzi [14] completely settled Yau's conjecture and proved that for each d ≥ 1, dim H d (M ) ≤ C(n)d n−1 for some constant C(n) depending only on n. Here the power of d is sharp, because dim H d (R n ) ∼ 2 (n−1)! d n−1 as d → ∞. For more related results, see [13] , [15] , [16] , [17] , [24] , [26] , [28] , [30] , [33] , [34] , [37] , [38] and references therein.
An n-dimensional gradient shrinking Ricci soliton (see [23] ) is a triple (M, g, f ) of n-dimensional smooth manifold M , Riemannian metric g and a smooth potential function f on (M, g), such that Ric + Hess f = 1 2 g, (1.1) where Ric is the Ricci curvature of (M, g) and Hess f is the Hessian of f . Shrinking Ricci solitons, natural generalization of Einstein manifolds, could be viewed as self-similar solutions to the Ricci flow [23] . So their geometric structure is an important subject in the Ricci flow theory.
There exists an interesting phenomenon that complete non-compact gradient shrinking Ricci solitons often share the same geometric properties of complete non-compact Riemannian manifolds with nonnegative Ricci curvature (even Einstein manifolds), such as the volume growth of geodesic ball, Liouville property, ǫ-regularity theorem, Cheeger-Gromov compactness theorem, heat kernel estimate, splitting type result, etc. The reader can consult to [6] , [21] , [22] , [25] , [40] , [45] , [46] , [53] , [54] , [56] and reference therein.
Therefore it is natural to ask Question. For a complete non-compact gradient shrinking Ricci soliton (M, g, f ), are H f d (M ) and H d (M ) finite dimensional for all d ≥ 0? In this paper, we will answer this question when the scalar curvature has a upper bounded by a constant. We also study an analogous question for ancient (f -)caloric functions on (M, g, f ). These studies will be useful for understanding the function theory of gradient shrinking Ricci solitons.
In Corollary 1.6 of [54] , we proved that any nonnegative L 1 f -integrable f -subharmonic function on non-compact gradient shrinking Ricci soliton (M, g, f ) must be constant. Here, function u is called
for some d ≥ 0, then u 2 is nonnegative f -subharmonic, and u 2 ∈ L 1 f (M ) since M has at most Euclidean volume growth and f grows quadratically (see [6] ). Therefore, u 2 ≡ const. In other words, we have Theorem 1.1. Let (M, g, f ) be an n-dimensional complete non-compact gradient shrinking Ricci soliton. Then, for each d ≥ 0, dim H f d (M ) = 1. Note that Munteanu and Wang [43] proved the space of f -harmonic function with fixed polynomial growth degree is finite dimensional when f is bounded and Ric f ≥ 0, where Ric f := Ric + Hess f . Ge and Zhang [22] proved that there does not exist non-constant positive f -harmonic function on complete non-compact gradient shrinking Ricci solitons.
In the rest, we will focus on the dimension estimate of H d (M ) on gradient shrinking Ricci soliton (M, g, f ). Normalizing f by a constant in (1.1), without loss of generality, we may assume that shrinking Ricci soliton (1.1) satisfies (see the explanation in Section 2 or [31] )
where R is the scalar curvature of (M, g) and µ = µ(g, 1) is the entropy functional of Perelman [47] (see the definition in Section 2). For the Ricci flow, the Perelman's entropy functional is time-dependent, but on a fixed gradient shrinking Ricci soliton it is constant and finite.
We now give finite dimension estimates of H d (M ) on gradient shrinking Ricci solitons of bounded scalar curvature. Theorem 1.2. Let (M, g, f ) be an n-dimensional complete non-compact gradient shrinking Ricci soliton satisfying (1.1) and (1.2). If the scalar curvature R of (M, g, f ) satisfies Remark 1.3. The exponent n − 1 in the second estimate of Theorem 1.2 is sharp. Indeed, on the Gaussian shrinking Ricci soliton (R n , g E , |x| 2 4 ), where g E is the standard flat Euclidean metric, we know that µ = 0, C R = 0 and dim
There exists an open question that whether the scalar curvature R of gradient shrinking Ricci soliton is bounded from above by a constant. For a complete shrinking gradient Kähler Ricci soliton, Munteanu and Wang [46] proved that the space of holomorphic functions with fixed polynomial growth degree is finite dimensional (without any extra condition).
Remark 1.5. Similar to the argument of Theorem 1.2, our theorem can be applied to harmonic sections with fixed polynomial growth degree on a vector bundle.
The proof strategy for the dimension estimate of H d (M ) originates with the work Colding-Minicozzi [14, 17] and the later Li's generalization [33] . Inspired by their arguments, there are two main technical ingredients in our setting. One is a local mean value type inequality on gradient shrinking Ricci solitons (see Corollary 3.4) . Its proof depends on a delicate Moser iteration to a local Sobolev inequality of Li-Wang [40] , combining some properties of gradient shrinking Ricci solitons. The other is an integral inequality involving a class of inner products on a finite dimensional subspace of polynomial growth harmonic functions (see Lemma 4.2) . To prove Lemma 4.2, we use a new volume comparison (see Proposition 2.6) instead of a weak volume comparison considered by Li [33] on manifolds. It is worthwhile to point out that we do not know if there exists a Li's type volume comparison on gradient shrinking Ricci solitons.
There have been various Liouville type results for f -harmonic functions under different conditions. The interested reader can refer to Brighton [1] , Cao and Zhou [6] , Hua, Liu and Xia [27] , Munteanu and Wang [43, 44] , Petersen and Wylie [48, 49] , Pigola, Rimoldi and Setti [50] , Wei and Wylie [52] , Wu [53] , Wu and Wu [54, 55] and references therein.
A natural generalization of (f -)harmonic function is a ancient (f -)caloric function. Here, ancient f -caloric functions mean that smooth solutions u(x, t), defined on M × (−∞, 0], to the f -heat equation
For complete non-compact gradient shrinking Ricci soliton (M, g, f ), we can prove that the linear space of ancient (f -)caloric functions with fixed polynomial growth degree is finite dimensional. In particular, we prove that the space of ancient f -caloric functions with polynomial growth of degree at most d < 1 is one-dimensional. The proof of these results mainly depends on a recent result of Colding and Minicozzi [18] and the gradient estimate technique [51, 53] . For these results, see Section 5 for details.
The rest of the paper is organized as follows. In Section 2, we recall some properties of gradient shrinking Ricci solitons. In particular, we obtain a weighted Laplacian comparison and a new volume comparison on shrinking Ricci solitons. In Section 3, we prove a local mean value type inequality on gradient shrinking Ricci solitons. In Section 4, following the Li's proof idea in [33] , we apply the mean value type inequality to prove Theorems 1.2. In Section 5, for a non-compact gradient shrinking Ricci soliton (M, g, f ) of bounded scalar curvature, we prove that the space of ancient (f -)caloric functions with fixed polynomial growth degree is finite dimensional.
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Preliminaries
In this section, we summarize some basic facts about gradient shrinking Ricci solitons, which will be repeatedly used in the proof of our theorems. In particular, we give a weighted Laplacian comparison and a new volume comparison. For more results about Ricci solitons, see [5] , [12] and references therein for nice surveys.
Recall that a complete gradient shrinking Ricci soliton (M, g, f ) is a complete Riemannian manifold (M, g) together with a smooth weight function f : M → R satisfying (1.1) and it can be regarded as the natural extension of Einstein manifold. Gradient shrinking Ricci solitons play an important role in the Ricci flow [23] as they correspond to self-similar solutions, and often arise as Type I singularity models.
From (1.1), Hamilton observed that
where R is the scalar curvature of (M, g), and
is a finite constant, where c ∈ R is a free parameter. Ordinarily, c is chosen to be zero in many literatures, e.g. [6] , [12] . Combining the above equations, we get
By Chen's work (see Proposition 2.2 in [9] ), the scalar curvature R of gradient shrinking Ricci soliton is nonnegative. Moreover, by Theorem 3 in [50] , the scalar curvature R is strictly positive, unless (M, g, f ) is the Gaussian shrinking Ricci soliton (R n , g E , |x| 2 4 ).
By Cao-Zhou [6] , the potential function f of gradient shrinking Ricci soliton is uniformly equivalent to the distance function squared. Precisely, we have the following sharp estimate originally due to Cao-Zhou [6] and later improved by Haslhofer-Müller [25] . Lemma 2.1. Let (M, g, f ) be an n-dimensional complete non-compact gradient shrinking Ricci soliton satisfying (1.1) and (2.1). Then there exists a point p 0 ∈ M where f attains its infimum (may be not unique). Moreover, f satisfies
where r(x, p 0 ) is a distance function from p 0 to x, and a + = max{a, 0} for a ∈ R. 
for any x ∈ M .
From Lemma 2.1 and (2.1), we immediately get
on complete non-compact gradient shrinking Ricci solitons. However, it remains an interesting question whether R(x) is bounded from above by a constant.
By a Cao-Zhou's result [6] , and the Munteanu's improvement [42] (see also Haslhofer-Müller [25] ), we have Lemma 2.3. Let (M, g, f ) be an n-dimensional complete non-compact gradient shrinking Ricci soliton with p 0 ∈ M as in Lemma 2.1. There exists a constant C(n) depending only on n such that
Using this lemma, we can obtain the volume growth at any point. This result can be regarded as an analog of the Bishop's theorem for Riemannian manifolds with nonnegative Ricci curvature. 
where p 0 ∈ M is a point such that f attains its infimum. By Lemma 2.3, there exists a constant C(n) such that
Combining this with (2.3) gives
for all r ≥ r(p, p 0 ). The conclusion follows.
Recall that on an n-dimensional complete Riemannian manifold (M, g), the Perelman's W-entropy functional [47] is defined as
for some f ∈ C ∞ (M ) and τ > 0, provided this entropy functional is finite, and the Perelman's µ-entropy functional [47] is defined as
In general, the minimizer function of µ(g, τ ) may not exist on a noncompact manifold. However, by the Carrillo-Ni's argument [7] (see also [25] ), on complete (possible non-compact) gradient shrinking Ricci soliton (M, g, f ), we know that function f + c is always a minimizer of µ(g, 1). Therefore,
where c is a constant such that M (4π) −n/2 e −(f +c) dv = 1. Here in the last equality, we used (2.2). Notice that the above integral formulas always hold due to Lemma 2.1 (see [25] for the detail explanation). Hence
If we let c = µ(g, 1), then we get (1.2) in the introduction.
On complete gradient shrinking Ricci soliton, there exists the following weighted Laplacian comparison, which will be used in Section 5.
Proposition 2.5. Let (M, g, f ) be an n-dimensional complete non-compact gradient shrinking Ricci soliton satisfying (1.1) and (1.2). Let γ be a minimizing normal geodesic in M with p = γ(0) and x = γ(r). Then
Proof of Proposition 2.5. We will adapt Wei-Wylie's argument [52] to prove the result. For any point p ∈ M , let γ be the minimizing normal geodesic from p to x ∈ M such that γ(0) = p and γ(r) = x. Let r(x) := d(x, p) be a distance function from p to x, which defines a Lipschitz function on M , smooth except on the cut locus of p. It also satisfies |∇r| = 1 where it is smooth.
Applying the well-known Bochner formula to the distance function r(x) and using the fact |∇r| = 1,
outside the cut locus of p. Here, Hess r is the second fundamental form of the geodesic sphere S p (r) and ∆ r is the mean curvature m(r) of S p (r) in the outer normal direction. Let λ 1 , . . . , λ n be the eigenvalues of Hess r. Without loss of generality, we may assume λ 1 = 0, because the exponential function is a radial isometry. By the Cauchy-Schwarz inequality, we have
Therefore, we obtain a Riccati inequality
along the minimizing normal geodesic γ. As in [45] , multiplying the above inequality by r 2 and integrating from 0 to t > 0, we have
where we used (1.1) and
Integrating the first and the last terms in (2.4) by parts and rearranging terms, we get
Since the second term above is non-negative, we discard this term and the above inequality becomes
Integrating the last term by parts yields
By Remark 2.2, on a complete non-compact gradient shrinking Ricci soliton with (1.1) and (1.2), we have the estimate of f :
for any r > 0. Now we choose r ≥ 2 f (p) + 4n − 4 3 , and integrate the last term in the above inequality. We finally conclude that
Then the result follows, since m f (r) = ∆ f r. On a complete non-compact gradient shrinking Ricci soliton, Cao and Zhou [6] proved an interesting weak volume comparison for sub-level balls. We observe that there exists a new volume comparison for geodesic balls, which will be important for the proof of Lemma 4.2 in Section 4. 
Proof of Proposition 2.6. We use the same notations as in Proposition 2.5. For a point p 0 ∈ M where f attains its infimum, in geodesic polar coordinates, the volume element is written as
where dθ n−1 is the standard volume element of the unit sphere S n−1 in T p 0 M . Following the proof trick of Theorem 2.2 in [46] , from (2.5), by using Lemma 2.1, we finally obtain
Integrating this from r 1 (≥ 0) to r 2 (≥ r 1 ) with respect to the r-variable,
On the other hand, for any point p ∈ M and
Therefore,
where we used (2.7) in the second inequality above. Now we choose R 2 and R 1 sufficiently large such that
which implies that
Substituting two above estimates into (2.8) proves the result.
Mean value type inequality
Recently, Li and Wang [40] applied the Perelman's entropy functional on gradient shrinking Ricci solitons and the Markov semigroup technique of Davies [20] to obtain a local Sobolev inequality on complete gradient shrinking Ricci solitons without any curvature condition. 
for some constant C(n) depending only on n, where µ := µ(g, 1) is the entropy functional of Perelman, and R is the scalar curvature of (M, g, f ).
The appearance of the Sobolev inequality (3.1) is similar to the classical Sobolev inequality on compact manifolds. Notice that by Li-Li-Wang's work (see Lemma 2.5 in [31] ), we observe
which means that constant e µ is almost equivalent to the volume of unit ball B p 0 (1) on complete gradient shrinking Ricci soliton (M, g, f ). Here p 0 ∈ M is a point where f attains its infimum.
Using Lemma 3.1, we can prove a local mean value type inequality on gradient shrinking Ricci solitons by a tedious Moser iteration, which is an important step to prove Theorem 1.2. is the Perelman's entropy functional.
Remark 3.3. Roughly speaking, if factor r n in (3.2) may be viewed as the volume of geodesic ball B p (r), then this mean value type inequality is similar to the classical manifold case.
Proof of Theorem 3.2. The proof is analogous to the argument of Proposition 2.6 in [54] , whose main trick is the Moser iteration applied to the Sobolev inequality (3.1). It is worth mentioning that we need to carefully examine the explicit coefficients of the mean value type inequality in terms of the Sobolev constant in (3.1).
We first confirm the case m = 2 of (3.2). The case m > 2 immediately follows by the case m = 2. Indeed, we let v = u m , where m ≥ 1. Then
This means that if u is a smooth nonnegative solution of (∆ − ∂ t )u ≥ 0, then v is also a smooth nonnegative solution of (∆ − ∂ t )v ≥ 0.
For
Multiplying both sides of the above inequality by a smooth time function λ := λ(t), which will be determined later, and integrating by parts, we get
where C is finitely constant which may change from line to line in the following inequalities.
Choose ψ and λ satisfying the following two properties:
On the other hand, using the Hölder inequality 
In the following, we shall apply (3.4) three times to carefully estimate the right hand side of (3.5). Firstly, we observe 
Thirdly, Now for any m ≥ 1, the function u m is also a smooth nonnegative solution of (∆ − ∂ t )v ≥ 0. This implies that (3.9)
where Σ denotes the summations from 1 to i + 1. Letting i → ∞,
This is regarded as a L 2 -mean value type inequality on a complete gradient shrinking Ricci soliton (M, g, f ). By the preceding explanation, we hence prove (3.2) when m ≥ 2.
When 0 < m < 2, we are still able to obtain (3.2). This can be proved from (3.10) by a different iterative argument. Letting σ ∈ (0, 1) and ρ = σ + (1 − σ)/4, then (3.10) indeed implies
m,Q . Now fix δ ∈ (0, 1) and let σ 0 = δ, σ i+1 = σ i + (1 − σ i )/4, which satisfy 1 − σ i = (3/4) i (1 − δ). Applying (3.11) to σ = σ i and ρ = σ i+1 for each i, we have
Therefore, for any i,
Hence we get (3.2) when 0 < m < 2 . 
Proof of Theorems 1.2
In this section we will use a similar argument of [33] to prove Theorem 1.2. We first need an important preparation due to P. Li [33] . His proof only involves some basic propositions about matrices. Lemma 4.1 (Li [33] ). Let (M, g) be an n-dimensional manifold satisfying its volume growth at most of order r τ for some constant τ ≥ 0 and let K be a nonzero k-dimensional (k < ∞) subspace of H d (M ). For any β > 1, δ > 0, and r 0 > 0, there exists r > r 0 such that
is an orthonormal basis of K with respect to the following inner product
Using Proposition 2.4, Proposition 2.6 and Corollary 3.4, we give another important preparation for proving Theorem 1.2. We would like to point out that some part of proof is different from the Li's argument [33] due to the lack of (weak) volume comparison of manifolds. Proof of Lemma 4.2. We will apply Li's proof trick. For any x ∈ B p (r), let
Then subspace K x ⊂ K is of at most codimension one. By an orthonormal change of basis, we may assume 
where ρ(x) is the distance function from p to x and R M := sup x∈Bp(2r) R(x). Integrating over B p (r) yields 
where A p (t) := Area(∂B p (t)) satisfies V ′ p (t) = A p (t) almost everywhere. In the following, we will apply the monotonic property of h(t) and Proposition 2.6 to give a delicate upper estimate for r 0 A p (t)h(t)dt. Let α = 2 1/q for some sufficiently large positive number q such that α ≤ 1 + ǫ/2. Then
Observe that, in Proposition 2.6 if we let
where 0 ≤ i ≤ q − 1 and r ≥ 2( n √ 1.1 − 1) −1 r(p, p 0 ), then
1.1 α i+1 r 2 n − 0.9 α i r 2 n ≤ 1 n e n 2 α i r 2 n (1.1α n − 0.9) ≤ 1 n e n 2 r n (2α n − 1), where we used α i < 2 for each 0 ≤ i ≤ q − 1 in the above second inequality and 1.1α n − 0.9 < 2α n − 1 in the above third inequality since α > 1. Using this volume estimate, (4.3) can be reduced to (4.4) r 0 A p (t)h(t)dt ≤ 2 n V p (r) + 1 n e n 2 r n (2α n − 1)
where we used α ≤ 1 + ǫ/2, 2α n − 1 ≤ 2 n+1 and V p (r) ≤ C(n)r n for all r > r(p, p 0 ) due to Proposition 2.4. Notice that the definition of integration gives that
Substituting this into (4.4), we have 
is an orthogonal basis of K ⊂ H d (M ) with respect to the inner product A βr (u, v) = Bp(βr) uv dv.
We first apply (4.5) to give a rough upper estimate for k when d ≥ 0. Since the function k i=1 u 2 i (x) is subharmonic, by the maximum principle, there exists a point q ∈ ∂B p (r), where r > r 0 = r(p, p 0 ), such that
for all x ∈ B p (r). Clearly, we can find a k × k orthogonal matrix (a ij ) such that functions v i (x) = k j=1 a ij u j satisfy v 2
Integrating it over the ball B p (r) yields
On the other hand, applying Corollary 3.4 to v 2 1 and noticing B q (r) ⊂ B p (2r), we get
where we used Proposition 2.4 in the last inequality. Combining this with (4.6) and (4.5) for β = 2, since Bp(2r) v 2 1 (y)dv(y) = 1, we have
Noticing that δ > 0 is arbitrary, hence k ≤ C(n)(C R + 1) n 2 e −µ 4 d .
Since the k-dimensional subspace K is arbitrary, the first estimate of Theorem 1.2 follows.
Next, we will prove the second estimate of Theorem 
is an orthonormal basis of K ⊂ H d (M ) with respect to the inner product A βr (u, v) = Bp(βr) uv dv. Combining this with (4.5), for d ≥ 1, setting ǫ = 1 2d and letting δ → 0, we get
because (1+ 1 2d ) (2d+n+δ) is bounded above. Since the k-dimensional subspace K is arbitrary, the second estimate of Theorem 1.2 follows.
Polynomial growth ancient caloric functions
As we all known, a natural generalization of the harmonic function is a ancient solution, defined on all negative time, with polynomial growth of the heat equation. In this section, we will generalize the preceding results to the caloric function setting.
For an n-dimensional complete Riemannian manifold (M, g) and a smooth potential function f on M , a space-time function u(x, t) is called f -caloric function if it satisfies the f -heat equation In [3, 4] , Calle initiated the study of dimension bounds for P d (M ), which plays an important role in understanding the higher codimension mean curvature flow [19] . When n-dimensional manifold (M, g) has nonnegative Ricci curvature, Souplet and Zhang used the gradient estimate technique to prove that dim P d (M ) = 1 for all d < 1 (see Theorem 1.2 (b) in [51] ). For each d ≥ 1, Lin and Zhang [41] proved that
for some constant C(n) depending only on n. Based on an important fact that ancient caloric functions of polynomial growth are polynomials in time (Theorem 1.2 (b) in [41] ), Colding and Minicozzi [18] improved Lin-Zhang's estimate dim P d (M ) ≤ C(n)d n for all d ≥ 1. Notice that the above power n is sharp because dim P d (R n ) ∼ C(n)d n as d → ∞. Recently, Colding and Minicozzi [19] developed some new technique and gave a sharp bound for the codimension of an ancient mean curvature flow by the entropy.
In this section, we first prove a sharp dimension estimate of the space P d (M ) on a complete non-compact gradient shrinking Ricci soliton when the scalar curvature is bounded from above by a constant. The proof of first estimate is the same as the case of Theorem 5.1, and we need to make use of Theorem 1.1. The proof of second part is a little complicated. A key ingredient is the following elliptic type gradient estimate without any curvature assumption, which seems to be of independent interest in the gradient shrinking Ricci soliton. (which is determined in Proposition 2.5). If 0 < u(x, t) ≤ D for some constant D, is a smooth solution to f -heat equation
, where t 0 ∈ R and T > 0, then there exists a constant C(n) depending only on n such that
Proof of Proposition 5.5. The proof strategy comes from [53] . Since (5.1) is invariant under the scaling u → u/D, without loss of generality, we may assume 0 < u ≤ 1. Define h(x, t) := ln u(x, t).
Then h(x, t) ≤ 0 and it satisfies
Introduce a new function
By a direct computation, ω satisfies
then ω further satisfies
In the following, we will apply the maximum principle in a local spacetime set Q R,T to get the gradient estimate (5.1). To achieve it, we need to construct a space-time cut-off function as follows. This construction is also appeared in [39] (see also [51] and [53] ) Lemma 5.6. Fix t 0 ∈ R and T > 0. For any τ ∈ (t 0 − T, t 0 ], there exists a smooth function ψ : [0, ∞) × [t 0 − T, t 0 ] → R satisfying the following four propositions.
(
ψ(r, t) = 1 and ∂ r ψ(r, t) = 0
As in [53] , the proof strategy is as follows. Pick any τ ∈ (t 0 − T, t 0 ] and fix a cutoff function ψ(r, t) satisfying four propositions of Lemma 5.6. We can show that (5.1) holds at the space-time point (x, τ ) for all x such that d(x, p) < R/2. Since τ ∈ (t 0 − T, t 0 ] is arbitrary, the conclusion follows. Now we give a detailed proof. Consider a cutoff function ψ :
Obviously, ψ(x, t) is be a smooth cut-off function, supported in Q R,T . Using the propositions of ψ(x, t) by Lemma 5.6, we carefully estimate each term in the evolution equation (∆ f − ∂ t )(ψω) in (5.2) at a space-time point where function ψω attains its maximum. By (5.2), we get
Let (x 1 , t 1 ) be a maximum space-time point for the function ψω in the following closed set {(x, t) ∈ M × [t 0 − T, τ ] |d(x, p) ≤ R} .
Assume (ψω)(x 1 , t 1 ) > 0; otherwise, ω(x, τ ) ≤ 0 and (5.1) naturally holds at (x, τ ) whenever d(x, p) < R/2. Here t 1 = t 0 − T , since we assume (ψω)(x 1 , t 1 ) > 0. By the standard Calabi's argument [2] , we can also assume that function ψ(x, t) is smooth at (x 1 , t 1 ) due to. Since (x 1 , t 1 ) is a maximum space-time point, at (x 1 , t 1 ), ∆ f (ψω) ≤ 0, (ψω) t ≥ 0 and ∇(ψω) = 0.
Using these estimates, at (x 1 , t 1 ), (5.3) can be simplified as
The rest of this part we will apply (5.4) to give the desired gradient estimate (5.1). We shall divide two case according the point x 1 whether lies in B p (σ 0 ) or not.
If x 1 ∈ B p (σ 0 ), where σ 0 := 6 f (p) + 8n − 8 3 is defined in Proposition 2.5, then ψ is constant in space direction in B p (R/2) by our assumption, where R ≥ 2σ 0 . So (5.4) 
at (x 1 , t 1 ), where we used 1− h ≥ 1 and proposition (3) in Lemma 5.6. Since ψ(x, τ ) = 1 when d(x, p) < R/2 by the proposition (2) in Lemma 5.6, the above estimate gives that ω(x, τ ) = (ψω)(x, τ ) ≤ (ψω)(x 1 , t 1 ) ≤ ω(x 1 , t 1 ) ≤ C τ − t 0 + T for all x ∈ M such that d(x, p) < R/2. By the definition of w(x, τ ) and the fact that τ ∈ (t 0 − T, t 0 ] was chosen arbitrarily, we in fact prove that This comparison result will be used later. Below we will carefully estimate upper bounds for each term of the right-hand side of (5.4). Notice that the Young's inequality ab ≤ a m /m + b n /n, ∀ m, n > 0 with 1/m + 1/n = 1 will be repeatedly used in the following. Meanwhile we let c denote a constant depending only on n whose value may change from line to line.
First, for the first term of the right hand side of (5.4), we have the estimates (5.6) 2h 1 − h ∇h · ∇ψ ω ≤ 2|h| · |∇ψ| · ω 3/2
For the second term of the right hand side of (5.4), we have (5.7) 2 |∇ψ| 2 ψ ω = 2ψ 1/2 ω · |∇ψ| 2 ψ 3/2
For the third term of the right hand side of (5.4), since ψ is a radial function, then at (x 1 , t 1 ), using (5.5) we can estimate it as follows (5.8) −(∆ f ψ)ω = − (∂ r ψ)∆ f r + (∂ 2 r ψ) · |∇r| 2 ω ≤ (−∂ 2 r ψ)ω ≤ ψ 1/2 ω |∂ 2 r ψ| ψ 1/2
where in the last inequlity we used proposition (4) in Lemma 5.6. Finally, we estimate the last term:
(5.9) |ψ t |ω = ψ 1/2 ω |ψ t | ψ 1/2
whenever (x, t) ∈ Q 2R,4R 2 . Then, we apply Proposition 5.5 to U (x, t) and obtain |∇u(x 0 , t 0 )| u(x 0 , t 0 ) + 2D 2R ≤ C(n) R for all R ≥ 2σ 0 , where σ 0 := 6 f (x 0 ) + 8n − 8 3 . Since f -caloric function u(x, t) is ancient and satisfies the sublinear growth by the theorem assumption, by letting R → ∞, we have D 2R = o(R), and the above estimate gives ∇u(x 0 , t 0 ) = 0.
This implies that u(x, t) is constant since the point (x 0 , t 0 ) ∈ M × (−∞, 0] is arbitrary. The conclusion follows.
