After the standard theory (depending upon a version of Watson's Lemma more precise than that usually given) is presented, modifications of this wellknown method for finding the asymptotic approximation to a contour integral are derived when the integrand has a pole. A compact, explicit expression for this approximation is found, which holds no matter how near the pole is to the saddlepoint. Using the theory, an estimate of the distance the pole must be from the saddlepoint in order that it may have little effect upon the usual classical results, is derived.
THE METHOD OF STEEPEST DESCENTS
This is much used for obtaining asymptotic expansions of integrals of the form in which J z 1 is supposed to be "large." This can, of course, without loss of generality, be replaced by s elzlf(E) 4(J) d [, c (2) where f(C) = .tX) exp(i arg 4.
(24
If possible, we deform the contour of integration so that (i) it passes through a stationary point off([), say 5, ,
(ii) so that, also, along the whole contour, the imaginary part of f(t) is constant, i.e., so that, along it, we have 1m.N) = Imf(SJ.
This last written equation is the equation of the contour. 216
To obtain a geometrical representation of the contour, let 1; = 5 + +,
where [, 17 are real, and consider the surface such that the three coordinates of any point on it are IX 7; WfKXl-
If Re{f(Q} = X an d f i we think of the h-axis as vertical, the surface has no absolute maxima or minima, for at all points $+$=o. 
ah/at = 0, ah/% = 0, (8) while (6) holds.
Consequently, the contour of integration is the plan (i.e., projection onto the "horizontal" h plane) of a curve on the surface which goes through one of the passes on the surface. This curve possesses the further property that at every point on it, its direction is that of the steepest possible curve on the surface at that point. It is this property that gives the name to our method.
For, if we write CL = Imfk3 (9) then (dh + i 4wt + i 4) = f'(5).
:. (a2 + (dd2 = lf'(5)12 (W2,  01) where ds, is an element of arc of the horizontal projection of ds, the element of arc of the above surface curve. Hence, if # is the angle of "elevation" at the general point on the surface curve, we have tan # = dhlds, .
:. tan$ = z/if'(5)12 -(dp/dQ2,
and thus # will be the greatest possible for the curve through the point in question (along which TV = const).
To make the integral converge, we must choose the steepest curve through to such that Re{f([)) decreases as we leave co in either direction.
For z large, only the part of the contour near co gives appreciable contribution to the integral, by the property of the exponential function. This enables us to obtain an approximation1 to the integral for large a. However, to treat this idea regorously, we need the following Lemma, due to G. N. Watson, WATSON'S LEMMA.
Let F(T) be analytic (save possibly for a branch point at r = 0), for 1 7 1 < a + 6, where a > 0, 6 > 0, and let 
( 16) obtained formally by integrating term by term, is an "asymptotic expansion,"
valid for ( v 1 large and ) arg v 1 < Qrr -A, A > 0.
Proof of Watson's Lemma.
SUBLEMMA.
If M is any Jixed integer such that we canjind a constant KI such that M-l for all 7 > 0. (17) shows that M can be as small as unity and it can easily be verified, by checking through the steps of the proof immediately to follow, that the statement (18) of the sublemma is quite correct in the case M = 1 (when, necessarily, 0 < Y < I)-if, as is usual, we interpret the sum in (18) as zero when M = 1.
The result (when proved) will then be established for any positive integer M in the case when 0 < Y < 1, and, when Y 3 2, for any integer M subject to (17). since, by hypothesis, the power series on the right converges when r = a. This establishes the sublemma for the case 7 < a because the series on the right of (19) defines a continuous function of 7 over the closed interval O<T < a, so we can certainly find a constant Kl such that 2 a,d+M)'r < Kl m=M < Kleb7, since b > 0.
(ii) For T > a we have M-l 
i.e., "RM" is dejined by this equation, we have, by (18) j RM 1 < 1," / e-VT 1 Kl~(Mlr)--leb7 d7
( (24) 
(Q here being defined by (22) Note on the size of v needed to ensure that the $rst few terms of (32) give a good approximation.
Clearly, for the asymptotic series on the right of (32) to give a good approximation to the function on its left for large enough v, the former must act like a highly convergent power series until relatively high order terms are reached-when the gamma function becomes so large, and so rapidly increasing as to rapidly worsen the approximation process and cause divergence.
Since, for large m,
our required criterion is evidently that
i.e., UjYI> 1.
This can also be seen from the consideration that, for the first few terms of the series (16) to give a good approximation to the function of v on the left, e-VT must become very small compared with unity well before 17 I approaches the value of the radius of convergence a. Hence we must have a Re(v) 3 1 (36) which, by (32A), is equivalent to the condition (35) above.
APPLICATION TO THE CONTOUR INTEGRAL joeW)+(t) dt [v LARGE AND POSITIVE]
Writing
where t, is the stationary point {zero off'(t)} then, on the curve of "steepest descent"-to be employed in the contour integral--h is real and positive except at t, itself, where h = 0, and increases steadily as we leave t, along either arm of the curve.
For, if sr is the arc length measured from to to a general point on the curve along a particular arm from to, it is easy to prove that, when t is on the curve, If'(t)1 = I Wds, 1.
(38)
Hence (assuming to is the only stationary point on the curve), dh/ds, # 0 (39) anywhere upon it, except at t = to (sr = 0). But, from the definition of this curve, it is plain that, sufficiently near to to , ,4 increases with s.
Hence
Write t = to + 7, (41) and then (37) Usually, we shall have k = 2. The radius R is equal to the distance from to to the nearest singularity (if any) off(t). And the coefficients c, are of course given by 1 cm = -(k + ,@ f(k+m)(td This series can, if-r is sufficiently small, be reversed to give r as a function of h. We proceed thus: Let where the right of this is made definite by the cut (in the X plane)
This gives, substituting in (43),
and, equating coefficients of the various powers of X1/" in this identity, we obtain the successive a, , uniquely, in terms of the c, .
The series (46) will, in general, converge in a circle lhl <A (49) where A is the largest value of p satisfying m P ilk max c a,pmlkemielk = R. o<e<zm ?n=o (50) Since, in the cut h plane,
the two branches of the steepest descent curve in the 7 plane (i.e., t plane) meet at an angle of 2n/k ( measured in the positive sense), and so the curve has a kink in it at t = to (T = 0)-unless k = 2. The directions of its tangents at the stationary point to (T = 0) are of course given by arg T = arg a, (574 and arg T = arg a, + (2rr/k).
The two branches of the steepest descents curve in the t plane correspond, of course, to the two sides of the cut in the h plane along the real h-axis from h = 0.
The contribution of the steepest descents curve branch for which arg h = 0 e"f(to) r," e-VA+ Ito + Al-lk go a,Wk,/ n$o a, q X(l+n)lk-l dX. (55) If+(t) is analytic for j T / < 01, say (which corresponds to X = h(a), say), then in a circle X < min{A(ol), A}
we may develop the 4 function into (57) which is of the form z. A7Plk.
Hence, in the circle defined by (56), the integrand of (55) is in the form eva f b,@Wd-l.
?n=l
If, now, for X > min{h(ol), A},
(arg h = O), w a son's t Lemma may be applied to (55) to give an asymptotic expansion valid for sufficiently large v; and so we have, for the contribution of the branch of the steepest descents curve along which arg h = 0,3
W&=1
The contribution of the other branch (for which arg h = 2a) is clearly
Hence, the total contribution from the steepest descents curve is
m-l and so
s We are supposing here that, when the original contour is deformed into the steepest descents contour, the sense of the integration is along the branch arg h = 0 in the sense of A increasing. If not, we can reverse the sign. the b, being defined as explained above, and the positive or negative sign being prefixed according as the direction of integration (when the original contour is deformed into the steepest descents contour) is, or is not-in the sense of X increasing along the branch-defined by arg X = 0.
The first and second approximations.
Although it is not possible to obtain a general formula for the b, in (62) 't I is not too difficult to obtain the first few-and so (62) could be used to gain asymptotic approximations to the contour integral in question when Y is large.
However, it is not suitable for application to the problem of approximating to this integral when +(t) has a pole (tl , say) whose distance from the saddlepoint t, is no longer large compared with 1 v j--l (see (35)). For this reason, we shall concentrate now upon the first approximation to our contour integral, noting that, to obtain this, it is not necessary to use the above transformation into the X plane.
We have f(t) = f(to + 4 = f, + ?p2f; + &?f" + ***
on employing an obvious abbreviated notation for the various coefficients in this expansion.
When v is large and 19 is O(l), w3 is O(V-~/~). This suggests that
I.e., gives a first approximation (for large enough v) to the contour integral in question. On checking the first term of (64), one finds that this is so.
To obtain a second approximation without changing the complex variable t (or T) in the integration, we note, first, that where, in the series EL=, CmTm, the lowest-order term independent of the exponent function vf (t) is O(T~), while the lowest-order term dependent upon this function is O(w4). Now defining (with an equation analogous to (37)) X* by and proceeding just as before (i.e., working in terms of A* and applying Watson's Lemma), it is easy to obtain an asymptotic expansion for the part of (67) involving Es c,P; and then we find, by the remark just made about the lowest powers of this series, that the said part of (67) is O(V-~/~).
Since this analysis will also give O(V-l) for the contribution of the part of (67) involving +s', and since, by the above first approximation, the order of the first part of (67) It is interesting to note that this approximation should be quite good even if we go far enough along C to make the omitted term in the exponent, i.e., &f h4bT4, just small compared with unity even if independent of v; i.e., we could take 7 large enough so that U If:'1 T4 < 4 (Say). (71) This now increases the relative error in (70) to O(v-114)-which is still as small as we please for large enough v.
It is clear that (70) is reducible to an Airy integral, and it is well known that one of these can be evaluated in terms of Bessel functions of order one-third. It is not difficult to establish the standard result (quoted in Watson's book) 
By making f 0" -+ 0 in this, and using the well-known asymptotic formula for a Hankel function of tixed order but large argument, it is easy to verify that we again obtain, as we should, the first approximation (66).
CASE WHEN THE INTEGRAND HAS A SIMPLE POLE NEAR, OR AT, THE SADDLEPOINT
Let d(t) have a pole at t = tr , say. The radius of convergence of the Taylor expansion of b(t) about the saddlepoint, viz., now has the value 1 t, -t, 1; i.e., (in the notation used in the proof given above for the Watson Lemma) a= ltr-t,I.
By the work of the preceding section, the asymptotic approximations developed there are useful, if, while ~9 is O(1) or less, we still have T < a; hence we must have
i.e., by (76) we must have
and, if v1j2 / t, -t, I is of the order of unity, or small compared with unity, we can expect the above approximations to fail. The aim of this section is to find first and second approximations to the contour integral in question when the integrand has at least one pole and condition (78) 
The problem of approximating to a contour integral of the second type (i.e., to the second integral on the right of (80)) has, however, just been solved. Therefore, the problem is reduced to that of approximating the first integral of (80) 
which is (apart from an easily determined constant factor) simply (82) with the contour C straightened out into a ray whose direction makes or %<argr+$argfl,<$.
Since, in so straightening out C, we must not make it cross the pole, then in (83) we have either Re(a) > 0 or Re(a) < O-depending upon the particular example being considered.
We might note here that, in any case, we can choose a ray so that arg(Gf",) is T or 37~. If such a ray goes through the pole, we indent it in such a sense that continuous deformation from the original contour C into the ray does not cross the pole.
Hence, without loss of generality, we may take X > 0. However, it should be noted also that we do not actually need to make this restriction in the analysis which follows. Now, in any case, we have
where the constant of integration A can be determined by the consideration that 
Hence our first approximation to the first integral on the right of (80) Important note on the recovery of our prevbus result from this as a special case. If
(91) approximates, using the easily derived asymptotic formula erfc 2 -7r-14r1e-e',
to whether Re(a) > 0 or Re(a) < 0. Then, by (80) and the preceding section (as appliid to the second integral of (80)) a first approximation to the contour integral under consideration when (92) isfuljZed, is
so that we have now recovered our former result (66). This confirms the validity of condition (78) for the theory of the last section to be applicable and, more precisely, shows that a good enough condition for the presence of possible poles in the integrand not to appreciably affect that theory is that the nearest one to the saddlepoint, tl , should be far enough from that point to make N.B. This more precise form of (78) is derived from the above theory by saying that (93) gives a "good" approximation to erfc x when I a I > 2.
Note on extension to poles of multiple order. When 4(t) has a pole of order k at tl it is in the form m-1 w = m;k (t '""t,,m +m,
where g( t) is regular. Consequently, the solution of the problem depends upon evaluation of I ai e-Ax2 (x + ai)k dx9 (98) ?-a where k is an integer. The value of (98) may be deduced directly from (83) by differentiation under the integral sign with respect to the parameter a; by (88) we have, e.g., for Re(a) > 0, (-i)k-1 (k -l)! Jim (x yAzi)" dx The second approximation when the integrund has a simple pole. The second approximation to the first integral of (80) 
Hence NORTHOVER where we have used the fact that F + 0 as 1 x 1 + co.
The above manipulations are, of course, only justified if the infinite integrals concerned are uniformly convergent with regard to the various parameters, but it is not difficult to see that this follows from the fact that the original path of integration was along a steepest descents curve, with the size of the integrand factor function being governed by the condition of Watson's Lemma.
