In this paper, we construct a q-deformation of the Witt-Burnside ring of a profinite group over a commutative ring, where q ranges over the ring of integers. When q = 1, this coincides with the Witt-Burnside ring introduced by A. Dress and C. Siebeneicher (Adv. Math. 70 (1988), 87-132). To achieve our goal we first show that there exists a q-deformation of the necklace ring of a profinite group over a commutative ring. As in the classical case, i.e., the case q = 1, q-deformed Witt-Burnside rings and necklace rings always come equipped with inductions and restrictions. We also study their properties. As a byproduct, we prove Lenart's conjecture appeared in (J. Algebra. 199 (1998), 703-732). Finally, we provide a necessary and sufficient condition of A so that W q G (A) and W r G (A) be strictly-isomorphic to each other in case where G is an abelian profinite group.
Introduction
The Witt-Burnside ring of a profinite group was first introduced by Dress and Siebeneicher ([4] ) in the course of group-theoretic explanation of the ring of Witt vectors. To be more precise, they showed that the ring of Witt-vectors over Z can be constructed as the Burnside-Grothendieck ring of the infinite cyclic group or its profinite completion. Then they generalized the Witt vector construction to arbitrary profinite groups by showing that there exists a covariant functor whose value at Z is isomorphic to the Burnside-Grothendieck ring. This functor coincides with the functor of the ring of Witt vectors, W, in case where G is the infinite cyclic group or its profinite completion. We call its value at each object the Witt-Burnside ring.
On the other hand, in the context of formal group laws, it is well-known that for every one-dimensional formal group law F (X, Y ) over a torsion-free ring B, there exists a covariant functor W F : Alg B → Ab from the category of B-algebras to the category of abelian groups (see [6] ). Related to this functor, it is quite surprising that if F (X, Y ) is given by X + Y − qXY, q ∈ Z, then the value of W F at each object can equipped with a ring structure. Thus we can obtain a covariant functor W F : Ring → Ring from the category of commutative rings to itself in this case. In particular, if q = 1, then it coincides with W (see [12] ).
In this paper, we show that this phenomenon also happens to the functor W G . The key point of Dress and Siebeneicher's construction is to prove that the polynomials determining ring structure of W G , which are defined over Q, have integral coefficients. In contrast, the polynomials determining ring structure of our q-deformation of W G , are in Q [q] . So, the most significant step in our construction would be to show that these polynomials take integer values for integer arguments. To this end we first deform the Burnside-Grothendieck ring, and then study its inductions and restrictions extensively. Next, we construct an isomorphism, called q-Teichmüller map, between the q-deformed Witt-Burnside ring over Z and the Burnside-Grothendieck ring.
We now give an outline of this paper. In Section 2, we summarize the results we need from the theory Witt-Burnside rings. In Section 3, we introduce orbit-sum polynomials associated with profinite groups. Indeed they will play the same role as necklace polynomials in the theory of Witt vectors. In Section 4, q-deformed Burnside-Grothendieck rings, q-inductions and q-restrictions are introduced. Main results are appeared in Section 5. q-deformed Witt-Burnside rings and q-Teichmüller map are constructed. In Section 6, we prove Lemmas and Theorems postponed unproven. In particular, we deal with Lenart's conjecture ( [8] ) concerning q-restrictions and necklace polynomials. In the final section, we deal with isomorphism problems in the abelian cases. To be more precise, we provide a necessary and sufficient condition so that W q G (A) and W q G (A) be strictly-isomorphic to each other. As a by-product, we classify W q G (Z) up to strict-isomorphism as q ranges over the set of integers.
The Witt-Burnside ring and the necklace ring of a profinite group
In this section, we review prerequisites on the Witt-Burnside ring and the necklace ring of a profinite group. Several notations in [4] will be refined. Unless otherwise stated the rings we consider will be commutative, but not necessarily unital.
Let G be an arbitrary profinite group. For any G-space X and any subgroup U of G define ϕ U (X) to be the cardinality of the set X U of U -invariant elements of X and let G/U denote the G-space of left cosets of U in G. It is easy to show that, for open subgroups U, V of G, ϕ U (G/V ) = ♯ Hom G (G/W, G/V ), where the right-hand side represents the cardinality of the set of G-morphisms from G/V to G/W . For two subgroups U, V of G, we say that U is subconjugate to V if U is a subgroup of some conjugates of V . This is a partial order on the set of the conjugacy classes of open subgroups of G, and will be denoted by [V ] [U ]. Consider (and fix) an enumeration of this poset satisfying the condition In particular, if G =Ĉ, the profinite completion of the multiplicative infinite cyclic group C, then the conjugacy classes of open subgroups are parametrized naturally by their index inĈ. Given a ring A and a profinite group G, we define the ghost ring over (G, A), denoted by Gh(G, A), by the set
A) whose addition and multiplication are given componentwise. With this notation the Witt-Burnside ring functor, W G , is characterized as follows ( [4] ): (i) For any commutative ring A with identity the ring W G (A) coincides, as a set, with the set A O(G) . (ii) For every ring homomorphism h : A → B and every x ∈ W G (A) one has
, is a ring homomorphism. Here the notation (V : U ) represents (G : U )/(G : V ) for any two open subgroups U, V of G. The value of W G at A is called the Witt-Burnside ring of G over A.
Next, let us introduce the necklace ring of a profinite group. For the complete information, refer to [4, 10, 12, 13] . To begin with, let us introduce a O( 
where ζ G,U is the matrix obtained from ζ G by restricting the index to O(G, U ). Set
With this notation, the necklace ring functor N r G from the category of commutative rings with identity to itself is characterized as follows:
(ii) For every ring ring homomorphism h :
Here we understand x as a 1 × O(G) column vector. The value of N r G at A is called the necklace ring of G over A. The multiplication of N r G (A) is given as follows: For x, y ∈ N r G (A) and
Finally, we introduce a functor very similar to N r G , from the category of special λ-rings to the category of commutative rings with identity. Consider a O(G)×O(G) matrixζ G defined bỹ
Here the notation Ψ (V :W ) represents the (V :W )-th Adams operation which can be found in the context of special λ-rings (see [6, 7] ). With this notation the necklace ring functor N r G is characterized as follows:
(ii) For every λ-ring ring homomorphism h :
is a ring homomorphism. Noteζ G acts on Gh(G, A) as an additive operator. Also, it is an upper-triangular matrix with the diagonal elements
In order to describe the inverse ofζ G we setμ
The multiplication N r G (A) is given by
(2.1)
Orbit-sum polynomials associated with profinite groups
Let G be a profinite group and X be an alphabet, that is, a set of commuting variables {x 1 , x 2 , · · · , x m }. Similarly, let us consider a discrete G-space (Z/qZ × X) with trivial G-action with regard to discrete topology. Denote C(G, Z/qZ × X) by the set of all continuous maps from G to (Z/qZ × X). It is well known that this set becomes a G-space with regard to the compact-open topology via the following standard G-action
Also, if f ∈ Hom V (G, Z/qZ×X), then it belongs to an orbit Gh which is isomorphic to G/W for some W to which V is subconjugate. On the other hand, (Z/qZ × X) is a Z/qZ-set via the action on the first component. Obviously, C(G, Z/qZ × X) also becomes a Z/qZ-set via the action
for all c ∈ Z/qZ and x ∈ G. Here π i represents the projection to the i-th component. With regard to this action we denote by
the set of the equivalence classes of all continuous maps from G to (Z/qZ × X). In the natural way it becomes a G-set. Decompose C(G, Z/qZ × X)/ ∼ into disjoint G-orbits and then consider its disjoint union, say, h Gh.
(3.1)
Here h runs through a system of representatives of this decomposition. Let G h be the isotropy subgroup of h. Write
} is a fixed set of right coset representatives. With this notation we set
Note that it is well defined. Here h ranges over the set of aperiodic representatives in the decomposition
Here v i 's range over a set of right-coset representatives of V in G.
With this notation we can establish the following lemma which is essentially an intrinsic relation between orbit-sum polynomials and weights of functions. 
Proof. Decompose C(G, Z/qZ × X)/ ∼ into disjoint G-orbits and consider its union, say,˙ h Gh.
Observe that V -invariant maps exist only in the orbits such that Gh are isomorphic to G/W for some W to which V is subconjugate. For each aperiodic function h such that Gh is isomorphic to G/W , note that there exist q (W :V )−1 -number of maps with period h in Hom V (G, Z/qZ × X)/ ∼. On the other hand, every element in Hom V (G, Z/qZ × X)/ ∼ arises in this way. Since the number of all V -invariant elements in the orbit Gh is given by ϕ V (G/W ) by definition and
for all V -invariant functions f ∈ Gh, the desired result follows.
Here we regard Ψ n as Adams operations on a Q-algebra Q [
Letμ q G (resp. µ q G ) be the inverse ofζ q G (resp. ζ q G ). In the following we will simplify the formula (3.2) using a relation betweenμ q G and µ q G .
. Proof. Consider the following linear system
. Indeed this linear system can be rewritten asỹ
. Thus we have the following equation:
Comparing x([V ]) in the second and third term respectively, we have
Theorem 3.5. Let q be a positive integer and let X = {x 1 , · · · , x m } be an alphabet. Then, for a profinite group G and an open subgroup V of G, we have the following closed formula for every q ∈ Z.
Proof. Note that
By Lemma 3.3 we obtain that
Takingμ q G on both sides and then applying Lemma 3.4 yield the desired result.
By the specialization of x i = 1 for all 1 ≤ i ≤ m in Eq. (3.4), we know that
represents the number of the aperiodic representatives h in the decomposition (3.1) such that Gh is isomorphic to G/V . In the obvious way we can extend the definition of orbit-sum polynomials for non-positive integers.
Definition 3.6. Let X be the alphabet {x 1 , · · · , x m }. For every integer q and
Observe that M q G (x, V ) is a rational polynomial in q and x, and it take integer values for all positive integers q and x. in view of the following lemma. 
, c|g(m 0 + c) implies that c|g(m 0 ). This is a contradiction.
Related to the orbit-sum polynomial M q G (X, V ), note that it is a symmetric polynomial in x i 's. Hence it can be written as a polynomial with integral coefficients in the elementary symmetric functions e i (x 1 , · · · , x m ), 1 ≤ i ≤ m. More precisely, the coefficients belong to the set of numerical polynomials in Q[q] (that is, polynomials which take integer values for all integers).
In case G is abelian, we often prefer to using the matrix abζ q G instead ofζ q G , which is defined by
Let abμ q G be the inverse of abζ q G . Then it is easy to show that
and let ab µ q G be the inverse of ab ζ q G , then it holds that
(3.7) In the following let G =Ĉ, the profinite completion of infinite cyclic group. Then the polynomials M q C (x,Ĉ n ), n ∈ N coincide with the necklace polynomials associated with formal group law F q (X, Y ) = X + Y − qXY in [8] . In this case they have a nice combinatorial description in terms of so called aperiodic q-words introduce by Lenart. To begin with, let us recall its definition briefly. Consider the free monoid (Z/qZ × X) * generated by Z/qZ × X. We define an Z/qZ-action on (Z/qZ × X) * by letting the generator of (Z/qZ) act as ((r 1 , a 1 ), · · · , (r n , a n )) → ((r 1 + 1, a 1 ), · · · , (r n + 1, a n )) .
We call q-words the orbits of this action. Letw denote the q-word with representative w. We call a positive integer k a period if there is an element w 0 in (Z/qZ×X) * of length k and r i in Z/qZ for 1 ≤ i ≤ |w|/k, such that
Then aperiodic words are defined as usual. That is, w is aperiodic if it is a word whose unique period is its length.
With this notation, we define
for w = ((r 1 , a 1 ), · · · , (r n , a n )) . Then it can be easily verified that
where the sum is over the equivalence classes of aperiodic q-words w out of X such that the length of w is n. Moreover, if we specialize x i by 1 for all i in Eq. (3.8) then M q C (m,Ĉ n ) represents the number of the equivalence classes of aperiodic q-words w out of X such that the length of w is n. And Eq. (3.7) says that
where ab µ q (d, n) represents the (Ĉ d ,Ĉ n )-th entry of the matrix ab µ qĈ . More precisely, note that the matrix ab ζ q C is defined to be
and ab µ qĈ represents its inverse. By the specialization of x i = 1 for all i, we have
q-deformation of necklace rings
The key steps of the construction of Witt-Burnside rings, due to Dress and Siebeneicher, may be summarized as follows: First, they defined the complete Burnside-Grothendieck ring, and then studied inductions and restrictions. Next, they achieved their goal by constructing an isomorphism, called Teichmüller map, between the Witt-Burnside ring over Z and the Burnside ring. We would like to follow Dress and Siebeneicher's approach faithfully. In this section, as a preparatory step for the next section, we will introduce a q-deformation of the functors N r G and N r G , q-inductions and q-restrictions.
Let q range over the set of integers. For a special λ-ring A consider the map,
Here "·" represents the multiplication in Gh(G, A). Then p q U is expressed in the following form :
is given by the summation
In view of Lemma 3.4 and the property Ψ m • Ψ n = Ψ mn , (m, n ∈ N), we can rewrite Eq. (4.1) as
Clearly
By the fact that all the entries of µ q G are in Q[q] we can conclude that
Lemma 4.2. Let A be a Q-algebra with a special λ-ring structure. Then, for every
is a numerical polynomial in q, i.e., it takes integer values for integer arguments.
We will postpone the proof of Lemma 4.2 until Section 6. Lemma 4.2 has an amusing consequence that it yields a functor from the category of special λ-rings to the category of commutative rings. In particular, when q = 1, it coincides with the functor N r G mentioned in the previous section. Let us denote it by N r q G . Theorem 4.3. Let G be a profinite group and q be an integer. Then there exists a unique functor N r q G from the category of special λ-rings into the category of commutative rings such that the following two conditions are satisfied :
is a special λ-ring homomorphism.
The most simplest class of special λ-rings may be that of binomial rings. By definition they are special λ-rings whose all Adams operations are just identity, i.e., Ψ n = Id for all n ≥ 1. 13]) Let R be a commutative ring with unity which has no Z-torsion and such that a p = a mod pR if p is a prime. Then R has a unique special λ-ring structure with Ψ n = id for all n ≥ 1.
For example, Q-algebras, Z, and Z (r) satisfy the above condition. So they have the binomial-ring structure. Here Z (r) means the ring of integers localized at r, that is, {m/n ∈ Q : (n, r) = 1}. Applied to the binomial ring structure, the map ϕ q reduces toφ
Combing (ii) For every ring homomorphism η :
where the maps ϕ q U : N r q G (R) → R are given by
is a ring homomorphism.
Example 4.6. Let G be an abelian profinite group. Then the homomorphism
Remark 4.7. Recall that, in case q = 1, N r G (Z) is isomorphic to the complete Burnside ringΩ(G) (see [4] ). Similarly we can realize N r q G (Z) in terms of twisted Burnside ringΩ q (G). The underlying set ofΩ q (G) is nothing butΩ(G). Let X and Y be almost finite G-sets. Then, from the observatioñ
where ⊕, ⊗ (resp. +, ·) are operations in N r q G (Z) (resp.Ω(G)). Extending these operations toΩ(G) we obtain a ring. Denote this ring byΩ q (G). By construction
In this following we will discuss inductions and restrictions on N r q G (A) extensively. To do this we first review the classical case in detail (see [10, 11, 13] ). For an open subgroup U of G, induction
Denoting the matrix representing Ind G U by I G U , it follows that
In particular, when G =Ĉ, the operator
As one can expect, we can define inductions,
, on ghost rings viaφ. In other words, they can be defined for the following diagram
to be commutative. In case where A is a Q-algebra, this is clear since the maps ϕ are invertible. Nevertheless, this is not direct in general cases. To show this, it suffices to show that all the entries of the matrix representing the map ν G U are integers when A is a Q-algebra. Let
. By direct computation we can derive at once that
We claim that P V,W = 0 unless [V ] = [W ] in O(G). To verify this assertion we need some lemmas below.
Let
Write e [W ] ∈ N r G (A) (resp. e [V ] ∈ N r U (A)) for the corresponding element to ε [W ] (resp. ε [V ] ). With this notation, 
Proof. Write
Res
) is also zero. Inductively we can prove that a K = 0 for all [K] ∈ O(W ). 
Proof. To begin with, we recall the identity
By assumption there exists an element t ∈ G such that W = t −1 V t. For our goal it suffices to show that˙
To prove the part "⊆", assume that
For the part "⊇", choose an arbitrary element h ∈ N G (V ). Write it as
To summarize, hU = tg i U and g −1 i W g i is conjugate to V in U. So we are done. 
) (by Lemma 4.8).
Since the value ofφ W on an element induced from a proper open subgroup of W is zero,φ
The last equality follows from Lemma 4.9. Hence we have
From Lemma 4.10 it follows that the map ν G U is given by the matrix (c [W ],[V ] ) defined by
Now, for an arbitrary special λ-ring A, define 
where n(W, U ) is the number of G-conjugate of U containing W . 
Proof. (a) In fact the first equality is well-known in case G is finite (for example, see [3] ), and it is easy to check that it is also true in case G is an arbitrary profinite group. In detail, let {g i : 1 ≤ i ≤ (G : U )} be a complete set of left coset representatives of U in G. Then ϕ W (G/U ) is the number of g i 's satisfying
: U ]number of g i 's yields one G-conjugate. From this observation the first equality follows.
The second equality follows from (4.4). By definition of the induction map and ϕ W we haveφ
So we are done.
(b) can be proved in the exactly same way as (a). In particular, when G =Ĉ, the operator V r := νĈ C r is given by the matrix (a i,j ) i,j∈N where c i,j := r if (i, j) is of the form (nr, n), 0 otherwise. Now, we are in a position to define q-inductions
. First, in case where A is a Q-algebra, let us define them via the following commutative diagram Proof. It suffices to showφ
). So we are done.
The above theorem enables us to define q-inductions in a obvious way, that is,
In the exactly same way we can define q-inductions
Next, we will introduce q-restrictions. In contrast with q-inductions, q-restrictions turn out to be different from classical ones. To begin with, we recall the classical case, i.e., the case where q = 1. Let A be any special λ-ring. Then, restrictions,
Here g ranges over a set of representatives of U -orbits of G/V (see [10, 11] ). Restrictions Res G U give rise to restrictions on ghost rings in the obvious way viã ϕ. Actually it was shown in [10] that these maps
In particular, if G =Ĉ,
where R r (:= RĈ r C ) is given by the matrix (a i,j ) i,j∈N with
is of the form (n, nr), 0 otherwise. Now we are in a position to introduce q-Res G U : N r q G (A) → N r q U (A). Of course, our strategy is to carry F G U back to q-necklace rings usingφ q again. Let us assume first that A is a Q-algebra. Set 
q-Res
Proof. First we observe that the left-hand side of Eq. (4.6) equals 
This, for our purpose, it suffices to show that
However, this identity is equivalent to
which follows from [10] .
Consider the matrix representing the map q-Res
. By direct computation we can derive at once that The proof of Theorem 4.16 will be postponed until Section 5. As a direct consequence of Theorem 4.16 we will extend q-restrictions to general cases in the obvious way. More precisely, over any ring A, we define
q-deformation of Witt-Burnside rings
The main goal of this section is to construct a q-deformation of the Witt-Burnside ring and investigate its structure. As before, G denotes a profinite group and q an integer.
For every [U ] ∈ O(G) consider the map We will postpone the proof of Lemma 5.1 until Section 6. In view of Lemma 5.1 one can derive a functor from the category of commutative rings with identity to the category of commutative rings.
Theorem 5.2. For a profinite group G and an integer q, there exists a unique functor W q G from the category of commutative rings with identity into the category of commutative rings such that the following conditions are satisfied :
Note that this identity remains effective even when q = 0 since φ(qα)([U ]) is divided by q for every [U ] ∈ O(G). Also note that if G is abelian, then ϕ q U : W q G (A) → A is given by
In particular, if G =Ĉ, then the map φ qĈ n : W qĈ (A) → A is given by x → 
It is not difficult to show the following fact.
Lemma 5.3. Let G be a profinite group. Then we have the following characterizations.
Recall that in the classical case we constructed an isomorphism τ : W G (A) → N r G (A), which is called Teichmüller map, for every special λ-ring A (see [10, 13] ). In the following we will introduce its q-deformation τ q : W q G (A) → N r q G (A) and show that it gives an ring-isomorphism. As τ consists of inductions and exponential maps, main ingredients of τ q consists of q-inductions and q-exponential maps. First let us define q-exponential maps τ G q : A → N r q G (A). Given an element r ∈ A, write it as a sum of one-dimensional elements, say r 1 + r 2 + · · · + r m . Let r := {r 1 , r 2 , · · · , r m }, Set
Using q-inductions q-Ind G U and all of the maps τ U q for all [U ] ∈ O(G) simultaneously, we construct a q-analogue of Teichmüller map as follows:
Now, we claim that Φ q =φ q • τ q . Indeed, in showing this assertion, the following proposition plays a crucial role.
Theorem 5.5. Let A be a special λ-ring with Q-algebra structure. Then, for every
holds for all r ∈ A.
Proof. In view of Eq. (5.2) and the definition of F G U (see Section ??)
Theorem 5.6. τ q is bijective for every special λ-ring A.
Proof. For α, β ∈ W q G (A) we assume that
. . Since
x([U ]) can be determined under the assumption. Therefore we get x satisfying Eq. (5.5).
Recall that we postponed the proof of Theorem 4.16, which says that the matrix representing q-restrictions has its entries in Z[ Ψ n : n ≥ 1] if A is a Q-algebra. Now we are ready to prove it.
Proof of Theorem 4.16. Observe that Q V,W (q) is given by 
Moreover it is easy to show that α([V ]) ∈ Z for all [V ] ∈ O(G). Then, by Mackey subgroup theorem in Lemma 4.15,
).
The last equality follows from Eq. (5.3). On the other hand we showed that M q G (x, V ) is a numerical polynomial for every open subgroup V of G. Therefore we have the desired result. 
Proof. The proofs can be done with the small modifications of those of [4] . So we will prove only (c). Note thatφ q
Furthermoreφ q U • Ind U U∩gV g −1 = 0 unless U = U ∩ gV g −1 or, equivalently, gV ∈ (G/V ) U . Hence applying these two facts to Eq. (5.6) we get the desired result.
Theorem 5.9. The following diagram
Therefore the additivity ofφ justifies our assertion.
Theorem 5.10. For every special λ-ring A, the map τ q :
Proof. If A is a Q-algebra with a special λ-ring structure, then there is nothing to prove since the maps Φ q ,φ q , τ q are bijective and Φ q =φ q • τ q . In general cases, we claim that applying the splitting theorem of special λ-rings the identities τ q (x + y) = τ q (x) + τ q (y) τ q (x · y) = τ q (x) · τ q (y) (5.9) indeed turn out to be the identities between polynomials in λ i (x(j)) and λ i (y(j)), 1 ≤ i, j. Let A = Q[x(i), y(i) : i ≥ 1]. First observe that the first identity in Eq. (5.9) is equivalent to the family of identities such that for all [U ] ∈ O(G)
.
And the second one is equivalent to the family of the following identities such that for all [U ] ∈ O(G) Corollary 5.11. Let A be a special λ-ring. Then, for every x, y ∈ A the following formula
holds.
Corollary 5.12. Let A be a Q-algebra with a special λ-ring structure. Then, as a ring,
. Observe that for every x, y ∈ A and for every [U ] ∈ O(G) it holds that
Proofs of main lemmas and theorems
First, we would like to prove Lenart's conjecture (see [8, page 731] ). Indeed it can be stated as follows.
Lenart's conjecture. Let f q r := FĈ C r and
Then we have
where Q r,n,d (q) ∈ Q[q] are numerical polynomials. Proof. Eq. (5.3) says that
where the last equality follows from Corollary 5.11 or Proposition 5.15 [8] . On the other hand,
is a numerical polynomial by [8] , and M q (q r−2 , i) is also a numerical polynomial by Theorem 3.5. Hence we can conclude that Q r,n,d (q) are numerical polynomials.
Second, we will prove Lemma 4.2. To begin with, we provide the following lemmas. Lemma 6.1. Let n ∈ Z >0 and q ∈ Z. Write n = p a1 1 · · · p ar r n ′ , q = p b1 1 · · · p br r q ′ , where p i 's are primes, a i , b i > 0, and (n ′ , p i ) = (q ′ , p i ) = (n ′ , q ′ ) = 1 for all i. Then, p ai+bi i divides n d q d for all 1 ≤ i ≤ r and for all d dividing n. 
Proof. In view of Lemma 3.3 and Theorem 3.5 we have
Hence we can use an induction on the index (G : V ). Assume that our assertion holds for all W 's satisfying (G : W ) > (G : V ). Write
1 · · · p br r q ′ , where p i 's are primes, a i , b i > 0, and (α ′ , q ′ ) = 1. Clearly q ′ | M q G (q m , V ) since q dives the right hand side of Eq. (6.1). Recall that Corollary 4.11 implies that
we can apply Lemma (6.1) to get the result. 
) .
Proof. If q = 0, then it is trivial. So we assume that q = 0. We show thatφ q U , applied to both sides of the above equation, yields the same number for all open subgourps U in G. Observe
Proof of Lemma 4.2. Note that if q = 0 thenφ q is the identity map. So everything is trivial. So we assume that q is not zero. In view of Lemma 4.1 we obtain that for every
otherwise.
Note that
since their images ofφ are same. Then, by Lemma 6.2 we obtain that
Now, from Lemma 6.2 it follows that P U V,W (q) is a numerical polynomial in q. 
Indeed this identity follows from the fact thatφ q is a ring homomorphism. In particular, if U = Z(g, V, W ), then
Finally, we would like to prove Theorem 5.1. It is based on the following two lemmas. 2)], we obtain that for any α, β ∈ R
Proof. First we assume that R is torsion-free. For every open subgroup U of G, if we takeφ q U on the right side of Eq.(6.4), one has 
x k ] such that for all α 1 , · · · , α k ∈ Z one has
Proof. The proof can be done in the exactly same way of that of Lemma (3.2.5) [4] . Without loss of generality one may assume
So in this case we are done : ξ q U (α 1 , · · · , α k ) equals α [U] . Hence we may use triple induction, first with respect to
then with respect to
and then with respect to
In case m 1 = 0 the induction hypothesis holds in view of the above remark. In case m 1 > 0 we have either m 2 > 0 or m 3 > 0. In case m 2 > 0, say (V 1 : U ) = m 1 and ε 1 = −1, we may use Eq. (6.5) with G = V 1 , α = −α 1 , β = +α to conclude that 0 =
V1·A∈V1\U(V1)
Ind V1 UA (τ UA q ((−1) iA q (V1:UA)−1 α (V1:UA) 1 )). (6.5) Therefore, considering the two special summands A = ∅ and A = V 1 and putting
and if we put ε k+1 = · · · = ε k ′ := 1 and
, then we have ξ q U (U;V1,··· ,V k ;−1,ε2,··· ,ε k ) (α 1 , α 2 , · · · , α k ) = ξ q U (U;V1,··· ,V k ′ ;1,ε2,··· ,ε k ′ ) (−α 1 , α 2 , · · · , α k ′ ), so the result follows by induction.
Similarly, if m 2 = 0, but m 3 > 0, say V 1 = V 2 , then we may use Eq. (6.5) once more with G = V 1 , α = α 1 , and β = α 2 to conclude that
So with V k+1 , · · · , V k ′ as above, but ε k+1 = · · · = ε k ′ = −1 and
So again our result follows by induction since
Proof of Lemma 5.1. First, let us consider the equation
Applying the identity (5.1) yields that
Thus we get 
From this it follows that
Clearly it has integer coefficients since ι [U] has integer coefficients and no constant term.
To compute p q U we use Eq. (6.2). First we choose a system s 1 , s 2 , · · · , s h of representatives of the G-orbits in
Next we put W r := G sr and
Using these conventions and Eq. (6.2), we get the equation
On the other had, by the transport of inductions and restrictions via the map τ q , we will define the operators v q 
Isomorphism problem
Fix a commutative ring A with identity and let G be an abelian profinite group. Let q and r be arbitrary integers. The aim of this section is to provide a necessary and sufficient condition so that W q G (A) and W q G (A) be strictly-isomorphic to each other. As a by-product, we classify W q G (Z) up to strict-isomorphism as q ranges over the set of integers. To begin with, we introduce the prerequisite notations. Given a integer q, we define D(q) by the set of divisors of q and D pr (q) by the set of prime divisors of q, respectively. Conventionally, D(0) will denote the set of positive integers N, and D pr (0) the set of all primes in N.
Definition 7.1. Let q and r be arbitrary integers. Under the above notation, W q G (A) is said to be strictly-isomorphic to W r G (A) if there exists a ring isomorphism, say τ r q : W q G (A) → W r G (A), satisfying Φ q G = Φ r G • τ r q . In this case, τ r q is called a strict-isomorphism.
Denote D pr (G) be the set of prime divisors of each of {(G : U ) : U ∈ O(G)}. And we let D pr (q) ∩ D pr (G) = {p 1 , · · · , p k ; c 1 , · · · , c s }, D pr (r) ∩ D pr (G) = {p 1 , · · · , p k ; d 1 , · · · , d t }.
That is, p i 's are prime divisors in D pr (q) ∩ D pr (r) ∩ D pr (G). Next, we assume that q is zero and r is nonzero. In this case, Eq. (7.1) reduces
Since a prime p dividing (V : U ) and r cannot be a divisor of the denominator of the irreducible fraction of r (V :U)−1 /(V : U ) we obtain the desired result by induction hypothesis. So we are done.
Proof of Theorem 7.2 : The "only if" part follows from Lemma 7.4. For the "if" part, let us assume that there exists a unique strict-isomorphism, say τ r q : W q G (A) → W r G (A). Hence, we have Φ q G = Φ r G • τ r q . Assume that a prime p divides q and (G : U ) for some open subgroup U of G, but not r. Consider a maximal filtration G As an immediate byproduct Theorem 7.2 we can state the following classification criterion.
Corollary 7.5. Let q vary over the set of integers and G be an abelian profinite group. Then, W q G (Z) are classified up to strict-isomorphism by the set of prime divisors of q belonging to D pr (G).
