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Abstract—In the era of big data, a large number of text data
generated by the Internet has given birth to a variety of text rep-
resentation methods. In natural language processing (NLP), text
representation transforms text into vectors that can be processed
by computer without losing the original semantic information.
However, these methods are difficult to effectively extract the
semantic features among words and distinguish polysemy in
language. Therefore, a text feature representation model based on
convolutional neural network (CNN) and variational autoencoder
(VAE) is proposed to extract the text features and apply the
obtained text feature representation on the text classification
tasks. CNN is used to extract the features of text vector to get
the semantics among words and VAE is introduced to make the
text feature space more consistent with Gaussian distribution.
In addition, the output of the improved word2vec model is
employed as the input of the proposed model to distinguish
different meanings of the same word in different contexts. The
experimental results show that the proposed model outperforms
in k-nearest neighbor (KNN), random forest (RF) and support
vector machine (SVM) classification algorithms.
Index Terms—Natural language processing(NLP), text rep-
resentation, variational autoencoder(VAE), convolutional neural
network(CNN), feature extraction, polysemy.
I. INTRODUCTION
IN recent years, with the rapid development of Internettechnology, the Internet generates extensive data every day
including text, image, video, audio, etc. Text data plays a
significant role because it not only occupies a large part of
the Internet data but also can be applied in many real world
scenarios including getting the current hotspots, developing
question answering system and machine translation. Taking
search engine as an example, there are tens of millions
of search task requests every day, most of which use text
information as the input of search task [1].
As the basic task of natural language processing (NLP), text
representation transforms unstructured natural language into
a structured form that contains unique semantic information
of the original text data and thus can be processed and
analyzed by computer [2]. According to the types of natural
language, text representation can be categorized into four
different granularity representations, word representation, sen-
tence representation, paragraph representation and document
representation. For different granularity of text representation,
they share the same purpose of extracting the most important
semantic information in different applications [3]. In tradi-
tional text representation method, bag-of-words models model
which considered every word in the dictionary as a feature of
text representation have been widely used [4]. A document is
composed of text vector features corresponding to all words
in the dictionary. If a word is included in the document, the
corresponding value in the text vector is 1, otherwise it is 0.
Considering that the bag-of-words models uses all the words,
the dimension of the final text feature vector will lead to
dimension disaster with the increase of data scale, which takes
up a lot of computation costs and running time. Therefore,
a reasonable text representation method is necessary in NLP
and feature extraction method is an effective way to reduce
the dimension of text feature vector [5].
The traditional method of word vector representation is one-
hot. The dimension of word vector representation is the same
as the number of all different words in the corpus. The vector
position corresponding to words is set to 1 and the rest is
set to 0. For a corpus composed of n different words, the
dimension of each word vector n. The dimension of the word
vector generated by this method results in the high dimension
and sparsity for the word vector is directly proportional to
the size of the corpus, which makes it difficult to obtain
semantic information. Moreover, it is unable to calculate the
correlation between near-synonyms by coding in this way. For
example, the words ”pleased” and ”happy” are assumed to be
the word vectors obtained by one-hot coding as [1,0,0,0] and
[0,1,0,0]. ”Pleased” and ”happy” have similar meanings, but
the cosine similarity of the two word vectors is 0. Obviously
the similarity between the word vectors calculated by the
method is unreasonable and their semantic information cannot
be reflected. The development of computer processing power
promotes the application of neural network in NLP to a certain
extent. In order to solve the problem of word vector, the
researchers proposed the word embedding based on neural
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2network language model (i.e. distributed representation) [6].
The early proposed neural network language model used the
current word to predict the next word to build a neural network
model from the perspective of probability. This model is
mainly for the prediction task of experimental words and the
word vector is only the by-product of the optimized model.
Thereafter, how to use neural network to train word vector
has been studied and improved by researchers. Huang et al.
[7] held that it should not only focus on the relationship of
local context, but also use the full text information to assist the
training of local word information. Therefore, the word vector
contains more semantic information and the representation
of polysemy can also be solved by the joint representation
of multiple word vectors. Mikolov et al. [8] proposed word
vector training model word to vector (word2vector), which
aims to transform text into word vector through neural network
and has been widely studied and used by researchers. There
are four categories of text representation methods based on
neural network according to different granularity (i.e. words,
sentences, paragraphs and documents). In order to solve the
problems of data sparsity, dimension disaster and lack of se-
mantic expression in the bag-of-words model used in sentences
and documents, the multi-layer neural network is used to
map and extract features. Ji et al. [9] proposed another word
vector training model Wordrank which calculate the similarity
of words and other different standards to get word vector
representation and is clever at representation of similar words
. Considering the complexity of the information interaction
platform in the Internet, Dhingra et al. [10] proposes the
tweet2vec model, which is a distributed representation model
based on character combination in the complex social media
environment. Hill et al. [11] considered that there is an
optimal representation method for different application tasks
and proposed a sentence level text representation method to
learning from unlabeled text data. It can not only optimize the
training time, but also improve the portability by employing
unsupervised method. Le et al. [12] proposes two levels of
text representation models including sentence and document,
both of which are based on the word2vec model. Kalchbrenner
et al. [13] proposed a text representation model based on
dynamic convolution neural network which adopts dynamic
pooling technology and is expert in emotion recognition.
Considering the advantages of convolution neural network
(CNN) in extracting local features, Hu et al. [14] proposed
employing CNN to extract semantic information among words
in sentences and achieved excellent results in sentence match-
ing tasks. On this basis, Yin et al. [15]proposes Bi-CNN-
MI text representation model which can extract four different
granularity text representations from sentences and realize the
interaction of these four different granularity features through
the CNN so as to adapt to the synonymous sentence detection
task. Zhang et al. [16] proposes a text representation model
based on dependency sensitive CNN at the sentence and
document level, which applies persisting sensitive information
and feature extracting on inputting word vectors.
This paper proposes a text feature representation model
based on CNN and variational autoencoder (VAE), which
is a feature representation method from word vector to text
vector. The main advantages of the proposed methods are
its lower computation cost, extracting semantic information
and distinguishing polysemy. In this method, CNN is used to
extract the features of text vector as text representation to get
the semantics among words and VAE is introduced to make the
text feature space more consistent with Gaussian distribution.
In addition, considering the polysemy of words, this paper uses
the output of the improved word2vec model as the input of the
proposed model to distinguish different meanings of the same
word in different contexts. A word is mapped into multiple
vectors responding to different topics by this model to solve
polysemy. Four evaluation metrics, including accuracy, recall,
precision and F-score, are used to evaluate the performance
of the proposed model. Experimental results show that the
model has better performance than w2v-avg and CNN-AE in
k-nearest neighbor (KNN), random forest (RF) and support
vector machine (SVM) classification.
The remainder of this paper are organized as follows.
Section 2 and Section 3 introduce the related algorithm and
proposed CNN-VAE model based on text semantics. Section
4 illustrates a case study of open dataset Cnews. Section 5
shows the conclusion and future research directions.
II. RELATED WORKS
This section introduces the related work of text represen-
tation. Section 2.1 introduces the classic word2vec model
including CBOW and skip-gram model. Section 2.2 shows
the text representation method based on word2vec and Section
2.3 illustrates CNN algorithm and Section 2.4 introduces the
feature extracting method based neural network.
A. Word2vec
Word2vec algorithm proposed by Mikolov aims to obtain
the text word vector model by training a neural network to
get the weight matrix of the network [8]. Word2vec model
includes CBOW and Skip-gram training models and they only
contain simple neural network structures: input layer, projec-
tion layer and output layer. CBOW and skip-gram realize the
network based on different conditions: CBOW predicts the
probability of the central word through the context word while
skip-gram model predicts the probability of the context word
through the central word [17].
1) CBOW Based Method: The structures of CBOW model
is shown in Fig. 1, the input is the context Context (wt) of
the central word wt in the sliding window and the object is to
predict the central word wt. The output of CBOW model is a
softmax classifier function, which is usually implemented by
using negative sampling method. The central word wt in the
sliding window is judged as a positive sample and other words
are judged as negative samples. In the output layer, there is a
negative sample set NEG(wt) for the central word wt so that
any word u in the corpus meets the Equation (1).
Rwt(u) = { 1, u = wt
0, u 6= wt (1)
where Rwt(u) determines whether u is a positive sample. For
the central word and its context 〈wt, Context(wt)〉, CBOW
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Fig. 1. The structures of CBOW model.
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Fig. 2. The structures of Skip-gram model.
model needs to maximize the objective function g(wt) shown
in Equation (2).
g(wt) =
∏
u∈({wt}∪NEG(wt)
p(u|Context(wt)) (2)
The formal of p (u|Context (wt)) is shown in Equation (3).
p(u|Context(wt)) = {σ(X
T
wt
θwt ), Rwt (u)=1
1−σ(XTwtθwt ),Rwt (u)=0
(3)
where Xwt stands for the sum of the word vectors of the words
in the context Context(wt) . The objective function can be
converted to Equation (4).
g(wt) = σ(X
T
wtθ
wt)
∏
u∈NEG(wt)
[1− σ(XTwtθu)] (4)
where σ(XTwtθ
wt) represents the prediction probability of
getting central word wt via CBOW when the context is
Context(wt) . σ(XTwtθ
u)is the prediction probability of get-
ting central word u when the context is Context(wt). In order
to maximize g(wt), it is necessary to maximize σ(XTwtθ
wt)
to increase the probability of positive samples. At the same
time, minimize all the σ(XTwtθ
u) to reduce the probability of
negative samples.
2) Skip-gram Based Method: The structures of Skip-gram
model is shown in Fig. 2. In contrast to CBOW model, Skip-
gram determines the central word wi and then predicts the
context Context(wt) in its sliding window through the central
word. The output of skip-gram model corresponds to a positive
sample u ∈ Context(wt). On the contrary, NEG(u) repre-
sents negative sample set which do not belong to the positive
sampleContext(wt) . Therefore, the data 〈wt, Context(wt)〉
in the sliding window meets the objective function shown in
Equation (5).
g(wt) =
∏
u∈Context(wt)
∏
x∈{u}∪∈NEG(u) p(x|wt) (5)
Similar to CBOW method, the relationRu(x) is introduced
to determine whether x is a positive sample. When it is a
positive sample, x = u and Ru(x) = 1 . When it is a negative
sample, x = NEG(u) and Ru(x) = 0. The conditional
probability is shown in Equation (6).
p(x|wt) = [σ(v(wt)T vx)]Ru(x) · [1− σ(v(wt)T vx)]1−Ru(x)
(6)
where σ(v(wt)T vx) represents the prediction probability of
getting context context(wt) when the input of central word is
wt . v(wt) is the relationship between input layer and hidden
layer. vx is the output of network. For maximizing g(wt), it is
necessary to maximize σ(v(wt)T vx) when positive sampling
and minimize the σ(v(wt)T vx) when negative sampling.
B. Convolution Neural Network
CNN is a deep artificial neural network including con-
volution calculation and polling calculation. It has excellent
performance in the field of computer vision and NLP with its
powerful feature extraction ability [18]. In the field of NLP,
CNN employed convolution kernel to convolute text matrix of
different length and the vectors through convolution kernels
are calculated by pooling layer to extract features for text
classification [19].
1) Convolution Layer: Convolution layer can extract local
features by convolution kernel and get the final output by ac-
tivation function. For kth convolution kernel, the convolution
process is shown in Equation (7).
ci = f (wk ∗ x+ bk) (7)
where wk and bk are the weight matrix and bias of kth
convolution kernel. x stands for the input matrix. f represents
the activation function. For a sentence of length n , its feature
vector is shown in Equation (8).
c = [c1, c2, c3...cn] (8)
2) Pooling Layer and Full Connection Layer: In the pool-
ing layer of the model, the maximum pooling technology is
used to extract the feature value C , which contains the highest
semantic information in the local features of the convoluted
window, as is shown in Equation (9).
C = max(c) (9)
The complexity of the parameters in the convolutional neural
network can be effectively reduced by using max pooling.
4For a window with k convolution kernels, the feature vectors
obtained are shown in Equation (10).
Cˆ = [Cˆ1, Cˆ2, Cˆ3...Cˆn] (10)
Next, the activation function is used to predict the labels of
sentences, as is shown in Equation (11).
y = f(Cˆ) (11)
where y is the predicted label (1 stands for positive label and 0
stands for negative label). The loss function can be expressed
as Equation (12).
loss =
1
2n
n∑
i=1
‖yi − yˆi‖2 (12)
where yi is the actual label. The loss function can be used to
learn the parameters of the network via iteration method.
C. Autoencoder
Considering the high dimension and sparsity of the word
vector generated by traditional methods, the feature selection
method based on neural network is proposed to reduce the
feature space of the text vector. Autoencoder (AE) can be
regarded as a special neural network including input layer,
hidden layer and output layer [20]. The number of neurons
in the output layer is equal to the number of neurons in
the input layer. As an unsupervised feature learning method,
the purpose of AE is to obtain hidden feature and remove
redundant information. The forward propagation process of
AE is similar to that of traditional neural network, which
will not be discussed here. The aim of AE training is to
minimize the reconstruction error. The loss function is shown
in Equation (13).
L =
n∑
i=1
‖xi − yi‖2 (13)
where xi and yi represent input data and output data. L is the
loss function of AE and n is the number of data.
III. TEXT FEATURE REPRESENTATION MODEL BASED ON
CNN-VAE
This paper combine the network framework of the VAE
with the CNN to extract the text feature representation from
the word vector. The traditional AE employs full connection
layer, which is replaced by CNN for it can learn local
features efficiently. Moreover, VAE makes the vector feature
space conform to the function of Gaussian distribution, which
makes the final text feature representation richer in semantic
information. The structure of CNN-VAE is shown in Fig. 3.
The CNN is used to realize the network structure of VAE,
because CNN can learn better local features from the input
matrix. In this part, CNN network is used to build the VAE
network framework, so that CNN combines the VAE feature
extraction and the function of making the vector feature space
conform to the Gaussian distribution in its own text feature
extraction, making the final text feature representation richer
in semantic information. Similar to AE, the proposed method
includes decoding and encoding. The decoding process can
be regarded as a general CNN which can achieve the purpose
of feature extraction via convolution and pooling. A matrix x
can be obtained by splicing the word vectors corresponding
to the words appearing in an article is putted into the model.
Random number z corresponding to Gaussian distribution is
generated according to the mean value µ and variance σ of
the output of the convolution encoder. Suppose that there is
a set of functions pθ(x|z) for generating x from z , each of
which is uniquely determined by θ . The goal of the VAE is to
maximize pθ(x) by optimizing θ to make the generated data xˆ
similar to original data x as possible and the formula is shown
Equation (14).
pθ(x) =
∫
pθ (x|z) pθ (z) dz (14)
In order to obtain pθ(z), the encoder network pθ(z|x) is in-
troduced. An approximate posterior qϕ(z|x) obeying Gaussian
distribution is employed to take the place of pθ(z|x) for the
latter is difficult to obtain by calculation. Kullback Leibler
(KL) divergence is applied to measure the similarity between
two distributions [21] and the formula is shown in Equation
(15).
DKL(qϕ(z|x) ‖ pθ(z|x))
=
∑
qϕ(z|x) [log qϕ(z|x)− log pθ(x|z)− log pθ(z)] + log pθ(x)
(15)
Therefore, the formal of log pθ(x) can be expressed as Equa-
tion (16).
log pθ(x) = DKL(qϕ(z|x) ‖ pθ(z|x))
−∑ qϕ(z|x) [log qϕ(z|x)− log pθ(x|z)− log pθ(z)] (16)
Considering the KL divergence is not negative, the loss
function can be expressed as Equation (17).
L (θ, ϕ;x)
= −∑ qϕ(z|x) [log qϕ(z|x)− log pθ(x|z)− log pθ(z)]
= −DKL(qϕ(z|x) ‖ pθ(z|x)) +
∑
qϕ(z|x)[log pθ(x|z)]
(17)
where L (θ, ϕ;x) is loss function. −DKL(qϕ(z|x) ‖ pθ(z|x))
is regularizer and
∑
qϕ(z|x)[log pθ(x|z)] is reconstruction
error. Considering pθ(z) obeys the Gaussian distribution
N (0; I) and qϕ(z|x) obeys the Gaussian distribution n
(
µ;σ2
)
so that the regularizer can be expressed as Equation (18).
−DKL(qϕ(z|x ‖ pθ(z)) = 1
2
∑
(1 + log(σ2 − µ2 − σ2))
(18)
where j is the dimension of z . Monte Carlo evaluation is used
to solve the reconstruction error shown as equation (19).∑
qϕ(z|x)[log pθ(x|z)] = log pθ(x|z) (19)
The technique of reparameterization is employed consider-
ing z is not derivable. In this way, the original derivation of
z can be converted into the derivation of µ and σ shown as
Equation (20).
z = µ+ ε · σ (20)
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Fig. 3. The structures of CNN-VAE model.
TABLE I
PARAMETER VALUE.
Parameter setting
Dimension of word vector 128
Number of iterations 30
Dropout 0.5
Size of hidden layer z 128
Learning rate 0.001
Padding(Maximum words per article) 100
ε can be considered as sampling from N(0, 1) and log pθ(x|z)
can be expressed as Equation (21).
log pθ (x|z) = −
∑((1
2
∥∥∥∥x− µσ
∥∥∥∥)+ log (√xpiσ))
(21)
In conclusion, the loss function can be expressed as Equation
(22).
L (θ, ϕ;x) =
1
2
∑
(1 + log(σ2 − µ2 − σ2))
−
∑((1
2
∥∥∥∥x− µσ
∥∥∥∥)+ log (√xpiσ)) (22)
The training process of the network is divided into the
following steps. Firstly, the data of training set is used to find
the optimal parameters of the model when the loss function
is minimized. Next, when the network loss converges, the
verification set is inputted to the encoder network obtained
by training set to get the corresponding text representation
vector. The corresponding classification accuracy is obtained
by inputting the text representation vector into the classifica-
tion model. Finally, the learning rate is adjusted many times
to obtain the optimal parameters of the model. After several
adjustments, the optimal model parameters are shown as Table
I.
IV. CNN-VAE TEXT REPRESENTATION MODEL BASED ON
TEXT SEMANTICS
Polysemy means that the same word can express multiple
meanings, which is the general ambiguity in natural language.
Document
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Word 1 Word 2 Word m-1 Word m……
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Input Projection Output
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wi+2
Fig. 4. The structures LDA model.
Word vectors generated by word2vec correspond to only one
word in the corpus, which ignores the ambiguity in natural
language. Therefore, this paper proposes a CNN-VAE text
representation model based on text semantics. A word is
mapped into multiple vectors responding to different topics
by this model to solve polysemy. In this model, word vector
generated by word2vec on the topic model is used as the input
of CNN-VAE model.
A. LDA
In 2003, Kim et al. [22] proposed the latent Dirichlet
allocation model (LDA), a topic model, can extract the topic
information from an article. The hypothetical structure of LDA
is that an article is composed of different topics and each
topic is composed of different words, that is ”document-topic-
word” structure. LDA is a three-layer Bayesian probability
model based on this structure. The principle of LDA model is
shown in Fig. 4. Suppose that there are k topics in document
set D and each document is made up of these k topics
according to different probabilities, which stores the matrix
of corresponding probabilities (i.e. document topic matrix).
Similarly, each topic contains m words and each topic is
also made up of m words according to different probabilities,
which stores the moments of corresponding probabilities (i.e.
topic vocabulary matrix). As shown in the Fig. 5, the Bayesian
probability model of LDA can be divided into two parts.
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Fig. 5. Parameter relationship of LDA model.
In the first part, the topic distribution θd of document d
is generated by sampling from the Dirichlet distribution α,
which can be expressed as θd ∼ Dir(α). The topic Z of
each word in document d is generated from the polynomial
distribution of the topic. In the second part, the LDA topic
model samples from the Dirichlet distribution β to generate the
word polynomial distribution ϕZ of topic Z which expressed
as θZ ∼ Dir(β) . The final word W is generated from
the word polynomial distribution ϕZ . α represents the prior
parameters of Dirichlet distribution of document topic and
β is the prior parameters of Dirichlet distribution of topic
words. θd represents the topic distribution in document d
and Z represents the corresponding topic set. ϕZ represents
the word components contained in topic Z. According to the
principle of LDA topic, a document can be obtained from the
probability distribution of document topic. That is to say, for
document D(i, j) (i.e. j-th topic in topic set i) can be obtained
by polynomial distribution D(i, j) ∼Mult(θd). Topic Z(i, j)
corresponding to the j−th word in i−th , can be obtained by
polynomial distribution Z(d, i) ∼Mult(ϕZ). In the parameter
setting of LDA topic model, the prior parameters α and β
of Dirichlet distribution are set by experience. The posteriori
parameters of the polynomial distribution, θd and ϕZ need
to be estimated by calculating the corresponding posteriori
probability distribution from the data in the known corpus.
Therefore, this paper employ Gibbs sampling to calculate
the posteriori parameters θd and ϕZ . Considering the real
data is usually difficult to find out the corresponding accu-
rate probability distribution. Therefore, approximate inference
method is often used to randomly fit the real probability
distribution by sampling and Gibbs sampling is based on
this idea. Gibbs sampling samplings m n-dimensional data
[Xi]
n
i=1 from a Joint probability distribution [22]. The vectors
Xi obtained by sampling are initialize randomly. Each sample
xi can be derived from the conditional probability distribution
P (xji |Xji , ..., Xji , Xj+1i−1 , ..., Xni−1) and xji represents the value
of the j-th dimension of sample xi. The sampling formula of
Gibbs sampling is shown in Equation 23.
P (Zi = K|Zi−1,W ) ∝
(
n
(i)
k−i + βi
)(
n
(k)
d−i + αk
)
(∑V
i−1 n
(i)
k−i + βi
) (23)
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Fig. 6. The structure of TWE model.
after substituting the parameters α and β of LDA topic
model, the posterior probability distribution of LDA topic and
vocabulary can be obtained as shown in Equation (24).
P (z, w|α, β) =
T∏
z=1
∆ (nz + β)
∆β
∗
D∏
d=1
∆ (nd + α)
∆α
(24)
when Gibbs sampling algorithm converges, the document topic
probability distribution θd and word topic probability ϕZ can
be obtained as shown in Equations (25) and (26).
θd,z =
nZd + α∑V
i n
i
z + β
(25)
ϕz,i =
niz + β∑V
i=1 n
i
z + β
(26)
Finally, the topic probability distribution of a document and
the vocabulary probability distribution of each topic can be
obtained, so as to realize the topic mining of the document.
B. Topic-word model
Word representation is the minimum granularity represen-
tation in text representation and word vector representation
model word2vec is applied in various fields of NLP. However,
the word vector generated by word2vec cannot solve the
problem of polysemy in natural language. In word2vec, a word
has only one word vector, but in fact, some words in natural
language contain many different meanings and even some
words in different contexts represent far different semantic
information. For example, The word ”apple” means a fruit in
the context of food and an IT company in the context of mobile
phones. Obviously, the word vector representation method of
word2vec has some irrationality. On the basis of skip-gram
model, Liu et al. proposed a model based on topical word
embeddings (TWE) [23]. This model introduces topic vector
while training word vector, which aims to achieve different
word vector representation under different topics by topic
vector. Each topic in the model is trained as a word and
the model learns the topic embedding of topic zi and topic
embedding of word wi separately. Then topic word embedding
< wi, zi > is trained according to topic embedding and topic
embedding. TWE aims to learn the vector representation of
words and topics at the same time and its structure is shown
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Fig. 7. Text representation model of CNN-AVE based on text semantics.
Fig. 8. The relationship between the degree of perplexity and the number
of topics.
in the Fig. 6. Compared with skip-gram using the central
word wi in the sliding window to predict context, this model
employs central word wi adding semantic information topic
zi to predict context. This model aims to solve the problem of
polysemy by training the word which have its corresponding
vector under each topic. Topic word embedding of word w in
topic z can be obtained by connecting word embedding with
topic embedding as shown in Equation (27).
wz = w ⊕ z (27)
where ⊕ is a cascading operation and the vector dimension of
wz is twice that of w or z.
The input of CNN-VAE model are the word vectors pre-
trained by word2vec, which cannot solve polysemy. Therefore,
this paper employs topic words method to get the word vectors
meeting the requirements as shown in Fig. 7. Firstly LDA
model is utilized to train every word in the text to get its
corresponding topic number, that is, to convert the word in
the text into < word : topic number >. Next, the topic
vector z and the word vector w are trained based on the topic
word vector model. Finally, the input vector wz of CNN-VAE
is generated according to < word : topic number >.
Fig. 9. The relationship between the accuracy and the number of topics.
The number of topics needs to be determined before LDA
topic model is used to generate topics. In this paper, two
methods are used to determine the number of topics. (1)
Calculate the perplexity of different number of topics. (2) The
probability of each document under all topics is calculated and
transformed into its corresponding document vector, which is
used to input into SVM classifier to compare the classification
accuracy in different topics. The final number of topics is
determine by comparing the above two methods. The degree of
perplexity is inversely proportional to the fitting ability of the
model and the smaller the degree of perplexity of the model
which has a better fitting effect on the text. In the LDA topic
model, its perplexity is calculated as shown in Equation (28).
preplexity (D) = exp
{
−
∑M
d=1 log p (wd)∑M
d=1Nd
}
(28)
where D is the test set in the corpus, Nd is the number of
words in each document, wd is the word in document d, P (wd)
is the probability of generating word wd in the document.
In this paper, the LDA model is trained by the training
set and 1% of them are randomly selected as the test set
to calculate the degree of perplexity. The number of topics
is set from 1 to 80. The relationship between the degree
of confusion and the number of topics is shown in Fig. 8.
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CNEWS DATASET.
Category Training set Testing set Validation set
Sports 5000 1000 500
Entertainment 5000 1000 500
Home furnishing 5000 1000 500
House property 5000 1000 500
Education 5000 1000 500
Fashion 5000 1000 500
Current affairs 5000 1000 500
Games 5000 1000 500
Science and technology 5000 1000 500
Finance and economics 5000 1000 500
Total 50000 10000 5000
…… …
Input                      Convolution layer        Pooling layer     Full connection layer  Reparameterization Sampling  Deconvolution layer     Reconstructed input
𝜇𝑧
𝜎𝑧
2
𝑧
𝜀
…… …
Separating
Dataset
Word
sequence
Label
Word2vec
Count word
frequency
High frequency
thesaurus
Final dataset
Corpus
Jieba
Word vector
filtering
Stopwords
Fig. 10. Data preprocessing.
and the relationship between the number of topics and the
classification accuracy is shown in Fig. 9. In Fig. 8, the degree
of perplexity reaches the minimum value when the number of
topics is 65, which indicates that when the number of topics is
set to 65, the model is the best for data fitting and prediction. In
Fig. 9, when the number of topics is less than 45, the number
of topics is proportional to the accuracy. When the number of
topics is higher than 45, the accuracy will fluctuate in a certain
range. Therefore, it can be concluded that after the number of
settings exceeds 45, the model is stable for data fitting and
prediction . In conclusion, the number of topics is set to 65
and all words in the corpus are transformed into the form of
< wordID : topicID > after LDA training.
V. EXPERIMENTS
A. Dataset and Preprocessing
This paper uses the open dataset Cnews
(http://rss.sina.com.cn/news/) to verify the performance
of the model, which is generated by filtering the historical
data from RSS subscription channel of Sina News from
2005 to 2011. The dataset contains 10 categories of news,
namely sports, entertainment, home furnishing, real estate,
education, fashion, current affairs, games, technology and
finance. There are 65000 text data in the dataset, which are
divided into 50000 training data, 10000 testing data and 5000
validation data as shown in Table II. Each row in the Cnews
dataset represents an article and the beginning of each row
corresponds to the news category of the article. Therefore,
this paper extracts the tag information (i.e. news category)
in the dataset and the dataset is divided into tag and corpus.
Moreover, The Jieba segmentation is applied to process
the article and the stoppage word is employed to filter out
some words to improve the performance and computational
efficiency of the subsequent experiments. Next, this paper
makes word frequency statistics for the words appearing in
the corpus and rank them according to the word frequency
from large to small. Finally, the final data set can be obtained
by eliminating the words that appear less frequently than the
first 10000. The data preprocessing is shown as Fig. 10.
B. Evaluating Metrics
This paper employs four evaluation metrics: accuracy, recall,
precision and F-score in order to verify the performance of the
proposed model. The formulas of four indictors are shown in
Equations 29, 30, 31, and 32 respectively.
Accuracy =
TP + TN
TP + FP + FN + TN
(29)
Recall =
TP
TP + FN
(30)
Precision =
TP
TP + FP
(31)
F1− score = 2× precision× recall
precison+ recall
(32)
where the true positive (TP) indicates that the prediction
category is positive and the actual category is positive. The
false positive (FP) indicates that the prediction category is
positive and the actual category is negative. The false negative
(FN) indicates that the prediction category is negative and the
real category is positive. The true negative (TN) indicates that
the prediction category is negative and the actual category is
negative.
C. Experimental Results and Analysis
This paper compares the proposed model with two unsuper-
vised text representation methods that convert word vectors
into document vectors. The control models are shown as
follows. (1) w2v-avg: This model averages all word vectors of
each document to get the final representation. This experiment
sets the word vector dimension of training to 128 and get
the text representation vector dimension to 128. (2) CNN-
AE: An AE model based on CNN, which can get the text
representation via using word vectors obtained by CNN as
the input of encoder. The experimental results are shown in
tables II, III and IV. In Table III, IV and V, the performance
of CNN-AE is better than that of w2v-avg. Therefore, CNN
is conducive to extracting the local semantic features of the
components among words. In addition, when the text repre-
sentation dimension is 128, the proposed model is superior to
CNN-AE and w2v-avg in KNN, RF and SVM classifiers. That
is to say, if AE is improved to VAE, the text feature space can
better fit the Gaussian distribution, which makes the semantic
information conform to the real distribution. In conclusion,
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PERFORMANCE COMPARISON AMONG W2V-AVG, CNN-AE AND
CNN-VAE UNDER KNN CLASSIFICATION ALGORITHM
Accuracy Recall Precision F1-Score
w2v-avg 87.32±7.40 77.02±7.31 80.82±7.61 77.28±7.38
CNN-AE 92.94±5.06 86.44±10.69 89.56±11.12 86.66±10.70
CNN-VAE 94.87±4.61 91.81±7.46 91.87±9.12 90.87±8.08
TABLE IV
PERFORMANCE COMPARISON AMONG W2V-AVG, CNN-AE AND
CNN-VAE UNDER RF CLASSIFICATION ALGORITHM
Accuracy Recall Precision F1-Score
w2v-avg 85.48±0.93 66.23±2.27 74.84±4.25 68.27±2.73
CNN-AE 92.43±0.66 80.26±1.42 92.64±3.18 83.97±1.85
CNN-VAE 94.98±0.65 92.54±1.67 95.29±1.00 93.37±1.22
the VAE text feature representation model based on CNN is
effective and feasible.
In order to verify the performance of CNN-VAE model
based on the two, the output of word2vec and the output of
TWE are compared as the input of CNN-VAE. The exper-
imental results are shown in Table VI, VII and VIII. Table
VI shows the classification results of the two models as pre-
training under KNN classification algorithm. TWE+CNN-VAE
is higher than word2vec+CNN-VAE in Recall, Precision and
F-score, only 0.45% lower in accuracy. Table VII show that
the results of the four evaluation metrics are higher than
those of word2vec+CNN-VAE in the RF classifiers. Table VIII
show that the results of accuracy and F1-Score are higher
than those of word2vec+CNN-VAE in the SVM classifiers.
The experimental results show that the combination of topic
information can solve the problem of polysemy to a certain
extent.
VI. CONCLUSION
Text feature representation plays a significant role in the
field of NLP as the first step of machine recognition of
natural language, which extracts the features of the text to
express semantic information contained in the text. With the
TABLE V
PERFORMANCE COMPARISON AMONG W2V-AVG, CNN-AE AND
CNN-VAE UNDER SVM CLASSIFICATION ALGORITHM
Accuracy Recall Precision F1-Score
w2v-avg 86.51±3.18 87.61±3.08 88.68±2.83 87.58±3.27
CNN-AE 90.00±1.64 90.94±1.48 90.10±2.98 90.64±1.55
CNN-VAE 93.30±2.63 93.90±2.08 94.29±1.90 93.83±1.99
TABLE VI
PERFORMANCE COMPARISON BETWEEN WORD2VEC+CNN-VAE AND
TWE+CNN-VAE UNDER KNN CLASSIFICATION ALGORITHM
Accuracy Recall Precision F1-Score
word2vec+CNN-VAE 94.87±4.61 91.81±7.46 91.87±9.12 90.87±8.08
TWE+CNN-VAE 94.42±5.27 91.83±7.45 93.34±7.75 91.47±7.24
TABLE VII
PERFORMANCE COMPARISON BETWEEN WORD2VEC+CNN-VAE AND
TWE+CNN-VAE UNDER RF CLASSIFICATION ALGORITHM
Accuracy Recall Precision F1-Score
word2vec+CNN-VAE 94.98±0.65 92.54±1.67 95.29±1.00 93.37±1.22
TWE+CNN-VAE 96.85±0.51 92.76±1.09 96.65±0.46 94.92±0.79
TABLE VIII
PERFORMANCE COMPARISON BETWEEN WORD2VEC+CNN-VAE AND
TWE+CNN-VAE UNDER SVM CLASSIFICATION ALGORITHM
Accuracy Recall Precision F1-Score
word2vec+CNN-VAE 93.30±2.63 93.90±2.08 94.29±1.90 93.83±1.99
TWE+CNN-VAE 93.49±3.53 93.87±3.21 94.23±2.77 94.05±3.20
improvement of hardware performance, deep learning and
neural network, text representation has leap forward progress.
At the same time, the increasing number of Internet users
produces a large number of unstructured text data. How to
employ NLP technology to analyze and process huge text data
has become the current research hotspots. Therefore, this paper
proposes a text feature representation model based on CNN-
VAE, which is feature representation method from word vector
to text vector. On the one hand, the model applies CNN to
extract the features of the text vector as the text representation,
so as to better extract the semantics among words. On the
other hand, the model uses VAE instead of AE to make the
text feature space better fit the Gaussian distribution, so that
the semantic information is more consistent with the real
distribution. In addition, the output of the improved word2vec
model is employed as the input of the proposed model to
distinguish different meanings of the same word in different
contexts. In order to verify the performance of the model,
the proposed model is compared with w2v-avg and CNN-
AE. Experimental results show that the proposed model has
better performance in KNN, RF and SVM classification. There
are four levels of language structure including document,
paragraph, sentence and word in NLP. This paper only involves
two different levels of text vector representation and attention
should be paid to different levels of language structure in the
future.
REFERENCES
[1] C. Kofler, M. Larson, and A. Hanjalic, ”A Survey of the State of the Art
and Future Challenges,” ACM Computing Surveys., vol. 49, no. 2, article
no. 36, Nov. 2016.
[2] N. Liu, B. Zhang, J. Yan, Z. Chen, W.Y. Liu, F.S. Bai and L.F. Chien,
”Text Representation: From Vector to Tensor,” in Proceedings of 5th IEEE
International Conference on Data Mining., pp. 725-728, Houston, 2005.
[3] G.Z. Liu, ”Semantic Vector Space Model: Implementation and Evalua-
tion,” Journal of the association for information science& technology.,
vol. 48, no. 5, pp. 395-417, 2010.
[4] Y. Zhang, R. Jin, and Z. Zhou, ”Understanding bag-of-words model:
a statistical framework,” International Journal of Machine Learning &
Cybernetics., vol. 1, pp. 43-52, 2010.
[5] J. Zhu, Y. Fang, P. Yang, and Q. Wang, ”Research on text representation
model integrated semantic relationship,” Proceedings of IEEE Interna-
tional Conference on Systems., pp. 2736-2741, 2016.
[6] D. Petrovic, and S. Janicijevic, ”Domain specific word embedding matrix
for training neural networks,” Proceedings of International Conference on
Artificial Intelligence - Applications and Innovations., pp. 71-75, 2019.
10
[7] E.H. Huang, R. Socher, C.D. Manning, and A.Y. Ng, ”Text Representa-
tion: From Vector to Tensor,” in Proceedings of 50th Annual Meeting of
the Association for Computational Linguistics., vol. 1, pp. 873-882, Jul.
2012.
[8] T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and J. Dean, ”Distributed
Representations of Words and Phrases and their Compositionality,” Ad-
vances in Neural Information Processing Systems., vol. 26, pp. 3111-
3119, 2013.
[9] S. Ji, H. Yun, P. Yanardag, S. Matsushima, and S.V.N. Vishwanathan,
”WordRank: Learning Word Embeddings via Robust Ranking,” in Pro-
ceedings of the Conference on Empirical Methods in Natural Language.,
pp. 658-668, Jul. 2016.
[10] B. Dhingra, Z. Zhou, D. Fitzpatrick, M.Muehl, and W.W. Cohen,
”Tweet2Vec: Character-Based Distributed Representations for Social Me-
dia,” in Proceedings of 54th Annual Meeting of the Association for
Computational Linguistics., pp. 269-274, 2016.
[11] F. Hill, K. Cho, and A. Korhonen, ”A. Learning Distributed Rep-
resentations of Sentences from Unlabelled Data,” in Proceedings of
2016 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies., pp. 1367-
1377, 2016.
[12] Q. Le, and T. Mikolov, ”Distributed representations of sentences and
documents,” in Proceedings of International Conference on International
Conference on Machine Learning., vol. 32, pp. 1188-1196, 2014.
[13] N. Kalchbrenner, E. Grefenstette, and P.A. Blunsom, ”Convolutional
Neural Network for Modelling Sentences,” in Proceedings of 52nd Annual
Meeting of the Association for Computational Linguistics., pp. 655-665,
2014.
[14] B. Hu, Z. Lu, H. Li, and Q. Chen, ”Convolutional neural network
architectures for matching natural language sentences,” in Proceedings
of Advances in Neural Information Processing Systems., pp. 2042-2050,
2014.
[15] W. Yin, and H. Schutze, ”Convolution Neural Network for Paraphrase
Identification,” in Proceedings of the Conference of the North Ameri-
can Chapter of the Association for Computational Linguistics: Human
Language Technologies., pp. 901-911, 2015.
[16] Y. Zhang, R. Jin, and Z. Zhou, ”Understanding bag-of-words model: a
statistical framework,” arXiv preprint., arXiv:1611.02361, 2016.
[17] H. Liang, X. Sun, and Y. Gao, ”Text feature extraction based on deep
learning: a review,” Eurasip Journal on Wireless Communications and
Networking., vol. 221, 2017.
[18] A. Ceylan, and V. Aytac, ”concolutional auto encoders for sentence
representation generation,” Turkish Journal of Electrical Engineering
and Computer Sciences., vol. 1135, no. 28, 2020.
[19] P. Li, Z. Chen, L.T. Yang, J. Gao, Q. Zhang, and M.J. Deen, ”An
improved stacked auto-encoder for network traffic flow classification,”
IEEE Network., vol. 32, no. 6, pp. 22-27, 2018.
[20] J.R. Hershey, and P.A. Olsen, ”Approximating the Kullback Leibler Di-
vergence Between Gaussian Mixture Models,” in Proceedings of the IEEE
International Conference on Acoustics, Speech & Signal Processing., pp.
317-302, 2007.
[21] M.D. Hoffman, D.M. Blei, and F.R. Bach, ”Online Learning for La-
tent Dirichlet Allocation,” in Proceedings of the Conference on Neural
Information Processing Systems., pp. 856-864, 2010.
[22] C. Kim, and C.R. Nelson, ”State-Space Models with Regime Switching:
Classical and Gibbs-Sampling Approaches with Applications,” Journal
of the American Statistical Association., vol. 1, no. 232, pp. 105-105,
1999.
[23] Y. Liu, Z. Liu, T.S. Chua, and M. Sun, ”Topical word embeddings,”
in Proceedings of 29th AAAI conference on artificial intelligence., pp.
2418-2424, 2015.
Genggeng Liu received the B.S. degree in Computer
Science from Fuzhou University, Fuzhou, China, in
2009, and the Ph.D. degree in Applied Mathematics
from Fuzhou University in 2015. He is currently an
associate professor with the College of Mathematics
and Computer Science at Fuzhou University. His
research interests include computational intelligence
and its application.
Canyang Guo is current a master student at College
of Mathematics and Computer Sciences, Fuzhou
University, Fuzhou, China. His research interests
include machine learning and big data.
Lin Xie is current a master student at College of
Mathematics and Computer Sciences, Fuzhou Uni-
versity, Fuzhou, China. His research interests include
machine learning and text representation.
Wenxi Liu is an Associate Professor in the Col-
lege of Mathematics and Computer Science, Fuzhou
University. He obtained his Ph.D degree from City
University of Hong Kong. His research interests
include computer vision, robot vision, and image
processing.
Naixue Xiong received the B.E. degree in computer
science from the Hubei University of Technology,
Wuhan, China, in 2001, the M.E. degree in com-
puter science from Central China Normal Univer-
sity, Wuhan, China, in 2004, and Ph.D. degrees
in software engineering from Wuhan University,
Wuhan, China, in 2007, and in dependable networks
from the Japan Advanced Institute of Science and
Technology, Nomi, Japan, in 2008. He is current a
Full Professor at the Department of Business and
Computer Science, Southwestern Oklahoma State
University, Weatherford, OK, USA. His research interests include cloud
computing, security and dependability, parallel and distributed computing, net-
works, and optimization theory. Dr. Xiong serves as Editor-in-Chief, Associate
Editor or Editor Member, and Guest Editor for more than ten international
journals including as an Associate Editor of the IEEE TRANSACTIONS ON
SYSTEMS, MAN & CYBERNETICS: SYSTEMS, and Editor-in-Chief of the
Journal of Parallel and Cloud Computing, the Sensor Journal, WINET, and
MONET.
Guolong Chen received the B.S. and M.S degrees
in Computational Mathematics from Fuzhou Univer-
sity, Fuzhou, China, in 1987 and 1992, respectively,
and the Ph.D degree in Computer Science from
Xi’an Jiaotong University, Xi’an, China, in 2002.
He is a professor with the College of Mathematics
and Computer Science at Fuzhou University. His
research interests include computation intelligence,
computer networks, information security, etc.
