With the rise of Augmented Reality, Virtual Reality and 3D printing, methods for acquiring 3D models from the real world are more important then ever. One approach to generate 3D models is by modifying an existing template 3D mesh to fit the pose and shape of similar objects in images. To model the pose of an highly articulated and deformable object, it is essential to understand how an object class can articulate and deform. In this paper we propose to learn a class model of articulation and deformation from a set of annotated Internet images. To do so, we incorporate the idea of local stiffness, which specifies the amount of distortion allowed for a local region. Our system jointly learns the stiffness as it deforms a template 3D mesh to fit the pose of the objects in images. We show that this seemingly complex task can be solved with a sequence of convex optimization programs. We demonstrate our approach on two highly articulated and deformable animals, cats and horses. Our approach obtains significantly more realistic deformations compared to other related approaches.
Introduction
Recent advances in computer vision and graphics have enabled the collection of high-quality 3D models with tools such as multi-view stereo [20] and commercial depthsensors [26] . However, it is still difficult to capture highly articulated non-rigid objects like live animals. Today, searching Turbosquid for "chair" returns 24,929 results, while "cat" returns only 164 results. On the other hand, the Internet is filled with images of cats. One way we can leverage this data is to modify an existing 3D mesh to match the shape and pose of a similar object in a photograph. Automatic or user-annotated correspondences can guide the modification of the 3D mesh. However, realistically modifying the 3D mesh is an extremely challenging task without understanding how an object can articulate and deform. For example, if we do not know that horses have rigid limbs, we might bend them in an elastic way. 
Overview. Given a template 3D mesh and a set of 2D images with user annotated 3D-to-2D point correspondences, we learn how an object class can articulate and deform while deforming the template into the pose of the object in each image. We can visualize the learned stiffness model, where red indicates high deformability and white indicates rigidity.
In this work, we propose a method to learn how an object class can articulate and deform from a set of user-annotated 2D images and a template 3D mesh. For example, by looking at images of cats, we want to learn that a cat's limbs articulate and that its back bends when it stretches. Our key observation is that jointly considering many images can provide information about which parts can articulate and which parts cannot. Our model is inspired by the idea of local stiffness, which specifies the amount of distortion allowed for a local region. Local stiffness is used in 3D surface deformation methods to model natural bending at joints and elastic deformations [40, 9] . In previous methods, the stiffness is provided by users or learned from a set of vertex-aligned 3D meshes in various poses. Instead, we learn stiffness 1 arXiv:1507.07646v1 [cs.CV] 28 Jul 2015 from annotated 2D images by imposing sparsity; the idea is that only those regions that require high deformation across many images are allowed to do so. To our knowledge, we are the first to learn stiffness of a 3D model from annotated 2D images. Figure 1 shows an overview of our proposed system. Given a stock 3D cat mesh and target images of cats, a user provides 3D-to-2D point correspondences by clicking key features in images. These are passed on to the proposed algorithm, which deforms the mesh to fit each cat's pose as it learns a model of articulation and deformation. Finally we produce a 3D pose reconstruction for each image and a stiffness model that describes how cats articulate and deform.
In this work, correspondences are provided by users, similar to recent works such as [49, 29, 41] , since computing automatic correspondences between different objects is still beyond the state-of-the-art. An interesting follow-up could be to use our models as a shape prior for the automatic detection of corresponding points.
Contributions: Our key contribution is an approach that learns a class model of articulation and deformation from annotated 2D images. To do so, we incorporate the idea of local stiffness into the recent volumetric deformation model introduced in [31] by imposing sparsity. We show that we can jointly solve for the deformed meshes and the stiffness as a sequence of convex optimization programs. We show that learning stiffness from multiple images allows for a more plausible deformation of a template 3D mesh to match object pose in images. We show this for cats and horses which are extremely challenging animals as they exhibit both articulated and elastic deformation. It is easy to visualize and understand what our model has learned. Furthermore, the volumetric deformation we compute is orientation preserving and has worst-case distortion guarantees.
Related Work
There are three main bodies of work related to ours: image based reconstruction, reconstruction methods that utilize a 3D model, and methods that learn articulation and deformation from 3D data. Our setup is considerably different from traditional non-rigid structure from motion approaches that rely on automatically detected feature points. There, much of the focus is on instance-based reconstruction driven by geometric constraints [12, 51, 17] . More closely related to our problem is single-view reconstruction, which is an extremely under-constrained problem where cues such as silhouettes and user annotations are often employed [47, 48, 49] . Recently, Kar et al. demonstrated a fully automatic single image reconstruction system by learning a rough mean shape model from annotated data and aligning the 3D model to test images using automatic object segmentation [28] . While encouraging, their result is low resolution and the use of a morphable model restricts them to reconstruction of rigid man-made objects.
Most closely related to our work is the recent inspiring work of Cashman et al. where a class model of shape for non-rigid objects such as dolphins are learned from a set of 2D images using silhouettes, a 3D template mesh and user correspondences [14] . While we focus on pose, they focus on intra-class shape variation such as fat vs thin dolphins. While their method generates visually appealing 3D models of dolphins, their approach is not suited to objects undergoing large articulations. [22, 39, 7] modify a 3D template to fit image measurements assuming a certain type of deformation such as inextensibility on developable surfaces. Instead of making such assumptions, we aim to learn a class-level deformability from data. Other works that modify a template 3D mesh to fit the image measurements use an energy minimization method to align a 3D template to silhouettes [50, 49, 25] or a contour drawing [32] . The main focus in these approaches is on fitting the image measurement whereas our focus is on learning a model of pose deformation from multiple images. Also, none of these methods have guarantees on the worst-case deformation of the template model that our method provides. Recently, Kholgade et al. presented an exciting new photo editing tool that allows users to perform 3D manipulation by aligning 3D stock models to 2D images [30] . Our work compliments this application which is only demonstrated for rigid objects. Similar to these works, we assume that a generic model of an object class observed in the 2D images is available, a reasonable assumption given the growing market of online 3D stock models. Our assumption is less strict than recent approaches that require the exact CAD models to align 3D models to images for object detection [34, 35, 5] .
In other work, researchers have devoted a lot of attention to modeling the 3D pose and shape of specific types of objects; namely, faces [8] , human bodies [4, 21] , and more recently hands [6, 45] . These objects are of great interest for many applications that warrant the extra effort and cost, such as the large scale collection of detailed object scans [16] . Naturally, in most of these works 3D pose and shape models are learned from 3D data [14] . There are works that similarly deform a template mesh using 3D range data [24, 46] with a user-supplied skeleton articulation model. In contrast to all of these approaches, we learn articulation and deformation models from annotated 2D images.
3D mesh deformation is an active area of research in geometric modeling developed for mesh editing [9, 43] . [10] presents an excellent survey on linear surface deformation methods. Volumetric deformation methods provide better detail preservation at the expense of computational cost [9] . In these works, class articulation models are either supplied by users [40] or learned from exemplar 3D meshes [44] , which requires many example 3D meshes of a specific class in various poses with corresponding vertices.
Articulation is most commonly modeled with a skeletal model which is a set of rigid sticks connected by joints. [51, 19] are factorization based approaches that learn articulated skeletons from video. However these are instancelevel skeletons and do not provide an articulation model for an object class. In the 3D world, [3] learns a class skeleton from a set of 3D scans of human bodies in a variety of configurations. One of the biggest drawbacks of learning from 3D models is that they require vertex-aligned meshes [3, 15, 40] . Such data is far more difficult to obtain especially for objects that cannot be easily scanned like animals. The problem of skeleton extraction from a single mesh is an ill-posed problem as there is little information about the articulation.
[27] presents a thorough discussion of these challenges and recent developments in graphics for automatic skinning. Furthermore, it is not always clear what is the right skeleton model when the object deforms in an elastic manner. Our model is more flexible than skeleton models and can capture both articulation and deformation.
Problem statement and background
We consider the problem of modifying a 3D class template to match the pose of the class instances in 2D images. In particular, given a sparse set of 3D-to-2D correspondences, we wish to solve for a set of class-specific 3D deformations that faithfully fit the image annotations.
More formally, we are given a 3D class-template, represented by a surface mesh S ⊂ R 3 as well as N images of class instances I 1 , . . . , I N . Each image is associated with a sparse set of user prescribed point correspondences to the 3D model; namely, the i'th image I i comes with pairs
Our goal is to leverage the N given annotated images to learn a deformation model D capturing the possible articulations and deformations of the class. In particular, for each image I i we wish to find a deformation Φ i ∈ D that maps its 3D landmark points {x i k } to their corresponding image points {p i k } once projected to the image plane; namely, satisfying
where Π i ∈ R 3×4 is the camera projection matrix for the i'th image. In what follows we assume weak perspective projection, which holds for most relevant images, but perspective projection may be handled as well.
Parameterized deformation model
We parameterize the deformations of the surface model S by introducing an auxiliary tetrahedral mesh enclosed within the surface, M = (V, T), where V ∈ R 3×n is a matrix of n coarse vertex coordinates and T = {t j } m j=1 is a set of m tetrahedra (tets) faces. Every surface point x ∈ S can then be written as a linear combination of the vertices V. In particular, for the landmark points we set
n is a coefficient vector computed by linear moving least squares [33] . Figure 2 shows the surface and the tetrahedral mesh of a template cat model. The use of a tetrahedral mesh introduces a notion of volume to the model making it more robust at preserving volumetric detail [18] .
Deformations of M thereby induce deformations of the surface S. Specifically, we shall consider continuous piecewise linear (CPL) maps Φ : M → R 3 , whereby the deformation, restricted to the j'th tet, is defined by the affine map v → A j v +t j . Φ maps the vertices V to new locations U ∈ R 3×n . In fact, Φ is uniquely determined by the new vertex locations U; for the j'th tet, the following full rank linear system holds
where v j· and u j· are its four vertices in the original and the deformed mesh respectively.
We denote by A j = A j (U) the linear part of each affine transformation, linearly expressed in terms of the new vertex locations U. Lastly, note that subject to a deformation Φ = Φ U the location of the landmark points can be simply expressed asx
This relationship along with the positional constraints are depicted in Figure  3 . Figure 3 . Illustration of the deformation model.
Landmark-guided 3D deformation
Our goal is to deform the template S such that (1) is satisfied without introducing local distortions to its shape. A popular approach to prevent distortion is minimizing the asrigid-as-possible (ARAP) functional [1, 43] :
where R j ∈ SO(3) is the closest rotation to A j and |t j | is the normalized volume of the j'th tet. Intuitively, ARAP tries to keep the local transformations applied to each tet of the mesh as similar as possible to a rigid transformation. The ARAP functional minimizes the 2 -norm of a "nonrigidity" measure, which strives to evenly distribute local deviations from rigid transformation. As such, it fails to faithfully represent articulation and local deformations. Moreover, it is not straightforward how this functional alone can benefit from having many annotated image exemplars, rather than independently deforming S to match each of the images. In this work, we also use the ARAP functional but allow non-uniform distribution of distortion by assigning local stiffness as described in the next section.
Learning stiffness for articulation and deformation
Natural objects do not usually deform in a uniform manner; some parts such as joints deform a lot more while parts such as the limbs and skull stay rigid. In order to model such articulation and deformation, we introduce the notion of local stiffness, which specifies how much distortion is allowed at each tet. We learn local stiffness from data using a sparsity promoting energy, so large deformations are concentrated in regions that require them across many images.
We depart from the traditional skeleton models, which are a set of rigid sticks connected by deformable joints [4, 51] . While skeletons excel at modeling articulation, they only possess two level of stiffness, rigid or not. In contrast, our model can represent multiple levels of stiffness, which is essential for representing local deformations. Moreover, using local stiffness does not require prior knowledge, such as the number of sticks and joints. In this section we discuss how we simultaneously deform the template S to match each of the images I 1 , . . . , I N while learning the stiffness.
Modeling local stiffness
Denote by U i the deformation mapping S to the i'th image I i , and by {A i j } the linear transformations associated with its tets. Inspired by [36, 31] , we control deformations by explicitly imposing constraints on their linear parts.
First we require that each A i j satisfies
which entails that the mapping is locally injective and orientation preserving; in particular, tets may not flip. Second, we bound the local isometric distortion with the constraint
where · 2 is the operator (spectral) norm, ≥ 0, and s j ≥ 0 is the stiffness associated with the j'th tet. Note that s j is not image specific (i.e., independent of i) and encodes the class-prior of how an object class can articulate and deform. Intuitively, A i j 2 and A i j
−1
2 quantify the largest and smallest change of Euclidean length induced by applying A i j to any vector. Therefore, (5) bounds local length changes by a factor of 1+ +s j . If, for example, = s j = 0 then A i j must be a rotation; looser bounds allow "less locally isometric" deformations. Setting > 0 allows for some degree of global non-rigidity. In practice, is set to a small value and is fixed throughout the experiments.
Optimizing articulation and deformation
Subject to these constraints, we propose minimizing an energy comprising three terms
f DEFORM is defined via the ARAP deformation energy (3) as
f POS is defined by
which accounts for the user prescribed correspondences and the camera parameters, aiming to satisfy (1). Lastly, we set
where s is the vector whose elements are the local stiffness bounds {s j }. This L1 regularization encourages most s i to be 0, so that only those tets that are necessary to distort are allowed to do so. λ is a parameter that controls the trade-off between satisfying the constraints and preserving the original shape of M. η is a parameter that controls the strength of the stiffness regularization. As η increases, it forces most A j to stay rigid and as η approaches 0 the solution approaches that of ARAP functional and the positional constraints. See Section 5 for parameter settings.
In conclusion, jointly deforming the template S to match each of the images I 1 , . . . , I N , while estimating local stiffness boils down to the following optimization problem:
Note that usually deformations are solved independently for each set of positional constraints, since there is nothing that ties multiple problems together. Introducing a shared stiffness field allows us to leverage information from multiple images and improve the quality of results for all images.
Realizing the optimization
Optimizing (10) is not straightforward, as it involves the non-convex constraints (4) and (5). We realize these constraints in a convex optimization framework based on the construction presented in [31] for optimization subject to bounds on the extremal singular values of matrices. This paper makes the observation that the set of matrices whose maximal singular value, σ max , is bounded from above by some constant Γ ≥ 0 is already convex and can be written as a linear matrix inequality (LMI):
It is further shown that for any rotation matrix R ∈ SO(n), the set
is a maximal convex subset of the non-convex set of matrices with non-negative determinant whose minimal singular value, σ min , is bounded from below by some constant γ ≥ 0.
In order to employ the convex optimization framework of [31] , we rewrite the constraints (4) and (5) 
whose optimization variables are {U i },{Γ i j },{γ i j } and s. Lastly, we note that the last constraint of (13) is convex; in fact, following a standard derivation (e.g., see [11] ), it can be equivalently rewritten as the convex second-order cone constraint
Therefore, (13) is a convex SDP and can be readily solved using any SDP solver.
As suggested in [31] , we follow an alternating optimization scheme whereby we iterate the following steps: (a) optimize the SDP (13); (b) update the rotation matrices R i j to be the closest rotations to current estimates of A i j ; and (c) update the projection matrices Π i with respect to the current estimate of U i using bundle adjustment.
Experimental Detail
We use our approach as described to modify a template 3D mesh to fit the object pose in 2D images. Since it is difficult to obtain a ground truth mesh for our problem we rely on qualitative evaluation of our method. We do however compare with the recent approach of Cashman et al. [14] which is the closest work to ours with a publicly available source code. We also present results without any distortion bounds (i.e. removing (5)) and with constant distortion bounds (i.e. fixing s j to a constant) to compare with the complete system with learned stiffness.
We experiment with two object categories, cats and horses. We collected 10 cat and 11 horse images in a wide variety of poses from the Internet. Both of the template 3D surface meshes were obtained from the Non-rigid World dataset [13] . These templates consist of ∼3000 vertices and ∼6000 faces, which are simplified and converted into tetrahedral meshes of 510, 590 vertices and 1500, 1700 tets for the cat and the horse respectively via a tet generation software [42] . We manually simplify the mesh in MeshLab to avoid oversimplification, which can remove fine details, thus providing a poor volumetric tet-representation. The cat template and its auxiliary tetrahedral mesh are shown in Figure 2 . For all experiments we set = 0.01 and λ = 10. In order to allow increasing levels of deformation, we slowly decrease the η regularization term from 1 to 0.05 for both cats and horses in log steps. We decrease η every time the iteration converges or reaches the maximum number of iterations (10) . This warm start also improves the camera projection parameters as it avoids getting stuck in a local minimum early on. The values for η and λ were set by hand, but deciding on the values did not require much tuning.
In each iteration, the camera parameters are computed using the 3D-to-2D correspondences. We initialize the parameters using the direct linear transform algorithm and refine it with the SBA bundle adjustment package [23, 38] . In order to obtain annotations, we set up a simple system where the user can click on 2D images and click on the corresponding 3D points in the template mesh. Our system does not require the same vertices to be annotated in every image. The average number of points annotated for each image for both cats and horses was 27 points.
Experimental settings for running [14] : Cashman et al. employ a low resolution control mesh on the order of less than 100 vertices which is then interpolated with Loop subdivision. We simplified our template mesh with quadratic decimation while retaining the key features of the template mesh as much as possible (shown in inset). Since their method relies on silhouettes, we provide hand-segmented silhouettes to their algorithm along with 3D-to-2D correspondences. We transferred the 3D-to-2D correspondences from the full mesh to the simplified mesh by labeling the corresponding 3D vertex in the simplified mesh for each labeled point. We did not include points that did not have a close enough 3D vertex due to simplification. On average 24 points were labeled for their experiment and we use their default parameters.
Results
The 3D models in Figure 1 were obtained using our proposed system. Figure 4 compares the results obtained with the method of [14] and our model. Two views are shown for each result, one from the estimated camera pose and another from a different viewpoint. As the authors in [14] point out, their method focuses on modeling shape and is not designed for highly articulated objects such as cats. Consequently, we can see that it has difficulties dealing with the wide range of poses present in our cat dataset. Regions such as limbs and tails especially lose their original shape. Unlike our method, theirs is based on surface deformation and thus does not have a notion of volume. This causes flat reconstructions as can been seen in the top down view of the bottom row. Since we guarantee worst-case distortion and [14] , the first column is the input annotated image, the second column shows the result of [14] and the third column shows the result of our proposed method. Two views are shown in each box, one from the final estimated camera and another view. Our method reconstructs the pose more accurately and retains the volume of the cat. orientation preserving deformation of the auxiliary mesh, our surface reconstructions are well behaved compared to [14] . Recall that [14] is using silhouette information, which is not used by our system.
We now evaluate the effectiveness of the complete system by changing the distortion bounds in Figure 5 . The first column shows input images along with their annotated points. The second column shows results obtained with no bounds on the distortions and just the ARAP energy, labeled as No Bounds. This is similar to the approach of [30] but with volumetric instead of surface deformation. The third column shows results obtained with a uniform bound, Uniform, where the stiffness 1 + + s j is replaced with a single constant c j = 2 for all faces. This is the constraint used in [31] applied to 2D positional constraints. The constant was slowly increased from 1 to 2 in a manner similar to η in order to allow for increasing levels of deformation. Finally, in the last column we show results obtained with the full system where the distortions are bounded with local stiffness.
First, notice the wide range of poses present in the images used; some are particularly challenging requiring large deformation of the template 3D mesh. In general, No Bounds, concentrates high distortions near positional constraints causing unnatural stretching and deformation around limbs and faces. This is evident with horse legs in row 5 as No Bounds deforms them in an elastic man-
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Learned&S:ffness& Figure 6 . The learned stiffness can be used as a fixed constant to deform the template to match new images.
ner. Uniform distributes the distortions, however, when the pose change is significant, distortions spread out too much, causing unrealistic results as seen in rows 3 and 4. The unnatural distortion of the faces is still a problem with Uniform. The Stiffness model alleviates problems around the face and the horse limbs as it learns that those regions are more rigid. The local deformation around the neck of the grazing horse in row 6 is well captured by our stiffness model; this may be challenging for skeletal models unless many sticks and joints are used. One failure mode is the twisting of the limbs as seen in the left limb of the first horse in row 5. This is because the stiffness only bounds the isometric distortion of the transformations and not its orientation. An interesting future direction is to allow anisotropic stiffness where distortion bounds are dependent on the orientation of the transformation. Please refer to the supplementary materials for comprehensive results of all cat and horse experiments. Figure 7 shows the volumetric visualization of the learned stiffness model for cats and horses. Blue indicates rigid regions while red indicates highly deformable regions, white indicates the transition between rigid and very flexible. The model correctly learns that the regions connecting the four limbs exhibit large distortion, and that regions such as hips and torso are more rigid. It also learns that the neck of horses distorts significantly while keeping its skull rigid. The fact that we can easily visualize what the model has learned is one of the features of our system. Once the stiffness model is learned from a set of images, it can be used as a prior to solve for stiffness-aware deformations of new images. Figure 6 shows the results of modifying the template to new input images via fixing the learned stiffness from the previous experiment as a constant, i.e. those two images were not used to learn the stiffness. Similar to other experiments, we do warm start where the stiffness bound is linearly increased from 1.01 to its actual value in 10 steps. The results are visually very similar to the results obtained when the stiffness was learned with those images along with the other 10 cat images.
From this perspective, the joint optimization for the stiffness and the deformations using multiple images is the "training" (Figure 5 ), while the single-image optimization with a fixed stiffness prior is the "testing" (Figure 6 ). With an unoptimized MATLAB implementation, training with 10 images took 14 hours and testing a single image with a learned stiffness prior took ∼35 minutes. We use YALMIP [37] for the SDP modeling and MOSEK as the solver [2] . Our biggest bottleneck is the SDP optimization due to many LMI constraints. Reducing the number of tets can significantly reduce the runtime.
Conclusion
Modifying 3D meshes to fit the pose and shape of objects in images is an effective way to produce 3D reconstruction of Internet images. In order to fit object pose naturally, it is essential to understand how an object can articulate and deform, especially for highly articulated and non-rigid objects like cats. In this paper we propose a method that can learn how an object class can articulate and deform from a set of user-annotated 2D images and a 3D template mesh. We do so by introducing a notion of local stiffness which controls how much each face of the mesh can distort. We jointly optimize for the deformed meshes and the stiffness in an iterative algorithm where each iteration solves a convex optimization problem. We demonstrate our approach on cats and horse images obtained from the Internet where we see that learning stiffness from multiple images produces more realistic results.
