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Abstract
Generalized geometric progression (GP) block matrices are introduced, and it is shown that
such matrices can be factored as the product of one lower triangular matrix and several upper
triangular reduced Pascal matrices, P¯k[x], which were introduced by Cheon and Kim. The
determinant formula for any (GP) block matrix follows readily from this factorization. This
LU factorization and determinant formula are a generalization of results presented by Yang
and Leida. As direct applications of the new results, we rederive factorizations of the extended
generalized symmetric Pascal matrix, introduced by Zhang and Liu, and the Vandermonde
matrix. In addition, determinants of three types of generalized Vandermonde matrices are
immediate consequences of our main theorem.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 15A15; 15A23
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1. Introduction
In the mathematical literature of the past few decades there has been a revival
of interest in the Vandermonde matrix and, especially, in generalized or confluent
Vandermonde matrices. Vandermonde and generalized Vandermonde matrices arise
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naturally in various applications such as polynomial interpolation, osculatory and
Hermite interpolation, differential equations, and difference equations. Attention has
centered on inverses, determinants, and factorizations of Vandermonde and general-
ized Vandermonde matrices (see [1–3,5–11,13]). In this paper, we present a more
unified approach to deriving results in [1–3,5,6,14].
Oruc and Phillips [3] obtained an LU factorization of the classical Vandermonde
matrix, Vn, defined by:
Vn =


1 x1 x21 . . . x
n−1
1
1 x2 x22 . . . x
n−1
2
...
...
...
.
.
.
...
1 xn x2n . . . xn−1n

 . (1)
The well-known formula for the Vandermonde determinant, det Vn = ∏1i<jn
(xj − xi) follows readily from their factorization. In [1], Kalman defined one type
of generalized Vandermonde matrix, and the transpose of this matrix is the block
matrix, G, given by
G =
[
r1,
1
1!
∂
∂x1
(r1), . . . ,
1
k1!
∂k1−1
∂x
k1−1
1
(r1); . . . ;
rm,
1
1!
∂
∂xm
(rm), . . . ,
1
km!
∂km−1
∂x
km−1
m
(rm)
]T
,
(2)
where ri = [1, xi, x2i , . . . , xn−1i ]T for 1  i  m, m is the number of blocks in the
matrix, and ki is the number of rows in the ith block (we have used notation similar
to that used in [2]). Throughout this paper, G is as defined above and is referred
to as the first type of generalized Vandermonde matrix. Kalman gave the determi-
nant formula for this type of matrix and provided several examples illustrating how
the formula might be proved. In [4], Aitken also provided examples that confirm the
formula and, in [5], Norton gave a nice proof of the formula.
In [2], Flowe and Harris defined two generalized Vandermonde matrices and de-
rived determinant formulas for these matrices using tree diagrams and the Leibniz
rule for the derivative of determinants. Their first type of generalized Vandermonde
matrix, MT, is similar to Kalman’s and is defined as
M =
[
r1,
∂
∂x1
(r1), . . . ,
∂k1−1
∂x
k1−1
1
(r1); . . . ;
rm,
∂
∂xm
(rm), . . . ,
∂km−1
∂x
km−1
m
(rm)
]T
,
(3)
where ri , m, and ki are as defined for Eq. (2). In [6], Lossers provided a differ-
ent proof of the determinant formula for a similar matrix. The second generalized
Vandermonde presented in [2] is T T and
T =
[
r1,D1r1, . . . , D
k1−1
1 r1; . . . ; rm,Dmrm, . . . ,Dkm−1m rm
]T
, (4)
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where Dji ri = xi ∂∂xi (xi ∂∂xi · · · (xi ∂∂xi (ri ))) and the operator is applied j -fold to ri for
1  i  m and 1  j  ki . M and T are referred to as the second and third type of
generalized Vandermonde matrices, respectively. In this paper, we factor and regain
determinant formulas for each of the four matrices introduced above, the extended
generalized symmetric Pascal matrix introduced in [14], and one novel matrix (see
Corollary 6). All six of these matrices are special cases of what we call generalized
geometric progression (GP) block matrices, and the factorizations and determinants
of these six special cases serve to illustrate our main theorem. Thus, a merit of our
main theorem is that it encompasses various matrices that would previously have
been studied separately by using different techniques specific to the particular matrix
being studied. It should be noted that the main theorem can be applied to some matri-
ces that are not generalized Vandermonde matrices. In addition, our main theorem
is a generalization of the decomposition and determinant formula given for (GP)
matrices in [12].
2. (GP) matrices and (GP) block matrices
Before introducing our generalization of the (GP) matrices defined in [12], we
briefly review several of the definitions in [12]. Given a sequence, {ak}, the first
order geometric difference with respect to a ratio r is the new sequence, 1r {ak} =
{ak+1 − rak}. More generally, the ith order geometric difference of {ak} with respect
to r is ir {ak} =
{
i−1r ak+1 − ri−1r ak
} = {∑i=0
(
i

)
(−r)i−a+k
}
. A geomet-
ric progression of the nth order with ratio r is then defined to be a sequence whose nth
order geometric difference with ratio r is an ordinary nonzero geometric sequence
with ratio r [12]. Associated with any geometric progression is one number called
the constant of the progression. For any nth order geometric progression with ratio
r , {ak} = {a0, a1, a2, . . .}, the constant of the progression is the first term of the pro-
gression’s nth order geometric difference and is denoted nr a0 (see [12]). Here, we
give a simple result that we will use in Section 4.
Lemma 1. If {ak} is a j th order geometric progression with ratio r and constant c,
then {ak+s} is a geometric progression of the same order, with the same ratio, and
with constant crs .
Proof. Lemma 1 follows directly from the above definitions. 
Finally, an m × n generalized geometric progression (GP) matrix with ratio r is
a matrix whose ith row (1  i  m) is n terms of an (i − 1)th order geometric pro-
gression with ratio r . If B is an m × n (GP) matrix with ratio r , then its augmented
matrix, denoted by Aug [B], is the m × ∞ matrix whose ith row (1  i  m) is
the entire geometric progression of the ith row of B. Aug [B] can be expressed by
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the partition [B|R], where the matrix R is the remaining matrix of Aug [B] after
truncating B from the left of Aug [B].
We now introduce (GP) block matrices, which are a generalization of the (GP)
matrices presented in [12].
Definition 1. An n × n generalized geometric progression (GP) block matrix, B, is
a matrix made up of m row blocks, Yi , where each Yi is a ki × n (GP) matrix with
ratio ri (1  i  m and
∑m
i=1 ki = n). That is, for 1  j  ki , the j th row of Yi is n
terms of a (j − 1)th order geometric progression with ratio ri . We write B as
B = B
(
r
(k1)
1 , r
(k2)
2 , . . . , r
(km)
m
)
,
where ki is the number of rows in Yi .
Example 1
T =


1 x1 x21 x
3
1 x
4
1 x
5
1
0 x1 2x21 3x
3
1 4x
4
1 5x
5
1
0 x1 4x21 9x
3
1 16x
4
1 25x
5
1
0 x1 8x21 27x
3
1 64x
4
1 125x
5
1
1 x2 x22 x
3
2 x
4
2 x
5
2
0 x2 2x22 3x
3
2 4x
4
2 5x
5
2


is a 6 × 6 (GP) block matrix containing two row blocks and can be written as T =
T
(
x
(4)
1 , x
(2)
2
)
. The first block is 4 × 6 and has ratio x1. Since, by definition, 0r {ak}=
{ak} for any sequence {ak}, it is clear that row one is a zeroth order geometric
progression with ratio x1 and constant 1. It is easily verified that row two is a first
order geometric progression with ratio x1 and constant x1. Row three is a second
order geometric progression with ratio x1 and constant 2x21 . Here, we verify this
for row three. We construct a geometric difference table (see [12]) for the sequence
{ak} = {a0, a1, a2, a3, . . .} = {0, x1, 4x21 , 9x31 , . . . , n2xn1 , . . .}:
0x1{ak} 0 x1 4x21 9x31 16x41 · · ·
1x1{ak} x1 3x21 5x31 7x41 · · ·
2x1{ak} 2x21 2x31 2x41 · · ·
3x1{ak} 0 0 · · ·
As expected, the second row of differences is an ordinary geometric sequence with
ratio x1. Also, the constant of the progression, 2x1a0, is 2x
2
1 . We leave it to the
interested reader to verify that row four of the matrix is a third order geometric
progression with ratio x1 and constant 6x31 . The second block is 2 × 6, has ratio x2,
and is made up of a zeroth order and a first order geometric progression.
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3. Pascal related matrices and their corresponding transformations
We first introduce the Pascal matrices. The n × n generalized Pascal matrix, de-
noted by Pn[x], was introduced in [15] as
Pn(x; i, j) =


(
j − 1
i − 1
)
xj−i if i  j,
0 otherwise.
In [15], Call and Velleman also verified the following properties of the generalized
Pascal matrix.
Lemma 2. For any Pn[x] and Pn[y],
(a) Pn[x]Pn[y] = Pn[x + y];
(b) Pn[x]Pn[−x] = In, where In is the n × n identity matrix;
(c) Pn[−x] = (Pn[x])−1.
The n × n reduced generalized Pascal matrix, denoted by P¯k[x], was defined by
Cheon and Kim in [13] as
P¯k[x] =
[
In−k 0
0 Pk[x]
]
.
Next, we introduce the Pascal transformation on a sequence and some related prop-
erties which we shall use in Sections 4–6.
Definition 2. Let {gn} = {g0, g1, g2, . . .} be a sequence. The Pascal transformation
with ratio r , denoted by Tr [·] : R∞×1 → R∞×1, is defined by
Tr [g¯] = (g0, g1, g2, . . . , gn, . . .)P∞[−r],
where g¯ is a vector consisting of the terms of {gn}.
Lemma 3. A sequence {gn} is a kth order geometric progression with ratio r if and
only if Tr [g¯] = (c0, c1, c2, . . . , ck, 0, . . .), where ck /= 0.
Proof. Suppose that {gn} is a kth order geometric progression with ratio r . Then, by
Definition 2, we have
Tr [g¯] = (g0, g1, g2, . . . , gn, . . .)P∞[−r]
=
(
0r g0,
1
r g0,
2
r g0, . . . , 
n
r g0, . . .
)
=
(
0r g0,
1
r g0, . . . , 
k
r g0, 0, . . . , 0, . . .
)
,
where krg0 /= 0 is the nonzero constant of the progression {gn}. Conversely, sup-
pose that Tr [g¯] = (c0, c1, c2, . . . , ck, 0, . . . , 0, . . .). Then
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nr g0 =
{
0 if n > k,
ck if n = k.
Since k+r g0 = 0, for  > 0, and k+r g0 = kr (rg0) = kr
(∑
j=0
(

j
)
(−r)−j gj
)
= ∑j=0
(

j
)
(−r)−jkr gj , we have krg = −
∑−1
j=0
(

j
)
(−r)−j
kr gj ,  = 1, 2, 3, . . . . Noting krg0 = ck and using the above recursive relation
repeatedly yields krg = ckr,  = 1, 2, 3, . . . . Since {krg} = {ckr} is a geo-
metric sequence with ratio r , then {gn} is a kth order geometric progression with
ratio r . 
Lemma 4. Let {gn} be a j th order geometric progression with ratio r and constant
c. Then the sequence corresponding to T−d [g¯] is a j th order geometric progression
with ratio r + d and constant c.
Proof. Let {bn} be the sequence corresponding to T−d [g¯]. Employing Definition 2
yields
Tr+d [b¯] = b¯P∞[−r − d] = g¯P∞[d]P∞[−d]P∞[−r]
= g¯P∞[−r] = Tr [g¯] =
(
0r g0,
1
r g0, . . . , 
j
r g0, 0, . . . , 0, . . .
)
,
where jr g0 /= 0. Therefore, by Lemma 3, {bn} is a j th order geometric progression
with ratio r + d . The constant of the progression of {bn} is c = jr g0. 
4. The decomposition of the (GP) block matrix
In the proof of the main theorem, we extend the notation P¯k[r] to
P¯n,k[r] =
[
In−k 0
0 Pk[r]
]
,
where the first subscript, n, serves to clarify that P¯n,k[r] is an n × n matrix.
Theorem 1. Let B = B(r(k1)1 , r(k2)2 , . . . , r(km)m ) be an n × n (GP) block matrix,
where n = ∑mi=1 ki, and let cij be the constant of the progression of the j th row
of the ith block of B.
(a) B can be factored as
B = L(m)P¯km [rm − rm−1]P¯km+km−1[rm−1 − rm−2]
· · · P¯km+km−1+···+k2 [r2 − r1]P¯km+km−1+···+k2+k1 [r1],
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where L(m) is an n × n lower triangular matrix of the form
L(m) =


L11 0 · · · 0
L21 L22 · · · 0
...
...
.
.
.
...
Lm1 Lm2 · · · Lmm

 (5)
and each block Lii (1  i  m) is a ki × ki lower triangular matrix given by
Lii =


ci1
∏i−1
h=1(ri − rh)kh 0 · · · 0
∗ ci2∏i−1h=1(ri − rh)kh · · · 0
..
.
..
.
.
.
.
..
.
∗ ∗ · · · ciki
∏i−1
h=1(ri − rh)kh

 ,
(6)
where an empty product denotes 1, 0 denotes appropriate zero matrix and Lij
denotes ki × kj matrix for i /= j. The ∗’s denote elements that we will not concern
ourselves with in this paper but that can be obtained by computing
BP¯km+km−1+···+k2+k1 [−r1]P¯km+km−1+···+k2[r1 − r2]
· · · P¯km+km−1[rm−2 − rm−1]P¯km[rm−1 − rm].
(b) det B =
(∏m
i=1
∏ki
j=1 cij
) (∏
1i<jm(rj − ri)kikj
)
.
Proof. Part (a): We proceed by induction on m, which is the number of blocks in
B. For m = 1, B = B(r(k1)1 ) is an n × n (GP) matrix with ratio r1. On one hand,
we have
Aug [B]P∞[−r1] = [B|R]

Pn[−r1] | P (2)[−r1]− − −− | − − −−
0 | P (3)[−r1]


=
[
BPn[−r1]|BP (2)[−r1] + RP (3)[−r1]
]
, (7)
where P (2)[−r1] and P (3)[−r1] are corresponding partition block matrices of
P∞[−r1]. On the other hand, it is easy to see that Aug [B] P∞[−r1] is equivalent
to applying the Pascal transformation on each row of Aug [B]. By noting that the j th
row of Aug [B] is a (j − 1)th order geometric progression with ratio r1 and using
Lemma 3, we have
Aug [B]P∞[−r1] =


c11 0 0 · · · 0 | 0 · · ·
∗ c12 0 · · · 0 | 0 · · ·
∗ ∗ c13 · · · 0 | 0 · · ·
...
...
...
.
.
.
... | ... ...
∗ ∗ ∗ · · · c1n | 0 · · ·

 . (8)
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Equating the first column block in Eqs. (7) and (8) gives
BPn[−r1] =


c11 0 0 · · · 0
∗ c12 0 · · · 0
...
...
...
.
.
.
...
∗ ∗ ∗ · · · c1n

 = L(1), (9)
where c1k is the progression constant of the kth row of B. Thus, B = L(1)P¯k1[r1].
Assuming part (a) of Theorem 1 is true for m = , we have
B
(
r
(k1)
1 , r
(k2)
2 , . . . , r
(k)

)
= L()P¯n,k [r − r−1]P¯n,k+k−1 [r−1 − r−2]
· · · P¯n,k+k−1+···+k2 [r2 − r1]P¯n,k+k−1+···+k2+k1 [r1],
where L() is of the form given by Eq. (5) and each ki × ki block Lii (1  i  ) is
the matrix given by Eq. (6).
When m =  + 1, then
B = B
(
r
(k1)
1 , r
(k2)
2 , . . . , r
(k)
 , r
(k+1)
+1
)
=


B1
B2
...
B+1

 ,
where Bi is the ith row block of B and Bi is a (GP) matrix with ratio ri . Proceeding
in a manner analogous to the first inductive step, we have
Aug [B]P∞[−r1] =


B1Pn[−r1] | B1P (2)[−r1] + R1P (3)[−r1]
− − −− | − − − − −−
B2Pn[−r1] | B2P (2)[−r1] + R2P (3)[−r1]
− − −− | − − − − −−
.
.
. |
.
.
.
− − −− | − − − − −−
B+1Pn[−r1] | B+1P (2)[−r1] + R+1P (3)[−r1]


. (10)
By Lemma 3 and noting B1 is a (GP) matrix with ratio r1, we obtain
B1Pn[−r1] =


c11 0 0 · · · 0 | 0 · · · 0
∗ c12 0 · · · 0 | 0 · · · 0
∗ ∗ c13 · · · 0 | 0 · · · 0
...
...
...
.
.
.
... | ... ... ...
∗ ∗ ∗ · · · c1k1 | 0 · · · 0

 . (11)
Noting that Aug [Bj ]P∞[−r1] is equivalent to applying the Pascal transformation
with ratio r1 to each row of Aug [Bj ] and using Lemma 4, we know that BjPn[−r1]
is a (GP) matrix with ratio (rj − r1) for j = 2, 3, . . . ,  + 1. Thus, from Eqs. (10)
and (11), we have
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BPn[−r1] =


B1Pn[−r1]
−−
B2Pn[−r1]
−−
.
.
.
B+1Pn[−r1]


=


c11 0 · · · 0 0 0 · · · 0
∗ c12 · · · 0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∗ ∗ · · · c1k1 0 0 · · · 0
∗ ∗ · · · ∗ G(1)
∗ ∗ · · · ∗ G(2)
.
.
.
.
.
.
.
.
. ∗ G(3)
∗ ∗ · · · ∗
.
.
.
∗ ∗ · · · ∗ G()


,
(12)
where ∗ again denotes elements that we will not consider. In order to understand
each ki+1 × (n − k1) block, G(i), where 1  i  , we apply Lemma 4 and Lemma
1. Then, for 1  i  , each G(i) is a (GP) matrix with ratio r¯i = ri+1 − r1 and
constant of the progression c¯ij = ci+1,j (ri+1 − r1)k1 . It follows that
G =


G(1)
G(2)
...
G()

 = G
(
(r2 − r1)(k2), (r3 − r1)(k3), . . . , (r+1 − r1)(k+1)
)
(13)
is a (GP) block matrix containing  blocks.
By the induction hypothesis,
G = L()P¯n−k1,k+1[r+1 − r]P¯n−k1,k+1+k [r − r−1]
· · · P¯n−k1,k+1+k+···+k3[r3 − r2]P¯n−k1,k+1+k+···+k3+k2 [r2 − r1],
where L() is of the form given by Eq. (5) and each Lii is a ki+1 × ki+1 block given
by
Lii =


ci+1,1(ri+1 − r1)k1
∏i−1
h=1(ri+1 − rh+1)
kh+1 · · · 0
.
.
.
.
.
.
.
.
.
∗ · · · ci+1,ki+1 (ri+1 − r1)
ki
∏i−1
h=1(ri+1 − rh+1)
kh+1


=


ci+1,1
∏i
h=1(ri+1 − rh)kh 0 · · · 0
∗ ci+1,2
∏i
h=1(ri+1 − rh)kh · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
∗ ∗ · · · ci+1,ki+1
∏i
h=1(ri+1 − rh)kh


.
(14)
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We can now write B as
B =


c11 0 · · · 0 0 0 · · · 0
∗ c12 · · · 0 0 0 · · · 0
...
...
.
.
.
...
...
...
.
.
.
...
∗ ∗ · · · c1k1 0 0 · · · 0∗ ∗ · · · ∗
∗ ∗ · · · ∗
...
...
.
.
.
... L()
∗ ∗ · · · ∗
∗ ∗ · · · ∗


×P¯n,k+1[r+1 − r]P¯n,k+1+k [r − r−1]
· · · P¯n,k+1+k+···+k2[r2 − r1]P¯n,k+1+k+···+k1 [r1].
Reindexing L() gives
B = L(+1)P¯n,k+1[r+1 − r]P¯n,k+1+k [r − r−1]
· · · P¯n,k+1+k+···+k2 [r2 − r1]P¯n,k+1+k+···+k1[r1],
where L(+1) is of the form
L(+1) =


L11 0 · · · 0
L21 L22 · · · 0
...
...
.
.
.
...
L+1,1 L+1,2 · · · L+1,+1


and each Lii (1  i   + 1) is a ki × ki block given by Eq. (6). This completes the
proof of part (a). Part (b) follows readily from part (a). 
5. Factorizations of the extended generalized symmetric Pascal matrix and the
Vandermonde matrix
The following result about (GP) matrices is proved in [12] and follows immedi-
ately from Theorem 1 (a) and (b) for m = 1.
Corollary 1. (a) D is an n × n (GP) matrix with ratio r if and only if D can be
decomposed as
D = SPn[r],
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where S is the n × n lower triangular matrix
S =


c1 0 · · · 0
∗ c2 · · · 0
...
...
.
.
. 0
∗ ∗ · · · cn

 ,
cj (1  j  n) is the constant of the progression of the j th row of D.
(b) det D = ∏nj=1 cj .
As an example, consider the extended generalized symmetric Pascal matrix, n,
which is defined in [14] as
n(x, y; i, j) = xi−j yi+j
(
i + j
j
)
for i, j = 0, 1, . . . , n.
It is easy to see that n(x, y) is an (n + 1) × (n + 1) (GP) matrix with ratio yx . By
Corollary 1 (a), we have
n = SPn
[y
x
]
.
Noting that S = nPn[− yx ] = nP−1n [ yx ] yields S = n[x, y] where
n(x, y; i, j) = xi−j yi+j
(
i
j
)
for i, j = 0, 1, . . . , n,
with
(
i
j
)
= 0 if j > i. Therefore, n = nPn[ yx ], which is the factorization pre-
sented in Theorem 5 of [14]. By Corollary 1,
detn = detn =
n+1∏
j=1
cj = yn(n+1),
which is the determinant formula given in Theorem 8 of [14].
Corollary 2. For the n × n classical Vandermonde matrix, Vn, defined by Eq. (1)
(a) Vn = L(n)P¯2[xn−1 − xn−2]P¯3[xn−2 − xn−3] · · · P¯n−1[x2 − x1]P¯n[x1],
where the elements of L(n) are given by:
li,j =
{∏j
t=2(xi − xt−1) if 2  i  j  n,
0 otherwise.
(b) det Vn = det L(n) = ∏1i<jn(xj − xi).
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Proof. Clearly, Vn is a (GP) matrix with n blocks. So, by Theorem 1, we have
Vn = L(n)P¯2[xn−1 − xn−2]P¯3[xn−2 − xn−3] · · · P¯n−1[x2 − x1]P¯n[x1]. Let L¯p be the
pth row of L(n) for 1  p  n. By Lemma 4, we have
L¯p =
(
1, xp, x2p, . . . , x
n−1
p
)
×P¯n[−x1]P¯n−1[x1 − x2]P¯n−2[x2 − x3] · · · P¯1[xn−1 − xn]
=
(
1, xp − x1, (xp − x1)2, . . . , (xp − x1)n−1
)
×P¯n−1[x1 − x2]P¯n−2[x2 − x3] · · · P¯1[xn−1 − xn]
=
(
1, xp − x1, (xp − x1)(xp − x2), (xp − x1)(xp − x2)2,
. . . , (xp − x1)(xp − x2)n−2
)
P¯n−2[x2 − x3] · · · P¯1[xn−1 − xn]
= ...
= (1, xp − x1, (xp − x1)(xp − x2), (xp − x1)(xp − x2)(xp − x3),
. . . , (xp − x1)(xp − x2) · · · (xp − xn−1)
)
=

1, 1∏
k=1
(xp − xk),
2∏
k=1
(xp − xk), . . . ,
p−1∏
k=1
(xp − xk), 0, . . . , 0

 .
Part (b) follows readily from the decomposition in part (a). 
Here, we note that a similar LU decomposition of the Vandermonde matrix is
provided in [3]. The authors of [3], however, do not utilize Pascal matrices and they
provide a method of proof entirely different from the one presented here. More-
over, the factorization presented in [3] is not extended to any type of generalized
Vandermonde matrix.
6. Determinants of three types of generalized Vandermonde matrices
If r is a complex number and j is an integer define the basic sequence
br,j (m) =
(
m
j
)
rm−j , j  0, m  0,
with br,j (m)= 0 if j < 0. By the well-known binomial identity 1
(
m
j
)
=
(
m
j − 1
)
,
we can easily prove that rbr,j (m) = br,j−1(m) and hence krbr,j (m) = br,j−k(m)
for k  0. Note that
krbr,j (m) =
{
br,0(m) = rm if j = k,
0 if j < k.
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We have the following lemma:
Lemma 5. If a sequence {gm} is of the form gm = ∑kj=0 cj br,j (m), where ck /= 0,
then {gm} is a kth order geometric progression with ratio r and constant ck.
Proof
krgm = kr
k∑
j=0
cj br,j (m) =
k∑
j=0
cj
k
r br,j (m) = ckrm.
Therefore, {gm} is a kth order geometric progression with ratio r and constant
ck . 
Corollary 3. The first type of n × n generalized Vandermonde matrix, G, defined
by Eq. (2), is a (GP) block matrix, G = G(x(k1)1 , x(k2)2 , . . . , x(km)m ).
(a) G can be factored as
G = L(m)P¯km [xm − xm−1]P¯km+km−1 [xm−1 − xm−2]
· · · P¯km+km−1+···+k2[x2 − x1]P¯km+km−1+···+k2+k1 [x1],
where L(m) is an n × n lower triangular matrix of the form given by Eq. (5) and
each block Lii (1  i  m) is a ki × ki lower triangular matrix given by
Lii =


∏i−1
h=1(xi − xh)kh 0 · · · 0
∗ ∏i−1h=1(xi − xh)kh · · · 0
...
...
.
.
.
...
∗ ∗ · · · ∏i−1h=1(xi − xh)kh

 .
(b) det G = ∏1i<jm(xj − xi)kikj .
Proof. Letting G¯ij denote the j th row of the ith block of G, we can write
G¯ij =
[(
0
j − 1
)
x
0−j+1
i ,
(
1
j − 1
)
x
1−j+1
i , . . . ,
(
n − 1
j − 1
)
x
n−1−j+1
i
]
for 1  i  m and 1  j  ki . We view G¯ij as the first n terms of the sequence
{gn} = {g0, g1, g2, . . .} where the (s + 1)th term, gs , is given by
gs =
(
s
j − 1
)
x
s−j+1
i = bxi ,j−1(s)
for s = 0, 1, 2,. . . , n. By Lemma 5, G¯ij is a (j − 1)th order geometric progression
with ratio xi and constant 1. Parts (a) and (b) thus follow immediately from Theorem
1(a) and (b), respectively. 
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Corollary 4. The second type of n×n generalized Vandermonde matrix, M, defined
by Eq. (3), is a (GP) block matrix,M = M(x(k1)1 , x(k2)2 , . . . , x(km)m ).
(a) M can be factored as
M = L(m)P¯km [xm − xm−1]P¯km+km−1 [xm−1 − xm−2]
· · · P¯km+km−1+···+k2 [x2 − x1]P¯km+km−1+···+k2+k1[x1],
where L(m) is an n × n lower triangular matrix of the form given by Eq. (5) and
each block Lii (1  i  m) is a ki × ki lower triangular matrix given by
Lii =


0!∏i−1
h=1(xi − xh)kh 0 · · · 0
∗ 1!∏i−1
h=1(xi − xh)kh · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
∗ ∗ · · · (ki − 1)!
∏i−1
h=1(xi − xh)kh

 .
(b) det M = (∏mi=1 0!1! · · · (ki − 1)!)(∏1i<jm(xj − xi)kikj ).
Proof. Letting M¯ij denote the j th row of the ith block of M , it is clear that
M¯ij = (j − 1)!G¯ij ,
where 1  i  m, 1  j  ki , and G¯ij is as defined in the proof of Corollary 3.
We view M¯ij as the first n terms of the sequence {mn} = {m0, m1, m2, . . .}. Then
{m0, m1, m2, . . .} = {(j − 1)!g0, (j − 1)!g1, (j − 1)!g2, . . .}, so that {mn} is a
(j − 1)th order geometric progression with ratio xi and constant (j − 1)!. Parts (a)
and (b) thus follow directly from Theorem 1(a) and (b). 
Corollary 5. The third type of n × n generalized Vandermonde matrix, T , defined
by Eq. (4), is a (GP) block matrix, T = T (x(k1)1 , x(k2)2 , . . . , x(km)m ).
(a) T can be factored as
T = L(m)P¯km [xm − xm−1]P¯km+km−1 [xm−1 − xm−2]
· · · P¯km+km−1+···+k2[x2 − x1]P¯km+km−1+···+k2+k1[x1],
where L(m) is an n × n lower triangular matrix of the form given by Eq. (5) and
each block Lii (1  i  m) is a ki × ki lower triangular matrix given by
Lii =


0!x0
i
∏i−1
h=1(xi − xh)kh 0 · · · 0
∗ 1!x1
i
∏i−1
h=1(xi − xh)kh · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
∗ ∗ · · · (ki − 1)!xki−1i
∏i−1
h=1(xi − xh)kh

 .
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(b)
det T =
(
m∏
i=1
0!1! · · · (ki − 1)!xki(ki−1)/2i
) ∏
1i<jm
(xj − xi)kikj

 .
Proof. Letting T¯ij denote the j th row of the ith block of T , we can write
T¯ij =
[
0j−1x0i , 1j−1x1i , 2j−1x2i , . . . , (n − 1)j−1 xn−1i
]
,
for 1  i  m and 1  j  ki . Here, we define 00 = 1 for convenience. We view
T¯ij as the first n terms of the sequence {tn} = {t0, t1, t2, . . .} where the (s + 1)th
term, ts = sj−1xsi . It is not difficult to show that ts can be written as the linear
combination of a basic sequence, i.e., ts = sj−1xsi =
∑j−1
=0 cbxi ,(s), where cj−1 =
(j − 1)!xj−1i . We leave it to the interested reader to verify. From Lemma 5, we
know that T¯ij is a (j − 1)th order geometric progression with ratio xi and constant
(j − 1)!xj−1i . Parts (a) and (b) are therefore true by Theorem 1(a) and (b). 
Example 2. T = T
(
x
(4)
1 , x
(2)
2
)
, which is defined in Example 1, can be factored as
T
(
x
(4)
1 , x
(2)
2
)
= L(2)P¯2[x2 − x1]P¯6[x1]
=


1 x1 x21 x
3
1 x
4
1 x
5
1
0 x1 2x21 3x
3
1 4x
4
1 5x
5
1
0 x1 4x21 9x
3
1 16x
4
1 25x
5
1
0 x1 8x21 27x
3
1 64x
4
1 125x
5
1
1 x2 x22 x
3
2 x
4
2 x
5
2
0 x2 2x22 3x
3
2 4x
4
2 5x
5
2


=


1 0 0 0 0 0
∗ x1 0 0 0 0
∗ ∗ 2x21 0 0 0
∗ ∗ ∗ 6x31 0 0
∗ ∗ ∗ ∗ (x2 − x1)4 0
∗ ∗ ∗ ∗ ∗ x2 (x2 − x1)4


×


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 x2 − x1
0 0 0 0 0 1




1 x1 x21 x
3
1 x
4
1 x
5
1
0 1 2x1 3x21 4x
3
1 5x
4
1
0 0 1 3x1 6x21 10x
3
1
0 0 0 1 4x1 10x21
0 0 0 0 1 5x1
0 0 0 0 0 1


.
Also,
det T
(
x
(4)
1 , x
(2)
2
)
=
2∏
i=1
(
0!1! · · · (ki − 1)!xki(ki−1)/2i
) ∏
1i<j2
(xj − xi)kikj
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= 0!1!2!3!x610!1!x2(x2 − x1)4·2
= 12x61x2(x2 − x1)8.
Finally we introduce a new generalized Vandermonde matrix, Q, which is a linear
combination of the three generalized Vandermonde matrices already discussed. Q is
defined as
Q = a1G + a2M + a3T ,
where a1, a2, and a3 are any constants.
Corollary 6. The n × n matrix, Q, is a (GP) block matrix and can be written as
Q = Q(x(k1)1 , x(k2)2 , . . . , x(km)m ).
(a) Q can be factored as
Q = L(m)P¯km [xm − xm−1]P¯km+km−1 [xm−1 − xm−2]
· · · P¯km+km−1+···+k2 [x2 − x1]P¯km+km−1+···+k2+k1 [x1],
where L(m) is an n × n lower triangular matrix of the form given by Eq. (5) and
each block Lii (1  i  m) is a ki × ki lower triangular matrix given by
Lii =
i−1∏
h=1
(xi − xh)kh
×


a1 + 0!a2 + 0!x0i a3 0 · · · 0
∗ a1 + 1!a2 + 1!x1i a3 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
∗ ∗ · · · a1 + (ki − 1)!a2 + (ki − 1)!xki−1i a3

 .
(b) det Q = (∏mi=1∏ki−1=0 (a1 + !a2 + !xi a3))∏1i<jm(xj − xi)kikj .
Proof. Since Q = a1G + a2M + a3T , then it is easy to show that Q is a (GP) block
matrix. By Theorem 1, we have
L
Q
(m) = a1LG(m) + a2LM(m) + a3LT(m),
where LQ(m), L
G
(m), L
M
(m), and L
T
(m) are the lower triangular matrices associated with
the matrices Q, G, M , and T , respectively. Part (b) follows immediately from part
(a). 
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