Abstract. The aim of the study was to reduce the computational time of the document search by using the K-Means and K-Nearest Neighbor algorithm. The search result through search engines with display the documents according to the keywords entered. The number of documents that were displayed will make the user difficult to fine the required documents and it a long time for the display process of the documents. K-Means algorithm is used for the clustering documents obtained through online with search engine whereas algorithm K-Nearst Neighbor is used for grouping the clustering result document that are done with offline. The clustering with K-Means can reduce computational time on the news grouping by using K-Nearst Neighbor. The combination of two methods result an average time of 0.5011 seconds. Whereas the grouping that uses pure K-Nearst Neighbor requires the computational time 2.4841 seconds. The test result indicated that the combination of the two algorithms resulted accurate classification with the faster computation time.
Introduction
Browsing and searching activities carried out by the user to make it easier to get information quickly, relevant and as needed, are supported by an increase in information flow that is very fast and the development of Information Retrieval (IR) technology which is a document search system.
The trend of changing document search patterns through digital technology is not new anymore at this time. The rapid increase in the number of documents, causing manual searches is very difficult. To find documents, an information retrieval system is needed that is able to classify documents.
Research on text document retrieval including the Implementation of theMethod K-Nearest Neigbour by Weighting Term Frequency (TF). Inverse Document Frequency (IDF). Inverse Class Frequency (ICF) for Creative Idea Categorization on Companies (Herlambang, 2017).
The accuracy results obtained have the highest similarity average of 90% with k = 1 for creative idea categorization. The research did not measure the computational time of thealgorithm KNearest Neighbor. Cluster-based information retrieval for the Indonesian language text information retrieval system uses partitional clustering methods with Bisecting K-Mean and Buckshot algorithms, and hierarchical agglomerative methods with UPGMA cluster clusters and Complete Link calculation algorithms (Hamzah A, 2009). Multithreading implementation to improve Information Retrieval performance with the GVSM method, where researchers conduct testing by searching documents using threads and without threads in various document collections (Pardede J, 2014) .
K-Nearest Neighbor is an effective method for classifying but has high computation time. K-Nearest Neighbor is less efficiently used in cases with large amounts of data (Jiang et al., 2012) . Calculation of the distance between testing data anddata training must be done on the wholedata training. This study aims to develop K-Nearest Neighbor so that it can be used to reduce computing time. The proposed development method usestechniques clustering with KMeans. K-Means will divide the training data into several clusters with the same radius.calculation K-Nearest Neighbor will only be done on clusters that have the closest distance to the testing data (Jiang et al., 2012 ).
Material and Methods
This study uses data obtained in the form of a news article from kompas.com consisting of 5 categories. These categories include techno, science, automotive, economics and education. Each category represented 20 news articles so that the amount of data samples 100. The news article Kompasberita stored in a folder in the form of files that berekstensi.txt.
Using K-Means Clustering
Clustering Method using K-Means algorithm has the ability to group data in large enough quantities to computation time quickly and efficiently. The stages of K-Means algorithm as follows: a. Specify the number of clusters b. Determine the value of the centroid. Centroid value for the initial iteration is done randomly.
Centroid value which is the stage of iteration, then use the formula in Equation.
1.
Vij : the average cluster centroid to-i to variable j. Ni : the amount of data that is a member of the cluster to-i i,k : the index of the cluster j : the index of variables Xkj : k-th data values that exist in the cluster to the variable j. c. Calculate the distance between the centroid point at each data point. To calculate the cosine similarity distance formula used in equation. : cross product antara |A| dan |B| d. Group data by specifying the cluster members to calculate the cosine similarity value most in the cluster. e. Back to stage 2, repeat until the value of the resulting fixed centroid and the cluster members do not move to another cluster.
Data Classification Using the K-Nearest Neighbor (KNN)
One algorithm used in the classification or prediction of new data is a K-Nearest Neighbor. The working principle of the K-Nearest Neighbor is to find the shortest distance between the data to be evaluated by the K nearest neighbors in the training data. The stages of K-Nearest Neighbor algorithm is as follows: a. Determine the value of K b. Calculate the distance of each object on the data given sample using the formula cosine similarity to the equation : cross product antara |A| dan |B| c. Sort objects in a group that has the largest cosine similarity d. If the set value K = 5, then taken 5 cosine similarity value of the largest and most the majority of which will be used to take a decision. Menu K-Means and K-Nearest Neighbor, display form data input of testing and the number of clusters, the distance in the data table testing to all members of the data cluster testing, the order of closest to farthest distance data and the results of decisions according to the value of k is determined. KNN classification process with K-Mean clustering uses data testing id-data = 5 in the data screening by the number of clusters = 5. Layout-id system to display the data 5 can be seen in Figure 4 . Calculate the distance of each sample data in the cluster to 1 for all data other than the data on the testing of 1, while the layout of the system as in Figure 5 . If it is determined the value of K at KNN = 5, then the cosine value similatiry taken five largest and most majority that would be used to make decisions, such as in Figure 7 . The result of the decision at K = 5 is the economy, together with the data testing on id = 5, namely economy. Menu K-Nearest Neighbor, display form data input testing, testing distance table data to all cluster members testing the data, the data sequence closest distance to the farthest and the decision of the appropriate values of k determined. KNN classification process with the data testing the data id = 5 in the data screening, as in Figure 8 . Calculate the distance of each data screening by testing the data examined, ie id = 5 which is the id of existing data in the test 1. The same calculation is done for all the data in the data screening in addition to the existing data on testing 1 as in Figure 9 . If it is determined the value of K at KNN = 5, then taken 5 cosine similarity most majority to take decisions, as in Figure 11 . The result of the decision at K = 5 is the economy, with data testing on id = 5 is economy. 
The Results of the K-Mean Process for Determining Cluster
The results of purity calculations to determine the number of clusters to be selected in the next process can be seen in Figure 12 . 
KNN process results with K-Mean for Total cluster = 5
The result of the calculation accuracy of KNN with K-Mean for the number of clusters = 5 which has the highest purity grades can be seen in Figure 13 . Figure 14 shows the highest accuracy was obtained for pure KNN without K-Mean at K = 9 97.8% and the lowest accuracy at K = 1 is 96%.
Results Comparison of Time Computing KNN with K-Mean and KNN Pure
On average computing in pure KNN and KNN with K-Mean can be seen in Figure 15 . Figure 15 shows the average computation time for KNN with K-Mean is 0.5011 seconds while the computing time with pure KNN is 2.4841 seconds. It can be concluded that a pure KNN KNN longer than using a K-Means. It is caused by the amount of data processed by pure KNN more that all data contained in the data screening compared to the amount of data processed by KNN with K-mean that only processes data on the cluster that has the shortest distance with the data testing
Comparison of Computing Time and Accuracy Using KNN and K-Mean
The average computation time and accuracy on any number of clusters in the K-Mean KNN can be seen in Table 1 . Table 1 shows that the highest accuracy is obtained on the number of clusters = 5 is 99.32 and the lowest accuracy obtained on the number of clusters = 2 and 4, namely 97.82. Such accuracy is higher than the average accuracy on pure KNN at 97.24. This study shows that, in addition to the computing time can be reduced there is increased accuracy of KNN classification. 
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