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ABSTRACT
We mine the Tycho-Gaia astrometric solution (TGAS) catalog for wide stellar bina-
ries by matching positions, proper motions, and astrometric parallaxes. We separate
genuine binaries from unassociated stellar pairs through a Bayesian formulation that
includes correlated uncertainties in the proper motions and parallaxes. Rather than
relying on assumptions about the structure of the Galaxy, we calculate Bayesian priors
and likelihoods based on the nature of Keplerian orbits and the TGAS catalog itself.
We calibrate our method using radial velocity measurements and obtain 6196 high-
confidence candidate wide binaries with projected separations s . 1 pc. The normaliza-
tion of this distribution suggests that at least 0.6% of TGAS stars have an associated,
distant TGAS companion in a wide binary. We demonstrate that Gaia’s astrometry
is precise enough that it can detect projected orbital velocities in wide binaries with
orbital periods as large as 106 yr. For pairs with s <∼ 4 × 104 AU, characterization
of random alignments indicate our contamination to be ≈5%. For s . 5 × 103 AU,
our distribution is consistent with O¨pik’s Law. At larger separations, the distribution
is steeper and consistent with a power-law P(s) ∝ s−1.6; there is no evidence in our
data of any bimodality in this distribution for s . 1 pc. Using radial velocities, we
demonstrate that at large separations, i.e., of order s ∼ 1 pc and beyond, any potential
sample of genuine wide binaries in TGAS cannot be easily distinguished from ionized
former wide binaries, moving groups, or contamination from randomly aligned stars.
Key words: binaries: visual – astrometry – proper motions – parallaxes
1 INTRODUCTION
Roughly half of all main-sequence stars are found in binary
systems with orbital separations extending from ∼10 R to
∼pc (Duquennoy & Mayor 1991; Fischer & Marcy 1992;
Raghavan et al. 2010; Ducheˆne & Kraus 2013). Unresolved
binaries at the smallest separations are typically found by
identifying radial velocity (RV) variations indicative of or-
bital motion, while binaries at intermediate separations can
be identified by observing the stars’ motions through their
orbits over many years (Raghavan et al. 2010), or by identi-
fying in decades of archival data dips in a star’s luminosity
caused by eclipses due to an unseen stellar companion (Ro-
driguez et al. 2016). At the largest separations, stars are typ-
ically associated by watching them move through the solar
neighborhood in the same direction and at the same rate;
? Contact e-mail: andrews@physics.uoc.gr
these common proper motion pairs have separations from
102 to ≥104 AU (Luyten 1971).
The orbits of wide binaries may represent a significant
fraction of the size of the clusters within which most stars are
born (Lada & Lada 2003). Such widely separated binaries
are likely to form during the dissolution of a single-age stellar
cluster (Kouwenhoven et al. 2010; Moeckel & Clarke 2011)
or from the evolution of higher-order systems (Reipurth &
Mikkola 2012; Elliott & Bayo 2016). Since these pairs may
be dynamically removed or slowly separated from the clus-
ter (Theuns 1992; Fujii et al. 2012), the population of wide
binaries can probe the physics of cluster dissolution (Kroupa
et al. 2001; Kouwenhoven et al. 2010). Additionally, triples
or higher order systems formed via the fragmentation of cir-
cumbinary disks (Bonnell & Bate 1994) may evolve dynami-
cally into independent binaries (Bate et al. 2002; Moeckel &
Bate 2010) or stable, hierarchical triple systems (Reipurth
& Mikkola 2012). The observed distribution of orbital peri-
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ods is therefore the result of the physics of formation and of
subsequent dynamical reprocessing (Kroupa 1995; Jiang &
Tremaine 2010; Moeckel & Clarke 2011).
Beyond ≈103 AU, the components of wide binaries are
not expected to interact significantly over their lifetimes.
These pairs can be considered mini-open clusters (Binney &
Tremaine 1987; Soderblom 2010) and are uniquely power-
ful for answering questions that cannot be addressed with
other stellar systems. For example, wide binaries consisting
of white dwarfs, subdwarfs, or M-dwarfs with FGK main
sequence companions have been used to calibrate metal-
licity scales and age-rotation relations (Le´pine et al. 2007;
Rojas-Ayala et al. 2010; Garce´s et al. 2011; Chaname´ &
Ramı´rez 2012; Li et al. 2014). Other white dwarf-main se-
quence pairs and double white dwarfs have been used to
determine the initial-to-final mass relation for white dwarfs
(Finley & Koester 1997; Zhao et al. 2012; Andrews et al.
2015). At the widest separations, binaries are affected by in-
teractions with other stars, giant molecular clouds, and the
Galactic tide, each of which acts to disrupt them stochasti-
cally (Weinberg et al. 1987; Jiang & Tremaine 2010). These
binaries have been used as probes of the gravitational poten-
tial of their host, including the contribution of dark objects
and of dark matter in general (Bahcall et al. 1985; Yoo et al.
2004; Hernandez & Lee 2008; Quinn et al. 2009; Monroy-
Rodr´ıguez & Allen 2014; Pen˜arrubia et al. 2016).
We define a bona fide wide binary as a system of two
stars whose properties are consistent with being gravitation-
ally bound to each other. We do not claim that the compo-
nents of wide binaries presented in this work are demonstra-
bly orbiting their common center of mass, as that would at
least require measurement of the accelerations of the compo-
nents or of their orbit on the plane of the sky (e.g., Tokovinin
& Kiyaeva 2016). Instead, we regard a pair as a genuine bi-
nary when, to the limits of the data, their phase-space co-
ordinates are consistent with the hypothesis that they are
gravitationally bound to each other.
This definition becomes crucial when considering how
wide one can go in a search for wide binaries. Within the
Milky Way, a pair of stars cannot remain gravitationally
bound for long beyond the separation at which they become
sensitive to the Galactic tidal field. This tidal limit (or Ja-
cobi radius) is ≈2 pc for ≈M stars within the solar neighbor-
hood (Yoo et al. 2004; Jiang & Tremaine 2010). Pairs wider
than this limit do exist: they may be wide binaries that have
been ionized, members of moving groups, the tidal remains
of larger structures, etc. However, as we demonstrate later
in this work, they overlap in observational space with a siz-
able population of (false) pairs that occur simply by chance.
Given the large variety of astronomical problems that can
benefit from the assembly of reliable samples of wide bi-
naries, we argue that pairs beyond the Galactic tidal limit
should not be confused with genuine wide binaries, and we
limit our search to pairs with projected separations .1 pc.
The exact form of the distribution of bona fide wide bi-
nary separations can help to constrain their formation sce-
narios. Although some groups find that this distribution is
flat in log space out to the largest separations (following
what is known as O¨pik’s Law; e.g., O¨pik 1924; Poveda et al.
2007; Allen & Monroy-Rodr´ıguez 2014), the current con-
sensus favors a distribution that decreases at larger separa-
tions (Chaname´ & Gould 2004; Le´pine & Bongiorno 2007;
Tokovinin & Le´pine 2012; Halbwachs et al. 2017). As of yet,
however, only a few attempts have been made to link di-
rectly the observed orbital separation distribution with mod-
els: Kouwenhoven et al. (2010) and Moeckel & Clarke (2011)
have both compared N-body simulations of cluster dissolu-
tion to the observed orbital separation distribution. One rea-
son for this scarcity of comparisons between data and simu-
lations is that the observed samples are typically small. Iden-
tifying large numbers of wide binaries is difficult, and sam-
ples often suffer from significant and hard-to-characterize
observational biases.
Pioneering work identifying wide binaries focused on
small, specialized catalogs of stars (Luyten 1971; Wasser-
man & Weinberg 1991; Garnavich 1991; Gould et al. 1995).
More recent efforts have employed methods of varying com-
plexity to systematically search larger, astrometric catalogs
such as those produced by the New Luyten Two-Tenths sur-
vey (NLTT; Luyten 1979) and the revised NLTT (rNLTT;
Gould & Salim 2003; Salim & Gould 2003), e.g., Allen et al.
(2000); Chaname´ & Gould (2004), the Sloan Digital Sky Sur-
vey (SDSS; York et al. 2000), e.g., Sesar et al. (2008); Quinn
& Smith (2009); Dhital et al. (2010); Longhitano & Binggeli
(2010); Andrews et al. (2012); Baxter et al. (2014); Andrews
et al. (2015); Dhital et al. (2015), the Le´pine-Shara Proper
Motion-North catalog (LSPM; Le´pine & Shara 2005), e.g.,
Le´pine & Bongiorno (2007), and Hipparcos (Perryman et al.
1997), e.g., Shaya & Olling (2011); Tokovinin & Le´pine
(2012). These searches typically fall in one of two categories:
there are those where stars are matched using only posi-
tion (for instance using a two-point correlation function) and
those where proper motion is included as well (to identify
common proper motion pairs), corresponding to matching
two or four dimensions, respectively, of the six-dimensional
phase space.1
Shaya & Olling (2011) performed the first large-scale
search for binaries that included Hipparcos parallaxes in a
matching algorithm. The additional phase-space dimension
adds a powerful constraint for separating genuine binaries
from randomly aligned stellar pairs. However, because of
its non-linear dependence on distance and non-trivial prior
probabilities, the inclusion of parallax also adds a significant
degree of complexity to the matching algorithm. Neverthe-
less, using a Bayesian formalism, these authors identify over
1000 binaries, including several high-probability pairs with
projected separations of ∼pc.
The first data release from the Gaia satellite (Gaia Col-
laboration et al. 2016a,b; Lindegren et al. 2016) includes
2 × 106 Tycho-2 stars (Høg et al. 2000), for which a Tycho-
Gaia astrometric solution (TGAS; Michalik et al. 2015) is
provided. The TGAS catalog is nearly complete to V = 11
mag, with stars out to V ≈ 12. Each of these stars has
positions (with uncertainties of ≈0.4 mas), proper motions
(uncertainties ≈1.3 mas yr−1), and parallaxes (uncertainties
1 Note that several groups have included photometric distance
estimates in their matching algorithm. Although not used within
the matching algorithm itself, there have also been efforts to in-
clude RVs (e.g., Latham et al. 1984), astrometric parallaxes (e.g.,
Le´pine & Bongiorno 2007), or both (Halbwachs et al. 2017) as ex-
tra phase-space dimensions to confirm the binary nature of wide
pairs.
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≈0.3 mas, although a systematic bias of ≈0.25 mas has been
identified in Gaia parallaxes; Stassun & Torres 2016).
Oelkers et al. (2016) and Oh et al. (2016) performed
searches for wide binaries and moving groups in the TGAS
catalog, including for subsets with separations >1 pc. The
initial Oelkers et al. (2016) catalog includes 8516 candidate
pairs in which both stars are in TGAS. Although these au-
thors use a sophisticated Galactic model to determine the
random alignment likelihood for any particular wide binary,
they do not calculate a corresponding likelihood that any
binary could be a genuine pair. Furthermore, while their
method combines proper motions, parallaxes, and their asso-
ciated uncertainties to identify real pairs, it neglects correla-
tions between the proper motion and parallax uncertainties,
which can be considerable.
Oh et al. (2016) use an improved method to identify
co-moving stars. These authors calculate the likelihood that
a particular pair is a genuinely associated binary and that it
is a random alignment of unassociated stars. In calculating
these two likelihoods, these authors assume a model for the
stellar components of the Milky Way.
We describe a Bayesian method for identifying wide bi-
naries that combines positions, proper motions, astrometric
parallaxes and their correlated uncertainties. Similar to Oh
et al. (2016), we calculate two likelihoods for each stellar
pair. However, our calculations use a data-based approach
and are independent of any assumptions about the struc-
ture of the Milky Way.2 We separate genuine binaries from
randomly aligned pairs using a posterior probability that
combines these two likelihoods with prior probabilities based
on the local stellar density. We further improve on previous
work by verifying and calibrating our algorithm using two in-
dependent methods. First, using our algorithm, we identify
and characterize a set of random alignments by matching
the catalog to a shifted version of itself, which produces a
sample containing only random alignments. Second, we use
the subset of our pairs with radial velocity (RV) measure-
ments to determine the rate of contamination due to ran-
domly aligned stars. Our discussion is focused on identifying
pairs within the TGAS catalog, but our method is designed
to be adaptable to any stellar catalog with five-dimensional
astrometry and is scalable to the expanded catalogs expected
from future Gaia data releases.
In Section 2, we outline the challenges posed by the
size of the TGAS catalog and the quality of Gaia data. Our
statistical method for combining positions, proper motions,
and parallaxes is described in Section 3. Before applying it to
the full TGAS catalog, we describe in Section 4 our efforts
to predict the characteristics of the contamination due to
false binaries. In Section 5, we assemble our candidate TGAS
pairs, calibrate our method to set a probability threshold for
identifying real binaries, and estimate our contamination by
false binaries. We present the resulting catalog of wide bina-
ries, and use a low-contamination subset to characterize the
projected separation distribution in Section 6. In Section 7,
we compare our sample to pre-TGAS catalogs of wide bina-
ries, discuss the impact of our assumptions on our search,
2 Furthermore, Oh et al. (2016) select only those pairs with a
parallax signal-to-noise (S/N) ratio >8, whereas we search the
entire TGAS catalog.
address the question of whether we can reliably identify pairs
at separations >∼1 pc, and provide some guidance to users of
our catalog. We conclude in Section 8 with a few thoughts
about identifying wide binaries in future Gaia catalogs. Ap-
pendix A is a test of our method on the subset of the rNLTT
catalog with Hipparcos parallaxes; we compare the resulting
catalog with a previously identified catalog of rNLTT wide
binaries.
2 CHALLENGES
Hipparcos provided the only data comparable to the TGAS
data, for ≈105 stars. Since the number of possible pairs of a
catalog of size N is the arithmetic mean N(N − 1)/2, identi-
fying binaries in Hipparcos data implies the examination of
≈5 × 109 individual pairs of stars. While the TGAS catalog
is only 20 times larger than the Hipparcos catalog, the total
number of pairs it contains is ≈2 × 1012, a factor of 500 in-
crease, and the final Gaia catalog will contain ≈5×1017 indi-
vidual pairs. Of course, not every stellar pair need be checked
(for instance, one can select a maximum angular search ra-
dius around each star), but the ≈N2 scaling with catalog
size is likely unavoidable. Clearly the algorithms developed
to search previous astrometric catalogs, even those designed
to include Hipparcos parallaxes, need to be rethought.
Furthermore, Gaia’s superb astrometric precision cre-
ates new challenges for identifying wide binaries. Given this
precision, the traditional approach of selecting pairs of stars
with identical proper motions will miss a large number of
true binaries: Gaia is sensitive to the differential orbital ve-
locities of many wide binaries.
To illustrate, we generate 104 binaries with separations
a randomly drawn from a flat distribution in log space3 and
eccentricities e drawn from a thermal distribution:
P(a) ∝ a−1 ; a ∈ [10 R : 1 pc] (1)
P(e) ∝ e ; e ∈ [0 : 1). (2)
We further adopt random binary orientation angles to
determine the distribution of the projected separations s and
of the projected differences in orbital velocities ∆V .
Figure 1 compares the distribution of our binaries in
log s − log∆V space to Gaia’s astrometric limits. The TGAS
data can be used to identify pairs of stars with angular sep-
arations as small as ≈2′′ and proper motions as small as
≈1.3 mas yr−1. We apply these limits to pairs at three rep-
resentative distances, 10, 100, and 500 pc, which allow us to
translate the angular units observed by Gaia into physical
units. In the top panel of Figure 1, we show the correspond-
ing areas in log s − log∆V space for which Gaia can measure
∆V , the difference between the two velocity components of
a binary due to orbital motion.
By the final Gaia data release, the astrometry will be
substantially more precise: on-ground processing may allow
identification of stellar pairs with separations as small as
3 Although evidence has indicated that the distribution of wide
binary separations follows a power-law with a somewhat steeper
index than −1 (Chaname´ & Gould 2004; Le´pine & Bongiorno
2007), adopting this flat distribution more clearly demonstrates
the region in s − ∆V space populated by binaries.
MNRAS 000, 1–27 (2017)
4 Andrews, Chaname´, & Agu¨eros
2 1 0 1 2 3 4 5 6 7
2
1
0
1
2
3
L
o
g
∆
V
(k
m
s−
1
)
500 pc
100 pc
10 pc
TGAS
2 1 0 1 2 3 4 5 6 7
Log s (AU)
2
1
0
1
2
3
L
og
∆
V
(k
m
s−
1
)
500 pc
100 pc
10 pc
Future Gaia
Figure 1. The kernel density estimate representation of 104 ran-
domly produced binaries in log s− log∆V space. Binaries with the
largest separations (≈1 pc) should have nearly identical proper
motions. For smaller projected separations, the tangential veloci-
ties may differ by as much as tens of km s−1. The top panel shows
the approximate current Gaia sensitivity of 1.3 mas yr−1 in proper
motion and 2′′ in angular separation for three different distances.
Differential velocities due to orbital motions can be ignored for bi-
naries outside the boxed regions. However, Gaia can measure the
∆V for stars in binaries within those regions, so any identification
algorithm needs to account for this ∆V . The bottom panel shows
that by the final Gaia data release, ∆V should be detectable for
a much larger number of binaries.
0.1′′ (Harrison 2011), and proper motions may reach a pre-
cision of ≈0.25 mas yr−1. Using these limits, we generate the
rectangular areas in the bottom panel of Figure 1. For most
of wide binaries within 100 pc, and for a substantial fraction
of those within 500 pc, ∆V must be taken into account.
Figure 1 also highlights one of the primary motivations
for characterizing the population of wide binaries: a sub-
stantial fraction (≈50%, assuming O¨pik’s Law) have orbital
separations >102 AU. Those binaries are too widely sepa-
rated for a full orbit to be observed, and the only currently
robust method to associate these pairs involves matching
their position in phase space. Previous searches for such
pairs were limited to nearby stars with large proper mo-
tions. With Gaia, we now have the ideal data to further
explore this region of binary parameter space with signifi-
cantly larger samples.
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Figure 2. The Galactic Plane can be clearly identified in the
positional distribution of TGAS objects in the top panel. The
bottom panels shows that the majority of TGAS stars have proper
motions <∼20 mas yr−1. However, the tail of the proper motion
distribution extends to several 102 mas yr−1.
Finally, Gaia presents an additional, unprecedented op-
portunity to access all six dimensions of phase space. Its final
RV catalog will achieve a precision of ≈10 km s−1, enough
to aid substantially in separating genuine binaries from ran-
domly aligned pairs. To our knowledge, RVs have been used
exclusively in the past to check the binarity of wide binary
candidates (e.g., Latham et al. 1984; Halbwachs et al. 2017);
no RV-related algorithms have yet been included in com-
mon proper motion pair searches. For the first time, large
numbers of binaries will be identified by their full three-
dimensional positions and velocities.
3 STATISTICAL METHOD
Figure 2 shows the positional (top panel) and proper mo-
tion (bottom panel) distributions of stars in the TGAS cat-
alog. The density of stars is clearly a function of position
and proper motion, and the probability of identifying two
randomly aligned, unassociated stars as a binary depends
strongly on the pair’s position in phase space, so not taking
these biases into account may lead to serious problems. At
the same time, the nature of Keplerian orbits combined with
an assumption about the orbital separations of wide bina-
MNRAS 000, 1–27 (2017)
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ries provides us with an expectation about the properties
of a distribution of real binaries. In this section, we quan-
tify the likelihood that any stellar pair is both a random
alignment and a true binary. The combination of these like-
lihoods with their associated prior probabilities provides the
Bayesian posterior probability that any pair is a true binary.
As the details of our model are fairly technical, readers
may wish to read the overview in Section 3.1 and then skip
to the discussion of contaminants in Section 4. A test of our
method on an existing catalog of wide binaries drawn from
the rNLTT is presented in Appendix A.
3.1 Overview of the Method
Figure 3 illustrates part of our analysis for two separate
pairs. The top row is for a pair we identify as a true binary,
while the bottom row is for a pair that we determine to be
a random alignment. The left column compares the astro-
metric parallaxes (based on their uncertainties) of the two
stars in each pair as red and blue Gaussian curves, while
the middle column shows the corresponding proper motion
uncertainty ellipses for both stars in each pair. Concentric
ellipses indicate correlated 1, 2, and 3σ regions. The sys-
tem in the top row clearly has matching astrometry, while
in the bottom row the parallaxes and proper motions are
only consistent at the ≈2−3σ level.
To generate the plots in the last column of Figure 3,
we transform each pair’s angular separation and each star’s
parallax and proper motion to s and ∆V . The distribution in
these two parameters for both pairs of stars is indicated by
the contours, which correspond to 1, 2, and 3σ confidence
levels, while the blue background in these panels is the ex-
pected distribution of binaries simulated in Section 2. The
convolution in s−∆V space of the observed with the expected
distribution provides the likelihood that the difference in a
pair’s proper motions is consistent with binary motion. This
likelihood, along with a statistic measuring the consistency
of the two stars’ parallaxes, forms the probability that a
pair’s astrometry matches that of a genuine binary. We con-
struct this term mathematically in Section 3.3.
This is one part of the calculation in a Bayesian for-
malism; we also need to determine the likelihood that any
given pair is consistent with being formed from a random
alignment of stars. The likelihood function is based on the
probability that any two stars can have the observed angular
separation, proper motion difference, and parallax; random
alignments are more likely to have larger angular separa-
tions, larger proper motion differences, and smaller paral-
laxes. This is one of the crucial aspects for the reliable iden-
tification of wide binaries, and we describe how we obtain
this term in Section 3.4.
Finally, we need to calculate the prior probabilities of
any given pair being a genuine binary and a random align-
ment of stars. Since the number of stellar binaries in a sam-
ple scales with the size of the sample, N, while the number
of randomly aligned pairs scales with N(N − 1)/2, any arbi-
trary pair has a very strong prior of being a random align-
ment. The exact value of this prior, which depends on the
local density of a pair’s position and proper motion, needs
to be determined individually for every pair. We describe
how these priors are calculated in the following section.
3.2 Constructing the Bayesian Formalism
We consider any two stars occupying similar positions in
five-dimensional phase space (position: α, δ; proper motion:
µα, µδ ; and parallax: $) to be formed from one of two
classes: random alignments (C1) or genuine binaries (C2).
This probability will, in general, depend on all five param-
eters. For example, random alignments are more likely to
be in dense stellar regions and to involve stars with small
proper motions. To account for variations in this probabil-
ity, we first assume that we are only interested in pairs with
similar enough positions and proper motions that there is
no difference in the average stellar density in the vicinity of
each star. This is a reasonable assumption for all but the
most widely separated stars. This assumption allows us to
separate the two sets of astrometric parameters (one for each
star) into ®xj , the pair’s position in four-dimensional phase
space, and ®xi , which contains the scalar difference between
the two stars’ positions and proper motions as well as each
stars’ measured parallax:
®xi = {θ,∆µ′, $′1, $′2}, (3)
®xj = {α, δ, µα, µδ}. (4)
We use primes to indicate observed quantities that have
some non-negligible uncertainty associated with them: un-
certainties in the angular separation, θ, can be ignored while
uncertainties in µ (and hence ∆µ) and $ cannot.
For computational efficiency, we take the components
of ®xj to be the primary star’s position and proper motion.
The components of ®xi will be determined by the difference
between the two measured values; each component (save for
θ) will have an uncertainty associated with it. For closely
separated stars θ can be determined from the two stellar
coordinates:
θ ≈
√
(αA − αB)2 cos δA cos δB + (δA − δB)2. (5)
∆µ can be similarly calculated:
∆µ ≈
√
(µ∗
α,A
− µ∗
α,B
)2 + (µδ,A − µδ,B)2, (6)
where µ∗α,i = µα,i cos δi .
Using these sets of parameters and the two classes C1
and C2, we can now use Bayes’s theorem to construct the
generalized probability that any pair forms a true binary:
P(C2 | ®xi, ®xj ) =
P(®xi |C2, ®xj )P(C2 | ®xj )
P(®xi | ®xj )
. (7)
The first term in the numerator of Equation 7 is the
likelihood; the second term is the prior probability of a bi-
nary with ®xj . The denominator is the evidence, which can be
determined by summing the probability that the particular
pair can be produced by both a binary (C2) and a random
alignment (C1):
P(®xi | ®xj ) =
∑
k=1,2
P(®xi |Ck, ®xj )P(Ck | ®xj ). (8)
We determine the prior probabilities, P(C1 | ®xj ) and
P(C2 | ®xj ), based on our understanding of binaries and ran-
dom alignments: P(C1 | ®xj ) should scale with the square of the
stellar density in position and proper motion phase space,
ρ2(®xj ), while P(C2 | ®xj ) should scale with ρ(®xj ) if we include
MNRAS 000, 1–27 (2017)
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Figure 3. The top row are measurements for a pair we identify as a true binary, while the bottom row are for a pair we reject. The left
column shows the parallaxes and their uncertainties for each star as red and blue Gaussians. Concentric error ellipses in the middle column
compare the proper motions of each star in the pair. In the right column, we compare the position in log s − log∆V space of two pairs
of stars from the TGAS catalog (black contours) to the expectation of a population of binary stars generated by the method described
in Section 2 (blue background). The contours, representing 1, 2, and 3σ confidence levels, are created by accounting for uncertainties
in the parallaxes and proper motions of the stars in each pair. Contours from the pair in the top right panel overlap with the region of
parameter space expected for genuine binaries, while contours in the bottom right panel do not. The red lines in the right column are
an analytic estimate from Equation 21 for the region above which stellar pairs cannot be bound.
both resolved and unresolved pairs:
P(C1 | ®xj ) = A1 ρ2(®xj ) (9)
P(C2 | ®xj ) = A2 ρ(®xj ). (10)
We determine the coefficients of these equations by in-
tegrating the relations over all four dimensions of ®xj , which
will provide us with the total number of random alignments
in the sample, N(N − 1)/2, and the total number of binaries
in the sample (including unresolved pairs), fbinN, where fbin
is the binary fraction:
N(N − 1)
2
= A1
∫
d®xj ρ2(®xj ) (11)
N fbin = A2
∫
d®xj ρ(®xj ). (12)
The integral to determine A1 must be calculated numer-
ically for a specific sample, while A2 immediately becomes
fbin:
A1 ≈ 12
∫
d®xj P(®xj )2
(13)
A2 = fbin, (14)
where we have used the substitution ρ(®xj ) = NP(®xj ). We
calculate the integral over A1 using Monte Carlo random
sampling over kernel density estimates (KDEs) of the dis-
tribution in position space and in proper motion space. We
describe these density estimators in detail in Section 3.4.
We can now substitute the priors into Equation 7 to
obtain our posterior distribution:
P(C2 | ®xi, ®xj ) =
P(®xi |C2, ®xj ) fbin
P(®xi |C2, ®xj ) fbin + P(®xi |C1, ®xj )A1ρ(®xj )
. (15)
We note here that P(C2 | ®xi, ®xj ) is normalized in such a
way that the corresponding posterior probability for a par-
ticular binary being a random alignment can be expressed
as:
P(C1 | ®xi, ®xj ) = 1 − P(C2 | ®xi, ®xj ) (16)
3.3 Binary Likelihood: P(®xi |C2, ®xj )
We now determine the probability that a true binary could
produce the observations, P(®xi |C2, ®xj ). We begin by ac-
counting for quantities with observational uncertainties. We
marginalize over the true proper motion difference ∆µ, and
the true binary parallax, $. Both components of a true bi-
nary can be approximated as having the same distance. This
is because the widest binaries have separations ∼1 pc, less
than the uncertainty on distances derived from parallax (us-
ing Gaia’s nominal parallax uncertainty of 0.3 mas) for stars
at distances beyond ≈60 pc. Since, as we will show in Figure
5, most binaries are found at significantly smaller separa-
tions and larger distances, we can simplify the problem by
only marginalizing over the true parallax of the binary rather
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than each star’s parallax independently:
P(®xi |C2, ®xj ) =
∫
d∆µ d$ P(∆µ, $, ®xi |C2, ®xj ). (17)
=
∫
d∆µ d$ P(θ,∆µ, $ |C2) P($′1 |$,∆µ)
× P(∆µ′ |$,∆µ) P($′2 |$,∆µ) (18)
We have separated out the observables $′1, $
′
2, and ∆µ
′ since
they are dependent only on their true underlying values and
their correlated uncertainties.
We can factor the first term in the integrand of Equa-
tion 18 so P(θ,∆µ, $ |C2) = P(θ,∆µ |C2, $) P($). Our un-
derstanding of binaries does not directly yield distributions
in θ and ∆µ. However, binary theory and observations pro-
vide P(s,∆V |C2), the expected distribution of the projected
physical separation, s, and the tangential velocity difference,
∆V . These are the physical forms of the angular variables θ
and ∆µ: θ = s$ and ∆µ = ∆V$. Calculating the first term in
Equation 18 then amounts to performing a Jacobian trans-
formation from (θ,∆µ) to (s,∆V):
P(θ,∆µ, $ |C2) = P(s,∆V |C2) 1
$2
, (19)
where one factor of $ enters in the denominator for each
of s and ∆V due to the Jacobian transformation. Care must
be taken to ensure that these two factors of $ are in the
correct units: one factor should convert from ∆V to ∆µ and
the other should convert from s to θ. We can now reduce
Equation 18 to:
P(®xi |C2, ®xj ) =
∫
d∆µ d$ P(s,∆V |C2) P($)
$2
P($′1 |$,∆µ)
× P(∆µ′ |$,∆µ) P($′2 |$,∆µ) (20)
We now focus on the first term in the integrand in Equa-
tion 20, P(s,∆V |C2), which expresses the likelihood that a
random binary would produce the observed s and ∆V . In gen-
eral, this function depends on assumptions made about pop-
ulations of binary stars. We assume a binary is completely
determined by four parameters: the two stellar masses, M1
and M2, the orbital separation, a, and the eccentricity. We
do not include any binary evolution interactions between the
two stars.
We determine the density of true binaries in s − ∆V
space by randomly generating 104 binaries from two different
distributions.4 The first distribution uses a prior on a that
is flat in log space (P(a) ∝ a−1), following O¨pik’s Law. We
allow a to range between 10 R and 1 pc, so that half of
all binaries have a > 102 AU. The priors for the remaining
orbital parameters required to produce distributions in s and
∆V are described in Section 2; see also Figure 1.
We also test a model with a steeper power-law prior
distribution: P(a) ∝ a−1.6. This is motivated by the results
of Chaname´ & Gould (2004, hereafter CG04) and Le´pine &
Bongiorno (2007), who find a steeper power-law-like decline
in the distribution of binaries at large separations. As in the
log-flat model, a extends to 1 pc; the inner boundary of ≈33
AU is chosen so that half of all binaries have a > 102 AU.
Throughout the remainder of the paper, we use both orbital
separation models to derive our results.
4 Our tests indicate that this is a sufficient sample size to balance
accuracy with computation time.
The differences between the models are substantial: the
log-flat model places relatively more weight at larger sepa-
rations, increasing the possibility of identifying binaries at
wider separations. The cost is an increased rate of contami-
nation at these large separations. We test samples of binaries
obtained from both methods to obtain our conclusions on
the orbital separation distribution of wide binaries in Sec-
tions 6.2 and 6.3 to ensure that our results are not dependent
upon our adopted model assumptions.
From both populations of binaries, we use a KDE with
a top hat kernel to create a normalized probability density
function in s−∆V space. Evaluating the KDE at a particular
s and ∆V provides P(s,∆V |C2).
Circular binaries satisfy the inequalities that s ≤ a and
∆V2 ≤ GMtota−1, where G is the gravitational constant and
Mtot is the combined binary mass. These can be combined:
∆V ≤
√
GMtot
s
. (21)
Eccentric binaries do not obey this inequality since, for
a fraction of the orbit near pericenter, the relative velocity
of the two stars can substantially exceed the circular ap-
proximation. Furthermore, the mass of an arbitrary binary
is unknown, so a fiducial total binary mass must be adopted,
and the restriction on ∆V must be relaxed.
Nevertheless, we find that when non-circular binaries
and a range of masses are taken into account, the observed
∆V for a given s is typically lower than in the circular case.
Guided by our population of randomly generated binaries,
we set the maximum binary mass to 10 M to account for
flexibility in the eccentricity and total binary mass. We show
the boundary of this inequality as a red line in Figure 3.
Including this as an additional constraint greatly decreases
computation time, as there are fewer calls to the KDE of
P(s,∆V |C2):
P(s,∆V |C2) =
{
0 ∆V > ∆Vmax(s)
KDE(s,∆V) ∆V ≤ ∆Vmax(s)
(22)
where ∆Vmax(s) comes from Equation 21, where we set Mtot
to 10 M:
∆Vmax(s) = 2.11
(
s
103AU
)−1/2
km s−1 (23)
Returning to Equation 20, the P($) term is the prior
on the parallax measure. This probability distribution is not
flat, which is the origin of the Lutz-Kelker bias (Lutz &
Kelker 1973). However, Smith (1987) demonstrated that the
exact form of this distribution for a magnitude-limited sam-
ple differs from the original formulation in Lutz & Kelker
(1973). And recently, Astraatmadja & Bailer-Jones (2016)
showed that the distances to stars in the TGAS catalog are
reasonably approximated using an exponentially decaying
prior distribution with a scale length, L, of 1.35 kpc. This
prior distribution, when represented in terms of $, is:
P($) =
{
1
2L3$4 exp
[
− 1L$
]
for 0 < $,
0 otherwise.
(24)
We use this form for P($) throughout this work. An im-
proved model could include the directional dependence of
the parallax prior. For instance, the distribution of distances
to stars is likely substantially different depending on whether
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we are looking out of the Galactic Plane or toward the Galac-
tic Center. In practice, our results are largely unaffected by
our choice of a parallax prior (see discussion in Section 7.2).
We now return to Equation 20. The integral on the right
hand side of the equation is a multidimensional integral of
the form:
∫
d®y P(®zj, | ®y, ®zi) P(®y | ®zi), where ®zi and ®zj are ar-
bitrary variables. This integral can be approximated using
Monte Carlo importance sampling:∫
d®y P(®zj, | ®y, ®zi) P(®y | ®zi) ≈ 1N
N∑
k
P(®zj | ®yk, ®zi), (25)
where ®yk is drawn randomly N times from the joint condi-
tional probability: ®yk ∼ P(®y | ®zi).
Adopting this approximation, Equation 20 reduces to:
P(®xi |C2, ®xj ) ≈ 1N
∑
k
P(s,∆V |C2) P($k )
$2
k
P($′2 |$k,∆µk ), (26)
where $k and ∆µk are random samples drawn from their
joint conditional probabilities. To obtain appropriately sam-
pled $k and ∆µk based on P($′1 |$,∆µ) and P(∆µ′ |$,∆µ),
we combine these two terms into one multivariate normal
distribution (N) and recognize its symmetric nature:
P($′1 |$,∆µ) P(∆µ′ |$,∆µ) = P($′1,∆µ′ |$,∆µ)
= N($′1,∆µ′ |$,∆µ)
= N($,∆µ |$′1,∆µ′),(27)
where ∆µ′ is dependent upon the proper motions for both
stars.
We can now obtain random samples of $ and ∆µ by
drawing random samples from both stars’ observed multi-
variate normal distributions and their corresponding covari-
ance matrices (Σ):
µ∗α,1,k, µδ,1,k, $1,k ∼ N
(
µ∗α,1, µδ,1, $1;Σ1
)
(28)
µ∗α,2,k, µδ,2,k, $2,k ∼ N
(
µ∗α,2, µδ,2, $2;Σ2
)
. (29)
Random samples of $ are the set of $1,k and random sam-
ples of ∆µ are the scalar difference between each star’s proper
motions calculated using the definition in Equation 6; we
discard random samples of $2,k . Finally, we can calculate
P($′2 |$k,∆µk ) in Equation 26 by recognizing that it can be
inverted into a multivariate normal distribution, as was done
in Equation 27. Now, we evaluate the multivariate normal
distribution for star 2 at $′2 conditional on the set of already
generated proper motion samples, as well as $k and ∆µk :
P($′2 |$k,∆µk ) = N
(
µ∗α,2,k, µδ,2,k, $k ; µ
′
α,2, µ
′
δ,2, $
′
2,Σ2
)
.
(30)
The sum in Equation 26 provides the likelihood func-
tion. Convergence tests indicate that 105 Monte Carlo ran-
dom samples of $ and ∆µ provides sufficient accuracy for
our purposes.
3.4 Random Alignment Likelihood: P(®xi |C1, ®xj )
The likelihood that a pair of stars with ®xi and ®xj is the
product of a random alignment is P(®xi |C1, ®xj ). We begin
by marginalizing over the true individual parallaxes $1 and
$2 and the true proper motion difference ∆µ to account for
observational uncertainties in these quantities:
P(®xi |C1, ®xj ) =
∫
d$1 d$2 d∆µ P($1, $2,∆µ, ®xi |C1, ®xj ). (31)
Now we can substitute for ®xi and factor out $′1, $′2,
and ∆µ′, as observed quantities are dependent only on their
underlying values (and their associated, correlated uncer-
tainties):
P(®xi |C1, ®xj ) =
∫
d$1 d$2 d∆µ P($1) P($2)
× P($′1, $′2,∆µ′ |$1, $2,∆µ)
× P(θ,∆µ |C1, ®xj ). (32)
Our assumption that θ and ∆µ are independent allows
us to split the last term in the integrand. Of course, Galac-
tic structure implies that position and proper motion are
not entirely independent. However, accounting for this joint
dependence adds a significant degree of complexity and com-
putational expense to the problem. In the test of our method
in Appendix A, we recover all the previously identified pairs
in the rNLTT catalog, indicating any reduction of the effec-
tiveness of our method due to this approximation is minor.
Equation 32 becomes:
P(®xi |C1, ®xj ) =
∫
d$1 d$2 d∆µ P($1) P($2)
× P($′1, $′2,∆µ′ |$1, $2,∆µ)
× P(θ |C1, α, δ) P(∆µ |C1, µ∗α, µδ) (33)
This integral over $1, $2, and ∆µ is of the form shown
on the left hand side of Equation 25 and can therefore be
calculated using Monte Carlo importance sampling:
P(®xi |C1, ®xj ) ≈ 1N
∑
k
P($1,k ) P($2,k ) P(θ |C1, α, δ)
× P(∆µk |C1, µ∗α, µδ), (34)
where $1,k , $2,k , and ∆µk are N samples generated from the
probability distribution P($′1, $′2,∆µ′ |$1, $2,∆µ). As was
done in Equation 27, this distribution is equivalent to a mul-
tivariate normal distribution, the arguments of which can be
flipped:
P($′1, $′2,∆µ′ |$1, $2,∆µ) = N($1, $2,∆µ |$′1, $′2,∆µ′) (35)
We generate these random samples in the same way as
was done in Section 3.3. First, we generate random proper
motions and parallaxes for each star using the observed mul-
tivariate normal distribution and its covariance matrix using
Equations 28 and 29. ∆µk is then determined from the scalar
difference of randomly selected proper motions of each of the
two stars using Equation 6.
To determine the θ term in Equation 34, we recognize
that as θ increases, the probability of random alignments in-
creases linearly. This is because the probability of a star hav-
ing a randomly aligned companion at an angular separation
θ is found from the integrated stellar density around an in-
finitesimally thin annulus of radius θ. For a population with
a linearly increasing density in space (or a uniform density),
this probability is proportional to 2pi θ and the stellar den-
sity at the central star’s position. So long as changes in the
stellar density does not substantially deviate from linearity
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on spatial scales larger than the typical binary separation,
this approximation is appropriate.
Using an analogous argument, the ∆µ term in Equa-
tion 33 should scale linearly with both ∆µ and the density
in (µα∗, µδ) space. However, Figure 2 shows that, contrary
to what is seen in position space, the density in proper mo-
tion space changes substantially on relatively smaller scales,
particularly at smaller µ where the distribution is strongly
peaked. We tested our prescription by finding the typical
∆µ at which the number of stars surrounding a point signif-
icantly deviates from our linear approximation; while most
wide binaries have ∆µ ∼ 1 − 3 mas yr−1, our approximation
is typically valid for ∆µ < 5 mas yr−1. Nevertheless, our lo-
cally linear approximation may become inaccurate in specific
cases. We leave a higher-order extension of this probability
for future work.
The resulting conditional probabilities for θ and ∆µ can
now be expressed as:
P(θ |C1, α, δ) = 2piN ρ(α, δ) θ.
= 2pi KDE(α, δ) θ (36)
P(∆µ |C1, µ∗α, µδ) =
2pi
N
ρµ(µ∗α, µδ) ∆µ,
= 2pi KDE(µ∗α, µδ) ∆µ (37)
where ρ(α, δ) and ρµ(µ∗α, µδ) are the positional and proper
motion-dependent densities, respectively, and N is the num-
ber of stars in the catalog and serves as a normalization
constant.
To calculate these densities, we generate two separate
KDEs with top hat kernels for stars in the TGAS catalog:
one in (α cos δ, δ) space, and one in (µ∗α, µδ) space. The KDEs
act as smoothing functions that interpolate over the distri-
butions in the two panels in Figure 2 and produce a normal-
ized probability density function in position and µ space.
We use the KDE implementation in the Python package
scikit-learn. This algorithm offers a substantial efficiency
gain as it is based on a tree method, which has a computa-
tional time scaling with O(N logM), where N is the number
of function calls and M is the number of elements in the
tree, rather than the O(NM) scaling of standard KDEs. We
further optimize our algorithm by building the KDE tree
based on a randomly chosen subset of 105 TGAS stars rather
than for the full TGAS catalog. The size of this subset and
the KDE bandwidth are optimized to minimize computation
time while maintaining structure in the position and proper
motion distributions.
The two parallax terms of form P($) in Equation 34
represent the prior probability on parallax in the TGAS cat-
alog. We use the exponentially decaying prior provided in
Equation 24.
Using our Monte Carlo sampling from Equations 28 and
29, and substituting for the functions in Equations 24, 36
and 37, we can now use the sum in Equation 34 to calculate
P(®xi |C1, ®xj ), the likelihood that any particular pair of stars
is the product of a random alignment. Our convergence tests
indicate that 105 random samples provide sufficient accuracy
for our purposes here.
4 CHARACTERIZING CONTAMINATION
We address the problem of separating genuine wide bina-
ries from randomly aligned stars in the TGAS catalog. Our
approach is to first characterize the population of contami-
nating objects, which may be co-moving stars in kinematic
structures such as open clusters, or, more likely, randomly
aligned, unassociated stars.
4.1 Identifying and Removing Open Clusters
In addition to applying our statistical method constructed in
Section 3, we remove any pairs consistent with being mem-
bers of 12 open clusters: the Pleiades, Coma Ber, Hyades,
Praesepe, α Per, IC 2391, IC 2602, Blanco I, NGC 2451,
NGC 6475, NGC 7092, and NGC 2516. We rely largely
on van Leeuwen (2009) to define the astrometric positions
of these clusters, although we update the values based on
Gaia’s improved astrometry (we adjusted the distance to the
Pleiades, for instance). We remove stars that simultaneously
satisfy a position, proper motion, and parallax constraint:
they are within the cluster radius R and have a proper mo-
tion and parallax within the cluster proper motion width
∆µ and a parallax width of ∆$. Table 1 shows the param-
eters used to identify stars in these 12 open clusters. Note
that these are not precisely measured cluster characteristics;
they are “by-eye” approximations to the Gaia astrometry of
several known open clusters.
Additional clusters and moving groups are likely to be
found in the TGAS catalog; indeed, Oh et al. (2016) iden-
tify dozens of such co-moving groups composed of three or
more elements in the TGAS catalog. Such structures typi-
cally span many square degrees on the sky, and are found
with projected separations >1 pc. Our prior on the projected
separation of wide binaries excludes co-moving stars with
these separations from being identified by our algorithm,
and we do not expect co-moving groups to be a strong source
of contamination for our sample. We discuss this possibility
further in Section 7.3.
4.2 Constructing a Sample of Random Alignments
To characterize the contamination from random alignments,
we generate a sample of false pairs by taking the entire
TGAS catalog and displacing it in both position and proper
motion space, by +1◦ in δ and +3 mas yr−1 in both µ∗α and
µδ . We then match each star in this shifted catalog to the
original TGAS catalog; the resulting matches are a cata-
log in which every pair is a random alignment. The size of
this shift is chosen to be large enough that genuine pairs
are not accidentally matched in our false catalog, but small
enough that the local densities in position and proper mo-
tion space around each star are not changed substantially.
This technique is an adaptation of that employed by Le´pine
& Bongiorno (2007).
Figure 4 shows the distances and projected separations
for our sample of random alignments; the top row is the
model with a log-flat prior on a, while the bottom row is for
a power-law prior. We use the average parallax, weighted by
the parallax uncertainties, to calculate the distance to each
pair. The three columns show an increasing posterior prob-
ability from left to right; that random alignments populate
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Table 1. The astrometric parameters of the 12 open clusters from which we remove candidate pairs. RA, Dec, and R provide the position
and angular radius around which we identify stars associated with these clusters. µRA, µDec, and ∆µ define the corresponding proper
motion constraint, and $ and ∆$ define the parallax of each cluster. Note that these are “by-eye” approximations to Gaia astrometry
rather than precisely measured characteristics.
Cluster RA Dec R µRA µDec ∆µ $ ∆$
[deg.] [deg.] [deg.] [mas yr−1] [mas yr−1] [mas yr−1] [mas] [mas]
Pleiades 03:46:00 +24:06:00 8.6 20.10 −45.39 10.0 7.4 2.0
Coma Ber 12:24:00 +26:00:00 7.5 −11.75 −8.69 10.0 11.53 3.0
Hyades 04:27:00 +15:52:12 18.54 110.0 −30.0 30.0 21.3 5.0
Praesepe 08:40:00 +19:42:00 4.5 −35.81 −12.85 10.0 5.49 2.0
α Per 03:30:00 +49:00:00 8.0 22.73 −26.51 5.0 5.8 2.0
IC 2391 08:40:00 −53:06:00 8.0 −24.69 22.96 10.0 6.90 2.0
IC 2602 10:40:48 −64:24:00 2.9 −17.02 11.15 5.0 6.73 2.0
Blanco I 00:04:24 −30:06:00 2.5 20.11 2.43 5.0 4.83 2.0
NGC 2451 07:41:12 −38:30:00 2.0 −21.41 15.61 5.0 5.45 2.0
NGC 6475 17:53:36 −34:48:00 3.5 2.06 −4.98 10.0 3.70 2.0
NGC 7092 21:31:36 +48:24:00 3.5 −8.02 −20.36 5.0 3.30 2.0
NGC 2516 07:57:36 −60:42:00 3.5 −4.17 11.91 7.0 2.92 2.0
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Figure 4. Distances and projected separation s of random alignments generated by matching the stars in the TGAS catalog to a shifted
version of the same catalog. Lines of constant θ, which are the actual observable, are overlaid. The pairs in these panels define the locus
of randomly aligned stars. Relatively few random alignments fall within the blue and green boxes. We note that these panels show that
even individual pairs with angular separations as small as a 1′′ may be comprised of a random alignment. Confirming the binarity of a
particular stellar pair requires precise RV measurements.
the panel with a posterior probability of 99% indicates that
contamination exists even at the highest of posterior prob-
abilities. Importantly, random alignments may exist with
separations down to the angular resolution of the instru-
ment. The green and blue regions in Figure 4 define regions
in distance and θ that are relatively free of contamination;
we discuss these regions further in Section 5.1.
From Equation 16 the posterior probability of a particu-
lar pair being a random alignment is equal to 1−P(C2 | ®xi, ®xj ).
Our model assigns a probability <1% of being a random
MNRAS 000, 1–27 (2017)
Wide Binaries in TGAS 11
102
103
104
N
Log-flat Prior
10-3 10-2 10-1 100
1 - P(C2|~xi, ~xj)
102
103
104
N
Power-law Prior
Figure 5. The probability distribution of the pairs with poste-
rior probabilities above 1% identified using the two different priors
for the orbital separation distribution of binaries. Most pairs are
identified with a posterior probability either near unity or near
zero. Because of this trough in the distribution between the gen-
uine pairs on the left and random alignments toward the right,
our resulting sample of wide binaries is largely insensitive to our
choice of probability cut-off.
alignment to all those pairs in the rightmost panels of Fig-
ure 4, yet by construction none of them are binaries. Future
improvements to our model may help address these imper-
fections. For instance, our model does not currently account
for geometric effects from the non-Euclidean equatorial co-
ordinates which can lead to slight problems in the proper
motion matching for the most widely separated pairs, par-
ticularly at large declinations.5 We assume that these two
distributions are independent, but the proper motion distri-
bution may vary with position. To account for this, a four-
dimensional KDE could be generated based on both position
and proper motion.
5 CONSTRUCTING AND VALIDATING THE
CATALOG
5.1 Identifying Wide Binaries
We now apply our method to the 2,057,050 stars in TGAS.
Matching the entire catalog takes ≈300 CPU hours. Our al-
gorithm is designed to be embarrassingly parallel, and future
searches with larger catalogs can take advantage of large,
high-performance computing clusters.
After removing several hundred binaries consistent with
being in open clusters, our algorithm identifies 33,169 and
17,895 stellar pairs with posterior probabilities above 1%
using the log-flat and power-law priors, respectively, on the
orbital separation distribution, as described in Section 3.3.6
Figure 5 shows the distribution of posterior probabilities
5 To illustrate this effect, imagine two stars with widely separated
right ascensions at high declinations moving directly North. The
two stars will have non-parallel proper motions.
6 Although our prior probabilities are calculated for pairs with
a ≤ 1 pc, non-zero eccentricities may allow us to detect some
binaries with projected separations >1 pc.
for the two sets of pairs. The posterior probabilities tend
to be either very close to unity or very close to zero. This
indicates that although we must choose a critical posterior
probability above which to define a candidate wide binary,
the resulting catalog is relatively insensitive to that choice.
5.1.1 Distances, Angular Separations, and Physical
Separations
Figure 6 shows the distance, angular separation, and pro-
jected physical separation of the candidate wide binaries
identified by our method. Distances are determined for each
pair from the average of the two stars’ parallaxes, weighted
by their uncertainties. As in Figure 4, the different columns
correspond to samples with different posterior probabilities.
Figure 4 and Figure 6 show remarkable similarities in
their left columns, where binaries have posterior probabili-
ties between 1% and 90%: in all four panels there is a locus
of pairs whose density increases at both larger s and larger
distances. This suggests that the vast majority of pairs in
this column in Figure 6 are due to random alignments.
Restricting the samples of false and real binaries to 90%
< P(C2 | ®xi, ®xj ) < 99% substantially reduces the total number
of pairs, but their distributions in the middle panels of Fig-
ures 4 and 6 are still very similar. This similarity between
the false and real binaries implies that vast majority of these
are also random alignments of stars, although there may an
excess of pairs at smaller s in the real data, suggesting that
some of these may be genuine binaries.
The locus of random alignments in the right column in
Figure 4 at larger s and larger distances also exists in our
sample of candidate binaries in the right column of Figure
6. However, the distribution of our candidate binaries with
P(C2 | ®xi, ®xj ) > 99% includes an additional locus of points
with s . 4 × 104 AU. Since these data do not exist in our
sample of random alignments in Figure 4, they are the gen-
uine binaries in our sample. Furthermore, comparing Figures
4 and 6 shows that few genuine binaries are lost by requiring
that pairs have P(C2 | ®xi, ®xj ) > 99%.
Grey lines in Figure 6 show lines of constant angular
separation. The TGAS catalog has a minimum angular sep-
aration cutoff at ≈2′′, but there appears to be a substan-
tial decrease in the population at separations <10′′. This
is clearly seen by the sharp transition at 10′′ in Figure 7,
which shows the angular separation distribution of our sam-
ples from the two methods. Since this decrease scales with
θ rather than s, it cannot be an intrinsic property of wide
binaries. Instead, this transition is most likely due to the in-
put characteristics of the Tycho-2 catalog, rather than our
search method. Future Gaia data releases will be sensitive to
double stars within a fraction of 1′′ (de Bruijne et al. 2015).
An additional test of our wide binary sample can be
made by comparing the scalar proper motion difference of
the two stars in each of the pairs. The left panels of Fig-
ure 8 show this difference, normalized by the proper motion
uncertainties, estimated using the quadrature sum of the
uncertainties on µ∗α and µδ for each star, as a function of
the projected separation. The set of binaries in our sam-
ple with P(C2 | ®xi, ®xj ) > 99% are shown both as points and
the greyscale contours. The bulk of the pairs are consistent
within 3 σ (black horizontal line). However, it is immedi-
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Figure 6. As in Figure 4, but for candidate pairs in our two samples identified using a log-flat and a power-law prior on the orbital
separation. The left panels shows the distribution of pairs with a posterior probability from 1% to 90%. The majority of these pairs are
at large distances and separations, indicating that they are almost all random alignments. The middle two panels, showing pairs matched
with probabilities between 90% and 99% are still dominated by random alignments; however, there may be some genuine pairs in this
bin at distances beyond a few 100 pc and separations within 1′. The right panels show systems with a posterior probability above 99%
and have a clear population of genuine pairs with smaller separations than the locus of random alignments. In this bin, we define two
separate regions with minimal contamination by random alignments: Region 1 with 10′′ < θ < 100′′ and D < 500 pc (green lines) and
Region 2 with 10′′ < θ < 10′ and D < 100 pc (blue lines).
ately apparent that a substantial fraction of binaries (par-
ticularly those at smaller projected separations, where con-
tamination by random alignments is negligible; see Figure
13) have component proper motions that deviate from each
other at a greater than 3 σ significance. This confirms our
claim in Section 2 and predicted by Figure 1: Gaia’s astro-
metric precision is fine enough that it can detect the orbital
motion of a wide binary with a separation of 104 AU, or
equivalently an orbital period of 106 yr. Binaries with the
most significant proper motion differences are typically Hip-
parcos stars with proper motion uncertainties smaller than
≈ 0.25 mas yr−1. A wide binary sample produced from a
method that does not account for this differential proper
motion will fail to identify a large number of wide binaries.
In the right panels of Figure 8, we show the correspond-
ing plot for the parallax difference between the two compo-
nents of the wide binaries, normalized by the uncertainty in
the parallax differences, as a function of the projected sepa-
rations. As expected, most binaries have parallaxes that dif-
fer by less than 1 σ. There is evidence that the parallax dif-
ference increases somewhat at separations larger than 4×104
AU (vertical gray line), where the sample is expected to be
dominated by random alignments. Stellar pairs with paral-
laxes inconsistent at the greater than 3 σ level (but are nev-
ertheless identified by our model with P(C2 | ®xi, ®xj ) > 99%)
are indicated as red points in both the left and right panels.
5.1.2 RVs as a Test and Calibration of Our Method
While our method for identifying candidate wide binaries
relies on five of the six dimensions of phase space, the com-
ponents of genuine wide binaries should also stand out ob-
servationally in the remaining phase space dimension. They
should share essentially the same RVs, whereas randomly
aligned pairs should have a random distribution of RVs. Dif-
ferences in the RVs of the components of a genuine wide
binary should be of order ∆V , which, as Figure 1 shows, is
<<km s−1 for all but the closest wide binaries in this sample.
The Fifth Data Release (DR5) of the RAdial Velocity
Experiment (RAVE; Kunder et al. 2016) provides RVs for
>250,000 Southern stars in TGAS. The typical accuracy of
these RVs is better than 2 km s−1. We download the cross-
match between TGAS and RAVE included in RAVE DR5
and eliminate duplicate entries by retaining the observation
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Figure 7. The angular separation distribution of all pairs with a
posterior probability above 99% for a log-flat (top) and a power-
law prior (bottom). The steep drop off in the distribution at θ <
10′′ is due to the limits of the Tycho-2 survey, while the excess
of systems with θ > 200′′ is due to contamination by random
alignments. Except for pairs with the largest θ, the distributions
are largely identical in both structure and number: the locus of
points with s < 4 × 104 AU, where the majority of the genuine
wide binaries exist, is ≈90% identical between the two samples.
with highest spectroscopic S/N. This produces a catalog of
210,368 stars, which we search for RV information for the
random alignments constructed in Section 4.2.
In Figure 9, we compare the RVs of each star in the
sample of random alignments generated using the power-
law prior for the orbital separation distribution. The typical
RV uncertainties are smaller than the plot symbols; clearly
these pairs have inconsistent RVs. Figure 9 shows some non-
zero covariance in the distribution of samples.7 Also, we
note that matching RVs is a necessary but not sufficient
indicator of any particular pair being a genuine binary: Fig-
ure 9 shows that ≈20% of randomly aligned stellar pairs with
P(C2 | ®xi, ®xj ) > 99% happen to have RVs consistent at the 3σ
level.
In Figure 10 we show, plotted against each other, the
RAVE RVs for 583 pairs from our 17,895 candidate wide
binaries obtained using the power-law prior. We divide the
posterior probability P(C2 | ®xi, ®xj ) into five bins and give the
number of pairs in each bin. The total number of pairs with
RAVE RVs for both components is more than an order of
magnitude larger than that identified by Oh et al. (2016) for
systems with separations <1 pc.
The sequence of panels in Figure 10 shows that our
candidate pairs progressively align along the line of equal
RV as P(C2 | ®xi, ®xj ) increases, unambiguously telling us that
genuine wide binaries are being identified with increasingly
higher confidence, and thus validating our method. The top
7 One possible reason for this may be due to our matching algo-
rithm selecting members of the same kinematic component of the
Galaxy, e.g. thin or thick disk.
middle and top right panels, with P(C2 | ®xi, ®xj ) < 50% and
90%, respectively, still look very similar to the plot showing
random alignments. When restricting to P(C2 | ®xi, ®xj ) > 90%,
however, the behavior is very different, and a large majority
of the 299 candidate pairs in this range have the RVs of the
two components falling very close to the one-to-one line.
However, from our comparison between the distribu-
tions in Figures 9 and 10, candidate pairs with posterior
probabilities between 90% and 99% may still include some
random alignments, in agreement with our conclusions when
comparing Figures 4 and 6. Therefore, to the limits of the
available data, selecting candidates with P(C2 | ®xi, ®xj ) > 99%
is likely to result in the purest sample of genuine wide bina-
ries.
Figure 11 is the same as Figure 10, but for 863 pairs
from our 33,169 candidate wide binaries obtained using the
log-flat prior. Again, this sample is an order of magnitude
larger than that found by Oh et al. (2016) for the same
range of separations. In general terms, the same conclusions
obtained from Figure 10 can be obtained from Figure 11,
the main difference being the different relative numbers of
candidate pairs falling in each probability range.
In the top left panel of Figure 12, we show the difference
in RVs of the two stellar components from our sample of false
binaries with RAVE RVs described in Section 5.1.2. These
show that the population of random alignments increases at
large θ, and is typically of order tens of km s−1.8
Here again, the panels of Figure 12 corresponding to the
catalog from the power-law prior show the progressive nar-
rowing of the distribution of pairs around the equal velocity
line (in this case, ∆RV = 0) as the posterior probability in-
creases, with the overall behavior being markedly different
on either side of P(C2 | ®xi, ®xj ) = 90% probability, i.e., a broad
distribution of pairs for P(C2 | ®xi, ®xj ) < 90%, and a signifi-
cantly narrower one for P(C2 | ®xi, ®xj ) > 90%.
An additional difference is evident when looking at the
distributions as a function of angular separation: candidate
pairs are more broadly distributed at low probabilities than
they are at the highest ones. Visual inspection of the pan-
els in the upper and lower rows in Figure 12 reveals this
without ambiguity. This is to be expected if the majority of
pairs with P(C2 | ®xi, ®xj ) < 90% are contamination from ran-
dom alignments: the probability that two unassociated stars
appear to be co-moving increases with the square of the an-
gular separation. In this way, Figure 12 also argues that the
catalogs are dominated by random alignments below 90%
probability, and by genuine binaries at higher probabilities.
Finally, while the assumption that the components of a
true wide binary share the same RV holds for most systems,
there is one exception: the possibility that one of the com-
ponents of a genuine wide binary is a (closer) binary system
itself. Such hierarchical triples or multiples are not uncom-
mon among wide binaries (Makarov et al. 2008; Tokovinin
2014a,b, 2015; Halbwachs et al. 2017), and the orbit of the
inner subsystem can make the RVs of the components differ
8 Given that use of the log-flat prior produces more contamina-
tion at low probabilities, we focus on the catalog obtained with
the power-law prior for the distribution of orbital separations.
Our conclusions are not altered if inspecting instead the catalog
obtained using the log-flat prior.
MNRAS 000, 1–27 (2017)
14 Andrews, Chaname´, & Agu¨eros
2 3 4 5 6
log s (AU)
0
5
10
15
20
25
30
/
Log-flat Prior / < 3
/ > 3
2 3 4 5 6
log s (AU)
0
1
2
3
4
5
/
2 3 4 5 6
log s (AU)
0
5
10
15
20
25
30
/
Power-law Prior
2 3 4 5 6
log s (AU)
0
1
2
3
4
5
/
Figure 8. The distribution of proper motion differences (left panels) and parallax differences (right panels) as a function of projected
separations for binaries with P(C2 | ®xi, ®x j ) > 99% are shown as both points and greyscale contours. Blue (red) points in both panels
are those pairs in which the stars have consistent (inconsistent) parallaxes at the 3 σ level. The top panels show the sample produced
using the log-flat prior while the bottom panels show the sample produced using the power-law prior. The y axes are normalized to
their uncertainties; σ∆µ is calculated from the quadrature sum of the component uncertainties on µ
∗
α and µδ for both components, and
σ∆$ is calculated from the quadrature sum of the individual (Gaussian) component uncertainties on $. The left panels show that many
genuine binaries exist with proper motions that differ by greater than 3 σ (horizontal line), justifying our claim in Section 2 and predicted
by Figure 1: Gaia’s astrometry is precise enough that to robustly identify wide binaries, the differential proper motion due to orbital
motion must be accounted for. The vertical gray line is at 4×104 AU, the projected separation below which our sample is almost entirely
composed of genuine pairs, as we demonstrate in Section 5.2.
from each other when the comparison is based on a single
epoch. We further discuss this possibility, as well as other
caveats to using RAVE RVs as a calibrator for our method,
in Section 5.2. For now, we note only that these exceptions
are a minority of cases, and matching the RVs of the com-
ponents of a wide binary provides a satisfactory calibration
method for our catalogs.
5.1.3 The Critical Posterior Probability
From all the evidence just discussed, it seems adequate to
require P(C2 | ®xi, ®xj ) > 90% for a candidate pair to be reli-
ably regarded as a genuine wide binary. However, our goal
is to identify as clean a sample of genuine wide binaries as
possible, with no strong selection effects, and to character-
ize them as a population. Our comparison of sample dis-
tances, angular separations, and projected separations for
the random alignments and our candidate binaries in Fig-
ures 4 and 6 demonstrate that most of the pairs with 90%
< P(C2 | ®xi, ®xj ) < 99% are random alignments. With this in
mind, therefore, we require P(C2 | ®xi, ®xj ) > 99% for the wide
binary samples we report and analyze in this paper.
Even at P(C2 | ®xi, ®xj ) > 99%, Figures 10, 11, and 12 show
a small number of pairs that deviate significantly from the
one-to-one and ∆RV = 0 lines. As pointed out earlier, these
pairs could represent contamination from chance alignments
or be hierarchical triple systems. These should be followed
up, ideally with multi-epoch RV measurements, but this is
beyond the scope of the present work.
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Figure 9. Comparison of the RVs of the components of randomly aligned pairs obtained by matching the TGAS catalog to a shifted
version of itself. Typical RV uncertainties are smaller than the plot symbols, indicating these pairs are indeed comprised of randomly
aligned stars. Note that there is some correlation between the two RVs of our sample of randomly aligned stars, possibly due to our
procedure for generating these false pairs by selecting members of the same kinematic component of the Galaxy.
Figure 10. RAVE DR5 RVs for the components of wide binary candidates in TGAS identified using the power-law prior for the
distribution of binary orbital separations. The top left panel shows the distribution of completely random pairs in RAVE DR5 and is the
same as top left panel in Figure 9. Note that for P(C2 | ®xi, ®x j ) < 90%, the RV distribution is consistent with that of the random pairings,
but for P(C2 | ®xi, ®x j ) > 90% it falls along the line for equal RVs, becoming progressively narrower as the posterior probability increases.
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Figure 11. Same as Figure 10 but for the catalog of wide binary candidates identified using the log-flat prior.
Figure 12. ∆RV as a function of angular separation for the components of candidate pairs obtained using the power-law prior for the
binary separation distribution. The distributions for candidate pairs with low probability (P(C2 | ®xi, ®x j ) < 90%) are systematically wider
than those for candidates with high probabilities.
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Figure 13. ∆RV for the candidate TGAS wide binaries with P(C2 | ®xi, ®x j ) > 99% and RAVE matches, normalized to its uncertainty,
as a function of projected separation for both the log-flat prior (top panels) and power-law prior (bottom panels) models. Candidate
pairs with ∆RV less (more) than 3σ are shown as blue (orange) points. The right two panels, which compare the projected separation
distributions, indicate that random alignments begin to dominate the overall distribution of systems at s ≈ 4 × 104 AU for both models.
Restricting for systems with projected separations smaller than this limit (shown by the gray vertical lines) substantially reduces the
contamination.
5.2 Estimating the Contamination Rate
The subset of pairs with RAVE RVs provides us with an
estimate for the rate of contamination due to random align-
ments. In the left two panels of Figure 13, we show the
distribution of projected separations for candidates with
P(C2 | ®xi, ®xj ) > 99% as a function of their RV difference. This
difference is normalized by the quadrature sum of the indi-
vidual RV uncertainties, σ2
∆RV = σ
2
RV,1 +σ
2
RV,2, so that devi-
ations from zero correspond to confidence levels. Horizontal
lines separate those pairs with consistent RVs at the 3σ con-
fidence level (blue points) from those with inconsistent RVs
(orange points). The ratio of the number of candidate pairs
with discrepant RVs to the overall number of candidates
with RAVE matches provides an estimate of contamination.
This method assumes that the subset of our candidate bi-
naries with RAVE matches is a representative sample.
The right two panels of Figure 13 show the distribution
of projected separations for pairs with consistent RVs (blue)
and those with discrepant RVs (orange). Contamination ex-
ists at all separations, but the samples are clearly dominated
by pairs with consistent RVs out to s ≈ 4 × 104 AU. At
larger separations, contamination begins to dominate both
samples. Returning to the left two panels of Figure 13 and
selecting only those systems with s < 4×104 AU (delineated
by the vertical gray lines), we estimate the contamination
fraction at 17% for the log-flat prior (37/224) 16% for the
power-law prior (33/212) models.
We can obtain an additional estimate of the contami-
nation fraction using our sample of random alignments. The
sample shown in Figure 4 produces approximately the same
number of overall candidate pairs with P(C2 | ®xi, ®xj ) > 1%
as our search for real wide binaries (both samples are dom-
inated by random alignments with P(C2 | ®xi, ®xj ) << 99%).
Restricting for those systems with P(C2 | ®xi, ®xj ) > 99% and
s < 4×104 AU, we estimate the contamination fraction using
this method to be 6% (245/4360) and 4% (156/4024) for the
log-flat and power-law prior models, respectively.
How can the two methods for estimating the contami-
nation fraction disagree so strongly for the fraction of sub-
set of systems with s < 4 × 104 AU? Four factors can po-
tentially make the RV-based estimate inaccurate. First, any
star in a wide binary that includes an unresolved binary can
make a genuine system appear as contamination using RVs.
Makarov et al. (2008) suggest that the fraction of common
proper motion pairs that are actually higher order systems
may be as high as 25%. However, if only 10% of the systems
in our sample were triples with an unresolved binary com-
MNRAS 000, 1–27 (2017)
18 Andrews, Chaname´, & Agu¨eros
ponent, our contamination estimate would drop to ≈5%, in
agreement with the estimate from our random alignments.
Second, a consistent RV does not guarantee binarity;
even systems with RVs consistent at the 3σ level may, in
fact, be random alignments with similar, but slightly differ-
ent RVs. Third, if the sample of candidate pairs for which we
found matches in RAVE is not a representative TGAS sam-
ple, any estimate based on it may be inaccurate. Finally, if
the RAVE RV uncertainties are somewhat underestimated,
the contamination fraction would be overestimated.
Our contamination fraction estimate using randomly
aligned pairs avoids these particular uncertainties. The pro-
cedure generating these false pairs is identical to that
producing our catalog of candidate binaries. Furthermore,
we find that restricting for those candidate pairs with
P(C2 | ®xi, ®xj ) > 99%, both the false catalog and our catalog
of wide binaries produces a comparable number of systems
with s > 105 AU, supporting the idea that the false pair
catalog provides a reasonable estimate of contamination for
pairs with s < 4×104 AU. With these these caveats in mind,
we estimate the contamination fraction to be ≈5%.
Regions 1 and 2 in Figure 6, outlined by the green and
blue boxes, are designed to produce subsets of P(C2 | ®xi, ®xj ) >
99% pairs within defined ranges of distances D and angular
separations that have very low contamination. Limited to
10′′ < θ < 100′′ and D < 500 pc, Region 1 takes advantage of
the large sample of genuine binaries at smaller separations.
Region 2 is confined to a distance of 100 pc, while extending
to 10′ to test the distribution of binaries at relatively wider
separations. We estimate the contamination by counting the
number of random alignments falling in these regions. For
the log-flat prior model, our random alignment test gener-
ates 135 false pairs in Region 1 and four false pairs in Region
2, whereas our search identifies 2704 and 461 candidate pairs
in these regions. This corresponds to contamination rates
of ≈5% and 1%, respectively. For the power-law prior, the
same test results in nearly identical contaminations rates
of ≈4% and 1% for the two regions (89/2498 4/458). It is
from these minimally contaminated subsets that we derive
our constraints on the orbital separation distribution of wide
binaries.
6 RESULTS
6.1 The TGAS Catalog of Wide Binaries
We define wide binaries as systems with a posterior prob-
ability above 99% for either the log-flat or the power-law
prior model, and our final catalog of 6196 pairs is the union
of these two samples. The posterior probabilities may dif-
fer substantially between the models, particularly at large s
where the differences in the prior distributions is strongest.
We note that the posterior probabilities are derived
from a calibrated and validated but ultimately imperfect
model; pairs with P(C2 | ®xi, ®xj ) > 99% may still be contam-
inating objects. Indeed, at separations s & 4 × 104 AU, we
suspect most pairs are random alignments regardless of their
probability. We discuss this possibility further in Section 7.3.
Nevertheless, we include these systems in the catalog: they
define the locus of random alignments, and there are likely
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Figure 14. The s distribution of our binary samples identified
using both the log-flat prior (top panel) and the power-law prior
(bottom panel). The left axis shows these distributions normal-
ized to the total number of TGAS stars within the distance ranges
listed, while the right axis shows the overall numbers. Background
lines show the power-law P(s) ∝ s−1.6, which decreases at larger
s. These lines are not fits to the distribution, but rather the nor-
malization is scaled arbitrarily to compare the distribution to the
power-law model at large separations. Regardless of the assumed
prior, there is a drop off in the number of binaries with s >∼ 3×103
AU. The excess at 105 AU is due to random alignments, as can
be seen in the right panels of Figure 6; contamination is expected
as the distance increases, which is why the excess observed in the
sample with 102 < D < 2 × 102 pc (red) is not observed in pairs
within 102 pc (black).
to be genuine pairs within this sample that can be extracted
with a more focused analysis.
We present our catalog in Table 2. When individual
stars match to multiple companions, each pair is listed as a
separate binary; we do not use these systems when determin-
ing the wide binary orbital separation distribution (Sections
6.2 and 6.3). We provide the Gaia source IDs, Tycho-2 source
IDs, positions, proper motions, and parallaxes of the com-
ponents of each system, the posterior probabilities of each
binary being composed of a genuine pair, and their angular
separation.
6.2 The Orbital Separation Distribution of Wide
Binaries
In Figure 14, we show the distribution of projected physical
separations for subsets of pairs within two different distance
limits for our log-flat and power-law prior models. These dis-
tributions are normalized to the total number of TGAS stars
within the listed distance ranges. The small angle limit9 for
our sample leads to an excess of systems at s ≤ 2 × 102 AU
within 102 pc (black) compared with our more distant sam-
ple (red). Importantly, the more distant binaries show an
excess at s ≈ 105 AU that is unseen in the closer sample at
distances ≤ 102 pc. This excess at large separations has been
observed in other wide binary samples (Dhital et al. 2010;
Oelkers et al. 2016) and suggested to be a characteristic of
the Galactic wide binary population.
Were this increase a genuine characteristic of wide bi-
naries, it should be seen in the distributions shown in Fig-
ure 14 of both the samples within 102 pc and that at dis-
tances between 102−2 × 102 pc. Comparison between Fig-
ures 4 and 6 as well as the RV matching shown in Figure
13 demonstrates that this increase occurs at the separation
where random alignments dominate the sample. We con-
clude that the relative flattening and subsequent apparent
excess of the distribution at s ≈ 4 × 104 AU in systems with
102 < D < 2×102 pc corresponds to the transition from gen-
uine binaries to random alignments seen in the right panels
of Figure 6. In particular, our data imply that the previously
reported bimodality within separations of 1 pc in samples of
wide binaries (Dhital et al. 2010; Oelkers et al. 2016) is most
likely due to contamination from random alignments.
Additionally, the distribution of projected separations
of our wide binaries, regardless of our assumed orbital sep-
aration prior, is in conflict with that found by Oh et al.
(2016), who report an increasing distribution of co-moving
pairs with s ranging from a few 103 AU to several pc. How-
ever, our sample is in agreement with CG04 and Le´pine &
Bongiorno (2007), both of who find samples of wide binaries
decreasing at separations larger than a few 103 AU. A ma-
jor advantage of our sample over that of Oh et al. (2016) is
that we explicitly identify and estimate the contamination
fraction; after removing potential contamination our cleaned
sample is nearly two orders of magnitude larger than that of
Oh et al. (2016) for pairs with projected separations smaller
than 4 × 104 AU. If these authors introduced a strong se-
lection function that distorts the observed distribution of
stellar pairs, the difference between their sample and ours
can be resolved.
Oh et al. (2016) further identify a set of co-moving
pairs with s & 1 pc, speculating that these may be the un-
bound remnants of ionized binaries whose components dis-
perse in phase space during their orbital evolution. As Jiang
& Tremaine (2010) demonstrate, such co-moving pairs may
be prevalent in the nearby Galaxy. We discuss the nature of
the population of pairs with separations s & 1 pc in Section
7.3; for now we note that the distribution of wide binaries
reported by Oh et al. (2016) increases in the same way as a
population of purely random pairs, a sign of potential con-
tamination.
Our sample of wide binaries shows a sharp cutoff at
separations of a few 105 AU. This corresponds to the limits
imposed by our binary model defined in Section 2: based on
the expectation that (gravitationally bound) binaries do not
survive for long at orbital separations beyond the Galactic
9 Although our catalog of wide binaries contains pairs with sep-
arations as small as 2′′, Figure 7 shows there is a substantial
observational bias in effect at θ < 10′′.
MNRAS 000, 1–27 (2017)
20 Andrews, Chaname´, & Agu¨eros
tidal limit, our model has a strict upper limit that a ≤ 1 pc.
As noted earlier, binaries with separations >1 pc may exist
and indeed have been identified (e.g., CG04; Shaya & Olling
2011). However, our results indicate that correctly identify-
ing such widely separated systems as genuinely associated
pairs is very challenging.
The dotted lines in Figure 14 correspond to the power-
law distribution observed by CG04 and Le´pine & Bongiorno
(2007) with P(s) ∝ s−1.6. These lines are scaled vertically
to compare the distribution to the power-law model at large
separations. Random alignments artificially increase the dis-
tribution at large s for the pairs with 102 < D < 2 × 102 pc.
Because the D < 102 pc sample has less contamination at
larger s, the power-law provides a reasonable model from
≈5×103 to 105 AU. In the following section, we demonstrate
that this decrease at large s cannot be due to observational
biases in detecting binaries with large θ. The distribution of
s is clearly inconsistent with O¨pik’s Law for s >∼ 104 AU, and
it is not bimodal for s . 1 pc.
6.3 Comparison to Models
To go beyond our by-eye comparison to the power-law sep-
aration distribution shown in Figure 14, we wish to use
our full catalog of 6196 systems with posterior probabili-
ties above 99%. The interdependence of distance, projected
separation, and angular separation of these binaries shown
in the right panels of Figure 6 demonstrates the difficulty in
deriving the underlying distribution of physical separations.
Contamination at large s, bias introduced by the distance
distribution of stars in TGAS, and the angular resolution
limit of TGAS at small s may all cause inaccuracies when
determining the distribution of s. Our approach is to gen-
erate a sample of synthetic wide binaries from an arbitrary
binary population model, convert those binaries to an angu-
lar separation distribution, P(θ), accounting for the angular
separation limits and distance dependence of TGAS. In this
way, we are calculating P(θ) as predicted by the models to
directly compare to subsets of our sample of binaries.
We restrict ourselves to Regions 1 and 2, defined in
Figure 6, to calculate P(θ) expected from the model by inte-
grating over the two oblique regions in D-s space and then
factoring terms based on independence:
P(θ) = Z
∫ Dmax
0
∫ smax
smin
dD ds P(θ,D, s)
= Z
∫ Dmax
0
∫ smax
smin
dD ds P(θ | D, s) P(D) P(s),(38)
where Z is an integration constant to normalize the prob-
ability and smin and smax are the minimum and maximum
projected separations, respectively, to which we are sensi-
tive. For a given distance, these are limited by our angular
separation constraints: at the close end by the angular sen-
sitivity of the Tycho-2 catalog and at the distant end by our
search radius of 100′′ for Region 1 and 10′ for Region 2.
Since θ can be expressed as a function of D and s, Equa-
tion 38 can be reduced by substituting a Dirac delta function
for P(θ | D, s):
P(θ) = Z
∫ Dmax
0
∫ smax
smin
dD ds δ
[
θ − s
D
]
P(D) P(s). (39)
The delta function reduces the inner integral over s. After
dividing by the Jacobian term, 1/D, which comes from the
derivative of the argument of the delta function, Equation
39 becomes:
P(θ) = Z
∫ Dmax
0
dD D P(D) P(s∗), (40)
where s∗ = θD. P(D) is the distance distribution of our
sample of binaries, and P(s∗) depends on the specific bi-
nary model used. We determine P(D) empirically by gen-
erating a KDE from the subsample of our binaries with
5 × 103 < s < 5 × 104 AU. This sample should be free of
biases imposed by the TGAS angular separation limits and
of contamination from random alignments at large s.
To generate P(s), we create 105 binaries with randomly
chosen orbital parameters and calculate the projected phys-
ical separation in the same way as described in Section 3.3.
A thermal eccentricity distribution is assumed. Again, we
generate P(s) for two models, one with a log-flat distribu-
tion for the orbital separation in the range 10 R−1 pc, and
one with a power-law of index −1.6. We approximate each
of these distributions of 105 random binaries with gaussian
KDEs to generate P(s).
The integral in Equation 40 is normalized over the entire
range of θ. To obtain P(θ) over the range to which we are
sensitive, we need to calculate the integration constant Z:
Z−1 =
∫ θmax
θmin
dθ P(θ), (41)
where θmin and θmax are the angular separation limits defin-
ing the region to which we are sensitive. To avoid incom-
pleteness at small separations and random alignments at
large separations, we set θmin to 10′′ and θmax to 10′ for
Region 1 and θmax to 100′′ for Region 2.
We compare the actual P(θ) for binaries in our two sam-
ples to these distributions. For both the log-flat and power-
law distributions, we find P(θ) by numerically calculating
the integral in Equation 40. Each panel in Figure 15 com-
pares P(θ) for each of these two models. The top row of pan-
els shows the distributions for our sample using the power-
law model as our binary population prior, while the bottom
panel shows that for the log-flat prior. The two columns
compare the distributions for Region 1 extending to 10′ and
100 pc and Region 2 extending to 100′′ and 500 pc.
The left panels in Figure 15, calculated using those bi-
naries in Region 1, focus on the distributions of pairs with
small θ. Although the two samples are very similar at these
separations, the number of binaries in our sample allow us
to discern between the two models. For θ <∼ 80′′, the popu-
lation starts to have a shallower slope, closer to the log-flat
distribution. This indicates that the turnover observed at
separations of ≈5 × 103 AU in Figure 14 is genuine.
The right two panels, calculated for binaries in Region
2, show that, regardless of the binary population model as-
sumed, at separations out to 300′′ the observed population
matches the power-law distribution. Beyond 300′′, the distri-
bution deviates slightly, which may be due to the increased
importance of random alignments (however, the uncertain-
ties at separations beyond 300′′ are large). At smaller angu-
lar separations, the two models overlap.
Importantly, our results are identical regardless of the
priors we use: both models show that P(s) should be roughly
MNRAS 000, 1–27 (2017)
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Figure 15. P(θ) for two models: one based on O¨pik’s Law, in which a is selected randomly from a log-flat distribution (dotted lines), and
one with a power-law distribution (dashed lines). P(θ) in both cases is calculated using the method outlined in Section 6.3. We compare
these models to the two different samples of pairs we generate, one using the log-flat prior (top panels) and one using the power-law prior
(bottom panels). The left and right columns of panels are computed for Regions 1 and 2, respectively, shown in Figure 6 and described
in Section 6.2. In every panel, we compare our samples to the two model distributions. Regardless of the prior distribution assumed,
our model robustly indicates that at larger separations, θ corresponds to a power-law steeper than flat and consistent with P(s) ∝ s−1.6,
while at smaller separations the distribution flattens out and is consistent with a log-flat distribution.
log-flat at small separations and scale with roughly s−1.6
at large separations. These results are consistent with the
results of CG04 and Le´pine & Bongiorno (2007), both of
whom, using independent samples, find a flattening of the
distribution at small s. For instance, Le´pine & Bongiorno
(2007) determines that P(s) ∝ s−1 for s < 2500 AU while at
larger separations, P(s) ∝ s−1.6; for θ < 10′′, the log-flat and
power-law distributions diverge further. Future Gaia data
releases will be sensitive to these differences.
7 DISCUSSION
7.1 Comparison with Pre-Gaia Wide Binary
Samples
Searches of proper-motion catalogs for wide binaries have
used different astrometric catalogs and were therefore sen-
sitive to different samples of wide binaries. We briefly sum-
marize the work of several of these groups before comparing
their samples to that identified in this work.
CG04 searched the rNLTT catalog, a reanalysis of stars
in the NLTT catalog (Salim & Gould 2003), to identify wide
binaries among common proper motion pairs. The stars in
this catalog extend to V ≈ 19 mag; the relative proper motion
sensitivity is ≈3 mas yr−1.
Le´pine & Bongiorno (2007) searched for common proper
motion companions to Hipparcos stars in the LPSM-North
catalog, a catalog identified using a reanalysis of the stars
in the Digitized Sky Survey and containing stars with µ >
0.15′′ yr−1 (Le´pine & Shara 2005). Since the primary stars
are found in Hipparcos data, this catalog contains the bright-
est and nearest stars.
Dhital et al. (2010) searched SDSS for common proper
motion pairs containing low-mass stars. Proper motions are
provided by the SDSS team by comparing to photometric
plates from the USNO-B and POSS-II surveys (Munn et al.
2004). The digital nature of SDSS and the long time baseline
results in proper motions with precisions ≈few mas yr−1 for
stars as faint as g ≈ 20 mag. However, this sample is limited
by several factors: source confusion prevents pairs with an-
gular separations .7′′ from being identified and SDSS has
a bright limit of g ≈ 14 and limited sky coverage.
Finally, Shaya & Olling (2011) searched the Hippar-
cos catalog for wide binaries. This sample includes only
the brightest pairs, since the Hipparcos catalog is limited to
V . 9 mag; however, the resulting catalog extends to proper
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Figure 16. The two panels in each column show the distribution of angular separations, proper motions, and magnitudes for four
samples of wide binaries in the literature and for the sample identified in this work. While previous catalogs were limited to nearby pairs
with large proper motions, the TGAS astrometric precision allows us to identify binaries with proper motions down to a few mas yr−1.
However, the photometric limitations of the Tycho-2 catalog result in the pairs identified in this work being relatively brighter than
previously identified pairs (with the exception of the catalog of Shaya & Olling 2011, which is based on stars with Hipparcos astrometry).
Future Gaia data releases should allow us to extend this sample to fainter magnitudes. Note that the magnitudes shown are in the bands
provided in the respective catalogs.
motions as small as a few mas yr−1. Shaya & Olling (2011)
were able to identify such slowly moving pairs because their
algorithm also matched stars based on Hipparcos parallaxes.
The left four columns in Figure 16 compares the angular
separations, magnitudes, and proper motions of pairs iden-
tified in the catalogs of CG04, Le´pine & Bongiorno (2007),
Dhital et al. (2010), and Shaya & Olling (2011).10 The right
column shows the distributions for the wide binaries identi-
fied in this work. The bottom panel in the rightmost column
demonstrates that, like for Shaya & Olling (2011) and Le´pine
& Bongiorno (2007), our pairs tend to be at brighter mag-
nitudes (Gaia g . 11 mag), reflecting the relatively bright
faintness limit of the Tycho-2 catalog. However, even more
so than Shaya & Olling (2011), we are identifying pairs with
smaller proper motions.
The number of pairs in each catalog is provided in the
top panel of each column. Our catalog represents an increase
in size of a factor of ≈5-10 over each of the previous catalogs.
At the same time, the CG04 and Dhital et al. (2010) catalogs
shown in Figure 16 indicate that many more pairs exist with
fainter magnitudes and large proper motions. Therefore, we
can infer that the sample of wide binaries identified in this
work represents a small subset of a much larger population
that will be identified in future Gaia data releases.
10 We only include those pairs identified by Shaya & Olling (2011)
with a probability above 50%.
7.2 The Impact of Our Assumptions
We discuss two of the three most important assumptions we
made in constructing our catalog: the prior on the parallax
and the binary fraction. The other assumption, about the
input binary population model, was discussed in Section 3.3.
7.2.1 The Prior on the Parallax
Through their analysis of individual stars, Astraatmadja &
Bailer-Jones (2016) test several prior distributions on par-
allax. These authors identify a model with an exponentially
decreasing density with a scale length of 1.35 kpc as a reason-
ably accurate description of the parallax distribution. This
is the prior we use, and we provide its functional form in
Section 3.3.
As discussed by Lutz & Kelker (1973) and confirmed for
Gaia data by Astraatmadja & Bailer-Jones (2016), the astro-
metric parallax is a poor measure of distance when its frac-
tional uncertainty, σ$/$, is >∼20%. Stars with small σ$/$
(which are usually closer by) are less sensitive to the assumed
parallax prior. Since the typical TGAS σ$ ≤ 0.3 mas, the
parallaxes should be accurate for stars within <∼700 pc, which
describes the vast majority of our wide binaries.
We test this assumption by running our algorithm with
an empirically motivated parallax model based on the dis-
tribution of observed parallaxes. Specifically, we generate a
KDE of a subset of parallaxes in the TGAS catalog to ap-
proximate this distribution. Uncertainties will tend to make
a population of stars with small parallaxes appear somewhat
closer, and therefore to have larger parallaxes, than at their
MNRAS 000, 1–27 (2017)
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true distances (Lutz-Kelker bias; Lutz & Kelker 1973). Our
empirical parallax prior is therefore an extreme case.
After comparing the results of our model to the two
different parallax distributions, we find that the samples at
separations <∼few 104 AU, from which we draw our conclu-
sions about the properties of wide binaries, remain essen-
tially unchanged. Since these very different parallax distri-
butions produce nearly identical wide binary catalogs, we
conclude that our results will be unaffected by even large
differences in parallax prior probabilities. However, we note
that this may not be true for future Gaia catalogs with dif-
ferent proper motion, parallax, and magnitude properties.
7.2.2 The Binary Fraction
Estimates of the binary fraction are a strong function of
mass, and range widely, from 44% for solar-like stars (Ragha-
van et al. 2010) to >80% for O stars (Chini et al. 2012).
However, these fractions are typically calculated for spec-
troscopic binaries. For wide binaries, Le´pine & Bongiorno
(2007) calculated that at least 10% of nearby Hipparcos stars
have companions at separations >103 AU, and the wide bi-
nary fraction may be somewhat larger. Here, we assume that
the total binary fraction fbin is 50%, which enters into Equa-
tion 15 as the prior probability on C2. The prior is nor-
malized such that half of these stars, or 25% overall, have
companions with separations >102 AU.
In addition, we define fbin to be the fraction of binaries
visible to Gaia, rather than the fraction of all stars in bina-
ries. Due to the relatively bright faint limit of Tycho-2 pho-
tometry, many stars with faint companions cannot be iden-
tified in our data. If the wide binary fraction in the Galaxy
is 50%, we would need a somewhat lower value for fbin to
account for our inability to detect pairs with faint compan-
ions. This bias will be substantially reduced in future Gaia
data releases.
Fortunately, there is some freedom in our model to ac-
count for an inaccurate value for fbin, as it scales monoton-
ically with our posterior probability P(C2 | ®xi, ®xj ) in Equa-
tion 15. If our adopted value for fbin is too high, it will
be reflected in the distribution of P(C2 | ®xi, ®xj ) for both gen-
uine pairs and random alignments. In separating genuine
binaries from random alignments using our independent RV
and random alignment tests, we calibrate the critical value
for P(C2 | ®xi, ®xj ) and account somewhat for our ignorance of
fbin. Indeed, one of the reasons we find a critical value for
P(C2 | ®xi, ®xj ) of 99% rather than a more intuitive 50% may
be because our assumed value of fbin is too high.
7.3 Stellar Pairs at pc-scale Separations
Stellar pairs with s & 1 pc are quickly dissociated by the
Galactic tide and are therefore not formally bound. However,
these formerly bound pairs, which we consider co-moving
pairs rather than binaries, may remain in similar locations
in phase space for many orbits around the Galaxy (Jiang &
Tremaine 2010). Jiang & Tremaine (2010) find two peaks in
the distribution of stellar separations, one well within 1 pc
and one at several 100 pc. Importantly, regardless of their
input model, these authors find that the trough in the dis-
tribution of stellar separations between these two peaks is
at ≈5 Jacobi radii (≈10 pc in the local Galactic neighbor-
hood). There is a strong motivation to identify stellar pairs
at separations >1 pc since detection of this trough followed
by the second peak in the projected separation distribution
of co-moving pairs would provide confirmation of the disso-
ciating effect of the Galactic tide and potentially a powerful
probe of Galactic structure.
Previous authors have claimed to identify large num-
bers of binaries or co-moving stellar pairs at wide separa-
tions (Shaya & Olling 2011; Oh et al. 2016; Oelkers et al.
2016), and our search method identifies candidate binaries
at projected separations ∼pc. Here we list several reasons
that lead us to suspect that a large fraction of these stellar
pairs, and by extension potentially those in other samples,
are randomly aligned stars.
First, Figure 6 shows that these pairs have positions in
log D−log s space coincident with that of our sample of ran-
domly aligned stars, derived from applying our method to
a shifted version of the TGAS catalog. Second, the popula-
tion of these pairs is strongly sensitive to the assumptions of
the model. Our log-flat and power-law priors produce very
different numbers of candidate pairs with s ∼ 105 AU. This
implies that the identification of any individual co-moving
pair at these separations is tenuous and model-dependent.
Third, Figure 14 shows that, regardless of the underlying
model assumptions, the distribution of pairs at s ∼ 105 AU
is distance-dependent. This population is seen in the distri-
bution of our sample at distances between 102 and 2 × 102
pc, but not in the distribution within the nearest 102 pc.
However, there is no clear reason why genuine co-moving
pairs with pc-scale separations might exist at distances be-
yond 102 pc, but not within 102 pc. Furthermore, in Figure
13 we show the difference in RVs of pairs with RAVE data
as a function of s. Our results indicate that stellar pairs
with s & 4 × 104 AU identified from TGAS, even with high
posterior probabilities, typically have inconsistent RVs.
Nevertheless, co-moving pairs at these wide separations
may exist, and if they do, our method and others may clas-
sify them as candidates. For instance, Oh et al. (2016) iden-
tify a sample of co-moving pairs in TGAS with s & 1 pc
and demonstrate using matching with RAVE that the ma-
jority with a separation <few pc have consistent RVs. How-
ever, at separations >few pc, the RVs quickly become more
consistent with random alignments. Furthermore, these au-
thors find a distribution of projected separations linearly
increasing out to s ≈ 10 pc, the separation at which Jiang
& Tremaine (2010) predict a trough in the distribution of
genuine co-moving pairs. This increasing distribution with
projected separation can be readily explained if the Oh et al.
(2016) sample is dominated at these separations by ran-
domly aligned stellar pairs: the number of random align-
ments increases with phase space volume, and therefore lin-
early with projected separation.
Oelkers et al. (2016) find several thousand co-moving
pairs at separations >1 pc. As these authors estimate con-
tamination based on an assumed Galactic model rather than
a data-driven, independent method such as matching RVs,
we suggest that at separations >∼4 × 104 AU random align-
ments may be a significant source of contamination in their
catalog, similar to what we see in our data.
Identifying wide stellar pairs that cluster in phase space,
as is done by Oh et al. (2016), may be effective for detecting
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co-moving stellar conglomerations such as triple or higher
multiplicity systems, open clusters, OB associations, and
moving groups. However, the analysis we perform indicates
that at separations beyond ∼1 pc it becomes increasingly
difficult to separate isolated co-moving pairs from randomly
aligned stars. We suggest that future searches for such pairs
include careful accounting for contamination and, if possible,
validation with RVs.
7.4 Using this Catalog
Before using the catalog provided in Table 2 there are a
number of caveats to consider. First, the immense majority
of pairs with posterior probabilities >90% are likely to be
random alignments, and our results are derived from only
those systems with posterior probabilities >99%. Neverthe-
less, there may be some contaminating random alignments
in this sample. As discussed in Sections 5.1.1 and 5.1.2, ran-
domly aligned pairs typically have s > 4 × 104 AU, while
pairs with s < 4 × 104 AU are mostly genuine.
However, the transition between genuine pairs and ran-
dom alignments is not sharp; genuine pairs with s > 4 ×
104 AU likely exist in our catalog, as may random align-
ments with very small separations. In particular, Figure 4
shows that random alignments may have angular separations
as small as 1′′. To obtain a large and pure sample, we suggest
using the subset of our candidate pairs in which the power-
law posterior probability is above 99% and s < 4 × 104 AU.
Based on the tests described in Section 5.1.2, we expect the
contamination of such a sample to be <∼5%.
Contamination due to random alignments becomes even
less problematic for the candidate pairs falling within Re-
gions 1 and 2 in Figure 6. Contamination is nearly non-
existent for pairs in Region 2 in particular. However, these
data are subject to important observational biases, partic-
ularly in distance. When deriving sample statistics where
sensitivity to distance may be relevant, this bias should be
taken into account. In Section 6.3, we describe one method
for taking this into account using a Bayesian formalism.
Although we do not expect any bias in terms of θ to exist
at separations larger than 10′′, Figure 7 shows a marked
decrease in the number of stellar pairs with θ < 10′′.
8 CONCLUSIONS
8.1 Summary of Results
We present a method to identify wide binaries by matching
pairs of stars based on their positions, proper motions, and
parallaxes. We make no effort to identify co-moving stars in
stellar clusters, moving groups, or higher multiplicity sys-
tems. We use a fully Bayesian method to discern between
randomly aligned double stars and genuine binaries. Uncer-
tainties on the astrometric quantities as well as their covari-
ances are properly included in our analysis. We argue (and
confirm using our resulting sample) that Gaia’s astromet-
ric precision is fine enough to identify small differences in
the proper motions of stars in wide binaries due to orbital
velocity. We account for these slight velocity differences in
our search algorithm. Furthermore, our method makes no
assumptions about the structure of the Galaxy, and we cal-
ibrate it using independent RV observations.
As a test, in Appendix A we apply our algorithm to
the subset of the revised NLTT catalog with parallaxes
measured by Hipparcos (Gould & Salim 2003). Chaname´ &
Gould (2004), whose search algorithm did not include par-
allax, identify 44 wide binaries in this sample. We re-detect
these 44 binaries and find an additional 72 new wide bina-
ries. This test demonstrates both the discerning power of
including parallax as a matching criterion and the success
of our method at parsing catalogs to identify wide binaries.
After applying our method to the 2×106 stars in the
TGAS catalog, we identify 6196 wide binaries with a pos-
terior probability above 99% in at least one of the catalogs
produced using our two prior probability distributions for
the orbital separation. Matching stars in our pairs with the
RAVE catalog provides a subsample of our catalog that have
RVs for both components. These RVs provide a test for our
method: widely separated but gravitationally bound bina-
ries should have components with matching RVs (modulo
the presence of hierarchical triples). This test indicates that
our catalog has a high fidelity and is largely free of unasso-
ciated, randomly aligned pairs.
When compared to catalogs of previously identified
wide binaries, the pairs in this catalog are typically brighter,
due to the magnitude limits of the Tycho-2 catalog. Never-
theless, our pairs extend to much smaller proper motions;
where previous wide binary catalogs only include binaries
with large proper motions, our sample contains binaries with
proper motions as small as a few mas yr−1.
Our sample suffers from strong biases at both small sep-
arations, due to the angular separation limits of the Tycho-2
catalog, and at large angular separations, where contami-
nation from randomly aligned pairs dominates the sample.
Nevertheless, we define a method to compare an arbitrary
distribution of binary separations with our biased sample.
Our sample indicates that at large physical separations,
the distribution of binaries follows roughly a power-law with
an index of −1.6, in agreement with the wide binary distri-
butions identified by both Chaname´ & Gould (2004) and
Le´pine & Bongiorno (2007). At smaller separations, the dis-
tributions flatten to a power-law index closer to −1 (O¨pik’s
Law). Importantly, these results are robust, as they are inde-
pendent of whether our model assumes a log-flat or a power-
law distribution as a prior on the orbital separation. A larger
sample at a wider range of angular separations is needed to
better determine the exact shape of this distribution.
Finally, we do not find a bimodality in the separations,
as reported by previous authors (Dhital et al. 2010; Oelk-
ers et al. 2016). Using RVs and comparing our catalog to
a sample of random alignments, we demonstrate that the
majority of candidate pairs identified by our method with
s & 4 × 104 AU are composed of randomly aligned, unasso-
ciated stars. We nevertheless include these pairs in our cat-
alog, since a more focused analysis may be able to extract
genuine binaries and co-moving pairs from this sample.
Future Gaia data releases will include RVs for stars
brighter than ≈15 mag. Such measurements allow an im-
portant additional constraint on the binarity of widely sep-
arated pairs, potentially identifying wide binaries by match-
ing their positions in full six-dimensional phase space. How-
ever, stars with matching parallaxes and proper motions but
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mismatched RVs may still be associated: the pair may actu-
ally be a hierarchical triple, with one star in the pair a close,
unresolved binary. Engaging in RV follow-up of matched
pairs with mismatched RVs may prove to be a unique and
efficient method for identifying a population of hierarchical
triple systems.
8.2 Application to Future Gaia Data Releases
Our method is designed to take advantage of Gaia’s precise
astrometry while remaining scalable to larger data sets. Our
current algorithm has a computational cost of a few 100
CPU hours for the 2×106 stars in the TGAS catalog. With
modest optimization, this algorithm should be applicable to
the 109 stars expected in the upcoming Gaia data releases.
Given the magnitude limits of the first Gaia data re-
lease, the pairs identified here are likely to have mass ra-
tios close to unity. We therefore postpone any discussion of
population statistics in terms of stellar masses for this sam-
ple. Upcoming data releases will extend the sample of stars
with five-dimensional astrometry to V ≈ 20. Using the yields
from previous searches for wide binaries as an indicator, we
estimate that searches through these future Gaia data sets
will produce 104−105 wide binaries. This population will be
large enough to identify robustly the underlying population
of wide binaries as a function of mass and ultimately test
various models for the formation of wide binaries.
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APPENDIX A: TESTING OUR METHOD WITH
THE REVISED NLTT CATALOG
Before applying our method to the TGAS catalog, we tested
it against a set of wide binaries already identified in the
literature from an astrometric catalog: the rNLTT catalog
(Gould & Salim 2003; Salim & Gould 2003), which con-
tains 36,085 entries with a typical µ uncertainty of several
mas yr−1. The stars in rNLTT are mostly at latitudes above
and below the Galactic Plane and were selected based on
their large proper motions. Because of this low density in
both position and proper motion space, the probability of
randomly aligned pairs is substantially smaller in rNLTT
than in TGAS.
Since our method requires parallaxes, we tested it only
on the 8288 rNLTT stars with Hipparcos parallaxes. We
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Figure A1. The 44 wide binaries with Hipparcos parallaxes in
the CG04 catalog (black), all of which we recover, and the 72
newly detected wide binaries (red). Top — Proper motion dif-
ference as a function of angular separation for pairs in the two
samples. Bottom — Parallax as a function of proper motion. On
average, our newly detected binaries are found at larger angular
separations, and have smaller parallaxes and proper motions than
the previously identified rNLTT pairs with parallaxes.
found 213 pairs with a posterior probability >99% of being a
genuine binary. However, a fraction of these pairs have both
components of the binary matched to the same Hipparcos
star; after removing these, we identified 116 wide binaries in
the rNLTT catalog.
Chaname´ & Gould (2004) found 999 wide binaries in
the rNLTT catalog; 44 of these have Hipparcos parallaxes
for both components. There are some important differences
between our search algorithm and the approach of CG04.
CG04 made proper motion cuts, using a limit for ∆µ of 20
mas yr−1, a factor of three larger than typical uncertainties
on ∆µ. Our method includes uncertainties in proper motion
as well as a quantification of binary probability as a function
of θ, ∆µ, and position in position-proper motion phase space.
On the other hand, to remove potential contaminants, CG04
calculated a modified reduced proper motion to discern be-
tween disk and halo populations. Clearly, true binaries can-
not contain stars from different populations, a powerful con-
straint that is not built into our method (matching TGAS
parallaxes does provide a similar, alternative constraint).
Given these differences, we did not expect the result-
ing binary samples to be identical. Encouragingly, however,
we recovered all 44 CG04 pairs with Hipparcos parallaxes;
the other 72 pairs in our sample are newly identified wide
binaries. We compare the two samples in Figure A1.
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We leave discussion and follow-up of these pairs for fu-
ture work. For now we note that even in catalogs such as
rNLTT that have been mined for wide binaries, there may
be a substantial number of true pairs still to be identified.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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