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Abstract
The paper studies properties of continuous time processes with spectrum degeneracy at a single
point where their Fourier transforms vanish with a certain rate. It appears that these processes are
predictable in some weak sense, meaning that convolution integrals over future times can be approxi-
mated by causal convolutions over past times with kernels selected independently on the inputs. The
corresponding predicting kernels are presented explicitly in the frequency domain. These predictors
feature some robustness with respect to noise contamination.
Keywords: Fourier transform, spectrum degeneracy, Kolmogorov-Krein Theorem, pathwise set-
ting, linear predictors.
I Introduction
The paper studies properties of continuous time processes with spectrum degeneracy. In stochastic setting,
the classical results for continuous time stationary Gaussian stochastic processes with the spectral density
φ is the Kolmogorov-Krein Theorem: the future values are predictable with zero error if and only if∫ ∞
−∞
log φ(ω)
1 + ω2
dω = −∞; (1)
see, e.g., [10], p. 57. For discrete time stochastic processes, a similar criterion is given by the classical
Szego¨-Kolmogorov Theorem; see, e.g., recent literature reviews in [1].
We consider a pathwise deterministic setting, i.e., without probabilistic assumptions on the ensemble,
where we deal with a single path deemed to be unique and such that one cannot rely on statistics collected
from observations of other similar paths. A decision (a prediction, an estimate, etc.) has to be based on
the intrinsic properties of this single observed path.
The author is with the School of Electrical Engineering, Computing and Mathematical Sciences, Curtin University, GPO
Box U1987, Perth, 6845 Western Australia.
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There are also some enchanted opportunities for prediction and interpolation of continuous time pro-
cesses in pathwise setting with certain degeneracy of their spectrum.
• The classical Nyquist-Shannon-Kotelnikov interpolation theorem for the band-limited continuous
time functions shows that a band-limited function can be uniquely recovered without error from
a infinite equidistant sampling sequence. The sampling rate must be at least twice the maximum
frequency present in the signal (the critical Nyquist rate).
• Continuous time functions with periodic gaps in the spectrum can be recovered from sparse samples
below the Nyquist rate; see [12, 13, 17, 18, 2, 21, 22].
• Continuous time band-limited functions are analytic and can be recovered from their values on an
arbitrarily small time interval. In particular, band-limited functions are uniquely defined by their
past values, i.e. predictable.
• Continuous time functions with exponential decrease of energy on higher frequencies are uniquely
defined by their past values. There exist linear predictors that do not require to know the spectrum,
with the prediction horizon defined by the rate of the energy decrease [4].
• Continuous time functions with the Fourier transform vanishing on an arbitrarily small interval
(−Ω,Ω) for some Ω > 0 are uniquely defined by their past values; there are linear predictors that
do not require to know the spectrum and allow to predict anticausal convolutions involving the
future values [3].
The present paper shows that a mild degeneracy of the Fourier transform at a single point only still
ensures some extrapolation opportunities in the pathwise deterministic setting. It appears that processes
featuring this degeneracy are predictable is some weak sense, meaning that anti-causal convolution in-
tegrals over future time can be approximated by causal convolution integrals over past time (Theorem
1). This result sheds some new light on the impact of spectrum degeneracy on the predictability and
extrapolation.
We emphasize that this result is not a straightforward rewording of criterion (1) applicable for stochas-
tic Gaussian processes with the spectral densities. The properties of these stationary processes are quite
special and cannot be mechanically transferred to deterministic functions and their spectrums. For exam-
ple, it appears that the criterion of recoverability of a single value for a discrete time stationary Gaussian
process is different than in the pathwise pathwise deterministic setting ([8], p.86).
To prove the predictability of the anti-causal convolutions, we obtained a family of new linear pre-
dictors represented by causal convolutions (Theorem 2). These predictors are not error free; however,
the prediction error can be made arbitrarily small, and there is some robustness with respect to the noise
contamination. The predictors are given explicitly in the frequency domain, and they do not require to
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know the shape of the spectrum unlike the linear predictors commonly used in the existing literature (see
e.g. [24, 11, 16, 23, 15]). The predictors suggested here are constructed using the approach developed in
[3, 4, 5, 6] but are quite different.
The paper is organized in the following manner. In Section II, we formulate the definition of the
weak predictability and consider its connection with a uniqueness of the extrapolation from semi-infinite
intervals (Definition 3 and Proposition 1). In Section III, we formulate the main theorems on predictability
and predictors (Theorem 1 and Theorem 2). Section V contains the proofs. In Section IV, we discuss the
robustness of the predictors. Finally, in Section VI, we summarize our results.
II Definitions
Let I denote the indicator function, R+
∆
= [0,+∞), C+ ∆= {z ∈ C : Re z > 0}, i = √−1.
For complex valued functions x ∈ L1(R) or x ∈ L2(R), we denote by Fx the function defined on
iR as the Fourier transform of x:
(Fx)(iω) =
∫ ∞
−∞
e−iωtx(t)dt, ω ∈ R.
If x ∈ L2(R), then X is defined as an element of L2(R) (meaning L2(iR)).
For x ∈ L2(R) such that x(t) = 0 for t < 0, we denote by Lx the Laplace transform
(Lx)(z) =
∫ ∞
0
e−ztx(t)dt, z ∈ C+. (2)
Let Hp be the Hardy space of holomorphic on C+ functions Q(z) with finite norm ‖Q‖Hp =
sups>0 ‖Q(s + iω)‖Lp(R), p ∈ [1,+∞]; see, e.g., [9], Chapter 11.
Definition 1 Let K be the class of functions κ : R → R such that κ(t) = 0 for t > 0 and such that,
for any κ ∈ K, there exists an integer m > 0, a set {ak}mk=1 ⊂ (0,+∞), and a polynomial d such that
deg d < m and K = Fk is represented as
K(iω) =
d(iω)
δ(iω)
, ω ∈ R, (3)
where δ(iω)
∆
=
∏m
j=1(iω − aj).
In particular, the class K includes all linear combinations of functions eλtI{t≤0}, where λ ∈ (0,+∞).
Definition 2 Let K̂ be the class of functions κ̂ : R → R such that k(t) = 0 for t < 0 and K = Lκ̂ ∈
H2 ∩H∞.
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We will use the notation “◦” for the convolution in L2(R).
We are going to study linear predictors for anti-causal convolutions y = k ◦ x with κ ∈ K. More
precisely, we will study possibility of their approximation by causal convolutions ŷ = κ̂ ◦ x with κ̂ ∈ K̂.
By the choice of K and K̂, it follows that
y(t) =
∫ +∞
t
κ(t− s)x(s)ds, ŷ(t) =
∫ t
−∞
κ̂(t− s)x(s)ds.
For p ∈ [1,+∞], we define linear normed spaces Yp of complex valued functions such that Y∞ ∆=
C(R) and Yp ∆= Lp(R) for p ∈ [1,+∞).
Definition 3 Let p ∈ [1,+∞] be given. Let X¯ ⊂ Yp be a given class of functions x : R→ R.
(i) We say that the class X¯ is Yp-predictable in the weak sense if, for any κ ∈ K, there exists a sequence
{κ̂j}+∞j=1 = {κ̂j(·, X¯ , κ)}+∞j=1 ⊂ K̂ such that
‖y − ŷj‖Yp → 0 as j → +∞ ∀x ∈ X¯ , (4)
where y = κ ◦ x and ŷj = κ̂j ◦ x.
(ii) Let X¯ be a linear normed space provided with a norm ‖ · ‖X¯ . We say that the class X¯ is Yp-
predictable in the weak sense uniformly with respect to the norm ‖·‖X¯ , if, for any κ ∈ K and ε > 0,
there exists κ̂ = κ̂(·, X¯ , κ, ‖ · ‖, ε) ∈ K̂ such that
‖y − ŷ ‖Yp ≤ ε‖x‖X¯ ∀x ∈ X¯ ,
where y = κ ◦ x and ŷ = κ̂ ◦ x.
We call functions κ̂j and κ̂ in Definition 3 predicting kernels.
As is known, band-limited continuous time functions (i.e. functions with a bounded support of their
Fourier transform) are predictable meaning that they allow unique extrapolations from semi-infinite time
intervals. Moreover, these functions are analytic and hence allow unique extrapolations from an arbitrarily
small time interval. Predictability described in Definition 3 is different since it requires existence of linear
predicting kernels and targets approximate prediction of anti-causal convolutions only. On the other hand,
this predictability can be featured by processes that are not necessarily band-limited, as is shown in the
next section. The following proposition shows that predictability in the sense of Definition 3 still implies
uniqueness of extrapolation from a semi-infinite interval but cannot be reduced to it.
Proposition 1 (i) Let X¯ be such as in Definition 3 (i) with p = 2. Then, for any s ∈ R, any process
x ∈ X¯ is uniquely defined by its path x|t≤s.
(ii) There exists a set of processes U ⊂ L2(R) such that the following holds.
(a) Any process x ∈ U is uniquely defined, for any s ∈ R, by its path x|t≤s.
(b) The class U is not predictable in the sense of Definition 3(i) with p = 2.
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III The main result
For c > 0, q > 1, and ω ∈ R, set
h(ω, q, c)
∆
= exp
c
|ω|q .
Let X (q, c) be the class of all sequences x ∈ L2(R) such that
‖x‖X (q,c) ∆= ess sup
ω∈R
|X (iω) |h(ω, q, c) < +∞, where X = Fx. (5)
We consider X (q, c) as a linear normed space with the corresponding norm.
Let X ∆= ∪q>1,c>0X (q, c).
Note that h(ω, q, c) → +∞ as ω → 0 and that (5) holds for processes with spectrum degeneracy such
thatX (iω) is approaching zero as ω → 0with a sufficient rate of decay. In particular, the class X includes
all band-limited processes x ∈ L2(R) such that there exists Ω¯ > 0 such thatX (iω) = 0 for ω /∈ [−Ω¯, Ω¯],
where X = Fx. However, the spectrum degeneracy for functions from X is mild compared with the
band-limitiness; in particular, these functions are not necessarily analytic, and their Fourier transform can
be non-zero for all ω 6= 0.
Theorem 1 Let either p = 2 or p = +∞.
(i) The class X is Yp-predictable in the weak sense.
(ii) For any c0 > 0 and q0 > 1, the class X (q0, c0) is Yp-predictable in the weak sense uniformly with
respect to the norm ‖ · ‖X (q0,c0).
The predictability stated in Theorem 1 is equivalent to the existence of certain predicting kernels. The
required kernels are presented explicitly in the following theorem .
Theorem 2 Let κ ∈ K be given and represented as (3) for some given m > 0 and {aj}mj=1 ⊂ (0,+∞).
Let r > 2/(q − 1) be given. For γ > 0 and z ∈ C+ ∪ (iR), set
Vj(z)
∆
= 1− exp
(
−γ z − aj
z + γ−r
)
, V (z)
∆
=
n∏
j=1
Vj(z),
K̂(z)
∆
= V (z)K(z), κ̂
∆
= F−1K̂|iR.
Then K̂ ∈ H∞ ∩ H2, and, for any sequence γ = γj → +∞, the corresponding sequence of kernels κ̂
ensures prediction required in Theorem 1 (i)-(ii).
We have that κ̂ = F−1K̂ is real valued, since κ is real valued and K (−iω) = K (iω), V (−iω) =
V (iω).
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Predicting kernels κ̂ in Theorem 2 represent a modification of the construction introduced in [3] for
continuous time processes with the spectrum vanishing on an interval.
Any particular predictor described in Theorem 2 is not error-free and ensures predictability in an
approximate sense only. However, the error ε can be done arbitrarily small via selection of a large enough
γ.
It can be also noted that the predictors in Theorem 2 do not depend on the polynomial d in (3); however,
they depend onm and {ak}mk=1 in (3).
The rate of spectrum vanishing for predictable processes considered in Theorem 1 is characterized by
the pairs (q, c) ∈ (1,+∞) × (0,+∞). The following proposition shows that the choice of the critical
values here is sharp.
Proposition 2 If either q ∈ (0, 1) or c ≤ 0, then the class X (q, c) is not predictable in the sense of
Definition 3(i).
Remark 1 Since predicting kernels κ̂ = F−1K̂|iR in Theorem 2 are real valued, it follows that the
corresponding processes ŷ = κ̂◦x are real valued if x is real valued. This implies that Theorems 1-2 hold
with a modification of Definition 3 involving real valued processes x, y, ŷj , and ŷ.
IV On robustness of the predictors with respect to noise contamination
Let us show that the predictors introduced in Theorem 2 and designed for processes from X feature some
robustness with respect to noise contamination. Suppose that these predictors are applied to a process
x ∈ L2(R) with a small noise contamination such that x = x0 + η, where x0 ∈ X , and where η ∈
L∞(R) ∩ L2(R) represents the noise. Let X = Fx, X0 = Fx0, and N = Fη. We assume that
X0 (iω) ∈ L1(R) and that ‖N (iω) ‖L1(R) = ν. The parameter ν ≥ 0 represents the intensity of the
noise.
By the assumptions, the predictors are constructed as in Theorem 2 under the hypothesis that ν = 0,
i.e. that η = 0 and x = x0 ∈ X . By Theorems 1-2, for an arbitrarily small ε > 0, there exists γ such that,
if the hypothesis that ν = 0 is correct, then
‖ŷ − y‖L∞(R) ≤ ε,
where y and ŷ are such as in Definition 3. Let us estimate the prediction error for the case where ν > 0.
We have that
‖ŷ − y‖L∞(R) ≤ J0 + Jη ,
where
J0 =
1
2pi
‖(K̂ (iω)−K (iω))X0 (iω) ‖L1(R), Jη =
1
2pi
‖(K̂ (iω)−K (iω))N (iω) ‖L1(R).
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The value Jη represents the additional error caused by the presence of unexpected high-frequency noise
(when ν > 0). It follows that
‖ŷ − y‖L∞(R) ≤ ε+ ν(κ + 1), (6)
where κ
∆
= supω∈R |K̂ (iω) |.
Therefore, it can be concluded that the prediction is robust with respect to noise contamination for any
given ε. On the other hand, if ε→ 0 then γ → +∞ and κ → +∞. In this case, error (6) is increasing for
any given ν > 0. Therefore, the error in the presence of noise will be large for a predictor targeting too
small a size of the error for the noiseless processes from X .
The equations describing the dependence of (ε,κ) on γ could be derived similarly to estimates in [5],
Section 6, where it was done for different predicting kernels and for band-limited processes. We leave it
for future research.
V Proofs
Proof of Proposition 1. Let us prove statement (i) first. It suffices to show that if s ∈ R and x ∈ X¯ are
such that x|t≤s = 0, then x|t>s = 0.
Suppose that there exists s ∈ R and x ∈ X¯ such that x|t≤s = 0. For κ ∈ K, let y, ŷj , and κ̂j , be
such as described in Definition 3 (i). Since x|t≤s = 0, it follows that ŷj(s) = 0 for any j and any s < 0.
On the other hand, (4) holds by the assumption on X¯ in statement (i). Hence y(s) = 0 for any κ ∈ K.
Furthermore, the class K contains functions κ(t) = eλtIt≤0 for all λ > 0; it follows for these functions
that
y(s) =
∫ ∞
s
eλ(s−t)x(t)dt =
∫ ∞
s
e−λ(t−s)x(t)dt = 0 ∀λ > 0.
The Mu¨ntz-Sza´sz problem implies that there exits a set {λj}∞j=1 ⊂ (0,+∞) such that the set of exponents
{e−λj (t−s)}∞j=1 is complete in L2(s,+∞), meaning that the span of these exponents is everywhere dense
in L2(s,+∞); see e.g. [19]. It follows that x|t>s = 0. This completes the proof of Proposition 1(i).
Let us prove Proposition 1(ii).
For a > 0, let D1,a
∆
= (−a, a) and D2,a ∆= R \D1,a.
Let V be the set of all processes x ∈ L2(R) such that |X (iω) | ≡ 1 for X = Fx.
Let U1,a be the set of all x1 ∈ L2(R) such that there exists x ∈ V such that x1 ∆= F−1X1, and where
X1(iω) = ID1,a(ω)X(iω), X = Fx.
Similarly, let U2,a be the set of all x2 ∈ L2(R) such that there exists x ∈ V such that x2 ∆= F−1X2,
and where X2(iω) = ID2,a(ω)X(iω), X = Fx.
For any a > 0, the processes x1 ∈ U1,a are band-limited and therefore, for any s ∈ R, any x1 ∈ U1,a
is uniquely defined by x1|t≤s. Furthermore, by Theorem 1(i) [3], any class U2,a for a > 0 is predictable
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in the sense of Definition 3(i) from [3], and therefore is weakly predictable in the sense of Definition 3(ii).
Hence, by Proposition 1(i), any process x2 ∈ U2,a is also uniquely defined by x2|t≤s.
For a > 0, let x1 ∈ U1,a and x2 ∈ U2,a. By the definitions, it follows that x = x1 + x2 ∈ V Let
X = Fx. It follows that Xm(iω) = Fxm = IDm,a(ω)X(iω).
Let κ ∈ K be fixed, and let ym = κ ◦ xm, where Y = Fy,m = 1, 2.
Suppose that there exist kernels κ̂j ∈ K̂ required in Definition 3(i) for X¯ = U . Let ŷm,j = κ̂j ◦ xm,
where Ŷm,j = F ŷm,j .
We have that
2pi‖ym − ŷm,j‖2L2(R) =
∫
R
IDm,a(ω)|K(iω) − K̂j(iω)|2|Xm(iω)|2dω
=
∫
R
IDm,a(ω)|K(iω)X(iω) − K̂j(iω)X(iω)|2dω
form = 1, 2. Hence
2pi
∑
m=1,2
‖ym − ŷm,j‖2L2(R) =
∫
R
|K(iω)− K̂j(iω)||X(iω)|2dω =
∫
R
|K(iω)− K̂j(iω)|2dω
=
∫
R
[K(iω)− K̂j(iω)][K(iω) − K̂j(iω)]dω. (7)
Let H2− be the set of functions F (z) such that F (z¯) ∈ H2; this set consists of the Fourier transforms
of functions f ∈ L2(R) such that f(t) = 0 for t > 0.
By the orthogonality in L2(iR) of the traces of functions from Hardy spacesH
2 andH2− respectively,
we obtain that (
K(iω), K̂j(iω)
)
L2(R)
=
∫
R
K(iω)K̂(iω)dω = 0. (8)
By (7)-(8), it follows that
2pi
∑
m=1,2
‖ym − ŷm,j‖2L2(R) =
∫
R
|K(iω)|2dω +
∫
R
|K̂j(iω)|2dω. (9)
It follows from (9) that any choice of κ̂j cannot ensure that ‖ym − ŷm,j‖L2(R) → 0 simultaneously for
m = 1 and m = 2, which is inconsistent with the supposition that conditions in Definition 3 are satisfied
for the set X¯ = {x1, x2}. Therefore, a required set U can be selected as U = {x1, x2}.
This completes the proof of Proposition 1(ii) as well as Proposition 1. 
Remark 2 In fact, a required set U can be also selected as any set of functions x ∈ L2(R) such that any
x ∈ U is uniquely defined by its trace x|t≤s for any s, and that this set contains the pair {x1, x2} from
the proof above. In particular, we can select U as U = ∪a>0(U1,a ∪ U2,a); any x from this set is uniquely
defined by x|t≤s.
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Let κ ∈ K and the corresponding set {ak}mk=1 ⊂ (0,+∞) be given. Let a¯
∆
= maxj=1,...,m aj ,
Ω(γ) =
√
a¯γ−r, let D(γ) = [−Ω(γ),Ω(γ)], and let D+(γ) ∆= R\D(γ).
Lemma 1 (i) V ∈ H∞ and K̂ ∆= KV ∈ H∞ ∩H2 for any γ > 0.
(ii) Re
(
iω−aj
iω+α
)
> 0 and |Vj (iω)− 1| < 1 for any γ > 0, ω ∈ D+(γ), and j ∈ {1, ...,m}.
(iii) V (iω)→ 1 for all ω ∈ R \ {0} as γ → +∞.
(iv) For any q > 1 and c > 0, there exists γ0 > 0 such that |V (iω) |h(ω, q, c) ≤ 1 for any γ ≥ γ0 and
ω ∈ D(γ).
Proof of Lemma 1. Clearly,
Vj(z) = −
+∞∑
k=1
(−1)kγk(z − aj)k
k!(z + γ−r)k
= −(z − aj)
+∞∑
k=1
(−1)kγk(z − aj)k−1
k!(z + γ−r)k
.
Hence V ∈ H∞. It also follows that δ(z)−1V (z) ∈ H2 ∩ H∞, since each pole at z = ak of δ(z)−1 is
being compensated by multiplying on Vj(z). Then statement (i) follows.
Further, we have for ω ∈ R and j = 1, ...,m that
iω − aj
iω + γ−r
=
(−aj + iω)(γ−r − iω)
ω2 + γ−2r
=
ω2 − ajγ−r
ω2 + γ−2r
+ i
−ajω + γ−rω
ω2 + γ−2r
.
Hence
Re
iω − aj
iω + γ−r
=
ω2 − ajγ−r
ω2 + γ−2r
≥ ω
2 − Ω(γ)2
ω2 + γ−2r
> 0, ω ∈ D+(γ). (10)
By the definitions, it follows that
|Vj (iω)− 1| =
∣∣∣∣exp
(
−γ iω − aj
iω + γ−r
)∣∣∣∣ = exp
(
−γRe iω − aj
iω + γ−r
)
. (11)
Hence
|Vj (iω)− 1| < 1, ω ∈ D+(γ).
This implies statement (ii).
Further, γ−r → 0 and Ω(γ) → 0 as γ → +∞. Hence, by (10), there existsM > 0 such that, for any
ν > 0, there exists γν,M > 0 such that
Re
iω − aj
iω + γ−r
≥M, ω ∈ R \ (−ν, ν), γ ≥ γν,M , j = 1, ...,m.
This and (11) imply statement (iii).
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Let us prove statement (iv). Let Γ
∆
= maxj=1,...,m
√
Ω(γ)2 + a2j . For j ∈ {1, ...,m} and ω ∈ D(γ),
we have that ∣∣∣∣Re iω − ajiω + γ−r
∣∣∣∣ ≤
∣∣∣∣ iω − ajiω + γ−r
∣∣∣∣ ≤ Γ|ω|
and
|Vj(iω)|h(ω, q, c)−1 ≤ exp
(
γ
∣∣∣∣Re iω − ajiω + γ−r
∣∣∣∣− c|ω|q
)
≤ exp
(
Γγ
|ω| −
c
|ω|q
)
.
Let µ
∆
= r(q − 1)/2. This means that r = 2µ/(q − 1) and
γ−r = γ
2µ
1−q .
Let ρ(γ)
∆
= Ω(γ)−1. In this case, we have that
ρ(γ) =
(
a¯γ−r
)−1/2
=
(
a¯γ
2µ
1−q
)−1/2
= a¯−1/2γ
µ
q−1
and
γρ(γ)1−q = γ
(
a¯−1/2γ
µ
q−1
)1−q
= a¯−(1−q)/2γ1−µ.
By the assumptions on r, we have that µ > 1. Hence
γρ(γ)1−q → 0 as γ → +∞. (12)
By (12), for any q > 1 and c > 0, there exists γ0 > 0 such that Γγρ(γ)
1−q ≤ c/m for any γ ≥ γ0. Up to
the end of this proof, we assume below that γ ≥ γ0.
It follows that Γγ ≤ ρ(γ)q−1c/m. Hence
Γγ
|ω| ≤
ρ(γ)q−1c
m|ω| .
By the definitions, |ω| ≤ Ω(γ) for ω ∈ D(γ). Hence ρ(γ) ≤ 1/|ω|, i.e. ρ(γ)q−1 ≤ 1/|ω|q−1, for
ω ∈ D(γ). It follows that
Γγ
|ω| ≤
c
m|ω|q , ω ∈ D(γ).
Hence
|Vj(iω)|h
(
ω, q,
c
m
)−1
≤ 1, ω ∈ D(γ), j = 1, ...,m.
By the choice of h, it follows that
h
(
ω, q,
c
m
)m
= h(ω, q, c).
10
Hence
|V (iω)|h (ω, q, c) =
m∏
j=1
|Vj(iω)|h
(
ω, q,
c
m
)
≤ 1, ω ∈ D(γ).
This completes the proof of statement (iv) and Lemma 1. 
Proof of Theorem 2. Let κ ∈ K be given, K = Fκ. Let γ = γj → +∞, and let (V, K̂) be the
corresponding functions.
Let κ = F−1K and κ̂ = F−1K̂ . For x ∈ X , let X ∆= Fx and
y(t)
∆
=
∫ ∞
t
κ(t− s)x(s)ds, ŷ(t) ∆=
∫ t
−∞
κ̂(t− s)x(s)ds.
Let Y (iω)
∆
= (Fy) (iω) = K (iω)X (iω). By the definitions, it follows that Ŷ (iω) =
K̂ (iω)X (iω).
Further, let ρ = 2 if p = 2 and ρ = 1 if p = +∞.
We have that ‖Ŷ (iω)− Y (iω) ‖ρLρ(R) = I1 + I2, where
I1 =
∫
D(γ)
|Ŷ (iω)− Y (iω) |ρdω, I2 =
∫
D+(γ)
|Ŷ (iω)− Y (iω) |ρdω.
By the assumptions, there exists c > 0 such that ‖X (iω)h(ω, q, c)‖L∞(R) < +∞. Hence
I
1/ρ
1 = ‖Ŷ (iω)− Y (iω) ‖Lρ(D(γ)) = ‖(K̂ (iω)−K (iω))X‖Lρ(D(γ))
≤ ‖(V (iω)− 1)h(ω, q, c)−1‖Lρ(D(γ))‖K (iω)X (iω)h(ω, q, c)‖L∞(R)
≤
(
‖V (iω) h(ω, q, c)−1‖Lρ(D(γ)) + ch(γ)
)
‖K (iω)X (iω) h(ω, q, c)‖L∞(R),
where ch(γ)
∆
= ‖h(ω, q, c)−1‖Lρ(D(γ)). Clearly, ch(γ) → 0 as γ → +∞. Further, the measure of the set
D(γ) is 2
√
a¯α. By Lemma 1 (iv),∫
D(γ)
|Vj (iω) |ρh(ω, q, c)−ρdω ≤ 2
√
a¯γ−r → 0
as γ → 0 for any ρ ≥ 1 and any j ∈ {1, ...,m}. It follows that
I
1/ρ
1 ≤
[(
2
√
a¯γ−r
)1/ρ
+ ch(γ)
]
‖K (iω) ‖L∞(R)‖X (iω)h(ω, q, c)‖L∞(R) → 0 as γ → +∞.
Therefore, I1 → 0 as γ → +∞.
Let us estimate I2. We have that
I2 =
∫
D+(γ)
|K (iω) (1− V (iω))X (iω) |ρdω ≤ ψ(γ)‖X (iω) ‖L∞(R)
≤ ψ(γ)‖X (iω) h(ω, q, c)‖ρL∞(R),
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where
ψ(γ)
∆
=
∫
D+(γ)
|K (iω) (1− V (iω))|ρdω =
∫ ∞
−∞
ID+(γ)(ω)|K (iω) (1− V (iω))|ρdω.
Here I denotes the indicator function.
By Lemma 1(ii), ID+(γ)(ω)|K (iω) (1 − V (iω))|ρ → 0 a.e. as γ → +∞. By Lemma 1(iii),
|Vj
(
eiω
)− 1| ≤ 1 for all ω ∈ D+(γ). Hence
ID+(γ)(ω)|K (iω) (1− V (iω))|ρ
≤ 2mρ sup
ω∈D+(γ)
|K (iω) |ρ.
From Lebesgue Dominance Theorem, it follows that ψ(γ) → 0 as γ → +∞. It follows that I1 + I2 → 0
for any q > 1 and c > 0, x ∈ X (q, c). By the definition of ρ, we have that 1/ρ + 1/p = 1. Hence
‖ŷ− y‖Lp(R) → 0 as γ → +∞ for any x ∈ X . It follows that the predicting kernels κ̂ = F−1K̂ are such
as required in statement (i) of Theorem 1. This completes the proof of statement (i).
Let us show that these kernels are such as required in statement (ii) of Theorem 1. Let
ξ(γ)
∆
=
(
2
√
a¯γ−r
)1/ρ
+ ch(γ) + ψ(γ).
We have that
‖Ŷ (iω)− Y (iω) ‖ρLρ(R) = I1 + I2 ≤ ξ(γ)‖X (iω)h(ω, q, c0)‖
ρ
L∞(R)
for any x ∈ X (q0, c0). We have established above that ξ(γ) → 0 as γ → +∞. Hence (4) holds for the
corresponding y = F−1Y and ŷj = F−1Ŷj . In addition, it follows that the predicting kernels κ̂ = F−1K̂
are such as required in statement (ii) of Theorem 1.
Since X (iω) ∈ L2(R) ∩ L∞(R), K (iω) ∈ L2(R) ∩ L∞(R) and K̂ ∈ H∞ ∩ H2, it follows
that y ∈ C(R) and ŷ ∈ C(R). For this y and ŷ, the norms in L∞(R) are the same as the norms in
Y∞ = C(R). This completes the proof of Theorem 2. 
Theorem 1 follows immediately from Theorem 2. 
Proof of Proposition 2. For any c ≤ 0, by the definitions, X (q, c) is the class of x ∈ L2(R) such that
X = Fx ∈ L∞(iR); obviously, this class is too wide and cannot be predictable in the sense of Definition
3. Therefore, it suffices to consider q ∈ (0, 1) and c > 0 only.
Assume that q ∈ (0, 1) and c > 0 be given. Consider a filter with the transfer function Ψ(z) ∆=
(1 + z)−2Ψ˜(z), where Ψ˜(z) ∈ H∞ is such that |Ψ˜ (iω) | = exp(−c|ω|−q), ω ∈ R. Since q < 1, we have
that (1 + ω2)−1 log |Ψ˜ (iω) | ∈ L1(R). Hence such Ψ˜ exists; see, e.g. Theorem 11.6 in [9], p. 193. By
the choice of Ψ, this filter is causal. Let
Xψ ∆= {x ∈ L2(R) : X (iω) = Ψ (iω) Y˜ (iω) , X = Fx, Y˜ = F y˜, y˜ ∈ X (q, 0)}.
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Suppose that the class X (q, c) is predictable in the sense of Definition 3(ii). By the definitions, Xψ ⊆
X (q, c), hence the class Xψ should be also predictable in the sense of Definition 3(ii). On the other hand,
Xψ consists of processes from X (q, 0) transformed by a causal filter. As was mentioned above, the class
X (q, 0) cannot be predictable. Therefore, the class Xψ also is not predictable in the sense of Definition 3.
Hence the supposition is incorrect and the class X (q, c) cannot be predictable in this sense for q ∈ (0, 1).
This completes the proof of Proposition 2. .
VI Discussion and possible modifications
The present paper is focused on the impact of spectrum degeneracy at a single point for continuous time
processes in pathwise deterministic setting. The paper suggests frequency criteria of error-free weak
predictability and a family of predictors.
(i) The suggested predictability criterion reminds the classical Kolmogorov-Krein criterion (1) for the
spectral densities [11] and stochastic Gaussian processes. The presented result is not a straightfor-
ward rewording of this criterion. The paths of these continuous time stationary Gaussian processes
have very special features, and the spectral density cannot be automatically associated with the
Fourier transform.
(ii) Our approach is constructive: it provides a family of predictors that do not depend on the shape of
the spectrum of the underlying process. This could be useful for applications.
(iii) The predictors from Theorem 2 are not error-free; however, the error can be made arbitrarily small
with a choice of large γ. In addition, these predictors feature robustness with respect to noise
contamination. If the predictor is targeting too small a size of the error, the norm of the transfer
function will be large; this could lead to a larger error caused by the presence of noise.
(iv) There is some similarity with a result obtained in [5] for discrete time processes (sequences): they
are predictable if their Z-transform vanishes at a point of the unit circle T = {z ∈ C : |z| = 1}.
However, the result [5] was less unexpected since a sequence is band-limited and predictable if its
Z-transform vanishes on any arbitrarily small arc on T.
(v) It is yet unclear if the class X (1, c) features some predictability with c > 0. We leave this for the
future research.
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