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ABSTRACT. Inverse problems are considered for the linear one-way wave equation or 
transport equation. In particular a number of inverse source reconstruction problems 
are considered. Problems which have both spatially and temporally varying coefficients 
are discussed. Both theoretical and numerical results are given for the methods examined. 
In particular it is shown that the source reconstruction is unique for the inverse problems 
discussed. 
1. INTRODUCTION 
Many results have appeared in the literature concerning inverse problems for the second 
order wave equation. We present results for a first order linear wave equation. Some of 
the inverse problem properties for the second order wave equations are retained in the 
one-dimensional case, however much of the mathematics is simpler. In fact for this case 
some of the problems yield explicit solutions. The major difference between the second 
and first order wave equations is that reflection information is not available for the latter. 
This necessitates utilising source type methods to facilitate solution of inverse problems. 
A form of the one-way wave equation or transport equation occurs in many areas of 
applied mathematics describing unilateral wave motion. We discuss this equation and its 
associated inverse source problems here. The mathematical equations modelling non-linear 
second order wave equations can for some phenomena be reduced to a perturbation on non-
linear first order wave equations (see [10] ). This is our motivation to understand more 
about the inverse problems for the linear one-way wave equation. 
Of course a second order equation can always be written as a first order system, and 
this is the technique used in [2]; such systems will not be one-way equations though. We 
restrict our attention here to the scalar first order one-way wave equation. 
This paper contains a theoretical discussion of the properties of various inverse source 
reconstruction problems associated with this wave equation, and some numerical results for 
the problems. Many of these problems are ill-conditioned in that they are mathematically 
equivalent to the operation of differentiation. This type of inverse problem has mild ill-
conditioning when compared to inverse problems associated with the the diffusion equation. 
By using a regularisation technique, the method of mollification, we show that the inverse 
source problems considered in this paper can be made to depend continuously on the 
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input data, and thereby be well-conditioned. An extension of our methods for the one-
way wave equation, but for medium parameter reconstruction, will be discused in another 
publication. Some inverse problems associated with the non-linear one-way wave equation 
are discussed in [6]. 
Although our mathematical model is simple, the source reconstruction problem has a 
direct application in a well known transport problem. If a pollutant is emitted upstream in 
a flowing medium, and the pollutant concentration is measured down stream, our methods 
can be utilised to estimate the magnitude and spatial distribution of the emission. Of 
course our model is simplistic, as spatial dispersion due to diffusion is one of the major 
factors neglected. 
In § 2 we consider a number of simple inverse problems, for the one-way wave equa-
tion, which yield explicit solutions. We discuss various properties of these solutions. The 
solution of the direct source problem, with both wave-speed and source terms spatially 
and temporally varying is examined in § 3. This solution should be contrasted with the 
complexity of the solution required for a second order wave equation [1]. In § 4 we prove 
that a general source distribution, which is varying in both space and time of the form 
S(x, t), cannot be uniquely reconstructed from a temporal measurement. This proof for 
the one-way wave equation is the analogue to that previously found for the second order 
wave equation in [4]. Also in § 4 it is proven that if the source distribution is separable, 
and one of the separation functions is known, the inverse source reconstruction problem 
for the other function is unique. However, as expected, when the problem is posed in 
mathematical function spaces suitable for applications the problem is ill-posed. The prob-
lem of initial condition reconstruction is then shown to be well-conditioned and uniquely 
determined. In § 5 regularisation is used to convert the ill-conditioned source problems 
to well-conditioned ones. Finally in § 6 we present stable computational algorithms and 
numerical results for the source reconstruction problem. 
As many multivariate derivative operators are involved in this paper, it is convenient 
to use a number of commonly used derivative notations for clarity of exposition; these are 
represented by 
ft(x,t,s) = Dtf(x,t,s) = D2J(x,t,s). 
2. PRELIMINARIES 
In this section we consider two problems that are simpler than those discussed in the se-
quel. This is because these simpler problems yield explicit solution, and therefore straight-
forwardly illustrate the type of inverse problem that can be solved for the one-way wave 
equation. The properties of the solution of these inverse problems are also easily illustrated. 
2.1. Transmission Problem. Consider the transport equation 
(2.1) c;( X )Ut + Ux + b( X )u = 0, 0 < X < £, i > 0, 
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for the dependent variable u(x, t), as an initial-boundary value problem with the side 
conditions 
u(x, 0) = 0, 0 < x < £, 
u(O, t) = h(t), t > 0, 
where~ the slowness is related to the wave-speed c through 
~ = 1/c, 
and c > 0. We assume the parameters, c, ~ and bare possibly functions of x for x E [0, C). 
As the equation (2.1) admits only unilateral waves we need not consider wave motion 
for x < 0 and the boundary at x = £ is assumed to be reflectionless so that the wave is 
completely transmitted through it. The inverse problem model, for this sub-section only, is 
to apply a time signal at the boundary x = 0, namely h(t), and then to take a measurement 
set at x =£,namely u(t) = u(£, t), in order to decide what function can be reconstructed. 
By using Duhamel's integral the solution to this problem can be written as 
(2.2) u(x,t) = Dt 1t U(x,t,s)h(s)ds, 
where U(x, t, T) is the solution of the equation (2.1 ), except that the boundary value has to 
be changed to u(O, t) = H(t- r), H being the Heaviside distribution. This means it is only 
necessary to find the step response of the slab. This problem admits time translational 
symmetry, U(x, t, s) = U(x, t- s ), and hence equation (2.2) can be written as 
u(x,t) = 1t D2U(x,t- s)h(s)ds. 
This sub-problem, even with c = c( x) and b = b( x), can be solved analytically via Laplace 
transformation techniques, to yield 
U(x,t,r) = H(t- (((O,x) + r))a(O,x). 
Here the travel time, ( ( x', x), for the wavefront to move from x' to x can be expressed as 
((x',x) = ((x)- ((x'), 
where ( is the integrated slowness 
(2.3) ((x) = 1x ~(s) ds, 
or the travel time to move from x = 0 to x. The function ( is generally used rather than (, 
as it has an inverse. The attenuation of the leading edge of the travelling wave in moving 
from x' to x is 
(2.4) a( X1, X) = exp [- rx b( S) ds], lx' 
Finally Duhamel's integral (2.2) yields the solution to our original problem stated through 
equation (2.1) as 
u(x,t) = h(t- ((x))a(O,x)H(t- ((x)). 
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This solution tells us several important things 
• All one can measure is: 
1. Travel time (transmission time) of the leading edge. 
2. Integrated attenuation of the wave - again from the leading edge. 
• There is no reflected wave. 
• The standard Green function, as used in wave splitting techniques for second order 
wave equations is the zero function. This will mean that the initial condition and 
boundary value are transmitted with no distortion thereby making reconstruction of 
such functions trivial. 
With these items in mind, it is obvious that any layer stripping type algorithm, to recon-
struct either the parameters c( x) or b( x) is impossible. However, even these two measured 
pieces of information have been very successfully used in reconstructing information from 
inverse problems. In these cases, the extra dimensionality available in the problem has been 
incorporated into the formulation, and many different path one-way wave equations are 
solved in order to determine essentially independent information. Such successful problems 
are: 
• Radon transform solution of the computer aided tomography problem from line inte-
gral attenuation information. 
• Seismic discontinuity information from travel time measurement. 
Uniqueness of the solution is an important mathematical consideration in both these prob-
lems. 
The obvious way out of our difficulties, for the inverse problem of parameter reconstruc-
tion for (2.1 ), is to utilise a different probing mechanism. 
2.2. Source Problem. If a source of energy is located within the slab this will generate 
waves from separated points within the slab, and a layer stripping reconstruction algorithm 
is possible if transmission data is measured at x = £. This of course, with extra dimen-
sionality, is the basis for the MRI (magnetic resonance imaging) technique in medicine. So 
we now consider the source problem 
(2.5) ~(x)ut + Ux + bu = S(x, t), 0 < x < £, t > 0, 
as an initial boundary value problem with the side conditions 
u(x, 0) = 0, 0 < x < £, 
u(O, t) = h(t), t > 0, 
where S is the source term. It is 'assumed, in this section, that the parameters c and b 
are only possible functions of x, extension to allow them to also be functions oft will be 
considered in subsequent sections. By using Duhamel's principle, we look for the solution 
of the homogeneous problem 
(2.6) ~DtU + DxU + bU = 0, 0 <X < £, t >"' > 0, 
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with the side conditions 
U(x, 1) = S(x, 1), 0 < x < £, 
U(O, t) = 0, t > 1, 
Once again Laplace transformation techniques can solve this problem analytically to yield 
(2.7) U(x, t, 1) = a(xo, x)S(xo, 1) H(xo), 
where x0 is the intercept of the characteristic trace passing through the point (x, t) with 
the t = 0 axis of the (x, t)-plane. The intercept x0 is given by 
(2.8) x0 =(-1 (((x)-t), 
where expression (2.8) follows, by simple manipulation, from the fact that the time of travel 
from x0 to x, is t, and this is equal to ((x,x0 ) 1 • The function (-1 (t) =xis the inverse 
function of ((x )2. This notation, x0 , for the crossing of the abscissa by a characteristic 
trace, will be used extensively in the next ,section. A more concise formula than the one 
given here will be given in equation (3. 7). 
By using the sub-problem solution (2. 7), in the Duhamel principle formula, together 
with the solution of (2.1) and linearity, we obtain the solution to problem (2.5) as 
(2.9) u(x,t)=h(t-((x))a(O,x)H(t-((x))+ fxx S(x',t-((x',x))a(x',x)dx', 
and where x = max( x0 , 0). We note that the first part of this solution is just the transmitted 
boundary condition as provided by the solution of our first problem (2.1). 
We concentrate on the second part of this solution by setting h = 0. It will be shown 
in § 4 that S cannot be reconstructed if it is a general function of x and t. For simplicity 
here, we shall only consider when S(x). In particular the field u(£, t) = u(t), at x =£,can 
then be written as 
(2.10) u(t) = fxe S(x')a(x',£) dx', 
from (2.9). It is observed from this equation that u will be non-varying with time3, after 
t > ((£), and so in order to reconstruct S(x), u(t) must be known for 0 ~ t ~ ((£). With 
the assumption that u is differentiable, it can be shown that on differentiating (2.10), with 
respect to Xo, that the solution to the source reconstruction problem is 
(2.11) S(xo) = u'(t)/(c(xo)a(xo,£)), 0 < Xo < £, 
where the prime denotes differentiation with respect to the function argument. 
This equation provides a method for solution of the inverse source problem by measure-
ment of u(t) = u(£, t). Then S(x) can always be uniquely recovered from the derivative 
of u(t), 0 ~ t ~ ((£). Because numerical differentiation is an ill-posed problem, it is seen 
1Compose both sides of (2.8) by (and rearrange to yield ((x)- ((xo) = t. 
2This always exists by the inverse function theorem and the conditions given earlier on c. 
3This is when x = 0 in the lower limit of the integral. · 
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that this simple source reconstruction problem is ill-posed. That this is true for more com-
plicated cases is shown in § 4. Furthermore, in the reconstruction, due to the division by 
the attenuation term, the deeper the reconstruction is performed into the medium, from 
x = £, the worse the noise amplification will be. Therefore the presence of the attenuation 
term will be to make an effective reconstruction even more difficult. It is also seen from 
the equation ( 2.11) that if u ' ( t) = 0 this will imply that the source term is zero at x = x0 • 
From this simple solution to the one-way wave equation source problem, it is possible 
to easily see both how, the reconstruction algorithms for the more general two-way wave 
equations work [12], and what is possible to reconstruct. Sun in his paper [12], does not 
examine the stability of his algorithm, and the complexity of his problem makes it difficult 
to directly see what stability is likely to occur, but examination of the numerical results in 
the cited paper lead us to conjecture it is of the same form as obtained above and in § 4. 
We consider the analysis of the stability for our methods of source reconstruction for the 
one-way wave equation in§ 4 and show in § 5 how the stability may be improved. 
3. SOLUTION BY THE METHOD OF CHARACTERISTICS 
The more general problems for which the wave-speed, and b, are both possibly functions 
of x and tare considered in the remainder of the paper. We extend the regularity conditions 
on c and b by requiring c;(x, t), c(x, t) E C1 ([0, £] x [0, oo )), and b(x, t) E C([O, £] x [0, oo )) . 
For use in the sequel we would like minimal conditions on these parameters, with c > 0. The 
regularity conditions on c can be weakened somewhat to allow for only Lipschitz continuity 
in its second argument, but as our purpose is not to provide the strongest possible results, 
but only to describe our methods, we assume the aforementioned regularity. 
On using the notation of [2], a parametric equation for the characteristic trace of equation 
(2.5) can be written as 
t = r(s; x, t), 
where (s, r(s; x, t)) describes a curve in lll 2 passing through (x, t), with s being a parameter 
on the x-axis. Note that in the special case when c = c(x), the curve r is related to the 
travel time functions through 
(3.1) r(x'; x, t) = t- ((x', x ). 
It now follows that the curve (x, r(x; x0 , 0)), 0 < x < oo, is a parameterised line passing 
through (x0 , 0), and is a characteristic trace for 
c>Ut + Ux + bu = 0, 
if 
(3.2) ~: (x; x', t) = c;(x, r(x; x', t)). 
Now consider 
(3.3) c>Ut + Ux + bu = S(x, t), 0 < x < £, t > 0, 
with the side conditions 
Inverse source problems 
u(x,O) = f(x), 
u(O, t) = h(t), 
0 <X<£, 
t > 0. 
If (x, r(x; Xo, o)) is a characteristic trace and u is the solution of (3.3) then 
(3.4) ~~(x,r(x;x0,0)) + bu(x,r(x;x0 ,0)) = S(x,r(x;xo,O)). 
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On integrating this equation along the characteristic traces between x and x = £, we obtain 
(3.5) 
u(l,r(l;x0 ,0)) -u(x,r(x;x0 ,0))a(x,£;xo,O) = 1l S(x',r(x';xo,O))a(x',l;xo,O)dx', 
where 
. l 
a(x,£;x0 ,0) = exp( -1 b(x',r(x';x0 ,0)) dx'), 
and this expression represents the attenuation received by the wave front when travelling 
along the characteristic trace, which passes through (x0 , 0), from x to £. When x = Xo 
equation (3.5) becomes 
(3.6) u(£, r(£; x0 , 0)) = f(x 0 )a(xo, f; xo, 0) H(xo) + h( r(O; £, t) )a(O, £; xo, 0) H(xo) 
+ 1e S(x',r(x';x0 ,0))a(x',f;x0 ,0)dx', 
where again x = max(x0 , 0), and where x 0 is the intercept of the characteristic trace, 
passing through the point (x, t), with the t = 0 axis. We note that when c, and b are 
only dependent on x, the solution (3.6) will reduce to (2.9), when use is made of (3.1) and 
a(x',f;x0 ,0) = J:,b(s)ds. 
The point x 0 , can now be expressed as (see equation (2.8)) 
(3.7) Xo == T-1(0; £, t). 
where r- 1 (0; £, t) defines the inverse function to r(x0 ; £, t)\ that is 
-1 'd r r = z , 
and where id is the identity map. We note that r(£; x0 , 0) represents the absolute time to 
travel to x = £, along the appropriate characteristic trace, passing through (x0 , 0). 
The direct transmission problem associated with (3.3) is, when given the source, the 
parameters c, b, and the initial condition j, to find the field u(x, t), 0 < x < £, t > 0. We 
now quote a well known existence theorem for this problem. 
4Existence of the inverse function is assured by the inverse function theorem and the assumed regularity 
conditions on c. 
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Theorem 3.1. There exists a unique global solution of equation (3.3), which depends con-
tinuously on the data S and f. 
Also from (3.2) if c(x, t) > 0 is bounded, and Lipschitz continuous in its second variable, 
there will exist a unique characteristic trace through each point ( x, t). 
Proof. This follows directly from standard ordinary differential equation theory for (3.4) 
as this equation is linear (see for example [5]). -
4. INVERSE PROBLEMS OF SOURCE RECONSTRUCTION 
It is convenient for the sequel to consider some of the properties of the inverse scattering 
problem of reconstruction of a source term S(x, t), 0 :::; x :::; £, 0 :S t < oo, from a mea-
surement of the temporal function u(t) = u(£, t), t > 0. It is noted that the measurement 
must be performed down stream of the source. 
The inverse problem defines a mathematical map, between the unknown and the mea-
surement, and to be useful this map must be injective. It follows that however the problem 
maybe formulated, for numerical solution, the underlying map is the same. We derive 
various properties of appropriate inverse source maps in the this section, via suitable for-
mulations for our theory. However the numerical algorithms used to present our results in 
§ 6 may not reflect these formulations. 
When S E J and u(t) E ~' where J, ~ are appropriate Banach function spaces, the 
properties of the inverse reconstruction map are determined by the inverse of the easily 
defined map from the source to the measurement, namely 'f: J-+ ~, see for example [7]. 
For simplicity in the remainder of this section we assume that the coefficient b = 0, hence 
a = 1 and also that h = 0. Our results follow in the more general case of attenuation with 
little change. 
4.1. Non-uniqueness of reconstruction. In this section we consider uniqueness of the 
solution for the inverse problem of source determination; that is the necessary conditions 
for the map 'f-1 to be injective. For convenience we transform the characteristic traces 
of (3.3) to be straight lines. This follows a method utilised in [2). Now consider the first 
order partial differential equation 
( 4.1) c;(z, s )us+ Uz = F(z, s ), 
and apply a change of variables x = x(z, s ), t = t(z, s ); which is assumed to be a diffeo-
morphic change of co-ordinates, to get 
( 4.2) ( c;(z, s )xs + xz)ux(x, t) + (c;(z, s)ts + tz)ut(x, t) = F(x, t). 
It is apparent that a necessary condition for this equation to have straight line characteristic 
traces is 
(c;(z,s)xs+xz) ={3, 
(c;(z,s)ts+tz) =w, 
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where {3, and w are arbitrary constants, which we choose to be equal to 1. See the cited 
reference [2] for more details. Now the partial differential equation has straight line char-
acteristic traces and is given by 
Ux(x, t) + Ut(X, t) = F(x, t). 
With this aforementioned transformation applied to equation (3.3) the solution (3.6) can 
be written as 
( 4.3) 1e S(x', r(x'; x0 , 0)) dx' = u(.e, r(£; xo, 0)) - f(xo), xo 
where a = 1, because we have assumed the coefficient b = 0. Now because r(x; x0 , 0) = 
r(x; £, t), and the characteristic traces are straight lines with slope 1, it follows that 
r(x; x0 , 0) = r(x; £- t, 0) 
=t-(£-x). 
By application of this result to (4.3), leads to, on use of the change of variable x = £- x', 
and also renaming back to x', the definition of a linear operator equation 
(4.4) (ILS)(t) = 1t S(£- x', t- x') dx' = u(£, t)- f(£- t), 0:::; t < £ 
The question to now ask is whether it is possible to reconstruct S(x, t), with (x, t) E D, 
where the domain D is defined as D = {(x, t) E IR 2 I 0 :::; x :::; £, 0 :::; t :::; x }, from this 
equation? On purely heuristic terms, the answer can be provided in the negative by the 
deficit of a dimension argument. It is seen that we are attempting to reconstruct a two-
dimensional source function, S, from a one-dimensional measurement. This can be made 
rigorous by showing that the linear operator IL, in (4.4), is not injective, and hence its 
inverse does not exist. 
Theorem 4.1. The null space of the linear operator lL : J -+ I;, where the function spaces 
are chosen as J = C(D) and I; = C[O, oo ), is non-trivial. 
Proof. Equation (4.4) can be written as 
!Lw(x, t) = 1t w(x, t- x) dx = f(t), 
with w E J and f E I;. Now extend the domain of the definition of w, by zero, to 
[0, oo) x [0, oo) then the Laplace transform of the Volterra functional equation of the first 
kind is 
(4.5) W(s,s) = F(s). 
Here the capital letter denotes the Laplace transform of the respective variable, and s is 
the Laplace transform's independent variable. Now consider the double Laplace transform 
of a function n(x, t), defined on D which has been extended by zero to [0, oo) x [0, oo ). 
We will denote this transform by N(s, s'), where s, and s' are the appropriate Laplace 
transform's independent variables, and with N(s, s') # 0 except when s = s'. It is now 
10 DAVID J.N. WALL AND JONAS LUNDSTEDT 
obvious that we can add any such function N(s,s') to the left-hand-side of (4.5) without 
affecting the solution for W. It follows that the kernel of the linear operator 1L consists of 
all such functions n. That such functions exist can be proved by construction. Consider 
M(s, s') a continuous function of (s, s'), and a two-dimensional cutoff function x (see 
[3], page 29), then the inverse Laplace transform of the resultant function formed by 
M(s, s')(s- s')x(s, s') provides a suitable n in the null space of (4.5). 
It follows that the general inverse source determination problem as prescribed above has 
no unique solution. The inverse source problem as posed, can justifiably be considered as 
under-determined. In the remainder of this section we will modify the inverse problem to 
overcome this problem. 
We now discuss the conditioning and uniqueness of a number of special case inverse 
source problems for which the solution will be unique. 
For convenience, and without loss of generality in the rest of this section we will still 
assume that b = 0, and we will illustrate some cases when S and c have special form. 
From (3.6) 
u(l, r(£; Xo, 0)) = f(xo) H(xo) + Le S(x', r(x'; Xo, 0)) dx', 
or equivalently5, as this particular trace passes through both points (x0 , 0) and (£, t), we 
can write 
(4.6) u(l, t) = f(xo) H(xo) + Le S(x', r(x'; £, t)) dx'. 
By differentiation of this equation, with respect tot, and when t < r(£, 0, 0), it is seen that 
( ) 1 
dxo dxo (4.7) D2u C, t - f (xo) dt = -S(xo, O)dt 
+ ( D2S(x',r(x';£,t))D3r(x';C,t)dx', 0:::; t < r(£,0,0), lxo 
where the prime on the function f denotes differentiation with respect to its argument and 
we note that 
dxo _1 dt = D3 r (0; £, t). 
When t > r(£, 0, 0) it can be shown that 
(4.8) D2u(£,t) = 1e D2S(x',r(x';£,t))D3r(x1;£,t)dx', 0 < t < r(£,0,0). 
5This is because the characteristic trace satisfies r(x; £, t) = r(x; x0 , 0). 
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4.2. Inverse source reconstruction when the source is separable in space and 
time. In this case 8(x, t) = 81(x)82(t). We consider the inverse problem of determining 
either 81 or 82 from measurement of u(£, t), when c(x, t) and f(x) are known. Of course it 
must be assumed that if 8 1 is to be determined the other function 82 must be known, and 
vice versa. The fact that it is not possible to reconstruct both 8 1 and 82 from measurement 
of u(£, t) has been proven in§ 4.1. When 81(x), 0:::; x:::; £,is to be reconstructed it suffices 
to only consider 0 :::; t :::; r(£; 0, 0). In fact, if the measurement is carried out outside this 
time interval, 81 cannot be found. 
For convenience in the sequel we state two assumptions. 
Assumption 1. Known functions are: c(x, t) > 0, f(x), 82(0) -:f. 0 and in appropriate 
function spaces such as c E C([O,£] x [O,oo)), f,82 E C1[0,oo). 
Assumption 2. Known functions are: c(x, t) > 0, f(x ), 81(£) -:f. 0, and in appropriate 
function spaces such as c E C([O,£] x [O,oo)), f,82 E C1[0,oo). 
All the inverse source uniqueness results will require the following proposition. 
Proposition 4.2. With Assumptions 1 or 2 the term ~ -:f. 0. 
Proof. Assumptions 1 or 2 require that c > 0, and as it can be shown through Xo -
r-1(0; £, t), that ~ = -c(x0 , t), it follows that ~ -:f. 0, for all (x, t). 
As a lead into the problem, we first discuss the simpler case of when 82 is a constant, 
and 81 is to be reconstructed. 
4.2.1. Inverse problem of determination of 81 ( x) when 82 is a constant. For this case we 
take 8(x, t) = 81(x)S2, and 82 is a known constant, with 82 # 0. Then (4.7) becomes 
( 4.9) 8t(xo)82 d~o = f'(x) d~o- u'(t). 
Therefore equation (4.9) defines the inverse operator rr- 1 : u(t)-+ S1(x0 ). It follows that 
the map rr- 1 :I: --+ J is not a bounded operator6 for the standard choice of Banach space 
for the measurement function because it involves differentiation of the measurement. It 
follows that the reconstructed 81 cannot depend continuously on the data and the inverse 
problem is ill-posed. However concerning the question of uniqueness of reconstruction we 
can make the statement. 
Lemma 4.3. The unknown function 81 can be uniquely reconstructed provided that As-
sumption 1 holds and with ITE I: =C1[0,r(£;0,0)] and 8 1 E J = C[O,£]. 
Proof. This follows directly from ( 4.9) and Proposition 4.2. 
6If the Banach space is chosen to be an appropriate Sobolev space then the map will be a bounded 
operator, and then this choice of Sobolev space can be considered to correspond to a regularisation method. 
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4.2.2. Inverse problem of determination of S1(x) when S2(t) is a known function of time . 
In this case equation ( 4. 7) is seen to be a linear Volterra equation of the second kind for 
St, the solution of which depends continuously on the given data. It is observed that ( 4.6) 
is a Volterra functional equation of the first kind, and by the process of differentiation we 
have converted it into a second kind equation; this is a well known technique [8], page 67. 
However the data for this second kind equation involves differentiation of the measured 
data for the inverse problem. Hence once again this inverse problem is ill-posed. But as 
regards uniqueness of reconstruction we can make the statement. 
Lemma 4.4. The unknown function S1 can be uniquely reconstructed provided that As-
sumption 1 holds, and with u E 1: = C1[0,r(l;O,O)] and S1 E J = C[O,l]. 
Proof. This follows from the fact that the equation ( 4. 7) is a second kind equation, provided 
S2 (0)~ =f. 0, with Assumption 1, and Proposition 4.2 ensuring that this is always true. 
Such Volterra equations will always have a unique solution, provided they remain second 
kind ([8], page 45). 
4.2.3. Inverse problem of determination of s2 ( t) when sl (X) is a known function of X. In 
this case equation ( 4. 7) is not so obviously a Volterra equation of the second kind for S2 , 
as the integrand involves a derivative on the unknown function S2• However this equation 
can be rewritten after some manipulation, in the form 
(4.10) u'(t)- J'(x) d~o = S1(f)S2(t)c(f, t) 
+ 1t S2(s)(S~(x')c(x',s) + S1(x')Dlc(x',t))c(x',t)ds, 
with the abbreviation x' = .,--1 (s; £, t). Equation (4.10) is again a Volterra integral equation 
of the second kind, with a solution of which depends continuously on the given data. 
However, the data involves differentiation of the measured data for the inverse problem, 
so that this inverse problem is ill-posed. However concerning the question of uniqueness of 
reconstruction, we can make the statement. 
Lemma 4.5. The unknown function S2 can be uniquely reconstructed over the time inter-
val [0, T], provided that Assumption 2 holds with u E 1: = 0 1(0, T] and S2 E J = C[O, T)]. 
Proof. Follows from similar reasoning to that of Lemma 4.4. 
4.2.4. Inverse problem of determination of the initial function f( x) given the source func-
tion S(x,t). In this case the solution is given directly by writing (4.6) as 
(4.11) f(xo) = u(t)- (- S(x', r(x'; x0 , 0)) dx', 0:::; x0 :::; f lxo 
It follows, that iff E Y, and u E 1:, that the inverse map 'll'-1 : 1: -t Y is well conditioned 
when Y = C[O, £] and 1: = C[O, r(£, 0, 0)]. This means that the solution of this inverse 
problem will depend continuously on the measured data. 
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Lemma 4.6. The unknown function f can be uniquely reconstructed, and it depends con-
tinuously on the measured data, with u E ~ = C[O, r(l; 0, 0)], and f E Y = C[O, £). 
5. REGULARISATION OF THE INVERSE SOURCE PROBLEM 
The inverse problems of source reconstruction from § 4 are considered here. These inverse 
problems are always ill-posed for realistic measurement data. This is because data that 
is measured, can generally only be placed in the function space L2, or at most C, and 
in these function spaces the differentiation operators are unbounded. As shown in § 4, 
the inverse operator mapping the measurement to the solution for such problems always 
involves differentiation. It is therefore central to our treatment to show that numerical 
differentiation can be made a well-posed problem. This is well known, and there are a 
number of regularisation techniques available. We shall choose the method of mollification 
in this paper and we follow the treatment of Murio [9). 
The problem is to get a regularised approximation to the derivative off when given a 
modified function f m, where due to measurement difficulties the true function f, has been 
corrupted by noise n, so that 
fm(x) = f(x) + n(x), x E I. 
The function f is defined on the interval I= [0, T]. 
Consider the mollification, or cutoff function 
X E IR 
The important properties of this function are 
• Po E coo and is nearly compact, as it is almost zero ouside lxl < 30'. 
• f!Rps(x)dx = 1, whereas J~!8 ps(x)dx ~ 0.997. 
To proceed extend the data fm to the interval Is = [-30', 30' + T] by 
fm(x) = fm(O) exp [x 2 /[x 2 - (30')2]), -30':::; x < 0, 
fm(x) = fm(T) exp [(x- T) 2 /[(x- T) 2(3o) 2J), T < x :::; T + 30', 
and then define the mollifier of f by 
Jof(x) = (Po* f)(x) = 1: ps(x- s)f(s) ds, 
1.x+38 ~ ps(x-s)f(s)ds, x-38 
(5.1) 
where o > 0 is the radius of mollification. We define the norm llf(t)lloo = supterlf(t)l then 
the following are central to our stability proof. 
Lemma: Murio 's Consistency . If llf"lloo :::; M2 then 
II(Jof)'- f'lloo S 3oM2 
This consistency result shows that as o -+ 0 then ( Jof)' -+ f'. 
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Lemma: Murio's Stability. With fm E C(Is) 
II(Jsf)'- (Jsfm)'lloo ~ 0~llfm- !lloo 
We see the mollification method provides the differentiation operator with a Lipschitz 
continuity result, with the data fm E C, provided o > 0 is fixed. Furthermore as llfm-!II --+ 
0, o can be reduced, and the consistency error is then decreased, provided f E C2. 
We now define the regularised inverse source problem. First mollify the measurement 
data as specified in § 4, by forming Jsu, and then solve the inverse source problem with 
this regularised measurement data. 
Theorem 5.1. The inverse source problems, as stated in Lemmas 4.8, 4.4, and 4.5, with 
mollified measurement data Jsu have well posed solutions, provided that u E C[O, T] and 
the regularity assumptions are relaxed so that u(£, t) E C2 [0, T]. 
Proof. We denote the function value u(£, t) that has not been corrupted by noise, by u, 
and the modified value due to the noise by Um, the measurement. 
Lemma 4.3 is the simplest, as 'f-1 is basically just a differentiation operator in this case, 
then the operator 'f-1 is defined through 
'f-1fi(t) = (f'(xo) ~O - fi'(t))/(82 d~0 ), 0 ~ t ~ T(f; 0, 0). 
Now if A = inf(S2~ ), 0 ~ t ~ T(f; 0, 0), then it follows directly from Murio's stability 
lemma that 
2 
ll'f-1(Jsu)- 'f-1(Jsum)lloo ~ Aoy'1rllu- umlloo· 
This will mean that the regularised problem has a stable solution. 
Lemmas 4.4 and 4.5 are more complex as we first must bound the appropriate Volterra 
operators. Consider first the equation 
(5.2) (..\ll-IK)v = J, 
and the perturbed mapping equation 
(..\ll- OC)w = f + l::l.j, 
where lK is a linear integral operator of the Volterra type with a continuous kernel k. Then 
standard theory (see for example [8], page 45), shows that if there exists two constants K 
and l::l., such that lkl < K and ll::l.JI < l::l. then 
llv- wll ~ l::l.exp(Kt) 
It follows, that for the equation 
(..\ll- IK)v = u', 
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with rr- 1 defined as T-1u =(.X][- K)-1u', and lK. chosen appropriately, that with mollifica-
tion of the measurement function 'Um and by Murio's stability lemma, we have the Lipshitz 
continuity result 
ll'lr-1(Jsu)' -1'-1(Jsum)'lloo::; 2 e7~T) llum- ulloo· 
Both Volterra equations utilised in Lemmas 4.3 and 4.4, can be written in the form of 
equation (5.2), with bounded Volterra kernels in the function space of continuous functions 
defined on appropriate intervals. 
6. NUMERICAL ALGORITHMS AND RESULTS 
In this section the inverse source problem, when the source is separable, is solved by 
numerical techniques. For simplicity of numerical solution we will also assume that the 
wave-speed is separable, that is c(x, t) = c1(x)c2(t) or equivalently c;(x, t) = c;1(x)c;2(t). 
That this is a necessary condition for the inverse problem of wave-speed reconstruction 
will be shown in a later paper [11]. 
The problem now has both the source and the wave-speed separable, so consider the 
equation 
(6.1) c;1(x)c;2(t)ut + Ux + b(x, t)u = S1(x)S2(t), 0 < x < £, t > 0, 
with the initial condition u( x, 0) = f( x ). For this problem the characteristic traces can 
easily be straightened, via two consecutive transformations of the form of (2.3). To this 
end introduce the transformations 
(6.2) z = ((x) = 1x c;l(x') dx', s = ((t) = 1t c2(t') dt' 
and then these equations convert ( 6.1) into 
(6.3) Us+ Uz + c1(z)b(z,s)u = c1(z)S1(z)S2(s), 0 < z < L, s > 0, 
where L = J: c;1(x') dx'. By following§ 3, equation (6.3) can be written in the characteristic 
form 
(6.4) ~~(z,r(z;z',s')) + cl(z)b(z,r(z;z',s'))u(z,r(z;z',s')) = c1(z)S1(z)S2(r(z;z',s')), 
for a characteristic trace passing through the point (z 1, s1). Because the characteristics are 
now straight lines it is possible to find the following equation for T 
( , I I) I + I T z, Z, S = Z- Z S. 
Now it is possible to integrate (6.4) from z1 to z, for the characteristic trace passing 
through ( z, s); so to yield 
(6.5) u(z, s)- u(z1, z1 - z + s)o:(z1, z; z, s) 
= r Ct(z")St(z")S2(z"- z + s)o:(z",z;z,s)dz", Jz 1 
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with 
a( z", z; z, s) = exp (- l,z b( z", z" - z + s) dz") . 
Define the natural numbers i,j, M, N E N, then a mesh {zi}~o with uniform mesh 
interval h = L/N, and z0 = 0, Zi = Xi-1 + h, 1 ~ i ~ N is established. A lattice 
in the ( z, s )-plane is then formed by defining a uniform mesh in the s-direction with a 
mesh interval h as {si}~o with s0 = 0, Si = Si-1 + h, 1 ~ i ~ M and T = sM, for 
an appropriately defined timeT. Now replace z, z' and s in (6.5), by Zi+l Zi, and Sj+1, 
respectively, so to yield 
(6.6) u(zi+1, Sj+I))- u(zi, Sj))a(zi, Zi+li Zi+b Sj+l) 
1Zi+l = z; c1(z')S1(z')S2(sj+1 + z'- Zi+I))a(z', Zi+li Zi+l, SJ+1) dz'. 
First consider the algorithm to reconstruct S1• If the mean value theorem for integrals is 
utilised in the integral of equation (6.6), it can be rewritten as 
(6.7) u(zi+1,Sj+I))- u(zi,si))a(zi,Zi+Ii Zi+1,si+1) 
{Zi+l 
= S1(e) Jz; S2(si+1 + z'- Zi+I)c1(z'))a(z', Zi+li Zi+b si+l) dz', 
provided s1 does not change sign within this interval, and with e E [zi, Zi+l]· The source 
function is now approximated by a zero degree spline (piecewise constant function), and 
both the integral on the left-hand-side of (6. 7) and the integral representation of the 
attenuation, are approximated by the trapezium rule. Now denote u(zi, Sj), c1(zi), c2(sj), 
S1(zi), S2(sj),and b(zi, sj) by ui,j, c1,i, c2,j, S1,i, S2,j, and bi,j, respectively. Then an equation 
to propagate u forwards in time can be written as 
(6.8) 
with 
a· . = exp[-!:(b" + b·+1 '+1)] 11) 2 11] I 1] • 
The corresponding equation to propagate u backwards in time for solution of the inverse 
source problem is 
(6.9) ui,j = ( ui+l,i+l- ~s1,i(s2,jc1,iai,j + s2,j+lc1,i+lai+l,j+l)) /ai,j 
By using a similar approach for the inverse algorithm to reconstruct S2, we approximate 
S2 by a zero degree spline, and again use the mean value theorem for integrals, but now 
taking s2 outside the integral, to arrive at 
(6.10) 
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(d) The reconstructed source S1 with 10% 
noise present - - - , compared to the true 
source -. The mollification parameter is 
5%. 
FIGURE 1. .Reconstruction of the source term S1• 
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The inverse algorithm to reconstruct J, is found by approximating both the integral on the 
left-hand-side of (6.7) and the integral representation of the attenuation by the trapezoidal 
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rule, to arrive at a forward propagation formula 
(6.11) ui+l.i+l = ui,jlii,j + %(81,i82,jc1,ilii,j + 81,i+182,j+lc1,i+tlii+l,j+l)· 
In order to provide an algorithm to reconstruct the source from the measurement data, 
u(t), 0 ::; t ::; T, it is necessary to describe how we implement a numerical form of the 
transformations (, and (, and their inverses. We shall explain firstly how the travel time 
transformation is implemented for (. The x-interval [0, l] is covered with a uniform mesh 
{xi}f:,0 with mesh interval h = f/ N and with Xo = 0, and Xi = Xi-1 + h, 1 ::; i ::; N. 
The non-uniform mesh points Zi =((xi) can then be evaluated by numerical quadrature of 
(6.2) using the trapezoid rule. Our algorithm is to be implemented on a uniform z-mesh, 
and this can be done by finding the inverse function to (. We estimate this function by 
inverse interpolation of ((xi), using linear interpolation, and then subsequent evaluation of 
the resultant second order approximate to Xi = ( - 1(zi), where now { Zi}f:,0 , with h = L/ N 
and z0 = 0, Zi = Zi-1 + h, 1 ::; i ::; N, is a uniform mesh on the z-axis; whereas the 
mesh {xi}f:,0 is now non-uniform. The non-uniform step size on the x-mesh is hi- 1 = 
Xi- Xi-b 1 ::; i ::; N. The existence of the inverse function ( - 1 is assured by the inverse 
function theorem and our requirement that c > 0. Care must be taken if c1 or its derivatives 
have discontinuities at points of [0, f]. This is because the linear approximation will then 
not be appropriate. This problem can be overcome by including the mesh points for which 
c1 , or its derivatives, are discontinuous into the mesh. Then the linear interpolant is only 
use<i._ with these new mesh points as appropriate end points. A similar approach is used 
for ( and its inverse. 
All of our algorithms require the simulated measured data, u, to be mollifi.ed as per § 5. 
However, when the data extension is carried out as outlined in § 5, the reconstruction near 
the ends of the intervals [0, T] or [0, l] is degraded. For this reason the measured data is 
extended to [ -3<5, T + 38) by means of linear regression rather than by extension to zero. 
Consider the extension at the end t = 0. A linear polynomial is fitted by least squares to 
u(t), t E [0,8/2] and this polynomial is then used to extend the data to [-38,0]. A similar 
linear regression is used at the end t = T to extend the data to [T, T + 38]. 
We now list the algorithms for reconstruction of 81 and 82 • 
Algorithm 1. Reconstruction of 81 when the known functions are: u(t), 82(t), c1(x), c2(x), 
f(x), b(x, t), for 0::; x::; f, 0::; t::; T1, T1 = Nh. 
1. Mollify the input data u, 0 ::; i ::; N. 
2. Transform to the ( z, s )-plane by quadrature and interpolation. 
3. Set i = N- 1, with UN,i+l = Uj+b j 2 0, and Ui,o = fi, 0 ::; i ::; N known. 
4. Solve equation (6.9) for 81,i when j = 0. 
5. Solve equation (6.9) for Ui,j, j > 1, as 8 1,i is now known. 
6. Set i = i - 1, provided i 2 0, and go to 4. 
Algorithm 2. Reconstruction of 82 when the known functions are: u(t), 8 1(x), c1(x), c2(x), 
f(x ), b(x, t), with 0::; x ::; .e, 0::; t::; T2, T2 = hN2• 
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1. Mollify the input data u, 0:::; i:::; N2. 
2. Transform to the (z, s)-plane by quadrature and interpolation. 
3. Set j = 1, with UN,m+l = Um+l' m ~ 0, and Ui,o = fi, 0::; i::; N known. 
4. Solve equation (6.10) for S2,i+b when i = N- 1. 
5. Solve (6.10) for Ui,i+b 0::; i:::; N- 1. 
6. Set j = j + 1 provided j ::; M and go to 4. 
Both of these algorithms have a discretisation error of order h. 
The following algorithm is for reconstruction of the initial condition function. 
Algorithm 3. Reconstruction off when the known functions are: u(t), S1(t), S2(t), c1(x), 
c2 (x), b(x, t), for 0::; x:::; l, 0::; t S Tt, T1 = Nh. 
1. Mollify the input data u, 0:::; iS N. 
2. Transform to the (z, s )-plane by quad}:'ature and interpolation. 
3. Set i = N - 1, with UN,i+l = Uj+t, j ~ 0, and /N = UN,O· 
4. Solve equation ( 6.11) for fi = Ui,i when j = 0. 
5. Solve equation (6.11) for Ui,j, j ~ 1, as fi is now known. 
6. Set i = i- 1, provided i ~ 0, and go to 4. 
We could have generated the measured field u, as the initial data for which to test the 
inverse algorithms, by the method of characteristics algorithm (6.8) or (6.10). However 
to ensure that an inverse crime was not being committed, by effectively integrating the 
same algorithm forwards and then backwards, this forward data was instead generated by 
a finite differences solution method. The finite difference method was used to discretise, 
equation (6.1) and the resultant first order algorithm was utilised to generate u. The direct 
finite difference method was found, as expected, to yield inferior results to the method of 
characteristics (6.11). 
Where necessary the calculated data u was corrupted with white noise having a normal 
distribution and zero mean. The quoted value of the noise level, in our results, is a relative 
measure of the standard deviation of the noise to llull 2 , where 11·11 2 denotes the £2 sequence 
space norm. The amount of mollification utilised in our numerical reconstructions is stated 
as a relative percentage of &fT. The value of the mollification parameter &,was generally 
chosen to be approximately the same relative percentage of T as the relative percentage 
noise level. More sophisticated methods of optimising f> can be found in [9]. 
In all the numerical experiments described here the medium parameters were as illus-
trated in Figure 5, with l = 10. The function b was also used in separated form as 
b(x, t) = b1(x)b2(t). 
In Figure 1 we illustrate our Algorithm 1, both with and without noise, for the recon-
struction of the x-dependent part of the source density. It is observed that the presence of a 
small amount of noise does not significantly reduce the effectiveness of the reconstruction. 
In Figure 2 the Algorithm 2 is used to show a similar reconstruction for the temporal part 
of the source density. 
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(a) The reconstructed source 82 with no 
noise present - - - compared to the true 
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(c) The reconstructed source 8 2 with 10% 
noise present - - - , compared to the true 
source -. The mollification parameter is 
7.5%. 
FIGURE 2. Reconstruction of the source term S2. 
In Figure 3 the derivative of the uncorrupted time signal, u, is shown together with 
the numerical derivative of the noisy measured signal, this being obtained without mol-
lification. It is to be noted that application of such an estimate of the derivative into a 
numerical algorithm would lead to completely unusable results. The estimated derivative 
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(a) The derivative of the measured time sig-
nal, <:J{, with 5% noise present ---, and the 
true derivative-
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(b) The mollified derivative of the measured 
time signal, C::, with 5% noise present - - -, 
and the true derivative - . The mollification 
parameter is 5%. 
FIGURE 3. Reconstruction of the derivative of the measured function. 
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after mollification is also shown in Figure 3. It is observed that the derivative estimation is 
a relatively good estimate, although we point out it is only the mollified u that is utilised 
in our numerical algorithms. 
In Figure 4 the initial condition f is reconstructed both with and without noise present. 
The extra conditioning present for this problem is apparent, although mollification is used 
to smooth out the noise. 
7. CONCLUSIONS 
A number of source reconstruction problems for the one-way wave equation have been 
examined. It has been shown that provided the source function is separable, and only one 
of the separation functions is to be reconstructed, a unique solution exists. It has been 
also shown that the problem can be regularised so that the solution of the inverse source 
problem, depends continuously upon the data. We have provided numerical algorithms to 
perform this reconstruction, and demonstrated their properties by some numerical compu-
tations. 
It is of interest to observe that global uniqueness results have been proven for the re-
construction of the source density functions. In the material reconstruction problem to be 
considered in a later paper we have only been able to obtain local uniqueness results. 
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(a) The reconstructed initial condition, /, 
with no noise present-, compared to the true 
condition---. No mollification has been used 
here. 
(b) The reconstructed initial condition, /, 
with 5% noise present - - -, compared to the 
true condition -. Mollification of 1% used. 
6 
0' 
·1 
0.02 0.04 0.08 0.08 0.1 0.12 0.14 0.16 0.18 02 
I 
(c) The simulated measured time signal, u, 
with no noise present - and with 5% noise 
present - - -. 
FIGURE 4. Reconstruction of the initial condition f. 
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