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Abstract—Traditional routing in the Internet is best-effort.
Path differentiation including multipath routing is a promising
technique to be used for meeting QoS requirements of media-
intensive applications. Since different paths have different charac-
teristics in terms of latency, availability and bandwidth, they offer
flexibility in QoS and congestion control. Additionally protection
techniques can be used to enhance the reliability of the network.
This paper studies the problem of how to optimally find paths
ensuring maximal bandwidth and resiliency of media transfer
over the network. In particular, we propose two algorithms to
reserve network paths with minimal new resources while increas-
ing the availability of the paths and enabling congestion control.
The first algorithm is based on Integer Linear Programming
which minimizes the cost of the paths and the used resources.
The second one is a heuristic-based algorithm which solves the
scalability limitations of the ILP approach. The algorithms ensure
resiliency against any single link failure in the network.
The experimental results indicate that using the proposed
schemes the connections availability improve significantly and
a more balanced load is achieved in the network compared to
the shortest path-based approaches.
Index Terms—Multipath routing; Availability; MPLS tunnels
I. INTRODUCTION
Live streaming is becoming very popular as more enter-
prises stream on the Internet. Examples include radio and tele-
vision broadcasts, sport events and multimedia conferencing.
Based on the industry forecasts, multimedia streaming over
packet-switched IP networks will be the dominant Internet
traffic in 2019 (80 to 90 %) [1]. Besides, both broadcasters and
end-users expect high-quality live viewing experience which
is comparable with high-definition (HD) television broadcast.
However, traditional routing in the Internet is best-effort and
often suffers from different network impairments such as
packet loss, jitter and outages of unknown duration without
any QoS guarantees. Path differentiation techniques, multipath
routing in particular, seems to be a promising method to meet
QoS requirements of media-intensive applications.
Our contribution. In this work, we propose algorithms for
network path reservation over the Internet. We use multipath
routing to meet QoS requirements of media applications,
enable congestion control, enable protection against failures
and enhance network reliability.
We first propose an Integer Linear Programming (ILP)
model to find optimal multipaths for media transfer. This
model assigns a cost to each network link which is defined
based on the combination of: i) link’s availability and ii) link’s
available bandwidth. Component’s availability refers to the
probability that the component is in a functional state at any
arbitrary time which is a significant QoS metric for describing
reliability. The objective is to minimize the cost of the paths
reserved for each media transfer. The model finds two sets
of paths as primary and secondary. The paths within each set
are not necessarily edge-disjoint. However, the primary and
secondary resources can not be reserved on the same link.
With the large number of variables required in the ILP
formulation of the problem, finding the optimal solution might
not be feasible in a reasonable time. We therefore propose a
heuristic algorithm to overcome the scalability limitation of
the ILP solution. Similar to the ILP, this algorithm assigns
the explained cost to each link and finds least-cost paths as
primary and secondary. The algorithm iterates several times to
find multiple paths to meet the (bandwidth) demands of the
transfer. In order to reduce the number of required secondary
paths and the overhead caused by finding two sets of paths,
the algorithm tries to minimize the consumed resources by
finding secondary paths which fulfill the maximum bandwidth
allocated on the edges of the primary paths. Since we target
resiliency against single link failure, it is sufficient to find such
paths as backup. The proposed scheme differs the existing ap-
proaches in the sense that: i) the path selection is based on two
metrics: reliability of the connections in terms of availability
and available bandwidth of the links, ii) the reserved resources
for the secondary paths is reduced. As the paths in each set are
not necessarily edge-disjoint, more links can be shared while
resiliency against single link failure is guaranteed.
In order to use the proposed schemes we rely on Inter-
AS (G)MPLS tunnels [2], [3]. Inter-AS Path Computation
(PC) is more challenging than the solutions used within a
single domain. The reason is that there is a limitation in
the visibility of the Traffic Engineering (TE) information of
different domains. We rely on the architectural framework
proposed in [4]. In this framework they introduce a ‘service
plane’, working on abstract representations of inter-domain
relationships. The functional features of a multi-domain ser-
vice plane supporting the advertisement of providers network
capabilities are modeled. This service plane is not necessarily
designed to be extended to the whole Internet. However, it
is suitable for a limited number of neighboring providers to
jointly offer inter-AS services. This framework relies on a
Path Computation Element (PCE)-based method for end-to-
end path computation and signaling. The tunnel is signaled
across the inter-AS path via the RSVP-TE protocol [3].
The rest of the paper is organized as follows. Section II
describes the related work. In section III, we briefly describe
the architectural framework proposed in [4] and our extension
to advertise availability information. Section IV describes
the reliability performance parameters and Section V details
the problem statement. Sections VI and VII explain the ILP
model and the proposed heuristic algorithm respectively. The
performance evaluations of the proposed schemes are reported
in Section VIII and finally Section IX concludes the paper.
II. RELATED WORK
The two surveys [5] and [6] detail many of the multipath
routing protocols in the current Internet which can be used for
Traffic Engineering (TE) and fulfilling the QoS requirements.
The authors review several protocols, from application to link
and physical layers. There exist several IETF activities in
support of inter-domain TE such as [3] and [2]. In addition,
several research projects focused on this topic. Some of which
are focusing on PCE-based framework. [7] provides a survey
on the PCE architecture. The Dragon project, [8], relied on
this architecture to implement multi-domain TE paths. There
are several proposals for BGP extensions to advertise TE
information [9], [10]. The main challenge in such approaches
is that they require changing BGP. Furthermore, exchanging
TE information in addition to the reachability information in
BGP limits the scalability.
Other studies focused on multipath provisioning in overlay
networks [11]. The combination of overlay architecture and
BGP extensions was proposed in [12]. A complementary
approach is the peer-to-peer (P2P) approach. Although P2P
live streaming is known to be cost-effective, it is not clear
whether it can provide the same level of scalability and QoS
as provided by dedicated overlay networks. In this context,
authors in [13] proposed an architecture referred to as P4P
(Proactive Provider Participation for peer-to-peer applications)
which enables an efficient cooperation between applications
and network providers. Such an architecture enables efficient
resource allocation and better performance. [14] surveys sev-
eral algorithms and mechanisms considered in P2P overlay
networks.
In a more recent work, authors proposed solutions to
maximize the availability-weighted capacity in elastic optical
networks [15]. Since the focus of their work is on elastic
optical networks the constraints are quite different than the
ones considered int this work for inter-domain settings.
In this work, we consider a PCE-based platform relying
on a user-centric model proposed in [4] which is restricted
to some providers willing to cooperate for inter-AS services.
We briefly describe this model in Section III and the rest of
the paper focuses on finding multiple paths fulfilling service
demands.
III. ARCHITECTURAL FRAMEWORK
In [4], a provider alliance linked by a common service
plane is considered. An inter-AS tunnel request starts at the
source domain asking for the computation of inter-domain
paths considering the cost and the service requirements. The
involved providers agree on a route which is then passed to
the PCE-based control planes to compute the MPLS tunnel.
It is assumed that a service broker which is responsible for
managing the inter-AS tunnel transactions is independent of
the provider. The different entities in this framework include:
i) AS Selection Agent (ASA), which is responsible for inter-
AS route calculation. The ASAs receive requests, query the
service repository, make selections and check if the service can
be instantiated. Once the service is activated, the source ASA
triggers the path computation at the PCE-based control plane.
The tunnel is signaled across the inter-AS path via the RSVP-
TE protocol [3]. ii) Network Service Broker (NSB), which
is a centralized entity providing for ASAs: Partial Internet
Topology (PIT), with ASes as nodes and interconnection
between ASes as links, Transit Capabilities and Costs (TCC)
of every AS and statistics about previous requests.
We modify the TCC model to include the availability
information between ASes and the directional capabilities
between the adjacent ASes. These capabilities can be function
of different QoS requirements (e.g., minimum bandwidth).
We rely on the availability model of a bidirectional line
proposed in [16]. Based on this model, fiber optic cable is the
dominant component since the cable cuts are frequent and
repair times are very long. Therefore, the availability of a
line is dependent on its length. Accordingly the availability
of the connection between two ASes can be estimated based
on its length. To this end, we require an estimation on the
physical distance between adjacent ASes. We propose to use
2 databases: i) GeoLite ASN which provides the IP addresses
to AS number mapping and ii) GeoLite City which provides
IP addresses to geolocations mapping. Using these databases,
the approximate location of the ASes can be found which can
be used to estimate the physical distance between them.
There are some limitations in this approach: i) ASes might
be connected to each other through Internet Exchange Points
(IXP), while in PIT, these ASes are considered to be adjacent,
ii) It is assumed that the extracted locations represent the
geolocation of the border routers directly connected between
adjacent ASes. As part of the future work, we will focus on
solving these limitations to have a more accurate calculation.
We refer the interested readers to [4] for detail description of
this framework and the corresponding functional architecture.
IV. RELIABILITY PERFORMANCE PARAMETERS
We detail the reliability performance parameters which are
used in the design and evaluation of the proposed schemes.
A. Component availability
The probability that a component is functional at an
arbitrary moment is called availability of that component.
Availability is calculated based on: i) components mean time
to repair (MTTR) which is the time needed to restore a
component and ii) mean time between failures (MTBF) which
is defined as the time between two consecutive failures of the
component [16]. The availability A is defined as follows:
A = 1− MTTR
MTBF
(1)
B. Protected/unprotected path availability
The availability of a path is calculated based on the avail-
ability of the components in the network. For an unprotected
path, all the nodes and links along that path should be available
in order to have an available path. This is defined as:
Aunprotected =
∏
i∈components
A(i) (2)
In this formula, A(i) indicates the availability of the ith
component along the path. Note that recovery techniques
improve the availability of a path because a protected path
is available if primary path or the secondary path is available.
Aprotected = Ap +A
′
pAs (3)
Ap and A
′
p indicate the availability and unavailability of the
primary path respectively while As represents the availability
of the secondary path. This formula can be extended to present
the availability of a system, Asystem. In the following formula,
single failure and multiple paths are considered:
Asystem =
M∏
i=1
Ap(i) +
M∑
j=1
 M∏
k=1;k 6=j
Ap(k)
A′p(j)As(j)
(4)
The number of working paths in the system is M .
V. PROBLEM STATEMENT
We present a formal model for our proposed reliable mul-
tipath provisioning. This model can be used to find multiple
paths for a given request to transfer media-intensive applica-
tions. The network (PIT) is represented as a graph G(V,E)
with ASes as vertices V and the set of inter-AS logical
connections as edges E. Each edge has a certain capacity
in terms of bandwidth Be which is the residual capacities
after the previously admitted requests. The ASA of the source
domain associates to each edge of the PIT a cost coste which
is calculated based on the availability Ae and the available
bandwidth Be of that edge retrieved from the TCC:
coste = −ln(Ae) + α ·B−βe α, β ∈ <+ (5)
We take the availability of the links into account to enhance
the reliability of the connections. In our proposed schemes,
we target minimizing the cost of the paths. Since product
of the components’ availability should be considered when
calculating a path availability (see Formula (2)), we used the
log of the availability in the cost function. Additionally we
consider the available bandwidth of the edges to give higher
cost to the edges with less bandwidth. This way we prefer
paths with more available bandwidth which enables congestion
control. α and β are defined to tune the impact of the factors
in the cost function.
In this model a request is defined as a tuple r = (sr, dr, br)
in which sr and dr are the source and destination of the
request respectively. br indicates the bandwidth demand of this
request. Since requests arrive over time, we do not know about
the future requests. Therefore, we try to find paths for each
request optimally by: i) using fewer new resources, ii) using
less popular edges by giving higher cost to the edges with less
bandwidth and iii) using edges with higher availability.
We use protection techniques to further enhance the paths
reliability. Therefore, two sets of paths should be found.
The first set includes the primary paths and the second set
comprises the secondary paths. These two sets should be edge-
disjoint however, the paths within each set can share links
among themselves. This increases the chance of finding paths
to fulfill QoS requirements/bandwidth demand of a request.
To decrease the resource consumption, instead of finding
secondary paths which fulfill the whole bandwidth demand
of a request, we reserve bandwidth equal to the maximum
bandwidth assigned on the links of the primary paths.
Table I lists all the notations used to define the model.
TABLE I
SYMBOLS AND NOTATIONS IN THE FORMAL MODEL
Variable Description
V Set of physical vertices.
E Set of physical edges.
Be Bandwidth capacity of link e.
coste The cost of link e.
Ae The availability of link e.
Eoutv Set of all outgoing edges of node v.
Einv Set of all incoming edges of node v.
R Set of concurrent requests.
sr Source node of request r.
dr Destination node of request r.
br Bandwidth demand of primary paths for request r.
brs Decision variable. Bandwidth demand of secondary
paths for request r.
xr,ep Binary decision variable. 1 if link e is used in the
primary paths of request r, 0 otherwise.
xr,es Binary decision variable. 1 if link e is used in the
secondary paths of request r, 0 otherwise.
βr,ep Decision variable. Dedicated bandwidth for primary
paths between link e and request r.
βr,es Decision variable. Dedicated bandwidth for sec-
ondary paths between link e and request r.
VI. ILP-BASED RESILIENT MULTIPATH ROUTING
In this section, we detail an ILP formulation for the ex-
plained problem.
A. Decision variables
In our ILP model two sets of decision variables correspond-
ing to primary and secondary paths are required. xr,ep is a
binary decision variable which indicates whether an edge e
is used in the primary paths of request r. xr,es represents the
usage of the edge e in the secondary paths of request r.
xr,ep , x
r,e
s ∈ [0, 1] ∀r ∈ R,∀e ∈ E
βr,ep is a decision variable which indicates the amount of
bandwidth used on edge e for the primary paths of request
r and βr,es is the corresponding decision variable for the
secondary paths.
βr,ep , β
r,e
s ∈ <+ ∀r ∈ R,∀e ∈ E
brs is a decision variable which determines the amount of
bandwidth to be reserved for the secondary paths.
brs ∈ <+ ∀r ∈ R
B. Objective function
The objective is to find two sets of optimal primary and
secondary paths, where optimal refers to the minimum total
cost of the paths. The cost of the network edges are defined
based on their availability and residual bandwidth (Formula
(5)) and minimizing the total cost leads to paths with fewer
resources and higher availability while the unpopular edges
are preferred. The objective function is defined as:
Minimize∑
r∈R
∑
e∈E
coste × xr,ep +
∑
r∈R
∑
e∈E
coste × xr,es (6)
C. Flow constraints
Since requests are routed over a network, they are subject
to capacity and network flow constraints. The capacity con-
straint in Formula (7) ensures that the cumulative bandwidth
reservation over each edge does not exceed its capacity.∑
r∈R
βr,ep +
∑
r∈R
βr,es ≤ Be ∀e ∈ E (7)
The next two constraints set the flow conservation for both
primary and secondary paths. These constraints ensure that the
incoming flow of the intermediate nodes along a path equals
the outgoing flow.∑
e∈Eoutv
βr,ep =
∑
e∈Einv
βr,ep ∀r ∈ R,∀v ∈ V |v /∈ sr, dr (8)
∑
e∈Eoutv
βr,es =
∑
e∈Einv
βr,es ∀r ∈ R,∀v ∈ V |v /∈ sr, dr (9)
The Formulas (10)-(13) ensure that for both primary and
secondary paths, the outgoing flow of the source and destina-
tion are equal to the request’s demand and 0 respectively.∑
e∈Eout
sr
βr,ep = b
r,
∑
e∈Eout
sr
βr,es = b
r
s ∀r ∈ R (10)
∑
e∈Eout
dr
βr,ep = 0,
∑
e∈Eout
dr
βr,es = 0 ∀r ∈ R (11)
Also the incoming flow of the source and destination should
be equal to 0 and the request’s demand respectively.∑
e∈Ein
sr
βr,ep = 0,
∑
e∈Ein
sr
βr,es = 0 ∀r ∈ R (12)
∑
e∈Ein
dr
βr,ep = b
r,
∑
e∈Ein
dr
βr,es = b
r
s ∀r ∈ R (13)
To ensure that the reserved resource for the secondary paths
is equal to the maximum bandwidth assigned on the links of
the primary paths, we add the following constraint.
brs ≥ βr,ep ∀e ∈ E,∀r ∈ R (14)
Finally, we use the next two constraints to connect the
two binary decision variables xr,ep and x
r,e
s to β
r,e
p and β
r,e
s
respectively. These constraints ensure that if βr,ep (β
r,e
s ) is more
than 0, then xr,ep (x
r,e
s ) is 1 as well.
βr,ep ≤ xr,ep ×Be ∀r ∈ R, ∀e ∈ E (15)
βr,es ≤ xr,es ×Be ∀r ∈ R, ∀e ∈ E (16)
D. Disjointness constraints
To ensure that the set of primary and secondary paths do not
share any link, we add the following disjointness constraint.
This constraint guarantees that an edge is either used in the
primary or in the secondary paths of a request.
xr,ep + x
r,e
s ≤ 1 ∀r ∈ R, ∀e ∈ E (17)
VII. AVAILABILITY AND BANDWIDTH-AWARE MULTIPATH
ROUTING ALGORITHM (ABMR)
Due to the large number of constraints and variables in
the ILP formulation, the optimal solution may not always be
found in a reasonable time in large-scale settings. To have a
more scalable solution, we propose a heuristic-based approach
(ABMR).
In this work, the disjointness is only required between
primary and secondary paths. The paths used as primary (or
secondary) can share links among themselves. The proposed
scheme guarantees resiliency against any single link failure.
We assume that requests arrive over time and thus are
addressed sequentially. If multiple requests arrive at the same
time, they are sorted first and then addressed. The ABMR
algorithm is shown in Algorithm 1. In this algorithm, first
the requests are sorted based on their bandwidth demand in
a descending order. For each request, the network resource
usage is maintained as depicted in Algorithm 1. The requests
are then given to the BWallocationResilient algorithm which
finds the close to optimal paths for each request. If a feasible
set of paths for both primary and secondary paths is found,
the network is updated based on the new allocation, otherwise
the algorithm backtracks to the previous state of the network.
The BWallocationResilient is the main module of the
ABMR algorithm which is responsible for finding multipaths
as primary and secondary. This algorithm is shown in Al-
gorithm 2. In this algorithm first a cost is assigned to each
network edge using a cost allocation module. This cost is
calculated based on Formula (5). Then the request is given to
the BWallocation module together with the network topology
Algorithm 1: ABMR
Data: requests, network infrastructure
sortedList← sortBandwidth(all concurrent requests);
for request ∈ sortedList do
currentState← save the current network state;
feasible ← BWallocationResilient(request);
if feasible then
update the network;
else
set current network state to currentState;
end
end
(PIT) with residual capacities. BWallocation finds a first set
of paths fulfilling the request’s demand. We refer to the paths
found by this algorithm as ‘primary paths’. Then the links
used in the primary paths are removed from the network and
BWallocation is used for the second time to find the secondary
paths for that request. Therefore, the secondary paths are edge-
disjoint from the primary paths but they can share links among
themselves. As mentioned earlier, for the secondary paths, it is
not required to find flows with exact amount of bandwidth as
in the primary paths. Since, we aim at resiliency against single
link failure, it is sufficient to find secondary paths which fulfill
the maximum bandwidth (maxBW) allocated on the edges of
the primary paths. With such secondary paths, if any link in the
primary paths fails, there is sufficient capacity for the recovery
of the affected paths. In practice, it is possible that a request
does not ask for 100% recovery of the bandwidth demand
upon a failure occurrence. It might be enough that a portion
of the demand is transferred to the destination. Therefore, we
compare the maxBW and the requested backup capacity and
select the minimum value as the amount of backup capacity
to be allocated to that request. This is indicated in Algorithm
2. If a feasible set of primary and secondary paths are found
the request is admitted and the network is updated according
to the new allocations otherwise the request is rejected.
Algorithm 2: BWallocationResilient
Data: a request
costAllocation(edges);
primaryReservation ← BWallocation(req,
primaryDemand, graph);
maxBW ← max Bandwidth(primaryReservation);
graphReduced ← remove the links in primaryReservation
from the network graph;
backupDemand ← min(maxBW,backupDemand(req));
backupReservation ← BWallocation(req, backupDemand,
graphReduced);
if primaryReservation && backupReservation then
return primaryReservation, backupReservation;
else
return false;
end
Algorithm 3: BWallocation
Data: a request, demand, graph
path ← LeastCostPath(graph);
while path do
minBW ← min Bandwidth(path);
flow ← flow + minBW;
if flow ≥ demand(req) then
minBW ← minBW - (flow - demand(req));
reservation(req, flow);
return reservation;
else
augment flow along path with minBW
update the residual graph;
end
path ← LeastCostPath(graph);
end
return false;
It is worth mentioning that the algorithm does not prefer
multipaths over single path. By preferring the paths with more
bandwidth, the algorithm tries to find a single path for each set
first and only if there is not enough capacity in a single path
to fulfill the request’s demand, multipaths are searched for.
The reason for this preference is to reduce traffic splitting of
media transfer, since dealing with out-of-order packets caused
by mutlipath solutions is a challenge on its own.
The BWallocation algorithm is shown in Algorithm 3. This
algorithm successively finds shortest augmenting paths in the
residual network, and augments flow along such paths until
the total flow fulfills the demand. The shortest paths are found
based on a modified version of the Bellman-Ford algorithm.
In this modified algorithm the calculated costs (based on
availability and bandwidth) are used as weights.
Note that the proposed algorithms (both ILP and heuristic
solutions) guarantee a single link failure recovery. However
multiple simultaneous link failures in the primary paths can
also be recovered as long as the sum of the bandwidth of the
affected paths does not exceed the backup capacity reserved
on the secondary paths.
VIII. PERFORMANCE EVALUATION
In this section, we first describe the simulation environment
and introduce the performance metrics and then the evaluation
results are reported. The focus of the experiments is on quan-
tifying the added value of considering available bandwidth
and availability in the calculation of the paths in terms of
network reliability, load balancing and acceptance rate. In
the simulations, we compare the heuristic-based approach
(ABMR) with the ILP-based algorithm in network scenarios
where ILP can be executed in a reasonable time. Additionally
we compare the proposed schemes with multipath routing
based on shortest path algorithm.
A. Simulation environment
Our simulation is based on Python code. We used Networkx
library for graph-based implementations. The PuLP LP mod-
Fig. 1. Comparison of connection availability. Network size = 20.
Fig. 2. Comparison of connection availability. Network size = 100.
eler in Python is used to generate the LP files. The ILP model
is solved using the Cbc solver included in PuLP1.
For the network topology we considered two scenarios:
i) small network and ii) large network. We generated a set
of network topologies defined by the Barabasi-Albert (B-A)
model [17] which generates random scale-free networks. For
the small network, we considered a topology composed of 20
nodes and a topology with 100 nodes was generated for the
large network scenario. The bandwidth capacity of the links
are numbers uniformly distributed between 100 and 200 and
links availability are numbers between 0.9 and 0.99999.
The service requests arrive over time in a Poisson process
with average rates between 2 and 10 requests per 100 time
units. Each request has a lifetime exponentially distributed
with an average of µ = 1000 time units. For these requests, the
source-destination pair is selected randomly and the bandwidth
demand of requests are numbers uniformly distributed between
10 and 50. For the links’ cost calculation α = β = 1.
The hardware which is used for running the simulations is
Intel Xeon quad-core CPU at 2.40 GHz with 12 GB RAM.
Each simulation is iterated 10 times and the average result
over all the iterations is reported.
B. Performance metrics
The following performance metrics are measured to evaluate
and compare the proposed schemes.
1The solver is from COIN-OR, https://projects.coin-or.org/Cbc.
Fig. 3. Comparison of β-ratio. Network size = 20.
Fig. 4. Comparison of β-ratio. Network size = 100.
Availability. This metric indicates the probability that a
component is functional at any time (see Section IV).
Load balancing. This metric is defined to objectively
measure the load balancing properties of a routing mechanism.
Acceptance ratio. It measures the ratio of the accepted
service requests.
C. Availability analysis
We have evaluated the performance of the proposed schemes
in terms of availability and compared them with the multipath
routing based on shortest-path algorithm. The availability of
the paths are calculated based on Formula (4).
Figures 1 and 2 depict the results of the availability evalu-
ation in the two network scenarios. In these figures, the aver-
age connection availability achieved for requests in different
schemes for different request arrival rates is compared. In
both network scenarios, considering the link availability in the
path calculation leads to higher connection availability which
results into a more reliable network compared to the shortest
path-based approach. As we see, for higher arrival rates lower
connection availability is achieved. This can be explained by
the fact that higher arrival rates lead to existence of more flows
at the same time in the network. Accordingly, less options are
available for selecting the paths and thus many requests are
assigned paths with low availability.
D. Load balancing analysis
In this section, we evaluate the load balancing properties of
the proposed schemes. To this end, load balancing metrics have
Fig. 5. Comparison of acceptance ratio. Network size = 20.
Fig. 6. Comparison of acceptance ratio. Network size = 100.
to be defined. Metrics found in the literature were originally
designed to be used for measuring node load balancing, but
they can simply be extended to the link load balancing. A
metric defined in [18] is called β-ratio. This ratio calculates
the traffic distribution over each node/link as:
β =
(
∑
x∈X fx)
2
|X|∑x∈X f2x
with X the set of vertices V or edges E of the network G =
(V,E) and fx the number of paths going through vertex or
edge x. The β-ratio ranges between 1X ≈ 0 (unbalanced) to
1 (balanced). Since this ratio has a standard range [0,1] it is
easy to interpret.
As we take the available bandwidth of the links into account
at the time of finding multipaths, we apply a load balancing
mechanism implicitly by giving higher priority to the links
which have more bandwidth available. This is visible in the
evaluation of the β-ratio as depicted in Figures 3 and 4. As
we see, more balanced loads are achieved on the links by the
proposed schemes compared to the shortest path algorithm.
E. Impact of request arrival rate and backup requirement
In this section, we evaluate the acceptance ratio of the
proposed schemes and compare them with the shortest path al-
gorithm. Figures 5 and 6 depict the results for the two network
scenarios. The acceptance rate of the schemes for different
request arrival rates are evaluated. Indeed, the increase of the
requests arrival rate leads to lower acceptance rate as less
resources are available.
Fig. 7. Comparison of acceptance ratio. Network size = 20.
Fig. 8. Comparison of acceptance ratio. Network size = 100.
Since requests may ask for different backup capacity, in
the following experiment, we evaluate the impact of different
backup requirements on the acceptance ratio of the proposed
schemes. In this evaluation fixed arrival rate of 10 requests
per 100 time units is considered and the acceptance ratio
for different backup requirement ranging from 0 to 100%
is illustrated in Figures 7 and 8. As we see, when large
backup capacity is requested the acceptance ratio decreases
significantly.
IX. CONCLUSION
In this paper, we studied the problem of finding optimal
multipaths with guaranteed bandwidth and resiliency against
a single failure for media transfer over the Internet. We first
proposed an ILP-based algorithm taking into account links’
availability and bandwidth to increase the reliability of the con-
nections and enable congestion control. To solve the scalability
limitation of the ILP, we proposed a heuristic-based approach
which finds least-cost paths. The proposed schemes reduce
the amount of bandwidth that is reserved as backup while
guaranteeing resiliency against any single link failure. The
simulation results indicated that the proposed schemes have
better performance in terms of acceptance rate, connection
availability and load balancing compared to the schemes based
on the shortest path algorithm. In order to use the proposed
algorithms for multipath provisioning over the Internet, we
relied on a PCE-based architecture to create a MPLS tunnel
corresponding to each path. This architecture does not scale
to the whole Internet and as part of the future work we will
focus on more scalable solutions. Another interesting future
direction includes considering other factors such as maximum
possible delay difference between the paths.
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