Objective: Diabetes is a major public health problem in the United States, affecting roughly 30 million people. Diabetes complications, along with the mental health comorbidities that often co-occur with them, are major drivers of high healthcare costs, poor outcomes, and reduced treatment adherence in diabetes. Here, we evaluate in a large state-wide population whether we can use artificial intelligence (AI) techniques to identify clusters of patient trajectories within the broader diabetes population in order to create cost-effective, narrowly-focused case management intervention strategies to reduce development of complications.
Introduction

Problem
Diabetes is a major public health problem in the United States, affecting roughly 30 million people (9.4% of the population) at a total annual cost of $327 billion USD as of 2017 [1] .
Diabetes is also associated with the development of a number of serious complicationscardiovascular, renal, neuropathic, ophthalmicthat are major drivers of high costs and poor outcomes [2] . Those complications (e.g. renal failure) additionally lead to increased mortality risk [3, 4] . Diabetes has a high comorbidity with mental health issues, such as mood disorders like depression and bipolar. Those mental health comorbidities are known to reduce treatment adherence in diabetes, and increase the risk for development of complications [5, 6] .
There have a number of efforts to tackle the diabetes problems through analytical solutions using both clinical electronic health record (EHR) data and insurance claims data, primarily focused on identifying patients who are "at-risk" [7] [8] [9] [10] [11] [12] . Definitions of risk vary, such as identifying non-diabetic patients via genetic or other information who may develop diabetes in the future, or identifying patients who are pre-diabetic and at-risk for developing full blown diabetes. But for our purposes here (and in most real-world clinical settings for both providers and payors), the fundamental definition of at-risk is those diabetic patients who are at-risk for high costs and poor outcomes in the immediate future. In other words, how do we best manage patients who already have diabetes?
The problem for providers and payors is that the patients who are identified as most "atrisk" are, counter-intuitively, not always the ones who represent the most opportunity to change course. Or to put it another way: the real question is which patients have future trajectories (in terms of both costs and outcomes) that are actually change-able? In real world clinical settings, we want actionable information [13] . A patient may be at-risk, but there may either be nothing we can do about it, or too late to do so. This issue has led to the development of "rising risk" models in both payor and provider analytic departments [14] , which seek to identify patients with significant differentials between their current estimated risk and either past or future levels.
In other words, patients whose trajectories suggest the individual will become a high risk, high cost patient in the future, even though they are not one currently. The idea is to intervene early before risk escalation occurs. On the flip side, such early intervention often comes with its own sizable costs (e.g. population-wide screening efforts), unless narrowly focused. There are limited resourceswe cannot screen every patient for everything. This is a particularly acute problem for healthcare organizations, such as payors, integrated payor-provider systems, and accountable care organizations (ACOs), who are responsible for managing the total cost of care for patients and/or function in value-based care settings [15] . With the growth of value-based care models in the United States, the challenge is only growing.
Goal
The goal here is to evaluate whether we can cluster trajectories of diabetic patientsnot necessarily the patients themselvesbased on service utilization (detailed in Section 2.2.). The primary concern is what is causing the later development of complications in some diabetes patients, but not others. Then to evaluate the characteristics among those trajectory clusters and look for differences that represent actionable intervention opportunities. In short, are there
sub-groups of patient trajectories within the broader diabetes population we can identify where narrowly-focused early intervention strategies could reduce the later development of complications with reasonable costs?
To this end, the current project was conducted in a statewide population in the southeastern United States comprising roughly ~32,000 individuals with diabetes. We looked at both payor claims data and social determinants of health data. The ultimate output was to create a deployable framework for case management of diabetes patients in real world clinical settings, resulting in a scalable, sustainable system. While we are concerned with the technical development of an artificial intelligence (AI) system for diabetes here, we are also concerned with the "people side" of the equation and how such a system could integrate with existing practices of providers and patients within healthcare systems. The latter is key for successful implementation and user adoption [13, 16 ].
Previous Work
In previous work, we have focused on creating AI systems for finding optimal treatments for a range of chronic illnesses. This includes systems to simulate and augment clinical-decision making in co-occurring physical and mental chronic illness [17, 18] , data-driven approaches to selecting optimal treatments for mental health [19, 20] , and robotic applications for patients with dementia and aging-related issues [21, 22] . The primary aim across all these was improving treatment of mental health and cognitive issues, as well as understanding the role co-occurring physical illnesses (such as diabetes or cardiovascular issues) play in that.
Along similar lines, a number of researchers have been exploring the possibility of predicting complications development in diabetes care. For instance, the MOSAIC project in Europe has recently been building predictive machine learning models of diabetes complications in Type II diabetes using clinical data, reporting accuracy rates up to 83.8% [23] . Numerous papers in recent years have also constructed computational models of risk assessment for diabetes complications [24, 25] , while others such as Makino et al. have focused on the predicting the development of specific complications like renal disease [26] . Elsewhere, the Centers for Disease Control (CDC) in the United States has begun developing forecasting models to support screening policies for co-morbid mental health issues in diabetic patients [27] . As mentioned in Section 1.1, those mental health comorbidities are known to reduce treatment adherence in diabetes, and increase the risk for development of complications [5, 6] . In short, there are a number of projects ongoing looking at using artificial intelligence and machine learning techniques to better manage diabetes care and complications, addressing various facets and coming from varying angles.
Current Work
In this work, we are particularly interested in AI applications to the intersection of physical and mental health, and how that can be used to produce tools to enhance case management for diabetes care. As described in Section 1.2, this entailed looking for clusters of trajectories of diabetic patients, then identifying differences between the clusters that represent actionable intervention opportunities. For instance, are there particular co-morbidities causing patient trajectories to worsen (i.e. switch from one cluster to another) that are alterable through some case management intervention? And critically, can we not only accurately cluster individual patients, but also predict when one may be likely to switch clusters before such a switch occurs?
This prediction piece is important, as our a priori hypothesis is that the trajectory clusters will align with higher or lower incidence of complications in sub-groups of the diabetes population. We base this on the fact that, as noted in Section 1.1, complications are a major cost driver in diabetes, and so should be reflected in service utilization patterns over time.
The final aspect of the work is understanding how this approach fits into current paradigms of case management of diabetes patients within payors and related organizations, such as accountable care organizations (ACOs). Often there is a lack of rigor in many systems for collecting specific case management interventions performed, where that information is often recorded in unstructured text notes with low fidelity or consistency. We address how this both represents a barrier, and an opportunity, for this kind of work.
Methods
Data
The current project was conducted in late 2017 on a statewide population in the southeastern United States who received health insurance through an Affordable Care Act exchange plan (ACA, known colloquially as "Obamacare") between 2014 and 2016. The total number of unique individuals was approximately ~300,000. Of those, roughly ~32,000 individuals had diabetes, defined as an individual diagnosed with an ICD9 code starting with '250'. 90% of those were individuals with Type II diabetes. In order to be able to analyze comparable windows of patient trajectories (24 months), we limited our analysis to only those individuals whose first appearance of diabetes was in 2014 (though as discussed in Section 2.2 below, this is not a cohort analysis). This reduced the final dataset for analysis to 14,941 patients.
Data for each individual patient came from three distinct sources: 1) Insurance Claims Dataincluding both service claims and medication claims 2) Case Management Noteswhich are unstructured text notes of each patient-case manager interaction
3) Social Determinants of Health -information about the individual's lifestyle, habits, and environment within which they live and work from outside the clinical context A brief description of the sources of each data above. For #1 (claims), this was obtained directly from the claims processing system from a large insurance payor in the state. The total number of claim records available was roughly 29.9 million, alongside nearly 11 million medication prescription claim records. For #2 (case mgmt notes), this was obtained from the backend database for the population health tool used by case managers while managing their patient load. We had nearly 85,000 documented interactions. For #3 (social determinants), this data was obtained from a third party vendor (Acxiom) partnered with the payor. The social determinants data included hundreds of fields comprising things such as socioeconomic status indicators, shopping habits, political affiliation, PersonicX household market segment, off-label vitamin use, occupational data, transportation sources, and more.
Lab values (such as A1C measures) were also available but not included in this analysis, given that such clinical data is not always available outside of clinical settings. However, their inclusion in the future could augment the results seen here.
Data from these disparate sources was consolidated as a unified data warehouse (Postgres 9.5) running in a HIPAA-compliant cloud environment (Healthcare Blocks, https://www.healthcareblocks.com/) built atop Amazon Web Services (AWS). Data was loaded and transformed via ETL processes built in Pentaho, an open-source data integration tool. Data for individual patients from across the three datasets was tied together using a set of unique identifiers provided by the payor and Acxiom. Subsequently, data was loaded into KNIME (Version 3.5.1) [28] , an advanced machine learning, modeling, and statistical software package, which also integrates WEKA (Waikato Environment for Knowledge Analysis; Version 3.7) [28] .
Some additional modeling was done using Python's SciKit library (http://scikit-learn.org).
Framework Overview
The modeling framework described here operates using a number of definitions. First and foremost are the diagnostic definitions. Here, we define diabetes as an individual diagnosed with an ICD9 code starting with '250'. We did not differentiate in most of the analysis between Type I and Type II (90% were Type II), though there was one curious finding related to Type I individuals from a post-hoc analysis of the clusters (detailed in the Results section 3.2 below).
Mental health diagnoses were defined based on the national Agency for Healthcare Research and Quality (AHRQ) classification scheme (see Section 2.4), i.e. ICD9 codes starting with either '29', '30', or '31'. Additional sub-categories were defined specifically for Mood Disorders (e.g.
Depression, Bipolar, Cyclothymia). Categorization of diabetes drug stages was also done for the most common medications seen in the dataset, into the following groups: initial medications (e.g.
Metformin), Sulfa drugs, GLP-1, DPP-4, SGLT-2, Thiazolidinedione, and Insulin replacement.
Diabetes complications were categorized into five groups: Cardiovascular, Neuropathy, Opthalmic, Renal, and Other. Cardiovascular Disease was defined using the AHRQ classification codes for ICD9 (see Section 2.4) or codes starting with '2507'. Neuropathy was similarly defined using the AHRQ classification codes for ICD9 or codes starting with '2506'.
Opthalmic was defined as ICD9 codes starting with '3620' or '2505', including retinopathy, edema, and other ophthalmic issues. Renal was defined using the AHRQ classification codes for ICD9 or codes starting with '2504'. The Other category included any codes starting with '2502', '2508', or '2509', including hyperosmolarity and other unspecified complications.
Patient trajectories here are defined based on service utilization, calculated based on the amounts on paid claims (similar to Liu et al. [29] ). Like many payor/provider systems in healthcare, consistently collected outcome measurement is uncommon. As such, we use future service utilization as a proxy for whether the patient is getting better or worse over time. The assumption is that worse-off patients generally exhibit higher utilization levels than the rest, and vice vera.
We should also be clear that is not a cohort analysisthese patients were at various points of diabetes disease progression (we do not know their medical history prior to 2014), which actually plays a large role in some of our more interesting findings from the trajectory clustering and modeling in the Results section below. This also represents a realistic modeling scenario, at least within the United States and similar healthcare systems, where due to a lack of healthcare data sharing across various payors and providers, when someone signs up for a health insurance plan in a given year, we often know little to nothing about them prior. Real-world models intended to operate given that current reality need to be able to handle such partial observability.
Modeling Approach
Different algorithms were used for modeling in different parts of the study, and each of these will be detailed in the relevant sections of the Results below. In short, we used a combination of clustering and classification techniques to solve various questions. Some of the techniques used included Expectation-Maximization (EM) clustering [30] , Random Forests [31] , J48 Decision Trees (a variant of the classic C4.5 algorithm) [32] , Neural Networks [28] , Logistic Regression, SVMs [33] , and Bayesian Networks [28] . However, as will be seen in the Results below, there were a few techniques that stood out from the others in terms of performance for this particular problem and dataset.
Feature Engineering
A critical part of modeling real-world healthcare datasets is the creation of "meta-data" from the underlying raw data derived from backend databases, which falls under the concept of feature engineering. The goal is to create information by intersecting across data sources and fields, constructing "meaning" out of individual data fields that may otherwise lack it [13] . In healthcare, this often takes the form of combining subject matter expertise (SME) with analytic techniques. Another approach is to use blind feature engineering (often on image data) via deep learning, although using such an approach with other clinical data (e.g. electronic health records, EHRs) is fraught with challenges that can produce spurious results, such as issues with data quality, disease heterogeneity, and temporality [34] . Here, we focus on the SME approach using experts from the payor, and highlight a couple of key engineered features which are critical to our results below.
First, we constructed from the underlying raw data a geographic risk factor. As we know, where someone lives is often a proxy for things such as socio-economic status, transportation access, lifestyle factors, etc. that correlate with health outcomes (see Figure 1 ) [35] . This was done in this study at zip code level given the available data, but could be performed at a more finite level (e.g. census tracts) if available. Geographic risk was calculated by looking at historical utilization patterns in our dataset (scaled per-member) across geographic locales for all patients (not just diabetes) across the state, and then converted into a "risk score" for each zip code on a 0-4 scale.
Figure 1: Diabetes Prevalence Geographic Risk Example (taken from [36])
Another piece of meta-data we termed "Quick-Hitters" (or QH for short). Early on, we had a suspicion that there might be some members who sign up for coverage via the Exchange and use a high number of services, then subsequently do not use many services after that (or in some cases don't even keep their coverage) [37] . This is a potentially significant problem for payors providing Exchange plans under the ACA in the United States, particularly if they drop coverage. We calculated this by looking at people who had high cost ratios, defined as spending over 90% of their total annual claim amounts in the first 60 days of coverage. Interestingly, on average, members who were Quick-Hitters tended to actually have lower claim amounts than average. However, there are notable exceptions, which led to a further distinction between "low risk" Quick-Hitters and others with higher utilization patterns. Some basic info about Quick Hitters is shown in Table 1 . The main takeaway is that Quick-hitters comprise about 15% of the total exchange member population, and that their utilization patterns are significantly different from the rest of the population.
Table 1: Quick-Hitter Basic Info
Finally, we also tagged AHRQ classification codes onto the raw data (https://www.hcupus.ahrq.gov/toolssoftware/ccs/ccs.jsp). We used that to categorize diagnosis codes (ICD9 and ICD10), CPT procedure codes (including HCPCS), and inpatient revenue codes into smaller categories for analysis. For instance, this allowed us to reduce the roughly 16,000 unique CPT codes in our dataset down to 234 categories. The original AHRQ download files provide instructions for using the classification codes in SAS, but we rewrote that into SQL code procedures to apply the classification codes directly inside a database with claims or clinical data.
Results
We are interested in evaluating three questions here: 1) can we discern predictable patterns of complications development in diabetes patients, 2) do those patterns cluster into common trajectories, 3) can we use those clustered trajectories to recommend actionable interventions.
Predicting Diabetes Disease Progression
Our first step was to explore whether we could predict diabetes disease progression, in particular whether a diabetes patient without any complication-related claims in a calendar year would develop complications in a subsequent 12-month period. This is a similar approach to what Dagliati et al. did in the recently reported MOSAIC project, though theirs was based on clinical data from a hospital setting [23] . This left a sample size of about 5,000 individuals, with about 30% developing complications in the subsequent time period (the majority of which were cardiovascular-related). Complications were grouped into Cardiovascular, Neuropathy, Opthalmic, Renal, and Other, as defined in Section 2.2. Given the limited 12-month time frame, we did not attempt to predict specific complications, but complication development overall. Results can be seen in Table 2 , using a Random Forest model (number of trees set to 100). The overall accuracy was roughly 83.5%, assessed via standard 10-fold cross validation [19] . We note that is extremely close to Dagliati et al. 2018 who reported 83.8% for predicting complications, theirs from a clinical EHR perspective and ours from a payor claims perspective [23] . We also note that similar to Dagliati et al., in order to obtain said performance we had to re-balance the dataset, since most individuals did not develop complications. In our case, we used SMOTE to synthetically over-sample the minority class [38] .
Table 2: Diabetes Complication Prediction
We also tried various other machine learning classification algorithms mentioned in Section 2.3 to predict complications, including SVMs, Neural Networks, Bayesian Networks,
J48 Decision Trees, and logistic regression. None of the other algorithms performed as well as
Random Forests, with Bayesian Networks and Neural Networks coming closest with accuracy levels around 78-80% (data omitted for brevity).
Table 3: Claims Features for Predicting Diabetes Complications
There were several hundred variables considered in the model, with 37 of those determined to be driving the prediction, based on the gain ratio of each feature [28] . For brevity, we summarize those variables in Table 3 . Most of those are self-explanatory, but we do note that "service features" refer to details about claims a member had the previous year, things such as procedure codes, procedure category, diagnoses, diagnosis category, provider specialty, provider type, and place of service. In other words, patients who had more complex medical histories and risker co-morbidities were more likely to develop complications. We also note that the geographic risk score constructed in Section 2.4 turned out to be a critical predictor. On the other hand, we note that the "Quick Hitter" constructed feature did not turn out to be useful in this context, even though it was useful in predicting high utilizers in general. That was not entirely surprising though, given the ongoing chronic nature of diabetes, averse to more episodic diseases.
Predicting Diabetes Complications using Social Determinants of Health
We were also interested in using the social determinants of health data described in Section 2.1 to predict the development of diabetes complications, using the same approach as above. When we simply added the social determinants data to the existing claims data for the model in Section 3.1 though, performance was roughly the same, indicating the social determinants did not add any additional information to the model apart from the patterns the claims data already predicted.
A separate question, however, is whether the social determinants data could be used as a substitute for claims and clinical data. To this end, we stripped out all features from the claims, and only included fields from the social determinants data. Using the same Random Forest approach as above, we were able to build models with only social determinants data predicting the development of diabetes complications with approximately ~80% accuracy, which is comparable to we can achieve with claims data alone. This is valuable, in that it may allow for making patient predictions in the future based on social determinants for new members we know nothing about (i.e. don't have claims or clinical information yet). Or, in other words, allow us to address the partial observability problem when making these kinds of healthcare predictions.
Table 4: Social Determinant Features for Predicting Diabetes Complications
There were 109 selected features in the final model, which we summarize in Table 4 . Of notable interest were variables related to vitamin use, weight loss, and home remedies for arthritis, as well as internet search behavior for medical information and vitamin use. These variables were often, though not always, higher in the group that did not develop complications.
This seems to indicate that many of these individuals are practicing a fair amount of "selfmedicating" outside conventional clinical therapies. Alternatively, it could also be taken as an indicator that the individual is taking a more active self-interest in their own health outcomes.
Either way, social determinant variables associated with patient self-care are predictive of higher outcomes and reduced costs. We intend to explore this more in future work.
Clustering Diabetes Patient Trajectories
While being able to predict whether an individual has a higher likelihood of developing The same data as above for all 14,941 diabetes patients in the dataset was processed through an EM clustering algorithm, an unsupervised form of cluster learning (see Section 2.3).
Clustering was performed using cross-validation, which found optimal performance with four clusters based on log likelihood. Average per-member service utilization trajectories (cumulative over time, starting in the first quarter of eligible insurance coverage under an Exchange plan) are shown in Figure 2 .
Figure 2: Diabetes Trajectory Clusters
We compared these emergent clusters based on patient characteristics in each one. In summary, there was a high-utilizer Orange group with a lot of complications, and a very high incidence of Renal complications. The low-utilizer Gray group had fewer complications, although they did have a high incidence of minor cardiovascular complications (e.g. hypertension). The Blue group fell somewhere in between those two in terms of utilization and complication incidence rates. The most interesting group is the Yellow group, who appear to be "newer" cases with fewer complications or mental health issues and lower levels of medication prescriptions. They tended to be on the initial stage medications (Metformin) if any, and only prescribed Insulin or Sulfa drugs at half the frequency of the other groups.
In short, there were significant differences among the clusters in terms of complications, Interestingly, there was also a significant mental health component (Table 5) , with the Blue and Orange groups being twice as likely to have a mental health comorbidity (which on closer analysis were primarily mood disorders such as depression and bipolar disorder), which aligns with previous findings [5, 39, 40] . There also appears to be some connection between lower rates of mental health comorbidity, lower rates of more serious complications, and lower service utilization patterns, as evidenced in the Gray and Yellow groups.
As a brief aside, we also note that Type I diabetes appears in normal proportions (~10% give or take a few percent) in all clusters except the Orange cluster, which is curious since Type I and Type II had very similar complication rates overall (65.6% vs. 62.6%, respectively). One 
Text Mining Interventions from Case Management Notes
The final question here for developing an AI system to support diabetes case management is whether currently available population health and care management software typically used by case managers to document care of diabetes patients could effectively track diabetes or mental health interventions that could be leveraged as part of an AI framework. The problem is that in most of those software such data is collected as unstructured text notes, meaning information about interventions needs to be parsed out, and the actual recording of keywords associated with specific interventions or protocols is dependent on case manager training.
In a separate analysis, we looked at a subset of case management notes of encounters with patients having diabetes and depression (roughly 3500) to evaluate whether we could identify interventions from a depression protocol, as shown in Figure 3 .
Figure 3: Example of depression protocol
Code was written in Python (www.Python.org) using the NLTK toolkit (www.nltk.org/)
to tag interventions in case management notes via a Bag-of-Words analysis along with Regex to account for spelling variation [41] . We evaluated this Intervention Tagger and found that we could identify at least one intervention in 16.2% of encounters, with about 10% of those encounters having multiple interventions in the same encounter.
That percentage is, as expected, very low. This represents a significant barrier to deploying any sort of AI system for diabetes case management in a real-world setting. Such a barrier would necessitate either 1) enhancements to the software to collect interventions as structured data fields, or 2) changes to care manager training to improve intervention keyword recording in unstructured text fields. Either of these approaches are associated with the larger challenges of deploying technical innovations in real-world clinical practice, i.e. user adoption and implementation science [13, 16, 42] .
Discussion
Main Findings
The main takeaway of this study is that there is a critical connection between mental health issues and the development of complications in diabetes, and by stymieing one we can potentially stymie the other. Our findings revealed clusters of trajectories in diabetes patients, that show how rates of complications and mental health comorbidities grow in unison over time.
It also revealed a particular cluster (the "Yellow" cluster) which would be a likely focus for targeted case management interventions as a subset of diabetes population, due to it largely representing "newer" cases which are likely to bifurcate over time into more stable, lowerutilizer diabetic cases or into less stable, higher-cost diabetic patients with more complications.
In short, the Yellow cluster represents actionable intervention opportunities.
We also found we could predict the development of complications using insurance claims data with 83.5% accuracy using Random Forest techniques, which is very similar to that reported by Dagliati et al. 2018 in the MOSAIC project using clinical data [23] . Interestingly, we were also able to achieve comparable performance using only social determinants of health data.
These findings were converted into the following derived protocol, combining artificial intelligence with changes in clinical practice, for reducing development of complications in diabetes populations: These issues tie back to the field of implementation science [13, [43] [44] [45] , and the work of Kaplan and Green addressing the challenges of creating clinical utility out of technology [16, 42] . This is not a trivial problem, which goes beyond the quality of the technology or solution itself.
Often there is a misalignment between how the technology "thinks" about the problem, and how clinicians and patients think about the problem. Moreover, there are often issues in other parts of the technology stack or clinical workflow which are limiting factors.
A good example of such a limiting factor is the case note issue described in Section 3.4.
The above protocol in Section 4.1 necessitates consistent collection of case management interventions performed at each patient interaction, but analysis of currently available population health and care management software typically used by case managers to document care of diabetes patients showed that such interventions could only identified 16.2% of the time. While enhancements to the software may help address this issue, it is also likely a training issue.
Effective measures are needed to improve intervention keyword recording in unstructured text fields. In short, strategies have to simultaneously address both technology and "people side"
issues. Successful deployment of any AI solution in real-world practice depends on this holistic understanding.
Limitations
There are a number of limitations to this study, mostly related to the nature of working with claims data and the realities of a real-world insurance payor setting. First and foremost is the problem of partial observability. We do not know anything about the patient prior to 2014, nor have their complete medical history. For instance, it is entirely possible, though uncommon, that a patient may have had a diagnosed cardiovascular complication, such as high blood pressure, prior to 2014 and gone untreated for an entire year. Even though it is uncommon, there is no way to rule it out. A second major issue is that in this scenario, we only receive data about a patient when a claim occurs, rather than at pre-determined set intervals. In other words, we only know anything about a patient when they receive medical services of some kind. What might be occurring in their day-to-day health outside that scope is unknown. Social determinants data (see Section 3.2) may help address this in the future, as well as in-home sensor technology deployed via smart home devices and social robots [22] .
Conclusion
We presented here a study using claims and social determinants data to identify clusters of trajectories of diabetes patients, in order to support development of an artificial intelligence solution that could reduce development of complications related to diabetes. We showed how we can 1) predict development of complications 83.5% of the time using either claims data or social determinants of health data, 2) identify clusters to reduce the number of patients to be screened down by 85% to create a cost-effective screening program, 3) use a derived protocol with the AI tool to better address mental health comorbidities in the diabetes population. Future work is intended to focus on deployment of this approach on a broader scale, and better address issues related to the "people side" of the equatione.g. consistent intervention recording in care notesthrough participatory design methods [46] .
