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Abstract
We focus on emergence of the power-law cross-correlations from processes with both short and long
term memory properties. In the case of correlated error-terms, the power-law decay of the cross-
correlation function comes automatically with the characteristics of separate processes. Bivariate
Hurst exponent is then equal to an average of separate Hurst exponents of the analyzed processes.
Strength of short term memory has no effect on these asymptotic properties. Implications of these
findings for the power-law cross-correlations concept are further discussed.
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1. Introduction
Existence of statistically significant power-law cross-correlations between various series is a
fascinating phenomenon important for modeling and forecasting time series. Several processes
that possess such long-term correlations have been proposed in the literature. The most fre-
quently discussed and applied ones are multivariate generalizations of the well-established frac-
tionally integrated ARMA processes (usually labeled as FARIMA and ARFIMA) – VARFIMA or
MVARFIMA processes – and fractional Gaussian noise processes or fractional Brownian motions,
which are their integrated version (these are labeled as fGn and fBm in the literature, respectively)
[1, 2, 3, 4, 5, 6, 7, 8]. Construction of the multivariate ARFIMA process implies that the bivariate
Hurst exponent is the average of the separate Hurst exponents [8] and the same property holds for
the fractional Brownian motion [9]. The long-range cross-correlations thus simply arise from the
specification of these processes. However, most of the studies focus on a specific case when both
studied series are themselves power-law correlated leaving aside a possibility that one of the pro-
cesses is indeed not power-law correlated. Here, we focus on two specific cases – a pair of power-law
correlated processes, and a combination of a power-law correlated and an exponentially correlated
processes – and compare their properties in the power-law cross-correlations framework. For a
sake of simplicity and straightforward results, we stick to the ARFIMA setting usually followed
in the multidisciplinary physics literature [10, 11, 12, 13, 14, 15].
2. Power-law cross-correlated processes
Power-law cross-correlated processes are usually defined via a power-law decay of a cross-
correlation function. Specifically, if the cross-correlation function ρxy(k) between processes {xt}
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and {yt} decays as ρxy(k) ∝ k
2Hxy−2 ≡ k−γxy with lag k → +∞, we say that the processes
are power-law cross-correlated. The characteristic bivariate Hurst exponent Hxy has a similar
interpretation as the univariate one so that if Hxy > 0.5, the processes are cross-persistent, and
if Hxy < 0.5, the processes are cross-antipersistent. Both Hxy and γxy (in addition to other
parameters) are used in the literature interchangeably, depending on an initial setting of the
correlation structure.
2.1. Correlated ARFIMA processes
We start with ARFIMA processes with correlated error-terms simply structured as two ARFIMA(0,d,0)
processes with parameters d1, d2, an(d) =
Γ(n+d)
Γ(n+1)Γ(d) and a specific correlation structure:
xt =
∞∑
n=0
an(d1)εt−n (1)
yt =
∞∑
n=0
an(d2)νt−n
〈εt〉 = 〈νt〉 = 0
〈ε2t 〉 = σ
2
ε < +∞
〈ν2t 〉 = σ
2
ν < +∞
〈εtεt−n〉 = 〈νtνt−n〉 = 〈εtνt−n〉 = 0 for n 6= 0
〈εtνt〉 = σεν < +∞.
Note that both processes are stationary [16, 17, 18]. Cross-power spectrum fxy(λ) with frequency
0 < λ ≤ pi of the two processes can be written as
fxy(λ) =
σεν
2pi
∞∑
k=0
∞∑
l=0
ak(d1)al(d2) exp(i(k − l)λ) =
σεν
2pi
(1− exp(iλ))
−d1 (1− exp(−iλ))
−d2 .
To show whether the processes are power-law cross-correlated, we need to inspect an asymptotic
behavior of the cross-correlation function ρxy(n). Using the inverse Fourier transform of the
cross-power spectrum, we can write the nth cross-correlation as
ρxy(n) =
σεν
2piσxσy
∞∑
k=0
∞∑
l=0
ak(d1)al(d2)
∫ pi
−pi
exp(i(n+ k − l)λ)dλ. (2)
Now, using the definition and properties of the Dirac delta function [19], we can rewrite the
cross-correlation function in Eq. 2 as
ρxy(n) =
σεν
σxσy
∞∑
k=0
∞∑
l=0
ak(d1)al(d2)δ(n+ k − l) =
σεν
σxσy
∞∑
k=0
ak(d1)an+k(d2)
and follow with
∞∑
l=0
ak(d1)al(d2)δ(n+ k − l) =
∞∑
l=0
ak(d1)al(d2)δ(l − n− k) =
∞∑
l=0
ak(d1)an+k(d2)
where t = l and a = n+ k. We can now rewrite aj(d) with a use of the Beta function so that
aj(d) =
Γ(j + d)
Γ(j + 1)Γ(d)
=
1
kB(k, d)
.
Using Stirling’s approximation of the Beta function B(•, •) for fixed d and j → +∞, we get
aj(d) ≈
1
j
1
Γ(d)j−d
=
jd−1
Γ(d)
. (3)
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Since we are interested in the asymptotic behavior, we can use Eq. 3 and follow with
ρxy(n) ≈
σεν
σxσyΓ(d1)Γ(d2)
∞∑
k=0
kd1−1(n+ k)d2−1
given that d1, d2, k, n + k > 0. Approximating the infinite sum with a definite integral, we can
write
ρxy(n) ≈
σεν
σxσyΓ(d1)Γ(d2)
∫ ∞
0
kd1−1(n+ k)d2−1dk =
=
σεν
σxσyΓ(d1)Γ(d2)
nd1+d2−1
Γ(d1)Γ(1 − d1 − d2)
Γ(1− d2)
=
=
σενΓ(1− d1 − d2)
σxσyΓ(1− d2)Γ(d2)
nd1+d2−1 ∝ nd1+d2−1 = n−(1−d1−d2)
given that d1 + d2 < 1 and n > 0. Therefore, given that σεν 6= 0, the power-law cross-correlations
emerge regardless of the level of correlation between error-terms {εt} and {νt} as long as it is
non-zero. Using the relationship between fractional differencing parameter and Hurst exponent
d = H − 0.5, we have
Hxy = 1−
γxy
2
= 1−
1− d1 − d2
2
= 1−
−(Hx +Hy) + 2
2
=
Hx +Hy
2
. (4)
The bivariate Hurst exponent Hxy is thus an average of the separate Hurst exponents Hx and Hy
regardless the correlation between error-terms as long as it remains non-zero. This also covers the
case showed in Ref. [20] for two ARFIMA processes with the identical error-terms. We now turn
to the combination of short and long term memory.
2.2. Combination of AR and ARFIMA processes
In the univariate case, distinguishing between short and long term memory is evident from the
properties of the auto-correlation function. To see how these two types of memories interact in the
bivariate setting, we investigate the case when one of the processes is long-range dependent, the
other is short-range dependent and their error-terms are pairwise correlated. Let’s have ARFIMA
process {xt} and AR(1) process {yt} defined as
xt =
∞∑
n=0
an(d1)εt−n (5)
yt = θyt−1 + νt
with |θ| < 1. Moments of the error-terms are specified as for the previous case and the processes
are thus stationary [21]. The cross-power spectrum has the following form
fxy(λ) =
σεν
2pi
∞∑
k=0
∞∑
l=0
al(d1)θ
k exp(i(k − l)λ) =
σεν
2pi
(1− exp(−iλ))−d1 (1− θ exp(iλ))−1 .
Using the inverse Fourier transform, we get
ρxy(n) =
σεν
2piσxσy
∞∑
k=0
∞∑
l=0
al(d1)θ
k
∫ pi
−pi
exp(i(n+ k − l)λ)dλ.
Again, we use the definition of Dirac’s delta function and its properties to get
ρxy(n) =
σεν
σxσy
∞∑
k=0
∞∑
l=0
al(d1)θ
kδ(n+ k − l) =
σεν
σxσy
∞∑
k=0
an+k(d1)θ
k.
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Using the Stirling’s approximation and approximating the infinite sum by the definite integral, we
get
ρxy(n) ∝
∫ ∞
0
(n+ k)d1−1θkdk = θ−nΓ(d1,−n log θ)(− log θ)
−d1
where Γ(•, •) is the incomplete upper Gamma function [22]. Using the approximation of the
incomplete upper Gamma function [23], we can write
ρxy(n) ∝ θ
−n(− log θ)−d1(−n log θ)d1−1 exp(n log θ)
= θ−nθn(− log θ)−d1(− log θ)d1+1nd1−1 ∝ nd1−1
Therefore, we have
Hxy = 1−
γxy
2
= 1−
1− d1
2
= 1−
−Hx + 1.5
2
=
Hx + 0.5
2
(6)
which is perfectly in hand with Eq. 4 for Hy = 0.5, i.e. the process {yt} is not long-range
dependent with d2 = 0. Note that the asymptotic relationship is again independent of σεν as long
as σεν 6= 0.
3. Discussion and conclusions
Two types of processes generating power-law cross-correlations have been studied in detail. Im-
portantly, such cross-correlations very easily arise from a very simple specification of the separate
processes. As long as the error-terms are correlated, the power-law decay of the cross-correlation
function emerges from the correlation structure of the separate processes. Moreover, we have pre-
sented that even if one of the analyzed processes is only short-range (exponentially) correlated, the
long term memory of the other processes dominates and the processes together form a power-law
cross-correlated pair. This is true regardless of a strength of the short term memory component.
These theoretical results are extremely important for empirical studies of power-law cross-
correlations across various disciplines. They imply that the usually reported result of Hxy > 0.5
connected with Hxy ≈
1
2 (Hx + Hy) is not necessarily a sign of complex dependence between
the analyzed series but it might simply emerge from the fact that at least one of the series is
power-law correlated and the error-terms of the processes are at least somehow correlated. As the
former case – power-law correlated separate processes – is quite frequent, we focus on the latter
one – correlated error-terms. This brings us to a very understanding and interpretation of the
error-term in statistical analysis. Even though there are many approaches, we stick to the two
most common ones. Error-term can be understood primarily as a measurement error which brings
uncertainty into a well defined model. Possible correlation between measurement errors of two
series is thus usually not expected. Note that such definition is prevalent in experimental studies.
However, error-terms in time series analysis are more frequently taken as unexpected innovations
to the system or sometimes also as an unpredictable information flow. This is nicely illustrated
in definitions of ARFIMA and AR processes in Eqs. 1 and 5. The unpredictable innovations flow
into the system and they get translated into final processes {xt} and {yt} based on their memory
characteristics. Such innovations can either have a long-term or a short-term effect on the overall
dynamics of a given process which is characterized by a specification as either AR or ARFIMA
process (or generally many other possible specifications).
For the time series analysis, the latter understanding of error-terms prevails. In many sys-
tems, it is meaningful to expect correlated error-terms. As the power-law correlations and cross-
correlations are heavily examined in economic and financial series, let us illustrate the concept
on a simple example from econophysics. There, examination of cross-correlations between re-
turns, volatility (riskiness of an asset) and traded volume is very popular. Now assume that
an unexpected (not necessarily extreme) negative event occurs, e.g. during a quarterly profit
announcement. Such event is negative information coming into the system and it is thus an inno-
vation, an error-term (or a part of it) for the examined processes. The information in turn affects
4
all three studied variables – price and thus also returns react negatively, volatility increases due to
a magnified uncertainty and traders become more active as they try to rebalance their positions
according to a new market situation. Therefore, all three variables react to the same impulse
and their error-terms are thus correlated. Moreover, volatility and traded volume are power-law
correlated which means that emerging power-law cross-correlations between returns, volatility and
traded volume are present automatically as shown in this paper.
However, this should not discard the power-law cross-correlations analysis as a concept. Our
findings stress that the analysis needs to be complete, without only partial results of the bivariate
Hurst exponent. Empirical analyses should not be reported in a purely technical manner but they
should be put into a correct context of the examined series. Another direction of research also
further opens for processes with Hxy 6=
1
2 (Hx + Hy) which have been studied only marginally
[11, 15, 24]. Branch of the power-law cross-correlations thus still remains an open field with
numerous possibilities for future research.
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