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Abstract 
Semiconductors behaviour is often assumed and modeled under small signal conditions. One of 
the most common properties used to describe semiconductors is their collection efficiency (CE) 
the most common model being the Hecht collection efficiency model (HCE)0 . HCE and its 
modified expressions for exponential absorption have been widely used in time-of-flight type 
transient photoconductivity experiments as well as in the assessment of the sensitivity of 
integrating-type radiation detectors.  However, the equations apply under small signals in which 
the internal field remains uniform (unperturbed) while electron hole pairs (EHPs) move in the 
semiconductor. In this thesis I have used Monte Carlo simulation of the continuity, trapping rate 
and Poisson equations to calculate the collection efficiency r (CCE). Each injected carrier is 
tracked as it moves in the semiconductor until it is either trapped or reaches the collection 
electrode. Trapped carriers do not contribute to the photocurrent but continue to contribute to the 
field through the Poisson equation. The instantaneous photocurrent iph(t) is calculated from the 
drift of the free carriers through the Shockley-Ramo theorem. iph(t) is integrated over the duration 
of the photocurrent to calculate the total collected charge and hence the collection efficiency r. 
r has been calculated as a function of the charge injection ratio r, the electron and hole ranges 
(drift mobility and lifetime products, ), mean photoinjection depth  and drift mobility ratio b. 
The deviation of the collection efficiency r from the uniform field case 0, in the worst case, can 
be as much as 30% smaller than the small signal model prediction. However, for a wide range of 
electron and hole schubwegs and photoinjection ratios, the typical error remained less than 10% 
at full injection, the worst case. The present study provides partial justification for the wide-spread 
use of the uniform field collection efficiency 0 formula in various applications, even under high 
injection conditions. 
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1 Introduction 
Photoconductive detector research is one of the most innovative fields in modern solid-state 
material science. Various classes of semiconductors have been used in photodetectors such as x-
ray detectors and pn junction photodiodes. Characterization of the properties and performance of 
photodetectors is an important aspect of photodetector research. One of the most common ways to 
assess the detector performance is by measuring the photocurrent and charge collection efficiency 
(CCE) of the detector. These aspects have been predicted with a multitude of condition-specific 
models and simulation methods, that align well with experimental data under the same conditions. 
This work presents the development of a Monte Carlo (MC) simulation program that enables the 
performance of a photodetector to be evaluated under pulsed light excitation and under small and 
large signals. This program uses Monte Carlo methods and the Poisson equation to generate the 
electric field in the detector and the photocurrent due to the drifting carriers. The MC program can 
simulate the transient photocurrent and CCE outside of the usual limited conditions used in other 
published works e.g. those in which the field is assumed to be constant.  The MC program can 
simulate the performance of the detector under a variety of new conditions, such as any 
combination of charge trapping, photogenerated charges, perturbed electric field, thermal 
diffusion, electron-hole recombination, CCE variance and any photogeneration function.  In this 
thesis, Chapter 2 presents features implemented in the software. Chapters 3 and 4 present the 
published papers that show the results and implications of some of these new findings.  
1.1 A simplified photoconductive semiconductor model 
A simple photoconductive detector is shown in Figure 1.1. This detector works by measuring the 
photocurrent due to the drift of the charge carriers within the semiconductor. These charge carriers 
(electrons and holes) are generated in the semiconductor, when it is exposed to a light source of 
appropriate energy. A battery connected to the left transparent electrode and to the right electrode 
establishes an electric field in the semiconductor.  As shown, the light passes though a transparent 
electrode and those photons that are absorbed photogenerate electron and hole pairs (EHPs) in the 
semiconductor. Consequently, the bulk of the semiconductor contains space charges that modify 
the electric field. The voltage V0 between the electrodes is kept constant by the battery. Thus, V = 
V0 is a boundary condition that requires the integration of the electric field across the detector to 
be V0 under all circumstances. When charges are photogenerated in the semiconductor, they move, 
due to the electric field, and produce a photocurrent in the external circuit.  
The integration of the photocurrent represents the collected charge i.e. charge drawn from the 
battery. The maximum collected charge is when EHPs are produced at the transparent electrode. 
In Fig 1.1, this would mean the holes are neutralized immediately and the photoinjected electrons 
have to travel the whole length L of the photoconductor under the influence of the electric field. 
This condition is called single carrier (election) type near-surface or surface photogeneration. In 
detector technology, CCE is defined as the ratio of charges (Qc) drawn from the battery to single 
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type near-surface photogeneration (Qi). This is also equivalent to the ratio of Qc to the charge 
generated as an electron and hole pair at any location in the semiconductor, assuming that both are 
collected (no trapping). As such, the CCE can also be defined as the normalized integral of the 
photocurrent [1]. 
 
Figure 1.1:1-D representation of semiconductor detector with trappable photogenerated electron 
hole pairs under an external voltage. 
In Figure 1.1, a schematic of a semiconductor photodetector is shown. Holes are attracted to the 
electrode exposed to light and electrons are attracted to the other electrode. The choice of the 
polarity of the battery and hence the direction of drift of carriers are arbitrary with different authors 
using positive or negative bias on the radiation receiving electrode.  
1.2 Monte Carlo 
Monte Carlo simulation (MC) is a mathematical technique to simulate physical problems in which 
one or more processes are stochastic. The MC technique relies on random number generation 
following a specific probability density function to represent the stochastic process and 
normalization. The Monte Carlo method is particularly useful in evaluating problems with a well-
defined probability distribution such as those that occur in the motion of carriers in 
semiconductors. For example, an electron drifting in the conduction band has an exponential 
probability distribution in the time domain for being captured by a deep trap. The principal method 
to simulate statistical phenomena with Mont Carlo is by using cumulative density functions 
(CDF).[2, 3] The CDF is defined as the valid space bounded integral of the associated probability 
density function (PDF). The probability density function is a function that represents the relative 
likelihood of its variables being in specific ranges or equal to specific values. The CDF is the net 
probability of an event happening over a range of the variable. This range starts from the lower 
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bound of the variable, which is the lowest value at which the PDF is non-zero.[4] A simple example 
of this is a PDF with a uniform distribution over a range of values a to b in its variable x 
 1
,  
PDF( )
0 ,  else
a x b
x b a

 
= −

 (1.1) 
The CDF of the PDF is calculated from the integral over x: 
 
CDF( ) PDF( )
x
x y dy
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
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CDF( ) ,
1 ,
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b x
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

−
=  
−



 (1.4) 
The CDF is always equal to a number between zero and one as shown in Equation (1.4). In the 
range zero to one, a randomly selected CDF value (X) with an even distribution is generated. From 
X, the corresponding variable x can be generated. The selected value of x will follow the PDF 
distribution. 
 0 ,
CDF( ) ,
1 ,
x a
x a
X x a x b
b a
b x

 −
= =  
−

 (1.5) 
 ( )Xx X b a a= − +  (1.6) 
Figure 1.2 shows a distribution of x where a is 3 and b is 7. This distribution also matches the 
theoretical distribution described in Equation (1.1).  
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Figure 1.2: Histogram plot of random values generated using CDF method of uniform distribution 
over with a = 3, and b = 7. 
A more complicated example can be shown by using a Gaussian function, with a PDF given as: 
 ( )
2
22
PDF( )
2
x
e
x


 
− −
=  
(1.7) 
where  is the standard deviation (2 is the variance) and  is the mean of the Gaussian. The CDF 
of the distribution is determined by the integral of the PDF: 
 
CDF( ) PDF( )
x
x y dy
−
=   (1.8) 
 
1
CDF( ) 1 erf
2 2
x
x X


 − 
= + =  
  
 (1.9) 
where erf is the error function. Equation (1.9) is then rearranged to return the x value (xX) based on 
the randomly chosen CDF value X 
 ( )12erf 2 1Xx X 
−= − +  (1.10) 
Using Equation (1.10), N random X values between are used to generate N (= 10000) values of xX 
with a  value of 2 and  of 3. The distribution of these values is plotted, in bins with a width of 
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0.2, in Figure 1.33 and roughly approximates a Gaussian of the same parameters. The distribution 
approaches the Gaussian as N is increased and the bin size is made smaller. 
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13
0.0
0.1
0.2
 
 
 Generated data bins
2

 
Figure 1.3: Histogram plot of random values generated using CDF method of gaussian with  = 
2, and  = 3. 
1.2.1 Monte Carlo vs. Analytical or Numerical Technique 
Unlike other methods, Monte Carlo has an error associated with its results, however running the 
Monte Carlo method multiple times and averaging its results can produce a net result that should 
be sufficiently accurate. In cases where the problem can be completely solved analytically, Monte 
Carlo is not useful although the analytical solution can verify the MC simulation or vice versa. In 
some situations, analytical solutions may be prohibitively complex or outright unsolvable without 
approximations or numerical evaluations [5]. A common occurrence is when the problem is 
defined by a set of partial differential equations. In this case, the Monte Carlo simulation may be 
a better approach, provided the correct PDFs and physical laws (e.g. the Poisson equation) are 
used. Sometimes statistics and probability are an inherent part of the problem to solve; a typical 
case is whenever quantum properties are involved, such as for photons or electrons. The random 
error produced by Monte Carlo also contains information, such as variance (see Chapter 2.5), and 
can be used as well, unlike with analytical methods, which must set up and derive new equations 
for the variance  [2] 
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2 Monte Carlo Simulation Methods 
2.1 Introduction 
In this work, several effects were modeled: (a) Electron-hole pair (EHP) photogeneration occurs 
near the surface [1], as a rectangular distribution with a well-defined width [2, 3], and exponential  
distribution. (b) Discrete-energy level deep and shallow trapping. These photogeneration events 
can also have time delay modifications in the form of Gaussian pulses. (c) Thermal diffusion, 
(d)recombination were simulated. From the photocurrent, the charge collection efficiency (CCE) 
and the variance of collection efficiency were also calculated. The code flow diagram used to 
simulate the photocurrent and CCE is given in Appendix A. 
2.2 EHP Generation 
The photogeneration of electron hole pairs is simulated in many ways. These models give different 
initial distributions of the electrons and holes. The models currently used are, near-surface 
distribution, rectangular distribution and exponential distribution. Additionally, multiple 
photogeneration events have been added to the software assuming a Gaussian probability 
distribution in time for each EHP generation event. Initial photogeneration of charges plays a very 
important role in the shape of the photocurrent and the CCE value.  
2.2.1 Near-Surface Photogeneration 
In many photocurrent and CCE models, the EHP are assumed to be photogenerated at only one of 
the electrodes (the so-called radiation receiving electrode), meaning that only one charge carrier 
(electrons in this work as in Fig. 1.1) travels and produces a current in the external circuit. The 
holes are immediately collected by the negative electrode and produce no current. Near-surface 
generation is easy to implement as it simply requires the electron and hole positions to start at zero. 
This type of generation is useful if a dispersive element is added, like trapping. Otherwise, the 
charge carriers will travel together with the same relative position, which is equivalent to a single 
charge carrier.  
2.2.2 Rectangular Photogeneration 
Rectangular photogeneration of EHP was used for two reasons. The first is to allow the simulations 
to represent the same problem that has been analytically considered in the literature. The second 
is that the near-surface distribution model implies a sheet of charge with no width, which make 
the space charge density infinite and complicates solving the Poisson equation. Using rectangular 
generation, the EHPs are generated by the photons as they permeate the semiconductor to a depth 
w0. The initial distribution of the EHP is statistically even in position from zero to w0. It should be 
noted that holes are usually assumed to be immediately collected, as the rectangular model was 
developed to approximate near-surface EHP generation. Put differently, holes move infinitely 
quickly and become neutralized at the radiation receiving electrode (negative) 
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2.2.3 Exponential generation 
Exponential generation is the most realistic model of EHP generation. In this instance, the photons 
enter the semiconductor and generate EHPs in an exponentially decaying distribution. The decay 
rate of this photogeneration is the same as the attenuation coefficient () and is a well discussed 
and measured phenomenon. The inverse of the attenuation coefficient is known as the mean 
injection or photogeneration depth . Such a process also has statistical properties associated with 
it, so Monte Carlo is appropriate to simulate the photogeneration process. In this code, the EHPs 
initial positions are randomly assigned with a truncated exponential distribution defined as: 
 /
/
PDF( )
1
x
L
e
x
e


 −
−
=
−
 (2.1) 
where L is the length of the semiconductor and  is the mean injection depth or the inverse of the 
attenuation coefficient . The exact position of the EHP can be derived and generated from the 
CDF and a random number X from 0 to 1. 
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 (2.2) 
A truncated exponential is used instead of a true exponential to prevent the generation of charge 
carriers beyond the semiconductor. With an exponential distribution, some carriers would be 
generated past the semiconductor and would not produce a current, especially if the mean injection 
depth is greater than the length of the semiconductor. These charges in the simulation would cause 
an unrealistic situation and give no information on how trapping and other interactions affect the 
photocurrent and CCE. Using a truncated exponential that is truncated to the length of the 
semiconductor, ensures that all the charge carriers used in the simulations are utilized. This 
assumption has been used in analytical derivations of the photocurrent and CCE [4-7]. However, 
a truncated exponential does deviate slightly from a true exponential when the same injection depth 
parameters are used. This means that if this code were to be used to simulate a real semiconductor 
with a known injection depth (attenuation coefficient) there may be a slight deviation in the 
simulation results from the experiment. However, these differences should be negligible. 
2.2.3.1 Pulse Photoexcitation 
Near-surface, rectangular and exponential photogeneration are all standard models used in 
photocurrent and CCCE models. However, most reports ignore the time delay, inherent in the light 
sources, that causes EHP generation. Instead, the photogeneration event is assumed to occur 
instantaneously [2, 8]. In reality, the light source that emits photons to photogenerate EHP is not 
a time delta pulse. The intensity of light generated from the source is best modelled as a narrow 
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Gaussian pulse in time. In fact, since the Gaussian has no cut-off in time, it should be a truncated 
Gaussian. This effect has been added to the code used in this thesis by assigning each EHP a 
random photogeneration time derived from a Gaussian distribution, as described in Equation 
(1.10). 
 ( )12erf 2 1n nt X
−= −  (2.3) 
where  is the standard deviation of the Gaussian pulse and Xn is a randomly generated number 
from 0 to 1 with even distribution. The distribution of EHP generation times is offset by the earliest 
release of EHPs. Offsetting the time distribution ensures that the first photogeneration event 
coincides with the start of the simulation. Once a generation time is reached within a specific time 
step (t), all EHPs, released in that time step, are given an initial position based on near-surface, 
rectangular or exponential generation models.  
2.2.3.2 Multiple Photoexcitation Sources 
Multiple pulsed signals are an important issue to address. In all devices that use semiconductor 
photodetectors, multiple signals cause multiple EHP generation events. Most models assume that 
the spacing between each pulse is large enough that any previous charge carriers have left the 
system (assuming no deep trapping). In the code written for this thesis, repeated EHP generation 
events with a Gaussian time distribution was implemented as a feature. This feature is used to 
determine a realistic minimum separation time between sets of photoexcitation events where 
trapping, coulombic field interaction or diffusion have an impact.  
The set of generation times is a combined set of nT Gaussian distributions as described in Equation 
(2.3), each separated by a pulse period Tp, and given as 
 
   ( ) 1
0
1
2erf 2 1
Tn
p
iT
t X i T
n
 −
=
= − −   (2.4) 
As with a single pulse, the distribution of EHP photogeneration times is offset so the earliest 
release of EHPs coincides with the start of the simulation. Once a generation time is reached within 
a specific t step, all EHPs released in that time step are given an initial position, which is 
generated using near-surface, rectangular or exponential photogeneration distribution.  
2.3 Deep Trapping  
Charge carrier trapping is an effect where a charge carrier becomes captured by a localized state 
in the bandgap i.e. at a lower energy than the transport band. The captured carrier obviously does 
not produce a photocurrent. Uncontrolled imperfections or purposeful doping of the semiconductor 
create these localized energy levels (traps).  Deep traps are those traps from which there is no 
release of carriers over the time scale of the experiment. There is no requirement that the deep trap 
must be at a well-defined discrete energy level. All traps with energies such that there is no 
detrapping from that particular level would act as deep traps and those captured carriers would not 
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be released over the time scale of the experiment. Consider electron traps that are below the 
conduction band and are distributed in energy from EA (from Ec) to EB (from Ec). The mean release 
times tA and tB from the traps at EA and EB respectively are 
 
1 exp AA
E
t
kT
 −
 
=  
 
 (2.5) 
 
 and 
 
1 exp BB
E
t
kT
 −
 
=  
 
 (2.6) 
where  is the attempt escape frequency, k is the Boltzmann constant and T is the absolute 
temperature. Since EA is smaller than EB, tA < tB. As long as the present time t << tA, there will be 
no detrapping from the localized states between EA and EB. The release of carriers occurs at time t 
= tA from the level EA first. 
The rate of trapping per electron into a single energy level with a total concentration of traps Nt is 
 1
tSuN

=  (2.7) 
where S is the capture cross section, u is the mean speed of the carrier and Nt is the concentration 
of traps at the discrete energy level. In the case where the traps are distributed in energy as Nt(E) 
(concentration of localized states per unit energy), we need to use 
 1
( )
B
A
E
t
E
Su N E dE

=   (2.8) 
where it is assumed that all traps from EA to EB have the same capture cross section. It should be 
clear that Nt in (a) is equivalent to the integration of N(E) from EA to EB. 
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Figure 2.1: Density of States diagram of a material (either amorphous or crystalline) , as seen by 
charges, with conduction and transit energy levels and trapping states in energy region from EA 
to EB. 
Two ways that the charge-trapping time can deviate from the mean trapping time are in the 
averaging approximation and quantum statistics. The first effect is classical in nature since it is 
based on the average energy in a range. The actual trapping time is determined by a trap at any 
energy value in the range. This energy selection in the range would make the selection of a specific 
energy trapping have a variance from the mean value. The second effect is due to the quantum 
properties of the traps themselves. A single dopant trap has a non-zero and non-unity chance to 
trap a carrier at any distance. The statistics of this trapping probability vs. distance is represented 
by a Gaussian. This Gaussian approximation describes an ideal scenario where there is only one 
trap and one charge carrier in an infinitely long semiconductor. In this thesis, the semiconductor 
is of a finite length, L. Ignoring any interactions with electrodes and anything outside the 
semiconductor; a Gaussian model can still be used. The Gaussian model is still valid as the 
statistical trapping probability spread is typically much narrower than L. In this thesis, an evenly 
distributed, infinite number of available charge carrier traps are assumed. This even, infinite 
distribution means the trapping probability of a single charge carrier at any position is the same 
and does not change during the simulation, as the sum of the Gaussians converges to a even 
distribution over L[9]. It is possible to simulate a finite number of traps, but that was not undertaken 
in this thesis [10]. 
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Deep trapping generally occurs as the result of intrinsic traps (such thermodynamically derived 
defects) or imperfections and impurities introduced during the preparation of the semiconductor. 
Deep traps can also be induced by external means such as absorbed radiation. As trapped carriers 
cannot be collected, the collection efficiency becomes less than 1. Since deep trapping is a 
stochastic process, it has a variance. This variance means noise in the collected charge. Secondly, 
if trap filling is significant, repetitive trapping would fill traps and hence increase the trapping 
time, leading to changes in the collected charge with repetitive excitation. Furthermore, trapped 
carriers modify the electric field and hence change the photocurrent and the CCE.  
 
Figure 2.2: Plot of N charge carriers energy state, which drops when trapped at time n where a 
smaller n corresponds to a more probable trap energy level. 
The simulation of charge trapping using Monte Carlo has been done before. The main drawback 
of previous MC simulations is how trapping and free time are generated and recorded. In some 
publications, each free carrier is tested as to whether it will be trapped at each time step [10]. The 
probability of not trapping in a time step is given by the partial probability density function: 
 1 /
0PDF( )
tt t e  − − =  (2.9) 
 where  is the mean deep trapping time (i.e. mean lifetime) and t0 is the untrapped transit time. A 
random number between 0 and 1 is generated and compared against this value. If the number is 
less than the PDF then the carrier is trapped, if not, then the carrier is still free and progresses to 
the next time-step in which the whole process is repeated. The problem with this method is that its 
accuracy strongly depends on the ratio of t to . If the ratio is too large or small, computational 
errors can occur due to the accuracy limits of the computer or software. 
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Figure 2.3: Plot of a charge carrier n's energy state, which drops when trapped at a specific time 
step t, when a randomly generated number between 0 on 1 , X, is less than the probability of a 
charge carrier being trapped in that time step, PDF(t). 
Another method, which is similar to the work in this thesis, is to generate the trapping time for 
each carrier right from the beginning.  The trapping time, for each carrier, is generated based on 
the probability of a charge not being trapped up to a time t [11]. The cumulative density function 
of this PDF is given as: 
 
1 / /
0 0
CDF PDF( ) 1
t t
t tt dt e dt e  − − −  = = = −   (2.10) 
If for electron labeled n, the time until trapping is n, the CDF where t = n has to be equal to a 
number between 0 and 1 with an even distribution, called X.  
 
( )
( )
/
/
CDF 1
1
ln 1 /
ln 1
n
n
n
n
X e
X e
X
X
 
 
 
 
−
−
= = −
− =
− = −
= − −
 (2.11) 
The term 1 − X is equivalent to the probability space of X and can be rewritten as: 
 ( )lnn X = −  (2.12) 
This trapping time is then approximated into mt steps where 
 /nm t=     (2.13) 
Unfortunately, this process truncates the actual trapping time and decreases the simulated 
photocurrent. A smaller t reduces this effect, but the accuracy of the simulation is still tied directly 
to the relationship between the mean trapping time and time step size.  
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Figure 2.4: Plot of a charge carrier n's energy state, which drops when trapped at a generated 
time n, where n is subdivided to the maximum number of t steps that fit in n. 
This thesis implements a more accurate method using a new variable, free time tf. Free time is the 
amount of time a carrier is untrapped during a specific t step. The free time is evaluated at each 
time step for every charge carrier. Typically, this value is equal to t, but when the carrier is 
trapped, the free time is equal to mt −,  which is less than t.  
 
Figure 2.5: Plot of a charge carrier n's energy state, which drops when trapped at a generated 
time n, where n is subdivided using free time variable f. 
The free time is used to calculate the photocurrent in the Shockley-Ramo theorem [12, 13]. Using 
this method eliminates the dependence of photocurrent accuracy on the t/ ratio. The current 
generated by moving charges is given by the Shockley-Ramo Theorem as: 
 
All untrapped
( ) ( )n
n
e
i t t
L
=  v  (2.14) 
,where vn(t) is the instantaneous velocity of charge carrier n at time t. According to the Shockley-
Ramo theorem, the instantaneous velocity v(t) is: 
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 ( )n nt E=v  (2.15) 
where  is the drift mobility of the charge carrier and En is the electric field driving the carrier 
labeled n. However, this method ignores all other effects that could change the perceived 
instantaneous velocity during a time step. The best way to calculate the instantaneous velocity is 
to calculate it for every time step based on the free time. In this thesis, the velocity is calculated 
by dividing the displacement of each charge carrier per time step by the time step itself. This 
displacement xf is found from the free time f and instantaneous velocity from Equation (2.15). 
 
f f nx E  =  (2.16) 
which leads to the new photocurrent: 
 
new
All All All
( ) ( )
n n
f f n
n
n n n
x Ee e e
i t t
L L t L t
 
= = =
 
  v  (2.17) 
The calculation of the photocurrent by this method avoids any rounding errors and removes the 
effects due to the accuracy of the t to  ratio. If t were taken to be very large, then the 
photocurrent measured for that particular time step would equal the average of a set of photocurrent 
values generated with a smaller t ((t)) over the same region of time. 
In deep trapping only conditions, analytical derivations of the photocurrent and CCE have been 
done with exponential and near-surface generation in small signal cases. Assuming near-surface 
generation and only deep trapping, the normalized photocurrent density (normalized to the current 
that would flow under a uniform field in a trap-free solid) is [14]: 
 
0
0
,0( )
0 ,
t
e t tJ t
t t

−
  = 
   
 (2.18) 
This current has an associated CCE called the Hecht collection efficiency [14]:  
 
0 1 exp
c
i
Q s L
Q L s

  
= = − −  
  
 (2.19) 
where Qi is the injected charge and Qc is the collected charge, L is the length of the semiconductor 
and s the mean travel distance of a charge carrier until it is trapped, also called the charge carrier 
schubweg. The schubweg is defined as eeE0 where e is the mobility of the charges (electrons), 
E0 is applied electric field due to the battery and e is the mean trapping time. The expression for 
the HCE assumes that the field is uniform; that the space charge of the injected and trapped carriers 
is negligible. Nonetheless, it is a very common model used to analyze experimental data [15-29]. 
A modified CCE equation by Ruzin and Nemirovsky [5] expanded the HCE  by considering the 
EHP photogeneration process where the charge distribution decays exponentially from the 
radiation receiving electrode and independent trapping times and mobilities, written as: 
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0 0 0
h e  = +  (2.20) 
where CCE is the sum of independent individual VVEs, 0
e  and 0
h  . The electron CCE is given 
by 
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 (2.21) 
where se = eeE0 is the electron schubweg and  is the exponential mean injection depth over a 
finite L. When se =   the limit is: 
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(2.22) 
The hole CCE is given by 
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 (2.23) 
where sh = hhE0 is the hole schubweg with hole drift mobility h and mean hole trapping time h. 
The fitting of experiential data using this model is also very common [16, 30]. 
2.4 Perturbed Electric Field 
The electric field at the location of the charge carrier is the main force responsible for moving the 
carrier between the electrodes. This movement is responsible for generating the current that is 
measured as the signal. Typically, this electric field is assumed to be constant, and solely due to 
the applied field generated by the battery voltage applied across the semiconductor. However, the 
charge carriers inside the semiconductor, both trapped and untrapped, produce their own electric 
fields that can perturb the field applied and hence change the current they produce. The field inside 
the semiconductor that is due to the applied bias, the space charge of the drifting and trapped 
carriers is called the perturbed field, i.e. the applied field becomes perturbed by the photoinjected 
carriers. 
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Figure 2.6: The electric field across the detector perturbed by charge carriers (the charge 
carriers' effect have been enhanced for clarity). 
An analytical solution to perturbed electric fields was reported assuming a rectangular distribution 
of EHP generation of a single charge type. This assumption of an initial uniform distribution of 
charges over a small width w0 simplifies the field perturbation problem as described in references. 
[2, 3] The normalized photocurrent is of the form:  
 
0/( ) 1
2
rt tr
J t e
 
= − 
 
 (2.24) 
where r (1/ in the original paper) is the ratio of number of charges photoinjected to the charges 
on the electrodes, the so-called the injection ratio. Other analytical investigations into perturbed 
electric field systems have been reported, but these methods and equations derived require 
assumptions that may or may not be realistic [31, 32].  
A numerical method has been employed, in the past, to solve for the photocurrent from rectangular 
generated charge carriers, with deep trapping [33]. This method is based on the continuity, trapping 
rate, and Poisson equations. 
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where, f, is the normalized space density of free charge carriers, t is the normalized space density 
of deep trapped carriers,  is the mean trapping time, t0 is the free transit time,  is the charge 
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mobility,  is the charge permeability and E is the electric field defined over the x-axis. The initial 
and boundary conditions of these sets of partial differential equations are: 
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(2.28) 
Where w0 is the width of the rectangular initial distribution of charges, r is the ratio of 
photogenerated charges to the charges on the electrodes, L is the length of the detector and V0 is 
the voltage across the detector. Using Equations (2.25) to (2.28) and numerical solution techniques 
for solving partial differential equations, the photocurrent can be calculated at each time step using 
the E and f values at each time step with the Shockley-Ramo theorem. 
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J t E n x t n x t 
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=
=    (2.29) 
The obvious limitation of the numerical method is that its accuracy depends on the size of x and 
t. A more in-depth comparison is seen in chapter 3 section 5.2 and Figure 3.4. 
In Monte Carlo simulation, the perturbation can be added by calculating the individual coloumbic 
electric field attractions or repulsions between each hole and electron carrier such that the field at 
a particular location, P, is 
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r r
E Ε  (2.30) 
where E0 is the electric field created by the battery (along the x-direction), r-n is the distance vector 
from an electron labeled n to the point P and r+n is the distance vector from a hole labeled n to P. 
Computationally this method is intensive and inefficient due to  including the addition of vectors. 
Attempts have been made to optimize this process by limiting the range of particle interactions 
[34]. This method requires evaluation of the distance between the carriers. The distance is 
evaluated with a mesh simplification, where the carriers are placed on a 2D grid with spacing x. 
The effects of charges within a sub-grid of area 4r2, where r an arbitrarily chosen radius 
(sufficiently small to speed the calculations and sufficiently large to approximate the electric field) 
centered on point P, are used to calculate the electric field. The compromises of using a x step on 
top of a t step are an increase in resolution error and memory usage. Also, using only nearby 
charges may introduce an error in the simulation.  
This thesis uses, a more practical solution by applying the Poisson equation in one dimension and 
the MC method for trapping. The one-dimensional Poisson equation is: 
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where (x,t) is the net space charge density and  is the permittivity of the medium. Using the 
fundamental calculus theorem of differentiating integrals, Equation (2.32) leads to 
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where CCE(t) is an integration constant. One important constraint of the system is the battery 
voltage. Due to the battery, the voltage drop across the semiconductor will remain constant 
regardless of charge carrier movement. This constraint imposes a boundary condition 
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Given that V0 is always the voltage across the semiconductor, Equation (2.35) can be rewritten in 
terms of the electric field in the semiconductor without any charge carriers, E0. 
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Assuming the simulation uses a small enough t step, then E(t + t) can be found from equation 
(2.34)  
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Using the boundary equation, CCE(t) can now be found 
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Assuming t is small 
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From equations (2.38) and (2.45), there is sufficient information to find the position(density) of 
charge carriers and the electric field change over time: 
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Equation (2.46) was used to find CCE at time t in the Monte Carlo simulations because the average 
field over the sample length can be readily evaluated and CCE(t – t) is known from the previous 
time step. 
In the thesis, using Equations 2.44 and 2.45,  corresponds to a discrete number of charge carriers. 
These carriers can be represented in  by a sum of Kronecker delta functions. 
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This expression can be restated as the size of sets that satisfy the conditions 
 
       
0
( , ) ; ; 0 ; ;
x
h h h h e e e ey t dy e x x x x x e x x x x x L =    −     (2.50) 
where  ;h hx x x is the set of hole positions in which each hole position is less than x,  ; 0h hx x 
is the set of hole positions in which each hole position is more than zero (holes are not collected), 
 ;e ex x x  is the set of electron positions in which each electron position is less than x, and 
 ;e ex x L  is the set of electron positions in which each electron position is less than L (electrons 
are not collected),  
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By using this method to calculate the net space charge density, the electric field experienced by 
each charge carrier can be evaluated. The order of complexity of this method is O(N2). A new 
optimization routine was implemented to calculate the electric field. This routine sorts the sets of 
charge carrier positions using a quick-sort method. This quick-sort reduces the complexity of 
Equation (2.51) giving a new evaluation method: 
 
   ( )
10
( , ) 1;0 ; 0
nx i N
i i
i
y t dy e i x L N m n x
=
=
= −   − − +   (2.51) 
where xn is the position specific charge carrier, n is the index of the sorted charges carriers of one 
type, m is the index of the sorted set of all charge carriers that corresponds to charge carrier n. The 
use of a quick-sort method reduces the order of complexity from O(N2) to O(NlnN) [35]. This 
electric field in combination with the free time for each carrier can evaluate the position step each 
charge carrier takes and its photocurrent. 
 ( ) ( )( ) ( ) ( ), ( )h h h f h hx t t x t E x t t t x t +  = + +   (2.52) 
and ( ) ( )( ) ( ) ( ), ( )e e e f e ex t t x t E x t t t x t +  = + +   (2.53) 
Subsequent CCE and  are computed until a designated maximum time or until all carriers are in 
a deep trap or collected by their appropriate electrodes. 
This process, while accurate, is still computationally expensive as the quick sort is of order 
O(NlnN). This makes the computation time of the simulation of order O(NTNlnN), where NT is the 
number of time steps used. A linear interpolation reduces the operational complexity to O(NNTNx). 
This is done by evaluating the electric field at Nx positions with an even x spacing, making an 
array of positions, Px. Electric field values are then evaluated at the values of Px into an array Ex. 
The electric field at each charge carrier is found by interpolation based on the electric field values 
in Ex that correspond to the positions in Px excluding the specific charge carrier position. These 
positions are found by calculating the indices of Px by rounding up and down the carrier position 
divided by x. 
2.5 Diffusion 
One-dimensional thermal diffusion has also been implemented in this thesis. In this model, thermal 
diffusion is considered small relative to other effects so independence can be assumed, where the 
diffusion of a single charge carrier is unconstrained by length and independent of other charge 
carriers. In this thesis the effect of diffusion is modeled using the one-dimensional diffusion 
displacement function which is a Gaussian function [36]: 
 2diff
2
diff2
diff
PDF
2
x
e

 

=  (2.54) 
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where diff is the diffusion variance defined as diff diff2D t =  where Ddiff is the diffusion 
coefficient. The set of displacements of the charge carriers is found using the CDF and a random 
number X from 0 to 1: 
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3.1 Abstract 
The Hecht collection efficiency 0 and its modified expressions for exponential absorption have 
been widely used in time-of-flight type transient photoconductivity experiments as well as in the 
assessment of the sensitivity of integrating-type radiation detectors.  However, the equations apply 
under small signals in which the internal field remains uniform (unperturbed). We have used 
Monte Carlo simulation and the numerical solution of the continuity, trapping rate and Poisson 
equations to calculate the collection efficiency r (CCE) for various levels of charge injection and 
deep trapping. The carriers are injected instantaneously very near the radiation receiving electrode 
and then drift under space charge perturbed conditions. The CCE deviation from the ideal Hecht 
value has been quantified in terms of the injection ratio r and the normalized trapping time  with 
respect to the transit time under small signals. The results can be represented by scaled, stretched 
exponential with coefficients that depend on . A plot is provided for these coefficients. The CCE 
drops significantly below the Hecht value as r increases and the deviation is more pronounced for 
smaller  values. The errors in extracting  from the application of the Hecht equation has been 
also calculated and mapped as a function of different r and  values.  
3.2 Introduction and the Problem 
The Hecht collection efficiency (HCE) equation [1] has been widely used by researchers for two 
primary reasons. First is the extraction of the drift mobility  and charge carrier lifetime (or the 
deep trap capture time)  product, known as the carrier range, from time-of-flight (TOF) transient 
photoconductivity (TP) experiments; there are several well-known papers dating back to the fifties 
in which the carrier trapping time was extracted from TOF measurements. The second reason is 
the evaluation of the sensitivity of a radiation detector operating in the integration mode, i.e. the 
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transient photocurrent i(t) induced by an absorbed dose of radiation is integrated to find the 
collected charge Qc. The sensitivity is then Qc per unit incident radiation dose and per unit area of 
the detector. If some of the charge carriers become trapped during their drift, then the HCE plays 
an important role in controlling the sensitivity [2-4]. In the latter case, the HCE has been modified 
to account for the exponential photogeneration of both electrons and holes and their subsequent 
drift, which includes trapping, and collection. If carrier ranges can be measured independently, as 
in the case of a-Se based photoconductors, the x-ray sensitivity can be readily predicted [2]. There 
are several important very recent examples in which the HCE has been used, one way or another, 
to relate the collected charge to the carrier  products or vice versa [5-17]. It should be 
emphasized that in all cases there is a tacit assumption that small signal conditions are maintained 
i.e. the space charge of the photogenerated carriers can be neglected. The collection efficiency 
(CCE) calculations in the presence of bulk space charges, including ionized dopants and trapped 
carriers, involves the numerical or simulated solution of the continuity, semiconductor rate and 
Poisson equations; we need to find the spatial distribution of the field and carrier distribution from 
which the transient current and hence Qc and CCE can be calculated. Some examples that consider 
a nonuniform field and use numerical computations or approximations, can be found in references 
[16, 18-25]. A semi-analytical treatise and full numerical solutions for the x-ray sensitivity of a-
Se under large signals were given in reference [20]. 
The objective of this work is to provide a quantitative assessment of the accurateness of, and hence 
the errors in, the HCE equation as small signal conditions are violated and the injected charge Qi 
becomes comparable or equal to the charge Q0 on the electrodes. We assume that the bulk is 
initially space charge free but once carriers are injected, the bulk has space charge due to the 
drifting injected carriers and due to trapped carriers left behind as the packet drifts. We use both 
Monte Carlo (MC) simulation (as described in [19, 26] but for a single level of trapping) and 
numerical solutions of the continuity and Poisson equations as a comparison (as described in [20, 
21] but without the electrons and trap filling effects)  
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Figure 3.1: A TOF type TP experiment for unipolar charge carrier drift. The photoexcitation is 
near the surface and is assumed to be within an infinitesimally thin depth. The drifting holes 
experience diffusion as well as deep trapping. The op amp configured as a current-to-voltage 
transconductor detects the induced external photocurrent and has a negligible input impedance. 
The field in the sample is assumed to be uniform. 
3.3 The Experiment 
Consider the TOF experiment shown in Figure 3.1 where a photoconductor of thickness L is 
sandwiched between two electrodes, A and B, where A is semitransparent. An infinitesimally short 
light pulse is absorbed inside a photoconductor just under the positive electrode (A) so that the 
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electrons are immediately collected and the holes drift towards the negative electrode (B). The 
ratio of the photoinjected charge (holes) Qi to the charge Q0 on the electrode (prior to injection and 
given by CV0, where C is the sample capacitance) is defined as the injection ratio r.  If r << 1, the 
field in the photoconductor remains practically unperturbed and equal to E0 = V0/ L, which defines 
the small signal case. (In reality, the field can never be unperturbed. Indeed, it is the rate of change 
of perturbation in field at the electrodes that causes an external transient current.) The 
photoinjected carrier packet is drifted by the field and generates an external current i(t), which can 
be measured. As the photoinjected carrier packet distribution (x,t) drifts towards B, it also 
experiences trapping and diffusion as shown in Figure 3.1. We neglect diffusion. The time it takes 
for the mean of (x,t) to reach B is called the transit time t0, and, for r << 1,  t0 = E0/L. If Qc is 
the collected charge (integration of the observed photocurrent), the HCE is [1]  
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 (3.1) 
where  =  / t0 = L/ E0 and E0 is the carrier schubweg, the mean travel distance of a charge 
carrier until trapping. The experimental examination of 0 vs E0 using (3.1) would then yield the 
 product; again, assuming small signals. The greatest advantage of (3.1) is that 0 does not 
depend on Qi/Q0 or r. Consequently, we can represent any complicated photoexcitation process in 
time as a summation of delayed delta excitations with appropriate magnitudes and for each delta-
excitation we can use (3.1) and thereby construct the collected charge – the basic virtue of linear 
systems (Qc depends linearly on Qi).  Once the small signal condition is lost, (3.1) develops a 
dependence on r, and we lose the greatest advantage of linear systems. 
3.4 The Problem 
The problem loses its analytical tractability once the internal field is perturbed, that is, the injected 
charge becomes comparable with Q0. Consider an injected carrier distribution that is rectangular 
with a width wo as in Figure 3.2.  The field at the front (x1) and rear (x2) ends of the carrier packet 
experience E1 and E2, where E1 > E2. The photocurrent i(t) that flows is driven by a combination 
of the applied field E0 and the perturbing field Ei and hence is often called space charge perturbed 
(SCP) photocurrent; and have been analyzed by Papadakis [27] and Mirchina and Peled [28]. The 
case that corresponds to full injection in which the photoinjected charge Qi is the same as the 
charge Q0 on the electrode represents the space charge limited case; in a different form in which 
suddenly a step-bias is applied, has been treated as a space charge limited transient current by 
Many and Rakavy [29]. As distribution (x,t) drifts, the fields E2 and E1 change, and these changes 
lead to the observed external current. Since x2 drifts more slowly than x1, the packet widens; it 
become dispersed. The dispersion can be very significant at high injection, which means that some 
carriers spend more time in the detector and hence are more likely to be trapped. The CCE then 
becomes smaller than the small-signal case in (3.1). The SCP photocurrent i(t) in a trap-free solid 
rises and reaches a peak at time t1 after which extraction begins. From t1 onwards, i(t) falls rapidly 
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and at a time t2 (the transit time of the rear-edge of the packet) it reaches zero where t2 > t0 as 
shown in Figure 3.2 for r =0.5, t2/t0  1.76.  
 
Figure 3.2: Unipolar photo injection at time t = 0 with a rectangular hole concentration 
distribution (x,0) with initial width wo. The holes drift and the distribution become broader. The 
fields in front and behind the distribution are E1 and E2 respectively. The photocurrents with and 
without trapping are also shown 
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3.5 Computational Techniques 
3.5.1 Monte Carlo Simulation 
Monte Carlo (MC) simulations were carried out by generating particles (holes) distributed 
uniformly in 0 < x < wo using a random number generator and setting wo = 0.0001L. The total 
number of particles is N (50,000 used). Each particle, labelled by a unique n from 1 to N, is tagged 
and followed as it drifts. We know the carrier's position xn, where x is the set of N carriers, along 
the x axis and its state, whether it is free or captured. The time domain of interest, 2t0, is divided 
into small steps of t (2,000 used). For each carrier n, we generate a capture time n from n = 
−ln(X) where X is a random number between 0 and 1. The mean capture time, , was evaluated 
from 0.001 to 10 in 20 equal logspace intervals. If for a particle n, n < t, particle n is captured and 
is removed from drift but kept in the Poisson equation.  
The MC cannot realistically use rQo/e number of particles but instead uses N. We therefore use a 
scaling factor S = rQo/eN and assign a charge rQo/N to each MC particle.  At each t step, we 
calculate the field E(x,t) by integrating the Poisson equation, i.e. 
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where  is permittivity of the medium, C(t) is an integration constant at time t that is found from 
the boundary condition over L, 
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where ( )E t t−  is the field averaged over x. The sampling of E is done at each particle position. 
Each particle n at the location xn drifts with a velocity  
 ( ) ) (n n nv x E x =  (3.5) 
The current i(t) is calculated from the Shockley-Ramo theorem 
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The collected charge is then the integration of (6), Qc = i(t)dx, up to a convenient end, e.g. 2t0. 
3.5.2 Numerical Solution of Differential Equations 
For a numerical solution, the physical modeling of the problem involves the continuity equation, 
rate equation (where t is the trapped carrier concentration) and the Poisson equation 
 ( )E
t x
  


 
= − −
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 (3.7) 
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In the latter equations, , t and E are space and time dependent. Trap filling effects and saturation 
are neglected. The initial and boundary conditions are: 
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 (3.10) 
The partial differential equations above were solved by using the backward Euler technique in 
which the space-time (x,t) domain is divided into a sufficiently fine mesh until the results 
converged and produced reasonably accurate (x,t), E(x,t) and t(x,t). Numerical solutions were 
done to verify MC simulations and the agreement was excellent; in all cases, the results were 
within 0.5% for the resulting currents (Figure 3.3 (a)) for no trapping and  = 0.5 with r = 0.5, but 
only when 200,000 time-steps (Nt) where used per transit time and 5,000,000 position steps (Nx)  
over L as shown in Figure 3.4, independent of  and r. Figure 3.3 (b) and (c) show SCP 
photocurrents under large injection (r = 0.5, 1.0), without and with trapping, corresponding to  = 
1. The large number of steps significantly increased the computation time compared to the MC 
method resulting in the primary use of MC in this work.   
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Figure 3.3: (a) Typical SCP TOF photocurrents with Numerical Simulation (N.S.) and Monte 
Carlo (M.C.) without and with ( = 0.5) at r = 0.5, (b) M.C. without and with ( = 0.5, 1, and 2) 
trapping and injection r = 0.5. (c)  M.C. without and with (  = 0.5, 1, and 2) trapping and 
injection r = 1.0 
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Figure 3.4: Comparison of Numerical Simulation (N.S.) accuracy to Monte Carlo vs. simulation 
mesh size at  =  r =  (Akima spline used). Nt is the number of time steps and Nx is the 
number of position steps. (a) 5 million position steps used. (b) 200,000 time steps used. 
3.6 Results and Discussion 
Figure 3.3 (b) and (c) show SCP photocurrents under large injection (r = 0.5, 1.0), without and 
with trapping, corresponding to  = 1. The trap-free solid SCP photocurrent is typical and has been 
already derived [27]. With sufficient trapping, the photocurrent rise is lost, and the photocurrent 
decays as in Figure 3.3; but the shape cannot be used to extract  as in the small signal case. The 
trapping of carriers reduces the photocurrent rise before transit. The carrier distribution (x,t) 
without and with trapping remains rectangular (not shown) and the trapped carrier distribution 
profiles for r = 0.5 and  = 1 at various times are shown in Figure 3.5. As expected t(x,) decays 
with distance into the photoconductor, seemingly exponentially. 
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Figure 3.5: Trapped carrier distribution along the photoconductor at various times (normalized 
to weak-injection transit time) from MC simulations at r = 0.5 and  = 1. 
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Figure 3.6: CCE r vs normalized lifetime  under small signals and r = 0.5 and r = 1.0 
 
Figure 3.7: r % Error vs normalized lifetime  for different injection levels. (Dashed curves are 
guides to the eye and not any particular function) 
The calculation of collected charge is straightforward because we can integrate the SCP 
photocurrents in Figure 3.3 for various values of  and r.  Figure 3.6 shows the plot of the collection 
efficiency r vs. normalized trapping time  for various values of r. This type of plot is typically 
used to extract ' in experimental work assuming small signals. The experimenter increases the 
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field, which decreases t0 so that  becomes longer, and the CCE increases. Notice the significant 
effect of r on the value and shape of the CCE. We can assess the deviation from the small signal 
case in (3.1) by plotting the % change in the collection efficiency (r % Error) 100(0−r)0 vs  
for various injection ratios r as in Figure 3.7 and r/0 vs r for various values of  as in Figure 3.8. 
For small r, r % Error is initially 0 but increases as r increases and as   decreases. 0.09999546 
For example, for  = 0.886, and r = 1, 0−r is 0.0786, i.e. a drop of 13 % from the ideal HCE as 
shown in Figure 3.9 (a). From (3.1) we can show that: 
 1
0
0 0
1 1
1

   
−
 
= − + 
 
 (3.11) 
Consider, as an example,  = 0.886 and r = 0.5. From Figure 3.8, r −0  −0.0274 so that 0/0 
 0.0456 and from (3.11), the error in , / = 0.099 or 9.9%. At r =1, this error is 28.5% for  = 
0.886, and 40.8% for  = 10. Clearly, the errors involved in extracting the carrier range can be 
significant under large signals and increase with . Figure 3.9 (b) shows the error in  determination 
as a function of   and r. 
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Figure 3.8: Normalized collection efficiency, NCE (r/0) vs. injection ratio r at various 
normalized trapping times 
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Figure 3.9: Percentage error of r (a) and  (b) vs. r and  
From Figure 3.8 (y-axis normalized) we can easily fit a scaled and compressed exponential 
function to the CCE results so that: 
 
0
r
r e
  −=  (3.12) 
where  and  are coefficients that depend only on , not on the injection ratio r. 
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Figure 3.10:  and  coefficient vs. normalized trapping times  
The  dependences of the coefficients  and  with standard error bars are in Figure 3.10 (a) and 
(b), respectively. The data for these plots were generated with MC with a comparison point using 
a numerical solution method. These plots allow for corrections to be made or errors to be estimated 
when the small-signal HCE is used to extract carrier ranges when the injected charge perturbs the 
field. In the range of  = 0.1 to 10, fits of  and  have been made to: 
 
1 2
0 1 2( )
T T
A A e A e
 
 
− −
= + +  
(3.13) 
 2
0 1 2( ) log( ) log( )B B B   = + +  (3.14) 
where the A0, A1, A2, B0, B1, B2, T1 and T2 are constants determined by fitting as in Figure 3.10 and 
presented in Table 3.1. It should be noted that  has the largest magnitude around  ~ 1 and that 
error in  increased as  approached t. The fit of  can be explained as  decreases, the average 
particle has less free time to be affected by correlation.  shows the balance between  and L, 
where the longer the particles are free the greater effect correlation will have on them, but if the 
particles are free past the transit time, they are more likely to be collected, no matter the injection 
ratio. These two properties lead to  have a maximum at  ≈ 1, and most likel  explain the 
inflection point of a, being also around  ~ 1 .  These two values suggest that if correlation effects 
are to be reduced in detector design that  should be kept at least an order of magnitude away from 
 ~ 1. 
 
 
 
 39 
 
Table 3.1: Coefficients of (3.13) and (3.14) 
  Value Standard Error 
A0 0.0145 0.0018 
A1 0.2084 0.0112 
T1 0.5287 0.0607 
A2 0.105 0.0105 
T2 3.0732 0.3638 
B0 1.4925 0.028 
B1 -0.0729 0.0297 
B2 -0.4051 0.0544 
3.7 Conclusions 
In summary, the collection efficiency in an integrating detector, or in a time-of-flight type transient 
photoconductivity experiment, under large signals deviates significantly from the well-known 
Hecht collection efficiency in (3.1).  We have used Monte Carlo simulations and the numerical 
solution of the continuity, semiconductor rate and Poisson equations to calculate the collection 
efficiency (CCE). The deviation has been quantified in terms of the injection ratio r and normalized 
trapping time  in Figure 3.6 - Figure 3.9. The CCE goes over into the HCE in (3.1) under small 
signals but drops significantly below HCE as r increases. The errors in extracting  from the 
application of (3.1) can be very high (in some cases 40% or more) and may be estimated from 
Figure 3.9 and (3.11) or (3.12), the coefficients in Figure 3.10(a) and Figure 3.8(b) and the fits of 
the coefficients in (3.13) and (3.14). 
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4.1 Abstract 
Hecht collection efficiency 0 and its formulations for exponential absorption have been widely 
used in modeling charge collection efficiency in photoconductive detectors. The basic assumption 
of the Hecht formulation is that the electric field in the device is uniform i.e. the photoinjected 
carriers do not perturb the field. Here we have used Monte Carlo simulations to model the initial 
injection of electron and hole pairs and their subsequent transport and trapping in the presence of 
an electric field, which is calculated from the Poisson equation. Each injected carrier is tracked as 
it moves in the semiconductor until it is either trapped or reaches the collection electrode. Trapped 
carriers do not contribute to the photocurrent but continue to contribute to the field through the 
Poisson equation. The instantaneous photocurrent iph(t) is calculated from the drift of the free 
carriers through the Shockley-Ramo theorem. iph(t) is integrated over the duration of the 
photocurrent to calculate the total collected charge and hence the collection efficiency r. r has 
been calculated as a function of the charge injection ratio r, the electron and hole ranges (drift 
mobility and lifetime products, ), mean photoinjection depth  and drift mobility ratio b. The 
deviation of the collection efficiency r from the uniform field case 0 can be as much as 30% 
smaller than the small signal model prediction. However, for a wide range of electron and hole 
schubwegs and photoinjection ratios, the typical error remained less than 10% at full injection, the 
worst case. The present study provides partial justification to the wide-spread use of the uniform 
field collection efficiency 0 formula in various applications, even under high injection conditions. 
4.2 Introduction and the Definition of the Problem 
Photoconductive detectors are widely used in several commercial radiation detection and imaging 
applications. In many of the applications, the photocurrent generated by the incident radiation is 
integrated to measure the collected charge per incident amount of radiation, for example, per unit 
exposure to x-rays. The collected charge vs incident dose (in air) represents the responsivity of the 
detector. Whether the detector is a discrete device or one of the pixels in an imaging array, the 
collected charge Qc is not necessarily identical to the total injected charge Qi that is generated by 
the absorbed radiation within the detector volume of interest, due to carrier trapping and 
recombination effects in the semiconductor. Figure 4.1 illustrated the cross section of a 
semiconductor with electrodes A and B across which a voltage V0 is applied and the field is E0 = 
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V0 / L and uniform. The detector in Figure 4.1 has noninjecting contacts (at A and B) so that the 
dark current is ideally zero. The situation depicted could easily represent the practical case of using 
a reverse biased pin photodetector. In the pin detector, the p+ and n+ regions are very narrow so 
that the absorption and charge transport occurs almost totally in the wide i-layer[1]. In the ideal 
case, the field in the i-layer is uniform or has a small gradient. Under a reverse bias, p+ and n+ layer 
do not injected carriers and essentially act as noninjecting contacts even though the metal to 
semiconductor contacts on the p+ and n+ layers are injecting or ohmic contacts. Thus, the ideal pin 
detector corresponds to the case shown in Figure 4.1. (In practical pin detectors, the i-region has a 
small amount of doping and the field is not entirely uniform.)  
The absorption of photons in the semiconductor follows an exponential distribution of the form 
exp(−x) where  is the absorption coefficient for optical photons or the linear attenuation 
coefficient for x-rays and gamma rays. The absorption of an optical photon will generate an 
electron hole pair (EHP) with some internal quantum efficiency, specific to the semiconductor 
medium. The x-ray photogeneration is described in [2] and involves the x-ray photon knocking 
out a primary electron from an inner shell of the host atom. The energetic projectile primary 
electron then ionizes the medium and generates a Qi amount of charge. The electron and hole 
concentration profiles are shown in Figure 4.1 at time t = 0, which corresponds to the 
photogeneration time, and then a bit later when the two distributions have drifted and some of the 
carriers have been collected. It is assumed that the photogeneration, whether by optical or x-ray 
photons, occurs over a negligibly short time compared with the drift time scale of the carriers, and 
we can assume that the carrier distributions are initially exponential. At time t = 0, right after 
photogeneration, there is no net space charge in the bulk, and electric field remains uniform at E0 
= V0 / L. As soon as the charges start drifting, the separation of the electron and hole distributions 
results in a net space charge density across the detector, and the field is not uniform with a spatial 
dependence given by the Poisson law at each instant. It is assumed that there are no previously 
trapped charges before injection i.e., the field is uniform before photoinjection. 
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Figure 4.1: Electron and hole pair injection under an applied voltage. The EHPs are produced in 
a photoexcited semiconductor of length L. Both external and internal fields affect the drift of the 
EHPs. 
 As the electrons and holes drift toward their collection electrodes as shown in Figure 4.2, they 
induce an external photocurrent iph(t), which can be calculated from the Shockley-Ramo theorem 
[3, 4]. Some of the carriers become trapped during their drift as illustrated in Figure 4.2. Thus, 
there is a decay in the external photocurrent iph(t) due to trapping, and hence less charge is collected 
than injected: Qc < Qi. It should be apparent from Figure 4.2 that there are four contributions to 
the net space charge density net(x,t) at any point x at any instant t: (a) trapped electrons, i.e., nt(x,t), 
(b) trapped holes, i.e., pt(x,t) (c) drifting electrons, i.e., n(x,t), and (d) drifting, holes i.e., p (x,t). 
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Thus, the electric field is not uniform. The calculation of the photocurrent and the charge collection 
efficiency (CCE) becomes quite involved and one needs to seek numerical solutions to the 
continuity equation, trapping and recombination rate equations with trap filling as well as new trap 
generation, and Poisson's equation, as described, for example, in [5].  
Most of the work on integrating detectors assume small signals and neglect the perturbation of the 
field by the above four factors. Assuming a uniform electric field, which is a good approximation 
under weak signals, the charge collection efficiency 0 (subscript zero indicating small signals or 
uniform field), defined as Qc/Qi, can be written in terms of electron and hole collection efficiency 
as[2, 6-9] 
 
0 0 0e h  = +  (4.1) 
where the electron and hole CEs, 0e and 0h respectively, are given below. The electron CCE is 
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 (4.2) 
in which the superscript e on Q refer to electrons, se = eeE0 is the electron schubweg, e is the 
electron drift mobility and e is the electron trapping time or lifetime, and  is the penetration depth 
(1/) of the photogeneration process (assumed to the same as photon attenuation depth) and L as 
the sample thickness. Schubwegs are defined for a uniform field, E0 = V0/L which is a given 
operating condition. 
The hole CCE is 
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 (4.3) 
in which the superscript h on Q refer to holes where sh = hhE0 is the hole schubweg, h is the 
hole drift mobility and h is the hole lifetime. The reason we can write the CCE as in Equation 
(4.1) as the sum of electron and hole CEs is because the field is uniform, and we have ignored the 
recombination of oppositely charged drifting carriers and the recombination of drifting carriers 
with oppositely charged trapped carriers. Put differently, the continuity equation for holes is 
independent of the electron concentration, and similarly the continuity equation for electrons is 
independent of the holes[9]  
The CCE in equations (4.1) to (4.3) have been widely used in formulating the sensitivity and the 
detective quantum efficiency of many detectors and is a key factor in the calculation of the 
sensitivity and detective quantum efficiency of direct conversion flat panel x-ray detectors [2, 8-
17] . The distinct advantage in equations (4.1)−(4.3) is that the fact that 0 does not depend on the 
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injected charge Qi and hence one can use the linear system theory and apply the CCE above to any 
type of photogeneration process, whether it is a delta function or a pulse with a fixed duration. 
Secondly, the function 0 is calculable and has a variance that is also calculable [7]. 
The scientific question we need to answer is this. What will be the errors when we calculate the 
CCE efficiency under large signals by using the small signal CCE (0)? How does the CCE depend 
on the amount of charge injected? Effectively, we are evaluating the usefulness of equations 
(4.1)−(4.3), and their limits. It will be shown that under large signals the CCE is less than the small 
signal case and the difference can be as much as 30% less. The work here is a follow-on from the 
work in which we considered only the injection of one type of carrier very near the radiation 
receiving electrode[18], for example electrons are suddenly injected at A in the detector in Figure 
4.1. In this case the collection efficiency is simply the Hecht collection efficiency (HCE) [19] 
which is  
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HCE is limited to near-surface EHP generation in which the carriers with the same polarity as the 
radiation receiving electrode drift to the collection electrode. It was shown that under large signals, 
the true CCE differs significantly from the HCE. An empirical expression was proposed to predict 
the CCE from the amount of injection (r). The CCE under EHP photogeneration with an 
exponential profile is referred to as the HCE with exponential distribution of carriers. 
This work will examine the CCE under an initial exponential distribution for different amounts of 
charge injection into the semiconductor. We evaluate not only the errors involved in using 
equations (4.1)-(4.3) but also present the results in terms of the dependence of the CCE on charge 
transport parameters, absorption depth, and the relative amount of charge injection. Monte Carlo 
(MC) methods have been used as described previously [18] in which the Poisson equation is used 
with the four contributions to the net space charge density identified above. Thus, the model 
calculates the field at every small time interval as arising from the free charges on the electrodes 
(the applied field), concentrations of trapped electrons, nt(x,t) and holes pt(x,t), and the 
concentrations of drifting carriers, n (x,t) and p(x,t). The maximum amount of charge that can be 
injected is the charge residing on the electrodes, that is, Q0 = CV0 where C is the detector 
capacitance. The injection ratio r = Qi/Q0 and its maximum value is 1. The results are presented in 
terms of a parameter b that is commonly used for the drift mobility ratio i.e. 
 
e
h
b


=  (4.5) 
In addition, the definition of schubweg as E0 for each carrier will be retained even though the 
field in the sample will not be uniform. It should be viewed as a charge transport property of the 
medium under a given field, had the field been uniform, V0/L.  
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Figure 4.2: Electron hole pair injection with trapping and collection of charges under a voltage. 
The EHP are produced in a photoexcited semiconductor of length L, external and internal fields 
affect movement. This produces a current, iph, over time t that can be used to derive collection 
efficiency 
4.3 Physical Model and the Monte Carlo Simulation 
The Monte Carlo (MC) simulation technique in this work is an extension of the MC calculations 
described in reference[18] . The MC simulations were done with EHPs distributed exponentially. 
In this simulation, the initial absorption of photons and distribution of the photogenerated EHPs 
were not taken as a predefined truncated exponential function. Instead, the distribution was taken 
as a randomized truncated exponential to approximate exponential absorption exp(−x) while 
avoiding the loss of MC particles for large mean injection depths. Ideally, the number of EHPs to 
simulate would be rQ0/e = Qi/e which is the number of charges on one of the electrodes, where e 
is the elementary charge and r is the ratio of the number of EHPs injected to Q0. For the operation 
of a real detector, the actual number of injected EHPs involved would be too large to reasonably 
simulate. Therefore, an approximation is made using several scaled EHPs (N = 1000), with each 
scaled charge equal to S = rQ0/eN equivalent charges. Each photogenerated electron and hole, 
labeled by a unique n from 1 to N, is monitored as it drifts. The position and the state (whether free 
or trapped) of each electron and hole are monitored along the x-axis and in time. An index n is 
used as a particle identifier. A capture time n from n = −ln(X), where X is a random number 
from 0 to 1, is generated for each electron and hole separately. If at the time t, an electron or hole 
n has n < t, the electron or hole is trapped and no longer produces a current. These trapped charges 
are still considered in the Poisson equation as they contribute to the net space charge density in the 
bulk. During a time interval from t to t + t, the drift velocity of each free carrier at a position x is 
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calculated from the drift mobility and field product, eE( nex ,t) for the electron at nex  and hE(
n
h
x
,t) for the hole at nhx , where the superscript n is the particle identifier index defined above. The 
induced external photocurrent iph(t) is then calculated from the Shockley-Ramo theorem, 
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in which trapped carriers are excluded and both currents add in magnitude. The collected change 
Qc and hence the collection efficiency CCE is 
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where the upper time limit T corresponds to the time when all the carriers have been extracted.  
Another quantity of interest is the uniform field transit time, which is represented by t0 = L/eE0. 
The introduction of both holes and electrons into the semiconductor means that the Poisson 
equation at any point in time must include both electron and hole space charge densities whereas 
previously we only had one type of carrier[18]. The integration (summation) of the net space 
charge density gives the electric field, i.e. 
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where xe is the set of electron positions and xh is the set of hole positions, C(t) is the integration 
constant and  is the permittivity of the medium. C(t) is evaluated by the condition that the 
integration of the electric field over x up to L must be equal to V0, which, for an infinitesimally 
small t, corresponds to 
 ( ) ( ) ( )0C t E E t t C t t= − −  + −   (4.9) 
where ( )E t t−   is the electric field averaged over the length of the semiconductor at time t− t, 
i.e. 
 
( )
0
(1/ ) ( , )
L
E t t L E x t t dx−  = −   (4.10) 
The sampling of E is done at each electron and hole positions
n
ex ,
n
h
x  Each particle n at the location 
xn drifts with a velocity that produces a current given by the Shockley-Ramo theorem [3, 4]. The 
integral of the electron and hole photocurrent is the CE of the electrons and holes, respectively. 
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The accuracy of the Monte Carlo simulation increases with the number of scaled charges used and 
with decreasing t. In Figure 4.3, the results of Monte Carlo CCE with r = 0 (uniform field), b = 
0.1,  = 0.1, se = 0.1L, sh = 100L are plotted against N and compared with the theoretical uniform-
field CCE (0)[20]. Statistical error is found by running each point 100 times and finding the 
variance. The error decreases with increasing N and is considered to be negligible at N = 1000. 
The trapezoidal integration of photocurrent will typically underestimate the CE due to the 
characteristic knee of the photocurrent, so a sufficiently small t is required. In this work t was 
equal to 0.0002L/eE0 or 0.0002L/hE0 if smaller, with the simulation ending once all charges are 
either trapped or collected. It should be mentioned that the basic structure of the MC simulations 
used here was verified for photogeneration at the electrode followed by unipolar transport against 
numerical solutions of the continuity equations[18].  
 
Figure 4.3: Monte Carlo collection efficiency results, at r = 0, vs number of EHPs used with 
associated statistical error compared to the analytical model where δ = 0.1L, b = 0.1, se = 0.1L, 
and sh = 100L. 
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4.4 Results and Discussion 
All simulations were carried out with the radiation receiving electrode negatively biased as in 
Figure 4.2. Electrons drift toward the rear collection electrode, the "anode" and holes towards the 
radiation receiving electrode, the "cathode". The results of simulation were generated using the 
parameters listed in Table 4.1. CE depends on five quantities, r, se, sh, b, and  (= ) r and b are 
already unitless quantities representing the fraction of charge on the electrode that is photoinjected 
and the drift mobility ratio, respectively. Schubwegs se and sh and attenuation depth () are 
typically examined normalized to L, which is also the procedure adopted here, though we will not 
introduce new dimensionless variables. The minimum and maximum values were chosen based 
on the common ranges of these parameters used in experiments and detector modeling [2, 15, 16, 
21-25].  
Table 4.1: Parameters used in MC simulations of the collection efficiency 
Parameter Minimum Maximum Intervals Spacing 
r 0 1 5 linear 
se/L 0.1 10 11 log10 
sh/L  0.1/b 10/b 11 log10 
/L 0.01 100 5 log10 
b 0.01 100 5 log10 
Figure 4.4 shows the difference r, between the uniform-field CE (UFCE), 0, and the simulated 
CE r at r = 1 (maximum injection), plotted against se and sh at specific  and b values(r=r−0). 
Figure 4.5 is the percentage change (%r) relative to the uniform-field CE. These figures are a 
representation of the dependence of CE on the five parameters listed in Table 4.1.  
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Figure 4.4:  Plot showing the difference between CE and UFCE at r = 1, over b and δ values 
from 0.01 to 100, plotted vs se/L and sh/L on a 3-dimensional plot. 
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Figure 4.5: Plot showing the percentage difference between CE and UFCE at r = 1, over b and δ 
values from 0.01 to 100, plotted vs se/L and sh/L on a 3-dimensional plot. 
The plot of the difference between CE and UFCE and percentage difference %r shown in Figure 
4.4 and Figure 4.5 presents how the mean injection depth  and the mobility ratio affect the 
deviation of the high-injection CCE (r) from the UFCE (0). 
The worst-case scenarios are those when the percentage difference magnitude |%r| is significant 
e.g. 10% or more. For absorption near the radiation receiving electrode (negative) where  / L << 
1, all b (0.01 – 100) has differences up to 30% for schubwegs shorter than the sample thickness 
E0 < L. When b is very small and  is very small, the difference tends to only to depend only on 
se, which aligns to the case of near-surface generation with just drifting electrons. Although it 
appears as though the difference appears significant whenever the schubwegs are shorter than the 
sample thickness E0 < L, this is not always true. One of the most interesting results is when there 
is a uniform distribution of initial charge carriers. In this instance, the difference between the CE 
and the UFCE model is close to zero even though the field inside the semiconductor is not uniform 
during the drift of the carriers as shown in Figure 4.6. The field near the electrodes is larger than 
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E0 and less than E0 in the center region, and these two opposite changes in the field seem to result 
in a CE that is similar to the UFCE.  
Figure 4.6 and Figure 4.7 show the electric field is clearly symmetric in the x-axis at different 
times. Figure 4.6 to Figure 4.10 show the normalized electric field profile across the device under 
different trapping conditions as represented by the schubweg to thickness ratios se/L and sh/L. The 
time axis has been normalized with respect to free electron transit time t0 = eE0/L. However, the 
equivalence of the UFCE and simulated CE does not mean the photocurrents are identical, only 
that their integrals are. When there is a deviation from these conditions, there is deviation in CCE 
from the UFCE. 
 
 
Figure 4.6: The symmetry of electrical field without any charge trapping and r = 1, b = 1 and δ 
is very large (>100L), represents nearly uniform photogeneration in the sample plotted as E/E0 vs 
x/L and t/t0 on a 3-dimensional plot. (The transit time t0 is the same for both carriers for this 
case.) 
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Figure 4.7: The symmetry of the electrical field with equal schubwegs, se = sh = L, where r = 1, 
b = 1 and δ is very large (>100L), plotted as E/E0 vs x/L and t/t0 on a 3-dimensional plot. 
When the injection depth is shallow (i.e.  = 0.01L) as in Figure 4.4 and Figure 4.5, the electrons 
appear to cause the greatest deviation in CE from the UFCE. This is because the electrons travel 
the largest distance relative to the holes over the longest time period (see Figure 4.1 and Figure 
4.2) and so draw more charges from the battery. The electric field profile plots, as in Figure 4.8, 
show that the largest changes in electric field from E0 occur near the positive electrode (x/L = 1). 
Since the electrons are moving toward the positive electrode to be collected, a larger change in the 
electric field in the region acting on those carriers would produce a larger change to the 
photocurrent and CE of the electrons. When the photogeneration has an absorption depth  = 10L, 
as in Figure 4.9 and Figure 4.10, the change in CE exhibits a significant dependence on the mobility 
ratio b and normalized schubwegs se/L and sh/L, This dependence is due to the electrons and holes 
being evenly distributed across the semiconductor making the initial placement of charges 
relatively irrelevant to photocurrent or CE calculation. The effect of b can be seen in Figure 4.9 
and Figure 4.10. When b is large (b = 10), as in Figure 4.10, the largest change in the electric field 
occurs near the negative electrode (x/L = 0), the collection point of holes, when sh << se and at the 
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positive electrode (x/L = 1) when se << sh. The holes move much more slowly than the electrons 
under the same electric field so their trapping has a significant effect on the field near the negative 
electrode. This relative difference in speed and the significant change in the electric field cause a 
larger deviation of hole CE with respect to the UFCE. The opposite can be seen for small b (b = 
0.1) in Figure 4.9, where electrons cause the greatest perturbation near the positive electrode.  
 
 
Figure 4.8: Normalized electric field profiles for small δ (δ = 0.1L) as a function of b, se and sh, 
plotted as E/E0 vs x/L and t/t0 on a 3-dimensional plot. 
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Figure 4.9: Normalized electric field profiles for δ = 10L and b = 0.1 as a function of se and sh 
plotted as E/E0 vs x/L and t/t0 on a 3-dimensional plot. 
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Figure 4.10: Normalized electric field profiles for δ = 10L (uniformlike photogeneration) and b 
= 10 as a function of se and sh, plotted as E/E0 vs x/L and t/t0 on a 3-dimensional plot. 
The results in Figure 4.4 to 4.10, have been calculated for full injection to highlight the importance 
of bulk space charge. Under normal detector operation, this is unlikely to be the case, so under 
practical operating conditions, the deviation of the CE from the UFCE would be much smaller 
than the values calculated above. As an indication of the effect of r on the difference r, we have 
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taken selected examples and plotted % vs. r for different scenarios in which  = 0.1L and 1L 
for different schubwegs and b. The small absorption depth (  << L) case was excluded because 
this study would be very similar to the HCE case analyzed in reference [18]. The results are put 
into two classes: (i) se/L = 10 as shown in Figure 4.11: and (ii) se/L = 1 as shown in Figure 4.12. 
In both Figure 4.11: and Figure 4.12, the MC points have "error" (i.e. uncertainty) bars that 
correspond to one standard deviation error (full length of error-bar is 2). Consider Figure 4.11: 
representing the case in which the electrons (moving away from the radiation receiving electrode) 
do not experience trapping. As expected, when both carriers have good transport properties (s/L > 
1 for both), the errors in using the UFCE are under 2% for all injection levels. Notice also that 
when sh/L < 1, the |%r| error increases with r and reaches 2% for full injection. Furthermore, if 
the injection depth is "large" e.g. greater than L, and the hole trapping is small, the UFCE formulas 
in Equations (4.1)-(4.3) work quite well with errors less than 2%.  
In the presence of electron trapping (se/L = 1), as represented in Figure 4.12, %r error has more 
dependence on r and can be as large as 10% when the hole trapping is significant i.e. sh/L = 0.1. 
Indeed, even small injection ratios can have %r errors over 2%.  
It can be see from all 12 figures in Figure 4.11: and Figure 4.12, that the errors in using UFCE 
formula are typically less than 10%, which is a partial vindication of the use of the UFCE formula 
in a wide range of applications where the signal is not necessarily a small signal. 
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Figure 4.11: Selected examples of the difference between the CCE and the UFCE as a function 
of the injection ratio at se=10L. As r becomes very small, the difference approaches zero. 
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Figure 4.12: Selected examples of the difference between the CCE and the UFCE as a function 
of the injection ratio at se=1L. As r becomes very small, the difference approaches zero. 
4.5 Conclusions 
The collection efficiency (r) of photogenerated electrons and holes in a semiconductor detector 
deviates significantly from the uniform-field collection efficiency (UFCE) (0) as the 
photoinjection ratio (r) of injected charge to charge on the electrodes increases. Monte Carlo 
simulation of exponentially distributed photogenerated electrons and holes under well-defined 
electron and hole lifetimes, along with an accurate evaluation of the internal field (due to the space 
charge of trapped and drifting carriers and charges on the electrodes), has provided an assessment 
of the extent of validity of the standard UFCE equation (as stated in equations (4.1) to (4.3)) and 
its shortcomings. The deviations of r from the UFCE, 0, have been quantified in terms of the 
injection ratio r, drift mobility ratio b, mean absorption depth  and charge carrier schubwegs se 
and sh for electrons and holes respectively, as presented in Figure 4.4 and Figure 4.5. These results 
have also been presented as %r vs injection ratio r for selected electron and hole schubwegs and 
absorption depths that are typical as in Figure 4.11: and Figure 4.12. The latter figures represent 
the extent of errors involved in using the UFCE equation under a nonuniform field in the detector. 
Of particular interest was the uniform absorption case,  >> L, which showed that CCE is very 
close to the UFCE; r  0. In most cases, for a wide range of electron and hole schubwegs and 
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photoinjection ratios, the total errors remained less than 10% as quantified in Figure 4.11: and 
Figure 4.12. The present study provides partial justification to the wide-spread use of the UFCE in 
various applications, even under high injection conditions. 
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5 Conclusions 
In this thesis, a simulation of electron and hole transport in semiconductors was carried out using 
Monte Carlo methods along with a numerical approximation of the Poisson equation. The results 
of the simulation of photocurrent and charge collection efficiency matched published numerical 
and analytical results using the same parameters. This simulation can also generate results outside 
of the bounds of previously used models. The strongest relationships shown in this thesis are in 
the photocurrent and charge collection efficiency where there is both inter-coulombic forces 
between charges and deep charge trapping. Other effects that have been implemented are 
exponential EHP generation, independent mobilities, electron and hole trapping. 
5.1 Charge Collection Efficiency 
In the paper, Corrections to the Hecht Collection Efficiency in Photoconductive Detectors under 
Large Signals: Non-Uniform Electric Field due to Drifting and Trapped Unipolar Carriers, the 
collection efficiency of electrons or holes in a semiconductor under large signals, are shown to 
deviate significantly from the well-known Hecht collection efficiency.  Monte Carlo simulations 
and the numerical solutions of the continuity, semiconductor rate and Poisson equations were used 
to calculate the charge collection efficiency (CCE). The deviation has been quantified in terms of 
the injection ratio r and normalized trapping time , where the normalization is with respect to the 
carrier transit time across the semiconductor The CCE goes over into HCE under small signals but 
drops significantly below HCE as r increases. An analysis of the change in CCE resulted in 
Equations (3.13) and (3.14), which allows for the calculation of CCE if large signals are 
considered. 
In the paper entitled Charge Collection Efficiency in Photoconductive Detectors under Small to 
Large Signals,  the collection efficiency (r) of photogenerated electrons and holes in a 
semiconductor detector was shown to deviate significantly from the uniform-field collection 
efficiency (0) as the photoinjection ratio (r) of injected charge to charge on the electrodes 
increases. The deviations of r from the well-known unified field charge collection efficiency, 0, 
has been quantified in terms of the injection ratio r, mobility ratio b, mean absorption depth  and 
charge carrier schubwegs, se and sh, as presented in Figure 4.4 and Figure 4.5. The latter figures 
represent the extent of errors involved in using the CCE equation under a nonuniform field in the 
detector, which can reach 20%. Of interest was the uniform absorption case,  >> L, and b was 
unity. which showed that CCE is very close to the UFCCE; r  0. Monte Carlo simulation of 
photogenerated electrons and holes under well-defined electron and hole lifetimes, along with an 
accurate evaluation of the internal field (due to the space charge of trapped and drifting carriers 
and charges on the electrodes), has provided an assessment of the extent of validity of the standard 
CCE equation and its shortcomings. 
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5.2 Future Work 
This thesis in Monte Carlo simulation methods of semiconductors has only scratched the surface 
in analyzing the results this program can generate. There are methods developed that need to be 
analyzed yet, such as, shallow trapping, pulsed light sources, recombination and variance. 
Shallow trapping is of particular interest in photocurrent analysis. As stated in chapter 2, we have 
implanted a solid method to simulate shallow trapping that improves on all other methods. In the 
future, analysis is to be done of the photocurrent, with shallow trapping, to evaluate their time 
features. 
Code for multiple pulses has been developed. Using this code in conjunction with all other 
simulated effects, the modulation transfer function of a semiconductor detector can be estimated. 
Currently no data has been simulated in this regard. If simulations are to be done, their parameters, 
such as pulse width and pulse separation, will be chosen based on currently manufactured sources 
used in detectors. 
Recombination is when an electron and electron hole recombine and are removed from their 
respective transport bands. In this thesis, the Onsager recombination model is used. With Onsager 
recombination, a free electron recombines with a trapped hole, or vice versa. This recombination 
occurs, when the thermal energy of the free charge is sufficiently small relative to the attractive 
columbic energy between them.[1, 2]. The critical point of recombination is defined as the thermal 
capture radius. Onsager recombination occurs when the charge carrier passes within the thermal 
capture radius of each other defined as [3]. Future work involving recombination would involve 
simulating the effect of recombination on photocurrent collection efficiency and initial 
photogeneration efficiency. 
Variance is an inherent property of any system with probability or statistical distribution. Since 
phenomena such as trapping and EHP generation use probability, they must have an associated 
variance. This means that photocurrent and collection efficiency must also have variance. To 
calculate variance, the Monte Carlo simulation is run multiple times. The values of C.E. can then 
be used to generate a variance about their mean. The variance of the set of CE values multiplied 
by the number of charge carriers used, is the normalised variance. An analytical normalised 
variance equation is based on exponential EHP generation and deep trapping of electrons and holes 
under small signals [4, 5]. By calculating the variance of multiple simulation runs, the variance 
may be found under large signal conditions 
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Appendix B: Comparison of Trapping Models 
The trapping of electrons and holes can be simulated many ways. In this section, the method for 
Monte Carlo description of trapping in this work is shown to be one of the most efficient 
techniques.  The methods in current use are: the P(t) methods, which determines where a 
charge is trapped at each time step; the mt method, which approximates a generated trapping 
time with an integer multiple of t and the mt + f , which is the free time method. 
The ideal number of time steps, per transit time, for the P(t) method is achieved when the 
probability of trapping in each time step is 50%: 
 
 ( ) 0.5 1
tP t e
−
 = = −  (B.1) 
The ideal time step t is then: 
  ( )ln 0.5t  = −  (B.2) 
Unfortunately, the value for t will always be an irrational number, so it must be approximated 
as a ratio of two integers. This ratio has been translated to the number of time steps taken within 
the time domain 2 times t0. 
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where the square brackets [], indicate rounding to the nearest integer. The approximate t 
determined from 
02t
N  value is given as: 
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To compare the trapping simulation methods a mean trapping of 0.1 t0 was chosen. The t,  the 
time steps chosen, are based on 0.5, 1, 10 and 100 times the approximate ideal P(t) time step 
size, 2/29 t0. 
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Figure B.1: Plots of photocurrents vs time predicted using different simulation methods and 
analytical definitions, with near-surface generation of electrons where  = 0.1 t0 and r = 0. 
It can be seen from Figure B.1 that the P(t) is only close to a correct photocurrent simulation 
when  
 
Figure B.2: Plots of CE vs time predicted using different simulation methods and analytical 
definitions with near-surface generation of electrons where  = 0.1 t0 and r = 0. 
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Table B.1: Total CE calculated from numerical integrals of photocurrents simulated with 
trapping methods when all charge carriers are trapped or collected with near-surface generation 
of electrons where  = 0.1 t0 and r = 0. 
Trapping 
method 
Time step sizes    
 t = 2/14 t0 t = 2/29 t0 t = 2/290 t0 t = 2/2900 t0 
P(t) 0.383785714286 0.100050297972 0.006854482759 0.000005172414 
n = mt 0.045757142857 0.069944827586 0.097101379310 0.100212482759 
n = mt + f 0.100556548181 0.100556548181 0.100556548181 0.100556548181 
 
The expected CE from the HCE model is 0.099995456001, which is overshot by the numerical 
integrals of the simulated photocurrents. This overshooting is because a scaled cumulative sum 
of the photocurrent was used to numerically integrate. This integral method will always 
overestimate an integral of a decreasing function. In final assessment of CE, a more accurate 
numerical integral method, such as Simpson’s rule, should be used. For illustrative purposes of 
t dependence, this basic integral method is used the comparisons of trapping simulation 
methods. 
It can be clearly seen from Figure B.2 and Table B.1 that the free time method is independent of 
the t value used, however all other methods do vary. The P(t) is clearly only accurate at the 
approximated t step from equation (B.4). The integer t methods only approaches the same CE 
value when the size of t deceases, confirming the truncation issue. These results confirm that 
the free time method is the methods to use to simulate photocurrent and CE in MC. 
