Abstract-In this paper we present a intrusion detection module capable of detecting malicious network traffic in a SCADA (Supervisory Control and Data Acquisition) system. Malicious data in a SCADA system disrupt its correct functioning and tamper with its normal operation. OCSVM (One-Class Support Vector Machine) is an intrusion detection mechanism that does not need any labeled data for training or any information about the kind of anomaly is expecting for the detection process. This feature makes it ideal for processing SCADA environment data and automate SCADA performance monitoring. The OCSVM module developed is trained by network traces off line and detect anomalies in the system real time. The module is part of an IDS (Intrusion Detection System) system developed under CockpitCI project and communicates with the other parts of the system by the exchange of IDMEF (Intrusion Detection Message Exchange Format) messages that carry information about the source of the incident, the time and a classification of the alarm.
I. INTRODUCTION
Several techniques and algorithms have been reported by researchers for intrusion detection. One big family of intrusion detection algorithms is rule based algorithms. In real applications though, during abnormal situations, the behavior of the system cannot be predicted and does not follow any known pattern or rule. This characteristic makes rule based algorithms incapable of detecting the intrusion.
Generally, anomaly detection can be regarded as binary classification problem and thus many classification algorithms which are utilized for detecting anomalies, such as neural networks, support vector machines, K-nearest neighbour (KNN) and Hidden Markov model can be used. However, strictly speaking, they are not intrusion detection algorithms, as they require knowing what kind of anomaly is expecting, which deviates the fundamental object of intrusion detection. In addition these algorithms may be sensitive to noise in the training samples.
Segmentation and clustering algorithms seem to be better choices because they do not need to know the signatures of the series. The shortages of such algorithms are that they always need parameters to specify a proper number of segmentation or clusters and the detection procedure has to shift from one state to another state. Negative selection algorithms on the other hand,are designed for one-class classification; however, these algorithms can potentially fail with the increasing diversity of normal set and they are not meant to the problem with a small number of self-samples, or general classification problem where probability distribution plays a crucial role. Furthermore, negative selection only works for a standard sequence, which is not suitable for online detection. Other algorithms, such as time series analysis are also introduced to anomaly detections, and again, they may not be suitable for most of the real application cases.
To minimize the above mention drawbacks an intelligent approach based on OCSVM [One-Class Support Vector Machine] principles are proposed for intrusion detection. OCSVM is a natural extension of the support vector algorithm to the case of unlabeled data, especially for detection of outliers. The OCSVM algorithm maps input data into a high dimensional feature space (via a kernel) and iteratively finds the maximal margin hyperplane which best separates the training data from the origin (Figure 1 ).
OCSVM principles have shown great potential in the area of anomaly detection [1] , [2] , [3] , [4] . IDS can provide active detection and automated responses during intrusions [5] . Commercial IDS products such as NetRanger, RealSecure, and Omniguard Intruder alert work on attack signatures. These signatures needed to be updated by the vendors on a regular basis in order to protect from new types of attacks. Most of the current intrusion detection commercial softwares are based on approaches with statistics embedded feature processing, time series analysis and pattern recognition techniques. Several extensions of OCSVM method have been introduced lately [6] , [7] II. OCSVM METHOD The one-class classification problem is a special case of the conventional two-class classification problem, where only data from one specific class are available and well represented. This class is called the target class. Another class, which is called the outlier class, can be sampled very sparsely, or even not at all. This smaller class contains data that appear when the operation of the system varies from the normal, due to a possible attack. In general cases, the outlier class might be very difficult or expensive to measure. Therefore, in the one class classifier training process, mainly samples from the target class are used and there is no information about its counterpart. The boundary between the two classes has to be estimated from data in the only available target class. Thus, the task is to define a boundary around the target class, such that it encircles as many target examples as possible and minimizes the chance of accepting outliers. Scholkopf et al. [8] developed an OCSVM algorithm to deal with the one-class classification problem. The OCSVM may be viewed as a regular two-class SVM, where all the training data lie in the first class, and the origin is taken as the only member of the second class. The OCSVM algorithm first maps input data into a high dimensional feature space via a kernel function and then iteratively finds the maximal margin hyperplane, which best separates the training data from the origin. Thus, the hyperplane (or linear decision boundary) corresponds to the classification function
where w is the normal vector and b is a bias term. The OCSVM solves an optimization problem to find the function f with maximal geometric margin. This classification function can be used to assign a label to a test example x. If f (x) < 0, then x is labeled as an anomaly (outlier class), otherwise it is labeled normal (target class).
Using kernel functions, solving the OCSVM optimization problem is equivalent to solving the following dual quadratic programming problem.
subject to 0 ≤ a i ≤ 1/νl, and i a i ≤ 1.
Where a i is a Lagrange multiplier, which can be thought of as a weight for example x, such that vectors associated with non-zero weights are called support vectors and solely determine the optimal hyperplane, ν is parameter that controls the trade-off between maximizing the number of data points contained by the hyperplane and the distance of the hyperplane from the origin, l is the number of points in the training dataset, and K(x i , x j ) is the kernel function.
Using the kernel function to project input vectors into a feature space, nonlinear decision boundaries are allowed. Generally, four types of kernel are often used: linear, polynomial, sigmoid and Gaussian radial basis function (RBF) kernels. In this paper, we use the RBF kernel, which has been commonly used for the OCSVM.
Although the OCSVM requires samples of the target class only as training samples, some studies showed that when negative examples (i.e. samples of outlier classes) are available, they can be used during the training to improve the performance of the OCSVM. In this paper only normal data were used for the training of the method, though a similar to the one proposed by Tax [9] , which includes a small amount of samples of the outlier class, will be also applied and evaluated in the near future.
For the OCSVM with an RBF kernel, two parameters σ and ν need to be carefully selected in order to obtain the optimal classification result. A common strategy is to separate the data set into two parts, of which one is considered unknown. The prediction accuracy obtained from the unknown set more precisely reflects the performance on classifying an independent data set. An improved version of this procedure is known as cross-validation. Cross-validation is a model validation technique for assessing how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice.
In ν-fold cross-validation, the training set is divided into ν subsets of equal size. Sequentially one subset is tested using the classifier trained on the remaining ν .. 1 subsets. Thus, each instance of the whole training set is predicted once so the cross-validation accuracy is the percentage of data which are correctly classified. The cross-validation procedure can prevent the over fitting problem.
Unnthorsson et al. [10] proposed another method to select parameters for the OCSVM. In their method, ν was first set to a user-specified allowable fraction of misclassification of the target class (e.g. 1% or 5%), then the appropriate σ value was selected as the value for the classification accuracy curve of training samples first reaches 1 − ν. The obtained ν and σ combination can then be used in the OCSVM classification.
III. OCSVM FOR SCADA SYSTEM
Cyber-attacks against SCADA systems [11] are considered extremely dangerous for Critical Infrastructure (CI) operation and must be addressed in a specific way [12] , [13] . Presently one of the most adopted attacks to a SCADA system is based on fake commands sent from the SCADA to the RTUs. OCSVM [14] , [15] possesses several advantages for processing SCADA environment data and automate SCADA performance monitoring, which can be highlighted as:
• In the case of SCADA performance monitoring, which patterns in data are normal or abnormal may not be obvious to operators. Since OCSVM does not require any signatures of data to build the detection model it is well suited for intrusion detection in SCADA environment.
• Since the detection mechanism does not require any prior information of the expected attack types, OCSVM is capable of detection both known and unknown (novel) attacks.
• In practice training data, taken from SCADA environment, could include noise samples. Most of the classification based intrusion detection methods are very sensitive to noise. However, OCSVM detection approach is robust to noise samples in the training process.
• Algorithm configuration can be controlled by the user to regulate the percentage of anomalies expected.
• Due to the low computation time, OCSVM detectors can operate fast enough for online SCADA performance monitoring.
• Typically monitoring data of SCADA systems consists of several attributes and OCSVM is capable of handling multiple attributed data .
IV. ATTRIBUTE EXTRACTION
Feature extraction is essential in a classification problem. In order to train the OCSVM module properly we used a network trace file from a SCADA system. Based on the analysis of data that is presented in the upcoming subsections we selected some initial features that are used as attributes for our OCSVM model. We also found that additional features of the system must be combined with these initial ones in order to better represent the current state of the network operation.
A. Analysis of data
The dataset consists of about 1570 rows each one representing a send packet. There are several sources (12) and destinations (17) . The packets use different protocols (13) each performing a different task in the network. Modbus/TCP protocol is a commonly available means of connecting industrial electronic devices (PLCs).
The addresses that create the biggest traffic (packets created) in the system are mainly two (192.168.1.2, 192.168.1.3) which represent probably PCs or PLCs. The distribution of sources and destinations is shown in Figure 2 . The basic protocols used are: DNS, FTP, MDNS, MODBUS, TCP, UDP. Figure 2 presents the source/destination distribution of the packets in the network. It is evident that most of the traffic is produced by only a small portion of the network (two or three sources) that send their packets to a limited set of nodes. This communication mainly constist of control packets exchanged between industrial based computers and Programmable Logic Controllers (PLCs). Thorough knowledge of the type of the source that produces the traffic and a reputation metric that represents the history of the source in terms of vulnerability would add additional intelligence to the detection module, making it capable of distinguishing between traffic bursts and actual attacks. It is evident from Figure 3 that the accumulative packet size over time is almost a straight line with some sudden rises only is the three instances when big files are circulated in the system. These files are FTP files of size 590 bytes which is ten times larger than the usual send packets in the system. This smooth packet growth over time represents a normal behavior of the system when no malicious data is detected and the slop of the line can vary from time to time, depending on the load of the system. When malicious data are broadcasted over the network the accumulative packet size may rise, but since in many situations intruders send 0 lenght packet sizes (ack/nack packets) this feature by itself is not enough to detect these situations.
A burst in traffic injected in the system is another characteristic of an intrusion. Infected nodes may broadcast messages flooding the system with messages that are of no use and block the normal operation of the network.
In Figure 4 we observe that when in the upper graph there exist horizontal lines then we have a burst of traffic in the system. In the lower graph this burst is more easily observed. Traffic rate can be easily extracted from network trace files.
B. Attributes extracted
Attributes in the network traces datasets have all forms: continuous, discrete, and symbolic, with significantly varying resolution and ranges. Most pattern classification methods are not able to process data in such a format. Hence preprocessing was required before pattern classification models could be built. Pre-processing consistes of two steps: first step involved mapping symbolic-valued attributes to numericvalued attributes and second step implemented scaling The main advantage of scaling is to avoid attributes in greater numeric ranges dominating those in smaller numeric ranges. Another advantage is to avoid numerical difficulties during the calculation.
Based on the above observations we used the network trace www.conference.thesai.org The rate (1 st attribute) was calculated using the equation 4:
Time difference is calculated by the difference of time of current packet and the time of previous packet injected in the system. The packet size (2 nd attribute) was scaled using the equation 5:
The above described OCSVM detection approach could be incorporated to the performance management scheme of the SCADA system. The performance management system contains sub systems and is summarized as follows:
• Firstly, the off line monitoring data is used to train the OCSVM and generate the model : Detector training
• Once tested, the model is transferred to performance monitoring and management system and detect the anomalies real time: Anomaly detection
• Once anomalies are detected they are classified into different classes according to their severities: Classification
• IDMEF files are send from the OCSVM module to the main correlator.
In order to cooperate with the other modules the OCSVM module needed to be integrated in the PID system and communicate with the other modules. Once an intrusion is detected several actions can be taken by the IDS (intrusion detection system. These actions include recording of intrusions in log files, sending of alert messages, limit the bandwidth of the intruder or even block all connections from the intruder. In order to better cooperate with the other components/modules that are being produced in the CockpitCI project the OCSVM model sends IDMEF [16] files.
A. Communication messages
The IDMEF defines experimental standard for exchanging intrusion detection related events. As a standard, it can be used as a vendor or product independent enabling intercommunication between different agents such as NIDS or Honeypots. According to the RFC 4765 the data model of this format address several problems associated with representing intrusion detection alert data:
• As alert information is inherently heterogeneous, with some alerts with a very incomplete definition and others with very detailed information. The data model by using an object-oriented model provides extensibility via aggregation and sub classing.
• The intrusion detection environments are different. There are for example NIDS and HIDS analyzers. The data model defines support classes that accommodate the differences in the data sources among agents.
• The data model must allow for conversion to formats used by tools other than intrusion detection analyzers, for the purpose of further processing the alert information.
• The data model should accommodate the existing differences in operating environments and networks.
• Certain sensors deliver more or less information about certain types of attacks. The object oriented approach allows flexibility while the subclassing rule provides the integrity of the model.
A typical IDMEF file produced by our system is shown in Figure 5 . The IDMEF message contains information about the source of the intrusion, the time of the intrusion detection, the module that detected the problem and a classification of the detected attack. The source node that the intrusion is detected is very important feature in an IDS system. Once the infected node is spotted the infection can be limited by the isolation of this node from the rest network. Fast and accurate detection of the source node of a contamination is crucial for the correct function of an IDS. 
B. OCSVM interfaces
Once the detector training phase is complete, OCSVM detection is capable of detecting possible intrusions (abnormal behavior) on the SCADA system. Detection agents will gather new monitoring data (with corresponding attributes) and will feed the data to the OCSVM detection module. The detection module will classify each event whether it is a normal event or a possible intrusion. This information will then be send to the main correlator in order to react accordingly to the detected intrusions as shown in Figure 6 
A. Training of OCSVM model
Training of OCSVM module was conducted using the transformed network trace file (Figure 7) . To train the OCSVM, we adopt the RBF for the kernel equation. This kernel nonlinearly maps samples into a higher dimensional space so it can handle the case when the relation between class labels and attributes is nonlinear. The parameter σ is chosen 0.07 and the parameter ν 0.01. The training model that is extracted after the training of the OCSVM is used for on line detection of malicious data. Since the model is based on features that are related to network traffic, and since the traffic of the system varies from area to area and from time period to time period, possible generation of multiple models could improve the performance of the module.
The network traffic in electric grids varies according to the activity which is not constant during the day. Also in some areas the activity follows different patterns according to the local demand. These characteristics maybe be critical for the proper training of the module and the accurate detection of intruders.
B. Testing of OCSVM model
In order to test our model we use the initial network trace file and we also spit the trace file in two separate files (A,B). The split was random and two datasets were constructed from the initial trace file. The two datasets were then used for training and testing. The dataset A was initially used for training and dataset B for testing and vice versa. The size of dataset A is 1000 rows and of B 570 rows. The results of our OCSVM detection module for each split are shown in Table VI-B. The accuracy of the classification of the data is high for all the tests conducted. The outcomes of the classification method for the testing conducted in whole the dataset and in the two spitted sets are shown in Figure 8 . The observed malicious data give small negative values and can only be classified as possible alerts. This is due to the fact that all the testing datasets are part of the initial trace file, which is captured during a normal operation of the system. Malicious datasets that represent attack scenarios e.g. Man in the Middle (MITM) by ARP (Address Resolution Protocol) poisoning, SYN Flooding and honeypot [17] interaction, will be used in the future in order to further test the performance of our module. 
VII. CONCLUSION
We have presented a intrusion detection module for SCADA systems that is based in OCSVM technique. The module is trained offline by network traces, after the attributes are extracted from the network dataset. The initial attributes used for training and testing of the module are rate and packet size which represent the traffic in the system. The intrusion detection module is part of an IDS system developed under CoCkpitCI. Output of the detection module is communicated to the system by IDMEF files that contain information about the source, time and severity of the intrusion.
Additional attributes like reputation of the source and the protocol used for communication may add more precision to our system and it is a matter of future research. Use of different models according to the area or the time period may further improve the performance of the method. Malicious datasets that represent attack scenarios e.g. Man in the Middle (MITM) by ARP (Address Resolution Protocol) poisoning, SYN Flooding and honeypot interaction, will be used in the future in order to further test the performance of our intrusion detection module.
