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Abstract
In the context of acoustics, single polarization electromagnetism and elastic plates
we consider microstructured media that have an underlying periodic structure
and we develop an asymptotic continuum model that captures the essential mi-
crostructural behavior entirely in a macroscale setting. The asymptotics are
based upon a two-scale approach and are valid even at high frequencies when
the wavelength and microscale length are of the same order. The general theory
is illustrated via one- and two-dimensional model problems that can have zero-
frequency stop bands that preclude conventional averaging and homogenization
theories. Localized defect modes created by material or shape variations are also
modeled using the theory and compared to numerical simulations.
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Chapter 1
Introduction
This provides the context for the study contained in this thesis, together with
its structure and the potential applications of High Frequency Homogenization
(HFH).
1.1 Overview of scalar wave propagation
The propagation of waves is omnipresent in many areas of science - elastic waves,
electromagnetic waves, acoustic waves and the study of linear wave propagation
in an ideal homogeneous medium is well known where the following classical
books provide much of the information on elastic waves and their mathematical
description [2, 60, 81, 88].
1.1.1 Acoustics and single polarization electromagnetism
In gases and assuming linear behavior, sound propagates only by longitudinal
waves governed by the classical hyperbolic PDE,
∇2u− 1
c2
∂2u
∂t2
= 0 (1.1)
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which, assuming harmonic time dependence and constant material properties
reduces to the Helmholtz equation in u which is,
∇2u+ Ω2u = 0, (1.2)
where u, c =
√
a/ρ and Ω = ω
√
ρ/a are the longitudinal displacement of the
field, the bulk speed of sound and a normalized radial frequency respectively. In
the context of acoustics ρ and a are the density and shear modulus respectively
and in electromagnetism the permittivity and inverse permeability. The same
equation holds for out-of-plane shear waves in elasticity (SH), where the oscil-
lating plane is perpendicular to the plane of propagation and their transmission
through interfaces or boundaries generates only (SH) waves [2]. Similarly in single
polarization electromagnetism the same equation holds for out-of-plane transverse
magnetic (TM) or electric (TE) fields. Much of the development of HFH in this
thesis will be around elliptic PDEs similar to equation (1.2). The scalar charac-
ter of equation (1.2) derives from the absence of shear in sound waves and from
perfectly conducting boundaries in TE or TM waves in electromagnetism. In the
case of elastic waves propagating through solids the vector governing equation
decomposes into two scalar potential equations, one for longitudinal waves and
one for shear waves, which couple at the boundaries. As a simplification, one can
use Kirchhoff-Love plate theory, which incorporates both bending moments and
shear forces through a fourth order PDE for the out of plane displacement, to
model elastic waves in thin enough layers, as seen in section 6.
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1.1.2 Flexural waves
Small displacement flexural waves in Euler-Bernoulli beams (1D) or Kirchhoff-
Love plates (2D) are modelled by a fourth order PDE [55],
D∇4u+ ρ∂
2u
∂t2
= 0, (1.3)
which assuming harmonic time dependence and constant material properties re-
duces to,
∇4u− Ω2u = 0 (1.4)
where u, D = 12(1− ν2)/(Eh2), Ω2 = ρω2/D are the out-of-plane displacement,
the bending stiffness and the normalized radial frequency respectively with ρ, h,
E, ν being the, density, thickness, Young’s modulus, Poisson’s ratio and ω the
radial frequency. The presence of a bi-harmonic operator suggests the presence of
not only propagating, but also decaying solutions. Solutions in one-dimensional
space are dispersive flexural waves as the wave speed is proportional to the square
root of the frequency, which brings us to introduce the notion of dispersion.
1.1.3 Dispersive waves
In non-dispersive media the disturbances will propagate without any change in
shape since, in a non-dispersive medium waves of different frequencies propagate
at the same phase velocity. Hence, in one dimension the angular frequency is
related linearly to the wavenumber by,
ω = cκ (1.5)
where c is the constant phase velocity of the wave in the underlying medium.
On the other hand, and for many kinds of wave motions, the phase velocity does
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depend on the frequency of the wave. We would then see a changing form of a
wave packet since every wave with different frequency would move through the
medium at different velocity. A non-exhaustive list of dispersion examples is -
light waves propagating through water droplets in the atmosphere yielding the
rainbow, optical fibers used in telecommunications, surface water wave propa-
gation, acoustic waves travelling through fibrous composites, etc. Lattice type
media are a good example of dispersive media. Formally a dispersion relation is
one that relates the frequency with the wavenumber. Only when this relation is
linear, is the medium non-dispersive. Generally we have,
ω = f(κ). (1.6)
1.2 Periodic structures
Take a wave propagating in a one-dimensional string with piecewise constant
stiffness, alternating between α1 and α2. Define a cell of length l as a piece
of string which contains exactly l/2 of each stiffness. Under a translation of
nl, where n is an integer, the whole string can be reconstructed. For a given
wavelength there is a shift linking the field in one cell with the next cell. Should
the wavelength take a value equal to a multiple of the cell’s length, the shift will
become zero from one cell to the next. It is then intuitive to think that in a
perfect periodic medium the field only needs to be solved within a cell subject to
specific boundary conditions. A more rigorous explanation of the above lies in
section 1.2.1. A periodic medium is composed of a lattice structure and behaves
much like a band-pass filter. Every periodic medium has a dispersion relation that
serves as its identity. Analytical dispersion relations are rare, however using finite-
element software one can compute the band diagram which reflects information
on the dispersive nature of the medium. Analytical and semi-analytical methods
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for solving simple cell problems exist and will be referred to in later sections. A
study of wave propagation in periodic media can be found in [21] where all three
dimensions are treated for discrete and continuous lattice media.
1.2.1 Brillouin zone
A Bravais lattice is an infinite array of discrete points generated by a set of
discrete translations by the vector B = n1b1 + n2b2, where n1, n2 ∈ Z. Every
lattice is associated with a reciprocal lattice with its reciprocal vector κ such
that, exp(iκ · B) = 1. The Brillouin zone is a uniquely defined primitive cell in
reciprocal space which can be reduced to the irreducible Brillouin zone depending
on the symmetry groups of the cell in question. Its role comes naturally into play
when considering Floquet-Bloch conditions so that solutions in all the cells of the
lattice can be obtained by a shift of a single cell such that,
u(x+B) = u(x) exp(iκ ·B). (1.7)
It is clear that different solutions will vary between the standing wave solutions
of periodic and anti-periodic nature depending on the dot product κ · B being
respectively equal to 2npi and (2n + 1)pi for n ∈ N. Without loss of generality n
is taken to be zero such that κ = κ1 +κ2 where |κi| ∈ [0, pi/bi]. This interval for
the norm of each κi defines the Brillouin zone. Note that the same formulation
holds for one-dimension where the vectors reduce to a single component. In two
dimensions the lattice cell used mostly herein will be square of length 2 yielding
a square Brillouin zone with |κi| ∈ [0, pi/2]. Under special circumstances the cell
will have such symmetries and one would only have to consider a reduced, at
most triangular zone, called the irreducible Brillouin zone. It is accepted that
most important features of a band structure lie on the edges of the irreducible
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Brillouin zone, however exceptions are not rare as is illustrated in Chapter 3.
1.2.2 Dispersion diagrams in periodic media
The band structure of a periodic medium quantifies the dispersive nature of the
latter. Obtained analytically or numerically, a dispersion relation links the fre-
quency with the wavenumber in the reciprocal space. It is enough to consider
the dispersion diagram in the irreducible Brillouin zone, since all other zones of
the reciprocal space can be obtained by unfolding the irreducible Brillouin zone
and consequently the dispersion curves as well. For illustration purposes in figure
1.1, a dispersion diagram, used in section 5 in the context of acoustic or single
polarization electromagnetic waves, is presented. The related geometry is an ar-
ray of square cells of length 2 with circular inclusions or holes of radius 0.4. The
symmetries of the cell suggest the irreducible Brillouin zone ΓXM illustrated
in figure 2.1(b) with coordinates (0, 0), (pi/2, 0) and (pi/2, pi/2) respectively for
each point. The boundary conditions on the holes are of Dirichlet type, respon-
sible for the zero frequency stop-band, where no waves can propagate to infinity.
This dispersion diagram shows two stop bands surrounding the first mode. The
property of stop-bands is used to create reflective interfaces between a finite but
large photonic crystal and a homogeneous material. Depending on the number of
layers of the periodic material these interfaces reach near zero transmission. Any
linear curves within this diagram suggest a dispersionless medium for the range
of frequencies linearly related to wavenumber. An important feature underlying
anisotropy are the signs of group velocity depending on the direction chosen. For
example the first mode at point X shows opposite sign group velocity for the
directions XΓ and XM . This suggests the medium is no longer isotropic and
is able to guide waves in specific directions. Near point X on path XM , the
flatness of the second mode reflects a zone of zero group velocity also responsible
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Figure 1.1: The dispersion diagram for a doubly periodic array of square cells
with circular inclusions, of radius 0.4, fixed at their inner boundaries shown for
the irreducible Brillouin zone of Fig. 2.1. The dispersion curves are shown in
solid lines and the asymptotic solutions from HFH are shown in dashed lines.
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for anisotropic effects.
1.2.3 Photonic and phononic crystals
Periodic nanostructures have the ability to affect light in very unorthodox ways
resulting in dynamic anisotropies of the material’s optical properties. In the
band structure of a photonic crystal one finds areas of opposite sign group and
phase velocities, zero group velocities, frequencies of extraordinary transmission,
intervals of frequencies where no waves can propagate called stop bands, and
many other effects apparently contradicting the basic laws of optics. Their study
dates back to Lord Rayleigh’s milestone article [132]. The subject was further
developed [71, 143] on three dimensional applications of photonic bands gaps and
localization states where fiber optics and photonic crystals were merged in [133].
The engineering of photonic crystals is challenging due to the very small size of
the cells of the order of 102nm [63, 96, 145]. Negative refractive index materials,
a perfect lens and invisibility cloaks are all possible with metamaterials, photonic
crystals with high contrast in the material or geometric properties, [33, 119, 123,
140]. In photonics, a typical structure may involve multiple cylindrical holes
[70] and in metamaterials the peculiar properties of split-ring resonators (SRRs),
[121], are typical building blocks. In both cases the physics is neatly encapsulated
and displayed by dispersion diagrams that relate the Bloch wavenumber in the
irreducible Brillouin zone to the frequency. Such dispersion diagrams for infinite
periodic media can then be used to design the size and geometry of structural
elements within a cell to create particular optical features.
Phononic crystals used in optics have cell sizes of the order of 10−100µm as the
wavelengths of acoustic waves are much larger than those of the optical spectrum
of electromagnetic waves. Similarly to photonic crystals, acoustic metamaterials
can be built to yield an inverse Doppler effect, perfect sounds reflectors for a wide
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range of frequencies and acoustic cloaks [25, 146].
1.2.4 Platonic crystals
An important, and non-trivial, extension is to microstructured media created
from elastic beams or elastic plates, that allow for bending waves; miniaturized
elastic beams and plates are widely used nano- and micro-scaled (MEMS) sys-
tems [78], and form the essential building blocks in micromechanical models of
solids [115, 116]. The study of wave propagation along infinite perfectly periodic
joined or forced elastic beams has a long and distinguished history with significant
contributions by [37, 100, 138], and for grillage [62], with later contributions sum-
marized in [101]. Naturally many underwater sonar applications involve sound
scattering by submerged hulls with regular reinforcing ribs and the coupling of
beams to a surrounding fluid has also been of much interest, see [90, 91] among
many others, the extension to non-regular structures is non-trivial and some ex-
amples are covered in [137]. Joined and jointed fluid-loaded beam structures
covering discontinuities in material properties have also been a popular canonical
model [19, 65, 113]. Complementary to the literature covering periodic reinforced
beams and plates, with and without fluid loading, is that of so-called platonics
[106, 129] where ideas taken from photonics, in optics, are translated into the
elastic plate application. It is well-known in optics that periodic structures lead
to dispersion diagrams with the possibility of stop-bands [150], and other fea-
tures leading to control over light propagation [70]. These topical applications
can lead to ultra-refraction and effective negative refraction in structured elastic
plates [45, 48] and are related to the subject of optical metamaterials [136] and
Pendry’s perfect lens [119]. In structural mechanics a material can be constructed
from a regular lattice of elastic beams or trusses and similar band-gap phenomena
arise [95, 125].
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1.3 Parallels with solid state physics
The notions of Brillouin zone, dispersion diagrams and effective media originate
from solid state physics where crystal vibrations, otherwise called phonons, are
used to determine the thermal properties of a material, and energy states of
electrons in a periodic potential are linked to electrical conductivity [76]. The
former subject is somewhat distant from the present thesis since the governing
equations are difference equations relating the displacements of adjacent atoms.
Nonetheless phonons display similar properties to elastic or electromagnetic waves
in the sense that they can be represented by dispersion relations linking frequency
to wavevector. These dispersion relations display areas of disallowed propagation
called band gaps or areas of negative group velocity where the energy of the wave
packet travels in opposite direction to the propagating wave.
The wave equation of electrons in a periodic potential, the Schro¨dinger equa-
tion, serves to differentiate semiconductors from insulators, metals from semi-
metals and generally gives a less simplistic approach than the free electron model.
The dispersion relation relates the energy states of the electron with respect to
the Bloch wavevector arising from the reciprocal space of the crystal lattice. Sim-
ilarly to frequency band gaps in elasticity or electromagnetism where no waves
can propagate to infinity, energy band gaps explain the insulating properties of
a material where no electron states exist [76]. Another important point is that
of effective electron mass. In comparison to the effective stiffness of a phononic
crystal or the effective permittivity of a photonic crystal the effective mass of an
electron for a given energy state dictates the acceleration of that particle within
the periodic potential. The effective mass can be anisotropic [28], or even negative
[75] influencing measurable properties of a solid since the speed of the electron
will depend on its direction. The effective mass is inversely proportional to the
curvature of the dispersion curves or the second derivative of energy with respect
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to the Bloch wavevector. Near the standing wave energy states the effective mass
is constant resulting from the dispersion curves displaying a parabolic behavior.
Sometimes it occurs that multiple crossings lead to linear dispersion curves, c.f.
Dirac cones in graphene [148], similar to Dirac-like cones presented herein.
1.4 From classical homogenization to HFH
Many materials of abiding interest in physics are created from periodically re-
peating cells containing inclusions, holes, SRR and more complex geometries;
there are numerous examples of such microstructures: metallic foams [54], pho-
tonic crystals [150], smart structures [73], material science [116] amongst others.
Given such a medium, with, say, a defect or many hundreds of cells within a
macrocell it is attractive to replace it with an effective medium on a macroscale;
naturally one hopes that the effective replacement continuum model material cap-
tures the behavior created by the microscale. An intuitive way of homogenizing a
medium would be by simple averaging of the properties. It turns out this intuition
is correct when dealing with long-waves, in the quasi-static low frequency limit
[5, 16, 33, 69, 102, 104] but fails when the frequency moves higher in the disper-
sion diagram. Many of the features of interest in real photonic crystals, or other
periodic structures, such as all-angle negative refraction, AANR, [89, 147] or ultra-
refraction [39] occur at high frequencies where the wavelength and microstructure
dimension are of similar orders. Therefore the conventional low-frequency clas-
sical homogenisation clearly fails to capture the essential physics and a different
approach to distill the physics into an effective model is required. Fortunately a
high frequency homogenisation (HFH) theory as developed in [35] is capable of
capturing features such as AANR and ultra-refraction for some model structures
[34]. The theory has been generalized to grillage (lattice nets) created by cells
of elastic strings [112], and discrete mass-spring models relevant to solid state
41
physics [36]. Somewhat tangentially, there is an existing literature in the anal-
ysis community on Bloch homogenization [6, 17] and, in particular that of [64],
that is related to what we call high frequency homogenization. There is also a
flourishing literature on developing homogenized elastic media, with frequency de-
pendent effective parameters, based upon periodic media [108]. There is therefore
considerable interest in creating effective continuum models of microstructured
media that break free from the conventional low frequency homogenization limi-
tations. We show in Fig. 1.2 what HFH does in practice: It focuses its attention
on the physics within a supercell of sidelength L, which is the long- scale, and
further captures the fine features of field’s oscillations inside an elementary cell
of sidelength 2l much smaller than L [35]. The wavelength need not be large
compared to l in order to perform the asymptotic analysis, as the small param-
eter ε = l/L only requires the supercell to be much larger than its constituent
elementary cells; this contrasts with classical homogenization that assumes the
cells are much smaller than the wavelength. In this way, one replaces a periodic
structure by a homogenized one, on the long-scale, at any frequency and classical
homogenization is just a particular case of HFH [8].
1.5 Note on the precision of the numerical com-
putations presented herein
Throughout this thesis eigenvalue and static problems of the Helmholtz equation
are solved numerically using the finite element commercial software COMSOL [30]
and for platonics, more specifically the piecewise homogeneous string problem in
Chapter 6, a spectral collocation scheme is used as in [3].
The spectral collocation scheme’s discretization is set for at least six significant
digit invariance in the eigenvalue computations. The same precision is kept for
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Figure 1.2: High Frequency Homogenization (HFH) principle: An elementary
cell (a) of sidelength 2l, modelled by a fast oscillating variable ξ, is repeated
periodically within a supercell (b) of sidelength L, modelled by a slow variable
X, which is itself repeated periodically in space (c). One then assumes that
the parameter ε = l/L is small, and its vanishing limit thereafter studied. The
leading order, homogenized, term of Floquet-Bloch eigenfields within the crystal
are then sought as u0(X, ξ) = f0(X)U0(ξ; Ω0), wherein f0 accounts for variations
of the fields on the order of the supercells, and U0 captures their fast oscillations
in the much smaller cells, when either periodic or anti-periodic conditions are
enforced on the cells: Perturbing away from these standing waves of frequency
Ω0 allows for a complete reconstruction of the Bloch spectrum and associated
Floquet-Bloch eigenfields.
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computations of the eigenvectors as well as the solutions of the non-homogeneous
Euler-Bernoulli equation for U1. The presented values containing four decimals
are rounded values of the six significant digit precision computations.
Solutions of the Helmholtz equations, namely for the eigenvalue problem and
the non-homogeneous problem in Chapters 2, 3, 4 and 5 are computed by COM-
SOl as the complexity of the geometry together with Bloch boundary conditions
render this task far from trivial to solve analytically. Nonetheless solutions us-
ing multipoles and matched asymptotic expansions are possible but are not in
the context of this thesis and could be contained in a thesis of their own. The
parameter that controls precision in finite element computations is the size and
quality of the mesh. The size of the mesh is directly connected with the frequency
excitation of the medium. Therefore eigensolutions for the lowest frequencies re-
quire less mesh refinement than eigensolutions for higher frequencies. The mesh
was refined until the highest eigenvalue presented was invariant at six significant
digits. The considered geometries are mostly square cells of length 2, c.f. Fig.
1.2, with circular holes of radius r ∈ [0, 1[. The refinement of the mesh is defined
by the number of elements which varies from 25000 to 120000 according to the
filled surface area of the geometry as well as the locations of expected high gradi-
ents. The latter point is most important for gratings as their numerical modelling
in the vertical (non-periodic) direction requires PML boundary conditions and a
mesh refinement according to the locations of the highest gradients.
1.6 Structure of the thesis
The present thesis is organized in the following way. This section serves as a brief
introduction to the vast subjects of wave propagation and homogenization.
In Chapter 2 we generate a HFH theory for repeating cells containing Neu-
mann inclusions; this limiting case is not covered within [35] and is of independent
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interest even at low frequencies. The general high frequency model is developed
in section 2.2 with the low frequency limit covered in section 2.2.2. Armed with
the general theory we verify its efficacy upon the well-studied cylindrical inclu-
sion case (section 2.3.1) that allows us to demonstrate that homogenization does
indeed work despite arguments to the contrary, and for all frequencies not just
in the low frequency limit. The cylindrical inclusions contrast with the SRRs,
where additional branches split from those in the cylindrical case, and for which
interesting asymptotic results emerge in section 2.3.2. The asymptotics give ad-
ditional physical insight that then motivates us to explore further features of the
SRRs and cylinders in section 2.5. Finally, concluding comments and remarks
are drawn together in section 2.6.
Chapter 3 is a byproduct of the studies in Chapter 2. It shows how one can
miss important information when considering only the edges of the irreducible
Brillouin zone, as is commonly done. Continuous and discrete models are in-
troduced in sections 3.2 and 3.3 and similar physical effects for both models are
shown to exist for unexpected locations in the Brillouin zone in sections 3.4 to
3.6. A flat band is shown to occur yielding zero group velocities for a large set of
wavelengths. Concluding comments are drawn in the last paragraph.
In Chapter 4 HFH is altered and applied for perfectly structured surfaces,
diffraction gratings but also for surfaces with weak imperfections. Once again
an effective equation emerges which suggests a dynamic length scale as a result
of the amount we perturb away from the standing wave frequency below cutoff.
The theory is verified by matching the asymptotics obtained by HFH with dis-
persion curves obtained either analytically (comb-like structure) or using FEM
commercial code COMSOL [30]. Illustrations of the effective medium and the dy-
namic length scale match perfectly with FEM simulations on structured surfaces
containing holes of either protruding teeth or circular shape while the infinite
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medium conditions are ensured by imposing PML conditions on the boundaries
of the numerical medium. Finally we impose a weak variation on the teeth of the
comb-like structure to obtain localized modes, which are also verified by FEM
computations.
As shown in the previous Chapters, Chapter 5 verifies HFH theory by asymp-
totically reproducing the dispersion curves for perfect infinite arrays, and we use
both circular and square holes for illustration, as shown in section 5.3. The
boundary conditions considered are of Dirichlet type. Local to the edges of the
Brillouin zone there are standing wave frequencies and the local asymptotic be-
havior is given from the effective medium equation. Importantly, one can then
predict a priori, from the signs of the HFH coefficients with the effective equa-
tion, how the bulk medium will behave. As a further illustration, holes that
degenerate to a point are treated (section 5.3.3) as there is then an exact and
simple solution for the dispersion relation, furthermore in this case degeneracies
occur. Finally, in section 5.4 we compare HFH with full numerical simulations
showing the full range of features available and how HFH represents them. Some
concluding remarks are drawn together in Chapter 5.5.
Chapter 6 contains HFH for plates. In section 6.2 we create the asymp-
totic high frequency homogenization theory in both one and two dimensions in
sections 6.2 (a), (b) respectively, remarkably despite the governing equation be-
ing fourth-order the asymptotic long-scale equation is second order. Crucially
there is no implication of low-frequencies, instead we argue that on the scale of
a microstructural cell there exist standing waves with well-defined standing wave
frequencies and displacements. This microstructural cell behavior then encodes
the microscale behavior and the effect of multiple scattering by neighboring cells.
The standing wave displacements can then be used to create integrated quanti-
ties such that a macroscale model emerges entirely on the macroscale with the
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microstructure encapsulated by these integrated quantities. The efficacy of this
approach is then illustrated in section 6.3.2 where plates, that have no mate-
rial variation, but periodic and doubly-periodic supports are treated; these have
simple exact solutions in the context of Floquet-Bloch waves with which to com-
pare and allow for interpretation. More generally material variation is considered
in section 6.3.3 and localized defect modes are found and described asymptoti-
cally in section 6.3.4. Finally, concluding remarks are drawn together in section
(Conclusions).
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Chapter 2
Asymptotics for metamaterials
and photonic crystals: the
Neumann problem
2.1 Background
We consider arrays of cylindrical holes and SRRs in order to illustrate the ver-
satility of a new technique that creates effective homogenized models, even at
high frequencies, and in doing so also uncovers details of how the SRR geometry
affects the metamaterial properties. In this chapter we treat a specific polariza-
tion in electromagnetism, transverse electric (TE), whereby the magnetic field is
perpendicular to the plane of periodicity, and we consider perfectly conducting
structural elements, such that the holes have a Neumann condition upon them;
this case being of particular interest as there has been discussion that homoge-
nization theory is invalid for this case as discussed below.
We turn our attention to microstructures of abiding interest, perfectly con-
ducting holes (in TE polarization) that have been much studied in the literature
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[150] and to the topical SRR metamaterial structure [121, 131]: For both cases
we illustrate how the general HFH model is used and the asymptotic behavior
of the dispersion curves found. Interesting details such as the behavior at cross-
ing points, and degenerate behavior, where the local behavior in the dispersion
curve switches from quadratic to linear are all found from effective macroscale
equations that have the microscale completely captured within coefficients. In
the SRR case the homogenization procedure must be performed numerically and
this is done here, hence with minor modifications the methodology can now be
applied to any geometry within a cell.
On the topic of quasi-static homogenization: A series of papers [99, 110, 128]
draw perplexing conclusions about the possibility of using homogenization at all,
even for the lowest acoustic band in the dispersion diagram. For doubly periodic
perfectly conducting inclusions with Dirichlet (transverse magnetic TM polariza-
tion i.e. with an electric field perpendicular to the plane of periodicity) bound-
ary conditions, there is no intercept of the acoustic branch with the origin and
conventional homogenization fails, there is no controversy with this deduction:
Notably the HFH has no such failing as shown in [35]. The discrepancy in the
literature is with (cylindrical) perfectly conducting inclusions with Neumann (TE
polarization) boundary conditions for which analytical multipole methods, [110],
produce linear asymptotics as the acoustic branch approaches zero wavenumber
and the precise behavior is not replicated by conventional homogenization; the
slope of the asymptotics being important as it is related to the effective refractive
index of the medium for long waves. Furthermore, if the cylinders have finite
dielectric properties then the limit of zero conduction and of zero wavenumber
do not commute. Complementary to this are claims that homogenization the-
ory will actually operate correctly, see the comments and responses by [59, 111].
Here we advance the theory of homogenization to higher frequencies and as a
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Figure 2.1: Panel (a) An infinite square array of split ring resonators with the
elementary cell shown as the dashed line inner square. Panel (b) shows the irre-
ducible Brillouin zone, in wavenumber space, used for square arrays in perfectly
periodic media based around the elementary cell shown of length 2l.
corollary are able to demonstrate conclusively, using our approach, that one can
indeed homogenize perfectly conducting cylinders in the TE polarization for the
quasi-static low frequency limit.
Parallel to the electromagnetic setting is a mathematically identical interest in,
mainly cylindrical, periodic inclusions in acoustics, water waves and anti-plane
elasticity. Homogenization in those settings for long waves relative to the cell
spacing leads to effective equations [103, 118] that do not appear to have any issues
and if, furthermore, the inclusions are taken small then singular perturbation
theory can be employed [97], or asymptotic coupled mode theory [83], to good
effect.
2.2 General theory
For infinite perfectly periodic media, consisting of elementary cells that repeat,
one focuses attention on a single elementary cell; quasi -periodic Floquet-Bloch
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boundary conditions describe the phase- shift as a wave moves through the mate-
rial and dispersion relations then relate the Bloch wavenumber, the phase-shift,
to frequency. Fig. 2.1(b) shows the irreducible Brillouin zone [21] ΓMX asso-
ciated with a single repeating elementary square cell containing, say, a circular
hole, also shown is the smaller triangle for a group of four repeating cells. The
dispersion diagrams we show are of the frequency versus wavenumber around the
edges of the Brillouin zone as is traditional in solid state physics. There are oc-
casions upon which doing this misses interesting details (see section 3) and we
illustrate this later by noting that a perfectly flat path occurs for a square array
of strings along XM ′ (a path that is missed by going around the path ΓMX) and
that an almost flat band occurs for an array of cylinders; this flat band leads to
directional standing wave patterns. We also note that the symmetry of the hole
is important, and for the two thin ligament SRR of Fig. 2.1(a) one should use
the square ΓXMN .
The eigensolutions that emerge are the Bloch modes at the edges of the Bril-
louin zone, and when these eigensolutions are perfectly in-phase or out-of-phase
across the cell then standing waves exist and there are standing wave frequencies
(whose frequencies can be high). Asymptotic techniques based around high fre-
quency long wave asymptotics have recently been developed [35] and Schro¨dinger
ordinary differential equations in 1D periodic media (or partial differential equa-
tions in 2D) emerge; this approach also works for microstructured discrete [36]
or frame-like media [112]. These recent theories avoid the issue of perfectly con-
ducting holes and have the material properties varying periodically on the scale of
the elementary cell and only treat model problems, mainly in one dimension, for
which completely analytic progress can be made. The key idea for periodic media
is to replace the complicated microstructured medium with an equivalent, effec-
tive, continuum on a macroscale, that is, one wishes to homogenize the medium
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even when the wavelength and microstructure may be of similar scales.
The theory is ultimately not limited to just reproducing dispersion curves
asymptotically, and it can be adjusted to treat localized defect modes and other
features due to local non-periodic material changes or boundaries, with these
effects coming through in extra forcing terms within the continuum partial dif-
ferential equations.
We begin with a two dimensional structure composed of a square lattice geom-
etry of identical cells with identical holes inside each of them. The side length of
the direct lattice base vectors, i.e. the side of each square cell, is taken as 2l. Note
that for simplicity equal length lattice vectors and a square lattice are assumed
and both assumptions could be relaxed. These elementary cells define a length-
scale which is the micro-scale of the structure. As noted above, real structures
could be created from many hundreds or thousands of such elementary cells and
we introduce a macro-scale length denoted by L that could be viewed as a char-
acteristic overall dimension of the structure: The ratio of these scales, ε ≡ l/L,
is assumed small.
Each cell is identical in geometry and the material within each cell is char-
acterized by two periodic functions, in ξ ≡ (x1/l, x2/l), namely a(ξ) and ρ(ξ).
Depending on the application these could be stiffnesses and density for shear
horizontal (SH) polarized elastic waves or inverse permittivity and permeabil-
ity in electromagnetism. The geometry is specific in the sense that it contains
an arbitrary hole, or holes, and boundary conditions have to be defined on the
hole. In the present study, Neumann conditions will be used which are the natu-
ral boundary conditions for perfectly conducting holes in the transverse electric
(TE) polarization of electromagnetism or for stress-free holes in anti-plane shear
elasticity.
A time harmonic dependence of propagation exp(−iωt), with frequency
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ω, is assumed throughout, and henceforth suppressed, together with a non-
dimentionalization by setting, a ≡ a0aˆ(ξ), ρ ≡ ρ0ρˆ(ξ) and x = lxˆ where
c0 =
√
a0/ρ0 is the characteristic wave speed. This leads to the resulting equation
of study where the hat decoration has been removed:
l2∇x · [a(ξ)∇xu(x)] + Ω2ρ(ξ)u(x) = 0, with Ω = ωl
c0
, (2.1)
on −∞ < x1, x2 < ∞, Ω is the non-dimensional frequency and u is the out-
of-plane displacement in elasticity or the out of plane component (Hx3) of the
magnetic field in TE polarization.
The two scale nature of the problem is incorporated using the small and large
length scales to define two new independent coordinates namely X = x/L, and
ξ = x/l. Equation (2.1) then becomes,
∇ξ · [a(ξ)∇ξu(X, ξ)] + Ω2ρ(ξ)u(X, ξ) + ε[2a(ξ)∇ξ +∇ξa(ξ)] · ∇Xu(X, ξ)
+ε2a(ξ)∇2
X
u(X, ξ) = 0. (2.2)
Standing waves occur when there are periodic (or anti-periodic) boundary condi-
tions across the elementary cell (in the ξ coordinates) and these standing waves
encode the local information about the multiple scattering that occurs by the
neighboring cells. The asymptotic technique is then a perturbation about these
standing wave solutions, as these are associated with periodic and anti-periodic
boundary conditions, which are respectively in-phase and out-of-phase waves
across the cell, the conditions in ξ on the edges of the cell, ∂S1, are known:
u|ξi=1 = ±u|ξi=−1 and u,ξi |ξi=1 = ±u,ξi |ξi=−1, (2.3)
with the +,− for periodic or anti-periodic cases respectively. We now pose an
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ansatz for the field and the frequency,
u(X, ξ) = u0(X, ξ) + εu1(X, ξ) + ε
2u2(X, ξ) + . . . ,
Ω2 = Ω20 + εΩ
2
1 + ε
2Ω22 + . . . (2.4)
The ui(X, ξ)’s adopt the boundary conditions (2.3) on the edge of the cell. An
ordered set of equations emerge indexed with their respective power of ε, and are
treated in turn
(au0,ξi),ξi + Ω
2
0ρu0 = 0, (2.5)
(au1,ξi),ξi + Ω
2
0ρu1 = −(2au0,ξi + a,ξiu0),Xi − Ω21ρu0, (2.6)
(au2,ξi),ξi + Ω
2
0ρu2 = −au0,XiXi − (2au1,ξi + a,ξiu1),Xi − Ω21ρu1 − Ω22ρu0. (2.7)
The leading order equation (2.5) is independent of the longscale X and is a
standing wave on the elementary cell excited at a specific eigenfrequency Ω0 and
associated eigenmode U0(ξ; Ω0), modulated by a long scale function f0(X) and
so
u0(X, ξ) = f0(X)U0(ξ; Ω0). (2.8)
At this point we will assume isolated eigenfrequencies, but repeated eigenval-
ues arise and are discussed later. The entire aim is to arrive at a PDE for f0
posed entirely upon the longscale, but with the microscale incorporated through
coefficients that are integrated, not necessarily averaged, quantities.
Before we continue to next order, equation (2.6), we define the Neumann
boundary conditions on the holes, ∂S2,
∂u
∂n
= u,xini|∂S2 = 0. (2.9)
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which in terms of the two-scales and ui(X, ξ) become
U0,ξini = 0, (U0f0,Xi + u1,ξi)ni = 0, (u1,Xi + u2,ξi)ni = 0. (2.10)
The leading order eigenfunction U0(ξ; Ω0) must satisfy the first of these condi-
tions. Moving to the first order equation (2.6) we invoke a solvability condition by
integrating over the cell the product of equation (2.6) and U0 minus the product
of equation (2.5) and u1/f0(X). The eigenvalue Ω1 is zero and we can solve for
u1 = f0,XiU1i(ξ), so U1 is a vector. By re-invoking a similar solvability condition
for equation (2.7) we obtain the desired partial differential equation for f0
Tijf0,XiXj + Ω
2
2f0 = 0 where,
Tij =
tij∫ ∫
S
ρU20dS
for i, j = 1, 2 (2.11)
posed entirely on the longscale X. The tensor tij consists of integrals over the
microcell in ξ and is ultimately independent of ξ. The formulations for tij’s read,
tii =
∫ ∫
S
aU20dS +
∫ ∫
S
a(U1i,ξiU0 − U1iU0,ξi)dS for i = 1, 2, (2.12)
tij =
∫ ∫
S
a(U1j ,ξiU0 − U1jU0,ξi)dS for i 6= j. (2.13)
There is no summation over repeated suffices for the tii. Notably, although the
general approach follows [35] there are subtle differences induced by the Neu-
mann conditions; the solution there for the first order equation is of the form
U1(ξ; Ω0) = V1(ξ; Ω0) − ξU0(ξ; Ω0). We no longer utilize the auxiliary func-
tion V1(ξ; Ω0) which turns out to be numerically awkward: Instead solving di-
rectly for U1i is much simpler. U1i is a solution of the non-homogeneous PDE,
(aU1j ,ξi),ξi +Ω
2
0ρU1j = −(2aU0,ξj + a,ξjU0) with the same boundary conditions as
the leading order equation on ∂S1 and with the second boundary conditions of
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(2.10) on ∂S2. The numerical solutions of U0, and subsequently U1j , are com-
puted using a standard finite element package [30] thereby allowing us to treat
general geometries.
2.2.1 Repeated eigenvalues
A potential limit case not treated above, is that for some standing wave frequen-
cies there is more than one propagating mode, i.e. there are repeated eigenfre-
quencies with multiplicity p: The general solution to the leading order problem
then becomes,
u0 = f
(l)
0 (X)U
(l)
0 (ξ; Ω0) (2.14)
with summation assumed over repeated superscripts l, and
(
∂
∂Xj
Ajml + Ω
2
1Bml
)
f
(l)
0 = 0, for m = 1, 2, . . . , p (2.15)
with Ω1 not necessarily zero, and
Ajml =
∫ ∫
S
a(U
(m)
0 U
(l)
0,ξj
− U (m)0,ξj U
(l)
0 )dS, Bml =
∫ ∫
ρU
(l)
0 U
(m)
0 dS. (2.16)
The coupled system of partial differential equations (2.15) for the f
(l)
0 (X) are
solved, but become degenerate if Ω1=0. For most of the examples treated into
this article Ω1 is found to be zero. We then have to proceed in a similar way used
to obtain equation (2.11). We get another degenerate case where the coupled
PDEs become
(
∂2
∂Xi∂Xi
Aml +
∂2
∂Xk∂Xj
Dkjml + Ω
2
2Bml
)
f
(l)
0 = 0 for m = 1, 2, . . . , p.
(2.17)
56
with the following coefficients,
Aml =
∫ ∫
aU
(l)
0 U
(m)
0 dS, Bml =
∫ ∫
ρU
(l)
0 U
(m)
0 dS, (2.18)
Dkjml =
∫ ∫
S
a(U
(m)
0 U
(l)
1k,ξj
− U (m)0,ξj U
(l)
1k
)dS (2.19)
and the range of variation of l is equal to the multiplicity of the eigenvalue.
2.2.2 The classical long wave zero frequency limit
The current theory simplifies if one enters the classical long wave, low frequency
limit where Ω2 ∼ O(ε2) as U0 becomes uniform, and without loss of generality is
set to be unity, over the elementary cell. The final equation is again (2.11) where
the tensor tij simplifies to
tii =
∫ ∫
S
adS +
∫ ∫
S
aU1i,ξidS, tij =
∫ ∫
S
aU1j ,ξidS for i 6= j (2.20)
(with no summation over repeated suffices) and Tij = tij/
∫ ∫
S
ρdS. In the above
equations U1i is a solution of,
(aU1j ,ξi),ξi = −a,ξj , (2.21)
with boundary conditions (f0,Xi + u1,ξi)ni = 0 on the hole’s boundary. In the
illustrative examples of circles or SRRs in an otherwise homogeneous medium
a is constant so equation (2.21) is the same as that for U0, but with different
boundary conditions. The specific boundary conditions for U1j are
U1j ,ξini = −nj for j = 1, 2, (2.22)
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Figure 2.2: The dispersion diagram for an array of square cells (side 2) with
circular inclusions of radius 0.4. Panel (a) shows dispersion curves from numer-
ics (solid lines), the asymptotic solutions from HFH theory (dashed lines) and
the linear long wave classical homogenization asymptotics are the dotted lines
emerging from the origin. Panels (b) and (c) show enlargements near repeated
eigenvalues where the asymptotics from (2.17) are used.
where ni represent the normal vector components. The role of U1 is to ensure
Neumann boundary conditions hold and the tensor contains simple averages of
the stiffness and density (equivalently inverse permittivity and permeability for
TE modes) supplemented by the correction term which takes into account the
boundary conditions at ∂S2. Equation (2.20) is the classical expression for the
homogenized coefficient in a scalar wave equation with periodic coefficient a;
(2.21) is the well-known annex problem of electrostatic type set on a periodic
cell, see [16, 69], and also holds for the homogenized vector Maxwell’s system,
where U1 now has three components and i, j = 1, 2, 3 [149].
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Figure 2.3: The dispersion diagram is shown for square cells (of side 2) with
circular inclusions of radius 0.8. Panel (a) follows Fig. 2.2(a) but for this larger
radius. Panel (b) shows the acoustic branch (solid) with the dispersion curves
from a frame of thin strings also shown (dashed). Panel (c) shows the eigenso-
lution at X on the acoustic branch that is in-phase vertically and out-of-phase
horizontally with the variation concentrated along the horizontal pieces.
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2.3 Illustrative examples
We now illustrate the theory using arrays of circular holes and SRRs and for
perfect structures for which full dispersion diagrams can be found numerically.
To compare with the general theory we now specialize to Bloch waves where
u(x+ 2lB) = u(x) exp(2liκ ·B) which translates in the two-scale coordinates as
u(X+2εB, ξ) = u(X, ξ) exp(2iκ ·B) where B is either b1, b2 or b1+b2 with bi
as the orthonormal unit vectors. Floquet Bloch boundary conditions on the cell
imply f0(X) = exp(iκjXj/ε). In this notation κj = Kj−dj and dj = 0, pi/2,−pi/2
depending on the location in the Brillouin zone with Kj ∈ [0, pi/2]. Equation
(2.11) and the frequency expansion of equation (2.4) lead to,
Ω ∼ Ω0 + Tij
2Ω0
κiκj (2.23)
with similar results for (2.17) and thus one can compare directly with the full
numerics. It is worthwhile noting the utility of Tij coefficients as their sign and
absolute value give information about the group velocity for the specified fre-
quencies and locations of the Brillouin zone.
2.3.1 Lattice of square cells with circular inclusions
The dispersion curves for arrays of cylindrical holes have been treated by many
authors [141] amongst others, and we proceed by computing them numerically
using COMSOL Multiphysics and by using the asymptotics developed in section
2.2. We choose to illustrate them for two hole radii, with the geometry as a
square of sidelength 2 and the inclusion’s radius is either 0.4 or 0.8, in Figs 2.2
and 2.3 respectively around the edges of the irreducible Brillouin zone of Fig.
2.1(b). These dispersion diagrams illustrate interesting features such as a Bragg
stop band (due to multiple scattering of light between the circular inclusions)
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that is absent for the small holes, Fig. 2.2, but which develops for larger holes,
Fig. 2.3, as the multiple scattering becomes more pronounced. In both Fig. 2.2
and 2.3 it is clear that the asymptotics capture the fine details of the dispersion
curves near each standing wave frequency. The classical long wave limit near
the origin has a linear asymptotic dispersion curve, from section 2.2.2, and these
capture the gradient of numerically calculated paths near the origin perfectly in
both figures showing that homogenization can indeed be used in TE polarization.
Fig. 2.2(b,c) show expanded regions near repeated roots using the asymptotics of
section 2.2.1 with the theory capturing fine details such as changes in curvature,
notably all of this behavior is encapsulated in the tensor Tij which is independent
of the microscale coordinates.
As the hole radius increases a stop band opens up with the acoustic branch iso-
lated from the others, Fig. 2.3(a), and the changes in the field u are concentrated
along the relatively thin pieces of remaining material and a typical eigensolution
is shown in Fig. 2.3(c). This motivates one to replace the circular array by an
array of simple strings or thin ligaments in the form of a square frame for which
the dispersion relation
2 cos(2Ω) = cos(2κ1) + cos(2κ2) (2.24)
is easily found [95, 112]. This dispersion relation, for the acoustic branch, is
shown in Fig. 2.3(b) and is a good approximation to that of large holes capturing
the main features. If one considers the path XM ′ in the Brillouin zone in Fig.
2.1 one notices that (2.24) gives a completely flat band and this is related to
the striking occurrence of directional standing waves [13, 29, 32, 114] that are
of current interest in discrete or frame like structures. Notably the continuum
system of cylinders shares this feature, although the path is no longer perfectly
flat, suggesting that directional standing waves forming cross-like vibrations will
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exist here also and this is explored in section 2.5.
2.3.2 Split ring resonator (SRR)
We now modify the simple circular hole by inserting a smaller circular inclusion
within it attached to the hole’s walls by ligaments. The ratio of width to length
of the ligaments used, as well as their number, play a major role in the underlying
physics. Again there have been many numerical studies for dispersion diagrams
for instance in [57] and semi-analytical work for narrow gaps as in [87]. Figures
2.4(a,b,c) show the dispersion curves together with the asymptotics obtained from
section 2.4.1 for “long” ligaments with a width to length ratio η = h/l of 0.2. The
new feature in comparison with Fig. 2.3 is the appearance of a low-frequency stop
band below the Bragg stop band, whose upper edge remains virtually unaffected
by the insertion of the resonator in each circular inclusion of the array. The
low frequency stop band is associated with a localized mode upon resonance of
the resonator, and is responsible for artificial magnetism in metamaterials in TE
polarization: Physically, an array of cylinders with capacitive splits such as in
Figs. 2.4(a,b,c) respond resonantly to radiation with the magnetic field when
it is oriented along the cylindrical axes [131]. The oscillating magnetic field
induces currents to run around the perfectly conducting rings. These currents
feel a finite inductive impedance due to the finite size of the conducting loops
while they feel a capacitive impedance due to the capacitive gaps within the
conducting loops. This gives rise to a resonant response of the system where
the resonance is driven by the magnetic field of the radiation with a consequent
resonant enhancement of the magnetic polarizability of each cylinder. If the array
period is sufficiently small compared to the wavelength of the applied magnetic
field then the metamaterial is described by an effective magnetic permeability
[121]. This effective magnetic permeability displays a strong dispersion near the
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Figure 2.4: The dispersion diagram shown for an array of square cells (side 2)
containing circular holes of radius 0.8, and with circular inclusions of radius 0.5,
attached to the rest of the cell by 2, 4 and 8 thin ligaments in panels (a,b) and
(c) respectively. The dispersion curves from numerics are shown as solid lines,
the asymptotic HFH results are shown as dashed lines with the low frequency
linear classical homogenization shown dotted emerging from the origin. The thin
ligament approach of section 2.4.1 gives estimates for the first non-zero eigenvalue
at Γ, that are the crosses on the frequency axis. Numerical values for these
estimates are 0.7082, 0.9941, 1.3851 versus finite element simulations of 0.7058,
1.0281, 1.4845 for 2, 4 and 8 ligaments respectively. The sixth mode of Fig. 2.4
(b) is flat at frequency 3.7410 and corresponds to the dipole mode shown in Fig.
2.7(c) with approximate frequency 3.6824.
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Figure 2.5: (a) The dispersion diagrams, same as Fig. 2.4 showing 2, 4 and 8
ligaments in panels (a,b) and (c) respectively, but with the inclusion radius now
0.7. The resonant fourth mode is almost flat in (a) with the dipole estimate
giving a frequency of 2.6303. The crosses on the frequency axis in (a,b,c) show
the estimates (0.8818, 1.2454 and 1.7567 respectively) from (2.27) for the resonant
frequency at Γ and the FE simulations give 0.7726, 1.1636 and 1.7378.
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Figure 2.6: The dispersion diagrams for the short (a) and thin (b) two ligament
SRR illustrating the changes induced by using triangle ΓMX (solid) and ΓMN
(dotted). Notably for two ligaments the symmetries are that the irreducible
Brillouin zone is actually the square ΓNMX of Fig. 2.1(b).
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resonance frequency of the SRR and it can become negative in the frequency band
just above the resonance frequency i.e. in the low-frequency stop band. Sadly,
the low frequency stop band appears at frequencies already beyond the scope of
classical homogenization, but fortunately HFH captures its finer details, as in
figures 2.4(a,b,c), and thus unveils the fascinating physics of artificial magnetism.
For instance, the inverted curvature of the second dispersion curve around the Γ
point in Fig. 2.4(a), which is a hallmark of a Mie resonance driving the artificial
magnetism [131] is captured by the HFH, as is the flat band along the MX
path, which is associated with a localized mode in the SRR (which is therefore
insensitive to any variation of the Floquet-Bloch phase-shift across the unit cell
along this path). The highly dispersive physics of the low frequency stop band
will reveal the ultra-refraction and all-angle-negative-refraction effects shown in
section 2.5.
2.3.3 A thin annulus with holes
For contrast we investigate the effect of shortening the ligaments so h/l is of order
1; adding more cuts in the thin annulus preserves the lowest resonant frequency,
but it becomes less sharp, which makes the low frequency band gap wider. A
physical side effect is that artificial magnetism weakens when the resonance is
less sharp i.e. effective permeability is less dispersive and might not reach large
enough negative values for potential metamaterial applications, such as lensing
via negative refraction. On the other hand, the metamaterial might work over a
broader range of frequencies if the stop band widens and this could be a design
requirement. This leads to a subtle balance between having a sharp resonance
and a wide low frequency stop band, and HFH can provide useful guidance toward
achieving such a goal. Figs 2.5 (a,b,c) show the dispersion curves and asymp-
totics for respectively 2, 4 and 8 short ligaments. The inverted curvature of the
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second dispersion curve around Γ point flattens for 4 holes (hence, the Mie reso-
nance responsible for artificial magnetism fades away), and the curvature actually
changes sign when comparing 2 and 8 ligaments. This illustrates the fact that
it is not enough to use simple models (such as electrical circuits) to fully grasp
the physics of SRRs. Indeed, models such as those of section 2.4 merely provide
frequency estimates for the resonance occurrences, but cannot actually reproduce
asymptotically the dispersion curves as HFH does.
A note of warning is worth sounding regarding the irreducible Brillouin zone,
it is all too easy to overlook the fact that the two ligament SRR does not have
the appropriate symmetries such that one can use just the triangle ΓMX as the
irreducible Brillouin zone. Instead one should use ΓNMX, and to highlight this
we show in Fig. 2.6 the dispersion curves using different triangular paths namely
ΓMX and ΓMN . At first sight the differences are not substantial, but closer
inspection at higher frequencies shows that one could incorrectly find band gaps
where there are none, see Fig. 2.6(a).
2.4 Geometric asymptotics
It is clear that there are geometrical approximations that can be utilized, mainly
for the acoustic or other low frequency branches, where the inner cylinder for
the SRR acts as a resonator or an effective mass, or where the cylinders are
large and the walls separating them are thin. We briefly treat these theories
here as they are complementary to the technique we have developed and allow
for additional insight. Resonances do not only occur at low frequencies, in Figs.
2.4(a,b,c) higher resonances are also clearly visible with the flat sixth mode being
particularly noticeable; this is the dipole mode of Fig. 2.7(c).
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Figure 2.7: The thin ligament geometry for four ligaments, in (a), with h/l  1
and the ligaments numbered as in the text. (b) shows the eigenfunction at Γ
for the first non-zero eigenvalue (1.0281) of Fig 2.5(b) showing the central region
moving as a rigid body and the variation localized along the thin ligaments. (c)
shows the dipole mode at a frequency of 3.7414 for the sixth mode of Fig. 2.4(b).
A simple approximation of a cavity dipole u ∼ J1(Ωr) sin θ gives the estimate
3.6824.
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2.4.1 Thin ligaments for SRRs
As noted by [105] one can take advantage of the thin ligaments when h/l  1
to obtain asymptotic estimates for the lowest eigenvalues of multistructures as in
[79]. The current example is of interest as the inner cylindrical mass oscillates as
a rigid body being connected to the outer medium via the thin ligaments which
act as simple strings: An illustration of this using four ligaments is shown in Fig.
2.4(b) alongside a sketch of the system. The outer medium is either stationary
or also oscillates as a rigid body as this is the case of the first mode at point X
or the second mode at point Γ of the irreducible Brillouin zone in Fig. 2.1(b).
Assuming an even number of ligaments, n, each placed opposite another, one
can arrive at an asymptotic model similar to that of [105]. Taking the inner and
outer radii as ri and r0 respectively with each ligament of width hj we define
xj (for j = 1..n) as a local coordinate along each ligament with xj = 0 at the
inner radius and xj = r0 − ri = l being at the outer radius, and for clarity we
number the ligaments anti-clockwise as in figure 2.7. In this low frequency limit,
the inner cylinder moves as a rigid body with displacement u0 and one simply
solves n coupled string equations
u′′j + Ω
2uj = 0 for 0 < xj < l (2.25)
for the displacement uj(xj) and j = 1..n. The boundary conditions are that
uj(l) = 0 and uj(0) = u0 and the rigid body motion of the mass induces a jump
condition ∑
j
h[u′j ] +MΩ
2u0 = 0 (2.26)
at the origin, where the sum is over the first n/2 strings and [.] denotes the jump
in the derivative between each string and the string that is placed opposite to it.
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The upshot is that a simple dispersion relation emerges as
∑
j
hj
pir2i
cotΩl = Ω. (2.27)
The frequencies predicted from (2.27) are shown as crosses in Figs. 2.4(a,b,c) and
2.5(a,b,c), with the numerical and asymptotic values given in each figure caption.
2.5 Applications
We now illustrate the theory alongside applications to lensing, cloaking and endo-
scope effects in photonic crystals and metamaterials. Line sources will be used to
observe the anisotropic effects. These sources are in the direction perpendicular
to the paper plane as if the geometries in question were infinite in depth. Indeed
infinite long cylinders or SRR’s that are perfect magnetic conductors are subject
to Neumann type boundary conditions when solving for TE polarized waves.
2.5.1 All-angle-negative refraction in perfect conducting
photonic crystals
One of the most topical subjects in photonics is the so-called all-angle-negative-
refraction (AANR), which was first described in [147]. AANR allows one to
focus light emitted by a point, onto an image, even through a flat lens, provided
that certain conditions for AANR are met, such as convex isofrequency contours
shrinking with frequency about a point in the Brillouin zone [89]. In Fig. 2.8,
we show such an effect for a perfectly conducting photonic crystal (PC) in Fig.
2.8(b), and we supplement it, in Fig. 2.8(a), with an endoscope effect using the
zero group velocity (or ultra-refraction) effect near M along the Brillouin zone
as shown in Fig. 2.8(c). In order to achieve AANR, we choose a frequency on
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Figure 2.8: Endoscope and flat lens with perfect conducting PCs: (a) A line
source at frequency Ω = 1.564 located above a rectangular PC consisting of 112
perfect conducting circular inclusions as in Fig. 2.3 leads to a ‘photonic jet’ effect
below (endoscope effect); (b) A line source at frequency Ω = 1.125 located above
a rectangular PC consisting of 112 perfect conducting circular inclusions as in
Fig. 2.3 leads to an elongated image underneath (Veselago lens); (c) Zoom on
dispersion diagram of Fig. 2.3. Note that each cell in the arrays in (a) and (b)
has been rotated through an angle pi/4.
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the first dispersion curve (acoustic band) in Fig. 2.3, and we take its intersection
with the light line Ω = |κ| along the MΓ path. This means that we achieve
negative group velocity for waves propagating along the MΓ direction of the
array, hence the rotation by an angle pi/4 of every cell within the PC in panel
(b) of Fig. 2.8. This is a standard trick in optics that has the effect of moving
the origin of the light-line dispersion to M as, relative to the PC, the Bloch
wavenumber is along MΓ. This then creates optical effects due to the interaction
of the light-line with the acoustic branch, this would be absent if Γ were the light-
line origin. The frequency at which AANR occurs (Ω = 1.125) is well predicted
by the light line intercept with the classical model which is the dotted line in
Fig. 2.8(c). The effective medium behaves in a hyperbolic fashion since equation
(2.11)’s coefficients near that frequency are opposite in sign, T11 = −1.3589 and
T22 = 0.8725 (with T12 = T21 = 0 which is the case throughout the examples).
This effective anisotropy is expected and necessary as discussed in [89]. Ultra-
refraction, Fig. 2.8(a) and 2.9(b), occurs when one chooses a frequency near
a maximum or minimum in the dispersion curve thereby creating a very slow
effective medium within the PC relative to the outer medium, the upshot being
that one can create plane wave emission from a PC slab excited with a line
source. Using equation (2.23) by differentiating with respect to κ1 and κ2 and
the source’s frequency, we can compute the group velocity at both directions as
Ω,κ1 = Ω,κ2 = −0.2254.
2.5.2 Line defect, concentration and endoscope effects in
metamaterials
For SRRs with 2 holes (Fig. 2.9) a line defect effect is achieved for a time-
harmonic source at a frequency corresponding to the first flat dispersion curve
along the MX segment of Fig. 2.5(a). Equation (2.11) represents the effective
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Figure 2.9: Line defect, concentration and endoscope effects in square arrays of
SRRs with two holes: A line source at frequency Ω = 0.6 located in the center of a
rectangular metamaterial consisting of 30 SRRs as in Fig. 2.5(a) produces a wave
pattern of the line defect type; (b) A line source at frequency Ω = 0.78 located
in the center of a rectangular metamaterial consisting of 33 SRRs shaped as in
Fig. 2.5(a) produces a plane wave outside the array (omni-directive antenna
via ultra-refraction); (c) A line source at frequency Ω = 1.2 located above a
rectangular metamaterial consisting of 33 SRRs shaped as in Fig. 2.5(a) leads to
a concentration effect underneath; (d) Zoom on dispersion diagram of Fig. 2.5(a).
Note that each cell in the arrays of SRRs in (b) and (c) is tilted by an angle pi/4,
unlike for (a).
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medium and we can predict this line defect effect since at point X of the Brillouin
zone the coefficients T11 = −0.2319 and T22 = 0 result in a strongly anisotropic
effective medium allowing waves to propagate only in the x direction, that being
the vertical direction in Fig. 2.5(a).
An ultra-refraction effect is achieved in Fig. 2.9(b) for a frequency corre-
sponding to the first zero group velocity at Γ point in Fig. 2.5(a). Near the
standing wave frequency for the second mode at point Γ the effective medium
governed by equation (2.11) with coefficients T11 = 0.2505 and T22 = 0.1265 is
again anisotropic, and this is due to the asymmetry of the cell in one direction.
Using equation (2.23) we differentiate Ω with respect to κ1 and κ2 for values of
κi = 0.2131 that yield a frequency of Ω = 0.78 and we obtain a group velocity
in each of the directions of Ω,κ1 = 0.0648 and Ω,κ2 = 0.0327 which is extremely
small compared to the outside medium’s group velocity of Vg = 1.
A partial lensing effect, light concentration resembling a photonic jet [51], is
obtained in Fig. 2.9(c) when the frequency of the source is tuned to the value
of 1.2 where the region of the second dispersion curve displays a negative group
velocity along the ΓM direction (hence the rotation of the array through an
angle pi/4). At point X equation (2.11) has opposite sign coefficients namely
T11 = −1.567 and T22 = 0.7707 which give the f0 equation hyperbolic behavior
and leads to effective anisotropy with light directed along characteristics. Due to
the asymmetry of the cell the characteristics are not perpendicular and yield an
image that is slightly shifted with respect to the source.
2.5.3 Cloaking in metamaterials
We now move to SRRs with 4 holes (Fig. 2.10). Clearly, the Mie resonance has
faded away in Fig. 2.5(b) compared to Fig. 2.5(a), so one should seek other effects
than negative refraction. However, the flat band along the XΓ path and multiple
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Figure 2.10: Cloaking in square arrays of SRRs with four holes: A source at
frequency Ω = 2.8, located in the center of a square metamaterial consisting of
64 SRRs shaped as in Fig. 2.5(b) produces a wave pattern reminiscent of (a)
concentric spherical field, (b) cloaking of a rectangular inclusion inside a slab of
a metamaterial consisting of 38 SRRs and (c) scattering of a plane wave from
the same rectangular hole as the previous panel. (d) Zoom in dispersion diagram
of Fig. 2.5(b). Panels (e), (f) and (g) present isofrequency plots of the lower,
middle and upper modes of the Dirac-like cone respectively.
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crossing (Dirac-like cone) shown in Fig. 2.10 are interesting. In Fig. 2.10(a), we
set a harmonic source at the corresponding frequency Ω = 2.8 in a 8× 8 array of
SRRs and observe a wave pattern of concentric cylindrical modes which are due to
the near isotropy of the effective medium at that frequency c.f. the nearly circular
isofrequency contours of Fig. 10 (e). In Fig. 2.10(b), (c) we show the cloaking
of a rectangular defect placed within an array of SRRs. The HFH approach here
then acts to shed light upon recent computations by [24] that show cloaking in
a related context. As can be seen in Figs. 2.10(b) a plane wave propagating at
frequency Ω = 2.8 demonstrates perfect transmission through a slab composed
of 38 SRRs, this is because the linear dispersion curves just below the Dirac-like
cone are identical to the folded light line of the exterior medium at this frequency.
This panel also shows cloaking of a rectangular inclusion where remarkably no
scattering is seen before or after the metamaterial slab: Panel (c) shows the
scattering in the absence of the cloak. Panel (d) of Fig. 2.10 shows the location
in the band structure that is responsible for this effect. Note that the frequency
of excitation is near, but just below, the Dirac-like cone located at Ω = 2.835
where the group velocity is negative, but also constant near that location of the
Brillouin zone, as illustrated through an isofrequency plot of the lower mode of
the Dirac-like cone in Fig. 2.10(e). Indeed the locally isotropic features of panel
(e) constrast with those of panels (f) and (g), wherein ultra-flattened isofrequency
contours display the hallmarks of ultra-refraction, a regime more prone to omni-
directivity than cloaking. The asymptotic system of equations (2.15) describing
the effective medium at the Dirac-like cone can be uncoupled to yield the same
governing equation for all three f
(j)
0 ’s such that,
f
(j)
0,XiXi
+ 0.7191Ω41f
(j)
0 = 0. (2.28)
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2.5.4 Lensing via AANR and St Andrew’s cross in meta-
materials
Finally, we demonstrate all-angle-negative-refraction effect in metamaterials with
SRRs with 8 holes. The dispersion curves in Fig. 2.5(c) are interesting, as the
second curve displays the hallmark of an optical band for a photonic crystal (it
has a negative group velocity around the Γ point). However, this band is the
upper edge of a low frequency stop band induced by the resonance of a SRR,
whereas the optical band of a PC results from multiple scattering, which thus
arises at higher frequencies. We are therefore in presence of a periodic structure
behaving somewhat as a composite intermediate between a metamaterial and a
photonic crystal. We achieve AANR in a way similar to what we did for the
circular inclusions in Fig. 2.8. However, we note that the focusing effect is more
pronounced here: The image is much less elongated in Fig. 2.11 than in Fig.
2.8 and hence has better resolution. Again the strong anisotropy of the effective
material is obvious from coefficients T11 = −5.53 and T22 = 0.2946. The same
frequency of the first band is obtained at the point N of the Brillouin zone, by
symmetry of the crystal, we would have T11 = 0.2946 and T22 = −5.53. The
resultant propagating waves come from the superposition of the two effective
media described above. Fig. 2.11(b) further illustrates this anisotropy as the
source wave propagates along the predicted directions.
2.6 Concluding remarks
We show conclusively that homogenization theory, and more precisely HFH, cap-
tures the essential details of complex geometries within a continuum setting for
TE polarization, and the asymptotics that emerge are more accurate and versa-
tile than those of network models. Additionally the quasi-static low frequency
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Figure 2.11: Lensing via AANR and St Andrew cross in square arrays of SRRs
with eight holes: (a) A line source at frequency Ω = 1.1375 located above a
rectangular metamaterial consisting of of 90 SRRs as in Fig. 2.5(c) displays an
image underneath (lensing); (b) A line source at frequency Ω = 1.25 located
inside a square metamaterial consisting of 49 SRRs as in Fig. 2.5(c) displays the
dynamically induced anisotropy of the effective medium; (c) Zoom in dispersion
diagram of Fig. 2.5(c). Note that each cell in the arrays in (a) and (b) has been
rotated through an angle pi/4.
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version of HFH reproduces the classical formulae and numerically we verify that
homogenization theory works in this limit contrary to statements otherwise.
The examples of cylinders and SRRs are used not merely to verify the the-
ory, but also illustrate how the HFH asymptotics and dispersion curves show
unexpected results: the cross-like standing wave patterns of Fig. 2.11 being
particularly striking. These arise due to strong anisotropy as found from the
asymptotics of the dispersion diagram. It is also interesting to note how the
resonances in the SRRs change with the inclusion radius, and more importantly,
with the number of ligaments whose increase removes the essential resonance that
is required for artificial magnetism. Other effects such as lensing, AANR, ultra-
refraction and Dirac-like cone cloaking, all emerge by choosing critical frequencies
that are guided by the asymptotics for the dispersion curves that are accurately
found asymptotically using HFH. In the other light polarization case (Transverse
Magnetic), the structure of the band diagrams changes dramatically, as setting
Dirichlet boundary conditions on SRRs (clamped holes in the elasticity) leads to
a zero-frequency stop band, whereby classical homogenization breaks down, but
not HFH, as shown in Chapters 5 and 6.
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Chapter 3
Overlooking important modes
3.1 Introduction
The generally accepted folklore is that plotting the dispersion relations around
the edges of the Brillouin zone [21, 76] is broadly sufficient to identify the extent
of stop-bands as the maxima and minima almost always occur there [70]: Some
Mathematical literature [3, 61] explicitly constructs counter-examples, none the
less it is almost always the case that the edges of the Brillouin zone contain the
essential information sufficient for most purposes. However, as we shall describe
one can actually overlook a mode, or modes, that arises from a path within the
Brillouin zone and that exciting this mode, as shown in Fig. 3.1, is of interest;
it is almost certainly present in many periodic structures already analyzed and
has been missed. For clarity we treat the simplest possible cases: a square array
of circular infinite conducting cylindrical holes in Transverse Electric (TE) polar-
ization (i.e. longitudinal magnetic field orthogonal to the plane of periodicity),
see Fig. 3.1(b), and a square array of simple masses and springs, see Fig. 3.1(a).
However, our analysis can be applied with some ad hoc changes to other areas of
physics whenever some periodicity occurs, such as solid state physics [76, 94] or
the theory of composites [104, 107].
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Figure 3.1: (a) A diagonal cross for a discrete mass- spring square periodic array;
the standing wave is excited by a forcing of normalized frequency Ω = 1.99 at the
origin for 1000×1000 masses surrounded by a layer of discrete perfectly matched
layers (PMLs) 100 masses deep. (b) Same but for an electric line source of
frequency Ω = 2.24 located at (0, 0) radiating in an isotropic dielectric medium
with a square array (pitch 1) of 10 × 10 infinite conducting cylinders (radius
r = 0.3) in TE polarization (i.e. Neumann boundary conditions), surrounded by
continuous PMLs outside the square region −8 < xj < 8, j = 1, 2.
3.2 Formulation of continuous model
We consider the Helmholtz equation as a generic model for wave propagation
which could, with appropriate notational and linguistic changes, hold for acous-
tic, electromagnetic, water or out-of-plane elastic waves and encompasses many
possible physical applications. We solve
∂2u
∂x21
+
∂2u
∂x22
+ Ω2u = 0, (3.1)
for u(x1, x2) on the square cell −1 < x1, x2 < 1.
In the context of optics, the unknown u in (3.1) is the longitudinal compo-
nent of the electric field H3 in TE polarization and the spectral parameter Ω
2 is
associated with ω2ε(x1, x2)/c
2 wherein ω is the electromagnetic wave frequency,
ε is the relative permittivity and c is the speed of light in a vacuum.
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(a) Lattice of masses
Γ (0,0)
X (0,pi) M (pi,pi)
X′ (0,pi/2)
M′ (pi/2,pi/2)κ
2
κ1
(c) Brillouin zone
(b) Square array of cylinders
Figure 3.2: The simple discrete mass-spring system shown in panel (a) with the
single mass cell and four mass cell shown. An array of square cells with cylindrical
inclusions is represented in Panel (b). Panel (c) shows the Brillouin zones used
for the single mass or cylinder cell Γ,M,X and for the four mass or cylinder cell
Γ,M ′, X ′.
For waves through an infinite, perfect, doubly periodic medium based upon
a square lattice, one invokes Bloch’s theorem [21, 31, 40, 76] and then simply
considers the square cell with quasi-periodic Bloch conditions applied to the edges:
u(1, x2) = e
iκ1u(−1, x2), ux1(1, x2) = eiκ1ux1(−1, x2), (3.2)
u(x1, 1) = e
iκ2u(x1,−1), ux2(x1, 1) = eiκ2ux2(x1,−1), (3.3)
and introduce the Bloch wave-vector κ = (κ1, κ2) characterizing the phase-shift as
one moves from one cell to the next. This Bloch problem is solved numerically and
dispersion relations that link the frequency and Bloch wavenumber are deduced;
as is often presumed in solid state physics [21] only a limited range of wavenumbers
are considered, namely the wavenumbers along the right-angled triangle ΓMX
shown in the irreducible Brillouin zone in Fig. 3.2(c). There are however some
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Figure 3.3: Bloch dispersion curves around the edges of the Brillouin zone shown
in Fig. 3.2 for the spring-mass model. Panel (a) shows the dispersion curves for
the single cell and panel (b) for the four cell system: The latter has a flat mode
between Γ andM ′ that is absent from panel (a) if one does not consider the XM ′
path. This missing mode corresponds to panel (a) in Fig. 3.1.
exceptions to this rule, such as operators on graphs [61] and Bloch waves in
periodic acoustic [3], and elastic [4], strips.
The computed dispersion curves for discrete, Fig. 3.3, and continuous, Fig.
3.4, structures, illustrate several interesting features: stop-bands for which wave
propagation is not possible, and striking regions of flat dispersion curves for which
the group velocity is zero and features of slow sound or light will then occur [52].
The missing mode illustrated in Fig. 3.1 is excited at a frequency close to this
flat dispersion curve; it is perfectly flat in the discrete mass-spring system (cf.
dashed curve in Fig. 3.3) and almost so in the continuum analogue of holes in a
square array (cf. dashed curve in Fig. 3.4). The hole size is realistic and could be
manufactured, moving to artificially large hole sizes pushes the analogy of holes
and masses toward being explicit (section 3.5). Excitation at, or very close, to
the frequency predicted leads to a diagonal cross of oscillations that resemble a
standing wave in Fig. 3.1. Crucially this standing wave has directionality that
can be identified from the wavenumber description in the Brillouin zone shown
in Fig. 3.2.
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Figure 3.4: Bloch dispersion curves around the edges of the Brillouin zone shown
in Fig. 3.2 for the continuous model. Panel (a) shows the dispersion curves for
the single cell with an infinite conducting cylinder of radius r = 0.3 and panel
(b) for the four cell system: The latter has a nearly flat mode between Γ and M ′
absent from panel (a) if one does not consider the XM ′ path.
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Figure 3.5: Isofrequency curves for the acoustic branch of (a) the spring-mass
model and (b) of the cylindrical holes of radius 0.3.
The essence of our argument is that in, say, a square lattice one can choose
different elementary cells. The obvious and natural elemental cell being a single
hole, or mass, in a square cell (cf. Fig. 3.2(a)) with Bloch conditions applied at
the edges of the cell. One could of course choose other cells, such as one with
four holes, or masses, naively one would expect to obtain the same dispersion
relations, modulo some folding due to the periodicity, in both cases. The Brillouin
zones for each cell are shown in Fig. 3.2(c) and, as one would expect, the zone
corresponding to the single mass cell is fundamental as it subsumes that of the
four cell system. However, if one plots the dispersion curves going around the
exterior of the larger (single mass) zone one never plots the dispersion relations
along XM ′ in the interior of the larger cell: This line, even after the reflections
of periodicity, always lies in the interior of the larger one. This would be of little
consequence if the modes it illustrated were not interesting, however they are
not and they are the diagonal cross modes. Observing the dispersion relations in
Figs. 3.3 and 3.4 one sees that the naive approach is broadly true, except that
suddenly a “new” mode appears in continuous medium with four holes, and the
discrete medium with four masses, cases (shown as the dashed line/curve between
X and M ′): Importantly, this is perfectly flat in the mass-spring case and nearly
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Figure 3.6: A square array of point masses, with mass 1.5 with a rectangular inset
of unit masses from n = −150 to 120 and m = −50 to 50. A mass at (-155,0)
is excited with an image clearly visible at (+150, 0), the normalized frequency of
excitation is Ω = 1.98 very close to the flat band in Fig. 3.3.
so for the holes. This is even more clear when one observes the isofrequency
contours for the acoustic branch as shown in Fig. 3.5, the perfect flat band for
the mass-spring system corresponds to the straight diagonal line in Fig. 3.5(a)
and although the corresponding path for the circular holes is no longer perfectly
straight the physical phenomena from the mass-spring system persist. The flat
curve has been spotted, in a different context, for the mass-spring system [13, 36]
and in that system its presence can be derived analytically; as a result the diagonal
cross has been seen numerically in simple systems [13, 29]. As often appreciated
such flat modes, or nearly flat modes, are of considerable interest in the context
of slow-light and slow-sound [52].
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Figure 3.7: Endoscope effect with the missing mode in a square array (pitch 1)
of 28 × 9 infinite conducting circular holes of radius r = 0.3 for an electric line
source of normalized frequency Ω = 2.23 located at point (−12, 0).
3.3 Formulation of discrete model
The discrete mass system, assuming identical unit masses and spring constants,
with the single mass cell reduces to the difference equation
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 − 4yn,m + Ω2yn,m = 0 (3.4)
as the discrete Helmholtz equation (counterpart of Eq. 3.1), Ω being the fre-
quency. The Floquet-Bloch conditions [53]
yn+N,m+M = exp(i[Nκ1 +Mκ2])yn,m , (3.5)
are a discrete counterpart of Eqs. (3.2,3.3) (here N,M are integers), the resulting
dispersion relation is immediate
Ω2 = 4− 2(cosκ1 + cosκ2) , (3.6)
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Figure 3.8: Bloch dispersion curves around the edges of the Brillouin zone shown
in Fig. 2 for almost touching cylinders of radius 0.475. Panel (a) shows the
dispersion curves for the single cell and panel (b) for the four cell system: The
latter has a flat mode between Γ and M ′.
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Figure 3.9: Nearly touching cylinders: panel (a): 20 × 20 circular cylinders,
r = 0.475, pitch 1, source at (0, 0), frequency 1.37 and (b): 9 × 20 circular
cylinders, r = 0.475, pitch 1, source at (−10.1, 0), frequency 1.39.
with 0 ≤ κ1, κ2 ≤ pi and is shown in Fig. 3.3 (a). The four mass system results
in four coupled difference equations which have solutions
2(cosκ1 + cosκ2)± (4− Ω2) = 0, (3.7)
2(− cosκ1 + cosκ2)± (4− Ω2) = 0, (3.8)
with 0 ≤ κ1, κ2 ≤ pi/2 and the four positive roots of these correspond to the four
paths one would get from reflecting the smaller triangle ΓM ′X ′ to fill the larger
one. In particular the missing dashed line, which is a double root, comes from
the path along M ′X shown as dashed in Fig. 3.2 (c). Also shown in Fig. 3.2(b)
in dot-dash is another line X ′M ′ corresponding to the dot-dashed curves in Fig.
3.3; also repeated roots but of less interest. One can tease out the asymptotic
structure of the dispersion relations near the edges of the Brillouin zone and then
relate these to asymptotic partial differential equations [36] that can be used to
represent the solutions on a long scale [34].
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Figure 3.10: Excitation using a square array rotated through an angle pi/4: (a)
A cross for an electric line source of normalized frequency Ω = 2.25 located at
point (0, 0) radiating in an isotropic dielectric medium (ε = 1) with a rotated
square array (pitch 1) of 200 infinite conducting cylinders (radius r = 0.3) in
TE polarization (i.e. Neumann boundary conditions), surrounded by continuous
PMLs outside the region −15 < xj < 15, j = 1, 2; (b) Endoscope effect for the
same configuration as in (a) but for an electric line source of normalized frequency
Ω = 2.35 located at point (−12, 0).
Importantly, this analysis of discrete models underpins the physics of the
missing mode in continuous systems such as arrays of infinite conducting circular
cylinders for TE waves in optics or stress free cylinders for anti-plane shear (SH)
waves in acoustics: discrete structures are often used in mechanics as asymptotic
models of densely packed composites [107], and one can then invoke the one-
to-one correspondence between the Helmholtz equation governing these types of
acoustic (e.g. SH) and optical (e.g. TE) waves. We include in section 3.5 limiting
cases showing a nearly perfect agreement between the dispersion curves in Fig.
3.3 for the discrete lattice structure and dispersion curves for close-to-touching
cylinders, whereby a completely flat mode is obtained along the ΓM ′ edge, as in
Fig. 3.3. However, having in mind a practical design of an endoscope, we initially
constrain ourselves to cylinders of a moderate radius, therefore the dashed curve
along the ΓM ′ edge still displays some dispersion in Fig. 3.4. The dispersion
curves in Fig. 3.3 and 3.4 nonetheless share many common features, such as a
quasi-identical dispersion for the dot-dashed curves along the M ′X ′ edge of the
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Brillouin zone for the periodic cell with four masses and four cylinders.
3.4 Practically implementable design
We finally propose a practically implementable design of endoscope using the dis-
persionless feature of the missing mode along the ΓM ′ edge of the Brillouin zone
for discrete, see Fig. 3.6, and continuous, see Fig. 3.7, periodic structures. In the
former, the zigzag trajectory of the wave emitted by an excited mass throughout
the array of spring and masses, as it travels along x1 = ±x2 directions and re-
flects internally when the masses change; the wave trajectories resemble those of
geometrical ray optics (valid in the limit of short wavelengths) although we are in
a Bragg regime. A sharp focus point is created reminiscent of negative refraction
from a ray picture with an alternation of positively and negatively refracting slabs
forming a one dimensional array of Pendry-Veselago flat lenses [131]. Indeed one
can clearly see that the image of the source through the endoscope is deeply sub-
wavelength. When we try to reproduce this discrete system paradigm with the
array of cylinders, we only achieve this endoscope effect to certain extent: The
image of an electric line source radiating at the frequency of the missing mode
produces a photonic jet [51] rather than a focusing point. We attribute this lack
of precise focusing to the dispersive nature of the dashed curve in Fig. 3.4, which
is the continuous model counterpart of the completely flat dashed curve in Fig.
3.3. One improves upon this situation by enlarging the cylinders, section 3.5,
and/or by rotating the array (section 3.6).
3.5 Large cylinders
To clarify details we illustrate that the analogy between cylinders, in the TE po-
larization, and the discrete system can be made sharper. The dispersion relation
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for large, almost touching, cylinders is shown in Fig. 3.8 the dashed mode along
ΓM ′ is now almost perfectly flat and the dispersion curves of Fig. 3.8 become
(modulo a multiplicative factor) almost those of the mass-spring model Fig. 3.3.
Physically one can interpret each Neumann cylinder as a mass connected to its
neighbors by a thin wall that acts as a spring [49] for which the flat-band will
occur at Ω = pi/2; further computations confirm this limit.
As the analogy with the mass-spring becomes stronger, the effects of the
diagonal cross mode become sharper. Fig. 3.9 shows this for forcing with a
square array of cylinders with strongly localized waves along the diagonal; the
cross is slightly obscured, visually, by the sheer size of the cylinders. The image
is enhanced for the endoscope and the zig-zag bouncing of the waves within the
cylindrical array is emphasized, but again visually obscured by the large cylinders.
3.6 Rotated array
For the smaller cylinders the endoscope effect is weaker than for the discrete mass
system. As we have just seen the discrete mass system is a perfect paradigm,
but the realistic system has two flaws: First, the critical dispersion curve is no
longer dispersionless and has some curvature. Secondly, the continuous system is
relatively small versus the discrete system 100× 100 cylinders versus 1000× 1000
masses. One option to enhance the effect is to rotate the array of cylinders
through an angle pi/4, thereby facilitating the wave propagation x1 direction, see
Fig. 3.10(b). It is worthwhile noticing that with such an orientation of the array,
the diagonal cross effect in Fig. 1 is also rotated through an angle pi/4, see Fig.
3.10(a) to become a vertical cross.
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3.7 Concluding remarks
We have conclusively shown, using analogies between spring-mass and continuous
models, that one must be extra-careful when using only the edges of the Brillouin
zone instead of its area. While Fermi surfaces [12] (i.e. dispersion surfaces)
contain within them all the information required to completely describe the stop
band structure of a periodic structure, dispersion curves can miss some important
features such as the cross. This standing wave has consequences for the design of
practically implementable focusing devices. A possible extension of our study is
the analysis of stop bands of absorptive photonic crystals, where the dangers of
using the edges of the Brillouin zone are further enhanced [26].
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Chapter 4
HFH for gratings
4.1 Background
It has been known for many years that surface waves, that is, waves propagating
along a surface, and exponentially decaying in amplitude perpendicular to the
surface, are created by geometric periodic corrugations, or perturbations, to the
surface [15, 20, 67] in situations where a surface wave would otherwise not exist.
Such surface waves also exist for diffraction gratings and for trapped modes in
waveguides; these are all very similar problems mathematically [98, 127] and
differ just in their setting. These surface waves have been discovered in many
different areas of wave mechanics and go under names such as edge waves [42]
for water waves localized to periodic coastlines, spoof surface plasmon polaritons,
SPPs, [50, 122] in modern applications of plasmonics, array guided surface waves
[135] in Yagi-Uda antenna theory, Rayleigh-Bloch surface waves [127, 142] for
diffraction gratings amongst other areas: We will call them Rayleigh-Bloch waves
as surface waves are typically called Rayleigh waves and Bloch waves arise due
to periodicity. They can also be identified in lattice defect arrays, in discrete
settings [72], and are ubiquitous across wave mechanics, it is important to clearly
delineate them from surface waves, such as Rayleigh waves, that are present in the
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absence of periodic geometric features and which arise due to material mismatch
or from wave mode coupling at the surface.
Naturally, as these are eigenfunctions of a diffraction problem and have im-
plications for the uniqueness of solutions they have been the subject of numerous
existence studies [18, 85, 142] with the conclusion that they are a generic property
of periodic surfaces and gratings that have Neumann boundary conditions: The
non-existence for Dirichlet cases is shown in [142].
As well as being ubiquitous in wave mechanics, Rayleigh-Bloch waves are im-
portant in applications; their dispersion characteristics can be carefully tuned
by altering only the geometry as in SPPs [50], or are important through the
coupling of incident waves into Rayleigh-Bloch waves causing near resonant ef-
fects for finite arrays as in water waves [93]. These effects, and in particular the
possibility to tune or de-tune them, rely upon being able to simulate and deter-
mine dispersion characteristics; there is advantage in being able to represent and
model them using an effective medium approach that replaces the microstructure.
Naturally there has been a classical low frequency homogenization approach for
surfaces notably by [109], unfortunately this long-wave low frequency limit is not
particularly useful at the high frequencies used in applications such as photonics
[70] and plasmonics [92, 41]. As it is seen in previous chapters HFH surpasses
that obstacle and creates effective medium equations with coefficients represent-
ing dynamic averages of the material’s properties. The asymptotic development
resembles that of Chapters 2 and 3 but also contains differences that are worth
mentioning in detail.
4.2 General theory
For perfect infinite linear arrays, diffraction gratings or surface structures ar-
ranged periodically, one focuses attention on a single elementary strip of material
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(a) (b)
Figure 4.1: A diffraction grating of cylinders shown in (a), and (b) shows a
periodic “comb” surface that supports spoof surface plasmons. Both panels have
the elementary strip shown as the dashed lines.
that then repeats (see Fig. 4.1 for illustrative cases); quasi-periodic Floquet-
Bloch boundary conditions describe the phase-shift across the strip as a wave
moves from strip to strip through the material. Rayleigh-Bloch waves are special
as they consist of waves that also decay exponentially in the perpendicular di-
rection away from the array. Dispersion relations then relate the Floquet-Bloch
wavenumber, the phase-shift, to frequency. Although the problem is truly two-
dimensional, the assumption of exponential decay in the perpendicular renders it
quasi-one dimensional with the wavenumber remaining scalar; this contrasts with
the theory of Bloch waves in photonic crystals [70] where a vector wavenumber
and the Brillouin zone are more natural descriptions.
We shall approach the problem tangentially and generate an asymptotic the-
ory, importantly we take Neumann boundary conditions on the lattice or surface;
physically, this can be considered as TE (transverse electric) polarization for a
perfectly conducting surface; a good model for microwaves [124].
A time harmonic dependence of propagation exp(−iωt), with frequency
ω, is assumed throughout, and henceforth suppressed, and after non-
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dimensionalization one arrives at
∇2
x
u(x) + Ω2u(x) = 0, with Ω =
ωl
c
, (4.1)
where l is the lengthscale of the micro-scale and c is the wavespeed, as the govern-
ing equation of interest. We consider the half-space −∞ < x1 <∞, 0 < x2 <∞,
and for the grating extend to −∞ in x2. In (4.1), Ω is the non-dimensional fre-
quency and u is the out-of-plane displacement in elasticity or the H3 component
of the magnetic field in TE polarization.
The two-scale nature of the problem is incorporated using small and large
length scales to define two new independent coordinates namely X = x1/L, and
(ξ1, ξ2) = (x1, x2)/l. The implicit assumption is that there is a small scale, char-
acterized by l, and a long scale characterized by L where ε = l/L  1. As the
structure is quasi-one dimensional, with the mismatch in the scales being just
along the structure, we only introduce a single long-scaled variable in X; we do
not introduce a long-scale Y in the x2 direction as it is redundant.
Under this rescaling, equation (4.1) then becomes,
[
∂2
∂ξ21
+ 2ε
∂2
∂ξ1∂X
+ ε2
∂2
∂X2
+
∂2
∂ξ22
+ Ω2
]
u(X, ξ1, ξ2) = 0. (4.2)
Standing waves, that exponentially decay perpendicular to the surface/ grating,
can occur when there are periodic (or anti-periodic) boundary conditions across
the elementary strip (in the ξ coordinates) and these standing waves encode the
local information about the multiple scattering that occurs by the neighboring
strips. The asymptotic technique we create is a perturbation about these standing
wave solutions, as these are associated with periodic and anti-periodic boundary
conditions, which are respectively in-phase and out-of-phase waves across the
strip, the conditions on the short-scale ξ on the edges of the strip, ∂S1, are
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known:
u|ξ1=1 = ±u|ξ1=−1 and u,ξ1 |ξ1=1 = ±u,ξ1 |ξ1=−1, (4.3)
where u,ξi denotes differentiation of u with respect to variable ξi and with the
+,− for periodic or anti-periodic cases respectively. There is therefore a local
solution on the small scale that incorporates the multiple scattering of a periodic
medium and that will then be modulated by a long-scale function that satisfies
a differential equation. Typically, the periodic case corresponds to long-waves
relative to the structure - this case is not particularly interesting and is captured
by conventional low-frequency homogenization. We therefore concentrate upon
the anti-periodic case.
We pose the following ansatz for the field and frequency then proceed similarly
to section 2.2.
u(X, ξ) = u0(X, ξ) + εu1(X, ξ) + ε
2u2(X, ξ) + . . . ,
Ω2 = Ω20 + εΩ
2
1 + ε
2Ω22 + . . . (4.4)
The development of HFH for gratings is explicitly presented to underline the fun-
damental difference in length scales between a doubly periodic medium (Chapter
2) and a grating. The ui(X, ξ)’s adopt the boundary conditions (4.3) on the
short-scale, with the minus sign for anti-periodicity, on the edge of the strip. An
ordered hierarchy of equations emerge in powers of ε, and are treated in turn
u0,ξiξi + Ω
2
0u0 = 0, (4.5)
u1,ξiξi + Ω
2
0u1 = −2u0,ξ1X − Ω21u0, (4.6)
u2,ξiξi + Ω
2
0u2 = −u0,XX − 2u1,ξ1X − Ω21u1 − Ω22u0. (4.7)
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The leading order equation (4.5) is independent of the long-scale X and is a
standing wave on the elementary strip existing at a specific eigenfrequency Ω0 and
has associated eigenmode U0(ξ; Ω0), modulated by a long-scale function f0(X)
and so we expect to get an ordinary differential equation (ODE) for f0 as an
effective boundary, or interface, condition characterizing the grating when viewed
from afar: To leading order
u0(X, ξ) = f0(X)U0(ξ; Ω0). (4.8)
The entire aim is to arrive at an ODE for f0 posed entirely upon the long-scale,
but with the microscale incorporated through coefficients that are integrated, not
necessarily averaged, quantities.
Before we continue to next order, equation (4.6), we define the Neumann
boundary conditions on the inclusions, or the micro-structured surface, ∂S2, as
∂u
∂n
= u,xini|∂S2 = 0, (4.9)
using Einstein’s notation for summation over repeated indices, and where n is the
outward pointing normal, which in terms of the two-scales and ui(X, ξ) become
U0,ξini = 0, U0f0,Xn1 + u1,ξini = 0, u1,Xn1 + u2,ξini = 0. (4.10)
The leading order eigenfunction U0(ξ; Ω0) must satisfy the first of these conditions
and it is relatively straightforward to extract this either numerically, as we do
later, or using semi-analytic methods such as the Cauchy residue calculus [67].
Moving to the first order equation (4.6) we invoke a solvability condition by
integrating over the elementary strip, which is on the short-scale ξ, the product
of equation (4.6) and U0 minus the product of equation (4.5) and u1/f0(X): The
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result is that the eigenvalue Ω1 is identically zero.
We then solve for u1 = f0,XU1(ξ), so U1 satisfies
∇2ξU1 + Ω20U1 = −2U0,ξ1 (4.11)
subject to the boundary condition
n · ∇ξU1 = −U0n1, (4.12)
on ∂S2. Again solutions can be found numerically or using semi-analytic methods.
Going to second-order, a similar solvability condition to that used at first
order is applied using equation (4.7); after some algebra we obtain the desired
ordinary differential equation for f0
Tf0,XX + Ω
2
2f0 = 0 (4.13)
posed entirely on the long-scale X. The coefficient T is constructed from integrals
over the elementary strip in ξ and is ultimately independent of ξ. The formula
for T is
T
∫ ∫
S
U20dS =
∫ ∫
S
(U20 + 2U1,ξ1U0)dS −
∫
∂S2
U1U0n1ds, (4.14)
which using Green’s Theorem, with vector field F = (U1U0, 0), simplifies to,
T
∫ ∫
S
U20dS =
∫ ∫
S
(U20 + U1,ξ1U0 − U0,ξ1U1)dS. (4.15)
For an infinite perfect grating, the Bloch grating, one sets f0(X) = exp(i[pi/2 −
κ]X/ε) and equation (4.13) simplifies to Ω22 = [pi/2− κ]2T/ε2 and from (4.4) the
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asymptotic dispersion relation relating frequency, Ω, to Bloch wavenumber, κ, is
Ω ∼ Ω0 + T
2Ω0
[pi/2− κ]2. (4.16)
In (4.16) T is invariably negative, c.f Table 4.1 for some illustrative values, as is
Ω22, the latter should not be confused with having negative frequencies as it is just
a frequency perturbation. Therefore, if the surface or grating supports Rayleigh-
Bloch waves then they are represented as an effective string or membrane equa-
tion (4.13) where the effective stiffness (or effective inverse of permittivity in the
context of photonics) of the string is T ; all the microstructural and geometrical
information is contained in this asymptotic result and one can then extend it to
be used for finite arrays or for slightly non-periodic arrays, or forced problems
etc, but our aim here is to now demonstrate that this theory is well-founded.
4.2.1 The classical long wave zero frequency limit
The current theory simplifies dramatically in the classical long wave, low fre-
quency, limit where Ω2 ∼ O(ε2), this is a periodic case on the short-scale: U0
becomes uniform, and without loss of generality, is set to be unity over the ele-
mentary strip. The final equation is again (4.13) where T simplifies to
T
∫ ∫
S
dS =
∫ ∫
S
dS +
∫ ∫
S
U1,ξ1dS. (4.17)
U1i satisfies the Laplacian U1,ξiξi = 0 and U1 has boundary conditions U1,ξini =
−n1 on ∂S2. Rearranging equation (4.17) yields, using a rectangular strip of
height y∗ for S,
T = 1 + lim
y∗→+∞
∫ ∫
S
U1,ξidS∫ y∗
0
2dy
= 1, (4.18)
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from which Ω = κ and thus the light-line of unit slope emerging from the origin
arises asymptotically.
4.2.2 A dynamic characteristic length scale
As we will see later, in section 4.3, equation (4.16) is an excellent asymptotic
approximation for the dispersion diagrams of such gratings which verifies the
validity of HFH. Ultimately one wishes to homogenize a periodic medium and
this is achieved with equation (4.13) transformed back in the original coordinates
together with the replacement of Ω2 using the asymptotic expansion in equation
(4.4). The effective medium equation resulting from such operations is,
Tf0,xx + (Ω
2 − Ω20)f0 = 0. (4.19)
The solutions of equation (4.19) are harmonic with argument
√
(Ω2 − Ω20)/T pro-
vided Ω < Ω0 and T < 0. It is now clear that if the excitation frequency is slightly
away from the standing wave frequency there will be an oscillation with wave-
length λ = 2pi
√
T/(Ω2 − Ω20) which will represent a characteristic length scale
for such an infinite periodic medium. That length scale not only depends on the
excitation and standing wave frequencies but also on the homogenized parame-
ters T that represent dynamically averaged material parameters. Therefore one
observes highly oscillatory behavior with each neighboring strip out-of-phase but
modulated by a long-scale oscillation of wavelength λ/2 reminiscent of a beat
frequency but induced by the microstructure; the λ/2 arises as one observes both
f0 and −f0.
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Figure 4.2: The dispersion branches for the comb-like structure. Solid-lines are
from (4.21), and the light-line Ω = κ is the dotted line. Panels (a), (b), (c) and
(d) are for a = 1, 3, 5 and 7 respectively. Asymptotics from HFH (4.16), with T
given in Table 4.1 for a = 7 (d), are shown as dashed curves.
4.3 Illustrative examples
We now illustrate the theory using linear arrays of cylinders, split ring resonators
(SRR) and a comb-like surface structure as these are exemplars of the situations
seen in practice.
T Ω0
−0.006485497624108 0.210161050669707
−0.067470169867289 0.629209426388598
−0.280897588912595 1.043323585456635
−2.350025233704123 1.440535862845912
Table 4.1: The four standing wave frequencies for the comb-like structure with
a = 7, c.f. Fig. 4.2(d), together with associated values for T .
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Figure 4.3: The eigenfunctions U0, and U1 shown for the comb-like structure with
a = 7 c.f. Fig. 4.2(d). These are for the standing wave frequencies Ω0 in Table
4.1 with (a)-(d) for ascending Ω0. In each panel U0 is shown on the left and U1
on the right.
4.3.1 The classical comb
An early example for which Rayleigh-Bloch waves were found explicitly is that of
a Neumann comb-like surface consisting of periodic thin plates of finite length,
a, perpendicular to a flat wall and distant by 2l from each other. This was
initially studied by [67] with later modifications by [38, 42, 44]: It is a canonical
example and can be considered as a diffraction grating if extended to the negative
half-plane by reflexion symmetry.
We will concentrate upon the non-embedded Rayleigh-Bloch waves in Ω < κ
and Hurd’s dispersion relation
Ωa/l = (n+ 1/2)pi + 2Ω/pi ln 2 + χ(κ, 2Ω) (4.20)
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where
χ(κ,Ω) = − sin−1(Ω/κ)+
∞∑
n=1
(
sin−1(Ω/npi)− sin−1(Ω/(κ+ 2npi))− sin−1(Ω/|κ− 2npi|))
(4.21)
provides a highly accurate approximation; dispersion branches are shown in Fig.
4.2 using Hurd’s formulae. There exists an even more accurate result from [42]
which is virtually indistinguishable from that of Hurd, and it is possible, as we
also do here, to use finite elements to model the comb numerically, the only
detail of note is that the comb teeth have finite width of 0.05 in the finite element
simulations to avoid any numerical issues at the tip of the teeth, and all these
methods give coincident results. Here a is the length of the tooth, and the
curves are locally quadratic near pi as we expect from (4.16); clearly the HFH
asymptotics provide an excellent representation of the dispersion curves close to
the standing wave frequency as illustrated by the dashed curves in Fig. 4.2.
The standing wave frequencies Ω0 and the effective parameter T are given in
Table 4.1 for the case a = 7. Increasing a corresponds to more dispersion curves
appearing and the eigensolutions for a = 7 are shown in Fig. 4.3 together with
their U1 counterparts, and the reason for the increasing number of surface modes
is immediately apparent being intimately connected with the number of modes
the open waveguide supports. The U0 modes decay rapidly as they exit the open
waveguide particularly for the lowest standing wave frequencies.
This physical interpretation then motivates a Fourier series approach and
using a rescaling of lengths and frequencies, ξ˜ = ξ/2, y˜ = y/2, a˜ = a/2, Ω˜ = 2Ω
and κ˜ = 2κ gives the geometry investigated by [42]. The full Rayleigh-Bloch
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solution for u is obtained as
u(ξ˜, y˜) =


∞∑
n=0
An cos pnξ˜ coshαny˜ 0 ≤ y˜ ≤ a˜
∞∑
n=−∞
Bne
iκnξ˜e−γn(y˜−a˜) y˜ ≥ a˜
(4.22)
where pn = npi, αn =
√
p2n − Ω˜2, κn = (2npi + κ˜), and γn =
√
κ2n − Ω˜2. The
coefficients are determined by imposing continuity of u and ∂u/∂y˜ at y˜ = a˜,
multiplying by cos pmξ˜ and integrating across the cell width, which allows the
An to be eliminated and leaves a set of linear equations for the κnBn coefficients
which are written in matrix notation as
M (κB) = 0, (4.23)
where the entries Mnm = 1/(γn − αm) + exp(−2αma˜)/(γn + αm) are deduced
from [42]. The dispersion relation is obtained by fixing values of κ˜ and finding
the corresponding values of Ω˜ for which det(M) = 0, and then obtaining the
eigensolutions for the coefficients κnBn. The standing wave eigensolution u0 is
the case where κ = pi/2, κ˜ = pi, Ω = Ω0, and some of the rows of M exhibit
singularities. This then requires modifications and the limiting value of the cor-
responding equations must then be utilized in place of those of [42]. Numerically
the infinite summations are truncated for some value of N of modes and the infi-
nite summations are replaced by
∑N−1
−N and
∑2N
0 . For the standing waves the An
are non-zero only for even values of n, and the Bn satisfy Bn + B−(n+1) = 0. As
a consequence, u0 is non-zero on the teeth of the comb for y˜ ≤ a˜, and when re-
peated in the next strip with a sign change exhibits a discontinuity at y˜ = a˜. The
Fourier series converges to the mid-value, 0, there, but the discontinuity results
in Gibbs phenomenon and requires a (fairly) large number of terms, N , to be
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included in the summation to establish continuity of u0 and ∂u0/∂y˜ for 0 ≤ ξ˜ ≤ 1
at y˜ = a˜. The discontinuity in u0 at y = a if insufficient terms are included in
the summation is illustrated in Fig. 4.4(a), which shows N = 2. When N = 40,
shown in Fig. 4.4(b), there is good agreement.
The expansion
u1(ξ˜, y˜) =


−
∞∑
n=0
Anξ˜ cos pnξ˜ coshαny˜ +
∞∑
n=0
Xn cos pnξ˜ coshαny˜ 0 ≤ y˜ ≤ a˜
i
∞∑
n=−∞
Bnκn
γn
y˜eiκnξ˜e−γn(y˜−a˜) +
∞∑
n=−∞
Yne
iκnξ˜e−γn(y˜−a˜) y˜ ≥ a˜
(4.24)
satisfies the differential equation for u1 (4.6) and the Bloch boundary conditions:
For U1 we again need to choose κ = pi/2. The coefficients Xn and Yn are to be
determined by requiring continuity of u1 and ∂u1/∂y˜ at y˜ = a˜. This leads to a
matrix equation for the Yn coefficients
M (κY ) = F. (4.25)
where M is the same (singular) matrix as in (4.23) and F depends on the known
coefficients An and Bn. Hence, the solution for u1 is arbitrary with respect
to additional multiples of u0, but these extra terms do not contribute to the
coefficient T and may be safely ignored. The integrals required to calculate T are
expressed in terms of the coefficients as:
∫ ∫
S
u20dS =
A20a˜
2
(
1 +
sinh 2α0a˜
2α0a˜
)
+
a˜
4
2N−1∑
2
A2n
(
1 +
sinh 2αna˜
2αna˜
)
− 1
2
N−1∑
−N
B2n
γn
,
(4.26)
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Figure 4.4: Dependence on number of terms in Fourier series for u0 at y = a.
Solid line from y ≤ a expansion. Dashed line from y ≥ a expansion. (a) N=2,
(b) N=40
N 2 5 10 20 40
Ω0 0.2085 0.2101 0.2106 0.2108 0.2109
Ω0 0.6244 0.6290 0.6305 0.6312 0.6315
Ω0 1.0355 1.0431 1.0454 1.0466 1.0471
Ω0 1.4307 1.4404 1.4433 1.4447 1.4454
Table 4.2: The four standing wave frequencies for the comb-like structure with
a = 7 calculated from Fourier series expansion with different numbers of terms
included
and
∫ ∫
S
u1,ξ1u0 − u0,ξ1u1dS = −
A20a˜
2
(
1 +
sinh 2α0a˜
2α0a˜
)
− a˜
4
2N−1∑
2
A2n
(
1 +
sinh 2αna˜
2αna˜
)
+
2N−1∑
n=0
even
An
2N−1∑
m=1
odd
Xm
(
n2 +m2
n2 −m2
)(
sinh(αn + αm)a˜
αn + αm
+
sinh(αn − αm)a˜
αn − αm
)
+
N−1∑
−N
Bnκn
γn
(
−iYn + Bnκn
2γ2n
(2γna˜+ 1)
)
. (4.27)
The discontinuity in u0 at y = a if insufficient terms are included in the
summation is illustrated in Fig. 4.4(a), which showsN = 2. WhenN = 40, shown
in Fig. 4.4(b), there is good agreement. However, the calculations of the standing
wave frequencies and the coefficient T are shown in Tab. 4.2 and 4.3 for different
values of N between 2 and 40 and demonstrate that these values are relatively
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N 2 5 10 20 40
T1 -0.0068 -0.0066 -0.0066 -0.0066 -0.0066
T2 -0.0704 -0.0687 -0.0686 -0.0686 -0.0686
T3 -0.2877 -0.2843 -0.2849 -0.2856 -0.2860
T4 -2.2022 -2.3602 -2.4267 -2.4628 -2.4816
Table 4.3: The values of T associated with the four standing wave frequencies for
the comb-like structure with a = 7 calculated from Fourier series expansion with
different numbers of terms included. The index represents the ith standing wave
frequency associated.
Figure 4.5: Plots of real(u) from finite element simulations for a comb grating
with a = 3 c.f. Fig. 4.2(b): (a) Fields generated by a line source with Ω = 0.4509
(Ω0 = 0.45127); (b) Fields generated by a line source with Ω = 1.3138 (Ω0 =
1.31510);(c) Detail of real (u) at Ω = 1.3138.
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Figure 4.6: Plots of real(u) from HFH for a comb with a = 3, c.f. Fig. 4.5,
generated by a line source at (a) Ω = 0.4509 and (b) Ω = 1.3138 respectively.
insensitive to the value of N used. There is good agreement with the values
obtained from the full numerical simulation and the asymptotic approximation.
In Table 4.1. are values of T used in equation (4.19), which combined with
the standing wave (Ω0) and excitation (Ω) frequencies yield an effective medium
equation. Fig. 4.5 shows the appearance of a new length scale when a periodic
comb-like structure with a = 7, is excited with a line source at the frequencies of
Ω = 0.4509 and Ω = 1.3138 respectively in Fig. 4.5 (a) and (b). The standing
wave eigensolutions closest to these frequencies are shown in Fig. 4.3(a), (b) and
show that on the microscale one expects no oscillation or one oscillation along the
open waveguide formed by the comb teeth in one strip, and this local behavior
is indeed seen in Fig. 4.5. There is also clearly a long-scale oscillation along the
comb and the calculation of the apparent pseudo wavelength is possible by HFH
as explained in section 4.2.2 and yields the respective wavelengths λ/2 ∼ 43.4
and λ/2 ∼ 73. These are in accordance with panels (a) and (b) of Figs. 4.5
and 4.6 where the latter shows a complete reproduction by HFH of the numerical
results, obtained by plotting Real(u).
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Figure 4.7: The dispersion branches, for the symmetric mode, (Ω = κ as dotted
line) are shown in panel (a) for cylinders with radii of 0.7 (dashed bold), 0.5
(bold) and 0.4 (solid). The corresponding asymptotic curves, from (4.16), are
shown as dashed lines. Panel (b) shows the standing wave eigensolution U0 for
r = 0.5.
4.3.2 Array of cylinders
Similarly to the comb structure one can also have a diffraction grating constructed
from a linear array of obstacles where surface wave modes can again occur. We
consider a linear periodic array of cylinders, as in say [43], where Rayleigh-Bloch
modes are observed.
The first mode, which is symmetric about y = 0, is shown in Fig. 4.7(b)
and exists for all radii r0 of the cylinders such that r0 ∈]0, 1[. Fig. 4.7(a) shows
the dispersion branches for radii r0 = 0.4, 0.5 and 0.7 and the associated HFH
asymptotics. If the radius is greater than r0 ∼ 0.81 a second Rayleigh-Bloch
mode appears, illustrated in Fig. 4.8(b), which is anti-symmetric about y = 0.
To motivate how this occurs we turn to a two-dimensional rectangular lattice
of cylinders, as a generalization of [8], so instead of a grating we consider the
dispersion diagram of a doubly periodic structure where the width of the rectan-
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Figure 4.8: The dispersion branches, for the antisymmetric mode, (Ω = κ as
dotted line) are shown in panel (a) for cylinders with radii of 0.95 (solid line) and
0.99 (bold solid line). The asymptotics are shown as dashed lines. In panel (b)
the antisymmetric eigensolution U0 is shown for r = 0.95.
gles is fixed to 2 and the height is gradually increased until a grating-like strip
is obtained. Fig. 4.9(a), (b) and (c) show the first three modes, and the light
line Ω = κ, for the respective cell heights of h = 2, 6 and 30 and each with a
centered hole of radius r0 = 0.95. Both dispersion modes initially above the light
line converge to the latter as the height of the cell increases and eventually one
emerges beneath it. Upon inspection the Bloch mode, for the rectangular array,
that passes beneath the light line has the appropriate symmetry and limits to
the anti-symmetric mode for the grating. As discussed in [43] the critical radius
value is ∼ 0.81 and beyond this there is the emergence of the antisymmetric
trapped mode; this is illustrated in Fig. 4.9(d) which shows the anti-symmetric
mode, for a rectangular array height of h = 30, for radii r0 = 0.4, 0.81 and 0.95
respectively. For radii r0 = 0.4 and 0.81 the mode merges with the light line, but
the mode related to 0.95 emerges below the light line and one then observes this
anti-symmetric Rayleigh Bloch mode. For all radii less than ∼ 0.81 all modes,
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Figure 4.9: The dispersion curves for cylinders placed in a rectangular array are
shown for Bloch waves in the x1 direction. The lowest three dispersion branches,
as solid lines, and Ω = κ as dotted, are shown in (a), (b) and (c) for rectangle
heights of 2, 6 and 30 respectively where the cylinder radius is 0.95. Panel (d)
shows the dispersion curves for a cell of height 30, in solid the second modes
for the respective radii of 0.4 and 0.95 and the lightline in dashed. Panel (e)
shows the variation of standing wave frequencies for the symmetric (solid) and
asymmetric (bold) modes versus cylinder radius for the infinite strip.
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Figure 4.10: Plots of real (u) for a diffraction grating consisting of cylinders of
radius r = 0.95: (a) Asymmetric fields generated by a dipole source for Ω = 1.508
(Ω0 = 1.51445); (b) Detail close to the dipole source showing the micro-scale
asymmetry; (c) Detail of the real part (upper panel) and absolute value (lower
panel) of the asymmetric u at Ω = 1.508; (d) Symmetric fields generated by a
line source at frequency Ω = 1.38 (Ω0 = 1.38407).
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Figure 4.11: Plots of real (u) from HFH for a cylinder of radius r = 0.95, c.f. Fig.
4.10, generated by a line source at (a) Ω = 1.508 and (b) Ω = 1.38 respectively
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Figure 4.12: The dispersion branches for the SRR structure. Results from nu-
merical simulations shown as solid lines, the asymptotics as dashed and the light
line is dotted. Panel (a) is for a large SRR of outer radius Rout = 0.95 and in-
ner radius Rin = 0.85 and panel (b) is for a smaller SRR with Rout = 0.4 and
Rin = 0.3.
bar the first, will collapse on the lightline. Fig. 4.9(e) shows a summary of the
variation of the standing wave frequencies with radius, and the appearance of
this anti-symmetric mode for radii in the interval [0.81, 1[ is evident. Notably,
the asymptotic HFH theory captures the behavior of the dispersion curves in this
case too as shown in Fig. 4.8(a).
To illustrate further HFH and the emergence of the long-scale oscillation we
performed large-scale finite element simulations summarized in Fig. 4.10. The
asymmetric mode was generated using a dipole source, to trigger the asymmetry,
and the symmetric mode using a line source. The chosen frequencies are slightly
away from the standing wave frequencies and are respectively Ω = 1.508 and Ω =
1.38 for panels (a) and (b). Once again the apparent lengthscales are evaluated
by HFH to be λ/2 = 109.4 and λ/2 = 72.7 which are confirmed by the numerics
as well as in Fig. 4.11.
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T Ω0
−0.1452 0.5509
−12.0376 1.4655
−25.1442 1.5177
−0.0038 2.1672
Table 4.4: The four standing wave frequencies, below the cutoff, for a SRR grating
with Rout = 0.95 and Rin = 0.85, c.f. Fig. 4.12(a), together with associated values
for T .
4.3.3 Array of Split Ring Resonators
SRR are extensively used to achieve left handed materials used in electromag-
netism [131]. For SRRs here we choose to use a simple cylindrical annulus with
two ligaments connecting the inner cylinder to the outer material. The weak
coupling between the inner cylinder through these two thin ligaments is impor-
tant as this arrangement can act as local resonators and this micro-resonance is
important in photonic applications and in metamaterials [121]. In SRR gratings
Rayleigh-Bloch modes occur at frequencies above the cutoff due to this resonance
behavior within the inner part of the SRR as shown in the fourth mode of Figs.
4.12(a) and the resonance is clear in the eigensolution shown in 4.13(d). The
ultra-flat dispersion curve, Fig. 4.12(a), is associated with dipole localized modes
in every SRR of the grating and it can be predicted using a geometric asymptotic
technique discussed in [8, 105].
The modes that arise for the grating of SRR split into two families, one which
is very similar to those of the cylinders of the last section, that is, Fig. 4.13(b) and
(c) are respectively similar to those of Figs. 4.7(b) and 4.8(b). The lowest mode,
whose eigensolution is shown in Fig. 4.13(a), is again one primarily associated
with the inner cylinder and vibrations of the ligaments.
HFH is used to generate the asymptotics and Table 4.4 shows the standing
wave frequencies and respective values of T for the first four modes of a SRR
grating with outer radius of Rout = 0.95. The asymptotics of the dispersion
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Figure 4.13: The eigenfunctions U0, and U1 shown for the SRR structure, with
outer, inner radius Rout = 0.95, Rin = 0.85 c.f. Fig. 4.12(a). These are for the
Ω0 in Table 4.4 with (a)-(d) for ascending Ω0. In each panel U0 is shown on the
left and U1 on the right.
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Figure 4.14: Plots of real (u) for a SRR grating with SRR of inner and outer
radii 0.85 and 0.95 respectively and ligaments of thickness 0.06 (standing wave
frequencies in Table 4.4): (a) Field generated by a line source at Ω = 1.45;
(b,c) Detail of real (u) at Ω = 1.45 centered around x = −43 showing the
developed field (b) and around the source (c); (d) Field generated by a line
source at Ω = 0.54; (e,f) Close up on the absolute value of field u at frequency
Ω = 0.55,Ω = 0.54 respectively.
curves again show pleasing accuracy.
Numerical finite element solutions for line source excitation show plainly this
separation into exterior modes akin to those of the cylinder Figs. 4.14(a,b,c)
and those localized almost entirely within the SRR as in Figs 4.14(d,e,f): In
these latter cases the array acts very clearly as an oscillating string. The smaller
SRR illustrated in Fig 4.15 gives an even more pronounced locally anti-periodic
oscillation with long-scale oscillation. The excitation frequencies are chosen to
be close to those of standing waves and the long-scale behavior extracted using
HFH as seen in the Fig. 4.16. The wavelengths associated with Fig. 4.16 are in
the panel’s order of appearance, λ/2 = 51.2, 11, 69.6, 119.1.
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Figure 4.15: Plots of real (u) for a SRR grating with SRR of inner and outer radii
0.3 and 0.4 and ligaments of thickness 0.06: (a) Fields generated by a line source
at Ω = 1.50 (Ω0 = 1.50295); (b,c) Detail of u at Ω = 1.50 centered around x = 49
showing the developed field ; (d) Field generated by a line source at Ω = 1.42
(Ω0 = 1.42199); (e,f) Detail of real (u) at frequency Ω = 1.42
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Figure 4.16: Panels (a) and (b) show real (u) from HFH for a SRR, with inner
and outer radii of Rin = 0.85 and Rout = 0.95, c.f. Fig. 4.14, generated by a line
source at Ω = 1.45 and Ω = 0.54 respectively. Panels (c) and (d) show real (u)
from HFH for a SRR, with inner and outer radii of Rin = 0.3 and Rout = 0.4, c.f.
Fig. 4.15, generated by a line source at Ω = 1.50 and Ω = 1.42 respectively.
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4.4 Defect states in quasi periodic gratings
The previous examples illustrate HFH for perfectly periodic media but its appli-
cations go further than this. In section 4.3 HFH asymptotics and the resulting
effective media successfully homogenize perfect periodic arrays, but one could
also obtain analytical or numerical solutions fairly quickly at least for simple ge-
ometries. The real power of HFH lies in its capability to move away from perfect
periodicity. We now take the comb of section 4.3.1 but now vary the height of
the comb’s teeth with respect to the x coordinate by a function g(X), so that
their height is a(1 − ε2g(X)) and ask the question of whether localized states
exist at specific frequencies in such quasi-periodic media, that is, are there finite
energy states that have exponential decay along the array? We make the follow-
ing change of coordinates in order to transform the varying tooth height in x2 to
constant height pins in the new coordinate ξ2 such that,
ξ1 =
x1
l
, X =
x1
L
, ξ2 =
x2
l
[
1− ε2g(X)] . (4.28)
This sleight of hand transforms the medium and moves the tooth heights to a
constant within this transformed medium. Following through the asymptotic
procedure, as in section 4.2, we obtain three equations ordered in ε, the only
change is at second order where (4.7) becomes
u2,ξiξi + Ω
2
0u2 = −u0,XX − 2u1,ξ1X + 2g(X)u0,ξ2ξ2 − Ω21u1 − Ω22u0 (4.29)
which contains an additional term. Neumann boundary conditions remain un-
changed for leading and first order but in second order yield,
u1,Xn1 + u2,ξini − g(X)u0,ξ2n2 = 0. (4.30)
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ε ΩHFH Ωnum
0.125 0.21247 0.21252
0.0625 0.21074 0.21079
Table 4.5: The predicted frequencies of the localized defect mode near the first
standing wave frequency (Ω0 = 0.210161050669707, c.f. Table 4.1) for the comb-
like structure with a = 7 c.f. Fig. 4.2(d). The frequencies ΩHFH come from the
asymptotics (4.32) whereas Ωnum gives predictions from FEM simulations. The
parameter ε controls the variation of tooth height in (4.28).
Using a solvability condition we obtain an equation for f0 as,
Tf0,XX + f0[αg(X) + Ω
2
2] = 0, with α =
∫ ∫
S
(U20,ξ2 − U0U0,ξ2ξ2)dS∫ ∫
S
U20dS
, (4.31)
where T is given in (4.15). This is a Shro¨dinger equation and for specific choices
of g(X) exact solutions exist notably for g(X) = −sech2X as in [36, 68], hence
adopting this variation an asymptotic value of the lowest defect mode frequency
is explicitly
Ω2 = Ω20 −
Tε2
4
(
1−
√
1− 4α/T
)2
(4.32)
provided that α/T is always negative, which occurs as T is always negative and
α positive. The associated solutions for f0(X) are [68],
f0(X) = pi
−
1
4
(
Γ(γ)
Γ(γ − 1/2)
) 1
2
cosh−γ+1/2X, (4.33)
where for the lowest defect mode γ =
√
1/4− α/T and Γ(γ) is the Gamma
function [1].
For a = 7 Table 4.5 shows the predictions of the frequencies at which these
defect states arise versus values extracted from finite element simulations which
are reassuringly accurate, and these defect mode frequencies are above the stand-
ing wave frequencies as one would expect. Perhaps more compelling are the
illustrative solutions shown in Fig. 4.17 which show f0 versus the numerical
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Figure 4.17: The localized defect mode shown for the comb-like structure with
variation of tooth height for a = 7. The variation follows equation (4.28) with
ε = 0.125 in panel (a) and ε = 0.0625 in panel (b). In solid are solutions from
FEM simulations of u along x and for y = 7, and in dashed are from equation
(4.33).
122
eigensolutions; as both solutions are arbitrary to within a multiplicative constant
we normalize to have max(f0) equal to the maximum value of the numerics.
4.5 Concluding remarks
It is shown here that one can take a microstructured surface, or diffraction grat-
ing [124, 126], and close to the standing wave frequencies that occur, one can
represent the surface as an effective string, or membrane. The standing waves
can occur at high frequencies and as a result the effective stiffness is not simply
an average but involves the integrals over a microscale, importantly the effective
equation is posed entirely on the long-scale with the short-scale built in through
integrated quantities. Thus we extend homogenization in two distinct directions
enabling microstructured surfaces, instead of the more usual bulk media, to be
modeled and away from the usual low-frequency limit. Given the effective equa-
tion description one can then concentrate numerical efforts on modeling instead
of capturing the fine scale detail. Indeed, as shown in section 4.4, one can use the
effective description to capture analytically features such as defect states caused
by non-periodic behavior.
There are several practical directions that could be pursued using this analysis,
notably the surface wave for line source excitation demonstrates the two-scale
behavior beautifully with a short-scale oscillation from one neighboring strip to
the next and, in some sense, chooses its own longer wavelength. The current
theory neatly encapsulates this and this information could be used as part of an
inverse problem to determine the quality of microscale or nanoscale surfaces, and
the defect states could identify local damage. Importantly, questions related to
tuning a surface to have designer properties can be encapsulated into how the
coefficient T behaves and that too avoids lengthy computations using numerical
methods for gratings such as Fourier [82] or Differential [80] methods.
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Chapter 5
HFH for photonic and phononic
crystals: the Dirichlet case
Over the past 25 years, many significant advances have created a deep understand-
ing of the optical properties of photonic crystals (PCs) [71, 144]; such periodic
structures prohibit the propagation of light, or allow it only in certain directions
at certain frequencies, or localize light in specified areas. This sort of metamate-
rial (using the consensual terminology for artificial materials engineered to have
desired properties that may not be found in nature’s raw materials, such as neg-
ative refraction, see e.g. [130, 136]) enables a marked enhancement of control
over light propagation; this arises from, for instance, the periodic patterning of
small metallic inclusions embedded within a dielectric matrix [110, 120]. PCs are
periodic devices whose spectrum is characterized by photonic band gaps and pass
bands, just as electronic band gaps exist in semiconductors: In PCs, light propa-
gation is disallowed for certain frequencies in certain directions. This effect is well
known [70, 150] and forms the basis of many devices, including Bragg mirrors,
dielectric Fabry-Perot filters, and distributed feedback lasers; all of these contain
low-loss dielectrics periodic in one dimension, so are one-dimensional PCs. Such
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mirrors are tremendously useful, but their reflecting properties critically depend
upon the frequency of the incident wave in regard with its incidence [94]. For
broad frequency ranges, one wishes to reflect light of any polarization at any angle
(which requires a complete photonic band gap) and for Dirichlet media (i.e. those
composed with microstructure where the field is zero on the microparticles) such
a gap occurs at zero-frequency. It is therefore possible to create seismic shields for
low-frequency waves [9, 22]. Extending these ideas to higher dimensions allows
for a much greater range of optical effects: all-angle negative refraction [89, 147],
ultra-refraction [34, 45] and cloaking at Dirac-like cones [24]: We will demonstrate
here that an effective medium can be created that reproduces these effects.
Our aim is to generate HFH for arrays of holes with Dirichlet conditions, so
this is for transverse magnetic (TM) waves in electromagnetism, and then com-
pare through full numerical simulations of HFH and finite elements to show how
the behavior of the numerous interesting optical effects emerge naturally through
the coefficients of our effective medium. This is intertwined with a knowledge and
understanding of the wave structure for a perfect medium where the dispersion
relations connecting the phase shift across an elementary cell with the frequency
is key. In section 5.1 we set up the mathematical framework leading to the ef-
fective medium equation (5.3), this is in a non-dimensional setting so for clarity
in section 5.2 the main results are summarized in a dimensional setting. We do
not present the development up until the ordered equations since it is the same
as for the Neumann holes in chapter 2. There are degenerate cases that are of
substantial interest and connect with Dirac-like dispersion [24] and these lead to
a different effective equation also outlined in section 5.2.
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5.1 General theory
A two dimensional structure composed of a doubly periodic, i.e. periodic in both
x and y directions, square array of cells with, not necessarily circular, identical
holes inside them is considered (see Fig. 2.1). We are primarily concerned with
electromagnetism where Maxwell’s equations separate into TE and TM polar-
izations and the natural boundary conditions on the holes are then Neumann
and Dirichlet respectively; the asymptotics for the former are considered in chap-
ter 2 and applications in metamaterials are illustrated with split ring resonators
[121]. In the current chapter our emphasis is rather different, and is upon TM
polarization for which the Dirichlet conditions induce different effects, such as
zero-frequency stop bands, and require a modified theory.
Assuming an exp(−iωt) time dependence that is considered understood, and
henceforth suppressed, the governing equation is,
∇x · [a(ξ)∇xu(x)] + ω2ρ(ξ)u(x) = 0 (5.1)
on −∞ < x1, x2 < ∞ where ω is the angular frequency. In the periodic setting,
each cell is identical and the material is characterized by two periodic functions
on the short-scale, in ξ ≡ (x1/l, x2/l), namely a(ξ) and ρ(ξ). In the context
of photonics, these are the inverse of permeability (µ−1), and permittivity (ε),
respectively, which are related to the wavespeed of light in vacuum c via the refrac-
tive index n as follows: εµ = n2c−2. The unknown u physically is the longitudinal
component E3 of the out-of-plane electric field E = (0, 0, E3), bearing in mind
that the transverse magnetic field H = (H1, H2, 0) is retrieved from Maxwell’s
equation H = iω−1µ−1∇× E. In the context of phononics, a(ξ) and ρ(ξ) would
stand respectively for the shear modulus and the density of an isotropic elastic
medium, and the unknown u would correspond to the out-of-plane displacement
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(amplitude of SH shear waves). One can also easily draw analogies with acoustic
pressure waves in a fluid, or linear surface water waves, which explains the ac-
tivity related to finding correspondences between models of electromagnetic [130]
and acoustic [33] metamaterials. As in chapter 2 the length of the direct lattice
base vectors is taken equal and to be 2l, and defines a short lengthscale. The
overall dimension of the structure is of a much longer length-scale, L; the ratio of
scales, ε ≡ l/L 1 then provides the usual small parameter for use later in the
asymptotic scheme. Using the same non-dimensionalization of the physical func-
tions as in chapter 2 and proceeding with the same asymptotic ansatz we obtain
a set of equations ordered in ε identical to equations 2.5 to 2.7. The separation of
variables between the two length scales is still the same as equation (2.8) but the
boundary conditions on the inside boundary of the cell (∂S2) change to Dirichlet
and in the new scale coordinates read,
u(X, ξ)|∂S2 = 0 ⇐⇒ ui(X, ξ)|∂S2 = 0, i ∈ N (5.2)
and are set in the short-scale ξ so, for i = 0, U0(ξ; Ω0)|∂S2 = 0. Using the same
solvability conditions as in chapter 2 we obtain the following equation on the long
scale,
Tijf0,XiXj + Ω
2
2f0 = 0, with Tij =
tij∫ ∫
S
ρU20dS
for i, j = 1, 2. (5.3)
In particular, the coefficients Tij encode the anisotropy at a specific frequency
and the tij’s are integrals over the small-scale cell
tii =
∫ ∫
S
aU20dS + 2
∫ ∫
S
aU1i,ξiU0dS +
∫ ∫
S
a,ξiU1iU0dS, (5.4)
tij = 2
∫ ∫
S
aU1j ,ξiU0dS +
∫ ∫
S
a,ξiU1jU0dS for i 6= j, (5.5)
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where U1i is the ith component of vector function U1. Note that there is no
summation over repeated indexes for tii. The PDE for f0, equation (5.3), is
crucial as the local microstructure is completely encapsulated within the tensor
Tij ; these are, for a specific structure at an Ω0, just numerical values as illustrated
in table 5.2. Notably the tensor can have negative values, or components, and it
allows one to interpret and, even more importantly, predict changes in behavior
or when specific effects occur. The structure of the tensor depends upon the
boundary conditions of the holes, the results here, for instance, are different from
those of the Neumann case in chapter 2. Another key point is that numerically
the short scale is no longer present and the PDE (5.3) is simple and quick to solve
numerically, or even by hand.
One primary aim is to deduce formulae for the local behavior of disper-
sion curves near standing wave frequencies as these shed light upon the phys-
ical effects observed. For this one returns to the perfect lattice and then Flo-
quet Bloch boundary conditions on the elementary cell lead immediately to
f0(X) = exp(iκjXj/ε). In this notation κj = Kj − dj with Kj ∈ [0, pi/2] and
dj = 0, pi/2,−pi/2 depending on the location in the Brillouin zone. Equation
(5.3) gives
Ω ∼ Ω0 + Tij
2Ω0
κiκj (5.6)
and these locally quadratic dispersion curves are completely described by Ω0 and
the tensor Tij .
5.1.1 Classical singularly perturbed zero-frequency limit
It is natural, at this point, to contrast with usual homogenization theories. As
is well-known [99, 110] one cannot homogenize the TM polarized case because
the conventional approach only works at low frequencies in a quasi-static limit.
Some authors attribute this to a singular perturbation, or non-commuting limit,
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problem whereby letting first the Bloch wavenumber and then the frequency tend
to zero, or doing it the way around, leads to a different result [128]. The approach
used in this article overcomes this by releasing the theory from the low-frequency
constraint. For TE polarization [8] one can explicitly connect the theories and
show that the low frequency theory is a sub-set of the high frequency approach.
The TM case differs fundamentally as there is a zero-frequency stop-band.
We now prove that the usual homogenization cannot give the asymptotic
behavior even at low-frequency. Setting Ω2 = ε2Ω22 + . . ., that is, going to low
frequency, and assuming that u0(X, ξ) = f(X)U0(ξ) is non-zero one arrives at
a contradiction: At leading order U0(ξ) satisfies ∇2U0 = 0 where for brevity we
have set a = 1, complemented by U0 = 0 on the hole and periodic (anti-periodic)
boundary condition on the edge of the cell. From the uniqueness properties of the
Laplacian U0 ≡ 0 is the unique solution and hence usual homogenization cannot
find the asymptotics at low frequency in this Dirichlet case.
5.1.2 Repeated eigenvalues: linear asymptotics
Repeated eigenvalues are commonplace in specific examples and, as we shall see,
are particularly relevant to Dirac-like cones [24] that have practical significance.
If we assume repeated eigenvalues of multiplicity p the general solution for the
leading order problem becomes,
u0 = f
(l)
0 (X)U
(l)
0 (ξ; Ω0) (5.7)
where we sum over the repeated superscripts (l). Proceeding as before, we mul-
tiply the first order equation by U
(m)
0 , subtract u1((aU
(m)
0,ξi
),ξi + Ω
2
0ρU
(m)
0 ) then
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integrate over the cell to obtain,
f
(l)
0,Xi
∫ ∫
S
U
(m)
0 (2aU
(l)
0,ξi
+ aξiU
(l)
0 )dS + Ω
2
1f
(l)
0
∫ ∫
S
ρU
(l)
0 U
(m)
0 dS = 0. (5.8)
There is now a system of coupled partial differential equations for the f
(l)
0 and,
provided Ω1 6= 0, the leading order behavior of the dispersion curves near the Ω0
is now linear (these then form Dirac-like cones). These coupled partial differential
equations on the long-scale now replace (5.3) near these frequencies.
For the perfect lattice and Bloch wave problem, we set f
(l)
0 = fˆ
(l)
0 exp(iκjXj/ε)
and obtain the following equations,
(
i
κj
ε
Ajml + Ω
2
1Bml
)
fˆ
(l)
0 = 0, for m = 1, 2, ..., p (5.9)
where,
Ajml =
∫ ∫
S
U
(m)
0 (2aU
(l)
0,ξj
+ a,ξjU
(l)
0 )dS (5.10)
and
Bml =
∫ ∫
S
ρU
(l)
0 U
(m)
0 dS. (5.11)
The system of equations (5.9) is written simply as,
CFˆ0 = 0, (5.12)
with Cll = Ω
2
1Bll and Cml = iκjAjml/ε for l 6= m. One must then solve for
Ω21 = ±√αijκiκj/ε when the determinant of C vanishes and the asymptotic
relation is,
Ω ∼ Ω0 ± 1
2Ω0
√
αijκiκj. (5.13)
If Ω1 is zero, one must go to the next order and a slightly different analysis ensues.
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α11 α22 Ω0
2pi2 2pi2 pi
4pi2 4pi2
√
2pi
Table 5.1: The coefficients αii, necessary in equation (5.13) for the two Dirac-like
cones at point Γ of the Brillouin zone for a doubly periodic array of constrained
points.
5.1.3 Repeated eigenvalues: Quadratic asymptotics
Assuming that Ω1 is zero, u1 = f
(l)
0,Xk
U
(l)
1k
(we again sum over all repeated (l)
superscripts and subscripts (k)) and advance to second order using (2.7). Taking
the difference between the product of equation (2.7) with U
(m)
0 and u2((aU0,ξi),ξi+
Ω20ρU0) and then integrating over the elementary cell gives
f
(l)
0,XiXi
∫ ∫
S
aU
(m)
0 U
(l)
0 dS + f
(l)
0,XkXj
∫ ∫
S
U
(m)
0 (2aU
(l)
1k,ξj
+ a,ξjU
(l)
1k
)dS
+Ω22f
(l)
0
∫ ∫
S
ρU
(m)
0 U
(l)
0 dS = 0, for m = 1, 2, ..., p (5.14)
as a system of coupled PDEs. The above equation is presented more neatly as
f
(l)
0,XiXi
Aml + f
(l)
0,XkXj
Dkjml + Ω
2
2f
(l)
0 Bml = 0, for m = 1, 2, ..., p. (5.15)
For the Bloch wave setting, using f
(l)
0 (X) = fˆ
(l)
0 exp(iκjXj/ε) we obtain the
following system,
(
−κiκi
ε2
Aml − κkκj
ε2
Dkjml + Ω
2
2Bml
)
fˆ
(l)
0 = 0, for m = 1, 2, ..., p (5.16)
and this determines the asymptotic dispersion curves.
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T11 T22 Ω0
0.6988 0.6988 1.7009
7.8677 7.8677 3.3616
0.3230 −8.9980 3.6327
4.9681 14.2899 3.6327
4.7755 4.7755 4.1487
−4.2798 −4.2798 4.8770
Table 5.2: The first six standing wave frequencies for in-phase waves at Γ, cf.
Fig. 5.1, together with associated values for T11 and T22. Symmetry between T11
and T22 is breaking when the multiplicity of the eigenvalue is greater than two.
Negative group velocity is demonstrated by the negative sign of both Tij’s.
5.2 Effective dispersive media
The major goal of HFH is to represent the periodic medium of finite extent using
an effective homogeneous medium and the main result of this thesis is in achieving
this, and for clarity this is summarized in this section back in the dimensional
setting.
Transforming equation (5.3) back to the original xi = XiL coordinates and
using the solution of Ω2 we obtain an effective medium equation for fˆ0 that is,
Tij fˆ0,xixj(x) +
Ω2 − Ω20
l2
fˆ0(x) = 0. (5.17)
The nature of equation (5.17) is not necessarily elliptic since T11 and T22 can take
different values and/or different signs. In the illustrations herein the Tij = 0 for
i 6= j. The hyperbolic behavior of equation (5.17) yields asymptotic solutions
that describe the endoscope effects where, if one of the Tii coefficients is zero as
often happens near the pointM of the Brillouin zone, waves propagate only in one
direction. Note that when the cell has the adequate symmetries the dispersion
relation near point N(0, pi/2) is identical to that near point X(pi/2, 0) which
explains the existence of two orthogonal directions of propagation instead of only
one.
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Figure 5.1: The dispersion diagram for a doubly periodic array of square cells
with circular inclusions, of radius 0.4, fixed at their inner boundaries shown for
the irreducible Brillouin zone of Fig. 2.1. The dispersion curves are shown in
solid lines and the asymptotic solutions from HFH are shown in dashed lines.
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At Dirac-like cones the linear behavior of the effective medium yields an equa-
tion slightly different from (5.17). Regarding the zero radius holes, presented in
the following section 5.3.3, it consists of a system of three coupled PDE’s that
uncouple to yield one identical PDE for all f
(i)
0 s that is of the form,
fˆ0,xixi(x) + β
(Ω2 − Ω20)2
l2
fˆ0(x) = 0, (5.18)
where β is a coefficient equivalent of the Tij but this time is the same for all
combinations of i and j. The quadratic mode that emerges in the middle of the
linear ones follows equation (5.17).
5.3 Dispersion curves
We now generate dispersion curves for circular and square holes and verify the
HFH theory versus these numerically generated curves; this is a good test of
the approach as the dispersion curves contain changes in curvature, coalescing
branches and modes that cross. These dispersion curves can then be used to
interpret the physical optics phenomena seen later. Most vividly the dispersion
curves also show the zero frequency, and other, stop bands.
5.3.1 Circular inclusions in a square array
The circular inclusions are arranged in a square array and each elementary cell
is a square of side 2, we consider large holes initially and then how the curves
change as the radius decreases. Ultimately we consider infinitesimal radii and
perhaps remarkably obtain explicit solutions. In almost all other cases one has
to use fully numerical techniques, or semi-analytical methods such as multipoles
[107, 150].
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Figure 5.2: The solid line dispersion curves are from FE computations (circle of
radius 0.4) and the dashed are from the HFH asymptotics. These curves become
virtually indistinguishable when one takes larger and larger macro cells, as this
amounts to perturbing away from an increasing number of standing waves on the
diagrams, which is the essence of the folding technique. In the limit of an infinite
macro cell one would perturb away from a dense set of points on the diagrams,
and their reconstruction would become perfect [27].
Large circular holes
The full dispersion curves are computed numerically using COMSOL (finite el-
ement code [30]) and then asymptotically with the HFH using the equations
developed in section 5.1. Fig. 5.1 illustrates the typical dispersion curves versus
the asymptotics for wavenumbers, on the specified path of Fig. 2.1, for the exam-
ple of a hole with radius 0.4. There is, as expected, a zero-frequency stop-band
and the lowest branch is isolated with a full stop-band also lying above it. At
some standing wave frequencies two modes share the same frequency, for instance
the third and fourth modes at Γ; these modes are asymptotically quadratic in the
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local wavenumber. Table 5.2 shows the T11, T22 values for point Γ of the Brillouin
zone. Note how T11 = T22 for all single eigenfrequencies, but that symmetry
breaks for the double roots. Moreover the signs of the T11 and T22 naturally in-
form one of the local curvature near Γ. Physically, this tells us the sign of group
velocity of waves with small phase-shift across the unit cells, and thus whether or
not they undergo backward propagation, which is one of the hallmarks of negative
refraction.
Folding technique for reconstructing the dispersion curves asymptoti-
cally
An apparent deficiency of the approach we present is that it requires known stand-
ing wave frequencies, and associated eigenstates, at the band edges and that the
asymptotics may be poor at frequencies far from these standing waves; until now
HFH, applied to the dispersion curves, has been limited to obtaining asymptotic
solutions near the standing wave frequencies [35]. This uses an elementary cell
containing a single hole and the irreducible Brillouin zone associated with it,
however by using larger macro-cells containing four or more holes, and foldings of
their resultant Brillouin zone, one can extract the asymptotics at other positions
in wavenumber space thereby considerably enhancing the asymptotically cover-
age, see Fig. 5.2. As an example, we take an elementary square cell of length 2
with circular holes of radius 0.4, section 5.3.1 and Fig. 5.1.
To obtain asymptotic solutions at the wavenumber positions, I(pi/4, 0),
J(pi/2, pi/4), M ′(pi/4, pi/4) of Fig. 5.2(b), bisecting the three segments [ΓX],
[MX] and [ΓM ] of the Brillouin zone we can use the equations (5.3, 5.4, 5.5)
again, section 5.1.2, but now with different elementary cells.
Let the Brillouin zone for a square macro-cell composed of four holes be Γ′M ′I.
At Γ′(0, 0) periodic (in-phase) conditions on the macro cell boundaries yield all in-
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T11 T22 Ω0
0.9797 0.9797 0.6246
1 −22.3334 3.1416
12.4396 12.4398 3.3888
−16.7778 18.7778 4.4429
18.8561 18.8554 4.6708
Table 5.3: The first five frequencies for in-phase standing waves and their respec-
tive Tij coefficients for a doubly periodic array of square cells with zero radius
holes (see Fig. 5.3). Equal T11 and T22 coefficients are for the single multiplicity
eigenmodes. The second and fourth set of Tij are for the quadratic modes of the
Dirac-like cones.
phase and out-of-phase modes of the elementary cell containing a single hole. This
elementary cell’s [ΓM ] segment is folded on pointM ′. AtM ′, where anti-periodic
(out-of-phase) conditions on the macro cell are applied, the dispersion curves
contain repeated roots, which are linear, and their slope is equal to the asymptote
of the dispersion curves of the elementary cell setting at point M ′. Proceeding
in a similar manner one can fold the Brillouin zone at will by considering macro-
cells composed of simple unfoldings of the elementary cell. Asymptotics can be
obtained for wavenumber positions of the Brillouin zone equal to all ratios of the
elementary cell’s Brillouin zone wavenumber points.
We now illustrate this by obtaining asymptotics at points M ′, I and J which
respectively correspond to the following macro cell settings, a square macro cell
composed of four elementary cells with anti-periodic boundary conditions, a rect-
angular macro cell composed of two elementary cells in the ξ1 direction with
anti-periodic boundary conditions on ξ1 but periodic on ξ2 and finally a rect-
angular macro cell composed of two elementary cells in the ξ2 direction with
anti-periodic conditions in ξ1 and ξ2. The asymptotics at points M
′, I, J as well
as the usual points Γ, M and X are illustrated in Fig. 5.2.
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Figure 5.3: The dispersion curves for a doubly periodic array of constrained
points: Solid lines are from exact dispersion relation (5.20) and the dashed lines
are HFH asymptotics. Additionally, we draw two sets of dotted lines emerging
from Γ and X which are folded light lines.
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5.3.2 Circular inclusions of small radius
As the hole radius decreases, the dispersion curves gradually transition toward
those of the infinitesimal holes shown in Fig. 5.3: The zero frequency stop-band
is generic, and a feature forced by the Dirichlet boundary condition, however,
the lowest dispersion curve is no longer isolated and triple crossings created by
repeated roots occur.
For the larger hole radius, section 5.3.1, all the modes are locally quadratic
close to the standing wave frequencies. As the wavenumber moves away from
those specific Brillouin zone points the behavior of the dispersion curves becomes
locally linear. The formation of triple, and more, crossings as the radius tends
to zero, are created by the linear behavior of the dispersion curves far away from
points Γ, M and X moving toward those points to replace the quadratic behavior
of all the multiple modes, except one, as seen in Fig. 5.3. Triple crossings are
illustrated at the second and fourth standing wave frequencies at point Γ and the
first standing wave frequencies at point M , where the third frequency at point M
yields a hep-tuple crossing. Reassuringly, the asymptotic theory captures these
multiple modes whether the crossings are double, triple, or more as is illustrated
in Figs. 5.1, 5.3 where the circular holes are respectively of radius 0 and 0.4. For
the multiple crossing points with multiplicity higher than two, both linear and
quadratic dispersion curves arise. One can proceed, as in section 5.1.2, to obtain
the different Ω1 coefficients and one of them is zero; proceeding to higher order and
apply equations (5.14) to (5.16) gives the quadratic behavior of the middle mode
emerging from the triple crossings. Again the Tii contain the critical information
about the local behavior, some typical values along Γ are given in table 5.3, for the
quadratic curves; they are naturally identical for isolated modes but describe the
inherent anisotropy for the other cases. One can then immediately see whether
the material will behave with directional preferences at specific frequencies.
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Dispersion diagrams of zero radius and for 0.1 radius (not shown) geometries
are almost indistinguishable by eye, but apparent triple crossings in the latter are
actually a double crossing together with a single mode that has almost the same
standing wave frequency. The separation of the two almost touching standing
wave frequencies depends on the size of the inclusion and tends to zero as the
inclusion shrinks down to a point: Fig. 5.4 illustrates a close-up of a triple point
comparing inclusions of radius 0 and 0.1. This is actually important for the
Dirac-like cones and associated effects.
5.3.3 Zero radius, Fourier series and Dirac-like cones
A doubly periodic array of constrained points (circles of zero radius) is an attrac-
tive limit and has an immediate solution in terms of Fourier series as
u(ξ1, ξ2) = e
iκ·ξ
∞∑
n1=−∞
∞∑
n2=−∞
e−ipiN·ξ
(κ1 − pin1)2 + (κ2 − pin2)2 − Ω2 (5.19)
with κ = (κ1, κ2) and N = (n1, n2) and Ω and κ are related via the dispersion
relation
D(κ,Ω) =
∞∑
n1=−∞
∞∑
n2=−∞
1
(κ1 − pin1)2 + (κ2 − pin2)2 − Ω2 = 0. (5.20)
This is valid provided the double sum does not have a singularity, which would
occur whenever
Ω =
√
(κ1 − pin1)2 + (κ2 − pin2)2. (5.21)
These relations from the singularities also play a role in the dispersion picture;
they correspond to the Bloch states of a perfect medium without any constraints
(a homogeneous isotropic medium). However, in some circumstances they also,
by serendipity, exactly satisfy the constraint u = 0 at the centre of each cell and
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therefore, in those cases, are simultaneously dispersion curves; this is the origin
of the degeneracy seen in the multiple crossings (occurring at Dirac-like points)
of the dispersion curves of Fig. 5.3. It is also clear from the dispersion relation
that Ω = 0 is not a solution at κ = 0 and hence that there is a zero-frequency
stopband and conventional long-wave homogenization is doomed to failure cf.
section 5.1.1.
A set of dispersion curves are shown in Fig. 5.3: The Bloch states for the
perfect medium free of defects lead to light lines folded at the edges of the Brillouin
zone and those emerging from Γ are pertinent to the current discussion. These
light lines intersect at the multiple crossings, which are called generalized Dirac-
like points: Generalized Dirac-like points occur for a given set of frequencies
at all three edges of the Brillouin zone, namely for points Γ, M and X. It is
useful to find criteria for their multiplicity: At Γ the generalized Dirac-like points
occur for Ω2 = pi2m such that m = n21 + n
2
2 with m integer; the multiplicity
depends on the ways in which n1 and n2 can form m. From elementary number
theory m can be equal to the sum of two squares in more than one way, i.e.,
m = 50 = 52 + 52 = 72 + 12 or the sum of two squares can also be a perfect
square, i.e., m = 25 = 52 = 42 + 32. Equation u,xixi + pi
2(n21 + n
2
2)u = 0 together
with the appropriate boundary conditions describes the generalized Dirac-like
points and an independent set of solutions is formed from different possibilities of
sin(pi(nix+ njy)), sin(pi(nix− njy)), cos(pi(nix+ njy))-cos(pi(npx− nky)) where
i, j, p, k ∈ {1, 2}, i 6= j and p 6= k. The multiplicity can be equal to 3, 7, 11 or
more depending on m. For example Ω2 = pi2 with ni = 1, nj = 0 has multiplicity
3 where Ω2 = 5pi2 has multiplicity 7 and Ω2 = 50pi2 has multiplicity 11. This is
true for solutions at Γ and M but at X one can obtain a singularity that accepts
only one eigensolution. Due to the non-symmetry of the general sum at X that
renders the denominator of the Fourier series singular, m = (1/2−n1)2+n22, it is
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possible to obtain solutions of multiplicity one as in the case of Ω0 = pi/2 where
the only eigensolution respecting the boundary conditions is sin(pix/2).
Given the exact solution one can, in these special cases, generate the asymp-
totics by hand. For the asymptotics we construct the coefficients using U0 from
(5.19) and deduce U1 = (U11, U12) as
U1k = 2ie
iκ·ξ
∞∑
n1=−∞
∞∑
n2=−∞
(κk − pink)e−ipiN·ξ
[(κ1 − pin1)2 + (κ2 − pin2)2 − Ω2]2 (5.22)
and thus one can extract the Tij in (5.3) by doing the integrals by hand, the
off-diagonal terms are zero, and T11 and T22 are
T11 = 1− 4
∑
∞
n1=−∞
∑
∞
n2=−∞
(κ1−pin1)2
[(κ1−pin1)2+(κ2−pin2)2−Ω20]
3∑
∞
n1=−∞
∑
∞
n2=−∞
1
[(κ1−pin1)2+(κ2−pin2)2−Ω20]
2
, (5.23)
and an identical equation for T22 but with 1 and 2 interchanged, where (κ1, κ2) are
(0, 0), (pi/2, 0) and (pi/2, pi/2) at the edges of the Brillouin zone at the respective
points of Γ, X and M . These asymptotics only apply at the isolated, non-
repeating roots, and are shown in Fig. 5.3.
The linear cases at the triple crossings are easily extracted from section 5.1.2.
For instance, for the repeated case at Ω0 = pi there are three linearly independent
solutions with
u0 = f
(1)(X) sin piξ1 + f
(2)(X) sin piξ2 + f
(3)(X)[cos piξ1 − cos piξ2] (5.24)
Following through the methodology one arrives at 2Ω41 = (2pi)
2(κ21 + κ
2
2) which
gives the two linear asymptotics, and similarly at the other points. Table 5.1
summarizes the coefficients for the first two Dirac-like cones at point Γ. The
asymptotics are shown in Fig. 5.4 showing that the linear behavior is perfectly
captured.
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Figure 5.4: Panel (a) shows a close up of the Dirac-like point and its asymptotics
from figure 5.3. The values for the asymptotic coefficients of equation (5.13) are
α11 = α22 = 2pi
2 and for equation (5.6) they are T11 = 1 and T22 = −22.34. Panel
(b) shows the same region for a slightly larger hole radius of 0.1 where one can
see the merging of the double mode with the mode near pi to form a triplet as the
radius decreases to zero. HFH captures both cases as is seen from the asymptotic
curves. As the radius decreases the top and bottom quadratics become steeper
and ultimately reach a linear behavior.
5.3.4 Square inclusions
Our methodology is not limited to circular inclusions and is easily applied to any
shape, we briefly consider square inclusions taking a square of side
√
2 and see
in Fig. 5.5 that the dispersion curves are not unlike those of the large cylinder
in Fig. 5.1: an isolated lowest mode separating a zero frequency stop-band from
a wide stop-band, yet another stop band arises near Ω = 6. The asymptotics
from HFH again reproduce the behavior near the edges of the Brillouin zone and
can be used to construct effective HFH equations. The HFH results in Fig. 5.1
are almost completely indistinguishable all along the lowest two branches and
are highly accurate near the edges of the Brillouin zone for the other branches.
Interestingly, the orientation of the square matters strongly and rotating it pro-
gressively flattens the lowest (lower frequency) dispersion curves until ultimately,
for a rotation of pi/4, they become completely flat leading to resonant states:
The rotation gradually isolates each piece of material from its neighbors leaving
resonant blocks that vibrate with the eigenfrequency of Dirichlet squares of side
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Figure 5.5: The dispersion curves for square inclusions, of side
√
2, from numerical
simulation (solid) and from HFH theory (dashed). The HFH and numerics for the
lowest two curves are virtually indistinguishable. The crosses on the frequency
axis are frequencies predicted by solving Helmholtz’s equation in a waveguide
consisting of a rectangle with Neumann data on one side and Dirichlet data on
the other sides, see also Figure. 10. Their values in increasing order are 5.59,
6.22, 7.14 and 8.26.
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Figure 5.6: The dispersion curves for a square of side
√
2 from numerical sim-
ulation for (a) a square rotated by pi/8 and (b) by pi/4. The crosses on the
frequency axis in (a) are frequencies predicted by solving Helmholtz’s equation
in a waveguide. Their values are 7.51, 8.24 and 9.33.
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Figure 5.7: The eigenstates of the first four flat bands at the respective frequencies
of 5.56, 6.11, 6.96 and 8.03. The left of every panel shows FEM computations
of the eigenstate, as noted in the text a waveguide model can be developed to
approximate the field and eigenvalue and these waveguide counterparts are shown
alongside.
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√
2 Ω2 = (mpi/
√
2)2 + (npi/
√
2)2 with m,n non-zero integers.
Standing wave modes
It is noticeable in Figs. 5.5 and 5.6a that completely flat modes exist which repre-
sent standing waves for a whole range of Bloch wavenumbers. The eigenfunctions,
for the non-tilted case, for the first four standing wave frequencies, are shown in
Fig. 5.7; it is clear that the field is concentrated along parallel and opposite sides
and this suggests a simple equivalent waveguide model can be constructed. Tak-
ing a rectangle with a Neumann condition on one side and Dirichlet conditions
on the other three sides where the Neumann condition on one side is necessary to
cover the appropriate symmetry. The length and width of the rectangle depends
on the tilt of the square hole. For the non-tilted case the length is taken to be
the length of a cell and the width as the half width of the cell minus the inner
square. The resulting frequency estimate ΩE reads,
ΩE = pi
((
2n− 1
l − w
)2
+
(m
l
)2) 12
for n,m ∈ N∗ (5.25)
where l and w/2 are respectively the effective length and width of the waveguide.
For the non-tilted square hole l0 = 2 and w0 = 2−
√
2 where for a tilt of pi/8 they
reduce to the values of lpi/8 = 1.6051 and wpi/8 = 0.4335. Equation (5.25) then
leads to the ’x’ crosses placed on Figs. 5.5 and 5.6a which are good predictions
of the standing wave frequencies, and the approximate eigensolutions are shown
in Fig. 5.7. The precision of the estimates degenerates as the frequency increases
as the field near the ends of the imaginary rectangle gradually leaks into the
undisturbed ligaments.
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5.4 Lensing, guiding and cloaking effects
We now connect the HFH theory with the exciting phenomena that are topical
in photonics.
5.4.1 Cloaking effects near Dirac-like cones
As noted in recent articles [24] a curious phenomenon occurs in photonics near
Dirac-like points which are the triple crossings shown in, for instance, Fig. 5.4.
Let us consider the lowest frequency triple point, near wavenumber M , shown
in Fig. 5.3; for the full finite element numerical simulations we actually consider
very small cylinders of radius 0.01 in a square array. The triple crossings occur
because the dispersion relation of a perfect medium (no cylinders) consists of light
lines folded in space (one folded light line is shown in Fig. 5.3). The folded light
lines happen to satisfy the boundary condition for the infinitesimal point holes,
and are perturbed slightly for finite cylinders (as in Fig. 5.4); the middle curve
passing between the Dirac-like cone is created by the inclusion and so these effects
co-exist. Importantly, this means that there is near perfect transmission through
an array of cylinders close to these triple crossing frequencies as shown in Fig.
5.8(a,b) as the incoming plane wave, at Ω = 2.215, does not see the inclusions.
Inserting a large Dirichlet hole within the array leads to virtually no reflection,
the plane wave is hardly reflected, and its transmission is nearly perfect Fig.
5.8(c) except for a slight shadow zone in clear contrast to the uncloaked Dirichlet
hole Fig. 5.8(d); If we remove the array of small holes, the defect is strongly
scattered by the wave.
Replacing the array of holes with HFH is shown in Fig. 5.9 the quasiperiodic
medium is replaced by a homogeneous medium with the effective properties given
by HFH. The excitation is at a frequency Ω = 2.12, close to the standing wave
frequency Ω0. Inserting the values for l = 1, Ω0, Ω and β = 2/pi
2 into equation
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Figure 5.8: Dirac-like cone versus cloaking: (a) Perfect transmission through a
column of seven constrained evenly spaced inclusions of radius 0.01 (array pitch
2) with periodic conditions on either sides and Perfectly Matched Layers (PML)
on top and bottom, and a plane wave incident from above at frequency Ω = 2.08;
(b) Nearly perfect transmission for a plane wave at frequency Ω near Ω0 = 2.2214
incident from above on a finite array of 140 constrained inclusions with PML on
either sides of the computational domain; (c) Same as in panel (b) when a clamped
rectangular obstacle is placed inside the array; (d) Plane wave incident from above
on the clamped obstacle at frequency Ω0 for comparison; The slightly reduced
amplitude in forward scattering in (c), but the lack of backward scattering, is a
hallmark of cloaking.
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Figure 5.9: Panel (a) shows nearly perfect transmission for a plane wave at fre-
quency Ω0 incident from above on an effective medium with properties computed
by HFH for Ω = 2.08 near Ω0 = 2.2214 with PML on either sides of the compu-
tational domain; A Plane wave incident from above on the clamped obstacle at
frequency Ω for comparison.
(5.18) we obtain the effective continuum equation,
fˆ0,xixi(x) + 0.0764fˆ0(x) = 0. (5.26)
Simulations show qualitatively the same effects, one has transmission through the
slab with plane waves incoming.
5.4.2 Lensing and wave guiding effects
Returning to the introduction we show in Fig. 5.10(a,c) a PC composed of an
array of 196 holes with radius 0.4; the corresponding dispersion curves are shown
in Fig. 5.1.
We now interpret these strongly anisotropic beams and how the HFH repre-
sents this. In Fig 5.10 (a,b) we choose frequency Ω = 1.98, which from Fig. 5.1 is
near the standing wave frequency Ω0 = 1.966 at point X(pi/2, 0). The reciprocal
space is only shown for a portion of the irreducible Brillouin zone and one can
use reflections of the triangle chosen to fill the entire square in the Brillouin zone;
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Figure 5.10: Dynamic effective anisotropy: A time-harmonic source located inside
a square array of pitch 2 consisting of 196 circular constrained holes of radius 0.4
leads to a wave pattern resembling a Saint-Andrews’ cross at frequency Ω = 1.966
(a) FEM (b) HFH, and a Saint-George’s cross at frequency Ω = 2.75 (c) FEM
(d) HFH.
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Figure 5.11: Lensing effects in a PC (tilted array) of small Dirichlet holes: (a)
Lensing for a line source inside the PC at frequency Ω = 2.7; (b) Using equation
(5.17) the PC is replaced by an effective medium in order to yield the same effect
as in (a).
due to these internal symmetries the effect is not only due to the first mode of
Fig. 5.1 at point X(pi/2, 0) of the reciprocal space, but also to the first mode,
at point N(0, pi/2) (not shown). The effect is reproduced in Fig. 5.10 (b) by
combining two effective medium equations, one for point X and one for point N ,
each one is responsible for a single diagonal, and the HFH equations are
−1.4778fˆ0,x1x1(x) + 0.8837fˆ0,x2x2(x) + (Ω2 − Ω20)fˆ0(x) = 0, (5.27)
0.8837fˆ0,x1x1(x)− 1.4778fˆ0,x2x2(x) + (Ω2 − Ω20)fˆ0(x) = 0, (5.28)
with (Ω2 −Ω20) = 0.0552. Note that these effective equations have opposite signs
in the coefficient, and so the governing equations are hyperbolic and not elliptic,
the result is that these direct energy along rays or characteristics and the angle
is given by the relative magnitude of the T11 and T22; in this case roughly equal
with the energy directly along the diagonals.
To illustrate this further in panel (c) of Fig. 5.10 we show a St George’s cross
effect obtained near the standing wave frequency Ω0 = 2.744. By homogenizing
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Figure 5.12: Guiding and lensing effects in a PC (tilted array) of small Dirichlet
holes: (a) Omni-directive antenna for a line source inside the PC at frequency
Ω = pi/2; (b) The PC of (a) is replaced by an effective medium obtained by HFH
with equation (5.17) in order to obtain the same physical effect; (c) Endoscope
for a line source at Ω = 2.7; (d) The PC of (c) is replaced by an effective medium
using equation (5.18) to obtain the same physical effect.
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Figure 5.13: Lensing effects in a PC (tilted array) of small Dirichlet holes acting
as a flat lens near a frequency of pi/2: (a) A line source near the top of the PC
yields an image on the other side. The PC is composed of 96 very small holes
arranged in a tilted square array with an angle of pi/4. (b) shows clearly the
same effect happening when the PC is replaced by a anisotropic effective medium
obtained through HFH.
the PC and exciting it at a frequency of Ω = 2.75 we obtain two effective medium
equations, one for X and one for G that are,
3.1094fˆ0,x1x1(x) + 0.085fˆ0,x2x2(x) + (Ω
2 − Ω20)fˆ0(x) = 0, (5.29)
0.085fˆ0,x1x1(x) + 3.1094fˆ0,x2x2(x) + (Ω
2 − Ω20)fˆ0(x) = 0. (5.30)
Each equation is responsible for a single line of the cross, the orientation of
this cross is explained by the almost zero coefficient, in each effective equation,
that does not permit propagation in the vertical and horizontal direction for the
respective equations (5.29) and (5.30). The coefficient in front of fˆ0(x) is equal to
0.033. It is clear therefore that the strong anisotropy that is witnessed in full FE
numerical simulations has its origins in the size and sign of the Tij coefficients from
HFH and the effective equations can be used to gain quantitative understanding
and predictions.
Another striking application involving wave propagation and an array of small
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holes of radius 0.01 is shown in Figs. 5.11, 5.12 , 5.13 wherein we have tilted the
array through an angle pi/4. The dispersion curves in Fig. 5.3 are for holes of
radius exactly zero, but provide very good comparison for this small holes case.
We obtain a highly-directed emission at frequency Ω = 1.6 near the stand-
ing wave frequency Ω0 = pi/2, shown in Fig. 5.12(a) with its effective medium
counterpart in 5.12(b); in the dispersion curves this is the lowest standing wave
frequency at X. There are two effective medium equations at this frequency
which yield,
−11.42fˆ0,x1x1(x) + fˆ0,x2x2(x) + (Ω2 − Ω20)fˆ0(x) = 0, (5.31)
fˆ0,x1x1(x)− 11.42fˆ0,x2x2(x) + (Ω2 − Ω20)fˆ0(x) = 0, (5.32)
where the difference of the frequency squares is equal to 0.0926. For forcing
within the slab one again has a strongly anisotropic response, the waves within
the medium forming a cross-shape which, when it strikes the edge of slab all gets
radiated out into the surrounding medium. Placing a source outside the slab,
again at a frequency near Ω0 = pi/2, Fig. 5.13(a) shows a PC that behaves like
a flat lens. In panel (b) of that Fig. the effective medium yields the same effect
and is also governed by two equations of the form of (5.17) with Tij coefficients
equal to the ones of equation (5.32). The frequency at which the lensing effect is
obtained is Ω = 1.56 and so the coefficients in front of fˆ0(x) are equal to −0.0338
in this case.
Figs. 5.11(a) and 5.12(c) show lensing effects where the PC is excited at
Ω = 2.7, this frequency is chosen as follows: When the array is rotated the
relevant light line in the surrounding material, and its folding, emerge from the
pointM and are shown in Fig. 5.3 we see that the energy from the source couples
(as the light line crosses the full dispersion curves at Ω = 2.7) into one of the
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Figure 5.14: Lensing and guiding effect through a PC composed of square Dirich-
let holes which we vary their tilt angle: (a) Lensing effects in a PC composed of
Dirichlet square holes tilted by pi/8 near the respective frequencies of 7.7 and 8.25
for the top and bottom figures (Fig 5.6a). (b) The dispersion curves in Fig. 5.6b
show the band structure is composed of many band gaps separated by standing
wave modes, so that the structure acts as a perfect reflector for any frequency
in order to guide light. (c) shows a perfect reflector for a source exciting the
medium at frequency 4.95, located in the second band gap of Fig. 5.5. (d) shows
the same effect as in (c) for a frequency of 5.0 although in the present the filled
parts of material are excited but no energy escapes the PC and acts as an energy
trap.
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linear Dirac-like cone modes that passes through Ω0 = pi; this is the standing wave
frequency of the Dirac-like cone at Γ. We therefore model the effective medium
with HFH using the analysis near Ω = pi, and it yields very similar results in Figs.
5.11(b) and 5.12(d), by homogenizing the PC with an effective material governed
by equation,
fˆ0,xixi(x) + 0.3371fˆ0(x) = 0, (5.33)
obtained by simply replacing the source and standing wave frequencies together
with β = 1/(2pi2) in equation (5.18).
Finally, Fig. 5.14(a) shows a unidirective PC for the first two flat modes of
the band diagram in Fig. 5.6(a). The standing wave frequencies of the two flat
modes in question are Ω0 = 7.6 and Ω0 = 8.28. The sources are excited near these
frequencies at Ω = 7.7 and Ω = 8.25. HFH yields effective medium equations for
each of the modes that are respectively,
9.3649fˆ0,x1x1(x) + (Ω
2 − Ω20)fˆ0(x) = 0, (5.34)
and
−45.8434fˆ0,x1x1(x) + (Ω2 − Ω20)fˆ0(x) = 0, (5.35)
Equations (5.34) and (5.35) clearly show the unidirectivity of the two effective
media. Similar equations with interchanged coefficients stand, for the symmetric
location of the Brillouin zone N(0, pi/2). Panels (b), (c) and (d) contain PCs with
rotated square holes by an angle of pi/4 with an unusual band diagram seen in
Fig. 5.6(b). Panel (b) shows the guiding of a wave by means of perfect reflection
for a line source excited just outside the standing wave frequency of Ω = 4.95
while in panel (c) the same PC but this time rotated by an angle of pi/2 acts as a
perfect reflector. Panel (d) finally excites the medium right on the standing wave
frequency of Ω = 4.9673 and standing waves appear between the holes. Small
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gaps between the hole’s edges make it possible for energy to pass from one cell
to the other.
5.5 Concluding remarks
We have presented a range of applications of the high frequency homogenization
theory, in the context of zero-frequency stop band structures, which were pre-
viously thought to be non-homogenizable: HFH has succeeded in capturing the
finer details of both dilute and densely packed photonic and phononic crystals.
Striking physical effects such as cloaking via Dirac-like cones and directive an-
tennas and endoscope effects have been provided, and fully explained, via HFH;
importantly this is all shown to be related to the potentially anisotropic Tij co-
efficients that encode the local behavior or their equivalent terms for multiple
crossings. The range of unsolved homogenization problems in the wave commu-
nity is vast, and this new method now opens the door to efficient simulation of
multiscale structures.
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Chapter 6
HFH for thin elastic plates and
platonics
6.1 Background
Elastic plates and beams are not governed by a simple wave equation and instead
classical Bernoulli-Euler beam or plate theory [55] allows for bending moments
and transverse shear forces to be present; a fourth order equation emerges for the
out-of-plane plate displacement u as
ρA
∂2u
∂t2
+∇2 (EI∇2u) = 0. (6.1)
Here ρ, A, E, I are density, cross-sectional area, Young’s modulus and cross-
section moment of inertia, respectively.
In both of these areas, reinforced or micro-structured elastic plates/beams
and platonics, it would be highly attractive to replace the structured beam or
plate by an effective single continuous medium that would implicitly understand
the precise presence of the structuring. Numerical modelling currently requires
every single element of the structure to be modelled and in structural mechanics
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this becomes particularly arduous for large structures with many reinforcements
and impractical for micro-structured media. At low frequencies, or for static
media, a methodology for moving from the microscale to the macroscale exists
in the form of homogenization theory which is well-developed [14, 16, 117, 134].
Homogenization theory is poorly regarded in many of these areas as several of
the most interesting features of wave propagation through structured media occur
at frequencies inaccessible to standard homogenization theory, for instance the
classical theory implicitly assumes that the wavelength is far larger than that of
a typical cell of the microstructure and totally ignores any possibility of multiple
scattering between cell elements. The theory we develop totally overcomes this
restriction for materials with a microstructure that is periodic on the microscale,
although the macrostructure need not be periodic, and the theory is versatile
enough to deal with localization phenomena [36], and localized forcing [112] in
the simpler wave equation modelling. Our aim in this chapter is to extend this
entire theory to the fourth order beam and plate equations and thus enable the
high frequency homogenization theory of [35] to be applied in platonics, elastic
beam theory and microstructured elastic media.
6.2 Theory
We operate in non-dimensional variables that is we choose constant reference
values for the physical parameters E0, I0, ρ0, µ0, A0 and incorporate any spatial
variation through βˆ, µˆ defined through EI = E0I0βˆ(xˆ) and ρA = ρ0A0µˆ(xˆ).
The spatial coordinate x = lxˆ and, assuming time harmonic dependence u =
u0uˆ exp(−iΩt) (henceforth suppressed) leads to a non-dimensional frequency Ωˆ
from
Ωˆ2 =
ρ0A0l
4Ω2
E0I0
.
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(a)
(b)
Figure 6.1: A one-dimensional periodic beam constructed from cells of size 2l:
(a) showing a piecewise continuous variation and (b) a uniform simply supported
plate.
The governing equation (6.1) is now
∇2
xˆ
(
βˆ∇2
xˆ
uˆ
)
− µˆΩˆ2uˆ = 0 (6.2)
The subscript on ∇ denotes that differentiation is now with respect to xˆ. Hence-
forth we operate in the non-dimensional setting and drop the hat decoration, and
the subscript for ∇.
6.2.1 One dimension
For definiteness, we consider a one dimensional lattice geometry in a beam type
structure as illustrated in figure 6.1. The piecewise continuous beam is composed
of cells of length 2l. Each cell is composed of two continuous beams each of
different properties or more generally with properties periodic over a cell. As
noted earlier we are concerned with macrostructures, potentially composed of
many hundreds or thousands of these cells, on a longscale L (L l and ε = l/L
1). We therefore adopt a multiscale approach where l is the small lengthscale and
L is a large length scale representing the size of the macrostructure. Adopting a
multiple scales approach we introduce two independent spatial variables, ξ = x/l
and X = x/L; ξ is the cell coordinate system so −1 < ξ < 1. As the material
properties are periodic over the cell β = β(ξ) and µ = µ(ξ).
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These variables are substituted in equation (6.2) and the notations u,ξ =
∂u/∂ξ and u,X = ∂u/∂X are used to obtain
ε4(βu,XX),XX + 2ε
3((βu,Xξ),XX + (βu,XX),Xξ)+
ε2((βu,XX),ξξ + 4(βu,Xξ),Xξ + (βu,ξξ),XX)+
2ε((βu,ξξ),Xξ + (βu,Xξ),ξξ) + (βu,ξξ),ξξ − µΩ2u = 0 (6.3)
We expand u and Ω in powers of ε with the ansatz
u(X, ξ) = u0(X, ξ)+εu1(X, ξ)+ε
2u2(X, ξ)+. . . and Ω
2 = Ω20+εΩ
2
1+ε
2Ω22+. . .
(6.4)
then substitution into (6.3) gives a hierarchy of equations in powers of ε. The
hierarchy, starting from leading order in ε and up to second order, reads as
(βu0,ξξ),ξξ − µΩ20u0 = 0 (6.5)
(βu1,ξξ),ξξ + 2(βu0,ξξ),Xξ + 2(βu0,Xξ),ξξ − µΩ20u1 − µΩ21u0 = 0 (6.6)
(βu2,ξξ),ξξ + 2(βu1,ξξ),Xξ + 2(βu1,Xξ),ξξ + (βu0,ξξ),XX+
4(βu0,Xξ),Xξ + (βu0,XX),ξξ − µΩ20u2 − µΩ21u1 − µΩ22u0 = 0 (6.7)
The asymptotic solutions we develop are perturbations about standing wave
modes both in-phase and perfectly out-of-phase waves; these simplify the Bloch
conditions that we use later to periodic or anti-periodic conditions across the cell.
Before we start solving each equation of every different power of ε let us present
the boundary conditions on a cell of length 2l composed of material 1 followed by
material 2. We assume continuity across the interface such that at the interface
the displacement, gradient of the displacement, moment and shear force must
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be equal for both material faces. The mathematical formulation of continuity is
respectively for displacement, gradient of displacement, moment and shear force
u|ξ=τ− = u|ξ=τ+ , (6.8)
u,ξ|ξ=τ− = u,ξ|ξ=τ+ , (6.9)
β−u,ξξ|ξ=τ− = β+u,ξξ|ξ=τ+ , (6.10)
(β−u,ξξ),ξ|ξ=τ− = (β+u,ξξ)ξ|ξ=τ+ , (6.11)
where τ is the position of any interface, here, in our examples it is −1, 0 or 1;
in order to describe continuity at every interface and the superscript +/− means
to the right/left of the interface. By the use of equations (6.8) through (6.11)
we can write the following periodic and anti-periodic conditions derived from the
Bloch conditions respectively for in-phase and out-of-phase standing waves
u|ξ=−1+ = ±u|ξ=1−, (6.12)
u,ξ|ξ=−1+ = ±u,ξ|ξ=1−, (6.13)
(βu,ξξ)|ξ=−1+ = ±(βu,ξξ)|ξ=1−, (6.14)
(βu,ξξ),ξ|ξ=−1+ = ±(βu,ξξ),ξ|ξ=1−. (6.15)
The ± positive and negative signs stand for the periodic and anti-periodic bound-
ary conditions of each cell respectively. We are now ready to solve for the equa-
tions of different powers of ε. Let u0 = U0(ξ; Ω0)f0(X) (where we explicitly
show the dependence of U0 on Ω0 and assume this understood henceforth) and
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introduce it into the leading order equation to obtain
(βU0,ξξ),ξξ − Ω20µU0 = 0. (6.16)
Thus U0 is the eigenfunction that corresponds to a standing wave at the frequency
Ω0; we assume for the present that the frequency, which is an eigenvalue, is not
a repeated eigenvalue.
To proceed we move to the next order and invoke a solvability condition for
the u1 equation, that is, we multiply the first order equation by U0 then integrate
over the cell and subtract the integral over the cell of the product of equation
(6.16) by u1 to obtain
∫ 1
−1
((βu1,ξξ),ξξU0 − (βU0,ξξ),ξξu1)dξ+
2f0,X
∫ 1
−1
((βU0,ξξ),ξU0 + (βU0,ξ),ξξU0)dξ − f0
∫ 1
−1
µΩ21U
2
0dξ = 0. (6.17)
Integrating by parts twice for the first and second term and using the boundary
conditions from equations (6.12) through (6.15) we obtain zero for both these
terms and thus conclude that Ω1 = 0. The first order equation simplifies to
(βu1,ξξ),ξξ − µΩ20u1 = −2f0,X((βU0,ξξ),ξ + (βU0,ξ),ξξ). (6.18)
Let u1H = f1(X)U0(Ω0, ξ) be a solution to the homogeneous counterpart of equa-
tion (6.18). A particular solution is found to be up = −f0,XξU0. The later one
is not periodic hence we introduce a non-periodic function V1(ξ,Ω0) that restores
periodicity in the solution of u1 and we impose that V1 be a solution of equa-
tion (6.16) or equivalently a solution to the homogeneous counterpart of equation
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(6.18). We obtain the general solution for equation (6.18) to be
u1 = f1(X)U0(ξ; Ω0) + f0,X(X)(V1(ξ; Ω0)− ξU0(ξ; Ω0)). (6.19)
Having introduced V1 we need to specify its boundary conditions by imposing
equations (6.12) through (6.15) on V1(ξ,Ω0)− ξU0. For every Ω0 we obtain
V1|ξ=1 ∓ V1|ξ=−1 = 2U0|ξ=1, (6.20)
V1,ξ|ξ=1 ∓ V1,ξ|ξ=−1 = 2U0,ξ|ξ=1, (6.21)
βV1,ξξ|ξ=1 ∓ βV1,ξξ|ξ=−1 = 2βU0,ξξ|ξ=1 + 2(β|ξ=1 − β|ξ=−1)U0,ξ|ξ=1, (6.22)
(βV1,ξξ),ξ|ξ=1 ∓ (βV1,ξξ),ξ|ξ=−1 = 2(βU0,ξξ),ξ|ξ=1 + 2(β,ξ|ξ=1 − β,ξ|ξ=−1)U0,ξ|ξ=1.
(6.23)
Note that (6.22) simplifies for constant or piecewise constant β. We now move
to the second order equation. We multiply equation (6.7) by U0 then subtract
the product of equation (6.16) and u2/f0 then we take the integral over the cell.
After a few integrations by parts several terms cancel out due to the boundary
conditions stated in equations (6.12) through (6.15). Ultimately we get a partial
differential equation for f0(X), entirely on the macroscale, of the form
Tf0,XX − Ω22f0 = 0. (6.24)
where the microstructure is encoded with the coefficient T . This coefficient is
given by an integral over the micro-cell
as
T =
∫ 1
−1
U0(2(βU1ξξ)ξ + 2(βU1ξ)ξξ + βU0ξξ + 4(βU0ξ)ξ + (βU0)ξξ)dξ∫ 1
−1
µU20dξ
, (6.25)
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which in case of constant β and µ coefficients simplifies down to,
T = −
∫ 1
−1
(6βU20,ξ + 4βU0,ξξξW1)dξ∫ 1
−1
µU20dξ
. (6.26)
A special situation, that we will consider later, is that of a perfectly periodic
infinite medium for which explicit Floquet-Bloch solutions can be found: this
is an ideal situation to cross-check the asymptotic theory. To create a local
dispersion relation we express Ω2 of equation (6.4) in terms of the coefficient T .
First we impose the Floquet-Bloch conditions which in the multiple scales setting
are u(X+2ε, ξ) = exp(2iκ)u(X, ξ). Hence we obtain f0(X) = exp(iκX/ε) for the
periodic case in ξ. By introducing this solution of f0(X) into equation (6.24) we
obtain the local dispersion relation Tκ2/ε2 = −Ω22. Expanding, in a Taylor series,
the square root of the first two terms of the frequency expansion of equation (6.4)
leads to
Ω ∼ Ω0 + 1
2Ω0
Ω22ε
2. (6.27)
Combining this expansion with the equivalence stated above for T and Ω2 we
obtain a relation for Ω that reads
Ω ∼ Ω0 − T0κ
2
2Ω0
. (6.28)
Similarly for the anti-periodic case f0(X) = exp(i(κ− pi/2)X/ε) and
Ω ∼ Ωpi/2 −
Tpi/2(κ− pi2 )2
2Ωpi/2
, (6.29)
where the subscripts 0 and pi/2 indicate respectively the in-phase and out-of-phase
standing waves asymptotic coefficients.
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6.2.2 Repeated eigenvalues
We now turn our attention to the important special case of repeated eigenvalues
(Ω0). The dispersion curves become locally linear near the standing wave frequen-
cies, rather than quadratic, and so therefore should the respective asymptotics.
We return to equation (6.5) and set Ω0r as the repeated root. Then the solution
of (6.5) is of the form
u0 = f
(1)
0 U
(1)
0 + f
(2)
0 U
(2)
0 . (6.30)
In order to obtain a solution for f
(l)
0 we proceed in the following way. Form = 1, 2
multiply equation (6.6) by U
(m)
0 then subtract u1((βU
(m)
0,ξξ ),ξξ − µΩ20U (m)0 ) then
integrate over the cell to obtain two equations that read
2f
(l)
0,X
∫ 1
−1
((βU
(l)
0,ξξ),ξ + (βU
(l)
0,ξ),ξξ)U
(m)
0 dξ − Ω21f (l)0
∫ 1
−1
µU
(l)
0 U
(m)
0 dξ = 0, (6.31)
where repeated indexes imply summation and m = 1, 2. Writing this system in
matrix form gives
AF0,X − Ω21BF0 = 0, (6.32)
where, F
(l)
0 = f
(l)
0 (X) and
Aml = 2
∫ 1
−1
((βU
(l)
0,ξξ),ξ + (βU
(l)
0,ξ),ξξ)U
(m)
0 dξ, (6.33)
Bml =
∫ 1
−1
µU
(l)
0 U
(m)
0 dξ. (6.34)
It can be verified by integration by parts, and using the boundary conditions,
stated in equations (6.12) through (6.15) that A11 = A22 = 0. Also since
the d
2
dξ2
(β d
2
dξ2
) operator is self-adjoint there can be found orthogonal eigenfunc-
tions such that B12 = B21 = 0. We then assume a solution for f
(l)
0 (X) =
fˆ
(l)
0 exp(iκX/ε) and substitute it in equation (6.32). Noting that the exp(iκX/ε)
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is a factor, we obtain the following homogeneous system
CFˆ0 = 0, (6.35)
where Fˆ
(l)
0 = fˆ
(l)
0 , Cll = −Ω21Bll and Cml = iκAml/ε for l 6= m. In order to have
a non-trivial solution to this system the determinant of C must vanish. We then
obtain a fourth order polynomial equation for Ω1 that reads,
det(B)Ω41 − det(A)
κ2
ε2
= 0. (6.36)
We then obtain two solutions for Ω21 that describe the linear relationship of both
asymptotics emerging from the repeated eigenvalue Ω0r. They read
(
Ω
(l)
1
)2
= (−1)lκ
ε
(
det(A)
det(B)
) 1
2
with l = 1, 2. (6.37)
We now insert these two solutions into the Taylor expansion of Ω retaining only
the first two terms of equation (6.4). We obtain the linear behaviour of the two
asymptotics at the repeated root for the periodic case,
Ω ∼ Ω0 ± 1
2Ω0
(
det(A)
det(B)
) 1
2
κ, (6.38)
and for the anti periodic case it follows that
Ω ∼ Ωpi/2 ± 1
2Ωpi/2
(
det(A)
det(B)
) 1
2 (
κ− pi
2
)
. (6.39)
6.2.3 Two dimensions
We now consider a two dimensional lattice structure formed of square cells each
with periodic flexural rigidity and mass per unit length. The governing equation
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remains the same as (6.1) but let us write that down in index form.
µuˆ,tt+(βuˆ,xixi),xjxj = 0, (6.40)
where µ and β is respectively the mass per unit length and the flexural rigidity of
the beam. Repeated indexes indicate summation except the t index. We will be
looking for solutions emerging from standing waves (in-phase and out-of-phase),
which brings up the following periodic and anti-periodic conditions for u(x).
u|ξm=−1+ = ±u|ξm=1−, (6.41)
u,ξi |ξm=−1+ = ±u,ξi |ξm=1−, (6.42)
(βu,ξiξj)|ξm=−1+ = ±(βu,ξiξj)|ξm=1−, (6.43)
(βu,ξiξj),ξk |ξm=−1+ = ±(βu,ξiξj),ξk |ξm=1−, (6.44)
where i, j, k and m take the values of {1, 2}. Following the same method as in the
one-dimensional case- see (6.6), only this time using index notation we obtain,
f0,XiXj
∫ 1
−1
∫ 1
−1
2
(
(β(V1(i) − ξiU0),ξkξk),ξjU0 + (β(V1(i) − ξiU0),ξj),ξkξkU0
)
dξ1dξ2+
f0,XjXj
∫ 1
−1
∫ 1
−1
(βU0,ξiξiU0 + (βU0),ξiξiU0) dξ1dξ2+
f0,XiXj
∫ 1
−1
∫ 1
−1
4(βU0,ξi),ξjU0dξ1dξ2 − Ω22f0
∫ 1
−1
∫ 1
−1
µU20dξ1dξ2 = 0
(6.45)
equation (6.45) already in the form of,
Tijf0,XiXj − Ω22f0 = 0, (6.46)
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where Tij are the respective coefficients in front of the double integrals normalised
by double integral coefficient in front of the last term of equation (6.45). Invoking
the Bloch conditions for, in and out of phase waves, in both directions we obtain
a relation for f0(X) = exp(iκjXj/ε) where κj = Kj − dj and dj = 0, pi/2,−pi/2
depending on the location we refer to in the Brillouin zone. We now use equation
(6.46) to obtain the dispersion relation Ω22 = −κiκjTij . We then use a two variable
Taylor expansion of the square root of the two first terms in equation (6.4) to
obtain the final dispersion relation that reads,
Ω ∼ Ω0ˆ −
Tij
2Ω0ˆ
κiκj, (6.47)
repeated indexes imply summation. Note that the generic Ω0ˆ denotes the standing
wave frequency for the respective location in the Brillouin zone that is defined by
the parameters di and dj. In two dimension repeated roots can have a multiplicity
greater than two, as it is illustrated in section 6.3.2. The algebra development of
repeated roots in two dimensions is in section 6.6.1.
6.3 One and two dimensional examples
6.3.1 Periodically pinned elastic beam
To fix ideas we consider an example that can be completely and explicitly solved:
a perfect elastic plate with constant material parameters resting upon simple
supports. To be precise
d4u
dx4
− Ω2u = 0 (6.48)
with supports at x = 2n for −∞ . . . ... − 1, 0, 1, 2 . . .∞. These supports impose
un = u(2n) = 0 and that ux, uxx are continuous at each support. Introducing a
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Bloch wavenumber κ such that un+1 = exp(2iκ)un the dispersion relation
D(ζ, κ) =
sin ζ cosh ζ − sinh ζ cos ζ
sin ζ − sinh ζ − cos(2κ) = 0 (6.49)
emerges [90, 101], where ζ = 2
√
Ω; this has an associated explicit solution for the
plate displacement
u(x) =
∞∑
n=−∞
exp[−i(pin− κ)x]
(pin− κ)4 − Ω2 , (6.50)
arbitrary up to a multiplicative constant, which can be summed as in [90]. This
explicit solution rapidly follows using Bloch’s theorem to factor out the phase
shift and Fourier series to solve the resulting periodic problem. In any event,
the dispersion curves are found, see figure 6.3, and it is notable that there is a
zero frequency stop-band, that is, there is no dispersion curve passing through
the origin. This has the important consequence that long wave approximations
at low frequencies are doomed to fail and classical homogenization is useless. As
we shall now demonstrate the homogenization procedure developed herein has no
such failings; we discuss the periodic case, asymptotics near κ = 0, in detail and
just present the anti-periodic results near κ = pi/2.
Figure 6.3 shows the dispersion relation plotted versus those from the asymp-
totics; log-log plots show the accuracy of the asymptotics detail of the quadratic
behaviour of dispersion relations near the standing wave frequencies.
Given the solution (6.50) one can extract U0(ξ; Ω0) and Ω0 immediately, in the
two-scales notation ξ = x and X = εx, thus U0(ξ; Ω) is u(x) from (6.50) evaluated
at Ω0. Figure 6.2 plots U0’s for the first three eigenfrequencies in the periodic
and anti-periodic case, respectively for panels a) and b). Indeed U1 follows as
U1(x) = −
∞∑
n=−∞
4(i(pin− κ))3
((pin− κ)4 − Ω2)2 exp[−i(pin− κ)x], (6.51)
171
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
(a)
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
(b)
ξ
Figure 6.2: Panel a) and b) plot respectively U
(i)
0 for i = 1, 2, 3 and U
(i)
pi for
i = 1, 2, 3 which are the solutions to the leading order equation for the first three
eigenfrequencies. Panel a) is for the periodic case and panel b) is for the anti-
periodic. The solid line represents U (1), the dotted line is for U (2) and the dashed
line represents U (3).
and hence T as
T = −
∫ 1
−1
(6U20,ξ + 4U0,ξξξU1)dξ∫ 1
−1
U20dξ
. (6.52)
We can compute that integral using orthogonality of the Fourier trigonometric
functions to obtain for the periodic and anti-periodic cases, respectively, the fol-
lowing asymptotic coefficients,
T0 =
∑
∞
n=−∞(pin)
2[(pin)4 − Ω2]−3[10(pin)4 + 6Ω2]∑
∞
n=−∞[(pin)
4 − Ω2]−2, (6.53)
and
Tpi/2 = −
∑
∞
n=−∞
6(pin+pi/2)2
[(pin+pi/2)4−w2]2
− 42(pin+pi/2)6
[(pin+pi/2)4−w2]3∑
∞
n=−∞
1
[(pin+pi/2)4−w2]2
. (6.54)
Note the singularities in the respective periodic and anti-periodic coefficients for
Ω = (npi)2 and Ω = ((2n + 1)pi/2)2. If one inspects the dispersion relation in
equation (6.49) it is clear the for κ = 0 equation (6.49) has roots at Ω = npi and for
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Figure 6.3: The dispersion curves from (6.49), shown across the Brillouin zone
in (a). The solid line is from the numerical solution, the asymptotics for κ → 0
are the dashed curve and for 2κ → pi are dotted. Panel (b) plots Ω(2) − Ω(2)0 on
log-log axes to illustrate the accuracy: numerics are given by the solid line and
the asymptotics are the dashed line. Panel (c) plots Ω(2)−Ω(2)pi on log-log axes to
illustrate the accuracy: numerics are given by the solid line and the asymptotics
are the dotted line.
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κ = pi/2 it has roots at Ω = ((2n+1)pi/2)2. Therefore for these two specific cases
we need to compute the eigenfunctions and the respective asymptotic coefficients
by first solving equation (6.48) in the cell using the boundary conditions for a
simply supported one-dimensional bar for the values of Ω stated above. See
section 6.7.
6.3.2 Periodically pinned elastic plate
In two dimensions there is more variety as the Bloch dispersion curves are more
complex, and it is of interest to see exactly how well the scheme works for this
more realistic situation. We now consider a double periodic array of points at
x1 = 2n1, x2 = 2n2 where u = 0 and so the elementary cell is one in |x1| <
1, |x1| < 1 with u = 0 at the origin. Floquet-Bloch conditions are applied at the
edges of the cell.
The PDE problem is
∇4u− Ω2u = −
∑
n1,n2
Fn1n2δ(x1 − 2n1)δ(x2 − 2n2). (6.55)
Define the Fourier transform pair as
fˆ(k) =
∫
∞
−∞
∫
∞
−∞
f(x)eik·xdx1dx2, f(x) =
1
4pi2
∫
∞
−∞
∫
∞
−∞
fˆ(k)e−ik·xdk
(6.56)
The Bloch conditions mean Fn1n2 = e
2iκ·NF0 where N = (n1, n2) and then
(|k|4 − Ω2)uˆ(k) = −F0
∑
n1,n2
exp(2i[κ+ k] ·N) (6.57)
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Figure 6.4: Sketch of the letter notation of the edges of the Brillouin zone.
We use Poisson summation in two dimensions
∑
n1,n2
exp(2i[κ+k] ·N) = 4pi2
∑
n1,n2
δ(2pin1−2(κ1+k1))δ(2pin2−2(κ2+k2)), (6.58)
from which
u(x) = −F0 exp(iκ · x)
∑
n1,n2
exp(−ipiN · x)
[(κ1 − pin1)2 + (κ2 − pin2)2]2 − Ω2 . (6.59)
Note the structure of the solution, it has factored into the Bloch piece and a
periodic piece, this follows from Bloch’s theorem.
Enforcing the boundary gives the dispersion relation
D(κ1, κ2,Ω) =
∑
n1,n2
1
[(pin1 − κ1)2 + (pin2 − κ2)2]2 − Ω2 (6.60)
which converges as 1/n4i , in n1 and n2. Note that when κ = 0 it is immediate
that Ω = 0 is not a solution and thus that a zero-frequency stop-band ensues.
The dispersion diagram is shown in figure 6.5; the summand in (6.60) has sin-
gularities when the denominator is zero. The singularities correspond to solutions
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Figure 6.5: The dispersion diagram for a doubly periodic array of point simple
supports shown for the irreducible Brillouin zone of Fig. 6.4. The figure shows
the singular solutions ofD (6.60) as dotted lines, the solutions found directly from
D as solid lines. In some cases the singular solutions are actually true dispersion
curves too, the dispersion curves are indicated by the crosses. Finally, as dashed
lines, the asymptotic solutions from the high frequency homogenization theory
are shown.
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within the cell satisfying the Bloch conditions at the edges, in some cases these
singular solutions also satisfy the conditions at the support and are therefore true
solutions to the problem, a similar situation occurs in the clamped case considered
using multipoles in [106]. Figure 6.5 shows both these singular solutions and the
solutions directly from (6.60). Crosses in figure 6.5 label curves that are branches
of the dispersion relation, notable features are the zero-frequency stop-band and
also crossings of branches at the edges of the Brillouin zone. Branches of the
dispersion relation that touch the edges of the Brillouin zone singly fall into two
categories, those with an additional two singular solutions (such as the lowest
branch touching the left handside of the figure at X) and those that are com-
pletely alone (such as the second lowest branch on the left at X). The dispersion
diagram was evaluated using the summation in (6.60), and the singularities, to
confirm this was indeed correct and for some of the asymptotics the entire PDE
eigenvalue problem was also done with an independent numerical scheme based
upon Fourier spectral collocation methods; the results are shown as the crosses
in Fig 6.5.
Note the Bloch conditions here are u(−1) = e2iκu(1). Let us now switch to
index notation where as usual repeated indexes imply summation except when
stated otherwise. Similarly to the one-dimensional case we look for a solution of
equation (6.78) that simplifies to
u1,ξiξiξjξj − Ω20u1 = −4u0,ξiξiξjXj (6.61)
Let α2 = (κ1 − pin1)2 + (κ2 − pin2)2 and u1 = f0,XpU1(p). Equation (6.61) reduces
to
U1(p),ξjξjξkξk − Ω20U1(p) = −4U0,ξjξjξp (6.62)
We look for a solution of the form of U1(p) =
∑
n1,n2
A(p)n1n2 exp(−i(pinj − κj)ξj)
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by introducing this form into equation (6.62). We obtain the relation for the
coefficients Apn1n2 that reads,
A(p)n1n2 =
4iα2(pinp − κp)
(α4 − Ω20)2
(6.63)
We now compute the integrals of equation (6.87) in the appendix to obtain the
following coefficients. No summation from repeated indexes is implied for the
following equations,
Tii =
∑
n1,n2
16α
4(pini−κi)
2
(α4−Ω2)3
− 2 (pinj−κj)2
(α4−Ω2)2
− 6 (pini−κi)2
(α4−Ω2)2∑
n1,n2
1
(α4−Ω2)2
Tij =
∑
n1,n2
16
α4(pini−κi)(pinj−κj)
(α4−Ω2)3
− 4 (pini−κi)(pinj−κj)
(α4−Ω2)2∑
n1,n2
1
(α4−Ω2)2
, (6.64)
where i, j = 1, 2 and i 6= j. Note that from the symmetry of the problem Tij = 0
and T11 = T22.
6.3.3 One-dimensional piecewise homogeneous plate
Both examples currently treated have no material variation and the periodicity
arises through the supports. We now consider a piecewise homogeneous plate
where both µ and β vary; the general solution for the asymptotics developed in
section 6.2 holds. As shown in figure 6.1(a) each cell is of length 2l and is made of
two parts each of different material and/or cross sectional geometry. The varying
coefficients that make this possible are β and µ that respectively denote the
normalized flexural rigidity and the mass per unit length. The discontinuity of
the material properties within the cell calls for the continuity conditions stated in
equations (6.8) to (6.11). Combining these conditions with the Bloch conditions
for standing waves we obtain boundary conditions on the inner limits of the cell,
namely equations (6.12) to (6.15). Note that β and µ show up in the homogeneous
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Figure 6.6: The Bloch dispersion curves for piecewise homogeneous plates with
µ1 = 1.5, µ2 = 7.7 and β1 = 1.065, β2 = 1.5. Panel a) plots the Bloch dispersion
curves as solid lines together with the associated asymptotics, as dashed lines and
dotted lines for the respective periodic and anti-periodic cases. Panel b) shows in
detail the case of repeated roots seen in a). Note the linear behaviour of dispersion
curve for repeated roots. Solid lines and dashed lines represent respectively the
dispersion relations and the asymptotics. Panel c) plots in log-log axes the both
the dispersion relation in solid lines and the asymptotic solution in dashed lines.
Bernoulli-Euler equation, but only β appears in the boundary conditions.
Taking into account the piecewise homogeneity of the structure, equations
(6.25) to (6.39) are used to produce figure 6.6 which shows the Bloch dispersion
curves when µ1 = 1.5, µ2 = 7.7 and β1 = 1.065, β2 = 1.5 which are chosen as a
repeated root then occurs for which the degeneracy of section 2 (b) occurs.
One has to be careful in calculating the T coefficients from equation (6.25)
when β and/or µ are varying. An interesting outcome in the case where β and
µ vary is that two different dispersion modes can share the same standing wave
frequency. In that case we have repeated eigenvalues and the dispersion curves
are linear near the standing wave frequencies as seen in Panel (b) of figure 6.6.
The asymptotic expansions for this scenario were developed in section 6.2.2.
Another notable feature of the dispersion curves of figure 6.6 is that the zero
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frequency stop band has now been replaced by the more conventional situation
of with a dispersion curve passing through the origin; this is in contrast to figure
6.3.
6.3.4 Localised defect modes
Thus far we have generated an asymptotic scheme and demonstrated its effec-
tiveness and accuracy versus perfectly periodic solutions that can be constructed
analytically or numerically. The scheme is by no means limited to doing just this,
let us now consider allowing spatial variation in µ through a function g(X) (on
the long-scale) so
∂4u
∂x4
− Ω2(1 + αε2g(X))u = 0 (6.65)
and the beam will be considered to be simply-supported; this cannot be solved
exactly and any localised eigensolution must be determined numerically.
The asymptotic scheme goes through as before, but we pick up an additional
term, and (6.24) becomes
Tf0,XX + Ω
2
2f0 + αΩ
2
0g(X)f0 = 0; (6.66)
localised defect modes require decay such that f0 → 0 as |X| → ∞.
For the simply supported case the T and Ω20 are known from section 6.3.1
and, for the in-phase standing waves, the first six are given in table 6.1; notably
the sign of T alternates reflecting the change in group velocity as one moves from
one stop-band to the next.
For definiteness we use g(X) = sech2X to place (6.66) into the form of a
differential eigenvalue equation given in [36] that then allows for an exact solution
to (6.66) with
Ω2 = Ω20 −
Tε2
4
(
1−
√
4Ω20α/T + 1
)2
(6.67)
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Figure 6.7: The localised defect states in the second stop-band for (a) the eigen-
state with α = −1 and (b) with α = +1, the dashed lines are f0 from the
asymptotics and the solid lines from the full numerics.
T Ω0
−53.8556 5.5933
124.4892 9.8696
−664.7291 30.2258
992.2078 39.4784
−2579.3162 74.6389
3348.6779 88.8264
Table 6.1: The first six standing wave frequencies for in-phase waves, c.f. Fig.
6.3, together with associated values for T .
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Figure 6.8: Detail of the localised defect states in the second stop-band for (a)
the eigenstate with α = −1 and (b) with α = +1, the dashed lines are f0 from the
asymptotics, the solid lines from the full numerics and the dots are f0(X)U0(ξ).
provided T and α are of the same sign; thus for T negative (positive) one requires
α negative (positive) for localization to occur. Equation (6.67) then gives an
explicit asymptotic estimate for the defect mode frequencies, and for more general
variation in g(X) these estimates can be easily found numerically.
For ε = 0.25 and α = 1 equation (6.67) gives Ω = 9.764 versus a direct
numerical simulation of 80 cells with the same spatial variation for which Ω =
9.768. This localised eigenfrequency then lies within the second stop band, shown
in Fig. 6.3, just below the standing wave frequency at Ω0 = 9.870. For α =
−1 the same calculation gives an eigenvalue just above Ω0 = 5.593 with Ω =
5.644, 5.646 for the asymptotics and numerics respectively. The localized defect
states for these two cases are shown in Figs. 6.7, 6.8 which show the results of
numerics versus the asymptotics. The detail of the states in Fig. 6.8 show how
the local form given by the U0(ξ), shown in Fig. 6.2, persists from one cell to the
next but modulated by the decaying f0(X) on the longer scale. Notably these
computations are for a relatively large value of ε (ε = 0.25 and the theory is for
ε 1) to enable the minor discrepancy to be actually seen.
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Figure 6.9: (a) A forcing generates a bending wave totally reflected by the array
(with 22 clamped circles), throughout the zero-frequency stop band of Fig. 6.5
(here Ω = 2). (b) A point source placed in the centre of an array of 80 circles
of radius 0.01 in a regular square orientation at the same frequency of Ω = 6.58
produces a X shape. (c) An endoscope effect of bending wave excited by a point
forcing of normalized frequency Ω = 6.58 through an array (pitch 2) of 27 clamped
circles (radius 0.01) tilted through an angle pi/4. (d) Represents the same X shape
effect produced by an effective material created by Eq. (6.68) with T11T22 < 0
yielding characteristic type of solutions. Panels (b) and (d) use the PC array in
the usual ΓX symmetry direction whereas panels (a), (d) rotate the array to use
the ΓM symmetry direction.
6.4 Effective media
The homogenized medium is seen through equation 6.46. Changing it back to
the original coordinates xi the effective medium equation reads,
Tij
∂2f0
∂xi∂xj
− (Ω
2 − Ω20)
l2
f0 = 0, (6.68)
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and the asymptotic dispersion relation in equation 6.47 will be used to approxi-
mate group velocities. For the case of multiple modes originating from the same
point, as for example the Dirac-like cones in Fig. 6.5, Eq. (6.47) is no longer
valid and one obtains three coupled equations for f
(i)
0 that simplify to three sim-
ilar isotropic equations, like (6.68) with T11 = T22. Note that Eq. (6.68) is of
second order and not fourth. The fourth order plate equation yields two types
of solutions namely propagating and exponentially decaying. Indeed in the long
scale, solutions follow a second order PDE and the remaining information of the
fourth order problem is enclosed in the Tij integrated quantities. We give three
potential applications of the platonic crystal (PC) described by Fig. 6.5. A finite
array of the PC is embedded within an infinite elastic plate and the full finite
element simulations (making use of specially designed perfectly matched layers
[46] are compared to solutions constructed using the continuum long-scale HFH
theory to replace the finite array; standard continuity conditions then join this
HFH material to the surrounding infinite elastic plate.
6.4.1 Directive antennas and focusing
This theory captures a rich array of behaviours, for instance the material displays
strong anisotropy with propagation along characteristics in Fig. 6.9(b) that is well
captured by HFH in Fig. 6.9(d); the coefficients Tij of the HFH theory are of
opposite sign (T11 = 25.65 and T22 = −11.18) and capture the strong anisotropy
of the medium and the effective material becomes hyperbolic rather than elliptic,
which unveils the similar lensing effect without negative refractive index to that
observed in [89]. Also shown in Fig. 6.9(a) are the shielding effect of the zero
frequency stop band.
Using the vanishing group velocity of the first dispersion curve in Fig. 6.5, in
the neighborhood of Γ, a strongly directive antenna is created as shown in Fig.
184
Figure 6.10: A bending wave excited by a forcing of normalized frequency Ω =
3.7952 (that of vanishing group velocity at Γ point in Fig. 6.5) inside an array
of clamped circles (pitch 2, radius 0.01) tilted through an angle pi/4 gives rise to
respectively four (a) and two (b) highly-directed beams outside 24 circles making
a square (a) and 47 circles making a rectangle (b). Focusing through a slab of
48 circles is shown in (c) with its HFH equivalent in (d) for a point forcing at
normalized frequency of Ω = 6.58. The focusing (d) and antenna (e) effects are
simulations of the continuum PDEs (6.68) generated by HFH with respective
(T11, T22) coefficients of (25.65,−11.18) at point X and (6.2524, 6.2524) at point
Γ, where the effective media are highlighted by white lines. Panels (a) and (b) use
the PC array in the ΓM symmetry direction and panel (c) uses the ΓM symmetry
direction.
6.10(a,b) and (e). The effective medium for the directive antennas is governed
by Eq. (6.68) with T11 = T22 = 6.2524. In Fig. 6.10(e) the group velocity is
calculated by differentiating Eq. (6.47) with respect to κ1 or κ2. Fig. 6.10(c)
and (d) shows an endoscope effect wherein a point source located close to a tilted
array leads to focussing and a strong localised beam. The behaviour near pointM
of the Brillouin zone is responsible for the focussing effects of Fig. 6.9(c) and Fig.
6.10(c). Here the closest standing wave frequency is again Ω0 = 6.58 and unequal
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Tii coefficients lead to very strong anisotropy within the effective material. By
considering only a portion of the Brillouin zone we must bear in mind that this
asymptotic solution is also valid at N and there is a second f equation with the
T11 and T22 interchanged that is used. Ω2 is determined using the the frequencies
stated in Figs 6.9(c), 6.10(c) and the standard expansion for Ω.
Figure 6.11: A plane bending wave of normalized frequency Ω = 9.7 (just below
the first Dirac-like cone at Γ point in Fig. 6.5) incident from the top on an array
of clamped circles (pitch 2, radius 0.01) undergoes considerably less scattering (a)
than by a clamped obstacle on its own (b); panels (a,b) are from finite element
simulation. The asymptotic HFH PDEs from equation (6.69) capture the essence
of physics, and the equivalent results are shown for cloaking (c) and scattering
(d) by the same clamped obstacle.
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Figure 6.12: Shape independence for three obstacles of same area ∼ 4 centered at
(0, 0), namely a square in blue, pi/4 tilted square in black and a circle in red, in
the same setting as in Fig. 6.11 but with a bending wave’s normalized frequency
of Ω = 5.75. (a) and (b) plot forward and back scattering on the respective paths
x = 0 and x = 15 (outside the obstacle abscissa) for three different obstacle shapes
without any periodic medium. (c) and (d) plot forward and back scattering on the
same paths only this time with an effective medium that surrounds the obstacle
just like in Fig. 6.11(c).
6.4.2 Normal incidence cloaking
Last, but not least, the triple crossings in the dispersion diagram in Fig. 6.5
comprise Dirac-like cones with a flat mode passing through the vertex. This is
highly interesting given that Dirac-like cones are normally limited to graphene-like
hexagonal structures [58]; the current situation involves a square lattice is akin
to the Dirac-like cones for photonic crystals recently described in [66, 86]. One
can use the properties of Dirac cones-like to reduce the scattering of a clamped
obstacle in a PC, as demonstrated in Fig. 6.11(a),(b). This behaviour is also
captured by HFH asymptotics: In this particular case three coupled equations
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emerge with variables f
(i)
0 for i = 1, 2, 3. The system decouples to yield the same
governing equation for all three functions f
(i)
0 as,
8pi6
∂2f0
∂x2i
+
(Ω2 − Ω20)2
l2
f0 = 0, (6.69)
where the coefficient in front of f0 comes from first order correction Ω1 and
the change into the original coordinates; the numerics using HFH are shown in
Fig. 6.11(c). The front and back scattering do not depend on the shape of
the obstacle but mostly on its area. Fig. 6.12(c) and (d) show the scattering
of three different obstacles (a square, a tilted square and a circle) are virtually
indistinguishable, whereas in panels (a) and (b) the three curves can be clearly
told apart. The platonic crystal is used to destroy any one-to-one correspondence
between the scattered field and the shape of an obstacle, which is the essence of
cloaking in impedance tomography [56, 77]. However, we note that the present
cloaking is constrained to normal incidence and is reminiscent of [139] which is
a more elaborate type of cloaking somewhat constrained to the eikonal limit of
transformation optics with photonic band gap media [84].
6.5 Concluding remarks
HFH is extended here to flexural waves which are governed by a fourth order
PDE. The asymptotics are in good accord with the numerics and the applica-
tions of the effective medium equations are in good agreement with finite element
computations. A simplified model of elasticity via the thin-plate equation allows
for analytical and numerical studies opening interesting possibilities in the de-
sign of flat lens, directive antenna, endoscope, shielding and a cloak for flexural
waves. Moreover, such designs could be scaled up in order to achieve some con-
trol of seismic surface waves [23, 74]. It is also shown, for the first time, that
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the computations using the recently developed HFH are capable of capturing the
fundamental wave propagation features of these various possibilities, including
counter-intuitive physics of Dirac-like cones [86].
6.6 Appendix: Two dimensions asymptotic de-
velopment
In two dimensions we obtain equations that are similar to equations (6.5), (6.6)
and (6.7) but with indices that indicate we are in two dimensions. They read,
(βu0,ξiξi),ξjξj − µΩ20u0 = 0, (6.70)
(βu1,ξiξi),ξjξj + 2(βu0,ξiξi),Xjξj + 2(βu0,Xiξi),ξjξj − µΩ20u1 − µΩ21u0 = 0, (6.71)
(βu2,ξiξi),ξjξj + 2(βu1,ξiξi),Xjξj + 2(βu1,Xiξi),ξjξj + (βu0,ξiξi),XjXj+
4(βu0,Xiξi),Xjξj + (βu0,XiXi),ξjξj − µΩ20u2 − µΩ21u1 − µΩ22u0 = 0. (6.72)
We then set u0 = f0(X)U0(ξ,Ω0) so that (6.70) becomes
(βU0,ξiξi),ξjξj − µΩ20U0 = 0. (6.73)
We now integrate over the cell the difference between the product of equation
(6.71) and U0 and the product of equation (6.71) and u1/f0 to obtain the following,
∫ 1
−1
∫ 1
−1
((βu1,ξiξi),ξjξjU0 − (βU0,ξiξi),ξjξju1)dξjdξk+
2
∫ 1
−1
∫ 1
−1
((βu0,ξiξi),ξjXjU0 + (βu0,ξiXi),ξjξjU0)dξjdξk −
∫ 1
−1
µΩ21u0U0dξ1dξ2 = 0.
(6.74)
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Note the differentials in the first two integral terms with indexes j and k where
j 6= k. We first consider the first integral term. For i = j = 1, 2 and using
double integration by parts and the boundary conditions stated in equations
(6.43) through (6.44) the integral term vanishes. Recall that repeated indexes
denote summation. We will write the development explicitly as the cancellations
cross between indexes. Hence double integration by parts yields,
∫ 1
−1
(U0(βu1,ξiξi),ξj − βu1,ξiξiU0,ξj)|1ξj=−1dξk+∫ 1
−1
(−u1(βU0,ξiξi),ξj + βU0,ξiξiu1,ξj)|1ξj=−1dξk+∫ 1
−1
∫ 1
−1
βu1,ξiξiU0,ξjξjdξjdξk+
−
∫ 1
−1
∫ 1
−1
βU0,ξiξiu1,ξjξjdξjdξk = 0. (6.75)
Note that if i = j then k 6= i and if i 6= j then k = i. Let us turn to the second
integral term of equation (6.74) namely,
2
∫ 1
−1
∫ 1
−1
((βu0,ξiξi),ξjXjU0 + (βu0,ξiXi),ξjξjU0)dξjdξk. (6.76)
If we split equation (6.76) into two parts and perform one integration by parts
on the first one and two integrations by parts on the second one with respect to
ξj we obtain,
2f0,Xj
∫ 1
−1
βU0,ξiξiU0|1ξj=−1dξk+
2f0,Xi
∫ 1
−1
((βU0,ξi),ξjU0|1ξj=−1 − U0,ξjβU0,ξi |1ξj=−1)dξk+
− 2f0,Xj
∫ 1
−1
∫ 1
−1
βU0,ξiξiU0,ξjdξkdξj+
2f0,Xi
∫ 1
−1
∫ 1
−1
βU0,ξjξjU0,ξidξkdξj = 0, (6.77)
190
which gives zero partly due to the boundary conditions and due to the cancellation
of the two double integrals at the end. Therefore from equation (6.74) we obtain
w1 = 0. We insert this result into equation (6.71) and solve for u1(X, ξ). The
equation to solve is now,
(βu1,ξiξi),ξjξj − µΩ20u1 = −(2(βu0,ξiξi),Xjξj + 2(βu0,Xiξi),ξjξj). (6.78)
The homogeneous part of this equation is of the form of f1(X)U0(ξ), but as it
turned out in the one dimensional case this term will not affect the asymptotics
as it will be absorbed by the leading order solution. The particular solution is
similar to the one dimensional case as well, so we write the full solution for u1 in
subscript notation to be,
u1(X, ξ) = f1(X)U0(ξ) + f0,Xk(V1(k) − ξ(k)U0). (6.79)
u1 must respect the boundary conditions stated previously in equations (6.41)
through (6.44). The term V1(k) restores the periodicity in u1, and in order to do
so it must respect its own boundary conditions at the edge of a cell. Similarly to
the one-dimensional case with equations (6.20) through (6.23) we obtain the set
of boundary conditions for the two dimensional case,
V1(k)|ξm=1 ∓ V1(k)|ξm=−1 = 2δkmU0|ξm=1, (6.80)
V1(k),ξi |ξm=1 ∓ V1(k),ξi |ξm=−1 = 2δkmU0,ξi |ξm=1, (6.81)
βV1(k),ξiξj |ξm=1 ∓ βV1(k),ξiξj |ξm=−1 = 2δkm(βU0,ξiξj)|ξm=1+
(β|ξm=1 − β|ξm=−1)(δkiU0,ξj |ξm=1 + δkjU0,ξi |ξm=1), (6.82)
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(βV1(k),ξiξj),ξn |ξm=1 ∓ (βV1(k),ξiξj),ξn |ξm=−1 = 2δkm(βU0,ξiξj),ξn |ξm=1+
(β,ξn |ξm=1 − β,ξn |ξm=−1)(δkiU0,ξj |ξm=1 + δkjU0,ξi |ξm=1). (6.83)
We now turn to the second order equation namely equation (6.72). We multiply
equation (6.72) by U0 and subtract the product of equation (6.70) by u2/f0. We
then integrate over the whole cell to obtain,
∫ 1
−1
∫ 1
−1
(
U0(βu2,ξiξi),ξjξj − u2(βU0,ξiξi),ξjξj
)
dξ1dξ2+∫ 1
−1
∫ 1
−1
2U0
(
(βu1,ξiξi),ξjXj + (βu1,Xiξi),ξjξj
)
dξ1dξ2+∫ 1
−1
∫ 1
−1
U0
(
(βu0,ξiξi),XjXj + 4(βu0,ξiXi),ξjXj + (βu0,XiXi),ξjξj
)
dξ1dξ2+
−
∫ 1
−1
∫ 1
−1
µΩ22u0U0dξ1dξ2 = 0. (6.84)
The first integral cancels out by double integration by parts. The second integral
term is separated into two parts by separating u1 in its two terms. The term
containing f1 put in the integral reads,
2
∫ 1
−1
∫ 1
−1
f1,Xj(βU0,ξiξi),ξjU0 + f1,Xi(βU0,ξi)ξjξjU0dξ1dξ2. (6.85)
By integration by parts equation (6.85) becomes,
2f1,Xj
∫ 1
−1
βU0,ξiξiU0|1ξj=−1dξk + 2f1,Xi
∫ 1
−1
(βU0,ξi),ξjU0|1ξj=−1dξk+
− 2f1,Xi
∫ 1
−1
βU0,ξU0,ξj + U0)|1ξj=−1dξk − 2f1,Xj
∫ 1
−1
∫ 1
−1
U0,ξjβU0,ξiξidξ1dξ2+
2f1,Xj
∫ 1
−1
∫ 1
−1
U0,ξiβU0,ξjξjdξ1dξ2 = 0. (6.86)
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The rest of the integral terms of equation (6.84) add up to
f0,XiXj
∫ 1
−1
∫ 1
−1
2
(
(β(V1(i) − ξiU0),ξkξk),ξjU0 + (β(V1(i) − ξiU0),ξj),ξkξkU0
)
dξ1dξ2+
f0,XjXj
∫ 1
−1
∫ 1
−1
(βU0,ξiξiU0 + (βU0),ξiξiU0) dξ1dξ2+
f0,XiXj
∫ 1
−1
∫ 1
−1
4(βU0,ξi),ξjU0dξ1dξ2 − Ω22f0
∫ 1
−1
∫ 1
−1
µU20dξ1dξ2 = 0,
(6.87)
equation (6.87) already in the form of,
Tijf0,XiXj − Ω22f0 = 0, (6.88)
where Tij are the respective coefficients in front of the double integrals normalised
by double integral coefficient in front of the last term of equation (6.87).
6.6.1 Repeated roots in two dimensions
We proceed similarly to the one-dimensional case where the eigenvalue problem
has multiple eigensolutions. One needs to solve for the eigenfunctions first then
pose the general solution as
u0 = f
(i)
0 U
(i)
0 , (6.89)
where the repeated index i can be equal up to the geometric multiplicity of the
eigenvalue problem noted δ. In the usual manner, for m = 1, 2, ..., δ we multiply
equation (6.71) by U
(m)
0 then subtract u1((βU
(m)
0,ξiξi
),ξjξj −µΩ20U (m)0 ) then integrate
over the cell to obtain delta equations that read
2f
(l)
0,Xj
∫ 1
−1
∫ 1
−1
((βU
(l)
0,ξiξi
),ξj+(βU
(l)
0,ξj
),ξiξi)U
(m)
0 dξ1dξ2−Ω21f (l)0
∫ 1
−1
∫ 1
−1
µU
(l)
0 U
(m)
0 dξ1dξ2 = 0.
(6.90)
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In matrix form this system yields
A(i)F0,Xi − Ω21BF0 = 0, (6.91)
where summation is implied for the repeated index i = 1, 2 and F
(l)
0 = f
(l)
0 (X).
The entries of A(i) and B are
A(i)ml = 2
∫ 1
−1
∫ 1
−1
((βU
(l)
0,ξjξj
),ξi + (βU
(l)
0,ξi
),ξjξj)U
(m)
0 dξ1dξ2, (6.92)
Bml =
∫ 1
−1
∫ 1
−1
µU
(l)
0 U
(m)
0 dξ1dξ2. (6.93)
The dimensions of A(i) and B are δ × δ. The non-diagonal entries of B as well
as the diagonal entries of A(i) are null for the respective reasons of orthogonal
eigenfunctions and boundary conditions. We can finally write this homogeneous
system in a compact form and then solve for a non-trivial solution to obtain
the asymptotic dispersion relations. By invoking the Bloch conditions at the
extremes of the Brillouin zone we have a solution for f
(l)
0 (X) = fˆ
(l)
0 exp(iκjXj/ε).
The compact equation for the system is then
CFˆ0 = 0, (6.94)
where Fˆ
(l)
0 = fˆ
(l)
0 , Cll = −Ω21Bll and Cml = iκjA(j)ml/ε for l 6= m. In order to
have a non-trivial solution to this system the determinant of C must vanish. We
then obtain the dispersion relation as it is illustrated in the example in the text.
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6.7 Appendix: Singular solution for the pinned
elastic beam
The cell must be split in two parts (at the location of the support) where conti-
nuity conditions apply. Let the cell be defined from x ∈ [−1, 1] with the support
at x = 0 and let the pairs of solutions U0l, V1l and U0r, V1r be respectively defined
in the intervals [−1, 0] and [0, 1] such that,
U0 = U0l
V1 = V1l for x ∈ [−1, 0], (6.95)
U0 = U0r
V1 = V1r for x ∈ [0, 1]. (6.96)
The Bloch conditions for U0 are equations (6.12) through (6.15) and for V1 the
Bloch conditions follow equations (6.20) through (6.23) but the continuity con-
ditions are slightly different. Indeed due to the presence of a support at x = 0
we expect a jump in the shear force term, that is the terms of third derivatives.
On the other hand we gain one more condition from the zero displacement at the
support for both left and right functions. The continuity conditions for U0 and
V1 read,
Gl|x=0 = 0,
Gr|x=0 = 0,
Gl,x|x=0 = Gr,x|x=0,
Gl,xx|x=0 = Gr,xx|x=0, (6.97)
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where G can be either U0 and/or V1. We obtain the solutions, Ui = sin(mx) for
x ∈ [−1, 1] where m = npi if the index i = 0 or m = npi+pi/2 if the index i = pi/2
. The solution for V1 follow for the periodic and anti-periodic case,
V1l = −cosh(npi)
sinh(npi)
(
cos(npix)− cosh(npix))+ sinh(npix) + (B − 2) sin(npix),
V1r = −cosh(npi)
sinh(npi)
(
cos(npix)− cosh(npix))− sinh(npix) + B sin(npix), (6.98)
V1al = − sinh(npi + pi/2)
cosh(npi + pi/2)
(
cos((npi + pi/2)x),
− cosh((npi + pi/2)x))+ sinh((npi + pi/2)x) + (B − 2) sin((npi + pi/2)x),
V1ar = − sinh(npi + pi/2)
cosh(npi + pi/2)
(
cos((npi + pi/2)x),
− cosh((npi + pi/2)x))− sinh((npi + pi/2)x) + B sin((npi + pi/2)x). (6.99)
B coefficient is arbitrary and can be chosen to be zero since it only multiplies U0, a
solution to the homogeneous equation. Having found V1 we can now compute U1
then perform the integral of equation (6.52) to obtain the remaining T coefficients
for the asymptotics. The integral can be performed exactly or numerically for
both the periodic and anti-periodic cases.
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Chapter 7
Conclusions
Concluding remarks
The asymptotic two-scales approach of [35] is extended here to elastic plates,
acoustics and single polarization electromagnetism and gratings. Furthermore
applications of HFH in predicting dynamic anisotropies have been shown to agree
with numerical simulations. This has several consequences: it will enable asymp-
totic representations of periodic media that create ultra-refraction, all-angle nega-
tive refraction, cloaking and localized defect states to be created in an analogous
manner to optics [34]; such effects have recently been considered [45, 47]. It
breaks free of the usual restriction of two-scale analyses to low frequencies, ho-
mogenization theory is conventionally used to describe only the lowest dispersion
branch when it emerges from the origin at zero frequency. To clearly illustrate
the versatility of the asymptotic method, and its lack of any such restriction, the
examples of simply supported plates or TM waves in electromagnetism are chosen
as they have a zero-frequency stop band. In all the case studies effective medium
equations emerge with their respective effective parameters, as effective stiffness
tensor, refractive index or density.
The main findings of each chapter are the following:
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Chapter 2 dealt with single polarization electromagnetism, specifically TE
waves, or acoustic waves with Neumann boundary conditions on the inclusion’s
surface. The asymptotic theory was verified by comparing numerically com-
puted dispersion curves with the asymptotics from HFH. Similarly effects such
as AANR, ultrarefraction and Dirac-like cone cloaking predicted by HFH are in
good agreement with the numerics.
Chapter 3 dealt with a special case of TE waves where by concentrating on
the edges of the Brillouin zone one can miss important effects. It is a habit
to usually plot dispersion curves around the edges of the irreducible Brillouin
zone, as it is believed that all interesting effects happen on that path. This is
in contradiction with the content of this chapter where strong anisotropies are
present, see the strong x-shape guided waves, if the vector wavenumber is located
within the irreducible Brillouin zone, more specifically on path XM ′.
Chapter 4 considers grating geometries with Neumann boundary conditions
on the holes of the inclusions. Gratings have applications in water waves or
surface plasmons. They are periodic in one direction and extend to infinity in the
other which requires some manipulation in the asymptotic theory. Once again the
asymptotics are in good agreement with the numerics and an implicit long-scale
wavelength is identified and compared to numerical simulations. The implicit and
dynamic long-scale emerges from a single scale medium and is extracted by HFH.
Moreover, by introducing a small geometric variation in the structure, localized
defect modes appear which are captured by HFH and verified by finite element
simulations.
In chapter 5 similar geometries to chapter 2 were considered, but the boundary
conditions on the surface of the inclusion’s holes were altered from Neumann to
Dirichlet, equivalent of TM waves. This induced a zero frequency band gap which
implied that classical theories would fail. Analytical dispersion relations for the
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zero radius limit holes were obtained and in good accord with the asymptotics.
By unfolding the Brillouin zone it was possible to obtain asymptotic relations
to the dispersion curves at points positioned in the middle of the edges of the
irreducible Brillouin zone. By further unfolding one could obtain the complete
dispersion diagram. Applications showed the existence of perfect reflectors, cloak-
ing via Dirac-like cones, directive antennas and endoscope effects, all verified by
numerical simulations.
Finally in chapter 6 flexural waves present another aspect of HFH. In terms
of the physics it is interesting to note that the fourth order problem reduces,
in its long-scale form, to a second order PDE for f0 (6.46). Despite the change
in order it is clear that this PDE accurately captures intricate behaviour in the
dispersion diagram, anisotropic effects and localization effects. As in chapter 5,
Dirac-like cone cloaking is observed and verified by numerical simulations, and
effective equations are extracted.
Future work
The possibilities of future work related to this thesis are considerable. HFH can be
reproduced to homogenize elastic materials where longitudinal and shear waves
coexist and couple through the boundaries. This would represent a great ad-
vancement in the world of elasticity as it would enable the prediction of focusing,
cloaking and several other effects that would be useful in engineering applications.
Similarly elastic frames can be extended in order to model auxetic materials by
considering bending of the beams as well as some rotational spring. Another
extremely interesting application would be to the heat diffusion; the subject of
thermal metamaterials is a very new one and many advances are foreseeable into
moulding the flow of heat in unnatural ways.
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