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Energy Beamforming with One-Bit Feedback
Jie Xu and Rui Zhang
Abstract—Wireless energy transfer (WET) has attracted signif-
icant attention recently for delivering energy to electrical devices
without the need of wires or power cables. In particular, the
radio frequency (RF) signal enabled far-field WET is appealing
to power energy-constrained wireless networks in a broadcast
manner. To overcome the significant path loss over wireless chan-
nels, multi-antenna or multiple-input multiple-output (MIMO)
techniques have been proposed to enhance both the transmission
efficiency and range for RF-based WET. However, in order
to reap the large energy beamforming gain in MIMO WET,
acquiring the channel state information (CSI) at the energy
transmitter (ET) is an essential task. This task is particularly
challenging for WET systems, since existing channel training
and feedback methods used for communication receivers may
not be implementable at the energy receiver (ER) due to its
hardware limitation. To tackle this problem, we consider in this
paper a multiuser MIMO WET system, and propose a new
channel learning method that requires only one feedback bit
from each ER to the ET per feedback interval. Specifically, each
feedback bit indicates the increase or decrease of the harvested
energy by each ER in the present as compared to the previous
intervals, which can be measured without changing the existing
structure of the ER. Based on such feedback information, the ET
adjusts transmit beamforming in subsequent training intervals
and at the same time obtains improved estimates of the MIMO
channels to different ERs by applying an optimization technique
called analytic center cutting plane method (ACCPM). For the
proposed ACCPM based channel learning algorithm, we analyze
its worst-case convergence, from which it is revealed that the
algorithm is able to estimate multiuser MIMO channels at the
same time without reducing the analytic convergence speed.
Furthermore, through extensive simulations, we show that the
proposed algorithm outperforms existing one-bit feedback based
channel learning schemes in terms of both convergence speed
and energy transfer efficiency, especially when the number of
ERs becomes large.
Index Terms—Wireless energy transfer (WET), multiple-input
multiple-output (MIMO), energy beamforming, channel learning,
one-bit feedback, analytic center cutting plane method (ACCPM).
I. INTRODUCTION
W IRELESS energy transfer (WET) has attracted signifi-cant interests recently for delivering energy to electri-
cal devices over the air. Generally, WET can be implemented
by inductive coupling via magnetic field induction, magnetic
resonant coupling based on the principle of resonant coupling,
or electromagnetic (EM) radiation. The different types of WET
techniques in practice have their respective advantages and
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disadvantages (see e.g. [2] and the references therein). For
example, inductive coupling and magnetic resonant coupling
both have high energy transfer efficiency for short-range (e.g.,
several centimeters) and mid-range (say, a couple of meters)
applications, respectively; however, it is difficult to apply them
to charge freely located devices simultaneously. In contrast,
EM radiation based far-field WET, particularly over the radio
frequency (RF) bands, is applicable for much longer range (up
to tens of meters) applications and also capable of charging
multiple devices even when they are moving by exploiting the
broadcast nature of RF signal propagation; whereas its energy
transfer efficiency may fall rapidly over distance.
RF signal enabled WET is anticipated to have abundant
applications in providing cost-effective and perpetual energy
supplies to energy-constrained wireless networks such as
sensor networks in future. In fact, applying RF-based WET
in various types of wireless communication networks has
been extensively studied in the literature recently. In general,
there are two main lines of research that have been pursued,
namely simultaneous wireless information and power transfer
(SWIPT) (see e.g. [3]–[9]) and wireless powered communi-
cations (WPC) (see e.g. [10]–[13]), where the information
transmission in the network is in the same or opposite direction
of the WET, respectively.
For both SWIPT and WPC, how to optimize the energy
transfer efficiency from the energy transmitter (ET) to one
or more energy receivers (ERs) by combating the severe
signal power loss over distance is a challenging problem.
To efficiently solve this problem, multi-antenna or multiple-
input multiple-output (MIMO) techniques, which have been
successfully applied in wireless communication systems to
improve the information transmission rate and reliability over
wireless channels, were also proposed for WET [3]. Specifi-
cally, deploying multiple antennas at the ET enables focusing
the transmitted energy to destined ERs via beamforming, while
equipping multiple antennas at each ER increases the effective
aperture area, both leading to improved end-to-end energy
transfer efficiency. For the point-to-point MIMO WET system,
it has been shown in [3] that energy beamforming is optimal to
maximize the energy transfer efficiency by transmitting with
only one single energy beam at the ET, which is in sharp
contrast to the celebrated spatial multiplexing technique used
in the point-to-point MIMO communication system which ap-
plies multiple beams to maximize the information transmission
rate [14].
In practical systems, the benefit of energy beamforming
in MIMO WET crucially relies on the availability of the
channel state information (CSI) at the ET. However, acquiring
such CSI is particularly challenging in WET systems, since
existing methods for channel learning in wireless communi-
cation (see e.g. [15] and the references therein) may be no
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Fig. 1. A multiuser MIMO broadcast system for wireless energy transfer
(WET).
longer applicable. For example, one well-known solution to
acquire the CSI at the transmitter in conventional wireless
communication is by estimating the reverse link channel based
on the training signals sent by the receiver. However, this
method only applies to systems operating in time-division
duplex (TDD) and critically depends on the accuracy of the
assumption made on the reciprocity between the forward
and reverse link channels. Furthermore, applying this method
to WET systems requires a more careful design of energy-
efficient training signals at the ER, since they consume part
of the ER’s energy that is harvested from the ET. Alternatively,
another commonly adopted solution to obtain CSI at the
transmitter in wireless communication is by sending training
signals from the transmitter to the receiver, through which the
receiver can estimate the channel and then send the estimated
channel back to the transmitter via a feedback channel. This
method applies to both TDD and frequency-division duplex
(FDD) based systems; however, it requires complex baseband
signal processing at the receiver for channel estimation and
feedback, which may not be implementable at the ER in WET
system due to its practical hardware limitation.1 To overcome
the above drawbacks of existing methods, it is desirable to
investigate new channel learning and feedback schemes for
MIMO WET systems by taking into account the hardware
limitation at each ER, which motivates this work.
In this paper, we consider a multiuser MIMO system for
WET as shown in Fig. 1, where one ET with MT > 1
transmit antennas broadcasts wireless energy to a group of
K ERs each with MR ≥ 1 receive antennas via trans-
mit energy beamforming over a given frequency band. We
assume that the ERs can send their feedback information
to the ET perfectly over orthogonal feedback channels (by
e.g. piggybacking the feedback information with their uplink
data in a wireless powered sensor network [11]). Under this
system setup, we propose a two-phase transmission protocol
1Fig. 1 shows a commonly used ER design for WET [5], in which each
receive antenna (also known as rectenna) first converts the received RF signal
to a direct current (DC) signal via a rectifier, and then the DC signals from
all receive antennas are combined to charge a battery. Evidently, it is difficult
in this ER design to incorporate baseband signal processing for channel
estimation.
for channel learning and energy transmission, respectively.
In the channel learning phase, the ET aims to learn the
MIMO channels to different ERs by adjusting the training
signals according to the individual feedback information from
each ER. Based on the estimated channels, in the energy
transmission phase, the ET then designs optimal transmit
energy beamforming to maximize the weighted sum-power
transferred to all ERs. In particular, we propose a new channel
learning algorithm that requires only one feedback bit from
each ER per feedback interval. Specifically, each feedback bit
indicates the increase or decrease of the harvested energy at
each ER in the present versus the previous intervals, which
can be practically measured at each ER without changing
the existing energy harvesting circuits as shown in Fig. 1
(by e.g. connecting an “energy meter” at the sum output
of the DC signals from different receive antennas). Based
on such feedback information, the ET adjusts its transmitted
training signals in subsequent feedback intervals during the
channel learning phase and at the same time obtains improved
estimates of the MIMO channels to different ERs.
It is worth noting that there have been several alternative
schemes reported in the literature for one-bit feedback based
channel learning, e.g., cyclic Jacobi technique (CJT) [16], gra-
dient sign [17], and distributed beamforming [18], which have
been proposed and studied in different application scenarios.
Specifically, the CJT algorithm was proposed for the secondary
transmitter (ST) to learn its interference channel to the primary
receiver (PR) in a MIMO cognitive radio system [16], in
which the ST adjusts its transmitted signals over consecutive
time slots based on the one-bit information indicating the
increase or decrease of its resulted interference power at the
PR, which is extracted from the feedback signals of the PR.
The gradient sign algorithm was proposed to estimate the
dominant eigenmode of a point-to-point MIMO channel [17],
in which the transmitter obtains a one-bit feedback from the
receiver per time slot, which indicates the increase or decrease
of the signal-to-noise-ratio (SNR) at the receiver over two
consecutive slots. The distributed beamforming algorithm was
proposed to learn the channel phases in a system consisting of
multiple distributed single-antenna transmitters simultaneously
sending a common message to a single-antenna receiver [18],
where each transmitter updates its own signal phase in a
distributed manner by using the one-bit feedback from the
receiver indicating whether the current SNR is larger or
smaller than its recorded highest SNR so far. Notice that the
above three algorithms can all be applied to one-bit feedback
based channel learning in the MIMO WET system of our
interest; however, these methods have the common limitation
that they can only be used to learn the eigenvectors or the
dominant eigenmode of a single-user MIMO channel matrix at
each time, instead of learning multiple users’ MIMO channels
exactly at the same time. As a result, they may not achieve
the optimal energy transfer efficiency in the multiuser MIMO
WET system based on one-bit feedback.
In this paper, we propose a new approach to design the
one-bit feedback based MIMO channel learning for WET by
applying the celebrated analytic center cutting plane method
(ACCPM) in convex optimization [19]. To the authors’ best
3knowledge, this paper is the first attempt to apply the ACCPM
approach for the design of channel learning with one-bit
feedback. For our proposed ACCPM based channel learning
algorithm, we first provide an analysis for its worst-case
convergence. It is shown that the ACCPM based channel
learning can obtain the estimates of all K MIMO channels
each with arbitrary number of receive antennas, MR, in at most
O
(⌈
K
M2
T
−1
⌉
M3T
ε2
)
number of feedback intervals with ε > 0
denoting a desired accuracy, and ⌈·⌉ representing the ceiling
function of real numbers. From this result, it is further inferred
that when K ≤M2T − 1, the proposed algorithm has the same
analytic convergence performance regardless of the number of
ERs, K , which shows its benefit of simultaneously learning
multiuser MIMO channels. Finally, we compare the perfor-
mance of our proposed channel learning algorithm against
the aforementioned three benchmark algorithms in terms of
both convergence speed and energy transfer efficiency. It
is shown through extensive simulations that our proposed
algorithm achieves faster convergence for channel learning
as well as higher energy transfer efficiency than the other
three algorithms; while the performance gain of our proposed
algorithm becomes more significant as the number of ERs in
the WET system increases.
The remainder of this paper is organized as follows. Section
II introduces the system model and the two-phase transmission
protocol. Section III presents the proposed channel learning
algorithm with one-bit feedback for the point-to-point or
single-user MIMO WET system as well as its convergence
analysis. Section IV extends the channel learning algorithm
and analysis to the general multiuser WET system. Section
V provides simulation results to evaluate the performance
of our proposed algorithm as compared to other benchmark
algorithms. Finally, Section VI concludes the paper.
Notation: Boldface letters refer to vectors (lower case) or
matrices (upper case). For a square matrix S, det(S) and
tr(S) denote its determinant and trace, respectively, while
S  0 and S  0 mean that S is positive semi-definite
and negative semi-definite, respectively. For an arbitrary-size
matrix M , ‖M‖F, rank(M ), MH , and MT denote the
Frobenius norm, rank, conjugate transpose and transpose of
M , respectively. I , 0, and 1 denote an identity matrix, an all-
zero matrix, and an all-one column vector, respectively, with
appropriate dimensions. Cx×y and Rx×y denotes the space of
x×y complex and real matrices, respectively. E(·) denotes the
statistical expectation. ‖x‖ denotes the Euclidean norm of a
complex vector x, and |z| denotes the magnitude of a complex
number z. j denotes the complex number
√−1.
II. SYSTEM MODEL
We consider a multiuser MIMO broadcast system for WET
as shown in Fig. 1, where one ET with MT > 1 transmit
antennas delivers wireless energy to a group of K ≥ 1
ERs, denoted by the set K = {1, . . . ,K}. For notational
convenience, each ER is assumed to be deployed with the same
number of MR ≥ 1 receive antennas, while our results directly
apply to the case when each ER is with different number of
antennas. We assume a quasi-static flat fading channel model,
where the channel from the ET to each ER remains constant
within each transmission block of our interest and may change
from one block to another. We denote each block duration as
T , which is assumed to be sufficiently long for typical low-
mobility WET applications.
We consider linear transmit energy beamforming at the
multiple-antenna ET. Without loss of generality, we assume
that the ET sends d ≤ MT energy beams, where d is our
design parameter to be specified later. Let the mth beam-
forming vector be denoted by wm ∈ CMT×1 and its carried
energy-modulated signal by sm, m ∈ {1, . . . , d}. Then the
transmitted signal at ET is given by x =
∑d
m=1wmsm. Since
sm’s do not carry any information, they can be assumed to be
independent sequences from an arbitrary distribution with zero
mean and unit variance, i.e., E
(|sm|2) = 1, ∀m. Furthermore,
we denote the transmit covariance matrix as S = E(xxH) =∑d
m=1wmw
H
m  0. Note that given any positive semi-definite
matrix S, the corresponding energy beams w1, . . . ,wd can
be obtained from the eigenvalue decomposition (EVD) of S
with d = rank(S). Assume that the ET has a transmit sum-
power constraint P over all transmit antennas; then we have
E(‖x‖2) =∑dm=1 ‖wm‖2 = tr(S) ≤ P .
With transmit energy beamforming, each ER k can harvest
the wireless energy carried by all d energy beams from its
MR receive antennas. Denote H ′k ∈ CMR×MT as the MIMO
channel matrix from the ET to ER k, and G′k , H ′k
H
H ′k 
0. Then by letting γk denote the Frobenius norm of the
matrix G′k, i.e., γk = ‖G′k‖F, we obtain the normalized
channel matrix from the ET to ER k as Hk , H ′k/
√
γk
(or Gk , G′k/γk) with ‖Gk‖F = ‖HHk Hk‖F = 1, ∀k ∈ K.
Accordingly, the harvested energy at ER k over one block of
interest is expressed as [3]
Qk = ςTE
(∥∥H ′kx∥∥2) = ςT γktr(GkS), k ∈ K, (1)
where 0 < ς ≤ 1 denotes the energy harvesting efficiency
at each receive antenna (cf. Fig. 1). Since ς is a constant,
we normalize it as ς = 1 in the sequel of this paper unless
otherwise specified. It is assumed that each ER k cannot
directly estimate the MIMO channel H ′k (or G′k) given its
energy harvesting receiver structure (cf. Fig. 1); instead, it can
measure its average harvested power over a certain period of
time by simply connecting an “energy meter” at the combined
DC signal output shown in Fig. 1.
We aim to design the energy beams at the ET to maximize
the weighted sum-energy transferred to K ERs, i.e., Q ,∑
k∈K αkQk with Qk given in (1), over each transmission
block subject to a given transmit sum-power constraint, where
αk ≥ 0 denotes the energy weight for ER k ∈ K with∑
k∈K αk = 1. In order to ensure certain fairness among
different ERs for WET, it is desirable to assign higher energy
weights to the ERs more far apart from the ET. Accordingly,
in this paper we set the energy weight to be proportional to
the reciprocal of the channel power gain to the respective ER,
i.e.,
αk =
1/γk∑
l∈K(1/γl)
, k ∈ K. (2)
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Fig. 2. The two-phase transmission protocol.
As a result, the weighted sum-energy transferred to K ERs can
be re-expressed as Q = Tγtr(GS) with G ,
∑
k∈KGk and
γ , 1∑
l∈K
(1/γl)
. As a result, we can formulate the weighted
sum-energy maximization problem as
max
S
Tγtr(GS)
s.t. tr(S) ≤ P, S  0. (3)
It has been shown in [3] that the optimal solution to (3)
is given by S∗ = PvEvHE , which achieves the maximum
value of Qmax = TγPλE , with λE and vE denoting the
dominant eigenvalue and its corresponding eigenvector of
G, respectively. Since rank (S∗) = 1, this solution implies
that sending one energy beam (i.e., d = 1) in the form of
w1 =
√
PvE is optimal for our multiuser MIMO WET system
of interest. This solution is thus referred to as the optimal
energy beamforming (OEB) for a given G. Here, implementing
the OEB only requires the ET to have the perfect knowledge
of the K normalized MIMO channels, G1, . . . ,GK , but does
not require its knowledge of the average channel gain γk’s.2
In order for the ET to practically estimate the MIMO
channels, G1, . . . ,GK , we propose a transmission protocol
for the multiuser MIMO WET system as shown in Fig. 2,
which consists of two consecutive phases in each transmission
block for the main purposes of channel learning and energy
transmission, respectively. We explain these two phases of
each transmission block in more detail as follows.
The channel learning phase corresponds to the first τ
amount of time in each block of duration T , which is further
divided into NL feedback intervals each of length Ts, i.e.,
τ = NLTs. For convenience, we assume that N = T/Ts is an
integer denoting the total block length in number of feedback
intervals. During this phase, the ET transmits different training
signals (each specified by a corresponding transmit covariance
matrix) over NL feedback intervals. Let the transmit covari-
ance at the ET in interval n ∈ {1, . . . , NL} be denoted by SLn.
Then the transferred energy to the kth ER over the nth interval
is given by QLk,n = Tsγktr(GkS
L
n). In the meanwhile, ER k
measures its harvested energy amount QLk,n and based on it
feeds back one bit at the end of the nth interval, denoted by
fk,n ∈ {0, 1}, to indicate whether the harvested energy in the
nth interval is larger (i.e., fk,n = 0) or smaller (i.e., fk,n = 1)
than that in the (n − 1)th interval, n = 1, . . . , NL. For the
convenience of our analysis later, we set fk,n ← 2fk,n−1 such
2Note that the OEB design here can be extended to other cases with different
energy fairness considered, by modifying the energy weight αk’s (instead of
setting them as in (2)). In such cases, it may be necessary for the ET to have
an estimate of the average channel gain γk’s for setting αk’s. Since γk’s
change slowly over time, they can be coarsely estimated in practice by e.g.
measuring the received signal strength from each ER in the reverse link, by
assuming a weaker form of channel reciprocity.
that fk,n ∈ {−1, 1}. More specifically, if QLk,n ≥ QLk,n−1,
then fk,n = −1; while if QLk,n < QLk,n−1, then fk,n = 1.
We also denote QLk,0 , 0 and equivalently S
L
0 = 0 for
convenience. Notice that the feedback interval Ts should be
designed considering the practical feedback link rate from each
ER to the ET as well as the sensitivity of the energy meter
at each ER. For the purpose of exposition, we assume in this
paper that QLk,n’s are all perfectly measured at corresponding
ERs, and thus fk,n’s are all accurately determined at the ERs
and then sent back to the ET without any error.3 Furthermore,
we assume that the consumed energy for sending the one-bit
feedback fk,n’s is negligible at each ER as compared to its
average harvested energy. At the end of the channel learning
phase, by using the collected feedback bits {fk,n} from all
ERs, the ET can obtain an estimate of the normalized MIMO
channel Gk for each ER k, which is denoted by G˜k, k ∈ K.
The details of training signal design and channel estimation at
the ET based on the one-bit feedback information from one
or more ERs will be given later in Sections III and IV.
The subsequent energy transmission phase in each block
corresponds to the remaining T −τ amount of time. Given the
estimated G˜k’s from the channel learning phase, we can obtain
the estimate of G as G˜ =
∑
k∈K G˜k, and accordingly have
the estimate of its dominant eigenvector vE as v˜E . Then based
on the principle of OEB, the ET sets the (rank-one) transmit
covariance in the energy transmission phase as SE = P v˜E v˜HE .
Accordingly, the weighted sum-energy transferred to all ERs
during this phase is expressed as QE = (T − τ)Pγv˜HEGv˜E .
Combining the above two phases, the total weighted sum-
energy transferred to all the K ERs over one particular block
is given by
Qtotal =
NL∑
n=1
Tsγtr(GS
L
n) + (T − τ)Pγv˜HEGv˜E . (4)
In (4), we observe that if the estimated MIMO channel G˜k’s
are all accurate with a given finite NL (or τ ), then it follows
that v˜HEGv˜E ≈ λE . In this case, we can have Qtotal → Qmax
by increasing the block duration, i.e., N → ∞ or T → ∞.
However, given finite N or T (which needs to be chosen to
be smaller than the channel coherence time in practice), there
is in general a trade-off in setting the time allocations, i.e.,
NL versus N −NL, between the channel learning and energy
transmission phases in order to maximize Qtotal in (4), as will
be demonstrated latter by our numerical results in Section V.
In the above proposed two-phase transmission protocol for
multiuser MIMO WET, the key challenge lies in the design
of channel learning algorithms at the ET to estimate the
normalized MIMO channel Gk’s based only on the one-bit
feedbacks from different ERs in the first channel learning
phase, which is thus our focus of study in the rest of this
paper. In the next two sections, we first present the channel
3In practice, there exist measurement errors for estimating QL
k,n
’s at the
ERs due to the rectifier noise and feedback errors in the received fk,n’s at
the ET due to the imperfect reverse links from the ERs, both of which result
in inaccurate fk,n’s at the ET. It is thus interesting to investigate their effects
on the performance of our proposed channel learning algorithm with one-bit
feedback, which, however, are beyond the scope of this paper.
5learning algorithm for the special case of one single ER to
draw useful insights, and then extend the algorithm to the
general case with multiple ERs.
III. CHANNEL LEARNING WITH ONE-BIT FEEDBACK:
SINGLE-USER CASE
In this section, we consider the point-to-point or single-user
MIMO WET system with K = 1 ER. For notational conve-
nience, we remove the user subscript k in this case, and thus
denote the harvested energy amount and the feedback bit at
each interval n as QLn and fn, respectively, n ∈ {1, . . . , NL}.
Furthermore, since there is only one ER in the system, we
denote its channel power gain as γ = γ1, and its normalized
channel matrix to be estimated as G = G1.
We aim to propose a new channel learning algorithm for
the ET to estimate the single-user MIMO channel G based
on the one-bit feedbacks from the ER over training intervals
in the channel learning phase. The proposed algorithm is
based on the celebrated ACCPM in convex optimization [19].
In the following, we first introduce ACCPM,4 then present
the ACCPM based channel learning algorithm with one-bit
feedback, and finally provide its convergence analysis.
A. Introduction of ACCPM
ACCPM is an efficient localization and cutting plane
method for solving general convex or quasi-convex optimiza-
tion problems [19], [20], with the goal of finding one feasible
point in a convex target set X ⊆ Rm×1,m ≥ 1, where
X can be the set of optimal solutions to the optimization
problem. Suppose that any point in the target set X is known
a priori to be contained in a convex set P0, i.e., X ⊆ P0.
P0 is referred to as the initial working set. The basic idea of
ACCPM is to query an oracle for localizing the target set X
through finding a sequence of convex working sets, denoted by
P1, · · · ,Pi, · · · . At each iteration i ≥ 1, we query the oracle
at a point x(i) ∈ Rm×1, where x(i) is chosen as the analytic
center of the previous working set Pi−1. If x(i) ∈ X , then the
algorithm ends. Otherwise, the oracle returns a cutting plane,
i.e., ai 6= 0 and bi satisfying that
aTi z ≤ bi for z ∈ X , (5)
which indicates that X should lie in the half space of Hi =
{z|aTi z ≤ bi}. After the querying, the working set is then
updated as Pi = Pi−1 ∩Hi. By properly choosing the cutting
plane in (5) based on x(i), we can have P0 ⊇ · · · ⊇ Pi ⊇ X .
Therefore, the returned working set Pi will be reduced and
eventually approach the target set X as i→∞.
It is worth noting that given query point x(i), if the cutting
plane aTi z = bi in (5) contains x(i), then it is referred to as
a neutral cutting plane; if aTi x(i) > bi, i.e., x(i) lies in the
interior of the cut half space, then it is named a deep cutting
plane; otherwise, it is called as a shallow cutting plane. For
ACCPM, a deep or at least neutral cutting plane is required
in each iteration.
4We refer the readers to [19] for more details of ACCPM.
B. ACCPM Based Single-User Channel Learning
In this subsection, we present the proposed channel learning
algorithm based on ACCPM. First, we define the target set
for our problem of interest. Recall that our goal is to obtain
an estimate of the normalized channel matrix G, which is
equivalent to finding any positively scaled estimate of G. As
a result, we define the target set as X = {G¯|0  G¯ 
I, G¯ = βG, ∀β > 0}, which contains all scaled matrices
of G satisfying that 0  G¯  I . Since 0  G¯  I is
known a priori, we have the initial convex working set as
P0 = {G¯|0  G¯  I}, i.e., X ⊆ P0.
Next, we show that the one-bit feedback fn’s in the NL
feedback intervals play the role of oracle in ACCPM for
our problem, which return a sequence of working sets {Pn}
to help localize the target set X . Consider each feedback
interval as one iteration. Then, for any feedback interval
n ∈ {2, . . . , NL},5 by querying the one-bit feedback fn, the
ET can obtain the following inequality for QLn and QLn−1
(recall that QLn = Tsγtr(GSLn)):
fntr
(
G(SLn − SLn−1)
)
≤ 0, (6)
which can be regarded as a cutting plane such that G lies
in the half space of Hn = {G¯|fntr
(
G¯(SLn − SLn−1)
)
≤ 0}.
Accordingly, by denoting P1 = P0, we can obtain the working
set Pn at interval n ≥ 2 by updating Pn = Pn−1 ∩ Hn, or
equivalently,
Pn =
{
G¯
∣∣0  G¯  I, fitr(G¯(SLi − SLi−1)) ≤ 0,
2 ≤ i ≤ n
}
. (7)
It is evident that P0 = P1 ⊇ P2 ⊇ · · · ⊇ PNL ⊇ X .
From (7), we can obtain the analytic center of Pn, denoted
as G˜
(n)
, which is explicitly given by [20]6
G˜
(n)
=arg min
0
¯GI
− 2 log det (G¯)− 2 log det (I − G¯)
−
n∑
i=2
log
(
−fitr
(
G¯
(
SLi − SLi−1
)))
, n ≥ 0. (8)
Since the problem in (8) can be shown to be convex [21],
it can be solved by standard convex optimization techniques,
e.g., CVX [22]. Notice that G˜(n) is also the query point for
the next feedback interval n+ 1.
Up to now, we have obtained the query point at each interval
n, G˜
(n−1)
, and the cutting plane given by (6) for ACCPM.
To complete our algorithm, we also need to ensure that the
resulting cutting plane is at least neutral given G˜(n−1). This
5Note that for interval n = 1, it always holds that QL1 ≥ QL0 = 0, and
thus the one-bit feedback information is always f1 = −1, which does not
contain any useful information for localizing the target set X .
6Since the matrix to be estimated (i.e., G) is complex, we use
2 log det
(
G¯
)
and 2 log det
(
I − G¯
)
in (8) to compute the analytic centers,
instead of log det
(
G¯
)
and log det
(
I − G¯
)
as used in [20] for the case of
real matrices. Our new definition in (8) will facilitate the convergence proof
for the proposed algorithm (see Appendix A).
6is equivalent to constructing the transmit covariance SLn’s such
that
tr
(
G˜
(n−1)
(
SLn − SLn−1
))
= 0, n = 2, . . . , NL. (9)
We find such SLn’s by setting SL1 = PMT I for interval n = 1
and
SLn = S
L
n−1 +Bn (10)
for the remaining intervals n = 2, . . . , NL, where Bn ∈
CMT×MT is a Hermitian probing matrix that is neither positive
nor negative semi-definite in general. With the above choice,
finding a pair of SLn and SLn−1 to satisfy (9) is simplified to
finding the probing matrix Bn satisfying tr(G˜
(n−1)
Bn) =
0, n = 2, . . . , NL. To find such Bn for the nth interval,
we define a vector operation cvec(·) that maps a complex
Hermitian matrix X ∈ Cm×m to a real vector cvec(X) ∈
Rm
2×1,m ≥ 1, where all elements of cvec(X) are indepen-
dent from each other, and tr(XY ) = (cvec(X))T cvec(Y )
for any given complex Hermitian matrix Y .7 Accordingly, we
can express g˜(n−1) = cvec
(
G˜
(n−1)
)
and bn = cvec (Bn),
where g˜(n−1)Tbn = tr(G˜
(n−1)
Bn) = 0. Due to the one-to-
one mapping of cvec (·), finding Bn is equivalent to finding
bn that is orthogonal to g˜(n−1). Define a projection matrix
F n = I− g˜
(n−1)g˜(n−1)T
‖g˜(n−1)‖2
. Then we can express F n = V nV Tn ,
where V n ∈ RM2T×(M2T−1) satisfies V Tn g˜(n−1) = 0 and
V TnV n = I . Thus, bn can be any vector in the subspace
spanned by V n. Specifically, we set
bn = V np, (11)
where p ∈ R(M2T−1)×1 is a randomly generated vector in order
to make bn independently drawn from the subspace. With the
obtained bn, we have the probing matrix Bn = cmat(bn),8
where cmat(·) denotes the inverse operation of cvec(·). Ac-
cordingly, SLn that satisfies the neutral cutting plane in (9) is
obtained.
To summarize, we present the ACCPM based channel
learning algorithm with one-bit feedback for the single-user
case in Table I as Algorithm 1. Note that in step 3) of the
algorithm, the iteration terminates after NL feedback intervals
of the channel leaning phase, and in step 4), the estimate of
G is set as the normalized matrix of the analytic center of
7The mapping between the complex Hermitian matrix X ∈ Cm×m and
the real vector cvec(X) ∈ Rm2×1, m ≥ 1, can be realized as follows. The
first m elements of cvec(X) consist of the diagonal elements of X (that are
real), i.e., [X]aa’s, ∀a ∈ {1, . . . ,m}, where [X]ab denotes the element in
the ath row and bth column of X ; the next m
2−m
2
elements of cvec(X)
are composed of the (scaled) real part of the upper (or lower) off-diagonal
elements of X , i.e., [X]ab+[X]ba√
2
’s, ∀a, b ∈ {1, . . . ,m}, a < b; and the
last m
2−m
2
elements of cvec(X) correspond to the (scaled) imaginary part
of the lower off-diagonal elements of X , i.e., j [X]ab−[X]ba√
2
’s, ∀a, b ∈
{1, . . . ,m}, a < b.
8Note that Bn in general contains both positive and negative eigenvalues.
As a result, the update in (10) may not necessarily yield an SLn that satisfies
both tr(SLn) ≤ P and SLn  0. Nevertheless, by setting ‖p‖ to be
sufficiently smaller than P , we can always find a p and its resulting SLn
satisfying the above two conditions with only a few random trials. In this
paper, we choose ‖p‖ = P/10.
TABLE I
ACCPM BASED CHANNEL LEARNING ALGORITHM FOR SINGLE-USER
CASE
Algorithm 1
1) Initialization: Set n = 0, QL0 = 0, and SL1 = PMT I .
2) Repeat:
a) n← n+ 1;
b) The ET transmits with SLn;
c) The ER feeds back fn = −1 (or 1) if QLn ≥ QLn−1 (or otherwise);
d) The ET computes the query point G˜(n) given in (8);
e) The ET computes bn+1 from (11), obtains Bn+1 = cmat(bn+1), and
updates SLn+1 = S
L
n +Bn+1.
3) Until n ≥ NL.
4) The ET estimates G˜ = G˜(NL)/
∥∥∥G˜(NL)
∥∥∥
F
.
PNL , given by G˜ =
˜G
(NL)∥∥∥∥ ˜G
(NL)
∥∥∥∥
F
. Accordingly, we can use the
dominant eigenvector of G˜ as the corresponding OEB v˜E for
the energy transmission phase in the single-user MIMO WET
system.
C. Convergence Analysis: Single-User Case
For the ACCPM based channel learning algorithm given in
Table I, we proceed to analyze its convergence performance by
assuming that NL (and hence N ) can be set to be arbitrarily
large. We first have the following proposition.
Proposition 3.1: Suppose that the target set X admits cer-
tain estimation errors specified by the desired accuracy ε > 0,
i.e., X = {G¯ε|0  G¯ε  I, ‖G¯ε − βG‖F ≤ ε, ∀β > 0}.
Then the updated G˜(n)’s in the ACCPM based single-user
channel learning algorithm will converge to a point in the
target set X with ‖G˜(n)‖F ≥ 1/4 once the iteration index n
(n ≥ 1) satisfies the following inequality:
ε2 >
MT + 4M
2
T (2MT + 1) log
(
1 + n−1
16M2
T
(2MT+1)
)
(4n+ 16MT − 4) exp( 2(n−1)cn+4MT−1 )
,
(12)
where c > 0 is a constant, and the right-hand side in (12) is
monotonically decreasing with n ≥ 1.
Proof: Note that for the ACCPM based channel learning
in Algorithm 1, each iteration of n > 1 returns one neutral
cutting plane; as a result, the required iteration number in
Proposition 3.1 is equivalent to the total number of required
neutral cutting planes. Based on this observation, Proposition
3.1 can be proved by borrowing the convergence analysis
results of the ACCPM for semi-definite feasibility problems
in [20], which shows the worst-case complexity on the total
number of required neutral cutting planes given certain solu-
tion accuracy. However, [20] only considers the case with real
matrices, while our ACCPM based channel learning algorithm
corresponds to the case involving complex matrices. To over-
come this issue, we first find an equivalent real counterpart for
the complex ACCPM based channel learning in Algorithm 1,
and then prove Proposition 3.1 by showing the convergence
behavior of the real counterpart algorithm based on the results
in [20]. The detailed proof is provided in Appendix A.
In Proposition 3.1, we have obtained the number of feedback
intervals required for G˜(n) to converge in the target set X sub-
7ject to certain estimation errors, where G˜(n) can be an estimate
of any scaled matrix of G with ‖G˜(n)‖F ≥ 1/4. However,
since our main objective is to estimate the normalized channel
matrix G, it is desirable to further provide the explicit number
of required feedback intervals for G˜ (the estimate of G) to
converge. This is shown in the following proposition based on
Proposition 3.1.
Proposition 3.2: The ACCPM based single-user channel
learning algorithm obtains an estimate G˜ for the normalized
channel matrix G with ‖G˜ −G‖F ≤ ε in at most O
(
M3T
ε2
)
number of feedback intervals.
Proof: See Appendix B.
From Proposition 3.2, it is evident that the analytic conver-
gence speed is only related to the number of transmit antennas,
MT , but does not depend on the number of receive antennas,
MR. This is intuitive, since our algorithm aims to learn the
composite channel matrix of G = HHH , which is of size
MT×MT . It is worth pointing out that the result in Proposition
3.2 provides merely a worst-case upper bound for the required
number of feedback intervals, NL; practically, the proposed
algorithm can achieve the desired accuracy with much smaller
number of feedback intervals, NL, as will be shown by our
numerical results in Section V.
IV. CHANNEL LEARNING WITH ONE-BIT FEEDBACK:
MULTIUSER CASE
In this section, we extend the ACCPM based single-user
channel learning algorithm to the general multiuser MIMO
WET system with K > 1 ERs. In the following, we first
present the multiuser modification of the ACCPM based
channel learning algorithm with one-bit feedback, and then
provide its convergence analysis.
A. ACCPM Based Multiuser Channel Learning
In the multiuser case, we aim to implement ACCPM to
learn the K normalized channel matrices from the ET to all
ERs, i.e., G1, . . . ,GK , by using the collected one-bit feedback
information from them. To this end, we need to define the
corresponding target set, working sets and query points for
each ER k, and also find a set of neutral cutting planes for
all K ERs at each feedback interval.
For each ER k ∈ K, similar to the single-user case, we
define the target set as Xk = {G¯k|0  G¯k  I, G¯k =
βGk, ∀β > 0}, and have the working sets as
Pk,n =
{
G¯k
∣∣0  G¯k  I, fk,itr(G¯k (SLi − SLi−1)) ≤ 0,
2 ≤ i ≤ n}, n ≥ 0, (13)
where the inequality of
fk,ntr
(
G¯k(S
L
n − SLn−1)
)
≤ 0 (14)
corresponds to a cutting plane obtained at the nth interval
based on ER k’s feedback of fk,n, n = 2, . . . , NL. From (13),
we can obtain the analytic center of Pk,n (also the query point
for the next interval n+ 1), given by
G˜
(n)
k =arg min
0
¯GkI
−2 log det (G¯k)− 2 log det (I − G¯k)
−
n∑
i=2
log
(
−fk,itr
(
G¯k
(
SLi − SLi−1
)))
, n ≥ 0.
(15)
Thus, we have obtained the target set, working sets and query
points for each ER k ∈ K.
Now, to complete ACCPM, we also need to design the
transmit covariance SLn’s to ensure that the cutting plane in
(14) is neutral. That is, at interval n = 2, . . . , NL, it is
desirable for each ER k ∈ K that
tr
(
G˜
(n−1)
k
(
SLn − SLn−1
))
= 0. (16)
Note that given K > 1 ERs in the system, the transmit
covariance matrix SLn needs to satisfy K equations in (16)
for k = 1, . . . ,K, at the same time, in contrast to one single
equation in the single-user case with K = 1. If K > M2T − 1,
finding such an SLn becomes infeasible, since in this case, (16)
corresponds to a set of K equations with M2T (real) unknowns.
To overcome this issue, we propose to group the K ERs into
one or more subsets each consisting of no more than M2T − 1
number of ERs; accordingly, at each feedback interval, the ET
only needs to ensure that the updated transmit covariance SLn
satisfies (16) for the ERs in the corresponding subset, instead
of all K ERs if K > MT2 − 1.
Specifically, we divide the K ERs into A = ⌈ K
M2
T
−1
⌉
subsets denoted by Ka =
{
(a− 1)⌈KA ⌉+ 1, . . . , a⌈KA ⌉
}
,
∀a ∈ {1, . . . , A− 1}, and KA =
{
(A− 1)⌈KA ⌉+ 1, . . . ,K
}
,
where
A⋃
a=1
Ka = K and |Ka| ≤ M2T − 1, ∀a. Accord-
ingly, we also partition the NL feedback intervals in the
channel learning phase of the two-phase protocol into A
subsets as shown in Fig. 3, which are given by NLa ={
(a− 1)⌈NLA ⌉+ 1, . . . , a⌈NLA ⌉
}
, ∀a ∈ {1, . . . , A − 1}, and
NLA =
{
(A− 1)⌈NLA ⌉+ 1, . . . , NL
}
, where
A⋃
a=1
NLa =
{1, . . . , NL} and NLa
⋂NLb = φ, ∀a 6= b.9 Notice that for
each partitioned subset of feedback intervals, NLa , only ERs
in the corresponding user subset Ka need to send their one-bit
feedbacks to the ET for learning their MIMO channels; accord-
ingly, over the intervals in NLa , the ET obtains cutting planes
in (14) only for the corresponding ERs in Ka. Therefore, based
on the above partitions, if K > M2T − 1, we need to slightly
modify the working sets in (13) and the analytic centers (query
9How to optimally group ERs and partition feedback intervals over different
groups to achieve the best channel learning performance is an interesting
problem, which, however, is beyond the scope of this paper.
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Fig. 3. The transmission protocol with feedback interval partition for the
ACCPM based multiuser channel learning.
points) in (15) for each k ∈ Ka, a ∈ {1, . . . , A− 1} as
Pk,n =
{
G¯k
∣∣0  G¯k  I, fk,itr(G¯k (SLi − SLi−1)) ≤ 0,
i ∈ {2, . . . , n}
⋂
NLa
}
, (17)
G˜
(n)
k =arg min
0
¯GkI
−2 log det (G¯k)− 2 log det (I − G¯k)
n∑
i=2,i∈NLa
log
(
−fk,itr
(
G¯k
(
SLi − SLi−1
)))
. (18)
Next, we design SLn’s such that at any feedback interval
n ∈ NLa (except n = 1), the equations in (16) hold for the
subset of ERs in Ka, a ∈ {1, . . . , A}. We set SL1 = PMT I for
interval n = 1, and
SLn = S
L
n−1 + B¯n (19)
for the remaining intervals n = 2, . . . , NL, where B¯n ∈
CMT×MT denotes the probing matrix for the multiuser case (as
opposed to Bn in (10) for the single-user case) to be designed
such that tr(G˜(n−1)k B¯n) = 0, ∀k ∈ Ka, with n ∈ NLa . By
denoting b¯n = cvec
(
B¯n
)
and g˜(n−1)k = cvec
(
G˜
(n−1)
k
)
,
then finding such a B¯n is equivalent to finding a vector b¯n
that is orthogonal to all the |Ka| vectors, {g˜(n−1)k }k∈Ka , i.e.,
g˜
(n−1)T
k b¯n = 0, ∀k ∈ Ka. To do so, we define a |Ka| ×M2T
real matrix denoted by Φn with columns composed by the
|Ka| normalized vectors
{
g˜(n−1)
k
‖g˜(n−1)
k
‖
}
with k ∈ Ka, based
on which we obtain a projection matrix F¯ n = I − ΦnΦTn .
Let F¯ n = V¯ nV¯
T
n , where V¯ n ∈ RM
2
T×(M
2
T−|Ka|+1) satisfies
V¯
T
nΦn = 0 and V¯
T
n V¯ n = I . Then we can find b¯n by setting
b¯n = V¯ np¯, (20)
where p¯ ∈ R(M2T−|Ka|+1)×1 is a randomly generated vector.
With the obtained b¯n, we have the probing matrix B¯n =
cmat(b¯n), and accordingly obtain SLn.10
To summarize, we present the ACCPM based channel
learning algorithm with one-bit feedback for the multiuser case
in Table II as Algorithm 2.
B. Convergence Analysis: Multiuser Case
We provide the convergence analysis for the ACCPM based
multiuser channel learning algorithm in the following propo-
sition.
Proposition 4.1: The ACCPM based multiuser channel
learning algorithm obtains K MIMO channel estimates for
10Similar to the single-user case, we choose ‖p¯‖ = P/10 in order to obtain
SLn that satisfies both tr(SLn) ≤ P and SLn  0.
TABLE II
ACCPM BASED CHANNEL LEARNING ALGORITHM FOR MULTIUSER
CASE
Algorithm 2
1) Initialization: Set n = 0, QL0 = 0, and SL1 = PMT I; divide the K ERs and
NL feedback intervals into A = ⌈ K
M2
T
−1
⌉ subsets.
2) Repeat:
a) n← n+ 1;
b) The ET transmits with SLn;
c) Find the user subset index a such that n + 1 ∈ NLa ;
d) Each ER k ∈ Ka feeds back fk,n = −1 (or 1) if QLk,n ≥ QLk,n−1 (or
otherwise);
e) The ET computes the query points for all ERs in subset a, i.e., G˜(n)k ’s,
∀k ∈ Ka, given in (18);
f) The ET computes b¯n+1 from (20) based on {G˜(n)k }k∈Ka , obtains
B¯n+1 = cmat(b¯n+1), and updates SLn+1 = S
L
n + B¯n+1.
3) Until n ≥ NL.
4) The ET computes G˜(NL)
k
from (18) and estimates G˜k =
G˜
(NL)
k
/∥∥∥G˜(NL)k
∥∥∥
F
, ∀k ∈ K.
all ERs, i.e., {G˜k}, with ‖G˜k − Gk‖F ≤ ε, ∀k ∈ K, in at
most O
(⌈
K
M2
T
−1
⌉
M3T
ε2
)
number of feedback intervals.
Proof: Given A =
⌈
K
M2
T
−1
⌉
partitioned user subsets,
K1, . . . ,KA, each with no more than M2T − 1 ERs, we
consider any subset a ∈ {1, . . . , A}. According to (16) and
(20), at each feedback interval we can simultaneously find
|Ka| ≤ M2T − 1 neutral cutting planes each for one ER in
Ka. As a result, after O
(
M3T
ε2
)
number of feedback intervals,
we will have O
(
M3T
ε2
)
neutral cutting planes for each ER in
Ka. Based on this argument together with Proposition 3.2,
it follows that in at most O
(
M3T
ε2
)
intervals we can have
‖G˜k−Gk‖F ≤ ε, ∀k ∈ Ka. Given this result and considering
that there are in total A =
⌈
K
M2
T
−1
⌉
subsets of MIMO channels
to be estimated, Proposition 4.1 thus follows.
Proposition 4.1 provides the worst-case convergence perfor-
mance for arbitrary values of MT , MR and K . Note that if
K ≤ M2T − 1, it immediately follows from Proposition 4.1
that our proposed algorithm is able to learn K > 1 ERs’
MIMO channels simultaneously without reducing the analytic
convergence speed.
V. NUMERICAL RESULTS
In this section, we provide extensive simulation results to
evaluate the performance of our proposed ACCPM based
channel learning algorithm with one-bit feedback. We consider
a multiuser broadcast system for WET as shown in Fig. 4,
where 6 ERs are located at an equal distance of 5 meters
from the ET, but with different directions. Accordingly, it is
assumed that the average path loss from the ET to all ERs
is identically 40 dB. For the considered short transmission
distance, the line-of-sight (LOS) signal is dominant, and thus
the Rician fading is used to model the channel from the ET
to each ER. Specifically, we have
H ′k =
√
KR
1 +KR
HLOSk +
√
1
1 +KR
HNLOSk , k ∈ K, (21)
where HLOSk ∈ CMR×MT is the LOS deterministic compo-
nent, HNLOSk ∈ CMR×MT denotes the non-LOS Rayleigh
9ET
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5 meters
Fig. 4. System setup for simulation.
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Fig. 5. Normalized error of estimated matrix norm versus NL with different
number of transmit antennas, MT , where MR = 2 and K = 1.
fading component with each element being an independent cir-
cularly symmetric complex Gaussian (CSCG) random variable
with zero mean and covariance of 10−4 (to be consistent with
the assumed average power attenuation of −40 dB), and KR is
the Rician factor set to be 5 dB. For the LOS component, we
use the far-field uniform linear antenna array model with each
row of HLOSk expressed as 10−2
[
1 ejθk · · · ej(MT−1)θk]
with θk = − 2piκ sin(φk)λ , where κ is the spacing between
two successive antenna elements at the ET, λ is the carrier
wavelength, and φk is the direction of the ER k from the ET.
We set κ = λ2 and φk = −75◦+30◦(k− 1), ∀k ∈ K (see Fig.
4). Furthermore, we set the transmit power at the ET and the
energy harvesting efficiency at each ER as P = 30 dBm (1 W)
and ς = 50%, respectively. In the following, we present our
simulation results for the cases of single-user and multiuser
WET systems, respectively.
A. Single-User Setup
First, we consider the point-to-point or single-user MIMO
WET system with ER 1 only shown in Fig. 4. We show
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Fig. 6. Normalized error of harvested power versus NL with different number
of transmit antennas, MT , where MR = 2 and K = 1.
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Fig. 7. Normalized error of estimated matrix norm versus NL with different
number of receive antennas, MR, with fixed MT = 6 and K = 1.
the convergence performance of the proposed ACCPM based
channel learning algorithm in Figs. 5-7. In Figs. 5 and 6,
we plot the normalized error of estimated matrix norm, i.e.,
‖G˜ − G‖F, and the normalized error of harvested power,
i.e., λE−v˜
H
EGv˜E
λE
, versus the number of feedback intervals
in the channel learning phase, NL, with different number of
transmit antennas, MT , and fixed number of receive antennas,
MR = 2. From both figures, it is observed that the proposed
algorithm achieves an exponentially (or linearly in the log-
scale shown in the figures) decreasing error over the number of
feedback intervals, which shows its fast convergence in prac-
tical implementation. It is also observed that as the number of
transmit antennas, MT , increases, the algorithm convergence
speed becomes slower. This is due to the fact that for ACCPM,
there are in total M2T independent real variables in the matrix
G to be estimated, whose number increases quadratically with
MT . Moreover, Fig. 7 shows the normalized error of estimated
matrix norm versus NL with different number of receive
antennas, MR, where the number of transmit antennas is fixed
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Fig. 8. Convergence performance comparison for different channel learning
algorithms with MT = 4, MR = 2 and K = 1.
as MT = 6. It is observed that the algorithm converges almost
at the same speed for different values of MR. This result is
consistent with Proposition 3.2, which shows that the analytic
convergence speed of the ACCPM based channel learning
algorithm is irrelevant to the number of receive antennas, MR.
Fig. 8 compares the channel learning performance of the
proposed ACCPM based algorithm against three benchmark
algorithms (namely, CJT [16], gradient sign [17] and dis-
tributed beamforming [18]; for the details of implementing
these algorithms, please refer to Appendix C) in terms of
the normalized error of harvested power versus NL. It is
observed that the CJT algorithm results in discrete error points
corresponding to different values of the line search accuracy
parameter, η, and different numbers of sweeps implemented
(see Appendix C-1). This is due to the fact that this method can
obtain an updated channel estimate only after each complete
sweep over a certain number of feedback intervals. For the
other two algorithms of gradient sign and distributed beam-
forming, it is observed that larger step sizes (i.e., ξ = 0.05
for gradient sign and χ = 0.1pi for distributed beamforming,
as defined in Appendices C-2 and C-3, respectively) yield
faster convergence speed but also more notable fluctuations
as compared to the case of smaller step sizes (i.e., ξ = 0.01
for gradient sign and χ = 0.04pi for distributed beamform-
ing). In terms of convergence speed, ACCPM is observed to
significantly outperform the other three algorithms.
Fig. 9 shows the average harvested power per block, i.e.,
Qtotal/T with Qtotal given in (4), versus NL with fixed block-
length, N = 200, for different algorithms. We set MT = 4
and MR = 2. For comparison, besides the three benchmark
algorithms previously introduced, we also plot the maximum
harvested power, Qmax/T , by the OEB assuming perfect CSI
at the ET as a performance upper bound, as well as the
harvested power in the case without CSI at the ET by an
isotropic transmission with S = PMT I as a performance lower
bound. It is observed that for the ACCPM and CJT based
channel learning, the average harvested power first increases
and then decreases as NL increases, and the maximum power
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Fig. 9. Average harvested power comparison for different algorithms with
N = 200, MT = 4, MR = 2 and K = 1.
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Fig. 10. Average harvested power comparison for different algorithms with
MT = 4 and MR = 2.
value is achieved when NL = 22 and NL = 42, respectively;
while for the gradient sign and distributed beamforming based
algorithms, the average harvested power increases consistently
with NL. The explanation is as follows. For ACCPM and CJT,
the transmit covariance matrices at the ET are in general of
full-rank during the channel learning phase, which are de-
signed for channel learning only and thus may not be optimal
for energy transmission; therefore, there is in general a trade-
off in the time allocations between the channel learning phase
versus the energy transmission phase given a fixed finite block-
length N , to achieve the maximum average harvested power.
For gradient sign and distributed beamforming, the transmitted
energy beam during the channel learning phase is continuously
improved toward the OEB, and thus no energy transmission
phase is needed; as a result, the average harvested power
increases consistently with increasing NL until it becomes
equal to N .
Fig. 10 shows the average harvested power per block versus
the block-length N , where NL is chosen for each given N
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Fig. 11. Average normalized error of estimated matrix norm versus NL with
different number of ERs, K , where MT = 4 and MR = 2.
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Fig. 12. Normalized error of weighted sum of harvested power versus NL
with different number of ERs, K , where MT = 4 and MR = 2.
and each channel learning algorithm to maximize the corre-
sponding average harvested power. For all the proposed and
three benchmark channel learning algorithms, it is observed
that as N increases, the average harvested power increases
to more closely approach the performance upper bound by
the OEB with perfect CSI. This is due to the fact that with
larger block-length, the MIMO channel can be estimated
more accurately but with smaller percentage of time in each
block. The proposed ACCPM based algorithm is observed to
achieve higher average harvested power than the other three
schemes of CJT, gradient sign and distributed beamforming.
This is consistent with its best channel learning performance
previously shown in Fig. 8.
B. Multiuser Setup
Next, we consider the multiuser MIMO WET system with
K > 1 ERs shown in Fig. 4. In order to avoid the performance
variations due to different user groupings for the proposed
multiuser channel learning algorithm (i.e., Algorithm 2), here
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Fig. 13. Weighted sum of average harvested power comparison for different
algorithms, where MT = 4, MR = 2 and K = 6.
we focus on the case of K ≤ M2T − 1 without the need of
user grouping.
Figs. 11 and 12 show the average normalized error of
estimated matrix norm, i.e.,
∑
k∈K ‖G˜k −Gk‖F/K , and the
normalized error of weighted sum of average harvested power,
i.e., λE−v˜
H
EGv˜E
λE
, with different number of ERs, K , by fixing
MT = 4 and MR = 2. From both figures, it is observed
that as K increases, the algorithm converges more slowly.
However, it should be pointed out that this observation does
not contradict our result in Section IV that the ACCPM based
multiuser channel learning algorithm can efficiently estimate
multiple ERs’ channels at the same time without reducing the
analytic convergence speed, provided that K ≤M2T −1, since
it is only a worst-case analysis. Moreover, it is observed from
Fig. 12 that after 60 feedback intervals, at least 99% of the
maximum weighted-sum power is achieved for all values of
K .
Fig. 13 shows the weighted sum of average harvested power
per block, i.e., Qtotal/T , versus N , where NL is chosen to be
the optimal value for each channel learning algorithm and each
given N . We set MT = 4, MR = 2 and K = 6. Similar to Fig.
10 for the single-user case, it is observed that as N increases,
the weighted sum of average harvested power increases for
all the proposed and three benchmark algorithms. However,
the performance gains of the proposed ACCPM over the three
benchmark algorithms become more substantial as compared
to that in the single-user case shown in Fig. 10. This result
demonstrates the benefit of ACCPM based channel learning
due to simultaneously estimating more than one ERs’ MIMO
channels, as compared to the three benchmark algorithms that
can only estimate the eigenvectors or the dominant eigenmode
of one ER’s MIMO channel at one time (see Appendix C for
more details). As a result, it is concluded that our proposed
ACCPM based channel learning algorithm is more appealing
for the MIMO WET system with multiple ERs.
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VI. CONCLUDING REMARKS
This paper proposed a new channel learning design ap-
proach for multiuser MIMO WET systems. By requiring each
ER to send back to the ET only one bit per feedback interval
to indicate the increase or decrease of its harvested energy, we
show that the ET is able to adjust the training energy beams
over different intervals to estimate multiuser MIMO channels
simultaneously based on the principle of ACCPM. Through
both analysis and simulation, it is shown that our proposed
ACCPM based channel learning is more appealing as com-
pared to existing methods with one-bit feedback, especially
when the number of ERs is large. It is our hope that this paper
will open up an avenue for future investigation of new channel
training/feedback techniques for MIMO WET systems.
It is worth noting that in this paper, we considered the
one-bit feedback at each ER to simplify the feedback design
and receiver complexity and also minimize the energy used
for feedback communication. Nevertheless, there may exist
alternative feedback designs to further improve the channel
learning performance. For example, if each ER can send
more than one feedback bits per interval, the channel learning
performance should be further improved. How to extend the
ACCPM based channel learning with more than one feedback
bits per interval is an open problem, which is worth of further
investigation.
It is also worth pointing out that although we considered
the channel learning for MIMO WET systems in this paper,
our proposed ACCPM based algorithm can also be extended
to other multiuser MIMO systems in wireless communication
for channel learning with low-complexity feedback, e.g., the
cognitive radio system considered in [16] and the precoding
design problem studied in [17].
While preparing this manuscript, the authors become aware
of one parallel work [23] that was submitted to the same con-
ference as the conference version of this paper [1]. [23] con-
sidered a point-to-point multiple-input single-output (MISO)
transmit beamforming system in wireless communication (in-
stead of WET), where ACCPM is applied to estimate the
single-user MISO channel at the transmitter based on the one-
bit feedback from the receiver indicating whether the received
SNR is larger or smaller than a given threshold. Although the
core idea of using ACCPM for designing one-bit feedback
based channel learning is essentially the same for the two
papers, there are still noticeable differences due to independent
investigations, which are briefly highlighted as follows. In
[23], the transmitter needs to send an additional threshold to
the receiver at each training interval to facilitate the one-bit
feedback from the receiver; furthermore, the transmitted signal
covariance in [23] is of rank-one or corresponds to transmit
beamforming for both training and data transmission, while in
this paper, we propose to use multi-beam training signals to
achieve the faster convergence of channel estimation.
APPENDIX
A. Proof of Proposition 3.1
In order to facilitate the proof, for any complex matrix A ∈
Cx×y, we define the following operation that maps A into a
real matrix as
Â ,
[
Re(A) −Im(A)
Im(A) Re(A)
]
∈ R2x×2y, (22)
where Re(A) ∈ Rx×y and Im(A) ∈ Rx×y denote the real and
imaginary part of A, respectively.
Lemma A.1: For any two complex matrices A and B with
appropriate dimensions, the mappings A → Â and B → B̂
have the following properties:
det
(
Â
)
= | det(A)|2 (23)
tr
(
ÂB̂
)
= 2tr (AB) (24)
‖Â‖F =
√
2‖A‖F (25)
Â  B̂ ⇐⇒ A  B. (26)
Proof: The properties (23) and (26) follow from [14,
Lemma 1] and [14, Corollary 2], respectively. The properties
(24) and (25) can be verified by simple matrix manipulations.
Now, with the defined mapping operation, we are ready
to prove Proposition 3.1 by showing the convergence perfor-
mance for a real counterpart of the ACCPM based channel
learning algorithm (i.e., Algorithm 1) based on real (versus
complex) matrices. First, we define the real counterpart of
Algorithm 1 as an ACCPM based algorithm that aims to find
one feasible point in a target set given as follows to estimate
the real matrix Ĝ ∈ R2MT×2MT mapped from the complex
MIMO channel matrix G.
X̂ = { ̂¯Gε|0  ̂¯Gε  I, ‖ ̂¯Gε − βĜ‖F ≤ 2ε, ∀β > 0}. (27)
To find a point in the target set X̂ , at each iteration n ≥ 2, the
real counterpart algorithm obtains the following inequality
fntr
(
ĜB̂n
)
≤ 0, (28)
which corresponds to a cutting plane ensuring that Ĝ should
lie in the half space of Ĥn = { ̂¯G|fntr( ̂¯GB̂n) ≤ 0}.
Accordingly, the working set P̂n for the real counterpart
algorithm can be updated as P̂n = P̂n−1 ∩ Ĥn, with P̂0 =
P̂1 = { ̂¯G|0  ̂¯G  I}. Thus, we have
P̂n =
{ ̂¯G∣∣0  ̂¯G  I, fitr( ̂¯GB̂i) ≤ 0, 2 ≤ i ≤ n} , n ≥ 0.
(29)
From (29), the analytic center of P̂n can be obtained by
solving the following problem involving only real matrices
[20]
min
0
̂¯
GI
− log det
( ̂¯G)− log det(I − ̂¯G)
−
n∑
i=2
log
(
−fitr
( ̂¯GB̂i)) . (30)
It can be easily shown by using Lemma A.1 that the optimal
solution to (30) is indeed ̂˜G(n) (recall that G˜(n) is the analytic
center of Pn for Algorithm 1, defined in (8)), which serves
as the query point at iteration n + 1 for the real counterpart
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algorithm. With such query points, it follows that at the
nth iteration, n ≥ 2, the cutting plane in (28) is neutral
given
̂
G˜
(n−1)
, i.e., fntr
(
̂
G˜
(n−1)
B̂n
)
= 0, provided that
fntr
(
G˜
(n−1)
Bn
)
= 0 for Algorithm 1 (cf. (9) and (10)).
It can be shown that the real counterpart algorithm defined
above has the following relationship to Algorithm 1: the
analytic centers of {G˜(n)} converge to a point in X for
Algorithm 1 if and only if those of { ̂˜G(n)} converge to a
point in X̂ for its real counterpart algorithm. Therefore, it is
evident that proving Proposition 3.1 is equivalent to showing
that in the real counterpart algorithm, { ̂˜G(n)} will converge to
a point in X̂ once the iteration index n satisfies the inequality
in (12).
Next, we prove this argument for the real counterpart
algorithm by applying the techniques given in [20]. To do
so, we define the nth potential function as
ϕ̂n
( ̂¯G) =− log det( ̂¯G)− log det(I − ̂¯G)
−
n∑
i=2
log
(
−fitr
( ̂¯GB̂i)) , n ≥ 0, (31)
and the potential function associated with P̂n as
ϕ̂∗n
(
P̂n
)
= min
̂¯
G∈P̂n
ϕ̂n
( ̂¯G) . (32)
Note that the problem in (32) is same as that in (30), whose
optimal solution is the analytic center
̂˜
G
(n)
. Then, based on the
potential function, our proof is obtained using the following
ideas. First, by assuming P̂n ⊃ X̂ , we establish both the upper
and lower bounds of the potential function ϕ̂∗n
(
P̂n
)
, ∀n ≥ 1.
Then, we show the convergence performance of the real
counterpart algorithm by using the fact that { ̂˜G(n)} must
converge to a point in X̂ if the upper and lower bounds
contradict each other [20].
First, we establish both the upper and lower bounds of
ϕ̂∗n
(
P̂n
)
by the following three lemmas, which are derived
by using the fact that the cutting plane in (28) is neutral for
each iteration n ≥ 2. Here, the three lemmas follow directly
from [20], and thus we omit their proofs for brevity.
Lemma A.2: For any working set P̂n ⊃ X̂ , it follows that
ϕ̂∗n
(
P̂n
)
≤ −(n+ 4MT − 1) log(2ε), n ≥ 1.
Lemma A.3: ϕ̂∗n
(
P̂n
)
’s satisfy
ϕ̂∗n+1
(
P̂n+1
)
≥ ϕ̂∗n
(
P̂n
)
− log rn+1 + c, ∀n ≥ 1,
where c > 0 is a constant, and rn+1 is defined as
rn+1 =
√
(svecB̂n+1)T
(
∇2ϕ̂n
( ̂˜
G
(n)
))−1
(svecB̂n+1)
(33)
with ∇2ϕ̂n
( ̂¯G) denoting the second-order derivative of
ϕ̂n
( ̂¯G) with respect to ̂¯G, and svec(·) denoting a linear
isometry operation for real symmetric matrices [20].
Lemma A.4: For ri defined in (33), it follows that
n∑
i=2
r2i ≤ 4M2T (2MT + 1) log
(
1 +
n− 1
16M2T (2MT + 1)
)
.
Next, by combining the above three lemmas, we show that
in order for the upper and lower bounds of ϕ̂∗n
( ̂¯G) to hold,
it follows that
ε2 ≤
MT + 4M
2
T (2MT + 1) log
(
1 + n−1
16M2
T
(2MT+1)
)
4n+ 16MT − 4
1
exp( 2(n−1)cn+4MT−1 )
,
(34)
which is indeed the reversed inequality of (12). From Lemma
A.3, we have
ϕ̂∗n
(
P̂n
)
≥ ϕ̂∗1
(
P̂1
)
−
n∑
i=2
log ri + (n− 1)c, n ≥ 1.
Combining this with Lemma A.2, and using the fact that
ϕ̂∗1
(
P̂1
)
= −4MT log(12 ), it thus follows that
−(n+ 4MT − 1) log(2ε) ≥ −4MT log(1
2
)−
n∑
i=2
log ri + (n− 1)c.
Note that
4MT log(
1
2 ) +
∑n
i=2 log ri
n+ 4MT − 1
=
4MT log(
1
4 ) +
∑n
i=2 log r
2
i
2(n+ 4MT − 1)
≤1
2
log
(
MT +
∑n
i=2 r
2
i
n+ 4MT − 1
)
≤1
2
log
MT + 4M2T (2MT + 1) log
(
1 + n−1
16M2
T
(2MT+1)
)
n+ 4MT − 1
 ,
where the first inequality follows from the concavity of log(·)
function, and the second inequality is due to Lemma A.4. As
a result, we have
log(2ε)
≤1
2
log
MT + 4M2T (2MT + 1) log
(
1 + n−1
16M2
T
(2MT+1)
)
n+ 4MT − 1

− (n− 1)c
n+ 4MT − 1 .
Accordingly, the inequality in (34) follows.
So far, we have proved that in the real counterpart algorithm,
given P̂n ⊃ X̂ , in order for the upper and lower bounds of
ϕ̂∗n
(
P̂n
)
(i.e., Lemmas A.2-A.4) to hold, the inequality in
(34) must be true. In other words, if the inequality in (12)
holds or equivalently (34) is violated, then the upper and lower
bounds must contradict each other. In this case, it follows from
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[20] that { ̂˜G(n)} must converge to a point in X̂ . Based on
this result together with the relationship between Algorithm
1 and its real counterpart, it follows that once n satisfies the
inequality in (12), then G˜(n)’s in the ACCPM based single-
user channel learning algorithm will converge to a point in the
target set X .
Finally, to complete the proof, it remains to show that
‖G˜(n)‖F ≥ 1/4 and the right-hand side in (12) is monotoni-
cally decreasing with n ≥ 1. The first argument is true since
it follows from (8) that the dominant eigenvalue of G˜(n) is
always no smaller than 1/2, while the second fact can be easily
verified by deriving the first-order derivative of the function in
the right-hand side in (12). As a result, the proof of Proposition
3.1 is completed.
B. Proof of Proposition 3.2
First, we show that if G˜
(NL) lies in the target set X with
a desired accuracy of ε/8, i.e., there exists a β > 0 such that
‖G˜(NL)−βG‖F ≤ ε/8, then it must hold that ‖G˜−G‖ ≤ ε.
Define G˜F , ‖G˜(NL)‖F ≥ 1/4. Then it follows that∥∥∥G˜(NL) − βG∥∥∥
F
= G˜F
∥∥∥∥∥G˜
(NL)
G˜F
− βG
G˜F
∥∥∥∥∥
F
≥G˜F
∥∥∥∥G− βGG˜F
∥∥∥∥
F
= G˜F
∣∣∣∣1− βG˜F
∣∣∣∣ ≥ 14
∣∣∣∣1− βG˜F
∣∣∣∣ , (35)
where the first inequality holds due to
∥∥∥∥ ˜G(NL)G˜F
∥∥∥∥
F
= 1 and
‖G‖F = 1. Using (35) together with ‖G˜(NL)− βG‖F ≤ ε/8,
it follows that
∣∣∣1− β
G˜F
∣∣∣ ≤ ε/2. Therefore, it must hold that
‖G˜−G‖F =
∥∥∥∥∥G˜
(NL)
G˜F
−G
∥∥∥∥∥
F
≤
∥∥∥∥∥G˜
(NL)
G˜F
− βG
G˜F
∥∥∥∥∥
F
+
∥∥∥∥βGG˜F −G
∥∥∥∥
F
≤ ε
2
+
∣∣∣∣1− βG˜F
∣∣∣∣ ≤ ε.
As a result, we have proved that if ‖G˜(NL) − βG‖F ≤ ε/8,
then ‖G˜−G‖F ≤ ε.
Next, we show that the proposed algorithm converges to a
point G˜(NL) with
∥∥∥G˜(NL) − βG∥∥∥
F
≤ ε/8 after a number of
NL = O
(
M3T
ε2
)
feedback intervals. By using Proposition 3.1,
we have that in the worst case, the ACCPM based algorithm
will converge to a matrix G˜(NL) with
∥∥∥G˜(NL) − βG∥∥∥
F
≤ ε/8
once
ε2/64 ≥
MT + 4M
2
T (2MT + 1) log
(
1 + NL−1
16M2
T
(2MT+1)
)
(4NL + 16MT − 4) exp( 2(NL−1)cn+4MT−1 )
.
By ignoring the lower order terms, we can have NL
log(NL/M3T )
≥
O
(
M3T
ε2
)
. Since log(NL) is negligible compared to NL, it then
follows that NL ≈ O
(
M3T
ε2
)
.
By combining the above two arguments, Proposition 3.2 is
thus proved.
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Fig. 14. The transmission protocol for the three existing channel learning
algorithms.
C. Other Algorithms for Comparison
For comparison, in this appendix, we introduce three al-
ternative algorithms, namely, CJT [16], gradient sign [17],
and distributed beamforming [18], for the design of one-bit
feedback based channel learning, which were proposed and
studied in other application scenarios instead of WET. Note
that these algorithms were originally designed to learn one
single MIMO/MISO channel only. In order to extend them
to be applied for the multiuser MIMO WET system of our
interest with K ≥ 1 ERs, we consider the transmission
protocol as shown in Fig. 14 for all these three algorithms,
in which the channel learning phase is divided into K equal-
duration slots. In each slot of length τ/K (or equivalently
NL/K in number of feedback intervals by assuming NL/K
to be an integer), the ET learns one of the K MIMO channels
by applying one from the three channel learning algorithms.
In the following, we discuss the implementation details of
the three algorithms, respectively. For each algorithm, we first
introduce the channel training and estimation method during
each slot of the channel learning phase assuming the same (or
slightly modified) one-bit feedback scheme at each ER as in
our proposed channel learning algorithm, and then explain the
energy beamforming design for the energy transmission phase.
1) CJT [16]: First, consider the kth channel learning slot
for estimating the channel from the ET to the kth ER, k ∈ K.
During this slot, the ET updates SLn’s based on the feedback
bit fk,n’s to implement CJT for blindly obtaining the EVD for
Gk, i.e., Gk = V kΛkV Hk ; accordingly, the ET can obtain an
estimate of V k at the end of slot k, denoted by V˜ k.
The idea of CJT is based on the fact that the EVD of Gk can
be implemented through a series of two-dimensional rotations,
where at each rotation one pair of the matrix’s two off-diagonal
elements are eliminated. Specifically, let a ≥ 1 denote the
rotation index, and define A0 , Gk. Then at each rotation a,
the CJT aims to find an MT×MT unitary rotation matrix W a
to construct a new matrix Aa = W aAa−1WHa , such that the
(la,ma)th and (ma, la)th entries of Aa are both zero, where
1 ≤ la ≤MT and la < ma ≤MT . Note that for the MT×MT
Hermitian matrix Gk, there are MT (MT−1)/2 pairs of (l,m)
satisfying 1 ≤ l ≤ MT and l < m ≤ MT ; hence, in each set
of MT (MT − 1)/2 rotations, the CJT will choose (la,ma)
such that each pair of (l,m) is selected once only. We refer
to such a set of MT (MT −1)/2 rotations as one sweep. After
each complete sweep, the ET can obtain an improved estimate
of V k. To successfully implement CJT based on the one-bit
feedback, it is key to estimate W a at each rotation a. This
is done by calculating two real variables via two binary line
searches, where each line search is accomplished with several
feedback intervals required by utilizing the feedback bit fk,n’s
(see more details in [16]).
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Next, with the estimated V˜ k’s for all the K ERs after the
completion of the channel learning phase, we consider the
energy beamforming design for the energy transmission phase.
Since the ET can only obtain the estimates of {V k} but not
those of {Λk}, it is difficult to reconstruct the estimate of
G =
∑
k∈KGk for implementing the OEB. To overcome
this difficulty, we propose a suboptimal energy beamforming
design for WET. Specifically, we define G¯ ,
∑
k∈K v˜
H
k,1v˜k,1,
where v˜k,1 denotes the estimate of the dominant eigenvector of
Gk (i.e., vk,1), which can be obtained based on the estimated
V˜ k, k ∈ K. Then the ET uses the dominant eigenvector of
G¯ as the energy beamforming vector v˜E during the energy
transmission phase, i.e., SE = P v˜E v˜HE . It is worth noting
that although this energy beamforming design is suboptimal
in general, it is optimal when K = 1 or MR = 1, since in this
case the estimated energy beamforming vector will approach
to the OEB with perfect CSI at the ET as NL →∞.
It should be pointed out that in the CJT algorithm, the
performance of channel learning is controlled by the number
of sweeps implemented as well as the desired accuracy of each
line search, given by η > 0. If η is set small and the number
of sweeps is chosen to be large, the estimation of V k can be
made more accurate, but at the cost of more feedback intervals
required.
2) Gradient Sign [17]: First, consider the kth slot in the
channel learning phase, k ∈ K, for which the feedback
intervals are indexed by 1 to NL/K for convenience. During
this slot, the ET sends only one energy beam per feedback
interval denoted by wLn (i.e., SLn = wLnwLHn is of rank-
one), n = 1, . . . , NL/K . By adjusting wLn’s over different
feedback intervals in slot k, the ET can obtain an estimate of
the dominant eigenvector of Gk, i.e., vk,1, denoted by v˜k,1,
for ER k.
The gradient sign algorithm during each slot k is explained
as follows by assuming NL/K to be an even integer for
convenience. Define a sequence of reference beamforming
vectors for this slot as {w˜a} with 0 ≤ a ≤ NL2K − 1, where
w˜0 =
√
P
MT
1 denotes the initial reference beamforming
vector. Then, over each odd interval n = 2a + 1, the ET
sets the energy beam wL2a+1 by adding a random perturbation
vector to w˜a, while over the next even interval n = 2a+2, the
ET sets wL2a+2 by subtracting the same random perturbation
to w˜a. Based on the feedback fk,2a+2 from ER k at the end of
interval n = 2a+2, the ET can know whether wL2a+1 or wL2a+2
achieves a higher transferred energy to ER k, and accordingly,
it updates the reference beamforming vector w˜a+1 as the better
one. By performing the above procedure, it is shown in [17]
that as a → ∞, the reference beamforming vector {w˜a}
will approach the direction of the dominant eigenvector vk,1.
Therefore, we can obtain an estimate of vk,1 as v˜k,1 over finite
number of feedback intervals in slot k.
Next, consider the energy transmission phase. Similar to
the case of CJT algorithm, since the ET can only obtain
the estimates of vk,1’s instead of Gk’s, the ET applies the
dominant eigenvector of G¯ =
∑
k∈K v˜
H
k,1v˜k,1 as the energy
beamforming vector v˜E for WET.
Note that in the gradient sign algorithm, the perfor-
mance of channel learning is affected by the norm of the
added/subtracted random perturbation vector, which is referred
to as the step size ξ. In general, larger value of ξ corresponds
to faster convergence of the algorithm but also results in more
estimation errors.
3) Distributed Beamforming [18]: Note that in the case of
distributed beamforming, the design of one-bit feedback fk,n
from ER k needs to be slightly modified as compared to that
of the ACCPM, CJT and gradient sign algorithms, i.e., it is
designed to indicate whether the harvested energy at ER k
over the nth interval, n = 1, . . . , NL/K , is larger or smaller
than its record of the highest harvested energy so far during
the kth slot of the channel learning phase. Here, the intervals
over slot k are indexed by 1 to NL/K for convenience, similar
to the previous case of gradient sign.
With the modified feedback design, we provide the de-
tails of the channel learning for distributed beamforming
in each slot k. At each interval n of the kth slot, 1 ≤
n ≤ NLK , the ET sends one energy beam denoted by
wLn =
√
P
MT
[
ejϑ
L
1,n · · · ejϑLMT ,n
]T
, where only the signal
phases {ϑLm,n} are adjustable over different intervals of n.
We set w1 =
√
P
MT
1 as the initial energy beam. We also
define w˜n =
√
P
MT
[
ejϑ1,n · · · ejϑMT ,n] as the best transmit
beamforming vector for ER k during the kth slot prior to
interval n, with w˜1 = wL1 =
√
P
MT
1. At interval n + 1,
n = 1, . . . , NL/K − 1, the ET applies a set of random
phase perturbations δm,n+1 to ϑm,n, m = 1, . . . ,MT , in
order to probe for a potentially better phase array, i.e.,
ϑLm,n+1 = δm,n+1 + ϑm,n,m = 1, . . . ,MT . Then, if the
feedback bit fk,n+1 from the kth ER indicates an improvement
in the harvested energy, the ET updates w˜n+1 ← wLn+1;
otherwise, the ET sets w˜n+1 ← w˜n. By performing the above
procedure, the ET can obtain the updated w˜NL/K at the end
of the kth channel learning slot, the direction of which is
used as an estimate of vk,1, denoted by v˜k,1. Note that for
the distributed beamforming based algorithm, how to set the
phase perturbation δm,n’s is an important issue. In this paper,
we generate δm,n’s for each interval n randomly based on
a uniform distribution over the interval [−χ/2, χ/2], where
χ > 0 is the step size that controls the algorithm accuracy
and speed.
Next, consider the energy transmission phase. Similar to the
previous two cases, based on the estimated {v˜k,1} during the
channel learning phase, the ET applies the dominant eigenvec-
tor of G¯ =
∑
k∈K v˜
H
k,1v˜k,1 as the energy beamforming vector
v˜E for WET.
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