In this paper we consider the problem of estimating nonparametric panel data models with fixed effects. We derive the rate of convergence and asymptotic distribution of an iterative nonparametric kernel estimator. We also extend the estimation method to the case of a semiparametric partially linear fixed effects model. To determine whether a parametric, semiparametric or nonparametric model is appropriate, we propose test statistics to test between the three alternatives in practice. We further propose a test statistic for testing the null hypothesis of random effects against fixed effects in a nonparametric panel data regression model. Simulations are used to examine the finite sample performance of the proposed estimators and the test statistics.
Introduction
Nonparametric and semiparametric kernel methods are increasingly popular tools for statisticians/econometricians. Researchers have begun to gravitate towards nonparametric and semiparametric methods when there is little prior knowledge on specific (regression) functional forms or some known parametric specifications are deemed inadequate for the problem at hand. This often occurs when formal rejection of a parametric model yields no clues as to the direction in which to search for an improved parametric model. This growing popularity of nonparametric methods stems from their ability to relax functional form assumptions of an unknown model and let the data determine a function tailored to the data. This capacity to potentially reveal structure in the data that may be missed by common parametric specifications has encouraged growth in a variety of areas of statistics and econometrics.
The estimation of panel data models is no exception. The focus has been on both semiparametric (e.g. see Ke and Wang, 2001; Li and Stengos, 1996; Ullah and Roy, 1998) and nonparametric estimation of random effects models (e.g. see Henderson and Ullah, 2005; Lin and Carroll, 2000 , 2006 Lin, Wang, Welsh and Carroll, 2004; Lin and Ying, 2001; Ruckstuhl, Welsh and Carroll, 1999; Wang, 2003; Wu and Zhang, 2002) . Estimation of these types of models are appropriate when the individual effect is independent of the regressors. This is common in many applications, where researchers often treat any unobserved individual heterogeneity as being distributed independently of the regressors. However, random effects estimators are inconsistent if the true model is one with fixed effects, i.e., individual effects which are correlated with the regressors (e.g. see Wooldridge, 2002) . Indeed, economists often view the assumptions for the random effects model as being unsupported by the data. In light of this we seek to develop both nonparametric and semiparametric fixed effects estimation procedures. These procedures will be consistent under either the random or fixed effects assumptions.
We present both nonparametric and semiparametric models which either take or do not take the correlation structure into account when estimating a fixed effects nonparametric/semiparametric panel data model. Our results show that for the nonparametric model, incorporating or ignoring the within-subject correlation leads to consistent estimation results. However, incorporation of the correlation leads to an improvement in the estimated variance when the number of time periods is greater than two. For the semiparametric partially linear model, we also find that taking into account the correlation structure leads to efficient estimation of the finite dimensional (parametric) parameter.
Given that nonparametric estimators suffer from the curse of dimensionality, it is desirable to apply the consistent estimator with the fastest rate of convergence. Although nonparametric models are consistent under minimal assumptions, their rate of convergence is relatively slow. In contrast, semiparametric models allow for √ n-convergent estimation of the parametric components, and parametric models allow all parameters to be estimated at that rate when their respective functional form restrictions are appropriate. To choose between parametric, semiparametric and nonparametric alternatives we propose in Section 4.1 tests between these three models, using a simple and practical bootstrap testing approach.
The question of whether to use random or fixed effects naturally arises with panel data. We know that when the individual effect is correlated with any of the regressors, the random effects estimator becomes biased and inconsistent. The fixed effect estimator wipes out these individual effects and leads to consistent estimates. On the other hand, if the individual effects are independent of the regressors, both estimators are consistent. In this case the random effects estimator is more efficient. This trade-off is common in econometrics and is often solved using a testing procedure.
In Section 4.2 we develop a Hausman style test for the presence of fixed versus random effects. We suggest a separate bootstrap procedure for the implementation of this test in practice.
The remainder of the paper is organized as follows: Section 2 gives the nonparametric estimation procedures when we both account for and ignore the correlation structure. Section 3 generalizes the results to the case of a semiparametric partially linear model. In Section 4 we propose test statistics for testing between parametric, semiparametric and nonparametric alternatives as well as a test statistic for testing random effects against fixed effects in nonparametric panel data regression models. Section 5 examines the finite sample properties with a small Monte Carlo study. Finally, Section 6 gives concluding remarks.
Fixed Effects Nonparametric Panel Data Models
Consider the following nonparametric panel data regression model with fixed effects
where the functional form of θ(·) is not specified. The covariate Z it = (Z it,1 , ..., Z it,q ) is of dimension q, and all other variables are scalars. The random errors ν it are assumed to be i.i.d. with a zero mean, finite variance and independent of Z it for all i and t. 1 Further, µ i has a zero mean and finite variance. We allow µ i to be correlated with Z it with an unknown correlation structure. Hence,
(1) is a fixed effects model. Alternatively, when µ i is assumed to be uncorrelated with Z it , model
(1) is a random effects model. Note that we only consider the balanced data case in this paper for notational simplicity. The results of this paper can be generalized to the unbalanced data case.
We consider the usual case of large n and fixed m, and assume that the data is independent across the i index. We take a first difference to remove the fixed effects
Note that the above difference is to subtract observation t = 1 from t. One can also use the
effects. The asymptotic analysis are similar under various transformations. In this paper we will focus on the transformation given in (2). From (1) we know that E {θ(Z it )} = E(Y it ). Under this condition, θ(·) defined in (2) is identified. We discuss two nonparametric estimators for θ(·), one which utilizes the variance structure of the terms e Y it , and the other which ignores the structure.
We will show that the former estimator is asymptotically more efficient when m > 2.
1 The independence between ν it and Z it can be relaxed so that ν it and Z it are uncorrelated, ν it has a conditional homoskedastic variance, i.e., E(ν
and that E(ν it |Z it ) < C almost surely, where C is a finite positive constant.
An Estimator Using the Variance Structure
Our goal in this section is to derive an estimator which exploits the variance structure. We start by defining e ν it = ν it − ν i1 and e ν i = (e ν i2 , ..., e ν im ) T , where the superscript (·) T denotes the transpose of a matrix (·). The variance-covariance matrix of e ν i , defined as Σ = cov(e ν i |Z i1 , ..., Z im ) = cov(e ν i ), is given by 
where
where c t−1 is a vector of dimension (m−1)×1 with the (t−1) element being 1 and all other elements being 0. Because Σ −1 is known up to a constant of proportionality, it can be considered known for purposes of estimating θ(·). This is because σ 2 ν can be √ n-consistently estimated under general conditions. Therefore, replacing σ 2 ν by a √ n-consistent estimator will not affect the asymptotic distribution of a nonparametric estimator of θ(·) since the later has a nonparametric estimator convergent rate which is slower than √ n (or n −1/2 to be more rigorous).
Here we will maximize a kernel-weighted objective function. We start by defining the product
is of dimension (q + 1) × 1. Finally, define θ (1) (z) = ∂θ(z)/∂z as the first order derivative of θ(·) with respect to z. We estimate the unknown function θ(z) by solving the first order condition
where the argument L i,tθ is b θ(Z is ) for s 6 = t and b θ(z) + {(Z it − z)/h} b θ (1) (z) when s = t.
An Iterative Procedure for Nonparametric Estimation
Equation (4) suggests the following iterative procedure. Suppose the current estimate of θ(z) at
solve the following equation:
Below we give an algorithm for estimating θ(·). We note here that we need to use the restriction
in order for θ(·) to be uniquely defined based on (2), since
The algorithm is linear in the Y it 's. By defining
Further, by defining
, and then solving for α 0 and α 1 leads to
gives the next step derivative estimator of θ(z).
Wang (2003) considered the random effects case. In her model a consistent initial estimator can be obtained by replacing Σ by an identity matrix. The simulations reported in Wang (2003) show that a one-step iteration is nearly as efficient as the result for full convergence, and that it usually only takes 3 to 4 iterations to achieve full convergence. In our case, even when one replaces Σ by an identity matrix, (2) is an additive model with the restriction that the two additive functions have the same functional form, and an initial consistent estimator of θ(·) can be obtained by the standard backfitting method, see for example Opsomer and Ruppert (1997) . Alternatively, one can use a nonparametric series method to obtain an initial consistent estimator of θ(·). The advantage of using the series method to estimate an additive model is that one can easily impose the additive structures. This is because the method involves only a least squares estimation procedure. We suggest to use the series method to obtain an initial estimator for θ(·).
Asymptotic Theory
To derive the asymptotic distribution of b θ(z), we first give some regularity conditions and definitions.
Assumption 1: The random variables (Y it , Z it ) are independent and identically distributed across the i index and Y it has finite fourth moments for all t. Let f t (·) denote the density function of Z it ; then both f t (·) and θ(·) are twice continuously differentiable functions. Let S t denote the support of Z it ; then f t (z) is bounded from both below and above by some positive constant for all z ∈ S t .
The initial estimator of θ(z) that is used to start the iteration is a consistent estimator of θ(·).
is a product kernel, the univariate kernel function k(·) is a bounded, symmetric probability density function where
h r → 0 for all r = 1, ..., q and nh 1 · · · h q → ∞.
We first make the following general definitions, the calculations of which will follow after the statement of the main result. Define
be a bounded and continuous function that is the solution to
where θ rr (z) = ∂ 2 θ(z)/∂z 2 r . In general, b r (·) does not have a closed form expression.
Here we state our main result. The proof is sketched in the appendix, and follows along the lines of the more detailed arguments in Lin and Carroll (2006) .
The estimator b θ(z) has the asymptotic expansion
Thus, the asymptotic bias and variance of b θ(z) are
Remark 1: The particular form of our problem means that many of the terms have simple expressions. In particular,
Remark 2: If we further assume that f t (z) = f (z) for all t, then the asymptotic variance becomes
Under the assumption that h r ∼ n −1/(4+q) , and by defining κ = R k 2 (v)dv, we obtain the following asymptotic distribution for b θ(z):
Remark 3: Obviously, Ω(z) can be consistently estimated by b
An Estimator Ignoring the Correlation Structure
In this section we derive the asymptotic distribution of a fixed effect estimator that ignores the variance structure Σ. Past research in nonparametric panel data estimation has shown that the 'working independence' method has the same rate of convergence as methods which incorporate the correlation structure (e.g. see Lin and Carroll 2000) . Thus, here we examine the estimator ignoring this structure to determine whether our estimator has an asymptotic improvement. In this case the objective function (3) is modified by replacing Σ −1 by I m−1 , and thus becomes
Then from (3) we obtain L i,tθ and L i,tsθ as
The iterative procedure is similar to before. Equation (5) remains of the same form, and we
By replacing Σ −1 with I m−1 , and noting that e T m−1 e m−1 = m − 1 and c T t−1 c t−1 = 1, analogous to the definitions of D 1 , D 2 and D 3 , we obtain
Then solving for α 0 and α 1 leads to {e α 0 (z), e α 1 (z)} = J −1 1 (J 2 +J 3 ). One can use the results of Section 2.1 to derive the asymptotic distribution of e α 0 (z) by replacing Σ −1 with I m−1 . However, direct calculation of the asymptotic variance is quite simple. Under the assumption that f t (z) = f (z) for all t = 1, ..., m, it is easy to see that
. It can be shown that the asymptotic variance of J 2 + J 3 comes from J 3 by replacing
We decompose
. It is also easy to show that
and that cov(J 3,1 , J 3,2 ) has an order smaller than O{(nh 1 · · · h q ) −1 }. Hence, we have that
Thus, we immediately obtain the asymptotic variance of {e α 0 (z), e α 1 (z)} T which is given by
Comparing (8) with (6), we see that the relative asymptotic variance of e α 0 (z) and
which equals one if m = 2 (as expected) and is greater than one when m > 2.
Even though the estimator that ignores the variance structure Σ has a large asymptotic variance (when m > 2), it has the advantage that it is robust to possible misspecification in Σ. While the asymptotic distribution of the estimator that uses Σ −1 requires that the variance structure Σ is correctly specified. For example, if ν it is serially correlated but one ignores the serial correlation, then form of Σ will be misspecified. Also, the estimator that ignores Σ is computational simple compared with the estimator that uses Σ −1 . Finally, for the estimator that uses Σ −1 , one needs to estimate σ 2 ν in order to estimate Σ −1 . For this one can estimate the error from the fixed effects
, where e θ(z) is the estimator of θ(z) that ignores Σ, then one can consistently estimate σ 2 ν byσ
The asymptotic analysis of b θ(z) that uses the true Σ −1 , or uses a consistent estimator of Σ −1 remains the same.
Here we note that when we replace
and L i,tsθ = −1 for t, s = 1, ..., m − 1 when t is different from s. Thus, Ω(z) = 2(m − 1)f (z) and the leading bias term becomes
A Partially Linear Model with Fixed Effects
Nonparametric regression suffers from the curse of dimensionality problem when the dimension of the regressors is high. In this section we consider a semiparametric partially linear model where only a subset of the regressors enter the regression model nonparametrically. A partially linear panel data regression model with fixed effects is given by
where X it is of dimension d × 1, and the other variables are as defined in Section 2.
Again we take the first difference to eliminate the fixed effects:
where e X it ≡ X it − X. The criterion function for individual i is modified to
where e X i = ( e X i2 , ..., e X im ) T . The derivative functions become
and the second derivatives of L i,tsθ (·) are analogous to those given in Section 2. 
Compare (9) with (2). Let b θ y (·) be the nonparametric estimator in model (2) and let b θ x,r (·) be the nonparametric estimator in model (2) if Y it is replaced by the r th component of X it . Further, let
It is obvious by the linearity of the smoother and from (9) that
This means that (∂/∂β) b θ(z, β) = − b θ x (z). Therefore, we estimate β by the minimization of
We can now invoke (10) to get an explicit solution for b β and an explicit covariance matrix for
} and e X i * = ( e X i2 * , ..., e X im * ), the estimate of β is given by
Note that since we have a closed form solution for b β, no iteration is needed. We estimate θ(·) by the same method as discussed in Section 2 except now that e Y it is replaced by e Y it − e X T it b β whenever it occurs. At convergence, the resulting b θ(z) has the same asymptotic distribution as described in Section 2. Then of course, we have a nonparametric regression model as covered in Section 2.
Next, notice that b β − β = O p (n −1/2 ) converges to zero faster than the nonparametric estimator
. Therefore, replacing β by b β will not affect the asymptotic distribution of b θ(z).
To derive the asymptotic distribution of b β, we first give some definitions. Let G denote the space of bounded, twice continuously differentiable functions. Define
to be a 1 × d vector function, with g j ∈ G. Define a d × 1 vector function φ(·) as the function that minimizes the following objective function:
Here we modify Assumption 1 as Assumption 3 below.
Assumption 3: The random variables (Y it , X it , Z it ) are independent and identically distributed across the i index and Y it and each component of X it has finite fourth moments for all t. Let f t (·)
denote the density function of Z it ; then both f t (·) and θ(·) are twice continuously differentiable functions. Let S t denote the support of Z it ; then f t (z) is bounded from both below and above by some positive constant for all z ∈ S t . The initial estimator of θ(z) that is used to start the iteration is a consistent estimator of θ(·).
Then, under Assumption 2 and Assumption 3, we obtain the asymptotic distribution for the convergent b β as given by
Moreover, V can be consistently estimated by
where e X i * is defined in constructing our estimator b β, b Σ −1 is a consistent estimator of Σ , which relies on a consistent estimator of σ 2 ν . It is easy to show that b σ
is a consistent estimator of σ 2 ν .
Bickel et al. (1993), Bickel and Kwon (2002), and Chamberlain (1992) provide general treatment
on inferences and efficient bounds analysis for semiparametric models. By following the same arguments as in Lin and Carroll (2006) , one can show that V −1 is the semiparametric efficient lower bound for the asymptotic variance, among all estimators of β based upon the differences Y it − Y i1 , when the regression errors ν it in (1) have a Gaussian distribution.
Specification Testing
In this section we consider two types of specification tests. The first type is to test the functional form assumptions of a regression. Specifically, we present tests to test a parametric model versus a semiparametric model, a parametric model versus a nonparametric model, and finally, a semiparametric model versus a nonparametric model. The other type is to test a random effects against a fixed effects specification.
Regression Functional Form Specification Tests
Our tests consider the following possible specifications:
and the functional forms of θ : R q → R; and g : R d+q → R are not specified. We assume that u it = µ i + ν it , and we allow for the possibility that µ i is correlated with X it and/or Z it in an unspecified manner.
We let e β and e γ denote consistent estimators of β and γ based on model (12) In our first test we use H a 0 to denote the null hypothesis of the linear regression model (12), against H a 1 : the corresponding alternative is the partially linear model (13).
Our test statistic for testing
Under H a 0 , I a n converges to 0 in probability, and I a n converges to a positive constant under H a 1 .
Therefore, I a n can be used to detect whether H a 0 is true or not. We conjecture that I a n , after proper normalization and centering, is asymptotically normally distributed. However, the derivation of such a result is quite complicated due to the iterative procedure involved in computing b θ(·). We leave the study of its asymptotic distribution to future research. Even if one derives the asymptotic distribution of I a n , it is well known that asymptotic theory does not provide good approximations for nonparametric kernel based tests in finite sample applications (e.g. see Härdle and Mammen, 1993; Lee and Ullah, 2000; Li and Wang, 1998; Whang and Andrews, 1993) . Therefore, we propose the following bootstrap procedure to approximate the finite sample null distribution of I a n Let b u i,a = (b u i2,a , ..., b u im,a ) T , where b u it,a = e u it,a − (nm) −1 P n j=1 P m s=2 e u js,a is the re-centered
We obtain u * i,a by random draw from the {b u j,a } n j=1 with replacement. Note here that we are resampling the entire set of fixed effect vector residuals for a particular cross-sectional unit (t = 2, . . . , m). Then generate and b θ * (·), respectively. We use the empirical distribution of I a * n to approximate the null distribution of I a n . We expect that this bootstrap procedure works because Y * it is generated according to the null fixed effects (linear) model. Hence, I a * n mimics the null behavior of I a n , whether the null hypothesis H a 0 holds true or not. 2 We use H b 0 to denote the null hypothesis that model (12) is the correct specification and we use H b 1 to denote that (14) is the correct model. For testing H b 0 we use the test statistic 
We obtain u * i,c from {b u j,c } n j=1 with replacement. Again note that we are resampling the entire set of vector residuals for a particular cross-sectional unit The finite sample performance of the above bootstrap procedures are examined via simulations in Section 5.
Testing Random versus Fixed Effects: A Nonparametric Hausman Test
The efficiency/consistency trade off between random and fixed effects models is well known in econometrics. In this section we discuss how to test for the presence of random effects versus fixed effects in a nonparametric panel data model. The model remains as (1) with u it = µ i + ν it . The random effects specification assumes that µ i is uncorrelated with the regressor Z it , while for the fixed effects case, µ i is allowed to be correlated with Z it in an unknown way.
We are interested in testing the null hypothesis that µ i is a random effect versus the alternative hypothesis that µ i is a fixed effect. The null hypothesis can be written as
The alternative hypothesis is the negation of the null, i.e., H 1 : E(µ i |Z i1 , ..., Z im ) 6 = 0 on a set with positive measure. We maintain the assumption that E(ν it |Z i1 , ..., Z im ) = 0 under either H 0 or H 1 . The null and the alternative hypotheses can then be equivalently written as
where u it = µ i + ν it , and
.., Z im ) 6 = 0 on a set with positive measure.
Our proposed test is based on the sample analogue of J = E {u it E(u it |Z it )f (Z it )}. Note that For notational simplicity, we impose an additional assumption that f t (·) = f (·) for all t = 1, ..., m. Let b θ(z) denote a consistent estimator of θ(z) under the fixed effects assumption. Then a consistent estimator of u it is given by b u it = y it − b θ(z it ). Our feasible test statistic is given by
is a univariate kernel function, and
P m s=1,js,{js}6 ={it} K h.it,js are the leave-one-out estimators of E(u it |Z it ) and f (Z it ), respectively. Li and Wang (1998) consider a similar test statistic with cross-sectional data. As in Li and Wang (1998) , we use the leave-one-out kernel estimator in order to remove an asymptotic non-negligible center term. Again, we conjecture that b J, after proper normalization and centering, is asymptotically normally distributed. However, the derivation of this result is also complicated due to the iterative procedure involved in computing b θ(·). We leave the study of its asymptotic distribution to future research. Therefore, we propose the following bootstrap procedure to approximate the finite sample null distribution of b J.
The bootstrap procedure below will be different from those of section 4.1 because the null hypothesis is a random effects model now, and we cannot use the fixed effects residual as the basis for the bootstrap. Instead we must base it on the random effects residual to carry out the bootstrap procedure so that the null model is imposed on the bootstrap sample. Let b
is the residual from the random effects model, and e θ(z) is the random effects estimator of θ(z). Compute the two-point wild bootstrap errors by u * i = {(1 − √ 5)/2}b u i with probability r = (1 + √ 5)/(2 √ 5) and u * i = {(1 + √ 5)/2}b u i with probability 1 − r. Then generate
,t=1 the bootstrap sample. Using the bootstrap sample to estimate θ(z) via the random effects method, denote the estimate by e θ * (z), and then obtain the bootstrap residual by b 
In the simulations reported below, for the fixed effects estimator we give results both when the variance structure Σ −1 is ignored or is used; for the estimator that uses Σ −1 , we use the consistent estimator for Σ −1 that is obtained by replacing σ 2 ν by the consistent estimatorσ structure. Since m = 3 in this example, we expect slightly better mean squared error efficiency for the estimator that accounts for the correlation. In this case, the random effects estimator is a simple local constant estimator (no iteration is needed). However, as noted previously, the fixed effects estimation procedure is iterative, even when one ignores the correlation structure of Σ −1 , and thus requires information on the previous iteration of θ(·). Thus we set the initial value of θ(·) as follows: first, we use OLS to estimate the model using a fourth order polynomial. Next, we calculate the expected value of Y given Z for each observation using the OLS estimates and use these as our starting values for θ(·). Finally, we use the iterative method discussed in Section 2 to obtain estimates of the fixed effects estimator using the initial estimate of θ(·) as described above.
The convergence criterion is set to be
0.001. Unlike the random effects iterative procedure in Wang (2003) which performs well with a one-step iteration, the fixed effects estimation generally needs an average of five to six iterations to obtain convergence.
We use both fixed effects and random effects methods to estimate θ(·), and compute the average mean squared error (AMSE) by Table 1 . In summary, we have the following.
• When the data generating process is that of a random effects model (c 0 = 0), we see that the random effects estimator has a smaller AMSE than the fixed effects estimator. This result is expected because the fixed effects estimator is not efficient. Also as expected, for both estimators, the AMSE decreases quickly as n gets larger.
• Next, when the data are generated via a fixed effects model (c 0 = 0.5), the regressor Z it and the fixed effects µ i are correlated. In this case the random effects estimator is inconsistent.
Indeed, Table 1 shows that the random effects AMSE does not decrease as the sample size increases. In contrast, the fixed effects estimator that removes the fixed effects leads to consistent estimation results. Its AMSE decreases rapidly as n increases.
• Finally, the fixed-effects estimator that accounts for Σ has the expected efficiency gain over the fixed effects estimator that ignores Σ.
Functional Form Tests
Next, we present the finite sample performance of the functional form tests. In construction of the tests we consider three simple data generating processes 4
In each model X it and Z it are scalars which are generated as i. respectively. β = 5 and γ = 2, and u it is generated as before where c 0 = 0.5. We use the Gaussian kernel function and the bandwidth h z = b σ z (nm) −1/(4+q) , where b σ z is the sample standard deviation
. h x is defined similarly.
In the simulations reported below, we use the variance structure and account for Σ. Further, the initial values of θ(·) and g(·) are given by the OLS estimates from fourth order polynomial models.
The convergence criterion is the same as before where b θ(·) is replaced by b g(·) when necessary. The number of iterations needed for the semiparametric model to converge is typically between 5 and 7 in the second stage. The number of time periods and cross-sections are fixed to be the same values as before and the number of replications and bootstraps within each replication are the same as for the previous test. In Table 2 we can see that the estimated sizes of each of the three tests are close to the nominal sizes for relatively small samples. The power of the three tests are also impressive and we can see that they tend towards one as the sample size grows. Again, the limited results
show that the tests perform well for the typical panel data situation of large n and small m.
Nonparametric Hausman Test
Finally, we examine the finite sample performance of the nonparametric test for detecting a fixed effects model against a random effects model. The data generating process is the same as in Section 5.1. Again, c 0 = 0 gives the random effects model, and c 0 6 = 0 leads to the fixed effects model. We consider c 0 = 0, 0.25, 0.5. The number of replications (M ) here is set equal to 1000 in each setting, and the number of bootstraps within each replication is set at 400. From Table 3 
Conclusion
In this paper we proposed using a kernel-based methodology to estimate a nonparametric panel data model with fixed effects. We extended the estimation method to the case of a partially linear fixed effects model. To determine whether a parametric, semiparametric or nonparametric model was appropriate, we proposed bootstrap procedures to test between the three alternatives in practice.
We also suggested using a bootstrap procedure to test for the presence of random effects versus fixed effects in a nonparametric panel data set. Monte Carlo simulations were used to examine the finite sample performance of the proposed estimators and test statistics.
we have that
We decompose A n into A n = A 1n + A 2n , where A 1n is obtained from A n with b θ(·) replaced by θ(·), and A 2n = A n − A 1n . Thus,
We further write A 1n = A 1n1 − A 1n2 , where 6) where Ω(z) = − P m t=1 f t (z)E(L i,tt |Z it = z) = (1− m)/(σ 2 ν ), θ rr (z) = ∂ 2 θ(z)/∂z 2 r , θ (2) (z) is the q × q second order derivative matrix of θ(z), and η n = P q r=1 h 2 r + (nh 1 · · · h q ) −1/2 . In addition,
Accumulating these results yields (A.1).
Under the assumption that n(h 1 · · · h q ) 2 → ∞ and n P q r=1 h 6 r → 0 as n → ∞, at convergence, Lemma 1 leads to .8) which in turn leads to the asymptotic bias and variance of b θ(z) given by (κ 2 /2) P q r=1 h 2 r b r (z) + o( P q r=1 h 2 r ) and κ q /{nh 1 · · · h q Ω(z)} + o{(nh 1 · · · h q ) −1 }, respectively, by using the same arguments as in Wang (2003) , or as in the proof of Lemma A.1 in Lin and Carroll (2006) . Table 1 : Average mean squared errors (AMSE) of the fixed and random effects estimators when the data generation process is a random effects model and when it is a fixed effects model. Fixed Effects without Σ means that the covariance matrix Σ is assumed to be the identity, while Fixed Effects with Σ uses Σ in order to improve efficiency. The number of time periods (m) is set equal to three. The number of Monte Carlo replications (M ) is set equal to 1000.
Random Effects
Fixed Effects without Σ Fixed Effects with Σ Data Process n = 50 n = 100 n = 200 n = 50 n = 100 n = 200 n = 50 n = 100 n = 200 .989 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
