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Abstract
We propose a framework for synthesis of geological images based on an exemplar
image (a.k.a. training image). We synthesize new realizations such that the discrep-
ancy in the patch distribution between the realizations and the exemplar image is
minimized. Such discrepancy is quantified using a kernel method for two-sample test
called maximum mean discrepancy. To enable fast synthesis, we train a generative
neural network in an offline phase to sample realizations efficiently during deploy-
ment, while also providing a parametrization of the synthesis process. We assess the
framework on a classical binary image representing channelized subsurface reservoirs,
finding that the method reproduces the visual patterns and spatial statistics (image
histogram and two-point probability functions) of the exemplar image.
1 Introduction
A challenge in subsurface flow simulations is to obtain a complete and accurate image of
subsurface properties, such as permeability and porosity, that are crucial for accurate flow
predictions. Since it is virtually impossible to obtain direct measurements at every point
of the domain under study, engineers can only rely on indirect estimations of the subsur-
face properties, e.g. from seismic images and sparse measurements obtained from wells.
Traditionally, the properties are modeled based on their two-point statistics; however, this
tends to produce images of the subsurface that are far from realistic. In many scenarios,
such as in channelized systems where the properties follow an almost binary distribution
and contain strong spatial correlations, two-point statistics are not enough to describe the
distribution of the properties.
This shortcoming led to the development of alternative algorithmic approaches to
synthesize subsuface images that can capture multipoint statistics. These methods start
from an exemplar image (also called training image in the geology literature) that is
deemed representative of the subsurface under study, meaning that the spatial statistics
in this image is believed to be similar to that of the subsurface. From there, a new image is
synthesized by querying the exemplar image or deriving statistics from it, and employing
some form of randomness during the synthesis process to generate diverse outcomes. These
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Figure 1: Overview of methodology.
methods, although less theoretically founded, tend to produce subsurface images that
are more realistic than the traditional methods based on two-point statistics. In [45],
empirical conditional probabilities are derived from the exemplar and used to synthesize
the new image each pixel at a time. In [27], a pixel is synthesized by simply querying
the exemplar and selecting pixels whose neighboring pixels match that of the current
synthesized domain. In [46], the synthesis is based on carefully copying and pasting patches
extracted from the exemplar. As seen from the mentioned works, these approaches share
many similarities with texture synthesis techniques in image processing [7, 6, 26].
A further challenge in subsurface flow simulations is the need to account for inherent
uncertainties of the simulations. For uncertainty quantification and history matching, not
only is it necessary to explore multiple plausible solutions by performing simulations for
a large number of realizations, but also it is desirable that such exploration be smooth in
the sense that small changes in input parameters result in small changes in the output. By
design, this is not the case in most current synthesis algorithms. For this reason, current
approaches take a two-stage process: First, a dataset of realistic realizations is synthesized
using one of the many synthesis algorithms available; thereafter, parametrization [39, 24,
15, 50] is performed using the dataset in a way that retains the realism of the realizations
while achieving a well-behaved function with respect to new input parameters. It is
then worth asking whether it is possible to achieve parametric synthesis directly from
the exemplar.
Recent examples of parametric synthesis of geology from a single exemplar include [28,
19] where the authors train generative adversarial networks [10] to parametrize the geology
using neural networks, obtaining very impressive results. Generative adversarial networks
leverage the representational power of neural networks in two fronts: on one hand, the
modeling power of neural networks is leveraged for the realistic parametrization of images;
on the other hand, the discriminative power of neural networks is leveraged to learn the
statistics of the images. Since training these neural networks still require a dataset of
realizations, the approach in [28, 19] is to simply train the neural networks on patches of
the exemplar image; once trained, because the neural networks used are convolutional, one
can artificially increase the dimension of the input parameter vector to synthesize larger
images. However, it remains unclear if this approach generalizes to arbitrary sizes.
In this work, we propose a synthesis method to explicitly reproduce the patch dis-
tribution of the exemplar image. Given an exemplar image, we assume that the spatial
statistics can be sufficiently described by the distribution of the patches extracted from
the exemplar. Note that this assumption is implicit in most exemplar-based synthesis
algorithms. Then, new realizations of arbitrary size are synthesized such that their patch
distributions match that of the exemplar. The discrepancy in distributions is measured
using a kernel method for two-sample test called maximum mean discrepancy (MMD) [13],
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then new realizations are formulated as solutions to the minimization of this discrepancy.
To obtain a parametrization of the synthesis process, as well as improved synthesis speed
during the online phase (e.g. for uncertainty quantification or history matching), we as-
sume a Markov random field model where the energy function is (proportional to) the
discrepancy, and train a generative neural network in the offline phase to efficiently gen-
erate new realizations online. The resulting generator is superficially similar to previous
works [28, 19], except that we directly synthesize the desired domain size, the statistics
of the synthesized image are explicitly compared to the exemplar, and the comparison is
done using a kernel method. An overview of the framework is shown in Figure 1.
In this study, we limit ourselves to the synthesis of unconditional realizations and
leave the conditioning case for future work (examples of conditioning to hard data can be
found in [4, 29, 2]). We assess our method using the classical binary channelized image by
Strebelle [45] of size 250× 250, and we synthesize images of size 256× 256 and 512× 512.
We also study the influence of different kernels in the quality of the synthesis and discuss
alternatives for improvement. Although not considered here, we note that the framework
is dimension-agnostic and can be directly applied to 3D images.
The rest of this work is organized as follows: In Section 2, we describe the maxi-
mum mean discrepancy [13], and an approach to train a generative neural network [49].
Our main idea is presented in Section 3: new realizations are formulated as solutions to
an optimization problem (minimize the discrepancy in patch distributions); thereafter,
a generative neural network can be trained for fast parametric synthesis. In Section 4,
we present results for the synthesis of binary channelized subsurface images based on the
classical Strebelle exemplar image. In Section 5, we discuss how our framework relates to
other works and potential ideas to improve this work. Finally, we state our conclusions
and future directions in Section 6.
2 Background
2.1 Maximum mean discrepancy
Our main tool is a kernel method for two-sample test called maximum mean discrep-
ancy [12, 13]. Given two samples X = {x1, · · · , xm} and Y = {y1, · · · , yn}, the goal is to
determine whether both samples come from the same distribution. The maximum mean
discrepancy (MMD) addresses this problem by comparing the sample mean in a feature
space,
MMD2[X,Y ] =
∥∥∥∥∥∥ 1m
m∑
i=1
φ(xi)− 1
n
n∑
j=1
φ(yj)
∥∥∥∥∥∥
2
H
=
1
m2
m∑
i=1
m∑
i′=1
k(xi, xi′) +
1
n2
n∑
j=1
m∑
j′=1
k(yj , yj′)− 2
mn
m∑
i=1
n∑
j=1
k(xi, yj) (1)
where φ : X → H is a mapping to the feature space H, and k(x, y) := 〈φ(x), φ(y)〉H. The
useful aspect in this formulation is that we do not need to compute φ(·) – which can be
infinite dimensional – as long as we can compute the function k(·, ·), called the kernel.
The kernel operator can be thought of as a similarity measure, and it must satisfy certain
properties in which case it is guaranteed to be associated to some feature mapping/space.
For an in-depth treatment, see [13].
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Examples Let x, y ∈ R2. For the linear kernel k(x, y) = xT y, an associated feature
map is φ(x) = x, then the MMD is simply the difference in the sample mean. For
the polynomial kernel of degree two k(x, y) = (xT y + 1)2, an associated feature map
is φ(x) = (x2(2), x
2
(1),
√
2x(2)x(1),
√
2x(2),
√
2x(1), 1) where x = (x(1), x(2)), then the MMD
captures differences in both mean and covariance. Finally, the Gaussian radial basis
function k(x, y) = exp {−γ||x− y||2} is associated with a mapping to infinitely many
components (obtained by Taylor expansion) and the corresponding MMD captures all the
moments of the distribution.
2.2 Generative neural network
We now describe a method to train a generative neural network as proposed in [49]. Let
gθ : Z → X be a neural network parametrized by weights θ to be determined. The input
to the neural network are realizations of a random latent vector Z ∼ pZ that provides
the source of stochasticity so that gθ(Z) is a stochastic simulator. The distribution pZ
is a design choice and is usually an easy-to-sample distribution (e.g. standard normal
distribution) so that the cost of sampling gθ(Z) is mostly given by the evaluation cost of
gθ. Given a target probability density function p, and a fixed pZ , the goal is to determine
θ such that gθ(Z) ∼ p. Let us denote the density of gθ(Z) under θ by qθ. The Kullback-
Leibler (KL) divergence from p to qθ is
DKL(qθ ‖ p) = E
X∼qθ
log
qθ(X)
p(X)
(2)
= E
X∼qθ
− log p(X) + E
X∼qθ
log qθ(X) (3)
We therefore wish to find θ that minimizes this divergence. The first term of the sum can
be approximated as
E
X∼qθ
− log p(X) ≈ 1
N
N∑
i=1
− log p(Xi) (4)
where Xi = gθ(Zi), by drawing N realizations of Z ∼ pZ . The second term of the sum,
called the (negative) entropy, is problematic since we do not have the analytic form of
the density qθ (gθ normally contains multiple non-linearities). We circumvent this issue by
using a sample entropy estimator [18, 11] over a set of generated realizations {X1, · · · , XN},
E
X∼qθ
log qθ(X) ≈ −Hˆ({Xi, · · · , XN}) := − 1
N
N∑
i=1
c log ρ(Xi) + const. (5)
where c is the number of components of X, and ρ(Xi) is the distance from Xi to its k
th-
nearest neighbor (with k ≈ √N as a good rule of thumb [11]). Essentially, Hˆ quantifies
how spread the realizations are. Putting all together, Equation (2) can be approximated
as
DKL(qθ ‖ p) ≈ 1
N
N∑
i=1
− log p(Xi)− 1
N
N∑
i=1
c log ρ(Xi) + const. (6)
Minimizing this expression can be done using gradient-based optimization, where the
gradients with respect to θ can be obtained using automatic differentiation algorithms.
Intuitively, the first term ensures that the generated samples are in the regions of high
probability of p, whereas the second term ensures that the samples are diverse.
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3 Methodology
We denote by X an image realization and X˜ = {x1, · · · , xm} the corresponding set of
patches extracted from X. Given an exemplar image X0, we assume that the spatial
statistics can be sufficiently described by the distribution estimated from the patches
X˜0 = {x01, · · · , x0n} extracted from X0. We therefore aim to synthesize a new realization
X such that the patch distribution estimated from X˜ = {x1, · · · , xm} match the patch
distribution of the exemplar. For example, matching the distribution of “1 × 1 patches”
reduces to matching the pixel histogram of the exemplar image. For patches of size
l1 × l2, the distribution to be matched is given by the multidimensional joint histogram
of l1l2 variables. The discrepancy in distributions is measured using the maximum mean
discrepancy (MMD, Section 2.1), then new realizations are formulated as solutions of an
optimization problem,
arg min
X
MMD2[X˜, X˜0] (7)
with MMD2 defined in Equation (1). Note that a patch xi of an image X is the result
of a projection operator, therefore the minimization can be done using gradient-based
methods. Multiple realizations can be obtained by using a local optimizer and different
initial guesses for X.
Optimization-based synthesis, however, can be expensive if a large number of real-
izations is required in the online phase (e.g. for uncertainty quantification or history
matching); moreover, it does not provide a smooth parametric way to explore the solu-
tion space. We therefore train a generator in an offline phase to synthesize realizations
efficiently during deployment. We train the generator following the approach described
in Section 2.2, which requires us to define a target density p. For this, we shall assume a
Markov random field model p(X) ∝ exp{− 1λL(X)} where L(X) := MMD2[X˜, X˜0] and λ
is an unknown “temperature” constant (see [51] or Section 4.1 of [25] for a justification of
this choice). This conveniently sets the KL divergence in Equation (2) to
DKL(qθ ‖ p) ∝ 1
N
N∑
i=1
L(Xi)− λ
N
N∑
i=1
c log ρ(Xi) (8)
where we multiplied everything by λ and omitted the irrelevant constants. The first term
ensures that the samples minimize the MMD, while the second term ensures that the
samples are diverse. Since we do not know the constant λ, in this work we treat it as a
hyperparameter to be tuned in the offline training. In practice, λ acts as the trade-off
between sample quality and diversity. We summarize the steps to train the generator
in Algorithm 1.
Algorithm 1 Generator training gθ
Require: Exemplar image X0, kernel k(·, ·) of MMD, “temperature” λ, source distribu-
tion pZ , batch size N .
1: while θ has not converged do
2: Sample {Z1, · · · , ZN} ∼ pZ
3: Obtain {X1, · · · , XN}, Xi = gθ(Zi)
4: EL ← 1N
∑N
i=1 MMD
2[X˜i, X˜0] . Equation (1)
5: λHˆ ← λN
∑N
i=1 clog ρ(Xi)
6: θ ← Update(θ;∇θ(EL − λHˆ))
7: end while
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Figure 2: Exemplar image (by Strebelle [45]) of size 250×250 depicting subsurface channels
(left), and a few patches of size 64× 64 extracted from the image (right).
3.1 Kernel choice
As in other kernel methods, the kernel choice is critical in the performance of the MMD;
specifically, it defines its discriminative power. For characteristic kernels [43, 44], the MMD
can distinguish two distributions in the infinite setting [13]. These include the Gaussian
radial basis function, the Laplace kernel, and the rational quadratic kernel. In this work,
we use the rational quadratic kernel krq(x, y) = (1 +
||x−y||2
2αl2
)−α due to its better gradient
behavior, where α and l are hyperparameters to be tuned during the offline phase (see
Section 4.2 of [36] for properties of this and other kernels).
Measuring similarities using kernels, however, can be challenging when the data is
very high dimensional [35]. Moreover, distance-based kernels (as functions of ||x− y||) are
not well-suited when applied on the raw pixel representation of images, since differences
in pixel values are of little meaning in conveying similarity (e.g. small shifts in pixels
would imply large differences while remaining virtually the same). On the other hand, it
is often the case that the intrinsic dimensionality of the data is low, albeit embedded in
a high dimensional space. For example, geological structures of interest such as channels
can be accurately described regardless of the grid resolution, once it is above certain
threshold. This suggests us to first project the data to a low dimensional space, e.g. using
principal component analysis or even random projections [1], before applying the distance-
based kernel. In this work, we use the encoder of an autoencoder trained on patches of
the exemplar. The autoencoder [14] is a generalization of principal component analysis
using non-linear basis functions (represented by neural networks). The idea here is to
measure distances between patches using their code representations instead of their raw
pixel representations. The resulting kernel is k(·, ·) = krq(h(·), h(·)) where h(·) denotes the
encoder (note that krq(h(·), h(·)) is a kernel).
4 Numerical experiments
We consider the synthesis of geological realizations containing subsurface channels using
the classical exemplar image of Strebelle [45] shown in Figure 2. Note that our target
distribution is discrete (the image is binary); nevertheless, we found good results using a
continuous framework. For convenience, we pre-process the image and work in the [−1, 1]
range, so that −1 represents the background material (blue) and 1 represents the channel
material (yellow). The size of the exemplar image is 250× 250, and we use patches of size
64× 64. Naturally, the patch size has to be large enough to capture the relevant patterns
of interest in the exemplar image; however, it should not be too large since this determines
the amount and variability of patches given that our exemplar is of finite size in practice.
We synthesize images of size 256× 256 and 512× 512.
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(a) krq,randproj
(b) krq,pca
Figure 3: Optimization-based synthesis using different kernels.
For the MMD, we use a kernel of the form k(·, ·) = krq(h(·), h(·)) where h is a map-
ping to a lower dimensional space, and krq is the rational quadratic kernel krq(x, y) =
1 + ||x−y||
2
2αl2
)−α. We use α = 0.5, and for l (length scale parameter) we use a median
heuristic [13]: we use the median distance between the patches in the combined sample
– note that this means that our kernel adapts during the training iterations. As for h,
we experiment with three choices: a random projection matrix [1], principal component
analysis (PCA) trained on patches of the exemplar, and the encoder of an autoencoder
trained on patches of the exemplar.
Note that the MMD in Equation (1) has a quadratic cost with respect to the sample
size (although linear estimates exist [13]) making it expensive to evaluate in the whole
set of patches. Since we compute the MMD iteratively, we instead evaluate on a random
subset of patches drawn during the iterations. We draw a subset of 128 patches. As a
consequence, we found that this procedure tends to undersample patches at the boundary
of the domain, so we perform reflection padding on the synthesis domain equal to half a
patch width before sampling patches – this may introduce some biases at the synthesis
boundaries.
Our implementation is done using Pytorch [32], a python package for automatic dif-
ferentiation.
4.1 Optimization-based synthesis
We start by synthesizing realizations using an optimization approach (Equation (7)). Since
the pixel values are bounded in [−1, 1], rather than using a constrained optimization
method, here we simply reparametrize the pixels by X = tanh(X ′) and solve for X ′
instead. We use the Adam optimizer [16, 37] (a variant of stochastic gradient descent).
We test different kernels for the MMD: For krq + random projection (krq,randproj), we use
a low-rank random matrix to project each 64 × 64 patch to a vector of 512 components.
For krq + principal component analysis (PCA) (krq,pca), we project each patch to 64
eigencomponents (retaining over 75% of the variance). Synthesis results for size 256× 256
are shown in Figures 3a and 3b. We can see that both random projection and PCA kernels
already capture key spatial statistics of the exemplar such as the horizontal correlations
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(a) Random realizations (256× 256, optimization-based synthesis).
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(b) Image histogram of 9 random realizations. The first histogram (top left)
corresponds to the exemplar image.
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Figure 4: Results for optimization-based synthesis of realizations of size 256 × 256 with
krq,encoder kernel.
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defining the channels and the correct pixel values; however, the visual quality of the
realizations are still rather poor.
Next, we use the encoder of an autoencoder trained on the patches of the exemplar
image (krq,encoder). The autoencoder is trained to encode each patch into a small code
vector of size 8, a number found via experimentation. We experimentally found that
smaller codes tend to produce better results (as long as the autoencoder can be trained
successfully), presumably by making the distance-based kernel more accurate. Details of
the autoencoder implementation are described in Appendix A.1.
Synthesis results for size 256 × 256 using the krq + encoder kernel are summarized
in Figure 4. Compared to the previous kernels, we see that the visual quality of the
realizations are significantly improved, highlighting the impact of the kernel choice. The
synthesized images, however, still contain some spurious values such as isolated pixels that
the optimization did not manage to remove within the iterations. If required, these could
be removed using one of many available image post-processing methods [41]. We show
in Figure 4b the normalized histogram of pixel values of nine random realizations without
thresholding, finding good correspondence with the exemplar histogram. We show the two-
point probability functions (PF) [47] in the horizontal and vertical directions in Figures 4c
and 4d, respectively. The dashed black lines indicate the PFs of the exemplar image, and
the dotted blue lines are PFs for 100 random realizations. We do perform thresholding in
this evaluation to compute the PFs. To compute the PFs on the realizations, we randomly
crop a region of size 250× 250 from each realization in order to match the exemplar size,
and compute the PF in this region. Note that before cropping, we first perform a reflection
padding as used in the optimization to reduce potential biases at the boundaries. Overall,
we find good agreement between the synthesized images and the exemplar. We show
additional results for synthesis of size 512× 512 in Appendix B.
4.2 Neural synthesis
We next train a generative neural network to synthesize realizations efficiently. Here we
only consider the kernel with the encoder of the autoencoder (krq,encoder). The generator
is a convolutional neural network designed following the template provided in [34], which
works well for most computer vision tasks. Details of the architecture are given in Ap-
pendix A.2. To synthesize 256×256 images, the generator gθ : R256 → R256×256 maps from
realizations of a latent vector of size 256 sampled from the standard normal distribution,
to image realizations of size 256 × 256. The size of the latent vector was chosen using a
simple heuristic: proportional to the number of non-overlapping patches in the synthesis
domain times the encoding size. We train gθ to minimize the KL divergence in Equa-
tion (8), where we use a batch size of N = 4 and temperature hyperparameter λ = 10−8.
We found that a good initial guess for λ is a number such that the value of the first and
second terms in the KL (expected loss and entropy, respectively) stay within the same
order of magnitude in the latter iterations of the training, so that the KL is eventually
allowed to go to zero. In fact, here we tuned λ from {10−7, 10−8, 10−9}, although finer
tuning is encouraged.
Results of the neural synthesis are summarized in Figure 5. Notably, we find that
the results using neural synthesis are visually better, e.g. we do not find isolated pixels
as in the optimization approach. This can be explained by the locality prior imposed
by the convolutional architecture [40, 48]: since the image is parametrized by a neural
network, updates in the weights of the neural network affects a whole neighborhood of
the output image, in contrast to optimization in the pixel space where pixels are updated
individually; moreover, this influence is hierarchical due to the convolutional architecture,
9
(a) Random realizations (256× 256, generated by neural network).
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(b) Image histogram of 9 random realizations. The first histogram (top left)
corresponds to the exemplar image.
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Figure 5: Results for neural synthesis of realizations of size 256 × 256 with krq,encoder
kernel.
10
Figure 6: Linear interpolation of one coordinate of the latent vector.
since layers closer to the output have a more local influence while layers closer to the
input affect the output more globally. Regarding the normalized image histogram (again
without thresholding) in Figure 5b, we find that it more closely matches the true binary
shape of the exemplar histogram. Finally, we show the two-point probability functions
for the neural synthesis (computed as in the previous section) in Figures 5c and 5d. We
find a slight bias in the trend of the curves, which may suggest that further tuning of the
neural network is necessary. Nonetheless, the results remain close in relative value.
We additionally train a generator gθ : R512 → R512×512 to synthesize realizations of
size 512× 512. For this case, we use a latent vector of size 512 (also with standard normal
distribution) and λ = 10−9. The results are summarized in Appendix B.
Smooth transitions Since gθ is continuous by construction, small changes in the input
results in small changes in the output. We verify this in Figure 6 where we show the
outputs of the generator of size 256 × 256. Starting from an initial random realization
of the latent vector Z, we linearly vary one of its coordinates while fixing the remaining
coordinates. Note that unlike methods such as principal component analysis where the
latent vector represents the coefficients of the eigenvectors, the latent vector of generative
neural networks lack interpretability. Learning interpretable latent vectors is an ongoing
area of research, see e.g. [3].
5 Related work
Neural kernels The seminal work in [9] showed that it is possible to synthesize textures
from an exemplar by matching statistics of feature responses of a pre-trained neural net-
work evaluated on the exemplar. Briefly, the exemplar is fed into the VGG-net [42] – a very
large neural network trained on natural images for classification – and a matrix is formed
containing the correlations of feature responses at layers of the neural network. Then, new
realizations are synthesized such that their corresponding matrices are close to that of the
exemplar. It was later shown in [21] that this is equivalent to computing the maximum
mean discrepancy on the feature responses using the polynomial kernel k(x, y) = (xT y)2.
Finally, by noting that each feature response corresponds to a patch of the domain (de-
fined by its receptive field), we conclude that this is an instance of our framework where
the kernel is composed of a polynomial kernel and the VGG-net as “encoder”. Note that
in this case, the encoder is trained on a different task (classification) using large sets of
other images, making the approach an example of transfer learning [33, 31]. We show
synthesis results using this kernel in Figures 7a and 7b for our geological image and for
a natural texture (peppers; first image in the row), respectively. We see that the kernel
performs very well for the image of peppers, but not so well for our binary geological image
– presumably because the VGG-net is trained on natural color images.
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(a) kpoly,vgg
(b) kpoly,vgg
Figure 7: Optimization-based synthesis using the kernel from [9], i.e. VGG encoder +
polynomial kernel of second degree. Compare (a) with Figure 3a, Figure 3b, and Figure 4a.
Neural generators The present approach to train a generator is based on [49] where
a sample entropy estimator based on the nearest neighbor is used. Here we use a kth
nearest neighbor [11] estimation which we found to be numerically more stable. These
estimators, however, measure the distance between realizations in the raw representation,
which for images may not be well suited. An ad-hoc alternative can be found in [22] where
distances are instead computed on the feature responses of a neural network evaluated on
the images. Other alternatives include normalizing flow [38], autoregressive flow [17],
and Stein variational gradient descent [8]. The latter is an interesting alternative which
involves yet another kernel to estimate the average diversity in the sample, making it
useful for embedding prior knowledge about the geology.
Adaptive kernels The kernel has a big influence on the quality of the synthesis since
it defines the discriminative power of the MMD. In this work, we first reduce the data
using a fixed encoder of an autoencoder previously trained on patches of the exemplar
image. The same approach is employed in [23] in the context of generative modeling
of natural images [5]. This is done following the intuition that distances in the code
representation of an autoencoder are more suitable than in the raw pixel representation
of images and spatial data. This manual kernel engineering can be circumvented by
considering adaptive kernels [20]. The idea here is to iteratively update the kernel encoder
during the training iterations, thus serving as an adversary maximizing the MMD whereas
the generator is trained to minimize it. This idea can be taken further by considering other
functions aside from kernels, e.g. parametrized by neural networks [10]. All these methods
involve adversarial training of an additional neural network as well as dynamic target loss
functions, involving numerical challenges in terms of stability as well as computational
cost. On the upside, they tend to produce state-of-the-art results in computer vision.
6 Conclusion
We introduced a synthesis method for geological images consisting of minimizing the dis-
crepancy in the patch distribution between an exemplar image and the synthesized image.
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To make the synthesis parametric and efficient, a neural network is trained in an offline
phase to sample realizations quickly during deployment. We assessed the framework using
the classical exemplar image by Strebelle of size 250× 250, and synthesize images of sizes
256× 256 and 512× 512. We find that with an adequate kernel, the visual patterns from
the exemplar image are clearly reproduced, and the spatial statistics as measured by the
image histogram and the two-point probability functions show good agreement with re-
spect to the exemplar. Our framework depends on the discriminative power of the MMD,
which is highly influenced by the kernel choice, as verified in our work when synthesizing
using different kernels. To train the generative neural network, we currently use a sample
entropy estimator based on distances in pixel space, which might not be ideal for spatial
data. We discussed possible improvements to our framework such as adaptive kernels and
kernel-based training of the generator. These are worth exploring in future work, as well
as incorporating soft and hard conditioning.
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A Implementation details
A.1 Autoencoder
The architecture of the autoencoder is designed based on the template provided in [34]:
The encoder h : X˜ → R8 is a chain of convolutions with leaky ReLU activations, with tanh
activation in the last layer. The decoder d : R8 → X˜ is a chain of transposed convolutions
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State size Layer
1× 64× 64 Conv(4,2,1), BN, lReLU
32× 32× 32 Conv(4,2,1), BN, lReLU
64× 16× 16 Conv(4,2,1), BN, lReLU
128× 8× 8 Conv(4,2,1), BN, lReLU
256× 4× 4 Conv(4,1,0), Tanh
8× 1× 1 –
(a) Encoder
State size Layer
8× 1× 1 ConvT(4,1,0), BN, ReLU
256× 4× 4 ConvT(4,2,1), BN, ReLU
128× 8× 8 ConvT(4,2,1), BN, ReLU
64× 16× 16 ConvT(4,2,1), BN, ReLU
32× 32× 32 ConvT(4,2,1), Tanh
1× 64× 64 –
(b) Decoder
Table 1: Autoencoder architecture. Conv/ConvT=convolution/transposed convolution, the
triplet indicates (filter size, stride, padding), BN=batch normalization.
with ReLU activations, also with tanh in the final layer. The code size is 8. The architec-
ture is detailed in Table 1. We train to minimize arg mind,h ||x− d(h(x))||2 on patches of
the exemplar image. To reduce overfitting, we data-augment by performing horizontal and
vertical flips on the patches, as well as smoothing by adding a small amount of Gaussian
noise (with 0.05 standard deviation). We use the Adam optimizer with default parameters
and learning rate 10−3, and train for 2000 iterations using a batch size of 32. The model
takes a few seconds to train using a GTX Titan X. The decoder is discarded after training
and we keep the encoder for the MMD kernel.
A.2 Generator
The generator is also designed based on the template provided in [34], but we replace
most of the transposed convolutions with upsampling + convolution (motivated by [30]),
and add an additional convolving layer before the output. Specifically, the transposed
convolutions are replaced by a ×2 nearest neighbor upsampling followed by a convolution.
The activation in the last layer is tanh. The architecture is detailed in Table 2. We use
the Adam optimizer with default parameters and learning rate 10−3, and train for 50,000
iterations for both the 256×256 and 512×512 generators. Using a GTX Titan X, training
takes about 2.5 and 5 hours for sizes 256×256 and 512×512, respectively 1. In the online
phase, the generators can synthesize images at the rate of approximately 150/s and 50/s
for sizes 256× 256 and 512× 512, respectively.
B Additional results
1The training is slow in our current implementation due to the way the patches are being extracted.
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(a) Random realizations (512× 512, optimization-based synthesis).
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(b) Image histogram of 9 random realizations. The first histogram (top left)
corresponds to the exemplar image.
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(d) Two-point probability in the y direction
of 100 realizations.
Figure 8: Results for optimization-based synthesis of realizations of size 512 × 512 with
krq,encoder kernel.
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(a) Random realizations (512× 512, generated by neural network).
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(b) Image histogram of 9 random realizations. The first histogram (top left)
corresponds to the exemplar image.
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of 100 realizations.
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(d) Two-point probability in the y direction
of 100 realizations.
Figure 9: Results for neural synthesis of realizations of size 512 × 512 with krq,encoder
kernel.
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State size Layer
256× 1× 1 ConvT(4,1,0), BN, ReLU
2048× 4× 4 UpConv(3,1,1), BN, ReLU
1024× 8× 8 UpConv(3,1,1), BN, ReLU
512× 16× 16 UpConv(3,1,1), BN, ReLU
256× 32× 32 UpConv(3,1,1), BN, ReLU
128× 64× 64 UpConv(3,1,1), BN, ReLU
64× 128× 128 UpConv(3,1,1), BN, ReLU
64× 256× 256 Conv(3,1,1), Tanh
1× 256× 256 –
(a) 256× 256 generator.
State size Layer
512× 1× 1 ConvT(4,1,0), BN, ReLU
4096× 4× 4 UpConv(3,1,1), BN, ReLU
2048× 8× 8 UpConv(3,1,1), BN, ReLU
1024× 16× 16 UpConv(3,1,1), BN, ReLU
512× 32× 32 UpConv(3,1,1), BN, ReLU
256× 64× 64 UpConv(3,1,1), BN, ReLU
128× 128× 128 UpConv(3,1,1), BN, ReLU
64× 256× 256 UpConv(3,1,1), BN, ReLU
64× 512× 512 Conv(3,1,1), Tanh
1× 512× 512 –
(b) 512× 512 generator.
Table 2: Generator architecture. UpConv=×2 upsample + convolution, ConvT=transposed
convolution, the triplet indicates (filter size, stride, padding), BN=batch normalization.
20
