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CONTINUITY OF MINIMIZERS TO WEIGHTED LEAST GRADIENT
PROBLEMS
ANDRES ZUNIGA
Abstract. We revisit the question of existence and regularity of minimizers to the weighted
least gradient problem with Dirichlet boundary condition
inf
{ˆ
Ω
a(x)|Du| : u ∈ BV (Ω), u|∂Ω = g
}
,
where g ∈ C(∂Ω), and a ∈ C2(Ω¯) is a weight function that is bounded away from zero.
Under suitable geometric conditions on the domain Ω ⊂ Rn, we construct continuous
solutions of the above problem for any dimension n ≥ 2, by extending the Sternberg-
Williams-Ziemer technique [42] to this setting of inhomogeneous variations. We show that
the level sets of the constructed minimizer are minimal surfaces in the conformal metric
a2/(n−1)In. This result complements the approach in [19] since it provides a continuous
solution even in high dimensions where the possibility exists for level sets to develop
singularities. The proof relies on an application of a strict maximum principle for sets
with area minimizing boundary established by Leon Simon in [40].
MSC (2010). Primary: 49Q20; Secondary: 49J52, 49Q10, 49Q15.
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1. Introduction
In this article we revisit the question of existence and regularity of solutions in higher
dimensions to weighted least gradient problems subject to a Dirichlet boundary condition
(1) inf
{ˆ
Ω
a(x)|Du| : u ∈ BV (Ω), u|∂Ω = g
}
,
where g ∈ C(∂Ω), and a ∈ C2(Ω¯) is a weight function that is bounded away from zero.
Existence, comparison and uniqueness results in all dimensions were recently established
in [19] over a general class of integrands that includes the present case, and the solution
was shown to be continuous in dimensions n ≤ 7. The restriction on dimension in [19] is
due to an appeal to the regularity theory of hypersurfaces minimizing parametric elliptic
functionals of Almgren, Schoen and Simon [37, 38]. The major thrust of this article is to
establish such a continuity result for a minimizer of (1) in higher dimensions n ≥ 8 as well,
using a constructive argument along the lines of that used in [42] for the standard case
a ≡ 1.
Going back to the work of Bombieri, De Giorgi and Giusti in [7], extensive studies of
functions of least gradient have been carried out in different contexts. The majority of the
existing results for least gradient problems study the case of Dirichlet boundary conditions
1
ar
X
iv
:1
70
9.
00
50
2v
2 
 [m
ath
.A
P]
  1
8 J
ul 
20
18
2 ANDRES ZUNIGA
(see for instance [13, 19, 23, 29]). Nonetheless, Neumann and other types of boundary con-
ditions have been explored (cf. [27, 32, 35]). In the recent years many authors have spent a
significant effort to study weighted least gradient problems and further generalizations, due
to its various applications to such areas as imaging conductivity problems, reduced models
in superconductivity and superfluidity, models for a description of landsliding, and relaxed
models in the theory of elasticity and in optimal design, among others. A list of important
investigations in these directions can be found in [4,5,13,14,17–19,21,23,26–29,32–36,41–43].
In addition, the time dependent notion of total variation flow has proved to be useful in
image processing including denoising and restoration, see for example [2,3,6,8,25]. Further
generalizations of least gradient problems in the metric space setting have been explored
quite recently in [16,20,22].
Let us now introduce the problem more precisely, and the main result of this article. Given
n ≥ 2 arbitrary, a bounded Lipschitz domain Ω ⊂ Rn, and a weight function a ∈ C2(Ω¯)
satisfying the following non-degeneracy condition
(2) min
Ω¯
a ≥ α,
for some α ∈ (0,∞), we deal with the study of minimizers of the weighted a-variation
functional over the set of BV (Ω) functions that coincide on the boundary with some data
g : ∂Ω→ R in the sense of BV -traces. That is,
(a LGP) inf
u∈BVg(Ω)
ˆ
Ω
a(x)|Du|,
where the admissible class is defined via
(3) BVg(Ω) := {u ∈ BV (Ω) : ∀x ∈ ∂Ω, lim
r→0
ess sup
y∈Ω∩|x−y|<r
|u(y)− g(x)| = 0}.
Here BV (Ω) denotes the class of functions of bounded variation in Ω (see [12]).
Let us recall the notion of a-variation of u ∈ BV (Ω) induced by the continuous function
a : Ω → (0,∞), uniformly bounded away from zero. As introduced by Amar and Belletini
in [1], the a-variation of u ∈ BV (Ω) in Ω is given by
(4)
ˆ
U
a(x)|Du| := sup
{ˆ
U
udivY dx : Y ∈ C∞c (U ;Rn), |Y (x)| ≤ a(x) ∀x ∈ Ω
}
.
This corresponds to the definition of φ-variation of u in [1] for the choice of φ(x, ξ) = a(x)|ξ|,
which is described in terms of the dual norm φ0(x, ξ) := sup{ξ · p : φ(x, p) ≤ 1}. In (4) we
have used the fact that φ0(x, ξ) = |ξ|/a(x) for such choice of an inhomogeneous, isotropic
norm φ. This notion gives rise to a Radon measure on Rn induced by u that acts on
Borel sets via B 7→ ´B a(x)|Du|, called the a-variation measure of u. By analogy, given any
Caccioppoli set E ⊂ Rn (i.e. set of finite perimeter, see [12]) we can construct an a-perimeter
measure associated with E, which is the Radon measure that on any Borel set B assigns
the value
Pa(E,B) :=
ˆ
B
a(x)|DχE |,
where χE is the characteristic function of E.
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The main concern of this work is to establish the existence of a continuous minimizer
of (a LGP) even in the possible presence of singularities for the level sets of the solution,
when continuous boundary data g ∈ C(∂Ω) is considered and for a class of domains Ω
satisfying suitable geometric conditions. We will require that Ω is a bounded Lipschitz
domain with boundary ∂Ω satisfying a positivity condition on a sort of generalized mean
curvature related to the weight function a. This will be referred as the barrier condition,
and the precise statement is
Condition 1 (Barrier condition). For every x0 ∈ ∂Ω there exists ε0 > 0 such that for all
ε ∈ (0, ε0) if V∗ ⊂ Rn is a minimizer of
(5) inf{Pa(W,Rn) : W ⊂ Ω, (Ω \W ) ⊂ Bε(x0)},
then
∂V∗ ∩ ∂Ω ∩Bε(x0) = ∅.
The boundaries of such domains Ω are not locally a-area minimizing with respect to
interior variations (cf. [19]). In fact, the latter implies that domains Ω satisfying the barrier
condition must necessarily have connected boundary. It is worth noting that even for
domains Ω satisfying the barrier condition (5), it has been recently pointed out by Spradlin
and Tamasan in [41] that the existence of minimizers to
inf
{ˆ
Ω
|Du| : u ∈ BV (Ω), u|∂Ω = g
}
may fail for some choices of discontinuous boundary data g.
An existence and continuity result of minimizers was already established by Jerrard,
Moradifam and Nachman in [19] for a more general version of the least gradient problem
(ϕLGP) inf
u∈BVg(Ω)
ˆ
Ω
ϕ(x,Du),
for the admissible class given in (3), g ∈ C(∂Ω), and a function ϕ(x, ξ) that, among other
properties is convex, continuous, and 1-homogeneous with respect to the ξ-variable. They
prove existence and comparison results (uniqueness) for (ϕLGP) valid in all dimensions
n ≥ 2 for domains Ω satisfying a barrier condition suited to a general class of inhomoge-
neous anisotropic ϕ-perimeter functionals. In contrast, their regularity theorem established
for (ϕLGP), under sharp conditions, is valid in low dimensions n = 2, 3 only. In a related
work, Moradifam has argued that the structure of the level sets of minimizers to (ϕLGP)
are determined by a divergence free vector-field (see [26] for a precise statement).
Despite the dimensionality restriction of the regularity result in [19], it is nonetheless
the case that when (a LGP) is considered, i.e. ϕ(x, ξ) = a(x)|ξ|, their result applies up to
dimension n ≤ 7 by virtue of the regularity theory of minimal hypersurfaces, with respect to
an area functional induced by a Riemannian metric (see Remark 4.8 in [19] and references
therein). In light of this, a major thrust of the present paper is to establish such a continuity
result for a minimizer of (a LGP) in higher dimensions n ≥ 8.
The approach we will adopt in this article consists of applying the Sternberg-Williams-
Ziemer program in [42] to construct continuous minimizers of the weighted least gradient
problem subject to a Dirichlet boundary condition. In fact, a secondary reason for this
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investigation has been to determine whether this technique carries over to the setting of
weighted least gradient problems. Their method is based on the co-area formula and on an
auxiliary geometric variational problem to identify the level sets of such minimizers. Indeed,
in [7] it was shown that the superlevel sets of a continuous function of least gradient are area-
minimizing, that is, the characteristic functions of those sets are functions of least gradient.
Conversely, the authors in [42] proved the existence and continuity of a function of least
gradient for every dimension n ≥ 2, by explicitly constructing each of its superlevel sets in
such a way that they are area-minimizing and reflect the boundary condition, as long as two
geometric conditions of ∂Ω are satisfied, referred as a weak non-negative mean curvature
condition and the assumption that ∂Ω is not locally area-minimizing with respect to interior
set variations. Their proof relies, among other things, on a strict maximum principle for
area-minimizing sets established by Simon in [40].
In adapting the approach of [42], we concentrate our efforts in establishing a type of
maximum principle for sets that minimize the weighted a-perimeter Pa in Ω, so as to
ensure the strict separation of level sets of the candidate of a minimizer to (1), from which
the continuity of this minimizer will follow; see Theorem 3.1. This maximum principle
generalizes the corresponding one in [42] for sets that minimize the standard area measure
(a ≡ 1). In this respect, the regularity assumed on the weight function in the present article,
a ∈ C2(Ω¯), is required in both Proposition 3.5 and Corollary 3.3 (maximum principle for
hypersurfaces with smooth, and non-smooth contact point). Moreover, the same regularity
of a(x) is needed in our construction, independently, for a result about partial regularity
of a-perimeter minimizing sets due to Schoen and Simon [38], which we state in (12) (see
(9) in [38] for the regularity assumption in general.) In contrast, under the regularity
assumption a ∈ C1,1(Ω¯) and positivity a > 0 of the weight, the authors in [19] established
uniqueness (for all n ≥ 2) and continuity (up to n ≤ 7) of minimizers to (1) for rougher
weight functions and continuous boundary data g ∈ C(∂Ω). In fact, they prove that the
regularity a ∈ C1,1(Ω¯) is sharp, in the sense that uniqueness of minimizers breaks.
We now state the main result of this article.
Theorem 1.1. For any n ≥ 2, let Ω ⊂ Rn be a bounded Lipschitz domain with boundary
satisfying the barrier condition (5) and let a ∈ C2(Ω¯) be a non-degenerate weight function,
in the sense of (2). Then for any boundary data g ∈ C(∂Ω) there exists a minimizer u?
to (a LGP) which is moreover a continuous function, u? ∈ C(Ω¯). Furthermore, the superlevel
sets of u? minimize the weighted perimeter measure Pa(·,Ω) with respect to competitors
meeting the boundary conditions imposed by g on ∂Ω.
The paper is organized as follows. In §2 we review some basic facts about the a-variation
functional and we comment on key aspects of the regularity theory for sets minimizing the
a-perimeter measure.
In §3 we establish a strict maximum principle for sets whose boundary minimize the
a-area, cf. Theorem 3.1. This will be done in two steps. We first address the case where
the boundary sets can be locally represented as C2-hypersurfaces, cf. Proposition 3.5. The
remaining case, where the hypersurfaces contain singularities, has been resolved by Leon
Simon [40] in the context of co-dimension one rectifiable currents which minimize mass.
We proceed to review the concepts behind such mathematical objects in geometric measure
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theory, specializing in the context of Riemannian manifolds. In particular, in the setting
where Rn is endowed with the metric g(x) = a2/(n−1)(x)δijdxidxj we can identify the a-
perimeter measure of a set E (i.e the a-area of ∂E) with the mass of a current ∂JEK,
cf. Theorem 3.10. This fact allows us to apply the aforementioned result in [40].
The construction of the minimizer u? takes place mainly in §4 and §5, where we introduce
the collection of sets {Et : t ∈ g(∂Ω)}, cf. Proposition 4.1. Here Et ∩ Ω will correspond,
up to a H n-negligible set, to the t-superlevel set of u? (Theorem 6.1.) Subsequently, two
key geometric properties of this collection are established, namely, the consistency of ∂Et
with the boundary values at ∂Ω, cf. Lemma 5.1, and the strict separation of the sets {Et},
cf. Lemma 5.2. The latter property is a consequence of Theorem 3.1.
The candidate u? for a minimizer of the Dirichlet problem (a LGP) is introduced in §6.
The admissibility and continuity properties of u? follow from the properties obtained in §5,
cf. Theorem 6.1. Lastly, we argue the minimality of u? in (a LGP), thus completing the
proof of Theorem 1.1.
Acknowledgments. The author wishes to thank Peter Sternberg, Robert Jerrard, and the
referee for their valuable comments and suggestions. The author was partially supported
by the Hazel King Thompson fellowship from the Department of Mathematics at Indiana
University.
2. Notation and preliminaries
Let us write Br(x) for the open Euclidean ball centered at x ∈ Rn of radius r > 0, and we
abbreviate BR := BR(0), unless otherwise specified. The notation B
′
r(x
′) will be reserved for
balls in Rn−1 centered at x′ ∈ Rn−1, where we will consistently write x = (x′, x′′) ∈ Rn−1×R
for points x ∈ Rn. With a slight abuse of notation we let | · | refer to the Euclidean distance
between points in Rn, and also to the Lebesgue measure in Rn. In addition,H α corresponds
to the α-dimensional Hausdorff measure of (Rn, | · |). Throughout, we will primarily employ
H n−1. On the other hand, given a set E ⊂ Rn, Ei denotes the topological interior of E,
E¯ denotes the topological closure of E, and ∂E denotes its topological boundary. Also,
the notation E ⊂⊂ F refers to the containment E¯ ⊂ F i. We recall the measure-theoretic
boundary of E,
∂ME := {x ∈ Rn : 0 < Θ(E, x)} ∩ {x ∈ Rn : Θ(E, x) < 1},
where
Θ(E, x) := lim sup
r→0+
|E ∩Br(x)|/|Br(x)|, Θ(E, x) := lim inf
r→0+
|E ∩Br(x)|/|Br(x)|
are the upper and lower densities of E at x, respectively. Moreover, the reduced boundary of
E is the set ∂∗E = {x : νE(x) exists} where νE(x) is the so called measure-theoretic normal
of the set E, defined as the unique vector ν ∈ Rn satisfying
Θ({y : (y − x) · ν > 0, y ∈ E}, x) = 0, Θ({y : (y − x) · ν < 0, y /∈ E}, x) = 0.
It is well-known that
(6) ∂∗E ⊂ ∂ME ⊂ ∂E.
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Moreover, E is of finite perimeter if and only if H n−1(∂ME) <∞; and in this case
P(E,Ω) =H n−1(Ω ∩ ∂ME) =H n−1(Ω ∩ ∂∗E),
cf. [10]. Throughout, we employ the measure-theoretic closure to represent the equivalence
class of sets of finite perimeter, which differ only up to sets of H n-measure zero. With this
convention, we let
(7) x ∈ E ⇐⇒ Θ(E, x) > 0.
It can be shown using this convention (7) that ∂∗E = ∂E, cf. [12, Thm. 4.4].
Suppose that µ is a Radon measure in a locally compact topological space M , and that
f ∈ L1loc(M,µ). Here we adopt a notation already introduced in [9,39], where we denote by
µ f the Radon measure acting on Borel sets of M via
(8) µ f(A) :=
ˆ
A
f(x) dµ(x).
In addition stands for the restriction operation of a measure over a measurable set, in
which case both relate by means of µ A = µ χA.
We continue this section by reviewing some basic properties of functions of bounded a-
variation and of sets of finite a-perimeter. The results we revisit now hold for a broader
class of weights which are continuous, a ∈ C, and bounded away from zero, a > 0. For a
proof of these facts we refer the reader to [1, 19].
The theory of inhomogeneous (and anisotropic) variations rests upon the following inte-
gral representation formula.
Proposition 2.1 ([1, Prop. 7.1]). For any u ∈ BVloc(Rn) and a bounded Borel set B,
(9)
ˆ
B
a(x)|Du| =
ˆ
B
a(x)|σu(x)| d|Du|(x),
where σu := dDu/d|Du| ∈ Rn denotes the Radon-Nikody`m density and d|Du| is the total
variation measure induced by u. Here we have |σu| = 1 for |Du|-a.e x ∈ B (see [9, §5]),
so (9) reduces to
´
B a(x)|Du| =
´
B a(x) d|Du|(x).
An immediate corollary of this proposition, using the characterization of the perimeter
measure of Caccioppoli sets [12, §4], is the fact that for any Borel set B
Pa(E,B) =H
n−1 a(∂∗E ∩B),(10)
:=
ˆ
∂∗E∩B
a(x) dH n−1(x).
The integral representation formula (9) of the a-variation, together with the Fleming-
Rishel co-area formula for BV -functions imply a weighted version of the co-area formula
Proposition 2.2 ([1, Rem. 4.4]). If u ∈ BVloc(Rn) and B ⊂ Rn is Borel, thenˆ
B
a(x)|Du| =
ˆ +∞
−∞
Pa({u ≥ t}, B) dt.
Furthermore, just like for the standard perimeter measure, the following inequality holds
true as well for the a-perimeter functional:
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Proposition 2.3 ([19, Lem. 2.2]). For B ⊂ Rn Borel and E1, E2 ⊂ Rn sets of locally finite
a-perimeter,
Pa(E1 ∪ E2, B) +Pa(E1 ∩ E2, B) ≤Pa(E1, B) +Pa(E2, B).
Essential in our development is the next lower semi-continuity property of the a-perimeter,
whose proof follows from a standard argument in the BV -theory.
Proposition 2.4. Let U ⊂ Rn be an open set, and {uj} ⊂ BV (U) a sequence of functions
that converge in L1loc(U) to a function u. Then u has finite a-variation in U , and moreoverˆ
U
a(x)|Du| ≤ lim inf
j→∞
ˆ
U
a(x)|Duj |.
Of particular importance to us are sets of finite a-perimeter whose boundaries minimize
the weighted area H n−1 a, cf. (8), which will be referred from now on as the a-area
measure. The notion of an a-area minimizing set we use throughout, is the following
Definition 2.5. If E is a set of locally finite a-perimeter and U is a bounded open set, we
say that ∂E is a-area minimizing in U if
(11) Pa(E,U) = inf{Pa(F,U) : E∆F ⊂⊂ U}.
We say ∂E is locally a-area minimizing if (11) holds true for every choice of a bounded
open subset U of Rn.
We continue our preliminary discussion by highlighting some key aspects about the gen-
eral strategy that we are going to adopt in the present article. A continuous function u?
of least a-variation
´
Ω a(x)|Du?| subject to Dirichlet data g, in the sense of (1), will be
constructed by first identifying the candidate u? “level set by level set.” Inspired by the
co-area formula Proposition 2.2, each superlevel set of u? will correspond (up to a set of
H n-measure zero) to a set of minimal a-perimeter in Ω and meeting the boundary condi-
tions on ∂Ω imposed by g. Roughly speaking, given a value of t ∈ g(∂Ω) we are going to
solve the problem of finding a set Et that minimizes the a-perimeter Pa(·,Ω) while meeting
{g ≥ t} on ∂Ω. Once the collection {Et : t ∈ g(∂Ω)} has been built, the continuity of u?
will be a consequence of a key ingredient, known as a strict maximum principle for a-area
minimizing sets; a separation ∂Et∩∂Es∩Ω = ∅ will be then obtained for any s < t. Such a
maximum principle is local in nature, so we will address it in two different cases depending
on whether the sets ∂Et, ∂Es can be written as a C
2-hypersurfaces around a contact point.
As the discussion in the preceding paragraph suggests, the regularity of ∂Et will play
a crucial role in our development just like in the standard (homogeneous) theory. Given
an n-rectifiable set E ⊂ Rn, we say that ∂E is regular at a point x ∈ ∂E if there is a
ball B ⊂ Rn centered at x such that ∂E ∩ B has a representation as a C2-hypersurface,
written in coordinates around the approximate tangent space at x (see [39]). Let us write
reg(∂E) := {x ∈ ∂E : ∂E is regular at x} and sing(∂E) := ∂E \ reg(∂E). The building
blocks to the regularity theory in the standard homogeneous setting, which play a similar
role in our inhomogeneous setting, are the tangent cones. More precisely, if ∂E is a-area
minimizing in a bounded open set U ⊂ Rn, then for each x ∈ ∂E and each sequence
λj → 0+ there exist a subsequence {λj′} ⊂ {λj} and a Borel set F of locally finite a-
perimeter so that ∂F is a-area minimizing in U , and if we denote the translation plus
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homothety Ej := {y ∈ Rn : x+ λj(y − x) ∈ E}, it also follows that χEj′ → χF in L1loc(Rn).
Here C = ∂F is called tangent cone to E at x (not unique a priori). Although it is not
immediate, C is a union of half-lines issuing from x and thus is a cone. If C¯ is contained in
any hyperplane of Rn supported at x then the tangent cone of ∂E at x is unique, and ∂E
is regular at x (see [38, Thm. I.1.2]). In other words, there exists r > 0 so that Br(x)∩ ∂E
is a C2-hypersurface. See Remark 3.11 in §3 for additional comments.
Another crucial tool in the proof of Theorem 1.1 is a singularity estimate due to Schoen,
Simon and Almgren [38, Thm. I.3.1, Cor. I.3.2]. Although this result is quite general, we
apply it in the context of sets whose boundary minimize the a-area. It states that for a set
E with ∂E minimizing the a-area in a bounded open set U , there holds
(12)
{
H n−3(sing(∂E) ∩ U) <∞, if n ≥ 4
sing(∂E) ∩ U = ∅, if n ≤ 3 .
It follows that reg(∂E) is dense in ∂E. Estimate (12) rests upon a regularity assumption
on the weight function a ∈ C2 (see (9) in [38] for the precise condition in generality).
3. A strict maximum principle for a-perimeter minimizing sets
The aim of the current section is to present a general maximum principle for a-perimeter
minimizing sets, and to provide a full proof of it. It states that when two sets are nested
and touch at a point, and have a-minimizing perimeter, then they should locally coincide.
More precisely, this result states that
Theorem 3.1 (Maximum principle for a-area minimizing sets). Let E1 ⊂ E2 be n-rectifiable
subsets in Rn where both ∂E1, ∂E2 minimize the a-area in a bounded open set U ⊂ Rn. If
x ∈ ∂E1 ∩ ∂E2 ∩ U , then ∂E1 and ∂E2 agree in some neighborhood of x.
This is an adaptation of the analogous Theorem 2.2 in [40] to the particular setting
of an inhomogeneous isotropic Riemannian metric. The contribution of such result, when
compared to the classical strong maximum principle for minimal surfaces, is that it includes
the case of hypersurfaces that may contain singularities, around which the hypersurface
cannot be written as the graph of a function over the tangent plane based at the singularity
point. In particular, the contact point x mentioned above could potentially be a singular
point for either of E1 or E2. This problematic situation in the context of minimal surfaces
has been resolved by Leon Simon in a celebrated result, known as the strict maximum
principle for mass minimizing currents, of fundamental importance in geometric measure
theory. It deals with a more general situation than the one mentioned in the above theorem,
where the main object of study are currents (cf. §3.2). This result states the following
Theorem 3.2 ([40, Thm. 1]). Let U be an open set of a smooth n-dimensional oriented
Riemannian manifold N . Suppose T1 and T2 are integer multiplicity currents with ∂T1 =
0 = ∂T2 in U , T1 and T2 are mass-minimizing in U and reg T1 ∩ reg T2 ∩ U = ∅. Then,
sptT1 ∩ sptT2 ∩ U = ∅.
The main content of this theorem lies in the fact that sing T1 ∩ sing T2 ∩ U = ∅. Indeed,
a previous work in [24] and also in [39, §37.10] establishes sing T1 ∩ reg T2 ∩ U = ∅. The
latter fact was subsequently proved in [44], even without the minimizing hypothesis.
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A direct consequence of Theorem 3.2 is the next corollary for oriented boundaries of least
area
Corollary 3.3 ([40, Cor. 1]). Adopting the notation of Theorem 3.2, let T1 = (∂JE1K) U
and T2 = (∂JE2K) U be mass-minimizing currents in U , with E1 ∩ U ⊂ E2 ∩ U and with
sptT1 ∩ U and sptT2 ∩ U connected. Then either T1 = T2, or sptT1 ∩ sptT2 ∩ U = ∅.
It is ultimately this tool the one that allows us to push our continuity result to all
dimensions n ≥ 2, and in particular to the case n ≥ 8 where a-area minimizing sets cease
to be smooth in general. In this situation, PDE techniques such as the strong maximum
principle are no longer available (not even in the weak form). For details, the reader can
compare to the continuity result in [19].
The proof of Theorem 3.1 is rather technical and it uses different ingredients in geometric
analysis, the main one being Corollary 3.3. The purpose of this section is to present a
collection of results, along with their proofs, that will give a proof of Theorem 3.1.
3.1. A strict maximum principle for hypersurfaces. Our first goal is to establish a
strict maximum principle for hypersurfaces minimizing the a-area functional, in the case
where the intersection point is regular for both hypersurfaces. In fact, we prove a slightly
stronger result; see Remark 3.6. In this situation we have PDE techniques available, and the
next result corresponds to a weak version of the Hopf maximum principle for quasilinear
equations in divergence form. Before introducing this result, we need to discuss some
preliminary concepts.
Given a Caccioppoli set E and x0 ∈ ∂∗E it is known that ∂E can be locally represented
as the graph of a non-negative C1-function u over a tangent plane at x0, cf. [12]. If we write
(x′, s) ∈ Rn−1 × R for the coordinates of x ∈ Rn and if B′r(x′) denotes a ball in Rn−1, then
the latter fact shows that (up to isometries) there is a choice of r = r(x0) > 0 small and
u ∈ C1(B′r(x′0); [0,∞)) in such a way that
{(x′, s) : x′ ∈ B′r(x′0), 0 ≤ s ≤ u(x′)} ⊂ E,
and
∂E ∩Br(x0) = {(x′, u(x′)) : x′ ∈ B′r(x′0)}.
In particular, the characterization (10) of the a-perimeter measure together with the area
formula (cf. [9, Thm. 4.1]) allows us to compute in local coordinates
Pa(E,Br(x0)) =
ˆ
B′r(x′0)
a(x′, u(x′))
√
1 + |∇u(x′)|2 dH n−1(x′)(13)
=: Ia(u).
Here and henceforth, we denote ∇ := ∇x′ for the gradient in Rn−1, whenever appropriate.
Computing the first variation of Ia(u) in the direction of ϕ, δIa(u)[ϕ], we obtain
(14) Mau(ϕ) :=
ˆ
B′r(x′0)
{
a(x′, u)∇u√
1 + |∇u|2 · ∇ϕ+ ∂sa(x
′, u)
√
1 + |∇u|2 ϕ
}
dx′ = 0.
This operator will be called the a-minimal surface operator of u, acting on any test function
ϕ with compact support in B′r(x′0). The last observation motivates the following notions
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Definition 3.4. Let W ⊂ Rn−1 be an open set. A function u ∈ C1(W ) is called a classical
solution to the inhomogeneous a-minimal surface equation (or a-MSE) in W , if
−divx′
(
a(x′, u)∇u√
1 + |∇u|2
)
+ ∂sa(x
′, u)
√
1 + |∇u|2 = 0, ∀x′ ∈W.
Also, u ∈ C1(W ) is called a weak subsolution (weak supersolution) of the inhomogeneous
a-MSE in W if
Mau(ϕ) :=
ˆ
W
{
a(x′, u)∇u√
1 + |∇u|2 · ∇ϕ+ ∂sa(x
′, u)
√
1 + |∇u|2 ϕ
}
dx′ ≤ 0 (≥ 0),
whenever ϕ ∈ C1c (W ) with ϕ ≥ 0.
We now present a maximum principle, in the favorable situation where the contact point
is regular for the two touching hypersurfaces which minimize the a-area functional.
Proposition 3.5 (Weak form of strict maximum principle for hypersurfaces). Let W be an
open set in Rn−1 and let u0, u1 ∈ C1(W ) be a weak supersolution and a weak subsolution of
the inhomogeneous a-MSE in W , respectively. Suppose that u1 ≥ u0 in W , while u1(x′0) =
u0(x
′
0) for some x
′
0 ∈W . Then u1 = u0 in some open neighborhood of x′0 in W .
Proof Proposition 3.5. Let us write w(x′) := u1(x′) − u0(x′) and ut(x′) := u0(x′) + tw(x′)
for t ∈ [0, 1] and x′ ∈W . Let us observe that u0 = u0 and u1 = u1, in view of this notation.
It will be convenient for computations to rewrite the a-minimal surface operator acting on
ϕ ∈ C1c (W ) with ϕ ≥ 0, as
Mau(ϕ) =
ˆ
W
(f(x′, u,∇u) · ∇ϕ+ f(x′, u,∇u)ϕ)dx′,
where for x′, p′ ∈ Rn−1 and s ∈ R we let
f(x′, s, p′) := a(x′, s)
p′√
1 + |p′|2 , f(x
′, s, p′) := ∂sa(x′, s)
√
1 + |p′|2.
Using the linearity of ϕ 7→ Mau(ϕ), we compute the difference Mau1(ϕ) −Mau0(ϕ) by
means of the chain rule
f(x′, u1,∇u1)− f(x′, u0,∇u0) =
ˆ 1
0
d
dt
f(x′, ut,∇ut) dt = {aij(x′)∂jw + bi(x′)w}i=1,...,n−1,
with coefficients
aij(x′) :=
ˆ 1
0
[
Dp′f(x
′, ut,∇ut)]
ij
dt =
ˆ 1
0
a(x′, ut)
(1 + |∇ut|2)δij − ∂iut∂jut
(1 + |∇ut|2)3/2 dt,
bi(x′) :=
ˆ 1
0
[
∂sf(x
′, ut,∇ut)]
i
dt =
ˆ 1
0
∂sa(x
′, ut)∂iut√
1 + |∇ut|2 dt.
Similarly, one has
f(x′, u1,∇u1)− f(x′, u0,∇u0) =
ˆ 1
0
d
dt
f(x′, ut,∇ut) dt = −(cj(x′)∂jw + d(x′)w),
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where
cj(x′) := −
ˆ 1
0
[
Dp′f(x
′, ut,∇ut)]
j
dt =
ˆ 1
0
−∂sa(x′, ut) ∂ju
t√
1 + |∇ut|2 dt,
d(x′) := −
ˆ 1
0
∂sf(x
′, ut,∇ut)dt =
ˆ 1
0
−∂ssa(x′, ut)
√
1 + |∇ut|2 dt.
Since u1 and u0 are weak supersolution and subsolution of a-MSE, respectively, we get
0 ≤Mau1(ϕ)−Mau0(ϕ)
=
ˆ
W
{
(f(x′, u1,∇u1)− f(x′, u0,∇u0)) · ∇ϕ+ (f(x′, u1,∇u1)− f(x′, u0,∇u0))ϕ} dx′
=
ˆ
W
{(aij(x′)∂jw + bi(x′)w)∂iϕ− (cj(x′)∂jw + d(x′)w)ϕ}dx′
=: L(w,ϕ).
Thus, w is a weak supersolution of Lw = 0, where L corresponds to the linear operator in
divergence form
Lw := ∂i
(
aij(x′)∂jw + bi(x′)w
)
+ cj(x′)∂jw + d(x′)w.
We verify that L is uniformly elliptic in W and that it has bounded coefficients. Indeed, for
each neighborhood V ⊂⊂W of x′0 there exists K > 0 so that supt∈[0,1] ‖ut‖C1(V¯ ) ≤ K, since
u1, u0 ∈ C1(W ). In particular, a ∈ C2 implies that ∃Ka > 0 so that ‖a‖C2(W¯×[−K,K]) ≤ Ka.
The assumed non-degeneracy (2) yields the uniform ellipticity: for ξ′ ∈ Rn−1 and x′ ∈ V ,
aij(x′)ξ′iξ
′
j ≥ α|ξ′|2/(1 +K2)3/2. In addition, there exist constants Λ(Ka,K), ν(Ka,K) so
sup
x′∈V¯
∑
i,j
|aij(x′)|2 ≤ Λ and sup
x′∈V¯
∑
i
|bi(x′)|2 +
∑
j
|cj(x′)|2 + |d(x′)| ≤ ν2.
By invoking the weak Harnack inequality [11, Thm. 8.18] on the non-negative supersolution
w of Lw = 0, we get the existence of C > 0 depending on K,α,Λ, ν, n, in such a way that
ε
−n/q
0
(ˆ
B′2ε0 (x
′
0)
|w|q
)1/q
≤ C inf
B′ε0 (x
′
0)
w = 0,
for every q ∈ (1, n/(n− 2)) and ε0 with B′4ε0(x′0) ⊂ V . Therefore w ≡ 0 on B′ε0(x′0). 
Remark 3.6. The strict maximum principle in Proposition 3.5 remains valid for hypersur-
faces which may not minimize the a-area necessarily. Furthermore, these hypersurfaces need
not be critical for the a-area functional (13), but rather supercritical and subcritical around
the contact point, in the sense that the associated functions u0 and u1 in Proposition 3.5
are supersolution and subsolution of the a-MSE, respectively.
3.2. Duality between weighted variations and mass of currents. The main tool in
the proof of our desired Theorem 3.1 consists of a broader kind of maximum principle, for
mass-minimizing currents established in [40]. With the purpose of applying this maximum
principle to our setting (cf. Corollary 3.3) it will be then necessary to make the identification
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between the a-perimeter measure of a Caccioppoli set E, with the notion of mass of the co-
dimension one rectifiable current ∂JEK, in the sense of Federer [10]. A reader well versed
in geometric measure theory may consider this identification rather clear, however, for
completeness and readability of the article we give a quick overview of some needed concepts
in geometric measure theory.
Throughout, M denotes an oriented complete smooth Riemannian manifold of dimension
n endowed with a C2-metric g (cf. Remark 3.11), U denotes a non-empty open subset of M ,
and l ∈ {1, . . . , n}. The α-dimensional Hausdorff measure induced by the geodesic distance
dg in M will be written H αg . The space of smooth differential l-forms in M is denoted by
Ωl(M). In particular, we are interested in those forms that have compact support in U ,
D l(U) := {ω ∈ Ωl(M) : sptω ⊂ U}.
This set is equipped with the standard topology of convergence on compact subsets of
M . An l-dimensional current in U is defined as a continuous linear functional over D l(U).
The set of all l-dimensional currents over U will denoted by Dl(U). Following [39, §26] we
introduce in the Riemannian setting a particularly useful class of currents, namely, the class
integer multiplicity rectifiable currents (cf. [10]).
Definition 3.7 (Integer multiplicity rectifiable current). Let U be an open set of (M, g).
If T ∈ Dl(U), we say T is an integer multiplicity rectifiable current if it can be expressed as
(15) T (ω) =
ˆ
N
〈w, ξ〉x θ(x) dH lg (x) for ω ∈ D l(U),
where N is an H lg -measurable countably l-rectifiable subset of U , θ is an integer valued
function in L1loc(N,H
l
g ), ξ is a H
l
g -measurable, oriented unit l-vector field on N , and 〈·, ·〉x
corresponds to the dual pairing between the spaces Λl(TxN) of l-covectors and Λl(TxN) of
l-vectors, in the approximate tangent space TxN .
In the case T is as in (15), we write T =: τ (N, θ, ξ) and call θ the multiplicity of T , ξ
the orientation of T . A central role in the maximum principle in [40] is played by currents
induced by sets E, obtained by integration over E of smooth l-forms in M with compact
support. That is,
Definition 3.8 (Current induced by a set). Let E be a countably rectifiable subset of M
which is H lg -measurable for some l ∈ {1, . . . , n}. We define the l-dimensional current JEK,
acting on η ∈ D l(M) via
(16) JEK(η) := ˆ
E
η,
where the integration is generally defined in the sense of [39, §11.1, §11.7].
We point out that (16) yields a sensible definition of JEK even when the ambient space
M is not equipped with a metric g. Nonetheless, in the Riemannian setting it is convenient
from the point of view of geometric measure theory, to rewrite this expression in terms of
a measure arising from the metric of M . Thus, we have an alternative characterization for
currents arising from appropriate sets, as given in
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Proposition 3.9. For E as in Definition 3.8, we have that JEK is a multiplicity one rec-
tifiable current, JEK = τ (E, 1, ξ), where ξ is the oriented unit l-vector field on E inherited
from M . In other words,
JEK(η) = ˆ
E
〈η, ξ〉x dH lg (x) for η ∈ D l(M).
We now continue by recalling the notion of boundary of currents. Motivated by the
classical Stoke’s theorem, we are led by (16) to quite generally define the boundary ∂T
of an l-current T ∈ Dl(M) by ∂T (ω) := T (dω) for ω ∈ D l−1(M). Finally we review the
concept of mass of a current, in the sense of [39, §26.4]. Again motivated by the special
case T = JEK as in (16), we define the mass of the current T with respect to the metric g,
denoted Mg(T ), for T ∈ Dl(M) by
(17) Mg(T ) := sup
{
T (ω) : ω ∈ D l(M), sup
x∈M
|ωx|g ≤ 1
}
(so that Mg(T ) =H ng (E) if T = JEK.) More generally, for any open U ⊂M we define the
mass of the current T restricted to U with respect to the metric g, by
(18) MU,g(T ) := sup
{
T (ω) : ω ∈ D l(M), sptω ⊂ U, sup
x∈U
|ωx|g ≤ 1
}
,
where in (17)-(18) we adopt the convention where the norm of an l-covector ωx, |ωx|g, is
defined as the dual norm to g, that acts on the space of l-vectors.
We are ready to discuss the main result of this subsection, in which we identify the
a-perimeter of a set E ⊂ Rn with the mass of the current JEK in the ambient manifold
M = Rn, with respect to a certain metric g depending on the weight function a. This will
allow us to invoke the maximum principle in [40] to our development.
Theorem 3.10. Consider Rn endowed with the metric g = aσg¯, conformal to the standard
Euclidean g¯x = δijdx
idxj with σ 6= 0. If E is a Caccioppoli set that is furthermore an
n-rectifiable Borel set, then there holds
MU,aσ g¯(∂JEK) = ˆ
U
a(n−1)σ/2(x) d|DχE |(x),
for any connected open set U ⊂ Rn. In particular, the choice σ = 2/(n− 1) yields
MU,a2/(n−1)g¯(∂JEK) =Pa(E,U).
Proof of Theorem 3.10. Clearly [∂/∂x1, . . . , ∂/∂xn] is a global orientation of the ambient
manifold Rn, where (x1, . . . , xn) denote the standard coordinates. The countably n-rectifiable
set E is H ng -measurable since it is Borel in Rn, hence it induces the n-current JEK :=
τ (E, 1, ξ) as in Proposition 3.9 (with l = n), where ξ is the unit standard orientation in E
induced from Rn.
According to the definition of mass in (18) and of boundary current, MU,g(∂JEK) is the
supremum of JEK(dω) for any ω ∈ Dn−1(Rn) with sptω ⊂ U and supx∈U |ω(x)|g ≤ 1. On
the other hand, it is known that the Hodge star operator ∗ : Ω1(U)→ Ωn−1(U) is a linear
isometry. Thus, ω ∈ Ωn−1(U) can be written ω = ∗Υ for Υ ∈ Ω1(U), and furthermore
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1-forms admit a vector field representation by means of the musical isomorphism: Υ = X[,
which is an isometry by construction of the flat operator [ : C∞(U ;Rn) → Ω1(U). Let
us now remark that sptX ⊂⊂ U iff spt(∗X[) ⊂⊂ U . Indeed, we can write explicitly in
coordinates
∗X[ = ∗
 n∑
j=1
(
n∑
i=1
gijX
i)
∂
∂xj
 = n∑
j=1
(
n∑
i=1
gijX
i)(−1)j−1dx1 ∧ . . . ∧ d̂xj ∧ . . . ∧ dxn,
where d̂xj is used to denote that the term dxj is missing in the product above. In light of
these observations it follows that |(∗X[)(x)|g = |X[(x)|g = |X(x)|g, and therefore
(19) MU,g(∂JEK) = sup{JEK(d ∗X[) : X ∈ C∞(U ;Rn), sptX ⊂ U, sup
x∈U
|X(x)|g ≤ 1
}
.
In addition, it is known that ∗X[ = dVg(X, ·), so now the definition of divergence in Rie-
mannian manifolds implies that d ∗ X[ = divgX dVg. Also, the volume form dVg satisfies
that 〈dVg, ξ〉 ≡ 1 for any unit n-vector field ξ. Consequently,
JEK(d ∗X[) = ˆ
E
〈divgX dVg, ξ〉x dH ng (x) =
ˆ
E
divgX dH
n
g .
Here dH ng denotes the Riemannian measure. As E is countably n-rectifiable, in the study
the last integral we can assume with no loss of generality that E is an n-dimensional
embedded C1-submanifold of Rn, cf. [39, §11.1]. In this case, let us note the pullback
metric in E is again g, and that in the Euclidean ambient spaces there is no need to use
local parametrizations and partitions of unity to compute the integration with respect to
the Riemannian measure in E. From all of this, and the expression in coordinates of the
divergence operator of X =
∑
j X
j(∂/∂xj) ∈ C∞c (U ;Rn), we simply obtain
JEK(d ∗X[) = ˆ
E
√
det g divgX dx
=
ˆ
E
n∑
j=1
∂
∂xj
(
√
det gXj) dx
=
ˆ
Rn
χE div(
√
det g X) dx,
where div(·) = divg¯(·) stands for the divergence in Euclidean coordinates. Defining now the
vector field Y :=
√
det gX ∈ C∞c (U ;Rn), we get from g = aσg¯ that
√
det g(x) = anσ/2(x),
and consequently
|X|g =
√
gx(X,X) = a
σ/2|X|g¯ = a(1−n)σ/2(anσ/2|X|g¯) = a(1−n)σ/2|Y |g¯.
The computation of the mass MU,g(∂JEK) in (19) has been shown to be equivalent to
(20) sup
{ˆ
Rn
χE divY dx : Y ∈ C∞c (U ;Rn), sup
x∈U
a−(n−1)σ/2(x)|Y (x)|g¯ ≤ 1
}
.
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Finally, we observe that a−(n−1)σ/2(x)|Y (x)|g¯ = ϕ0a(x, Y (x)), where ϕ0a(x, ·) is the polar (or
dual) of the norm ϕa(x, ·) := a(n−1)σ/2(x)| · |g¯. This fact along with definition (4) allows us
to identify the supremum in (20) as an inhomogeneous variation of χE in U ⊂ Rn:ˆ
U
a(n−1)σ/2(x)|DχE |,
thus completing the proof of Theorem 3.10. 
Remark 3.11. The singularity estimates (12) mentioned in §2 are a consequence of the
regularity theory in [37,38] for co-dimension one rectifiable currents minimizing parametric
elliptic functionals, with the choice of F(T ) =
´
Rn F (x, ν
T (x))d‖T‖ and F (x, p) = a(x)|p|
(following their notation), provided a ∈ C2(Ω¯) is a weight function bounded away from zero.
However, if we focus simply in the question of existence of tangent cones at every point on the
support of a mass-minimizing boundary current T = ∂JEK in the Riemannian setting, we can
just invoke the identification in Theorem 3.10 above. Indeed, this also follows from applying
what are now standard techniques (cf. Federer [10] or Simon [39]) in the regularity theory
of integral mass-minimizing currents in the Euclidean space (Rn, g¯) with g¯(x) = δijdxidxj.
Given x0 ∈ sptT on a Riemannian manifold (M, g) we let x = (x1, . . . , xn) ∈ Rn be
normal coordinates for M near x0 with the origin x = 0 corresponding to x0 and with
Tx0M identified with Rn via these coordinates (here g ∈ C2 is required). Thus, in these
coordinates g(x) = gij(x)dx
idxj with gij(0) = δij and ∂gij/∂x
k(0) = 0 for all i, j, k. We
can take homotheties Tλ := (λ
−1)#T for λ > 0 in terms of such coordinates, and Tλ is
mass-minimizing relative to the metric gij(λx)dx
idxj. In light of the approximation for g,
Euclidean density estimates around x = 0 translate into estimates for the mass ratio of the
area in metric balls around x0. A monotonicity formula for the density function is then
available, which combined with the compactness theorem for locally rectifiable currents (in
the Riemannian setting) [30, Thm. 5.5] show that for any λj → 0+ the sequence Tλj has a
subsequence converging weakly to some current C (i.e. the tangent cone at x0), invariant
under large homotheties. A detailed account of this argument is given in [31, pp. 5044]. A
further recollection of results for currents in the Riemannian setting can be found in [15].
3.3. A proof of Theorem 3.1. The argument of this result in the Euclidean case (i.e.
a(x) ≡ 1) is given [42, Thm. 2.2]. In what follows, we indicate how their proof goes through
as well in our inhomogeneous setting given by a weight function a(x).
As in the statement of the theorem, consider sets E1 and E2 minimizing the a-perimeter
in an open set U ⊂ Rn, and we assume that x ∈ ∂E1 ∩ ∂E2 ∩ U . Let us select r > 0 small
so that Br(x) ⊂⊂ U and observe that, in light of ∂∗Ej = ∂Ej (see e.g [12, §4]), it follows
that x is in the closure of (∂∗Ej) ∩Br(x), for both j = 1, 2.
According to Definition 3.8, each connected component Sj,m of (∂
∗Ej)∩Br(x) equipped
with the induced orientation of Rn, for each j = 1, 2 and m ≥ 0, can be considered as
an (n − 1)-dimensional multiplicity one rectifiable current Tj,m := JSj,mK Br(x) in the
ambient Riemannian manifold Rn endowed with the metric g(x) = a2/(n−1)(x)δijdxidxj . The
choice of the power 2/(n − 1) in the weight function a guarantees that MBr(x),g(∂JEjK) =
Pa(Ej , Br(x)), as stated in Theorem 3.10. In particular, since each ∂Ej minimizes the
a-area in Br(x), then every Sj,m is in fact a mass-minimizing current for the metric g
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considered above. This condition together with the non-degeneracy (2) of a implies that
any such component Sj,m which intersects Bρ/2(x) for ρ > 0 small, satisfies furthermore
MBρ(x),g(Sj,m) ≥ cρn for some constant c > 0 (see e.g. [10, §5.1.6]), so at most finitely many
components of (∂∗Ej) ∩Bρ(x) can intersect Bρ/2(x).
This argument shows as a matter of fact that x lies in the closure of some connected
component of (∂∗E1)∩Br(x) and of (∂∗E2)∩Br(x), say S1,m1 and S2,m2 , respectively, where
m1,m2 ≥ 0. Let us observe that for fixed j ∈ {1, 2} and non-negative integers m 6= m′, the
sets Sj,m and Sj,m′ are disjoint by definition. Hence, an application of Theorem 3.2 with
Tj,m = JSj,mK Br(x) (sptTj,m = Sj,m ⊂ ∂Ej) shows, in fact, that x is in the closure of
precisely one component of (∂∗E1) ∩ Br(x) and of (∂∗E2) ∩ Br(x), respectively. Thus, the
numbers m1,m2 are uniquely determined; because of this fact let us simplify notation by
writing Cj := Sj,mj for j = 1, 2, so that
(21) x ∈ C¯1 ∩ C¯2.
The rest of the proof consists of showing that C¯1 = C¯2. Once this is accomplished, the
conclusion of Theorem 3.1 readily follows: as seen in the preceding paragraph, there are
only finitely many components of (∂∗Ej) ∩Br(x) that can intersect any compact subset of
Br(x), so if ρ > 0 is chosen small enough, then we have
∂E1 ∩Bρ(x) = C¯1 ∩Bρ(x) = C¯2 ∩Bρ(x) = ∂E2 ∩Bρ(x).
Let us first assume that C1 ∩ C2 6= ∅. Using that E1 ⊂ E2, we deduce that C1 lies locally
on one side of C2 near each point of C1. Since Cj ⊂ regEj for j = 1, 2 we know that C1, C2
can be locally represented as C2-hypersurfaces around any contact point, whence the strict
maximum principle Proposition 3.5 together with the connectedness of C1 and C2 implies
that C1 = C2, and in particular C¯1 = C¯2, which concludes the analysis of this case.
For the second case let us suppose that C1∩C2 = ∅. We now invoke an argument of Simon
from the proof of Theorem 3.2 so as to characterize C1, C2 as the boundaries of sets F1, F2
which are nested (see [40, pp. 330]; here Fj corresponds to his Ej). This will allow us to use
Corollary 3.3 to finish the proof of Theorem 3.1. We now recall the argument in [40]. Let
us write K := C¯1 ∩ C¯2 ∩Br(x) and observe that the regularity theory of a-area minimizing
sets (12) and our hypothesis C1 ∩C2 = ∅ imply that H n−2(K) = 0. Also, we have already
seen that the current Aj := JCjK Br(x) (= Tj,mj ) is a mass minimizing current in Br(x)
for the metric g(x) = a2/(n−1)(x)δijdxidxj where regAj = Cj is connected and ∂Aj = 0 in
Br(x). Hence the decomposition theorem [10, §4.5.17] shows that Aj = ∂JFjK Br(x) for
some measurable set Fj ⊂ Br(x) for j = 1, 2. Up to an H n-negligible set we can consider
Fj to be one component of Br(x) \ C¯j , so in particular Fj is open, and connected, as Cj
is. In addition, we can arrange C1 ∩ F2 6= ∅ and C2 \ F¯1 6= ∅, by reversing orientations if
necessary. This observation can be used together with the definition of F1 and the fact that
F2 is open, to deduce that F1 ∩ F2 6= ∅. On the other hand, an application of the Poincare
inequality [10, §4.5.3] together with the fact that H n−2(K) = 0, and the connectedness of
C1, C2, shows that C1 ⊂ F2 ∪K and C2 ⊂ (Br(x) \ F¯1)∪K. From here we readily see that
F1 ⊂ F2, since otherwise we could choose a path γ contained in F1 connecting a point in
F2 to a point in C¯2 (recall F1 is connected, and the definition of F2), thus showing that
C¯2∩F1 6= ∅. Since F1 is open, the latter observation yields C2∩F1 6= ∅, but this contradicts
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the fact that C2 ⊂ Br(x) \ F1. Thus we have established that
(22) Aj = (∂JFjK) Br(x) for j = 1, 2, with F1 ⊂ F2.
Thus Aj for each j ∈ {1, 2} is a mass-minimizing current in Br(x) satisfying (22) with
sptAj = C¯j connected, for which sptA1 ∩ sptA2 ∩Br(x) 6= ∅ due to (21). In light of these
observations, we can apply Corollary 3.3 to conclude that C¯1 = C¯2. This not only finishes
the analysis of our last case, but also the proof of Theorem 3.1. 
4. A geometric variational problem
In this section we introduce an auxiliary variational problem for subsets of Rn, which will
be the cornerstone in the construction of a solution u? to the original problem (a LGP). We
follow the outline of the strategy introduced in [42].
We will write henceforth [a, b] := g(∂Ω), and let us observe that g ∈ C(∂Ω) admits a
continuous extension on the complement of Ω
G ∈ BV (Rn \ Ω¯) ∩ C(Rn \ Ω), G = g on ∂Ω.
In fact, as shown in [12, Thm. 2.16], we can require that sptG ⊂ BR(0) with R chosen large
enough so Ω ⊂⊂ BR(0). Next, we introduce sets that will ensure our constructed solution
satisfies the Dirichlet boundary condition u = g on ∂Ω. For each t ∈ [a, b], we let
(23) Lt := {x ∈ (Rn \ Ω) : G(x) ≥ t}.
The weighted co-area formula (Proposition 2.2) and the fact G ∈ BV (Rn \ Ω¯) both imply
thatPa(Lt ,Rn\Ω¯) <∞ for a.e. t ∈ [a, b]. However, the construction of the extension above
can be made so that we also have Pa(Lt ,Rn \ Ω¯) <∞ for all t ∈ [a, b], cf. [12, Thm. 2.16].
We remind the reader that we employ our convention (7) in defining Lt. Using (10),
H n−1(∂Ω) <∞, and the property max∂Ω a <∞, we deduce that for any t ∈ [a, b]
(24) Pa(Lt ,Rn) =Pa(Lt ,Rn \ Ω¯) +H n−1 a((∂MLt) ∩ (∂Ω)) <∞.
For each t ∈ [a, b], consider the variational problems
inf{Pa(E,Rn) : E \ Ω¯ = Lt \ Ω¯},(?t)
sup{|E| : E is a solution of (?t)}.(??t)
Let us first observe that
Proposition 4.1. The problem (??t) has a solution, for every t ∈ [a, b].
In the remainder of this article we write Et for a solution to (??t); a well defined object
in light of Proposition 4.1. Let us remark that our convention (7) ensures Et \ Ω¯ = Lt \ Ω¯,
and moreover, we observe that Lt need not be a closed set.
Proof of Proposition 4.1. We argue the existence of a solution to (?t), because this shows
on the one hand that the admissible set in (??t) is non-empty, but also the existence of a
solution to (??t) can be derived along the same lines as for (?t).
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Let us write mt for the infimum value in (?t). Observemt < +∞, becauseLt is admissible
for (?t) with Pa(Lt ,Rn) < +∞ due to (24). Recall that Ω ⊂⊂ BR for R large enough,
and let R represent this value throughout. Consider the auxiliary problem
(25) m˜t := inf{Pa(F,BR) : F ⊂ BR, F ∩ (BR \ Ω¯) = Lt ∩ (BR \ Ω¯)}.
As before, it is easy to see that m˜t < +∞. Let {Fj} be a minimizing sequence for (25),
so Pa(Fj , BR) → m˜t as j → ∞ and Fj ⊂ BR, Fj ∩ (BR \ Ω¯) = Lt ∩ (BR \ Ω¯) for all j.
The non-degeneracy (2) of the weight function, and the representation formula (10) of the
a-perimeter yield
‖χFj‖BV (BR) = |Fj |+
ˆ
BR
|DχFj | ≤ |BR|+
1
α
ˆ
BR
a(x)|DχFj |
≤ |BR|+ (m˜t + 1)/α <∞,
provided j is large enough. Then, recalling the compact embedding BV (BR) ↪→ L1(BR),
we see that there exist a subsequence (denoted in the same way) and a set Ft ⊂ Rn so that
χFj → χFt in L1(BR), as j →∞. This fact combined with the lower semi-continuity of the
a-variation (Proposition 2.4), shows that
|Ft| ≤ |BR|,
Pa(Ft, BR) ≤ lim inf
j→∞
Pa(Fj , BR) = m˜t.
We will have shown thatFt solves (25), once we argue thatFt is admissible for this problem.
In view of our convention (7), the admissibility follows if
|(Ft ∩ (BR \ Ω¯))∆(Lt ∩ (BR \ Ω¯))| = 0.
Since each Fj is admissible for (?t), the aforementioned L
1-convergence implies
|(Ft ∩ (BR \ Ω¯))∆(Lt ∩ (BR \ Ω¯))| = |(Ft∆Fj) ∩ (BR \ Ω¯)|
≤ |(Ft∆Fj) ∩BR| =
ˆ
BR
|χFj − χFt | dx −−−→
j→∞
0.
Now that we established the existence of a minimizer for the auxiliary problem, we easily
get the one for the extended problem (?t). Indeed, we put F ∗t := (Lt \BR)∪Ft and notice
that Ft = (Lt ∩ (BR \ Ω¯)) ∪ (Ft ∩ Ω¯) shows that this set can be equivalently written
F ∗t = (Lt \ Ω¯) ∪ (Ft ∩ Ω¯).
In particular, any competitor E of (?t) satisfies
F ∗t ∆E = F
∗
t ∆{(Lt \ Ω¯) ∪ (E ∩ Ω¯)} = (Ft ∩ Ω¯)∆(E ∩ Ω¯) ⊂⊂ BR,
thus implying the inequality
Pa(E,Rn)−Pa(F ∗t ,Rn) =Pa(E,BR)−Pa(F ∗t , BR)
=Pa(E ∩BR, BR)−Pa(Ft, BR)
≥ 0,
where the last inequality comes from the fact that E ∩BR is admissible for (25):
(E ∩BR) ∩ (BR \ Ω¯) = (E \ Ω¯) ∩BR = (Lt \ Ω¯) ∩BR = Lt ∩ (BR \ Ω¯).
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
5. Construction of the solution
In this section we study two crucial properties of the collection of sets {Et : t ∈ [a, b]}.
The construct of a solution u? to (a LGP) will be carried out by basically identifying, up
to an H n-negligible set, the superlevel set {u? ≥ t} with Et ∩ Ω¯, for almost all t ∈ [a, b].
The domains for which this construction is possible include bounded Lipschitz domains Ω
with connected boundary, which in addition satisfy the barrier condition (5), stated in the
introduction.
A key step in our development is the next property of the solution Et to (??t):
Lemma 5.1 (Boundary values). Suppose ∂Ω satisfies the barrier condition with respect to
the weight function a. Then for any t ∈ [a, b],
∂Et ∩ ∂Ω ⊂ {g = t}.
Proof of Lemma 5.1. Although we roughly follow the same line of argumentation as that
found in [42], we make no use here of the PDE techniques invoked by those authors to reach
a contradiction. Instead, we study topological properties of sets whose boundaries minimize
the a-area, while using the barrier condition (5).
Arguing by contradiction, let us suppose there exists a point x0 ∈ (∂Et) ∩ (∂Ω) with
g(x0) < t, and let ε0 = ε0(x0) be the constant appearing in the barrier condition at x0.
We highlight that the existence of a minimizer V∗ of the variational problem (5) can be
established using the direct method in the calculus of variations, in the spirit of the proof
of Proposition 4.1.
It will be convenient to write Bε := Bε(x0) for this proof only, to simplify the notation.
Let us observe that the continuity of G together with the condition g(x0) < t guarantees
(26) Lt ∩Bε = ∅,
provided 0 < ε < ε0 is taken small enough. We now fix such an ε. The mere fact that Et
is a competitor for (?t) and (26) yield the containment
(27) Et ∩Bε ⊂ Ω¯.
Before continuing, we remark that V∗ and Et necessarily differ from each other near x0,
despite the fact that under the contradiction hypothesis g(x0) < t the sets Et ∩ Bε and
V∗ ∩ Bε are both contained in Ω. In particular, we are assuming x0 ∈ ∂Et while x0 /∈ ∂V∗
due to the barrier condition (in fact ∂V∗ ∩ ∂Ω ∩ Bε = ∅.) It is this difference between V∗
and Et together with the minimizing property of V∗ respect to the a-perimeter for inner
variations of Ω, that motivates us to utilize V∗ as a tool to construct a new set, E∗. This
set will have strictly less a-perimeter than Et, which will contradict the minimality of Et
in (?t), and corresponds to our main claim in the proof of Lemma 5.1.
The latter will be achieved by proving that Pa(Et,Rn) >Pa(E∗,Rn) where E∗ := (Et ∩
V∗ ∩Bε) ∪ (Et \Bε). To see this, let us first note from (26)-(27) that E∗ is a competitor in
(?t). Moreover, since Et = E∗ in Rn \Bε we can use the characterization of the a-perimeter
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measure (10), to obtain
Pa(Et,Rn)−Pa(E∗,Rn) =Pa(Et, Bε)−Pa(E∗, Bε)
=H n−1 a(∂∗Et ∩Bε)−H n−1 a(∂∗(Et ∩ V∗) ∩Bε),(28)
where
H n−1 a(∂∗Et ∩Bε) =H n−1 a(∂∗Et ∩ V∗ ∩Bε)
+H n−1 a((∂∗Et \ V∗) ∩Bε),
H n−1 a(∂∗(Et ∩ V∗) ∩Bε) =H n−1 a(∂∗Et ∩ V∗ ∩Bε)
+H n−1 a(∂∗V∗ ∩ Et ∩Bε),
see Figure 1(a) below.
Applying these identities to (28) we obtain
(29) Pa(Et,Rn)−Pa(E∗,Rn) =H n−1 a((∂∗Et \ V∗)∩Bε)−H n−1 a(∂∗V∗ ∩Et ∩Bε).
Bε
Rn \ Ω
Ω
∂∗(Et ∩ V∗)
ε
x0
∂Ω
Et
V∗
E∗ ∩Bε
(a)
Et
V∗
∂∗V∗ \ Et
∂∗Et \ V∗
Ω \ Et
Rn \ Ω
Ω
∂Ω
ε
x0
Et
V∗
(b)
1
Figure 1. Sketch of contradiction in the cases: (a) g(x0) < t, and (b) g(x0) > t.
On the other hand, let us observe that the set V := V∗ ∪ (Et ∩ Ω) is admissible for
problem (5), and furthermore (27) shows that Et∩Bε = (Et∩Ω)∩Bε H n-a.e. Consequently
(30) V = ([V∗ ∪ Et] ∩Bε) ∪ (V∗ \Bε),
in light of our convention (7). In particular, the statement x0 ∈ ∂Et can be made more
precise by means of the barrier condition of ∂Ω for the minimizer V∗ and (30), to read
now x0 ∈ (∂Et \ V¯∗) ⊂ ∂V . Put another way, x0 ∈ ∂V ∩ ∂Ω ∩ Bε, so by virtue of the
barrier condition once again we see that V cannot be a minimizer of (18). Hence, by the
characterization (10) of the weighted perimeter and the minimality of V∗, we derive
0 <Pa(V ,Rn)−Pa(V∗,Rn) =Pa(V , Bε)−Pa(V∗, Bε)
=H n−1 a(∂∗(V∗ ∪ Et) ∩Bε)−H n−1 a(∂∗V∗ ∩Bε),
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where we used that V = V∗ in Rn \ Bε. This inequality can be exploited in light of the
identities below:
H n−1 a(∂∗(V∗ ∪ Et) ∩Bε) =H n−1 a((∂∗Et \ V∗) ∩Bε)
+H n−1 a((∂∗V∗ \ Et) ∩Bε),
H n−1 a(∂∗V∗ ∩Bε) =H n−1 a(∂∗V∗ ∩ Et ∩Bε)
+H n−1 a((∂∗V∗ \ Et) ∩Bε),
to simply get
(31) H n−1 a(∂∗V∗ ∩ Et ∩Bε) <H n−1 a((∂∗Et \ V∗) ∩Bε).
It immediately follows from (29) and (31) that
Pa(Et,Rn)−Pa(E∗,Rn) > 0,
thus finishing the proof of the contradiction argument in the case g(x0) < t.
The other case where g(x0) > t is argued again by contradicting the minimality of Et
in (?t), nonetheless, for the sake of completeness we briefly discuss the proof. Indeed, the
continuity of the extension G of g shows
(32) (Bε \ Ω¯) ⊂ Et ∩Bε ⇐⇒ (Bε \ Et) ⊂ Ω¯ ∩Bε.
The claim is that Pa(Et,Rn) > Pa(E∗,Rn), if we now take E∗ := ([Et ∪ (Ω \ V∗)] ∩ Bε) ∪
(Et \Bε). Just as in the previous case we analyze the difference
Pa(Et,Rn)−Pa(E∗,Rn) =H n−1 a(∂∗Et ∩Bε)−H n−1 a(∂∗(Et ∪ (Ω \ V∗)) ∩Bε)
=H n−1 a((∂∗Et \ V∗) ∩Bε)−H n−1 a((∂∗V∗ \ Et) ∩Bε),(33)
see Figure 1(b) above.
Let us consider now a new auxiliary set V := V∗∪(Ω\Et), and perform a similar analysis
as before. Noting x0 ∈ ∂Et, from (32) we get x0 ∈ ∂(Ω \ Et) which, in addition to x0 /∈ V¯∗
(by the barrier condition), implies that x0 ∈ ∂V . Since V is admissible in (?t), the barrier
condition once again yields
Pa(V ,Rn)−Pa(V∗,Rn) =H n−1 a(∂∗(V∗ ∪ (Ω \ Et)) ∩Bε)−H n−1 a(∂∗V∗ ∩Bε)
=H n−1 a((∂∗Et \ V∗) ∩Bε)−H n−1 a((∂∗V∗ \ Et) ∩Bε)
> 0,
leading to the desired conclusion, in view of (33). The proof of Lemma 5.1 is now complete.

Continuing the study of the family {Et : t ∈ [a, b]} we now give a basic geometric
description on how they are positioned inside of the domain Ω.
Lemma 5.2. Suppose ∂Ω satisfies the barrier condition with respect to a. Then, for any
s, t ∈ [a, b] with s < t, there holds
Et ⊂⊂ Es.
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Proof of Lemma 5.2. The containment Et ⊂ Es follows from the same argument as in [42].
Let us observe Es ∩ Et is a competitor with Et in (?t),
(Es ∩ Et) \ Ω¯ = (Es \ Ω¯) ∩ (Et \ Ω¯)
= (Ls \ Ω¯) ∩ (Lt \ Ω¯) = Lt \ Ω¯.
In a similar fashion, it can be readily seen Es∪Et is a competitor with Es in (?s). It follows
Pa(Es ∩ Et,Rn) ≥Pa(Et,Rn) and Pa(Es ∪ Et,Rn) ≥Pa(Es,Rn).
As the a-perimeter satisfies Proposition 2.3, the above inequalities imply Pa(Es∪Et,Rn) =
Pa(Es,Rn). On the other hand, Es solves the problem (??s) thus yielding |Es ∪Et| = |Es|.
We conclude |Et \ Es| = 0, which in view of our convention (7) then yields
(34) Et ⊂ Es.
It remains to show that this containment is actually strict. This method uses topological
arguments along with techniques from geometric measure theory, and is an adaptation from
the proof of this lemma in [42]. Let us start noting
(35) Et \ Ω¯ = Lt \ Ω¯ ⊂⊂ Ls \ Ω¯ = Es \ Ω¯,
relative to the topology on Ωc. In addition, since s < t we observe that Lemma 5.1 implies
(36) ∂Et ∩ ∂Es ∩ ∂Ω = ∅.
In consideration of (34)-(35)-(36) we will prove the statement of this Lemma by showing
S := ∂Es ∩ ∂Et ∩ Ω = ∅.
For this purpose let us assume on the contrary that S 6= ∅. The goal of the remainder of
our proof is to verify the points below:
(I) S consists of the connected components of ∂Et that do not intersect ∂Ω.
(II) If S′ denote any connected component of reg(S), then S¯′ has to intersect ∂Ω.
Using the density of reg(∂Et) in ∂Et (see (12) in §2), we immediate conclude from (I)-(II)
that S must be empty, thus reaching a contradiction.
To argue (I) first note that S is open relative to ∂Et, for if x ∈ S, then from Et ⊂ Es and
from the fact that both ∂Et, ∂Es are a-area minimizing in Ω, we can apply the maximum
principle Theorem 3.1 to conclude that ∂Et and ∂Es must agree on a neighborhood of x. On
the other hand, S is clearly closed relative to ∂Et, so from (36) we get that every connected
component of S is disjoint from ∂Ω.
The proof of (II) is based on the fact that ∂Et is a-area minimizing in Ω. This is a rather
general fact as given in the following
Lemma 5.3 ([19, Lem. 4.5]). Let Ω be a bounded Lipschitz domain with connected boundary,
and assume E ⊂ Rn is a-perimeter minimizing in Ω. If R is a connected component of
reg(∂E) ∩ Ω, then R¯ ∩ ∂Ω 6= ∅.
The proof of Lemma 5.3 is based on topological arguments in geometric measure theory.
A full proof can be found in [19], where the authors argue by contradiction that if a set E
is a-perimeter minimizing and admits some component of reg(∂E) whose closure is disjoint
from ∂Ω, then E could have not been a-perimeter minimizing in the beginning. 
CONTINUITY OF MINIMIZERS TO WEIGHTED LEAST GRADIENT PROBLEMS 23
6. Proof of the main Theorem 1.1
We are now in position to build up a continuous solution to the weighted least gradient
problem (a LGP). For t ∈ [a, b], we define
(37) At = (Et ∩ Ω).
Let us observe that Et is a closed set since every point of ∂Et is either a regular point of
∂Et or a point where the tangent cone exists (see §2). This shows that ∂Et ⊂ ∂MEt, and so
our convention (7) then yields ∂Et ⊂ Et. The latter observation combined with the identity
∂(U ∩ V ) ∩ V i = ∂U ∩ V i for any sets U, V and the fact that Ω is open, show altogether
At ∩ Ω = (∂Et ∩ Ω) ∪ ((Et)i ∩ Ω) ⊂ Et ∩ Ω,
therefore At∩Ω = Et∩Ω, for any t ∈ [a, b]. In addition, using the boundary value Lemma 5.1
and topological considerations we can see that for any t ∈ [a, b], there hold
{g > t} ⊂ (Et)i ∩ ∂Ω ⊂ At ∩ ∂Ω,(38)
{g > t} ⊂ At ∩ ∂Ω ⊂ [(Et)i ∪ ∂Et] ∩ ∂Ω ⊂ {g ≥ t}.(39)
Finally, we observe that for any s < t with s, t ∈ [a, b]
(40) At ⊂⊂ As,
relative to Ω¯. Indeed, topological considerations show that for a.e. t, ∂Ω¯At ⊂ ∂Et, where
∂Ω¯ denotes the topological boundary relative to the subspace topology of Ω¯. The validity
of (40) is then a mere consequence of Lemma 5.1 and Lemma 5.2 combined.
The definition of our candidate for a solution is the one given below:
(41) u?(x) := sup{t ∈ [a, b] : x ∈ At}.
The next result asserts that u? gives rise to a continuous function which meets the boundary
condition in the strong sense.
Theorem 6.1. The function u? given in (41) and the set At defined in (37) satisfy
(i) u? = g on ∂Ω.
(ii) u? ∈ C(Ω¯).
(iii) At ⊂ {u? ≥ t} for all t ∈ [a, b], and |{u? ≥ t} \At| = 0 for a.e. t ∈ [a, b].
The proof of Theorem 3.5 in [42] naturally carries over to prove our Theorem 6.1, since
it relies solely on (38)-(39), plus some basic topological and analytic considerations.
Finally, let us now restate and provide a proof of our main theorem:
Theorem 1.1. For n ≥ 2, let Ω ⊂ Rn be a bounded Lipschitz domain with boundary
satisfying the barrier condition (5), and let a ∈ C2(Ω¯) be a non-degenerate weight function
in the sense of (2). Then for any boundary data g ∈ C(∂Ω), the function u? defined in (41)
is a continuous solution to
(42) inf
{ˆ
Ω
a(x)|Dv| : v ∈ BV (Ω), v = g on ∂Ω
}
,
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where v = g is understood in the sense of traces of BV -functions. Furthermore, the super-
level sets of u? minimize the weighted perimeter measurePa(·,Ω) with respect to competitors
meeting the boundary conditions imposed by g on ∂Ω.
Proof of Theorem 1.1. We follow the outline of the proof of Theorem 3.7 in [42]. For any
competitor v ∈ BV (Ω) of (42), consider the extension v¯ ∈ BV (Rn) of v with v¯ = G in
Rn \ Ω¯, and let Ft = {v¯ ≥ t}. It is sufficient to show that
(43) Pa(Et,Ω) ≤Pa(Ft,Ω) for a.e. t ∈ [a, b],
since the weighted co-area formula (cf. Proposition 2.2) would then yieldˆ
Ω
a(x)|Du?| =
ˆ b
a
Pa(Et,Ω) dt ≤
ˆ +∞
−∞
Pa(Ft,Ω) dt =
ˆ
Ω
a(x)|Dv¯| <∞,
where in the first identity we have used that At ∩ Ω = Et ∩ Ω for all t ∈ [a, b] and
Theorem 6.1(iii). Let us start arguing (43) by noting for all t ∈ [a, b] that Ft \ Ω¯ = Lt \ Ω¯,
while the set Et minimizes the a-perimeter amongst competitors satisfying this condition.
Hence,
Pa(Et,Rn) ≤Pa(Ft,Rn),
or equivalently,
Pa(Et,Rn \ Ω¯) +Pa(Et, ∂Ω) +Pa(Et,Ω)
≤Pa(Ft,Rn \ Ω¯) +Pa(Ft, ∂Ω) +Pa(Ft,Ω).
The characterization (10) of the a-perimeter measure and the fact that Ft = Et on Rn \ Ω¯
show that the above inequality reduces to
(44) H n−1 a(∂∗Et ∩ ∂Ω) +Pa(Et,Ω) ≤H n−1 a(∂∗Ft ∩ ∂Ω) +Pa(Ft,Ω).
On the other hand, let us note that Lemma 5.1 implies that the set ∂Et ∩ ∂Ω is H n−1-null
for a.e. t ∈ [a, b]. Indeed, {g = t} is a H n−1-null set for all but countably many t ∈ [a, b],
sinceH n−1(∂Ω) <∞. From this and (6) we getH n−1 a(∂∗Et∩∂Ω) = 0 for a.e. t ∈ [a, b].
Thereby, in light of (44), we will have established (43) once we prove
(45) H n−1 a(∂∗Ft ∩ ∂Ω) = 0.
This will be argued in the same way as before, once we are able to prove that
(46) ∂MFt ∩ ∂Ω ⊂ {g = t}.
Let us recall g is the trace on ∂Ω of v admissible in (42), so for H n−1-a.e. x ∈ ∂Ω,
(47) lim
r→0
−
ˆ
Br(x)∩Ω
|v(y)− g(x)| dy = 0.
(cf. [45, §5.14]). Thus in order to prove (46), we consider any x ∈ ∂Ω as in (47) such that
x ∈ {g < t}, say g(x) = t− δ with δ > 0. It follows that
0 = lim
r→0
1
|Br(x) ∩ Ω|
ˆ
Br(x)∩Ω∩{v≥t}
|v(y)− g(x)| dy
≥ δ lim
r→0
|Br(x) ∩ Ω ∩ {v ≥ t}|
|Br(x) ∩ Ω| .
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Analogously, as g is the trace of v¯ ∈ BV (Rn \ Ω), the argument above shows
lim
r→0
|Br(x) ∩ (Rn \ Ω) ∩ {v¯ ≥ t}|
|Br(x) ∩ (Rn \ Ω)| = 0.
These two identities above imply
Θ({v¯ ≥ t}, x) := lim sup
r→0
|Br(x) ∩ {v¯ ≥ t}|
|Br(x)| = 0,
whence x /∈ ∂M{v¯ ≥ t}, and so {g < t} ⊂ ∂Ω \ ∂MFt. In a similar fashion, we can argue
that {g > t} ⊂ ∂Ω \ ∂MFt by means of (47), in light of
Θ({v¯ ≥ t}, x) := lim inf
r→0
|Br(x) ∩ {v¯ ≥ t}|
|Br(x)| ≥ 1−Θ({v¯ < t}, x) = 1,
which holds for a.e x ∈ ∂Ω with g(x) > t. The conclusion is {g 6= t} ⊂ ∂Ω \ ∂MFt, which
finishes the proof of Theorem 1.1. 
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