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第1章 序論
本論文では、悪意のある攻撃者により作成された、コンピュータ上のCPUやメモ
リなどのコンピュータ資源を不正に濫用し、正常なサービスの提供を妨害する資
源濫用攻撃に対する耐性を有したコンピュータ資源管理手法について提案、実装
を行う。また、本手法の有効性を立証するための実験と評価を行う。
1.1 はじめに
近年、インターネット上からソフトウェアをダウンロードし、自分のコンピュー
タ環境上で動作させることも多くなった。
このような状況下において、公開されているソフトウェアが正常に動作するも
のであるとは限らず、中には悪意のある攻撃者によって作成されたウィルスやト
ロイの木馬などを混在させたプログラムである可能性がある。このようなソフト
ウェアはダウンロードしたユーザの環境上で実行してしまうと、そのコンピュー
タ上の個人情報を取得したり、特定のサイトに対して攻撃を仕掛けたり、など行
うことがある。
そのような悪意のある攻撃者により作成されたプログラムの中に、ユーザのコ
ンピュータ上の資源、CPU時間や物理メモリ、ディスク容量などを占有し、正常
なユーザへのサービスを妨害してしまう資源濫用型の攻撃プログラムなども含ま
れる。
資源濫用型の攻撃プログラムは、一旦実行してしまうとそのコンピュータ上の
資源を占有し、ユーザからのコマンドやプログラムの実行などを妨害してしまい
フリーズしたのと同様な状態を意図的に作り出す。被害が大きいときには、コン
ピュータのシャットダウン、再起動を余儀なくされてしまう。
このような状況下において、従来の「すべてのプロセスに対して平等に」といっ
た資源管理手法では不十分であり、攻撃耐性、特に資源濫用攻撃耐性を持つ資源
管理手法が必要とされてきている。
このような問題に対する研究として、資源予約型の関連研究 [4][5]と資源奪取型
の関連研究 [6][7][8]がある。資源予約型の関連研究は、プロセスの実行前にまえ
もって必要な資源量をソースコード内に記述したりコマンドの引数で渡したりす
る。一方、資源奪取型の関連研究は、資源を占有しているプロセスから資源を無
理やり奪い取り、自プロセスに必要な資源を割り当てる。
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これらの関連研究は非常に優れているが、いくつかの問題点を抱えている。
資源予約型の関連研究では、前もってそのプロセスが必要な資源量を把握して
おく必要があり、ソースコードに改変を加える、再コンパイルをする必要がある。
これらは、バイナリプログラムをダウンロードして直接実行することの多い現代
のインターネット事情を考慮するとあまり現実的でないと思われる。また、改変、
再コンパイルといった点でも人的コストが大きいといった問題が挙げられる。
一方、資源奪取型の関連研究では、特定のプロセス限定でしか資源奪取を行え
なかったり、プロセスの重要度を人が逐一設定しなければならなかったりし、こ
ちらも人的コストがかかり過ぎるといった問題点がある。。
そこで、本論文では、資源濫用攻撃耐性を有し、且つ資源の利用効率を向上さ
せるRental-Retrieveチケット配布型 Lottery資源管理手法を提案する。ここでい
う、資源濫用攻撃耐性とは、
 正常なプロセスを動作させているところに攻撃プロセスを走らせても、正常
なプロセスへの影響は比較的少なくてすむこと。
 攻撃プロセスに一旦資源を占有された状態で、正常プロセスを走らせても占
有された資源を奪い返し、正常なサービスを提供できること。
の 2点を考えている。
本手法で使用する Lottery資源管理方式はWaldspurgerらによって提案された
Proportional-share(等分に釣り合いのとれた)と Isolation(孤立化)を実現する資源
管理方式である [1][2][3]。Lottery資源管理方式では、資源の利用権限を抽象化し
たTicketとそのチケットを発行するCurrencyという二つの要素で木構造を構成す
る。Ticketは各プロセスに配布され、プロセスは自分の保持しているチケット量
に応じて資源分配を受けることができる。
また、Rental-Retrieve型のチケット配布方式は、自分の所有しているチケット
による資源割り当て分だけでは足りないとき、自分の所属するグループ (Lottery
Treeのサブツリー)以外のグループ (サブツリー)からチケットをレンタル (Rental)
することができる。但し、チケットを貸し出したグループのCurrencyが資源を必
要としたとき、即座にレンタルしている分のチケットと資源を取り返す (Retrieve)
ことができる。
以上の手法を CPUとメモリの 2つのコンピュータ資源を対象として、Linux
Kernel2.4.19上に実装をし、実験を行った。
実験は以下に示すような 2種類の実験を行った。
実験 1 占有攻撃下での対話プロセスのレスポンスタイム、RSS(Resident Set Size)
量測定実験
実験 2 占有攻撃下でのカーネルコンパイル時間測定実験
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実験 1の結果、図 1.1と図 1.2のグラフが得られた。これらは、一方のユーザ
でCPU、メモリの両資源を占有するプロセスを動作させ、もう一方のユーザで対
話プロセスを走らる。そのときのレスポンスタイムとRSS量を測定する。それを
Normalカーネルと本論文で提案する Lotteryカーネルの両カーネル上で実行し比
較を行った。
図 1.1: 実験 1(はじめに):レスポンスタイムの比較
攻撃開始直後 (120秒時点)、Normalカーネルではレスポンスタイムが約 10～40
倍程度に急上昇し、RSS量はほぼ半分、またはほとんどすべてのメモリページを
占有プロセスに奪われている。それに対し、本論文で提案するLotteryカーネルは
レスポンスタイムの上昇は大体 2倍程度、またメモリページ (RSS量)はほとんど
変化なく、占有プロセスにメモリページを奪われていないことがグラフから見て
取れると思われる。
また、実験 2の結果、表 1.1と表 1.2が獲られた。
real user sys
Normal Kernel 54m29.588s 8m43.380s 0m36.010s
提案手法 24m32.983s 8m48.820s 0m38.370s
表 1.1: 実験 2の結果 1
実験 2は 2種類の占有攻撃を行い測定を行った。
表 1.1は一方のユーザでCPU占有攻撃を行ったとき、もう一方のユーザでカー
ネルコンパイルを行い、そのコンパイル時間を timeコマンドで計測した結果であ
る。また、
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図 1.2: 実験 1(はじめに):RSSの比較
real user sys
Normal Kernel 602m25.512s 9m13.920s 3m3.070s
提案手法 111m24.717s 9m40.260s 5m45.270s
表 1.2: 実験 2結果 1
10
表 1.2は、一方のユーザでメモリ占有攻撃を行い、もう一方のユーザでカーネル
コンパイルを行ったときのコンパイル時間を計測した結果である。
表 1.1から本論文で提案する手法では、Normalカーネルに比べて約半分程度の
時間しかコンパイルにかかっていない。これは、Normalカーネルでは、約 90%程
度ほど占有プロセスにCPUを占有されていたのに対し、Lotteryカーネルでは約
50%程度しか占有されなかったためと考えれる。
また、表 1.2からNormalカーネルでは、602分程度かかっていたコンパイル時間
が、Lotteryカーネル上では 111分程度、約 6分の 1程度である。これは、Normal
カーネルは占有プロセスに大部分の実メモリを奪われ、アクセス毎にスワップア
ウト、スワップインを繰り返すスラッシングが起こっていたためコンパイル時間
が増大したものと思われる。一方、Lotteryカーネルでは、チケットの配当以下の
メモリページなら一度取り返せば占有プロセスに再び奪われることは稀なのでス
ワップアウト、スワップインの回数を少なくすることができる。にもかからわず
111分もかかってしまったのは、以下のような理由のためと考察される。
プロセスが生成されるとき、その実行のため必要なページを初期段階で占有プ
ロセスから奪い取らなければならない。そのとき 10～20秒程度の遅延が生じてし
まう。カーネルコンパイルが大量のプロセスを発生させるので一つのプロセスの
横取り遅延が微量でも合計としては顕著に現れてしまうためと思われる。
しかし以上の実験 1、2の結果から、本論文で提案するRental-Retrieve型Lottery
資源管理方式は従来の Linuxの資源管理手法よりも資源濫用攻撃耐性が優れてい
ると言うことができる。
また、従来の関連研究のような特定の攻撃にしか対応していなかったり、予約分
の資源を十分に効率的に利用できなかったりといったことがない。そのため、従
来研究の資源濫用攻撃対策よりも優れていて現実利用環境への適応性が高いと言
うことができる。
1.2 本研究の位置づけ
従来のUNIX系のオペレーティングシステムでは、ulimitや setrlimit関数など、
資源量を制限する機能が備わっている。また、関連研究で取り上げる、Resouce
Containers[4]やEclipse/BSD[5]などは組み込み系オペレーティングシステムから
QoS制御の機能を持ち込んだもので、ulimitや setrlimitなどよりも細かい設定が
可能である。ただし、これらの手法では、必要な資源量をプログラムの実行前にあ
らかじめ把握しておく必要があり、且つソースコードの変更が必要とされる。ま
た、河野らの研究でのように、上位のプロセスが下位のプロセスから資源を奪い
取る型の資源管理手法 [6]は上位、下位のプロセスの切り分けが人間が行い、且
つ、仮に上位のプロセスが暴走をした場合には資源濫用攻撃が成立してしまう。ま
た、Ben Vergheseらの提案する Performance Isolation[7]や Liedtkeらの提案する
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μカーネル [8]は特定の資源濫用攻撃にしか対応していない。そこで本研究では、
ソースコードの改変やあらかじめ必要な資源量を把握しておく必要がなく資源利
用効率が良い資源管理手法。且つ、すべてのプロセスに対して資源の占有を許さ
ない高い攻撃耐性を有した資源管理手法を提案する。
1.3 研究の意義
本論文で提案する、Rental-Retrieve型チケット配布アルゴリズムとLottery資源
管理アルゴリズムを利用することで、資源の効率的な利用率のまま、資源濫用攻
撃に対する耐性を得ることができる。また、多くの人が共同で使うレンタル CGI
サーバや、資源量がもともと少ない組み込み系のオペレーティングシステムなど
でもその効力を発揮するものと考えられる。
1.4 本論文の構成
本論文は以下の 6章からなる。
第 1章　序章
本論文の概要、目的、構成について述べる。
第 2章　関連研究
従来の資源濫用攻撃に対する関連研究を紹介し、その問題点について述べる。
第 3章　提案手法
本手法で提案するLottery資源管理手法とRental-Retrieve型のチケット配布
方式について述べる
第 4章　実装
本手法について述べ、従来のLinuxの資源管理手法と本手法の実装方法につ
いて述べる。
第 5章　実験と考察
提案した手法に対して有効性を立証するため行った実験とその結果ついての
考察を述べる。
第 6章　結論
本論文のまとめを述べ、今後の課題を述べる。
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第2章 関連研究
本章では、まず資源濫用攻撃について分類し本手法で対象とする資源濫用攻撃を
明示する。関連研究として資源予約型の関連研究 [4][5]を述べ、次に資源奪取型の
関連研究 [6][7][8]について述べる。また、参考研究として品川、河野らの提案する
細粒度保護ドメイン [11][12]についても述べる。
2.1 資源濫用攻撃
本節では、資源濫用攻撃について分類し本手法で対象とする資源濫用攻撃を明
示する。
本論文で対象とする資源濫用攻撃とは、「コンピュータ上の資源を故意に占有し、
ユーザへの正常なサービス提供に対して妨害を行う攻撃」を指す。資源濫用攻撃の
行っているプロセスを今後占有プロセスと呼び、ユーザのプロセスや正常なサー
ビスを提供しているプロセスを正常プロセスと呼ぶ。資源濫用攻撃の対象となり
えるコンピュータ資源は以下のものが考えられる。
 CPU時間
 物理メモリページ
 IOバンド幅
 ディスク容量
 カーネルデータ構造体 (システムに依存)
 ネットワーク帯域
本論文では、CPU時間と実メモリを対象とし、この二つのコンピュータ資源を
狙った資源濫用攻撃に対する耐性を有するCPU資源管理手法とメモリ資源管理手
法について述べる。
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2.2 資源予約型
本節では、資源予約型の関連研究とその問題点について述べる。まず従来の
UNIX系オペレーティングシステムに含まれる資源管理手法について述べる。次
に、Gaurav Bangaらの提案するResource Containersと Free/BSDを元に作られ
た Eclipse/BSDについても述べる。
2.2.1 UNIX系オペレーティングシステム
従来のUNIX系オペレーティングシステムには各プロセスがコンピュータ資源
の利用を制限する機構が含まれている。CPU資源の資源利用に関しては、niceコ
マンドと reniceコマンドがあり、各プロセスの静的 Priorityを設定することがで
きる。
また、利用資源を制限するために以下のような関数を用いて設定する。
int getrlimit(int resource, struct rlimit *rlim);
int getrusage(int who, struct rusage *usage);
int setrlimit(int resource, const struct rlimit *rlim);
これらの関数をソースコード中に加えることにより、プロセスが設定された制
限値以上の資源を利用しようとするとシグナルが送られ対応したシグナルハンド
ラが起動し処理を行う。
これらの方法で資源濫用攻撃を防ごうとすると、次の 2点が問題になる。
 ソースコードの変更が必要になる。
 前もって必要な資源量を知る必要がある。
setrlimit()関数はプロセスのソースコード中に書き加える必要があり、かつその
具体的な資源量を明示する必要がある。そのため、バイナリ形式で配布されるプ
ログラムには利用することができないといった問題点と、配布されているプログ
ラムは大抵の場合、自分の環境で実行するのは初めてのことが多いため、必要な
資源量を前もって知ることはほぼ不可能であるといった問題点がある。
2.2.2 Resource containers
Gaurav Bangaらの提案するResource Containers[4]は、スレッドやソケットを
最小単位とした細粒度の資源予約が可能な予約ドメインであり、階層的な資源予
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約が行える。従来、コンピュータ資源の割り当ての主体はプロセスであり、プロ
セスは予約ドメインと資源割り当ての主体といった役目を担っていたが、Gaurav
Bangaらの提案する手法ではResource Containersを定義することで、予約ドメイ
ンと資源管理の主体の枠を明確に分けた。これにより、Resource Containersでは、
明確で細粒度の予約ドメインを実現することができ、プロセスは各予約ドメイン
をバインドし変更しながら資源予約量を調整していく。
2.2.3 Eclipse/BSD
Eclipse/BSDは FreeBSDを基にして作られたオペレーティングシステムで、柔
軟で細粒度のQoS制御をアプリケーションに対して提供する [5]。Eclipse/BSDで
は、/reservファイルファイルシステムというものを定義し、/reservディレクトリ
以下に各種資源のディレクトリを作成する (/reserv/cpu,/reserv/wd0(disk 0),/re-
serv/fxp0(network interface 0),など)。この各種資源ディレクトリ以下にディレク
トリの階層構造を作ることで階層的資源予約を可能とする予約ドメインを表現し
ている。各プロセスはどこかの予約ドメインに属することで使用できる資源量が
決定され、その分の資源量の利用が保証される。また、プロセスやファイルディ
スクリプタと予約ドメインをタグ付けにより結びつける柔軟な予約システムを特
徴とする。Eclipse/BSDは FreeBSDを元にして拡張されたオペレーティングシス
テムのため、既存のアプリケーションを使用する際にはプログラムソースの変更
は最小限でよいが、バイナリ形式で配布されるアプリケーションに対しては資源
予約が行えない。
Eclipse/BSDの資源濫用攻撃耐性としては、他の予約ドメインのプロセスが暴
走し資源の占有を行った場合、正規のユーザプロセスは影響を受けることがない
が、同予約ドメイン内のプロセスが暴走した場合は資源を占有されてしまう。ま
た、ソースコードに対する変更を行わなければならない点や、前もって必要な資
源量を把握し、その予約ドメインに配置しておかなければならないなどの問題は
依然として存在する。
2.3 資源奪取型
本節では、資源奪取型の関連研究を紹介し、その問題点について述べる。まず、
河野、金子らの提案する優先度付き資源管理手法について述べ、次にBen Verghese
らの提案するPerformance Isolationについて説明する。最後に、Lidetkらの提案
するμカーネルについて述べ、それらの問題点について言及する。
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2.3.1 優先度付き資源管理
河野健二、金子済らは、優先度付き資源管理手法というものを提案している [6]。こ
れは、プロセスの種類により資源優先度と呼ぶ三段階の優先度、admin,normal,suspect
を与え、その優先度に応じた資源割り当てを行うことができる。すなわち、優先
度の高いプロセスには優先的に資源を割り当て、優先度の低いプロセスにはゆと
りのある場合にのみ資源を割り当てる。優先度の高いプロセスは、優先度の低い
プロセスの資源を横取り (preempt)することができ、優先度の高いプロセスの実
行前に占有されてしまった資源でも、優先度の低いプロセスがそのまま占有し続
けることはできない。この仕組みを用いると、資源濫用攻撃を未然に防いだり、資
源濫用攻撃から回復したりすることができる。
河野らの手法は資源濫用攻撃に対して耐性を有するが以下の点で問題がある。一
つは、資源優先度を人の手によって逐一判断し設定しなければならない。どこの程
度から suspect優先度を normal優先度に切り替えるのかの境界は曖昧である。ま
た、仮に normalや adminと設定したプロセスが暴走し資源を占有した場合、資源
濫用攻撃成立となってしまう。これは、例えば外部からの脆弱性を狙った攻撃に
よりCPU使用率が 100%になってしまうのなどの攻撃も報告されているため、問
題点となりうる場合がある。
2.3.2 Performance Isolation
Ben Vergheseらの提案するPerformance Isolationは共有メモリ型のマルチプロ
セッサ用に設計された資源管理方式である [7]。SPU(Software Performance Units)
という論理プロセスグループを定義し、各々のプロセスをその SPUのどれかに割
り振っていく。SPUに対してはあらかじめ決められた資源量が割り振られていて、
その SPUに所属するプロセスは SPUの割り振り分の資源を自由に利用すること
ができる。また、SPU間では資源の貸し借りが可能となっていて以下に示すよう
なポリシーに従って資源の貸し借り処理を設定することができる。
 No sharing 資源を他の SPUにはまったく貸し出さない。
 Share all すべての資源をすべての相手に対して貸し出す。
 Possible share 現在、使用していない資源だけを貸し出す。
また、資源を貸し出した SPUは必要に応じて貸し出した分の資源を取り返すこ
とができる。
本手法と、Ben Vergheseらの提案するPerformance Isolationは資源の貸し出し
や、必要に応じて取り返すことができる点などいくつかの点で類似している。だ
が、Performance Isolationは共有メモリ型マルチプロセッサに対して設計されてい
るため本手法とはいくつかの点で異なる。まず、Ben Vergheseらの手法ではある
16
プロセスが資源の占有を始めると、同 SPU間内のプロセスは資源が枯渇してしま
い実行に必要な資源割り当てを受けることができなくなり濫用攻撃が成立してし
まう。本手法の場合だと、同グループ間でもLottery木によりさらに細かいグルー
プ分けが可能となっているので同グループ間内でプロセスが暴走した場合でもそ
の影響力を最小化することができる。また、ファイルキャッシュのような共有資源
に対しては資源を取り返すことができないため資源濫用攻撃耐性が十分であると
はいえない。
2.3.3 L4 μカーネル
Lidetkeらは物理メモリ濫用攻撃を防ぐ手法を提案している [8]。Lidetkeらの提
案手法では、L4マイクロカーネル上に実装しいて、マイクロカーネルでも使用を
前提としている。プロセスが物理メモリを要求した時点で、物理メモリに空きが
ないときは、まず自分の持っている物理メモリをマイクロカーネルに一旦返却し
てから新たな物理ページの割り当てを受ける。この方式を利用することで、不正
に大量のメモリページを濫用しているプロセスは物理ページの残りが少なくなっ
てくると、まず自分の保持している物理ページから返却していかなければならな
いため他のプロセスのメモリページに影響を与えることはない。
しかし、この方式では、先に占有プロセスに物理ページの大半を占有されてし
まうと、正常プロセスが占有プロセスからページを奪われることがなくても、新
たなページ割り当てを受けることができない。そのため、物理メモリの濫用攻撃
からの回復は困難になってしまうといった問題点が残る。
2.4 その他
本節では、上記の資源予約型の関連研究と資源奪取型の関連研究以外で、本論
文で提案する手法に関係ある関連研究を紹介する。
参考研究として、実行可能コンテンツに対する不正アクセスの防止機構の研究
である品川、河野らの細粒度保護ドメインの研究を参考研究としてあげる。
2.4.1 細粒度保護ドメイン
品川、河野らの細粒度保護ドメインの研究 [11][12]では、実行可能コンテンツを
ダウンロードして、そのコンテンツが悪意のある攻撃者による不正プログラムだっ
た場合。または、既知の脆弱性を狙いシステムのプログラムを乗っ取ろうとする
不正な攻撃プログラムだった場合、不正なメモリアクセスを防止するために、マ
ルチプロテクションテーブルというものを提案している。これは、ページテーブ
ルのそれぞれのエントリに対して従来は一つしか設定できなかった保護モードを
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複数同時に設定できるように拡張したものでありある時点では、複数の保護モー
ドのうち一つが有効である。品川、河野らの提案する手法を適応することにより、
アプリケーション、プロセス、実行可能コンテンツなどをそれぞれ別々のドメイ
ンに設定することによりプログラムの一部が暴走してもその権限を最小限に抑え
ているため不正アクセスを防止することができる。
品川、河野らの研究は本手法と本質的な目的を別とするため、本手法とあわせ
て使用することで、アプリケーションの脆弱性を狙った不正な攻撃と資源濫用の
攻撃を同時に防ぐことができる。そういった意味で、品川、河野らの研究は本論
文で提案する手法と互いに補完する関係にあると言える。
2.5 本章のまとめ
本章では、本論文の関連研究として資源予約方の関連研究、資源奪取型の関連
研究として従来のUNIX系オペレーティングシステムの資源予約機構、Resource
Containers、Eclipse/BSD、優先度付き資源管理方式、Performance Isolation、μ
カーネルに関しての概要と問題点を指摘した。また、参考研究として細粒度保護
ドメインを挙げ、その方式と本論文で提案する方式が互いに補完しあうものであ
るものであることを指摘した。
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第3章 提案手法
本章では、本論文で提案する手法について目標を述べ、提案手法の概要を述べる。
その後、Lottery資源管理アルゴリズムについて詳細を述べ、Rental-Retrieveチ
ケット配布アルゴリズムについて解説する。
3.1 研究の目標
本節では、本研究の目標について述べる。
本研究では、従来の関連研究などの問題点なども考慮に入れ、資源濫用攻撃耐
性を持つ資源管理アルゴリズムを提案するため、以下の 2点を研究の目標として
設定した。
 資源濫用攻撃耐性
 効率的な資源利用
ここで述べている資源濫用攻撃耐性とは、以下の 2点のことを意味する。
 ユーザの正常なプロセスが動作しているところに、資源濫用攻撃のプロセス
が動作したとしても、ユーザプロセスが使用している最低限の資源は奪われ
ない。または、取り返すことができる。
 資源濫用プロセスが動作しているコンピュータ環境において、ユーザがプロ
セスを走らせた際、そのプロセスの実行に必要な資源を資源濫用プロセスか
ら取り返すことができる。
また資源の効率的な利用とは、資源に十分な空きがあるときにはその空き資源
分を自由に使え、資源が枯渇しているときは決められた予約分の資源しか使えな
いことを意味する。
3.2 提案手法の概要
本節では、本論文で提案する資源管理手法についての概要を述べる。
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本論文では、上節の本研究の目標を達成するために、Lottery資源管理アルゴリ
ズムを資源管理手法として採用し、それにRental-Retrieve型のチケット配布アル
ゴリズムを提案する。Lottery資源管理アルゴリズムは、Proportional-shareを実現
でき動的に柔軟なQoS制御が可能である資源管理アルゴリズムであり、グループ
毎の Isolationを確立することができる。しかし、Lotteryスケジューリングアルゴ
リズムの関連研究では、効率化を図る研究が主として行われているが [9][10]、資源
濫用攻撃に対するチケット配布アルゴリズムは未だ知られていない。また、Lottery
資源管理アルゴリズムだけでは、資源利用効率が良くないため本研究の目標を達
成するには不十分である。
そこで、Lottery資源管理アルゴリズムのチケット配布方式としてRental-Retrieve
型とういうものを提案する。これは、必要に応じて、プロセスグループ間でチケッ
トの貸し借りを行い、チケットを貸し出したプロセスグループがより多くの資源
を必要とした場合、貸し出した相手から取り返すことができるものである。この
Lottery資源管理アルゴリズムと Rental-Retrieve型のチケット配布アルゴリズム
を利用し、資源濫用攻撃耐性を持つ資源管理アルゴリズムを提案する。
3.3 Lottery資源管理アルゴリズム
本節では、本手法で使用する Lottery資源管理アルゴリズムについて述べる。
Lottery資源管理方式はWaldspurgerらによって提案されたProportional-share(等
分に釣り合いのとれた)と Isolation(孤立化)を実現する資源管理方式である [1][2][3]。
Lottery資源管理方式では、資源の利用権限を抽象化したTicketとその Ticketを
発行するCurrencyという二つの要素で木構造を構成する。Ticketは各プロセスに
配布され、プロセスは自分の保持しているTicket量に応じて資源分配を受けるこ
とができる。また、Currencyは木構造のノードの役割をし Baseをルートとする
Lottery木を構成する。Currencyは自分の子Currencyに対してTicket発行し、自
分の持っている資源利用権限を分け与える。これにより、複数のサブツリーが構成
されサブツリー同士がそれぞれの保持しているチケット数に影響をしない Isolation
が可能となる。
図 3.2の各ノードのCurrencyの数字は図 4.2ような意味を持つ。上段はそのCur-
rencyが保持しているチケット数、中断はCurrency名、下段は自分の子Currency
に発行しているチケット数の合計、総発行チケット数である。
3.4 Rental-Retrieveチケット配布アルゴリズム
本節では、本手法で使用するRental-Retrieveチケット配布アルゴリズムについ
て述べる。
自分の所有しているチケットによる資源割り当て分だけでは足りないとき、自分
20
図 3.1: Currency
図 3.2: Lottery木
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の所属するグループ (Lottery Treeのサブツリー)以外のグループからチケットを
レンタル (Rental)することができる (図 3.3)。但し、チケットを貸し出したグルー
プのCurrencyが資源を必要としたとき、即座にレンタルしている分のチケットと
資源を取り返す (Retrieve)ことができる (図 3.4)。この機能により、資源に空きが
あるときにはチケットを自分の所属するサブツリー以外のサブツリーからレンタ
ルするとで自分の使える資源量が増え、効率的な資源利用が可能となる。また、資
源が枯渇しているときには、チケットを取り返し自分の実行に必要な最低限の資
源量を確保することができる。
一方、もし自分が予約分の資源を十分に使っていて貸し出す余裕がないときに
はレンタル要求をブロックすることができる。レンタルしているCurrency(サブツ
リー)は必要に応じてチケットを取り返し、自分の必要分の資源は確保できるので
資源を占有するプロセスが動作していてもその影響を最小限に抑えて実行を継続
することができる。
図 3.3: Rental Ticket
3.5 割り当て資源量計算式
本節では、本手法で利用する各Currencyの保持するチケットによる資源の配当
量を決定する計算式について述べる。
各Currencyが保持するチケットに対応する資源量は図 3.5の式で求める。
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図 3.4: Retrieve Ticket
qtask = T  tuser1∑
taski∈base useri
 ttask1∑
j∈user1 taskj
 ttask2∑
k∈task1 taskk
 : : :
T :総資源量
q:割り当て資源量
t:チケット
 :発行チケット
図 3.5: 割り当て資源量計算式
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3.6 本章のまとめ
本章では、本論文で提案する資源攻撃耐性を有する資源管理アルゴリズムとし
てLottery資源管理アルゴリズムとRental-Retrieveチケット配布方式を提案した。
次章において、本手法の実装方法について述べる。
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第4章 実装
本章では、本論文で提案した手法についての実装方法を述べる。まず、実装環境に
ついて述べ、次に本手法で利用するデータ構造体について述べる。さらに、Lottery
木の構築方法を述べ、スケジューラへの実装法について述べる。最後に、メモリ
管理への実装について述べる。
4.1 実装環境
実装は、以下に示す環境において Linux Kernel 2.4.19をベースに行った。
CPU Celeron 800MHz
RAM SDRAM256MB
Kernel Linux Kernel 2.4.19
Swap 512MB
HDD 20G UltraDMA/66 HDD
表 4.1: 実装環境
4.2 データ構造体
本節では、本論文で提案する本手法を実装する上で必要なデータ構造体に関し
ての説明を行う。
4.2.1 currency構造体
4.2を参照
4.2.2 グローバル変数
extern struct currency base;
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メンバ 説明
cid t cid currency ID
unsigned short type ノードのタイプ (base,user,process,thread)
short flag 状態フラグ
atomic t nr children 子ノード数
long cpu ticket CPU資源チケット
struct currency *p pptr,*p ysptr,*p osptr,*p cptr Lottery木管理用ポインタ
struct currency *cidhash prev,*cidhash next ハッシュ管理用ポインタ
struct task struct *task task struct構造体へのポインタ
struct user struct *user user struct構造体へのポインタ
spinlock t lock スピンロック
atomic t total cpu tickets 総発行CPUチケット数
atomic t total mem tickets 総発行メモリチケット数
struct list head list リスト管理用
long cpu ticket value CPUチケット配当分実行時間
struct rental to ticket cpu rental ticket to CPU貸し出し用データ構造体
struct rental from ticket cpu rental ticket from CPU借り入れ用データ構造体
unsigned long mem ticket メモリ資源チケット
unsigned long mem ticket value メモリチケット配当分割当量
struct rental to ticket mem rental ticket to メモリ貸し出し用データ構造体
struct rental from ticket mem rental ticket from メモリ借り入れ用データ構造体
int cpu load CPU負荷
int cpu rental flag CPUレンタル状態フラグ
int mem load メモリ使用率
int mem rental flag メモリレンタル状態フラグ
struct tms old tms 実行時間測定用
表 4.2: struct currency
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Lottery木のBaseとなる変数。
extern int cpu_loadavg_flag[3];
CPUの負荷状況を表すフラグ値。cpu loadavg flag[0]はここ最近 10秒間のCPU使
用率の平均値。cpu loadavg flag[1]は30秒のCPU使用率の平均値。cpu loadavg flag[2]
は最近 90秒のCPU使用率の平均値である。これらの cpu loadavg flagを、
/* system cpu load */
#define CPU_LOW 1
#define CPU_MID 2
#define CPU_HIGH 3
の三段階で表す。
extern int mem_loadavg_flag;
mem loadavg flagは現在のメモリの使用率を表す。これは物理メモリ上のペー
ジによる使用率を表していて、仮想メモリではない。メモリの使用率を、
/* system memory load*/
#define MEM_LOW 1
#define MEM_MID 2
#define MEM_HIGH 3
の三段階で表現している。
4.3 Lottery木の実装
本節では、Lottery木の構築に関する実装方法について述べる。
4.3.1 Lottery木の構築
本論文で提案する手法では、各プロセス、ユーザに対する割り当て資源量を計算
するためにLottery木のデータ構造を構築する必要がある。本論文では、ユーザ、プ
ロセス、スレッドをCurrencyとして Lottery木のノードとして考え、親Currency
から子Currencyに対してチケットを発行する。また、BASEには総資源量に相当
する分のチケットを保持させ、BASE以下の子Currencyにチケットを発行する。
Lottery木に対するCurrencyの作成、追加、削除のために以下のシステムコー
ルを用意した。
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struct currency* mk_node(unsigned short type,
struct task_struct *tsk,struct user_struct *usr);
int add_node(struct currency *cur)
int remove_node(struct currency *cur)
またチケットの発行と修正のために以下のシステムコールを用意した。
int issue_ticket(struct currency *from,struct currency *to,long ticket)
long modify_ticket(struct currency *cur,ticket)
ノードのLottery木への追加は、プロセスが子プロセスを発生させるため呼び出す
fork()関数の中と、マシンにユーザがログインするときに呼び出される alloc uid()
関数の中でmk node()関数とadd node()関数を呼び出して行われる。また、Lottery
木からの削除は、プロセスが終了するとき、do exit()関数を呼び出すが、その中
で remove node()関数を呼び出すことで行われ、また、ユーザがログアウトすると
きに呼び出される free uid()関数内でも remove node()関数を呼び出し、ノードを
削除する。
4.4 スケジューラへの実装
本節では、本論文で提案する Lottery資源管理アルゴリズムと Rental-Retrieve
チケット配布アルゴリズムのスケジューラへの実装方法について述べる。
まず、従来の Linuxのスケジューリングアルゴリズムについて述べ、次の本手
法での実装方法について述べる。
4.4.1 従来のLinuxのスケジューリング
従来のLinuxスケジューリングアルゴリズムは、Priorityベースのスケジューリ
ングを行っている。Priorityは動的Priorityである counter値と静的Priorityである
nice値で決められている。counter値はプロセスがCPU上でタスクを実行する毎に
減少していく。静的Priorityは 20(低)から-19(高)の間でユーザによって設定する
ことができる。Linuxでは schedule()関数が呼ばれると、実行可能状態のタスクの
中から次にCPUをディスパッチするプロセスの選定を行う。これは、goodness()
関数を呼び出し、優先度 (プロセスの counter値)が一番高いプロセスに対して次
の CPUの使用を許可する。CPUをディスパッチされたプロセスは自分の割り当
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て分の counter値を使い切るか、自分で CPUを解放するかするまで CPUを占有
することができる。
603 /*
604 * Default process to select..
605 */
606 next = idle_task(this_cpu);
607 c = -1000;
608 list_for_each(tmp, &runqueue_head) {
609 p = list_entry(tmp, struct task_struct, run_list);
610 if (can_schedule(p, this_cpu)) {
611 int weight = goodness(p, this_cpu, prev->active_mm);
612 if (weight > c)
613 c = weight, next = p;
614 }
615 }
仮にすべてのタスクが自分の counter値を使い切ってしまった場合、各プロセス
の counter値の再計算に入る。これは、実行可能状態のプロセスのみならず、すべ
てのプロセスに対して行われる。現在そのプロセスが持っている counter値を 2分
の 1にし、そのプロセスが持つ静的Priorityを計算しそれらの合計を counter値と
してセットする。
617 /* Do we need to re-calculate counters? */
618 if (unlikely(!c)) {
619 struct task_struct *p;
620
621 spin_unlock_irq(&runqueue_lock);
622 read_lock(&tasklist_lock);
623 for_each_task(p)
624 p->counter = (p->counter >> 1)
　　　　　　　　　　　　　　　　　　　　　+ NICE_TO_TICKS(p->nice);
625 read_unlock(&tasklist_lock);
626 spin_lock_irq(&runqueue_lock);
627 goto repeat_schedule;
628 }
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4.4.2 Lotteryスケジューラの実装
本来、Waldspurgerらの提案するLotteryスケジューリングアルゴリズム [1][2][3]
は各プロセスに対してチケットを配布し schedule()関数の中で次に実行するタス
クを選定する際にランダム値を生成させ、プロセスの持つチケットの合計を計算
していき、その合計値が生成させたランダム値と重なる時のチケットを保持して
いるプロセスが次のCPU割り当てを受ける。といったタスク選定方法を行ってい
る。しかし、私の実装の場合、既存のスケジューラのタスク選択アルゴリズムを
利用し、counter値再計算時に Lottery木により割り当てクォンタム値を計算を行
う実装方法を行っている。
617 /* Do we need to re-calculate counters? */
618 if (unlikely(!c)) {
619 struct task_struct *p;
620
621 spin_unlock_irq(&runqueue_lock);
622 read_lock(&tasklist_lock);
623
624 recalculate_lottery_priority();
625
626 read_unlock(&tasklist_lock);
627 spin_lock_irq(&runqueue_lock);
628 goto repeat_schedule;
629 }
これにより、タスクに割り当てられる counter値が Lottery木の重みを反映する
ものとなり、タスクの保持しているチケットに応じた counter値を割り振ることが
できる。
4.4.3 Rental-Retrieve機構
本手法では CPU資源のチケットに対する Rental-Retrieve手法を行うため定期
的に各プロセスのCPU利用率、システム全体のCPU利用率をチェックしている。
これは、30秒に一度の割合で定期的に割り込みを発生させ利用率をチェックする。
30秒毎の割り込みの際、cpu loadavg flag[0][1][2]を更新する。
if(load_per > 90.0)
cpu_loadavg_flag[type]=CPU_HIGH;
30
else if(load_per < 20.0)
cpu_loadavg_flag[type]=CPU_LOW;
else
cpu_loadavg_flag[type]=CPU_MID;
CPU使用率が 90%以上だった場合、CPU HIGHに設定する。また、CPU使用
率が 20%以下の時はCPU LOW、それ以外のときはCPU MIDに cpu loadavg flag
を更新する。
また、同時に各プロセス毎のCPU使用率もチェックする。
if(diff_utime > (800/d_tmp)){
tmp->cpu_load = CPU_HIGH;
}else if(diff_utime < 200/d_tmp){
tmp->cpu_load = CPU_LOW;
}else {
tmp->cpu_load = CPU_MID;
}
d tmpは現在Runnable状態のプロセスの数である。800というのは数回の実験を
行い決定された実験値である。di utimeは前回の割り込みチェックから今回の割
り込みチェックの間のプロセスの使用したプロセス時間である。そのプロセス時間
が 800/d tmpのときそのプロセスの CPU使用率状態を CPU HIGHに設定する。
また、200/d tmp以下のときは CPU LOW、それ以外の時は、CPU MIDに設定
する。
CPU状態チェック割り込み時にプロセスのCPU使用率状態フラグがCPU HIGH
になっているとき rental要求を出す。
だが、もし仮に割り込み時に cpu loadavg flag[0][1][2]すべてが CPU HIGHに
なっているときは、retrieve要求を出し、rentalしているチケットを取り返す。
4.5 メモリ管理への実装
本節では、本論文で提案する手法に関して、メモリ管理部分への実装方法につ
いて述べる。まず、従来の Linuxのメモリ管理アルゴリズムに関して述べ、次に
本手法の実装方法について述べる。
4.5.1 従来のLinuxのメモリ管理
従来の Linuxのメモリ管理は以下の 3つのシステムから構成させれている。
 バディシステム (2のべき乗システム)
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 スラブアロケータ
 動的な仮想空間管理 (vmalloc/vfree)
バディシステムでは、連続メモリページの要求に応える。また、動的な仮想空
間管理は非連続的なメモリページの要求を処理する。1ページ (4K)に満たないよ
うな小さなサイズの領域の要求に対してはスラブアロケータが対処する。以下に
それぞれのシステムについての詳細を載せる。本論文ではメモリに対する資源管
理として、バディシステムに着目し、その他のメモリ管理システムに関して今回
は未実装のままである。
バディシステム
バディシステムというのは、1,2,4,8,...などの、「2のべき乗」個のページの塊と
してページを管理する手法で、この乗数を「オーダ (order)」と呼ぶ。Linuxにおい
ては、1ページ (4KBytes)から、最大 2MBytesまでの塊でメモリを扱う。具体的
には図のように、各べき乗サイズに対応する free area struct構造体を使って、そ
れぞれのサイズのメモリの塊を管理しています。
スラブアロケータ
スラブアロケータは上記のバディシステムとは異なり 1ページに満たない小さ
なメモリ領域要求に対して処理する仕組みである。スラブアロケータの基本的な
アイデアは、要求があるたびに毎回メモリ割り当て、削除を行うのではなく、オブ
ジェクトのキャッシュを用意しておいて、要求時にはそのキャッシュからオブジェ
クトを取得したり返却する。というものである。
動的な仮想空間管理 (vmalloc/vfree)
vmallocはバディシステムとは異なり物理ページの連続性を要求しない。ｓのた
め、割り当てが成功しやすくなっている。具体的には、以下のようなアルゴリズム
で仮想空間にページをつぎはぎに (物理アドレスは連続ではなくバラバラに)マッ
プしていく。
1. 空間の確保
get vm area()関数を使って、vmalloc用の予約領域に指定されたサイズの空
間を確保する。このときバッファオーバランを検出しやすいように 1ページ
分多めに空間を確保する。get vm area()関数は確保した空間を vmlistという
グローバル変数にリンクして管理している。また、この空間から割り当て済
み空間を検索する。
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2. 物理メモリの割り当て
get vm area()関数で取得した空間に、vmalloc area pages()関数を使って指定
されたページ数分のページを割り当てる。vmalloc area pages()関数は、当該
領域に対して pmd alloc kernel()関数、alloc area pmd()関数で PMDを生成
し、pte alloc kernel()関数、alloc area pte()関数でPTEおよびページを生成
する。alloc area pte()関数は、バディシステムから alloc page()関数でページ
を 1ページづつ取得し、ページテーブルを割り当てている。
4.5.2 Rental-Retrieve機構
本論文で提案する Lottery資源管理手法を利用するために、Currencyが現在使
用しているメモリ量と保持しているチケットによる配当量の関係を逐一確認する
必要がある。そこで本手法では、連続メモリページ要求、非連続メモリページ要
求に経由する alloc pages()関数内で、物理メモリ量と保持しているメモリチケッ
ト数の比較を行うこととした。
alloc pages()関数内でのアルゴリズムは以下のようになっている。
1. メモリページ要求を受ける
2. プロセスのRSS(Resident Set Size)量と保持しているチケットの配当量を比較
RSSがチケットの配当量以下
(a)メモリ割り当て
RSSがチケットの配当量以上
(a)どこかのCurrencyにチケットをレンタルしているかを判定
YES
i. 現在のシステムのメモリ使用率を判定
高い
A. どこかのCurrencyにチケットをレンタルしているかを判定
B. チケットを取り返す
C. メモリを取り返す (try to free pages関数)
D. メモリ割り当て
低い
A. チケットを取り返す
B. メモリ割り当て
NO
i. 現在のシステムのメモリ使用率を判定
高い
A. 待機
低い
A. レンタルチケット要求
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B. over limitビットをオンにしたメモリページ割り当て
OverLimit Bit
レンタル要求により取得したページは page構造体のOverLimitビットをオンに
した状態でプロセスに対して割り当てが行われる。従来の Linuxの page構造体に
おいてページの状態を表すビットは表 4.3のものがある。
PG locked ページをディスク I/O操作で使っている
PG error ページ内容を転送中に I/Oエラーが発生した
PG referenced ページを最近のディスク I/O操作で参照した
PG update ページの読み込みが完了したときに設定する。
PG dirty ページ内容が変更された
PG lru ページがアクティブページリストにある。
PG active ページがアクティブリスト内にある
PG slab スラブ用ページフレーム
PG skip 未使用
PG highmem ZONE HIGHMEMゾーン内のページフレーム
PG checked このフラグは ext2ファイルシステムで利用
PG arch 1 80x86アーキテクチャでは未使用
PG reserved カーネルコードが予約している。
PG launder ページを shrink cache()関数で起きた I/O操作で使用中
表 4.3: ページフレームの状態を表すフラグ
この中で PG skipビットは現在の x86系 CPU上の Linuxでは未使用であるた
め、このビットをOverLimitビットとして使用した。元来PG skipビットは sparc
系アーキテクチャ上である特定のアドレス空間をスキップするために使用されて
いる [14]。
kswapdの改良
従来のLinuxでは kswapdは物理メモリに空き容量がなくなったとき、最近参照
されていない物理ページを選び出し、そのページをスワップ領域に退避させるこ
とで仮想記憶をサポートしている。スワップするページを選択する際、LRU(Least
Recently Used)アルゴリズムという方式を使って「最も最近使われていない物理
ページ」を選びだしている。kswapdはLRUリストという単方向リストを二つ持っ
ている。一つは active list、もう一方は inactive listである。active listには最近使
われているページが連結され、inactive listは最近参照されていないページが連結
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図 4.1: OverLimitビット
される。kswapdは、active listの中から PG referenceビットが立っていない (最
近参照されていない)ページを選びだし、inactive listにつなぎかえる。その後、
inactive listの中から必要な分のページをスワップ領域に退避させる。
本手法では、LRUリストを従来の active listと inactive listの 2つだけでなく、
さらにもう一つ active rental listというものを追加する。これは、ページ要求の
際、自分のもっているチケットの配当分を超過してページ割り当てを受けた場合
(レンタル要求をしている場合も含む)、前述のように PG skipビットがオンにな
るが、PG skipビットがオンのページを active rental listに連結するようにする。
メモリの負荷が増大し、空き容量を作るため犠牲ページを選択するとき、従来
の kswapdでは、active listをスキャンし、PG referenceビットのオフになってい
るものを inactive listのほうへ退避させた。本手法の場合、以下のような順でLRU
リストをスキャンし inactive listのほうへつなぎ変える。
1. active rental listをスキャンしPG referenceビットのオンになっていないペー
ジを inactive listへつなぎ変える。
まだ要求ページ数に達さないとき
2. active rental listから PG referenceビットがオンになっているものでも inac-
tive listへつなぎかえる。まだ要求ページ数に達さないとき
3. active listをスキャンし PG referenceビットのオンになっていないページを
inactive listへつなぎ変える。
これにより、資源濫用攻撃下においても正常なユーザの保持チケットの配当量
以下のアクティブなページより先に、レンタル要求によって割り当てられている
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ページがスワップアウトしていくため、正常なユーザのページを奪われることを
避けることができる。
図 4.2: kswapd
4.6 本章のまとめ
本章において、本論文で提案する Lottery資源管理方式のCPU資源とメモリ資
源への実装方法を解説した。次章において、本手法の有用性を立証するための実
験を行う。
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第5章 実験と考察
本章では、本論文で提案するRental-Retrieve型の Lottery資源管理手法が有効で
あることを証明するために何も手を加えていないNormalのLinuxカーネル 2.4.19
と本論文で作成したLotteryカーネルの比較実験と考察を行い、本論文の提案手法
の有効性を立証する。
5.1 実験概要
実験では、CPU資源に対する本手法の適用と、メモリ資源に本手法の適用を行
い。その有効性を立証するための実験を行った。オペレーティングシステムの資
源割り当て機構としては、シェルなどの対話的プロセスにはできるだけ早い応答
時間を提供することを目的とし、ある程度重いバッチ処理には全体として早いス
ループットを提供することを目的とする。オペレーティングシステムの資源割り
当て機構はこの相反する二つの要求を同時に満たさなければならない。そのため、
本論文においても、本手法の有効性を立証するため、以下のような二種類の実験
を行った。
実験 1 対話的なプロセスによる応答性とメモリ確保の実験
資源濫用攻撃用のプロセスを動作させた環境下において、対話的なプロセ
スを走らせ、そのときのレスポンスタイムとメモリ資源 (RSS:Resident Set
Size)量の確保状況を測定しNormalの Linuxカーネル 2.4.19と比較する。
実験 2 バッチプロセスによるスループット測定の実験
資源濫用攻撃用のプロセスを動作させた環境下において、バッチ型のプロセ
スを走らせ、そのときの処理時間を測定し、NormalのLinuxカーネル 2.4.19
と比較する。
また、これらのすべての実験は以下に示す実験環境 (表 5.1)において行った。
実験を行った環境は、ユーザ二人で同マシンにログインし、一方のユーザが資
源濫用攻撃用のプログラムを走らせ、もう一方のユーザが計測用のプログラムを
動作させる。
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CPU Celeron 800MHz
RAM SDRAM 256MB
Kernel Linux Kernel 2.4.19
Swap 512MB
HDD 20G UltraDMA/66 HDD
表 5.1: 実験環境
5.2 実験1
実験 1では、対話的なプロセスによる応答性の実験を行った。まず今回行った
実験で使ったプログラムの概要を示し、次にその実験結果と考察を載せる。
5.2.1 実験用プログラム
今回の対話的なプロセスによる応答性の実験において使用したプログラム、ツー
ルを解説する。
資源濫用攻撃再現のために stress[13]というオペレーティングシステムの負荷実
験用のツールを使用した。
 CPU占有プロセス
CPU資源濫用型のプロセスを想定している。WEBに公開されているストレ
ステストツールを攻撃用の占有プロセスとして使用した。使用したコマンド
は以下のようである。これはwhileループ内で srqt()関数を呼び出してCPU
に負荷を掛けるプロセスを 5つ発生させている。
$ stress --cpu 5
 メモリ占有プロセス
メモリ資源濫用型のプロセスを想定している。CPU占有プロセスと同様に
ストレステストツールを攻撃ツールとして利用した。使用したコマンドは以
下の様である。これはwhileループ内でmalloc()関数を呼び出し、メモリを
100M確保し、それにアクセスするプロセスを 7つ発生させている。
$ stress --vm 7 --vm-bytes 100M
 CPU,メモリ占有プロセス
上記のCPU占有プロセスとメモリ占有プロセスを同時に動作させ、CPUと
メモリの両資源に対して資源濫用攻撃を行う。使用したコマンドは以下の様
である。
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$ stres --cpu 5 --vm 7 --vm-bytes 100M
一方測定用のプログラムとしては以下に示すようなプログラムを自作した。
 対話プロセス
5Mバイトのデータ構造を持ち、それらに rand()関数を利用し、乱数を代入
させ、行列計算を行わせる、その後、10秒間スリープ状態に入る。行列計算
の部分が、ユーザからの入力を処理している部分にあたり、スリープの時間
がユーザからの入力待ちを想定したものである。このプログラムは、行列計
算と乱数生成関数でCPUパワーを必要とし、行列計算のデータ格納のため
に 5Mの配列を二つ使用しているためメモリ量をともある程度必要とするプ
ログラムである。
以下に実際の処理コードを掲載する。
for(;;){
/* sprintf(command, */
/* "/bin/cat /proc/%d/statm |cut -f2 -d\" \"",pid); */
system(command);
/* レスポンスタイム計測開始 */
gettimeofday(&time1,0);
for(i=0;i<5*1024*1024;i++)
data2[i] = (char)rand();
for(i=0;i<5*1024*1024;i++)
data2[i] *= data1[i];
/* レスポンスタイム計測終了 */
gettimeofday(&time2,0);
sleep(10);
}
5.2.2 実験計画
上記で挙げた、資源濫用攻撃型の占有プロセスを別ユーザで走らせ、自ユーザ
では測定用プログラムを走らせ応答性とメモリ量の測定を行った。攻撃プログラ
ムと測定プログラムの組み合わせは以下のような組み合わせで実験を行った。
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実験 1-1 CPU占有プロセス×対話プロセス
実験 1-2 メモリ占有プロセス×対話プロセス
実験 1-3 CPU、メモリ占有プロセス×対話プロセス
最初に対話プロセスを動作させる。120秒後に攻撃用プログラムを動作させ、240
秒間、計測開始から 360秒まで計測を行う。
また、一度奪われた資源を奪い返すことができるかを測定するために、先に資
源濫用攻撃型プロセスを動作させ、一旦資源を完全に占有されている状態で、対
話型プロセスを動作させ、対話プロセスが動作に必要な資源を占有プロセスから
奪い返すことができるかの実験を行った。
実験 1-4 先にCPU占有プロセス×対話プロセス
実験 1-5 先にメモリ占有プロセス×話型プロセス
実験 1-6 先にCPU占有プロセス、メモリ占有プロセス×対話プロセス
5.2.3 実験結果と考察
実験 1-1
実験 1-1では Normalカーネルと本論文で提案している Lotteyカーネル上で対
話プロセスを動作させ、バックグラウンドでCPU占有型の資源濫用攻撃プロセス
を動作させる。そのときのレスポンスタイムとRSS量を計測し比較した。
図 5.1はNormalカーネル上でCPU占有プロセスをバックグランドでは知らせ
た時の対話型プロセスのレスポンスタイムを計測した。計測開始 120秒からCPU
占有型の攻撃プロセスを開始した直後からレスポンスタイムが 5～6倍まで上がっ
ているのが見ることができる。
図 5.2は Lotteryカーネル上で CPU占有プロセスをバックグランドで走らせた
時の対話型プロセスのレスポンスタイムを計測した。計測開始 120秒からCPU占
有型の攻撃プロセスを開始した直後からレスポンスタイムが 2～3倍まで上がって
いるのが見ることができる。ここの部分はチケットのレンタルが開始しているも
のと思われる。開始から約 180秒付近で約 1.5秒であったレスポンスタイムが 0.8
秒まで減少している。これは、180秒付近でレンタルしていたチケットの取り返し
が行われたためと思われる。
図 5.3は上記の図 5.1と図 5.2を比較した。本論文で提案するLotteryカーネルの
ほうがレスポンスタイムの上昇が少なく、CPU占有攻撃プロセスによる CPU資
源への影響が少ないことが見ることができる。。
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図 5.1: 実験 1-1:レスポンスタイム測定 in Normal Kernel
図 5.2: 実験 1-1:レスポンスタイム測定 in Lottery Kernel
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図 5.3: 実験 1-1:レスポンスタイムの比較
図 5.4はNormalカーネル上でCPU占有プロセスをバックグランドで走らせた
時の対話型プロセスの RSS量を計測した。計測開始 120秒から CPU占有型の攻
撃プロセスを開始したが攻撃開始前と使用しているRSS量は変化していない。
図 5.4は Lotteryカーネル上で CPU占有プロセスをバックグランドでは知らせ
た時の対話型プロセスのRSS量を計測した。計測開始 120秒から CPU占有型の
攻撃プロセスを開始したが攻撃開始前と使用しているRSS量は変化していない。
図 5.6は上記の図 5.4と 5.5を比較した。両者に特に違いは見られない。
実験 1-2
実験 1-2では Normalカーネルと本論文で提案している Lotteyカーネル上で対
話プロセスを動作させ、バックグラウンドでメモリ占有型の資源濫用攻撃プロセ
スを動作させる。そのときのレスポンスタイムとRSS量を比較した。
図 5.7はNormalカーネル上でメモリ占有プロセスをバックグランドで走らせた
時の対話型プロセスのレスポンスタイムを計測した。計測開始 120秒からメモリ
占有型の攻撃プロセスを開始したところ約 0.5～0.6秒程度だったレスポンスタイ
ムが約 3.0～10.0秒程度まで上昇している。これは、メモリ占有攻撃により物理メ
モリが占有され対話プロセスの実行に必要なメモリ領域がスワップアウトされた
ため、スワップアウトされたメモリページを実メモリ上に戻すまでに遅延時間が
発生しているものと思われる。そのため、レスポンスタイムが 6～20倍程度に増
大しているものと考えられる。
図 5.8は Lotteryカーネル上でメモリ占有プロセスをバックグランドでは知らせ
た時の対話型プロセスのレスポンスタイムを計測した。計測開始 120秒からメモ
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図 5.4: 実験 1-1:RSS測定 in Normal Kernel
図 5.5: 実験 1-1:RSS測定 in Lottery Kernel
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図 5.6: 実験 1-1:RSSの比較
図 5.7: 実験 1-2:レスポンスタイム測定 in Normal Kernel
44
リ占有型の攻撃プロセスを開始したところ約 0.5～0.6秒程度だったレスポンスタ
イムが約 1.0秒程度まで上昇している。この現象に関しての考察は次の図 5.9での
比較の分部で行う。
図 5.8: 実験 1-2:レスポンスタイム測定 in Lottery Kernel
図 5.9は図 5.7と図 5.8のグラフを比較している。計測開始 120秒から Normal
カーネルでは、レスポンスタイムが 6～20倍程度まで増大しているの対して本論
文で提案するLotteryカーネルではレスポンスタイムの上昇は約 2倍程度で収まっ
ている。これは、本手法では、攻撃用のメモリ占有プロセスに物理メモリを奪わ
れることがほぼないので、毎回の取り返しのための遅延が存在しない。そのため、
レスポンスタイムの上昇を極力抑えることに成功しているためと考えられる。以
上より、本手法では、メモリ占有型の資源濫用攻撃に対してCPU資源に対する影
響は少ないということができる。
図 5.7はNormalカーネル上でメモリ占有プロセスをバックグランドで走らせた
時の対話型プロセスのRSS量を計測した。計測開始 120秒からメモリ占有型の攻
撃プロセスを開始したところ約半分のRSS、時にはほぼすべての物理ページがメ
モリ占有プロセスに奪われているのを見ることができる。これは、メモリ占有プ
ロセスが大量のメモリ空間に頻繁にアクセスを行っているため対話プロセスの物
理ページがスワップアウトされ、物理ページが占有プロセスに奪われしまってい
るためである。
図 5.11は Lotteryカーネル上でメモリ占有プロセスをバックグランドで走られ
せた時の対話型プロセスのRSS量を計測した。計測開始 120秒からメモリ占有型
の攻撃プロセスを開始したところ対話プロセスの動作に必要な物理メモリはメモ
リ占有プロセスに奪われることなく、ほとんど変化していないことがわかる。
図 5.12は図 5.10と図 5.11のグラフを比較している。計測開始 120秒の攻撃開始
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図 5.9: 実験 1-2:レスポンスタイムの比較
図 5.10: 実験 1-2:RSS測定 in Normal Kernel
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図 5.11: 実験 1-2:RSS測定 in Lottery Kernel
時からNormalカーネルでは、物理メモリがほぼ半分～すべてメモリ占有プロセス
に奪われてしまっているのに対して、本論文で提案する Lotteyカーネルでは、物
理メモリページはほとんど奪われていない。これは、対話プロセスの物理メモリ量
は対話プロセスの保持しているチケット以下であるのに対し、占有プロセスは保
持しているチケット以上の物理メモリページを要求しているので、OverLimitBit
がセットされ、kswapd動作に最も最初にメモリページを奪われているためと考え
られる。よって占有プロセスは自分の物理メモリを解放して再び取得する動作を
繰り返し行っており、対話プロセスの物理メモリにまで影響がでていない。以上
より本手法はメモリ資源濫用攻撃に対しての影響が最小限に抑えられることがわ
かる。
実験 1-3
実験 1-3では Normalカーネルと本論文で提案している Lotteyカーネル上で対
話プロセスを動作させ、バックグラウンドでCPU、メモリ占有型の資源濫用攻撃
プロセスを動作させる。そのときのレスポンスタイムとRSS量を比較した。
図 5.13はNormalカーネル上でCPU、メモリ占有プロセスをバックグランドで
走らせた時の対話型プロセスのレスポンスタイムを計測した。計測開始 120秒か
らCPU、メモリ占有型の攻撃プロセスを開始したところ約 0.5～0.6秒程度だった
レスポンスタイムが約 5.0～20.0秒程度まで上昇している。CPU占有攻撃の影響
とメモリ占有攻撃により物理メモリが占有され対話プロセスが実行に必要なメモ
リ領域がスワップアウトされた影響の両方による影響が出たためと思われる。。
図 5.14は Lotteryカーネル上でCPU、メモリ占有プロセスをバックグランドで
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図 5.12: 実験 1-2:RSSの比較
図 5.13: 実験 1-3:レスポンスタイム測定 in Normal Kernel
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走らせた時の対話型プロセスのレスポンスタイムを計測した。計測開始 120秒か
らCPU、メモリ占有型の攻撃プロセスを開始したところ約 0.5～0.6秒程度だった
レスポンスタイムが約 1.5秒程度まで上昇している。また、210-220秒頃には、約
1.0秒程度に縮小した。これは、攻撃プロセス開始直後、チケットのレンタルが行
われたためその影響が対話プロセスに大きく出たものと思われる。また、210-220
秒頃にはチケットの取り返しが行われたため 1.5秒程度のレスポンスタイムが 1.0
秒程度に減少したものと思われる。
図 5.14: 実験 1-3:レスポンスタイム測定 in Lottery Kernel
図 5.15は図 5.13と図 5.14と比較したものである。Normalカーネルでは、レス
ポンスタイムが 10～40倍程度増加しているのに対して、本論文で提案するLottery
カーネルでは、レスポンスタイムの増加が 2倍程度に抑えられている。これは、
CPUチケットの取り返し、実メモリページの取り返し遅延の両方が影響し、レス
ポンスタイムの増加を抑制したものと考えられる。以上より本手法では、CPU、
メモリの両資源を狙った占有攻撃に対しても通常のNormalカーネルより影響を抑
えることに成功している。
図 5.16はNormalカーネル上でCPU、メモリ占有プロセスをバックグラウンド
で動作させた時の対話プロセスのRSS量を比較した。計測開始 120秒からCPU、
メモリ占有攻撃を開始したところ、対話プロセスは実行に必要な物理メモリペー
ジを半分以上失っていることがわかる。これは、占有プロセスが大量のメモリを
要求し頻繁にアクセスすることにより、物理メモリが占有され対話プロセスの物
理メモリがスワップ領域にスワップアウトされてしまったためと思われる。
図 5.17は Lotteryカーネル上でCPU、メモリ占有プロセスをバックグランドで
走られせた時の対話型プロセスのRSS量を計測した。計測開始 120秒からCPU、
メモリ占有型の攻撃プロセスを開始したところ対話プロセスの動作に必要な物理
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図 5.15: 実験 1-3:レスポンスタイムの比較
図 5.16: 実験 1-3:RSS測定 in Normal Kernel
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メモリ量はメモリ占有プロセスに奪われることなく、ほとんど変化していないこ
とがわかる。
図 5.17: 実験 1-3:RSS測定 in Lottery Kernel
図 5.18は上記の図 5.16と図 5.17と比較したものである。Normalカーネルでは、
開始 120秒後の攻撃開始より物理メモリが半分以上攻撃プロセスに奪われてしまっ
ているのに対し、本論文で提案するLotteryカーネルは物理メモリをほとんど奪わ
れていない。これは、CPUチケットに関しては開始 210-220秒後でチケットの取
り返しが起こるため、CPU占有プロセスに CPU資源の独占を許さず、また、対
話プロセスの物理メモリ量は対話プロセスの保持しているチケット以下であるの
に対し、占有プロセスは保持しているチケット以上の物理メモリページを要求し
ているので、OverLimitBitがセットされ、kswapd動作に最も最初にメモリページ
をスワップアウトさせられてしまう。よって占有プロセスは自分の物理メモリを
解放して再び取得する動作を繰り返し行っており、対話プロセスの物理メモリに
まで影響がでていない。以上より本手法はCPU、メモリ資源濫用攻撃下において
もその影響が最小限に抑えられるということができる。
実験 1-4
実験 1-4では、資源濫用型の CPU占有プロセスに CPU資源を奪われたとき、
正常プロセスが必要な資源を奪い返し、正常なサービス提供を行えるかのテスト
を行った。計測開始から 120秒までの間、占有プロセスだけを動作させ、完全に
CPU資源を占有した状態を作る。その後、120秒～360秒までの間、正常ユーザの
プロセスを動作させ必要な資源を奪い返すことができているかを計測する。この
時、計測する値はレスポンスタイムとメモリのRSS量である。計測開始から 360
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図 5.18: 実験 1-3:RSSの比較
秒地点で攻撃用プロセスを停止し、480秒まで計測を続ける。
図 5.19はNormalカーネル上でCPU占有プロセスをバックグランドで走らせた
時の対話型プロセスのレスポンスタイムを計測した。開始直後から 120秒までは、
占有プロセスのみを走らせているため、レスポンスタイムは 0である。120秒後か
ら対話プロセスを動作させた。対話プロセス開始直後から 2.5～3秒程度のレスポ
ンスタイムが計測されている。開始から 360秒で占有プロセスを停止した直後、対
話プロセスのレスポンスタイムは急激に減少し 0.5、0.6秒程度で安定する。
図 5.20はLotteryカーネル上でCPU占有プロセスをバックグランドで走らせた
時の対話型プロセスのレスポンスタイムを計測した。開始直後から 120秒までは、
占有プロセスのみを走らせているため、レスポンスタイムは 0である。120秒後か
ら対話プロセスを動作させた。対話プロセス開始直後から 0.9～1.0秒程度のレス
ポンスタイムが計測されている。開始から 360秒で占有プロセスを停止した直後、
対話プロセスのレスポンスタイムは減少し 0.5、0.6秒程度で安定する。
図 5.21は上記の図 5.19と図 5.20のグラフの比較である。Normalカーネルと
Lotteryカーネル上でCPU占有プロセスをバックグランドで走らせた時の対話型
プロセスのレスポンスタイムを計測した。開始から 120秒後の対話プロセスの開
始直後から、Normalカーネルでは、レスポンスタイムが 2.5～3.0秒を示している
のに対して、Lotteryカーネルでは、0.9～1.0秒程度である。これは、Lotteryカー
ネルがNormalカーネルよりも多くのCPU資源を占有プロセスから奪い返してい
ることを示している。以上の結果により、本論文で提案するLotteryカーネルの資
源管理は Normalカーネルよりも資源濫用攻撃耐性が優れているということがで
きる。
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図 5.19: 実験 1-4:レスポンスタイム測定 in Normal Kernel
図 5.20: 実験 1-4:レスポンスタイム測定 in Lottery Kernel
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図 5.21: 実験 1-4:レスポンスタイムの比較
図 5.22はNormalカーネル上でCPU占有プロセスをバックグランドで走らせた
時の対話型プロセスのRSS量を計測した。開始 120秒から対話プロセスを動作さ
せたところ、動作に必要な 2600～2700ページ程度のページ確保に成功している。
360秒で占有プロセスの動作を停止したが、対話プロセスの確保しているページ量
に変化は見られていない。
図 5.23はLotteryカーネル上でCPU占有プロセスをバックグランドで走らせた
時の対話型プロセスのRSS量を計測した。開始 120秒から対話プロセスを動作さ
せたところ、動作に必要な 2600～2700ページ程度のページ確保に成功している。
360秒で占有プロセスの動作を停止したが、対話プロセスの確保しているページ量
に変化は見られていない。
5.24は上記の 5.22と 5.23を比較したグラフである。どちらも必要なRSS量の確
保に成功しているため、両者にこれといった違いは見られない。
実験 1-5
実験 1-5では、資源濫用型のメモリ占有プロセスにメモリ資源を奪われたとき、
正常プロセスが必要な資源を奪い返し、正常なサービス提供を行えるかのテスト
を行った。計測開始から 120秒までの間、占有プロセスだけを動作させ、完全にメ
モリ資源を占有した状態を作る。その後、120秒～360秒までの間、正常ユーザの
プロセスを動作させ必要な資源を奪い返すことができているかを計測する。この
時、計測する値はレスポンスタイムとメモリのRSS量である。計測開始から 360
秒地点で攻撃用プロセスを停止し、480秒まで計測を続ける。
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図 5.22: 実験 1-4:RSS測定 in Normal Kernel
図 5.23: 実験 1-4:RSS測定 in Lottery Kernel
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図 5.24: 実験 1-4:RSSの比較
図 5.25はNormalカーネル上でバックグランドでメモリ占有プロセスを動作さ
せる。開始から 120秒まで占有プロセスのみ動作させ、完全にメモリ資源を占有
した状態を作り出す。120秒から対話プロセスを動作させ、そのときのレスポンス
タイムを計測した。120秒からの対話プロセスのレスポンスタイムは大きく乱れて
いる。これは、動作に必要なメモリページが占有プロセスに奪われてしまい、ス
ワップアウトさせられてしまっている。実際の動作の前にはスワップアウトされ
たページをスワップインしなければならないためその分の遅延が生じレスポンス
タイムが増大する。レスポンスタイムが乱れているのは、どの程度のページがス
ワップアウトさせられていたかに依存してるため、スワップインにかかる遅延時
間が一定でないためと思われる。
図 5.26は Lotteryカーネル上でメモリ占有プロセスをバックグランドで走らせ
た時の対話型プロセスのレスポンスタイムを計測した。開始 120秒から対話プロセ
スを動作させたところ、130秒時急激にレスポンスタイムが跳ね上がり、140秒時
には元には平均値付近に戻っている。これは占有されていたメモリページを奪い
返すために生じた横取り遅延と考えられる。その後、レスポンスタイムが 0.7～1
秒程度で安定しているのは、Lotteryカーネルの場合、一度取り返したメモリペー
ジは占有プロセスには奪われることが少ないため横取りの遅延が生じることがな
い。そのため、安定したレスポンスタイムが計測できたものと考えられる。
図5.27は図 5.25と図 5.26のグラフの比較を行ったものである。図 5.25のNormal
カーネルでは毎回横取り遅延が生じてしまうため、レスポンスタイムは横取り遅
延に依存する。また、横取り遅延はスワップインするページの数に依存する。そ
のため、安定した値を示すことができず、Lotteryカーネルのレスポンスタイムと
比べて比較的大きな不安定な値が計測されている。一方Lotteryカーネルは対話プ
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図 5.25: 実験 1-5:レスポンスタイム測定 in Normal Kernel
図 5.26: 実験 1-5:レスポンスタイム測定 in Lottery Kernel
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ロセス動作開始時において占有されているメモリページを横取りするための遅延
時間が生じているが、その後ページを奪われることがほとんどないため、横取り
遅延がほとんど発生せず安定したレスポンスタイムが計測することができる。ま
た、Normalカーネルと Lotteryカーネルのレスポンスタイムの平均を比較してみ
てもLotteryカーネルはレスポンスタイムがかなり小さいのが見て取れる。以上よ
り、本手法はメモリ占有攻撃のCPUレスポンスタイムへの影響が少なく、Normal
カーネルよりも資源濫用攻撃耐性が高いと言う事ができると思われる。
図 5.27: 実験 1-5:レスポンスタイムの比較
図 5.28はNormalカーネル上でメモリ占有プロセスをバックグランドで走られ
せた時の対話型プロセスのRSS量を計測した。計測開始 120秒から対話プロセス
を開始したところ必要なメモリページがほとんど確保できていないのが見て取れ
ると思われる。360秒以後の 2600、2700ページがこの対話プロセスの動作に必要
なメモリ量と考えることができるので、その約半分、時にはすべてを占有プロセ
スに奪われてしまっているのが見て取れると思われる。
図 5.29は Lotteryカーネル上でメモリ占有プロセスをバックグランドで走られ
せた時の対話型プロセスのRSS量を計測した。計測開始 120秒から対話プロセス
を開始したところ開始から 20秒程度で必要なメモリ量の確保に成功している。そ
して、その後は占有プロセスにメモリページをほとんど奪われていない。20秒程
度の遅延が生じたのは、対話プロセス開始時、物理メモリはほとんど占有プロセ
スに占有されているのでスワップアウトをして空きページを作らなければならな
い。そのための遅延時間と考えられる。
図 5.30は図 5.28と図 5.29を比較したものである。Normalカーネルでは対話プ
ロセスは占有プロセスの実行中は、自分の実行に必要なメモリ量を確保できてい
ないのに対し、Lotteryカーネル上の対話プロセスは開始 20秒ほどで必要なメモ
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図 5.28: 実験 1-5:RSS測定 in Normal Kernel
図 5.29: 実験 1-5:RSS測定 in Lottery Kernel
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リを確保し、その後、占有プロセスにメモリページをほとんど奪われてはいない。
以上より本論文で提案する Lotteryカーネルのほうが、Normalカーネルよりもメ
モリ資源占有攻撃に対する耐性について優れているということができる。
図 5.30: 実験 1-5:RSSの比較
実験 1-6
実験 1-6では、資源濫用型の CPU占有プロセスとメモリ占有プロセスに CPU
資源とメモリ資源を奪われたとき、正常プロセスが必要な資源を奪い返し、正常
なサービス提供を行えるかのテストを行った。計測開始から 120秒までの間、占有
プロセスだけを動作させ、完全にCPU資源、メモリ資源を占有した状態を作る。
その後、120秒～360秒までの間、正常ユーザのプロセスを動作させ必要な資源を
奪い返すことができているかを計測する。この時、計測する値はレスポンスタイ
ムとメモリのRSS量である。計測開始から 360秒地点で攻撃用プロセスを停止し、
480秒まで計測を続ける。
図 5.31はNormalカーネル上でバックグランドでCPU占有、メモリ占有プロセ
スを動作させる。開始から 120秒まで占有プロセスのみ動作させ、完全にCPU資
源、メモリ資源を占有した状態を作り出す。120秒から対話プロセスを動作させ、
そのときのレスポンスタイムを計測した。120秒からの対話プロセスのレスポンス
タイムは 5～15秒まで大きく乱れている。これは、動作に必要なメモリページが
占有プロセスに奪われてしまい、スワップアウトさせられてしまっている。実際
の動作の前にはスワップアウトされたページをスワップインしなければならない
ためその分の遅延が生じレスポンスタイムが増大する。レスポンスタイムが乱れ
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ているのは、どの程度のページがスワップアウトさせられていたかに依存してる
ため、スワップインにかかる遅延時間が一定でないためと思われる。
図 5.31: 実験 1-6:レスポンスタイム測定 in Normal Kernel
図 5.32はLotteryカーネル上でCPU占有、メモリ占有プロセスをバックグラン
ドで走らせた時の対話型プロセスのレスポンスタイムを計測した。開始 120秒か
ら対話プロセスを動作させたところ、160秒時付近までレスポンスタイムが乱れ、
上昇をしているがその後は 1.0秒付近で安定している。これは、最初の数十秒間の
間、占有プロセスによって奪われていたメモリ資源の横取りが生じ、そのための
遅延時間が発生したものと考えれる。メモリページを占有プロセスから奪い取っ
た後は、Lotteryカーネルの場合、占有プロセスにメモリページを奪われることは
ほとんどないため次のアクセスからはメモリページの横取りによる遅延がなくな
り、ほぼ一定値にとどまったものと思われる
図 5.33は図 5.31と図 5.32を比較したものである。Normalカーネルと Lottery
カーネル上での対話プロセスのレスポンスタイムを比較するとNormalカーネル上
の対話プロセスは Lotteryカーネル上の対話プロセスのレスポンスタイムの 5～15
倍程度となっている。これは、Normalカーネル上では、占有プロセスによって奪
われたメモリページの奪い返しが毎回アクセスのたびに行われているためと思わ
れる。それに対しLotteryカーネル上の対話プロセスは一度メモリページを奪い取
れば、その後は占有プロセスに奪われることはほとんどないので横取り遅延が初
期の数十秒間のみに抑えられ、資源濫用攻撃の影響が少なかったものと思われる。
以上より、本論文で提案する Lotteryカーネルは通常のNormalカーネルよりも資
源濫用攻撃耐性が優れているということができる。
図 5.35はNormalカーネル上でCPU、メモリ占有プロセスをバックグランドで
走られせた時の対話型プロセスのRSS量を計測した。計測開始 120秒から対話プ
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図 5.32: 実験 1-6:レスポンスタイム測定 in Lottery Kernel
図 5.33: 実験 1-6:レスポンスタイムの比較
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ロセスを開始したところ必要なメモリページがほとんど確保できていないのが見
て取れると思われる。360秒以後の 2600、2700ページがこの対話プロセスの動作
に必要なメモリ量と考えることができるので、その約半分、時にはすべてを占有
プロセスに奪われてしまっているのが見て取れると思われる。
図 5.34: 実験 1-6:RSS測定 in Normal Kernel
図 5.35は Lotteryカーネル上でCPU、メモリ占有プロセスをバックグランドで
走られせた時の対話型プロセスのRSS量を計測した。計測開始 120秒から対話プ
ロセスを開始したところ開始から 20秒程度で必要なメモリ量の確保に成功してい
る。そして、その後は占有プロセスにメモリページをほとんど奪われていない。20
秒程度の遅延が生じたのは、対話プロセス開始時、物理メモリはほとんど占有プ
ロセスに占有されているのでスワップアウトをして空きページを作らなければな
らない。そのための遅延時間と考えられる。
図 5.36は図 5.34と図 5.35を比較したものである。Normalカーネルでは対話プ
ロセスは占有プロセスの実行中は、自分の実行に必要なメモリ量を確保できてい
ないのに対し、Lotteryカーネル上の対話プロセスは開始 20秒ほどで必要なメモ
リを確保し、その後、占有プロセスにメモリページをほとんど奪われてはいない。
以上より本論文で提案する Lotteryカーネルのほうが、Normalカーネルよりもメ
モリ資源占有攻撃に対する耐性について優れているということができる。
5.3 実験2
実験 2においてはバッチ型のプロセスにおいても本手法が有用であることを立
証するための実験を行った。
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図 5.35: 実験 1-6:RSS測定 in Lottery Kernel
図 5.36: 実験 1-6:RSSの比較
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5.3.1 実験用プログラム
実験 1と同様に、資源濫用攻撃再現のために stress[13]というオペレーティング
システムの負荷実験用のツールを使用した。
 CPU占有プロセス
CPU資源濫用型のプロセスを想定している。WEBに公開されているストレ
ステストツールを攻撃用の占有プロセスとして使用した。使用したコマンド
は以下のようである。これはwhileループ内で srqt()関数を呼び出してCPU
に負荷を掛けるプロセスを 5つ発生させている。
$ stress --cpu 5
 メモリ占有プロセス
メモリ資源濫用型のプロセスを想定している。CPU占有プロセスと同様に
ストレステストツールを攻撃ツールとして利用した。使用したコマンドは以
下の様である。これはwhileループ内でmalloc()関数を呼び出し、メモリを
100M確保し、それにアクセスするプロセスを 7つ発生させている。
$ stress --vm 7 --vm-bytes 100M
 CPU,メモリ占有プロセス
上記のCPU占有プロセスとメモリ占有プロセスを同時に動作させ、CPUと
メモリの両資源に対して資源濫用攻撃を行う。使用したコマンドは以下の様
である。
$ stres --cpu 5 --vm 7 --vm-bytes 100M
また、測定用のプログラムとしてカーネルのコンパイルを行い timeコマンドで
スループットを測定した。使用したコマンドは以下のよう。
$ time make bzImage
コンパイルに使用したカーネルソースコードはNormalの Linuxカーネル 2.4.19
のソースコードでサイズは約 158MBである。
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5.3.2 実験計画
行った実験は下記の 3実験である。それぞれに対して、Normal Linuxカーネル
2.4.19と本論文で提案しているRental-Retrieve型Lotteryカーネルについてのカー
ネルコンパイル時間の比較を行った。
実験 2-1 なし×カーネルコンパイル
実験 2-2 CPU占有プロセス×カーネルコンパイル
実験 2-3 メモリ占有プロセス×カーネルコンパイル
5.3.3 実験結果と考察
実験 2-1
実験 2-1では、攻撃プログラムは停止させカーネルコンパイル時間を timeコマ
ンド計測した。
表5.2にその結果を示す。本論文で提案するLotteryカーネルが実時間 9分40.631
秒でコンパイル完了しているのに対し、Normalカーネルでは実時間 9分 36.687秒
でコンパイルを終えている。約 4秒ほどの差がノーマルカーネルとの間に出た理由
として、本手法はカーネル内で数秒おきにクーロン処理を行い、各プロセスの資
源使用状態をチェックしている。この処理の際に生じる遅延が全体として集まり、
合計で 4秒のコンパイル時間低下に繋がったものと思われる。
real user sys
Normal Kernel 9m36.687s 8m54.780s 0m36.240s
提案手法 9m40.631s 8m53.630s 0m39.870s
表 5.2: 実験 2-1の実験結果
実験 2-2
実験 2-2では、バックグラウンドで CPU占有のプロセスを動作させ、カーネ
ルをコンパイルのコンパイル時間を timeコマンドで計測し、Normalカーネルと
Lotteryカーネルで比較した。
結果を以下の表 5.3に示す。
表 5.3からNormalカーネルでは、コンパイルに要した実時間は、54分 29.588秒
である。また、Lotteryカーネルでは、コンパイルに要した実時間は、24分 32.983
秒であり、Normalカーネルのコンパイル時間の約半分ですんでいる。
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real user sys
Normal Kernel 54m29.588s 8m43.380s 0m36.010s
提案手法 24m32.983s 8m48.820s 0m38.370s
表 5.3: 実験 2-2の実験結果
Normalカーネルのコンパイルの際、バックグラウンドで動作しているCPU占
有プロセスはコンパイル開始から終了まで、終始 90%程度の CPUを使用してい
た。一方、Lotteryカーネルの場合、CPU占有プロセスは 50%程度であった。こ
のCPU占有プロセスのCPU使用率がコンパイル時間の差として現れたものと考
えられる。このCPU使用率の差は本論文で使用している Lotteryスケジューラの
Isolation(孤立化)の特徴のためと考えられる。カーネルコンパイルとCPU占有プ
ロセスは別ユーザで動作させていて、同数のチケットが割り振られていたため、こ
れらのユーザは同量のCPU資源割り当てを受けることができる。そのため、占有
プロセスのCPUの使用率が 50%程度になったものと考えられる。
実験 2-3
実験 2-3では、バックグラウンドでメモリ占有のプロセスを動作させ、カーネル
をコンパイルし、そのコンパイル時間を timeコマンドで計測した。そして、それ
らをNormalカーネルと Lotteryカーネルで比較した。
結果を以下の表 5.4に示す。
real user sys
Normal Kernel 602m25.512s 9m13.920s 3m3.070s
提案手法 111m24.717s 9m40.260s 5m45.270s
表 5.4: 実験 2-3の実験結果
表 5.4からNormalカーネルでは、コンパイルに要した実時間は 602分 25.512秒、
一方 Lotteryカーネルでは、111分 24.717秒と計測された。Normalカーネルがコ
ンパイルに約 600分も費やした原因として、バックグラウンドで動作しているメ
モリ占有プロセスが物理メモリのほとんどを占有していて、且つ頻繁にアクセス
を行っているためスラッシングが起こってしまっている。そのため、カーネルコ
ンパイルプロセスは必要なメモリ領域を実メモリ上に確保するため kswapdを呼び
出さなければならない。そのため、メモリのみならずCPU時間も浪費していたた
めと思われる。
一方Lotteryカーネルは一度確保した実メモリは占有プロセスには奪われること
がない。にもかかわらずコンパイルを完了するために約 111分もの実時間を要し
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ている。この原因として考えられるのは実メモリページの横取り遅延と考えられ
る。本論文で提案するLotteryカーネルは例え占有プロセスにメモリページを占有
された状態であっても、一度メモリページを取り返せば次に奪われることはほぼ
ない。しかし、占有されている状態から奪い返すのに遅延が生じてしまう。カー
ネルコンパイルでは、複数のプロセスを発生させてコンパイルを行う。そのため、
プロセスを発生させるたびに横取り遅延が発生してしまい、その横取り遅延の合
計が 111分という形に表れてたものだと考えられる。
5.4 考察
本節では、上掲した実験 1と実験 2の実験結果から本手法の有効性について考
察する。
5.4.1 実験1の考察
実験 1では、資源濫用攻撃下においてCPU資源とメモリ資源を必要とする対話
プロセスを動作させ、その対話プロセスのレスポンスタイムとRSS量を計測する
ことで Normalカーネルにおける対話プロセスの振る舞いと、本論文で提案する
Lotteryカーネルにおける対話プロセスの振る舞いを比較した。まず CPU資源に
関しての考察を行う。
図 5.3、図 5.9、図 5.15、図 5.21、図 5.27、図 5.33によると CPU占有攻撃、メ
モリ占有攻撃、CPU、メモリ占有攻撃すべての場合において、また、占有プロセ
スを最初に動作、後に動作の両方の場合において、Normalカーネルよりも本論文
で提案する Lotteryカーネルのほうが攻撃時のレスポンスタイムの上昇が少なく、
資源濫用攻撃耐性が強いと言うことができる。これは LotteryカーネルではCPU
資源の利用頻度が高いときは、Lottery木で管理されたチケット配当分のCPU資
源 (クォンタム)しか利用できない。また、逆に他方のプロセスが資源を濫用して
いても一定数の資源量の使用は保証されているため、資源濫用攻撃の影響が最小
限になるように実装されているためであると考えられる。
次にメモリ資源に関しての考察を行う。
図 5.12、図 5.18、図 5.30、図 5.36によるとメモリ資源を狙った占有攻撃に対し、
Normalカーネルは対話プロセスの動作に必要なメモリページの半分～全部を占有
プロセスに奪われてしまっているのが見て取れると思われる。一方、本論文で提
案するLotteryカーネルでは、最初にメモリ資源が占有されている場合は、その取
り返しにいくらかの遅延が生じるものの、一度奪取したメモリページを再び占有
プロセスによって奪われ占有することはほとんどない。これは、対話プロセスの
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使用しているRSS量が Lottery木によって与えられるチケットの配当分以下なの
に対し、占有プロセスはチケットの配当分以上のメモリページを保持、要求して
いるため、OverLimitビットがオンにされ、スワップアウトの対象になりやすく、
kswapd動作時に真っ先にメモリページが奪われていくためと考えられる。そのた
め、対話プロセスのメモリページは犠牲ページの選択の際、スワップアウトされ
る確率が低く、ほとんどメモリページを占有プロセスに奪われることはない。
以上より、本論文で提案する手法はCPU資源、メモリ資源に対してNormalカー
ネルよりも資源濫用攻撃耐性を保持していることが証明できると考えられる。
5.4.2 実験2の考察
実験 2では、バックグラウンドで資源濫用攻撃プロセスを動作させた環境でカー
ネルコンパイルのプロセス時間を計測した。表 5.3はCPU占有プロセスをバック
グラウンドで動作させたときのカーネルコンパイル時間を timeコマンドで計測し
た結果であり、表 5.4はメモリ占有攻撃プログラムが動作している環境下でのカー
ネルコンパイルのプロセス時間である。また、表 5.2は攻撃プロセスを何も動作さ
せていないときのカーネルコンパイル時間である。実験 2-1では本論文で提案する
手法が約 4秒程度の遅延が生じているものの、実験 2-2、実験 2-3では本手法のほ
うがプロセス時間を約半分以下、もしくは約 6分の 1程度まで短縮することに成
功している。
これらは実験 2-2では、占有プロセスに与えられたチケット以上のCPUを使用
させることを制限したため、カーネルコンパイルのプロセスが必要なCPU割り当
てを受けることができた。そのため、占有プロセスの影響を最小限に抑えること
ができたものと考えられる。
また、実験 2-3では、Normalカーネルでは、占有プロセスにほとんどの物理メ
モリページが占有されてしまい実メモリにアクセスするたびにスワップアウト、ス
ワップインを繰り返すスラッシングが発生してしまった。そのため 602分 25秒と
いった膨大なプロセス時間がカーネルコンパイルにかかってしまった。一方、本
論文で提案するLotteryカーネルでは、最初占有されている状態から、メモリペー
ジを奪い取る過程においての遅延時間は発生するものの、一度奪い返したメモリ
ページを占有プロセスに再び取り返されることはほとんどないのでスワップイン、
スワップアウトの回数を極力減らすことがでた。そのためカーネルコンパイル時
間が 111分 24秒とNormalカーネルの 6分の 1程度に抑えることができた。ただ、
Lotteryカーネルでも占有されている状態からメモリページを取り返すのには遅延
時間が生じてしまっているため、大量のプロセスを発生されるカーネルコンパイ
ルでは、その遅延時間が合計され、その影響が顕著にでたものと考えれる。この
遅延時間対策に関しては、今後の予定の章で後述する。
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5.5 本章のまとめ
本章において、本論文で提案する手法の有用性を立証するための実験概要と、そ
の実験結果を載せた。どの実験結果からも本論文で提案する手法が従来の Linux
の資源管理機構よりも資源濫用攻撃耐性が優れていることを示すことができた。
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第6章 結論
本章では、本論文についてのまとめを述べる。また、今後の予定についても述べる。
6.1 まとめ
本論文では、資源濫用攻撃耐性を持つRental-Retrieve型 Lottery資源管理手法
について提案と実装、その評価を行った。本手法では、従来の Linuxカーネルに
資源濫用攻撃耐性を持たせ、後から資源を占有しようとするプロセス、すでに資
源を占有しているプロセスから効率よく資源を奪い取り、必要な分の資源確保を
行うことができる。また、資源チケットのRental-Retrieveを行うことにより、資
源に空きがあるときには効率の良い資源利用を可能となる。
6.2 今後の予定
今後の予定としてまず挙げられるのは横取り遅延の解消である。先にメモリ資
源を占有プロセスの占有されている時、メモリを対話プロセスが奪取するのに一
旦占有プロセスのメモリページをスワップアウトし、空き容量を作らなければな
らない。そのときの遅延時間 10～30秒程度生まれてしまう。これは、横取り遅延
対策用に一定量のメモリを前もって確保しておき、その確保したメモリページか
らメモリ割り当てを行い、後の kswapdの動作の時に占有プロセスからメモリペー
ジを奪いとり、再び横取り遅延対策用としてメモリを確保することを行えば解決
すると思われる。
次に実行速度の改善としてキャッシュ利用効率の改善である。現在の実装だと
キャッシュをあまり効率よく利用していないそのため、実行速度にある程度影響を
与えているものと思われる。
犠牲ページ選択アルゴリズムの精度向上として 2.6系カーネルから採用された
Reverse Mapを利用すれば、本当に資源を濫用しているプロセスのメモリページ
からページを奪い取ることができるので実行効率が向上するものと思われる。
また、他にも配布したチケット量と実際に使用した資源量をフィードバックと
して受け取ることで学習し、それぞれのプロセスに最適なチケットを配布し、資
源濫用プロセスを特定することで本当に悪用しているプロセスからチケットを奪
い取る機能を実装などが考えられる。
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IDSなどと連携することにより本当に資源や権限を悪用してるプロセスからチ
ケットを奪い取り行動を制限する IDSとの連携機能の実装。
などを今後やっていきたいと考えている。
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