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ABSTRACT
The phase field crystal (PFC) model is a conserved continuum model which is
used to investigate the phase behavior of materials near the melting point. The simplest
PFC model, used in the present work, produces solid, liquid, and lamellar phases. The
solid phase features a spatially periodic triangular lattice structure much like the crystal
structure of some real materials.
The present work focuses on the development of computer codes to solve
numerically the differential equations of the PFC model using a Fourier space
formulation. These programs are then used in studies of dendritic growth and Ostwald
ripening. Results of the Ostwald ripening study are compared to experimental data of
diffusion-limited growth of solid Sn domains in a liquid solution of Pb and Sn in
microgravity. Possible next steps for this project are discussed.
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1. INTRODUCTION
Knowledge of materials indicates the technological progress of mankind: stone,
bronze, and iron. Since the beginning of the industrial revolution, experimentation with
and understanding of materials has flourished. In modern times, insight into the atomic
and subatomic workings of matter has allowed the development of many kinds of useful
new materials. With current physical theories we are able to predict with accuracy how a
certain arrangement of atoms will behave on microscopic and macroscopic scales. The
advent of computational physics has enabled interesting new materials to be designed and
tested in silico before being produced in the real world. In other words, it is now possible
to engineer materials from the most fundamental level using computer simulations.
The macroscopic or bulk properties of a material mainly depend on its chemical
composition, crystal structure, and grain structure. The grain structure, or microstructure
in particular, forms during the process of solidification, which occurs over a diffusive
time scale that is very long compared to the period of vibrations of an atom in a crystal.
Accordingly, it is expected that very long simulations would be required to capture these
types of phenomena.
In addition to the long time scale of a typical simulation of a material, there is also
the problem of large length scales. A macroscopic-scale piece of metal may have on the
order of 1021 or more atoms. With current computer technology, it is not feasible to
model so many interacting atoms with the most accurate quantum mechanical methods.
Thus, various models have been developed to predict material behaviors across the vastly
different relevant length scales. Of course, depending on the question being addressed,
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some detail or accuracy must be sacrificed in order to model the behavior of larger
systems over long time scales.
All computational models of materials must trade off certain ranges of length
scales, time scales, and certain details since computer resources are always finite. Density
functional theory simulations, for example, can only probe tens to hundreds of atoms
during very short time scales. Atomistic and ab-initio molecular dynamics simulations
may have hundreds or thousands of atoms but only on a short time scale not exceeding a
few microseconds. Phase field models sacrifice atomic structure, which is taken into
account through some field, in order to probe large time scales and length scales. They
are useful for studies of grain growth, etc., but it is difficult to associate the parameters of
these models with the microscopic properties of the system. A novel approach known as
the phase field crystal (PFC) model is particularly appealing because it allows the study
of large-scale phase behaviors over long periods of time while still incorporating atomic
detail. The PFC model spans the regime between atomic-scale molecular dynamics
models and microscopic-scale phase field models.
Phase field models are used to study the structural and thermodynamic behavior
of different phases of materials, such as liquid and solid phases. Phase field models
employ a conserved field (order parameter) which is uniform in each phase. For example,
in such a model the value of the field in the liquid phase would be a constant and the
value of the field in the solid phase would be some other constant. Thus, this local
parameter describes the thermodynamic properties of the possible phases.
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The phase field crystal model expands on the capabilities of phase field models by
adding spatially periodic modulations in the solid phase. Since the scale of these
modulations is small in comparison to the scale of the phases, the periodic peaks and
troughs may be thought of as atoms and the spaces between atoms, respectively.
It is illuminating to consider the PFC local field as being a coarse-grained time
average of atomic positions or density. In the liquid phase, the atoms diffuse quickly, so
their positions are smeared out to a smooth average liquid density in space. In the solid
phase, the atoms are more rigidly fixed in place so the order parameter or density field
has peaks at the preferred lattice sites.
By their nature, all crystalline solids exhibit elasticity, defects, and multiple
orientations. Phase field crystals follow that rule. So PFC methods may be used to model
elasticity, defects, and related phenomena [1]. In addition, PFC has been used to study
dislocation dynamics [2], colloidal solidification [3], and spinodal decomposition [4],
among many others.
In this work, the development of a computational tool to solve the equations of
PFC is discussed in detail. The application of this tool to two problems, dendritic growth
and Ostwald ripening, is presented. The Ostwald ripening investigation was done as part
of a NASA grant effort.
Voorhees et al. performed a series of coarsening experiments of solid-liquid
mixtures of Pb and Sn (CSLM, CSLM-2, CSLM-2R, and CSLM-3) on board the Space
Shuttle and the International Space Station [5]. The result of the gravity-induced
convective liquid flow that suspended solid particles experience on Earth due to
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differences in the densities of the solid and liquid phases is illustrated in Fig. 1(a) [5]. It is
possible to suspend the particles using Lorentz forces generated by an electric current and
magnetic field, but this technique alters the unperturbed coarsening behavior [6]. This
research was conducted in microgravity in order to eliminate these experimental issues.
Removing the perturbation caused by gravity allowed more ideal coarsening conditions
as shown in Fig. 1(b).
The different experiments in the series probed high volume fraction and low
volume fraction coarsening as well as dendritic growth [5]. In these experiments, the
initially solid mixture was first heated to the eutectic temperature. Then the temperature
was raised slightly to a point (185°C) where the solid and liquid phases coexist and at
which coarsening occurs. Finally, the samples were quenched rapidly to “freeze in” the
configuration of particles. The Pb-Sn phase diagram with relevant points labelled is
shown in Fig. 2.
We received a NASA grant to develop a PFC-based method to accurately model
and reproduce the processes observed in the microgravity Pb-Sn experiments (see Fig. 3).
The proposed method was dubbed Extended Length PFC (EL-PFC). The experimental
samples were several cubic mm in size, but the main goal of the project was to extend the
achievable length scale of the simulation to the cubic-micrometer order of magnitude.
Work on the project was split up into three concurrent parts. First, the
development of free-energies for Pb and Sn was necessary. Pb has a FCC structure, but
Sn has a tetragonal structure that has not been modeled with PFC before. Next, molecular
dynamics simulations were undertaken to determine material properties such as the liquid
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density and elastic constants which would be used as input to the PFC model. Finally, the
implementation of an efficient and scalable binary PFC computational tool would be
critical. My focus in this project has been on implementing this EL-PFC algorithm.
This material is based upon work supported by the National Aeronautics and
Space Administration under Grant NNX16AT77G issued through the NASA/Marshall
Space Flight Center.

5

2. MATERIALS MODELING METHODS
Theoretical methods to investigate the thermodynamic and structural properties of
crystalline solids are usually very approximative. Various methods have been developed
to solve these kinds of problems numerically. Among these methods are classical density
functional theory, atomistic molecular dynamics, and phase-field models. Below, I will
briefly describe these methods.
2.1. Classical density functional theory
The Schrödinger equation for many-electron systems is impossible to solve
exactly. An alternative is classical density functional theory (CDFT). CDFT is based on
the hypothesis that the electron density alone determines the Hamiltonian of a system [7].
A functional F of the electron density n(r) may be defined as
F [n(r)] = 〈Ψ |T + U | Ψ〉 ,

(2.1)

where Ψ is the ground state wavefunction, T is the kinetic energy operator, and U is the
potential energy operator [7]. Then the energy functional may be written as
E [n] = F [n] + ∫dV v(r)n(r) ,

(2.2)

where v (r) is the external potential [7]. The minimum of this functional is the ground
state energy.
Actual calculations of the ground state density is accomplished by considering the
electrons to be non-interacting and changing the potential to an effective potential. The
coupling of the electrons is taken care of via this effective potential. Then, the free energy
functional may be written as
F [n(r)] = T [n(r)] + E H [n(r)] + E xc [n(r)] ,
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(2.3)

where E H is the Hartree energy and E xc is the exchange-correlation energy. The density
functional theory of freezing was introduced by Ramakrishnan and Yussouff in 1979 [8].
Although CDFT is very accurate, it is limited to very small systems and very short times.
2.2. Atomistic molecular dynamics
Atomistic molecular dynamics (AMD) models have been in use for decades to
attack problems in various fields including physics, chemistry, biology, and materials
science. In general, the atoms in the system under study are represented by points which
interact via some potential energy function. In this model, each atom experiences a force
(either attractive or repulsive) from every other atom. The forces are simply summed up
for each atom and applied on each atom at each timestep. Thus, AMD uses classical
mechanics to approximate the quantum mechanical interactions between atoms.
A typical, very simple, interatomic potential used in AMD simulations is the
Lennard-Jones potential energy,
V (r) = 4ε[(σ/r)12 − (σ/r)6 ],

(2.4)

which has a well centered at the equilibrium atomic spacing [9]. The Lennard-Jones
potential features a hard repulsive “wall” (12th power term) representing the Pauli
exclusion at short distances and a long, attractive “tail” (6th power term) at longer
distances. This potential is designed such that, at low enough temperature, atoms tend to
order in a crystalline structure and vibrate about their preferred lattice sites. At higher
temperatures, entropic effects dominate and crystalline order is destroyed, resulting in a
liquid state.
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The simple Lennard-Jones potential cannot accurately describe properties of a
particular solid, and fails to predict a wide variety of crystal structures. Many other
interatomic potentials therefore have been developed to offer greater accuracy at the
expense of computation time. Ab initio quantum mechanical as well as empirical
potentials have found successful application. Empirical potentials, such as the one used in
the embedded-atom method, usually have a large number of parameters which must be
adjusted carefully to fit experimental data [10].
AMD simulations are marked by two main disadvantages. First, the typical
number of atoms in AMD simulations does not exceed a few thousand. Second, the
simulation time scale does not exceed a few microseconds. Many important properties of
materials derive from their fundamental crystalline structure and microstructure, and
many interesting phenomena, such as the process of solidification, occur on diffusive
time scales which are unfeasible using AMD simulations for systems large enough to
probe the length scales of interest.
2.3. Phase field models
Phase field models have been developed to investigate phase behaviors, pattern
formation and growth, and interface kinetics, among others [11]. Phase field models are
based on the Ginzburg-Landau free energy functional [1] and employ a conserved order
parameter field which is uniform in each phase. Expected behaviors such as coalescence
are innate features of these models. More complicated models may include two or more
phase fields which allows multiple solid phases to exist, an orientational field for the
crystalline directions, as well as elastic fields.
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Essentially, the goal of phase field models is to solve numerically the diffusion
equations which determine the behavior of the system. For the difference in the local
volume fractions, or concentrations, φ , of the two components of an alloy, the continuity
equation is given by
→

(2.5)

J =− M ∇μ ,

(2.6)

∂φ/∂t =− ∇·J ,
where J is the flux of φ . Now, the flux is
→

where M is a constant related to the mobility of the particles and μ is the local chemical
potential, defined as
μ(φ) = δ F [φ]/δφ ,

(2.7)

where F [φ] is a free energy functional and δ F [φ]/δφ is the functional derivative of
F [φ] with respect to φ [1]. A general free energy functional has the form
F = ∫dV (f + 12 ε2 |∇φ|2 ) ,

(2.8)

where f is the free energy density, φ is the order parameter, and ε is a constant [1].
Combining Eq. (2.5) through Eq. (2.7) gives
∂φ/∂t = ∇{M ∇(δF [φ]/δφ)} ,

(2.9)

which has the form of the Cahn-Hilliard diffusion equation [12]. A conserved random
noise term may be added to the end of Eq. (2.7) to account for thermal fluctuations which
should be present at finite temperatures.
Phase field methods ignore atomistic detail which allows large scale phase
structures and behaviors to be studied over long time scales. Due to their coarse-grained
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nature, however, phase field models are not suitable for describing atomic-scale
properties and phenomena that depend on detailed microscopic properties.
For example, in coexisting liquid-solid phases, the value of the field is uniform in
both the liquid and solid phases and gradually changes at the interfaces. Thus, the order
parameter in a phase field model is useful to extract the macroscopic thermodynamic
properties of the various phases predicted by the model, as well as some interfacial and
dynamical properties. Phase field models can be investigated theoretically through, for
example, mean field approximations as well as renormalization group theory [13].
Langevin equations can be derived from the free energy functionals of these models and
integrated numerically [14]. Phase field models have been used extensively during the
last fifty years to investigate the phase behavior of multicomponent systems [15], details
of their phase transitions [15], including whether these are first or second order phase
transitions, as well as dynamics such as the kinetics of spinodal decomposition [16] and
nucleation [17].
2.4. Phase field crystal models
Phase field crystal models are an extension of phase field models that include
periodic structure in the solid phases. This added periodicity provides elasticity and other
important behaviors of crystalline materials in a natural fashion. Various different PFC
models, including multi-mode and multi-component models, have been developed to
investigate associated phenomena of interest. The next section briefly reviews previous
work in those different areas.
The free energy of a PFC model is defined as
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F [φ] = ∫dV H(φ) ,

(2.10)

where H is a local free energy density, φ is some conserved local field, and dV is an
element of volume. For the one-mode PFC, the free energy functional is of the form
F D [φ] = ∫dV [ 12 φ{aΔT + λ(q 2o + ∇2 )2 }φ + 14 uφ4 ] ,

(2.11)

where ΔT = T − T melt is the undercooling, and λ , q o , a, and u are constants [18].
It is convenient to rewrite Eq. (2.11) in a reduced form, so that all the constants
are hidden, as
2

F [ψ] = ∫dV { 12 ψ[r + (∇2 + 1) ]ψ + 14 ψ 4 } ,
1/2

where F = F D u/(λ2 q o8−d ) , r = ΔT a/(λq 4o ) and ψ = φ(u/(λq 4o ))

(2.12)

[18]. In the absence of

thermal fluctuations, the Helmholtz free energy of the system is equal to F D . This would
correspond to a thermodynamic state in which F D , and hence F, is minimized.
Since ψ is a conserved field, it can be described by the Langevin equation
∂ψ/∂t = ∇2 (δF [ψ]/δψ) ,

(2.13)

where δ F [ψ]/δψ is the functional derivative of the free energy with respect to the local
field ψ . Eq. (2.13) is therefore a mean field approximation.
Substituting Eq. (2.12) into Eq. (2.13) and evaluating the functional derivative, we
arrive at the equation of motion for ψ ,
2

∂ψ/∂t = ∇2 [(δ/δψ)∫dV { 12 ψ[r + (∇2 + 1) ]ψ + 14 ψ 4 }] ,

(2.14)

leading to
2

∂ψ/∂t = ∇2 {[r + (∇2 + 1) ]ψ + ψ 3 }
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(2.15)

in the absence of thermal fluctuations. Now, since Eq. (2.15) is a fourth order nonlinear
partial differential equation, it would be very difficult or impossible to solve analytically.
However, it can be solved numerically using the approach described earlier, Eqs.
(2.5-2.7). Since Eq. (2.15) describes the evolution of the field in time, it may be used to
investigate the kinetic properties of the model. Further details on the numerical method to
solve Eq. (2.15) are presented in Chapter .
Minimization of the free energy leads to the phase diagram in Fig. 4. At a certain
effective temperature r, the average density ψ o of the system determines the phase. A
uniform liquid system is metastable outside the liquid region of the phase diagram.
However, when a spatial fluctuation or solid nucleus is introduced in the liquid, the
metastability is interrupted. In the solid phase, the average density is so high that the
entire system will be filled with atoms as shown in Fig. 5(b). In the solid-liquid
coexistence region shown in Fig. 5(a), there is enough excess density to form some solid
but eventually the average density of the liquid drops to an equilibrium value and
coexistence between the two phases develops. In the liquid phase, the average density of
the liquid will increase at the expense of any solid that is present. The lamellar phase
(Fig. 5(d)) is predicted by the PFC model but is unphysical for the description of
crystalline solids.
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3. REVIEW OF PFC LITERATURE
The PFC model was first presented over 15 years ago. Since then, much work has
been done to give the model a rigorous foundation, improve upon it, and apply it to
various problems in materials science. For example, PFC has been given a rigorous
theoretical foundation and generalized to include arbitrarily many modes as well as
multiple components. In this chapter, I review some of the major contributions to the
body of work regarding the PFC model.
3.1. Single-mode PFC
The original PFC model was introduced in 2002 by Elder et al. [19]. This model
employs the simplest possible free energy functional to produce periodic states. That
free-energy functional is, in dimensionless form,
2

F = ∫dV { 12 ψ[r + (∇2 + 1) ]ψ + 14 ψ 4 } ,

(3.1)

where ψ is the density and r depends on temperature. Specifically, this free-energy
functional produces lamellar, triangular lattice, and liquid phases in 2D (see phase
diagram Fig. 4). A two-component (binary) free-energy functional, which was shown to
exhibit structural phase transitions, was also presented. In this work, Elder et al. sought to
validate and demonstrate the capability of their new model by comparing their simulation
results with established theories in several ways. Grain boundaries form when two
crystals meet with an orientation angle that is not the same. The energy of such a
boundary was calculated from a numerical simulation and found to be consistent with the
theoretical value from the Read-Shockley equation [20]. Grain boundary growth was also
studied by tracking the number of defects present. The number of defects was found to

13

decrease logarithmically with time. A simulation of epitaxial growth was performed and
compared to results from the Matthews-Blakeslee equation [21]. This equation deals with
buckling of growth layers on a substrate material whose lattice constant differs slightly
from the growth material. The model behavior was found to be consistent with the
theoretical predictions.
In 2004, Elder and Grant further investigated their model by demonstrating its
capabilities [18]. In addition to the elastic constants, the vacancy diffusion constant was
calculated analytically and from numerical simulations. Systems composed of many
grains of differing orientations were subjected to an increasing strain. The resulting stress
was calculated and found to increase linearly for small strains. This process was repeated
for different average grain sizes and for different strain rates. The yield stress and elastic
modulus were found to depend inversely on the average grain size, as expected. The
system under strain was also used to demonstrate crack propagation. When a small slice
was removed from a perfect crystal under strain, a crack grew outwards from the slice. In
a grain growth study, it was observed that grains meeting at smaller orientation angles
combined to eliminate the grain boundary more rapidly than those with a greater
mismatch.
In 2007, Elder et al. made an attempt to relate the PFC model to the density
functional theory (DFT) of freezing [22]. They showed that the free energy of PFC is
related to the correlation functions of DFT, and that the parameters of PFC are related to
the constants of DFT. In other words, the PFC method may be considered as an
approximation of DFT. This group also developed a binary model based on the free
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energy functional derived from DFT [22]. The resulting binary PFC model was used to
simulate dendritic and eutectic solidification and epitaxial growth. In addition, spinodal
decomposition was studied. During spinodal decomposition, a single mixed phase
separates into its component phases. A simulation of this process was presented where a
binary liquid phase separated into dispersed single-component domains which then
coalesced, creating large single-component domains.
In 2011, Tegze, Toth, and Granasy investigated faceting during crystal growth
around a nucleus [23]. They show that PFC reproduces the two known growth modes
which determine the shape of the crystal. The slow mode is driven by diffusion and is
evidenced by a depletion region of the liquid density at the growth front. The fast mode
occurs when the liquid density is high enough that a depletion at the growth front does
not form and there is always excess density present to drive growth. Both modes may
exist in the same system since the local arrangement of solid essentially determines the
behavior. The effect of thermal noise on growth was also investigated by this group. The
presence of thermal fluctuations causes a departure from orderly, symmetrical growth.
Instead, extensive branching dominates and an irregular fractal-like growth pattern
emerges.
In 2014, Tang et al. characterized the different crystal growth patterns that may be
observed around nuclei in the coexistence region [24]. This work classified three distinct
growth forms as equilibrium crystal (faceted and non-faceted), spherical, and dendrite
shape. Within the dendrite shape category there are three variations of the pattern which
depend on the behavior of the dendrite tip. A phase diagram with all of the possible
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growth forms was presented. Also, the relationship between growth pattern and velocity
is shown. The authors emphasize the function of the parameters ψ and r by referring to
them as the macroscopic driving force and the microscopic crystalline anisotropy,
respectively.
3.2. Multi-mode PFC
By including more modes, additional lattice orderings may be stabilized. In 2010,
Wu et al. introduced two-mode PFC in order to study FCC (in 2D, square) crystals
quantitatively [51]. The free-energy functional for this model is
2

2

F = ∫dV ( 12 ψ{r + (∇2 + 1) [(∇2 + Q21 ) + R1 ]}ψ + 14 ψ 4 ) ,

(3.2)

where the ratio of the second and first reciprocal lattice vector wavelength is
Q1 = q 1 /q 0 = √4/3 and R1 = r1 /q 40 . The preferred crystal structure was tuned using the
parameter r1 , with r1 = 0 producing the FCC crystal structure. The elastic constants
were calculated analytically and compared to predictions from molecular dynamics
simulations, and found to be reasonable. It was also shown that the tetragonal shear
modulus, which is 0 in the one-mode model, becomes finite when the second mode is
included.
In 2015, Asadi and Zaeem showed that the free-energy functional of Wu et al.
[51] (Eq. (3.2)) is actually not minimized with respect to q if R1 is not set to zero [25]. A
modified free-energy functional,
F = ∫dV { 12 ψ(r + [(1 + ∇2 )2 + Ro ][(Q21 + ∇2 )2 + R1 ]ψ + 14 ψ 4 } ,

(3.3)

was presented which includes an additional dependent parameter Ro . The value of Ro
was determined such that the free energy density was exactly minimized. Further, the
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addition of that parameter Ro allowed the relative influence of the two modes to be
adjusted. The phase diagram of this model was calculated along with several properties
such as the elastic constants.
In 2013, Mkhonta, Elder, and Huang generalized the idea of using multiple modes
for PFC [26]. The general multi-mode free-energy functional is, in dimensionless form,
N −1

2

F = ∫dV { 12 ψ(r + λ ∏ [(Q2i + ∇2 ) + bi ])ψ − τ3 ψ 3 + 14 ψ 4 } ,

(3.4)

i=0

where r, λ, τ are constants and bi is a parameter used to tune the crystal structure.
Actually, bi adjusts the relative influence of the ith mode. With this framework it is
possible to extend the model to any number of desired modes, with the only drawback
being the necessary addition of more bi parameters. However, it was shown via
examples of numerical simulations that the inclusion of just three modes is sufficient to
produce all five 2D Bravais crystal structures plus other more exotic structures.
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4. NUMERICAL AND COMPUTATIONAL METHODS
The PFC model is based on a free energy functional as described by Eq. (3.1).
From this, a Langevin equation may be obtained and solved numerically. Details of two
different numerical solving methods, the finite difference and spectral finite difference
methods, are discussed in this chapter. The computer algorithm used to accomplish the
spectral finite difference method and technical details of its implementation are also
discussed.
4.1. Finite difference method
In the present work, the order parameter field was discretized by defining it at
evenly spaced, regular points (meshpoints) on a grid (mesh) with periodic boundary
conditions. This approach was chosen for its simplicity.
An alternative is to define grid points closer together where the most complexity
arises and farther apart where there is less detail. In effect it is a compression algorithm to
efficiently capture the important details without wasting mesh points on large uniform
areas. This technique, called adaptive mesh refinement (AMR), has been applied to PFC
with success [27]. The disadvantage of AMR is increased complexity and overhead in
programming.
The even-power spatial derivatives that appear in the PFC equations are also
known as the Laplace operator or simply the Laplacian. The Laplacian appears in many
branches of physics such as electrostatics, quantum mechanics, and of course, diffusion
processes. It is defined as the divergence of the gradient of a scalar function. In 2D, the
Laplacian is the sum of the one-dimensional second derivatives,
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∇2 = ∂2 /∂x2 + ∂2 /∂y 2 .

(4.1)

Now, considering just one dimension,
∂2 ψ(x)/∂x2 = ∂ /∂x(∂ ψ/∂ x) ,

(4.2)

where, by the fundamental theorem of calculus,
∂ψ(x)/∂x = [ψ(x + Δx) − ψ (x)]/Δx ,

(4.3)

as Δx → 0 . Taylor expanding ψ (x + Δx) to the first order around Δx = 0 yields
ψ (x + Δx) = ψ (x) + Δx(∂ψ/∂x) ,

(4.4)

also known as the forward difference formula. The combination of the forward difference
with the analogous backward difference yields the central difference,
∂ψ(x)/∂x = [ψ(x + 12 Δx) − ψ (x − 12 Δx)]/Δx .

(4.5)

The second derivative therefore is given by
∂2 ψ(x)/∂ x2 = [∂ψ(x + 12 Δx)/∂x − ∂ψ(x − 12 Δx)/∂x]/Δx .

(4.6)

Reapplying the central difference Eq. (4.5) to the right hand side terms of Eq. (4.6), we
have
∂ψ(x + 12 Δx)/∂x = [ψ(x + Δx) − ψ (x)]/Δx ,

(4.7)

∂ψ(x − 12 Δx)/∂x = [− ψ (x − Δx) + ψ (x)]/Δx ,

(4.8)

which are substituted back in to Eq. (4.6) to finally give the discretized 1D Laplacian
∂2 ψ(x)/∂ x2 = [ψ(x + Δx) + ψ (x − Δx) − 2ψ(x)]/Δx2 .

(4.9)

The same process described in Eqs. (4.2-4.9) may be applied in exactly the same way in
the other dimension. Adding x and y dimensions together gives the discretized 2D
Laplacian
∂2 ψ(x, y )/∂ x2 + ∂2 ψ(x, y )/∂y 2 =
[ψ(x + Δx, y ) + ψ (x − Δx, y ) + ψ (x, y + Δy) + ψ (x, y − Δy) − 4ψ(x, y )]/Δn2 ,
19

(4.10)

where the mesh spacing is the same in each dimension ( Δx = Δy = Δn ).
If our system is divided into a grid of N x × N y = n meshpoints with a spacing of
Δn between them, Eq. (4.10) may be applied immediately to evaluate the Laplacian at
any given meshpoint i . For example, if ψ (x, y ) = i, ψ(x + Δx, y ) = ψ (i + 1) . Evaluating
Eq. (4.10) requires the value of i and the values of the nearest neighbor points as shown
in Fig. 6.
The discretized equation for the fourth derivative may be obtained in a similar
way to the method shown in Eqs. (4.5-4.10) . To a first order approximation, the
discretized fourth derivative requires the values of the next-nearest neighbors in addition
to the nearest neighbors.
The spatial derivatives in the equation of motion of the order parameter are the
most difficult part of the equation to evaluate numerically. In real space, the approximate
evaluation of these derivatives requires many neighboring mesh points to be checked.
The spacing between mesh points also must be small for reasonably accurate results. The
reason a small mesh spacing is required is that there must be a sufficient number of points
defining the atomic interfaces. With too few points, the interfaces become very sharp so
the calculated gradients become artificially high.
4.2. Spectral finite difference method
An alternative approach is to utilize the properties of Fourier transforms to solve
the equation of motion. Spatial derivatives in real space become multiplications by a
constant in Fourier space. Thus, providing the field may be Fourier transformed, the
remaining calculation is trivial. A further advantage of spectral methods is that there is no
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significant computational impact to using multi-mode PFC, which was regarded as a
possible necessity for this project. For these reasons, a spectral finite difference method
was used for this research.
Luckily, there are freely available efficient Fourier transform software libraries.
The FFTW library was selected since it is well documented and known to have good
scalability to large system sizes [28].
The Fourier transform of a function in one dimension may be defined as
f (t) =

√

1
2π

∞

∫ g(ω)exp(− iωt)dω ,

−∞

(4.11)

where g (ω) is the transform of the arbitrary function f (t) [29]. Of course, the domain
changes from real space, t, to frequency space, ω , upon transforming. In order to be
calculated numerically, Eq. (4.11) must be discretized as
fj =

1
√N

N −1

∑ g p exp(− ijk p ) ,

(4.12)

p=0

where g p is the discrete Fourier transform of f j and k p = 2πp/N [29]. Thus, k p varies
from 0 to 2π as p advances from 0 to (N − 1) .
Evaluating the spatial derivatives, multiplying, etc. is all done at a single point in
time. Therefore there is still the issue of evolving the system through time. Explicit time
stepping methods, of which type the forward Euler method is, require a small time step.
There is a danger of the solution diverging if the time step is set too high. Implicit
methods are more complicated but allow a much larger time step.
A semi-implicit method exactly as described in Appendix B.4 of [1] was
implemented. The equation of motion,
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2

∂ψ/∂t = ∇2 {[r + (∇2 + 1) ]ψ + ψ 3 } ,

(4.13)

is Fourier transformed to give the frequency-space equation
2

∂ψ k /∂t = Δ2k {[r + (Δ2k + 1) ]ψ k + ψ 3k } ,

(4.14)

where ψ k is the Fourier transform of ψ and Δ2k = − k 2 is the Fourier space Laplacian
2

operator. Eq. (4.14) may be rewritten by substituting wk = Δ2k [r + (Δ2k + 1) ] and
nk (t) = Δ2k ψ 3k (t) as
∂ψ k (t)/∂t = wk ψ k (t) + nk (t) .

(4.15)

Now, Eq. (4.15) is solved for ψ k ,
t

ψ k (t) = exp[wk t] ∫ exp[− wk s]nk (s)ds + exp[wk t]ψ k (0) .

(4.16)

0

The state of the field a very short time later is given by replacing t with t + Δt in Eq.
(4.16) and simplifying,
t+Δt

ψ k (t + Δt) = exp[wk Δt]ψ k (t) + exp[wk (t + Δt)]

∫ exp[− wk s]nk (s)ds .

(4.17)

t

It can be shown that the second term in Eq. (4.17) may be approximated to second order
by ΔtΔnk (t) , so Eq. (4.17) may be rewritten as
ψ k (t + Δt) = exp[wk Δt]ψ k (t) + ΔtΔ2k ψ 3k (t) .

(4.18)

The usefulness of Eq. (4.18) is limited by its second term, which will diverge if the
timesteps are not very small. Another approximation may be introduced to increase the
timestep size. To a first order approximation,
2

2

exp[ΔtΔ2k (r + (Δ2k + 1) )] = 1 + [ΔtΔ2k (r + (Δ2k + 1) )] ,
which may be rearranged as
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(4.19)

2

ΔtΔ2k = (exp[wk Δt] − 1)/(r + (Δ2k + 1) ) .

(4.20)

There are many other valid substitutions for ΔtΔ2k following the same pattern as Eqs.
(4.19-4.20), however Eq. (4.20) works very well. By substituting Eq. (4.20) into Eq.
(4.18), the final time stepping scheme is reached:
2

ψ k (t + Δt) = exp[wk Δt]ψ k (t) + (exp[wk Δt] − 1)(ψ 3k (t)) /(r + (Δ2k + 1) )
= uk ψ k (t) + v k ψ 3k (t) ,

(4.21)

2

where Δ2k =− k 2 , uk = exp[wk Δt] and v k = (uk − 1)/[r + (Δ2k + 1) ] .
4.3. Computer algorithm
The Eq. (4.21) is solved using a computer algorithm as shown in Fig. 7. This
spectral method requires two Fourier transforms in the forward direction (one each for ψ
and ψ 3 ) and one in the backward direction to obtain the real-space solution at (t + Δt) . It
is necessary to transform forward and backward on every timestep because ψ 3 must be
calculated in real space.
The terms uk and v k in Eq. (4.21) are constants which depend on the simulation
parameters and mesh position (wave number k), and do not change with time. In
principle, uk and v k may be calculated only once, stored, and reused when needed.
However, the memory required to store them is more precious than the computation time
required to calculate them, so they are recalculated at each timestep.
In one-mode PFC, the only parameters of the model are ψ o and r. However, there
are several more numerical parameters which may be set according to experimental
requirements. These parameters include the (equal) number of meshpoints along each
direction N, the mesh point spacing Δn , and the time step Δt .
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Increasing Δt increases the dimensionless time t covered during τ timesteps of
the simulation according to t = τ Δt . Δn affects the number of possible lattice sites A in
one dimension according to A = N Δn/a , where a is the equilibrium lattice spacing.
Usually, Δn and Δt are maximized to make the most efficient use of computation time.
Parameters Δn and Δt affect the stability and accuracy of the calculations. The
approximations used to reach Eq. (4.21) require that uk = exp[wk Δt] ≈ 1 which means
that wk Δt ≈ 0 . Since wk principally depends on Δ2k =− 4π 2 (k 2x + k 2y )/(N Δn)2 ,
wk Δt ~ Δt/(N Δn)2 . Typically, Δt/Δn2 has an order of magnitude around 0 to 1 and the
requirement for small wk Δt is taken care of by 1/N 2 which is around 10−6 to 10−9 .
Thus, the error introduced by increasing Δt is subtle. The periodic structures, and more
importantly their interfaces, become more well defined when Δn is decreased as shown
in Fig. 8.
4.4. Algorithm implementation
I developed codes in C++ to perform the numerical simulations and perform
analyses of the results. Development of the program was iterative. I began by using serial
(one CPU) real space calculations to evaluate small 2D systems before extending to 3D.
Next I used openMP to parallelize the spatial calculations [30]. Using openMP allowed
the utilization of all CPUs on a single node, which all share memory.
Next I implemented a spectral method for calculating the spatial derivatives but
with Euler time stepping. Euler time stepping requires very short time steps to avoid
divergence, so it is very slow. I moved on to the final semi-implicit spectral method
which allows for much larger time steps.

24

Then I developed a distributed-memory parallel code using Open MPI to
accommodate the larger system sizes [31]. Systems of up to 32 7682 ≈ 109 meshpoints
were tested. The main advantage of parallelizing in this application is to allow for the
large memory footprint required. When using Open MPI, the memory used to hold the
system state is split evenly across all the involved nodes. However, the drawback is that
routines such as FFTs must use cross-node communication to access all necessary parts
of the system. Cross-node communication is fast but still much slower than accessing
memory in the same system. Scaling results of the Open-MPI-enabled code are shown in
Fig. 9.
For technical reasons, system dimensions were limited to equal length powers of
two. This restriction also simplified the programming of the other routines such as
analysis outside of the main program.
All numerical simulations were completed using the Penguin computer cluster at
the University of Memphis. The maximum processors a single user can request to use on
the Penguin cluster is 256. The largest number of CPUs used was 128 (8 nodes x 16
processors per node).
For system sizes of up to 16 3842 mesh points, I developed a CUDA code to make
use of the parallel capability of a single graphics processing unit (GPU), which contains
thousands of stream processors. I used the freely available cuFFT library to perform the
required Fourier transforms [32]. To my knowledge, the application of GPU computing
to the problem of PFC has not been done before.
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In a test using CUDA on an N=8192 system, the calculation of FFTs required
about 76% of the total computation time while normalization, cubing, and Fourier space
calculations required about 7%, 7%, and 10%, respectively.
In another test, it took 566s to evaluate 1000 timesteps on a 40962 system using
32 CPUs but only 126s using one CUDA card. Therefore, in this application, one GPU
was faster than 128 CPUs working in parallel using Open MPI.
The limitation in using GPUs is that they have a small amount of memory into
which the entire mesh must be loaded in order to perform the Fourier transform of the
system. The cuFFT library supports multiple-GPU FFTs but even this would not be very
useful since the memory requirement for 2D systems quadruples when the linear
dimension doubles. Plus, the necessary cross-GPU communication would reduce the
overall speed. In fact, in a test of multi-GPI capability, two GPUs were found to be 50%
slower than one GPU.
In both the GPU and the CPU routines, real-to-complex (R2C) and
complex-to-real (C2R) FFTs were used for forward and inverse FFTs, respectively. R2C
FFTs exploit the fact that the FFT of real data has symmetric properties. Instead of
storing the symmetric (i.e. duplicate) information twice, it is stored once and referenced
where necessary. The amount of memory required for a 2D array of real values is N x N y .
The complex-to-complex (C2C) FFT of that data requires twice that amount in order to
store the complex values, so 2N x N y . However, the R2C and C2R FFTs only require
2N x (1 + N y /2) which is a reduction of almost one half compared to the C2C transform.
In addition to the memory savings, there is a similar decrease in calculation time since the
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C2C FFT of real data actually must operate on input data which has been 0-padded to
size 2N x N y .
I also developed a routine to convert the discretized field peaks into atomic
position coordinates. This allowed the number atoms to be counted and their positions
easily plotted. For the Ostwald ripening studies, I used a similar algorithm to combine
clusters of atoms into particles, which could then be tracked. I also was able to track the
number of atoms at the interfaces between solid and liquid using this algorithm.
The size of atoms is directly related to the mesh spacing. Since the mesh spacing
has a direct relationship with the effective system size, it is set as low as possible while
still maintaining acceptable accuracy.
The equilibrium atomic spacing for a 2D triangular system is a = 4π/√3 [18].
This means there are about 110 atoms in one dimension of a system of side length
N = 1024 using a typical mesh spacing Δn = π /4 , or over 104 atoms in 2D. In a large
N = 16 384 system with the same mesh spacing, about 3 × 106 atoms are allowed. If the
lattice constant is estimated to be 0.1 nm, then a 16 3842 -meshpoint system corresponds
to an area of approximately 0.03 µm2. Then the largest tested size, 32 7682 meshpoints,
corresponds to 0.12 µm2.
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5. RESULTS AND DISCUSSION
In this work, two different solidification phenomena were studied using the PFC model:
Ostwald ripening and dendritic growth. Both of these are solid-liquid coexistence phase
phenomena which have important effects on material properties. Ostwald ripening is a
diffusional coarsening phenomenon which occurs at the low volume fraction limit.
Dendritic growth, on the other hand, is a process that occurs at high supersaturations. In
this chapter, the theoretical background, simulation methods and results, and discussion
of the results of each study is presented.
5.1. Ostwald ripening
Ostwald ripening is the phenomenon in which distinct solid particles in
equilibrium with liquid exchange atoms by diffusion [33]. In this process, larger particles
grow at the expense of smaller particles. As time goes on, the total number of particles
decreases and the size of the remaining particles increases.
5.1.1. Theory of Ostwald ripening
The classical theoretical description of the Ostwald ripening phenomenon was
introduced by Lifshitz and Slyozov [34] and separately by Wagner [35] in 1961. This
seminal work is often referred to as LSW theory. The LSW theory assumes infinitely
separated spherical particles in a system having 0% volume fraction. In addition, it
assumes that an infinitely long coarsening times have occurred so the system is at a
steady state.
LSW theory predicts that the average radius R of the particles is given by [34]
R ~ t1/3 .
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(5.1)

When the conditions for Ostwald ripening are met, the total mass M of atoms in the
coarsening solid phase is constant. Assuming the particles are in a 2D system, the total
mass may be related to the number of particles P and their average area A by
M = PA.

(5.2)

Since the average area is proportional to the square of the average radius, Eq. (5.2)
becomes
M ~ PR
P ~R

2

−2

.

(5.3)

Knowing the relationship between R and t from Eq. (5.1) allows us to write the
time dependence of P as
P ~ t−2/3 .

(5.4)

From this equation, other time-dependent properties of the ripening system may be
obtained. For example, the length of solid-liquid interface I depends on the average
radius directly, so
I ~ t−2/3

(5.5)

as well. The reduction of free energy in the ripening system results entirely from the
reduction of the interface length, so it too should follow this relation.
Another prediction made by LSW theory is that the particle size distribution
function in terms of R/R should be time independent with a maximum particle radius
50% larger than the average radius [34].
Comparisons between my simulation results with LSW theoretical predictions are
presented in Section 5.1.4.

29

5.1.2. Simulation methods
I wrote a Matlab [36] code to process images of Sn particles produced from the
CSLM microgravity experiments [37]. This code generated coordinates and particle radii
which I was then able to readin to my C++ program to use as initial conditions for my
Ostwald ripening simulations. An example of this process is shown in Fig. 10.
There were several problems with this approach. There were far too many
particles in the reference images to include in a simulation due to technical restrictions
(see section 3 for details on minimum particle size). This problem was easily solved by
sampling a smaller image (Fig. 10(b)) from the reference image (Fig. 10(a)). However,
this fix introduced new difficulties such as the fact that periodic boundary conditions
were not automatically taken into account. Pieces of particles present at the boundary of
the sample image could be removed or completed in the simulation, but either method
alters the original size and space distributions. In addition, the overall size distribution of
particles was not guaranteed to be preserved in the arbitrarily selected image sample. The
size of particles could easily be scaled in the simulation, but the size distribution could
not be changed without adding or subtracting particles. Since artificial changes to the
reference data were required anyway, this effort was abandoned and fully artificial initial
conditions were used for all other Ostwald ripening simulations.
Several different artificial system initial conditions were tested. Ideally, the
system should evolve from a supersaturated melt with some small thermal noise.
However, the low volume fraction requirement meant that the supersaturation was not
high enough to permit homogeneous nucleation of solid domains out of the thermal noise.
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Instead, the system smoothed out the initial fluctuations. This smoothing also occurred
when thermal noise was added on every timestep. Therefore, it was necessary to seed the
system with solid particles initially, meaning that the simulations began with a
pre-coarsened distribution of particles.
The simulation systems were mostly liquid. I specified low volume fractions (
σ ≤ 30% ) of solid, so a large system size was required to have a significant number of
particles. The original size distribution of the particles was set following the theoretical
predictions of Yao et al. shown in Fig. 11 [38]. This distribution widens as
supersaturation is increased [38].
The spatial distribution of the particles was uniformly random with the caveat that
the particles were well spaced. The minimum center-to-center spacing between two
particles of radius r1 and r2 to avoid overlap when being placed is r1 + r2 . In these
experiments the minimum spacing was set to be 1.5(r1 + r2 ) . I observed that particles
closer than 1.5(r1 + r2 ) were likely to coalesce, which was not desired. I therefore used a
minimum spacing of 1.5(r1 + r2 ) between particles in order to prevent coalescence
events.
The nuclei were set to have an average radius R equal to the minimum stable
radius Ru , the determination of which is discussed in section 5.1.3. For an N = 4096
system, Ru = 181 which corresponds to approximately 500 atoms in an average particle
with mesh spacing Δn = π /4 .
By adding a nucleus with an average density equal to ψ S to a liquid system at ψ L ,
the total average density ψ o of the new system effectively increases, which allows a
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stable solid to coexist with the liquid phase. The relationship between the volume fraction
σ and the average densities of the phases is given by the weighted average
ψ o = σψ S + (1 − σ )ψ L .

(5.6)

For example, the total average density of a system with r = -0.2, σ = 0.10 ,
ψ S =− 0.26561 , and ψ L =− 0.30171 is ψ o =− 0.29810 .
As previously mentioned, the largest simulation attempted for long times
corresponds to an area of approximately 0.03 µm2. Typical experimental systems are of
course much larger, on the order of 10 mm2 [5]. Fortunately, the scaling behavior of
Ostwald ripening implies that we can investigate much smaller systems, as long as the
average domain size is much larger than the thickness of the solid-liquid interface. In
other words, the results of these relatively small simulations may be compared to
published experimental results.
Even though the microgravity experiments were performed on a binary mixture of
Pb and Sn, the solid phase is mainly composed of Sn [39]. Therefore, the coarsening
behavior of the solid phase may be modeled using single-component PFC by simply
ignoring all the liquid phase Pb. The liquid phase is nearly constant in the PFC model, so
the presence of liquid Pb was not expected to have much effect on the ripening process of
the Sn.
My simulations were conducted in the absence of stochastic thermal noise. I
found that thermal noise (with zero mean and two-point temporal and spatial correlations
[18]) increases the rate of ripening but otherwise has no noticeable effect on the observed
ripening behavior. The inclusion of thermal noise requires the generation of several
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random numbers along with additional calculations for every meshpoint at every
timestep. The generation of noise slowed the timesteps considerably and more than
doubled the amount of required memory. For this reason, and for lack of a discernible
effect, thermal noise was ignored at the moment, although it would be desirable to
generalize these calculations to account for noise in the future.
5.1.3. Determination of simulation parameters
The simulation requires values for the parameters for average density ψ o and the
scaled temperature r . The average density ψ o is dependent on the equilibrium density at
the solidus ψ S , the equilibrium density at the liquidus ψ L , and the supersaturation σ .
The relationship between ψ L , ψ S , and σ is given by
σ = (ψ L − ψ o )/(ψ L − ψ S ) .

(5.7)

I selected an r value of − 0.2 for practical reasons. First, the PFC model is most
accurate (due to the approximations used) for r close to 0. Second, at r =− 0.2 there is
sufficient space in the coexistence region of the phase diagram to easily vary ψ o without
the variations necessarily becoming very small, as would be the case for r <− 0.2 .
Mean field calculations lead to values of ψ L =− 0.29912 at the liquidus and
ψ S =− 0.26561 at the solidus at r =− 0.2 . However, when those parameters were used in
a numerical simulation, the volume fraction of the solid phase was found to be not
constant in time. This discrepancy was likely due to the numerical errors due to
discretization etc. inherent in the numerical scheme and to the approximations in the
mean field calculations.
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To eliminate this unwanted inconstancy, I set up a test simulation with a single
solid rectangular stripe spanning the system as shown in Figs. 12 and 13. The reason a
rectangular domain was used instead of a circular one is that there is an additional driving
force due to the curvature of the circular interface which tends to melt the nucleus. In
other words, the free energy of an infinite straight interface is less than that of a finite
curved interface. The size of a circular domain then would be an additional confounding
parameter in this test, since a circle with a larger radius has a lower curvature and thus a
lower free energy and less melting. Of course any part of the nucleus that melts due to
curvature would contaminate the liquid phase and alter its average value. So, there is no
way to accurately determine ψ L and ψ S using a circular domain.
Using the calculated values as the starting point, I allowed the stripe system to
equilibrate and measured ψ L and ψ S by randomly sampling many points within each
phase far from the interface. Then I successively repeated the test using the average
values from the previous test. Once I found that the new values differed by less than
10−4 (which is less than 0.05%) from the previous set, I checked the results by changing
σ and verifying that ψ L and ψ S were not appreciably different than before. If both
phases have their correct average values, a higher or lower volume fraction should not
cause the rectangular domain to shrink or grow compared to its initial state simply
because there would be no driving force to cause such a change. The final values, which I
used in all proceeding work on Ostwald ripening, were ψ L =− 0.301023 and
ψ S =− 0.267729 at r =− 0.2 . These differ from the theoretical calculated values by less
than 1%.
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The next step was to use those values of ψ L and ψ S to determine the limit of the
stable radius Ru , the smallest radius that a circular domain could have without its own
curvature destroying it. This Ru is different from the critical radius during Ostwald
ripening, Rc , which is discussed in section 5.1.4. For this test, the size of the system was
held constant and the volume fraction was changed, which of course changed the radius
and curvature of the circular domain. For small values of σ , the system was mostly
liquid, so its position on the phase diagram was very close to the liquid phase.
Then I doubled the linear size of the system (N = 4096) and reduced σ
accordingly to maintain the same curvature to determine whether the system size affects
the stable radius. The area of the circular domain is
A = σ L 2 = π R2 ,

(5.8)

where L = N Δn is the system side length, so by simply rearranging we solve for σ ,
σ = π R2 /L2 ,

(5.9)

which allows us to determine the new volume fraction easily using
σ 2 = σ 1 (L1 /L2 )2 .

(5.10)

There was found to be a system size dependence of the minimum stable radius.
For L = 804, Ru was 119 (978 atoms), for L = 1608 , Ru was 152 (1590 atoms), and for
L = 3217 , Ru increased to 181 (2266 atoms). An example of a system with a domain
with radius near Ru is shown in Fig. 14. The size of the circular domain decreased until
equilibrium was reached and the size became constant as shown in Fig. 15.
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5.1.4. Simulation results
The simulations qualitatively reproduced the Ostwald ripening phenomenon. Fig. 16
shows the time evolution a relatively small simulation which was allowed to run for 30
days on a single GPU. The rate of particle disappearance evidently decreases over time.
At late times, some particles become somewhat oblate as they add material from melting
particles which are larger than at early times. Quantitative descriptions of the observed
coarsening behavior are given in this section.
The total mass in a system undergoing Ostwald ripening is expected to be
constant. This conservation of mass is required since the mass of individual particles
should change only by diffusion of material and not by further solidification from the
surrounding liquid. I found that the mass, or total number of atoms, is nearly constant
after the very early times of these simulations as shown in Fig. 17, where the range of the
number of atoms is only about 1% of the total.
The variations in the number of atoms at later times are due to uneven
competition between particles melting and growing. The stepwise decrease in the number
of particles, P, also shown in Fig. 17, corresponds to the variations in the number of
atoms. While P is constant, the number of atoms is approximately constant. This means
that the rates of melting and growing are equal. However, at the onset of each step in P,
the number of atoms decreases rapidly. This is followed by the complete melting of the
decaying particle, causing a local supersaturation of the liquid. This local supersaturation
is then quickly dissipated through diffusion of material to neighboring particles, causing
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an increase in the number of atoms. This cycle becomes more obvious at later times when
fewer particles are present in the system.
The driving force of Ostwald ripening is the reduction of free energy of the
system. Since the total mass of the solid phase is conserved during Ostwald ripening, the
free energy may only be reduced by the reduction of the total length (in a 2D system) of
solid-liquid interface. This direct relationship between free energy and interfacial length
is shown in Fig. 18. The average free energy appears to have a step pattern because the
changes are very tiny, on the order of 10−6 .
At any point during the ripening process, there is a critical radius, Rc , below
which a particle will shrink and above which a particle will grow [34]. In other words, a
particle with exactly the critical radius is in perfect equilibrium with the rest of the
system. In these simulations, analysis of particles which grow then shrink also appears to
show that Rc ~ t1/3 (see Fig. 19).
3

Since R ~ t , there is some constant of proportionality K which is dependent on
the supersaturation as in [38]
3

3

R = R o + K (σ)t .

(5.11)

This fact may be observed from Fig. 20, where the slope of the lines of best fit (K)
increases with supersaturation. This trend is expected and follows results from previous
work as shown in Fig. 21 [38]. The value of the change of K (σ) with respect to σ from
this work is ΔK(σ)/Δσ = 0.0885 and in Yao et al. it is 0.0841, which is a difference of
only 5%. I obtained this value from Yao et al. by fitting a straight line to their plot of
K (σ) vs. σ [38].
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3

There is a step pattern in the plot of R vs. t (Fig. 20) due to particles melting
completely. However, each step has a negative slope, meaning that R is actually
decreasing all the time except when the discontinuities occur. This behavior was
unexpected, but may be explained by a simple argument. If one considers a two-particle
ripening system with one large and one small particle with radii Rg and Rs , respectively,
the total area covered by the particles is constant. Since the area is proportional to the
square of the radius, it is easily observed that
ΔR2g /Δt =− ΔRs2 /Δt .

(5.12)

R = (Rg + Rs )/2

(5.13)

The average radius is simply

and its time rate of change is given by
ΔR/Δt = (ΔRg /Δt + ΔRs /Δt)/2

(5.14)

|ΔRg /Δt| < |ΔRs /Δt| and ΔRs /Δt < 0 ,
|
|

(5.15)

with

therefore ΔR/Δt is negative. This argument may be extended to the many-particle
systems actually used in these simulations.
Lifshitz and Slyozov [34] and Wagner [35] showed that the growth rate of the
nuclei should follow R = (Kt)1/3 where R is the average particle radius and K is a
constant. This theory of Ostwald ripening is appropriate when the concentration of solid
particles is small. Results from experiments performed in microgravity support this
power law behavior as shown in Fig. 22. My simulation results closely match both
experimental results and theoretical predictions, as shown in Fig. 23.
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The behavior of a few selected particles in a simulation system is shown in Fig.
24. Note that some particles initially grown larger before shrinking, some shrink
continuously, and others grow for the duration of the simulation time. There is a short
period at the beginning of the simulation when all particles shrink due to the initialization
procedure used.
The number of particles are expected to change with time according to [38]
2

3

N = N (0)R (0)/(R (0) + K (σ)t)2/3 .

(5.16)

Results from previous work by Yao et al. which follow this relationship are shown in Fig.
25 [38]. Some of my simulation results exhibiting the same behavior are shown in Fig.
26. Note that the higher values of σ cause the slope of the best fit line to increase.
Another prediction from theory is that the scaled normalized distribution of
particle sizes, R/R , (see Fig. 27) should be time independent even as ripening occurs
[38]. Indeed, this behavior was observed in the simulations as shown in Figs. 28-31.
5.2. Dendritic growth
The phenomenon of dendritic growth may occur when liquid solidifies around
nucleation sites in undercooled melts. Dendritic, or tree-like, growth characterized by its
branching and faceted patterns. A common example of this is the growth of ice crystals in
water (see Fig. 32). This phenomenon may also occur in welding and casting, two very
important applications where the microstructure affects the properties of the bulk
material. Dendritic growth has been studied by several other groups using the PFC model
[23] [40] [24].
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5.2.1. Theory of dendritic growth
The size of dendrites may be controlled through the amount of undercooling the
system is subject to. For example, a rapid quench results in many smaller dendrites.
The classic tree-like pattern of dendritic solidification results from the preferred
growth along crystal planes along with interfacial energy anisotropy [41]. In fact, it has
been suggested that the material-dependent interfacial energy anisotropy is fundamental
to the characteristics of the microstructure [42].
The classical theory by Mullins and Sekerka sought to explain the growth of a
solid nucleus in a supersaturated liquid[43]. They found that an initially spherical
growing nucleus eventually reaches a critical radius after which point its growth becomes
unstable. This phenomenon, often called Mullins-Sekerka instability, is illustrated in Fig.
33. The critical radius where departure from spherical growth occurs is dependent on the
supersaturation.
Dendritic growth is characterized by the Ivantsov theory which describes the
growth of a dendrite into a supersaturated liquid [44]. The shape of the dendrite is
modeled as a paraboloid with a certain radius of curvature at the tip. The tip velocity is
constant. Both the tip curvature and its velocity are dependent on the supersaturation of
the liquid. This simple theory only is able to predict what the product of the tip velocity
and radius should be. Others have shown how to determine those quantities
independently by including effects of other dendrites [45].
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5.2.2. Simulation methods
Dendritic growth is controlled by the diffusion of both heat and solute. The PFC
model is isothermal so only material diffusion is properly modeled. Nevertheless,
dendritic growth may be observed in PFC simulations. It has been studied by a few other
groups using the PFC method in unary [40] and binary [46] systems. I investigated
dendritic growth in a single-component system through several experiments.
In the process of solidification, the temperature of a liquid metal decreases until it
becomes supersaturated and begins to solidify around nucleation sites. I attempted to
recreate this process in PFC simulations by including thermal fluctuations and changing r
over time. The parameters ψ o and r matched the liquid/coexistence line initially and r
was lowered over the course of the simulation to match the coexistence/solid line. I found
that varying r on each timestep resulted in instabilities. Changing r stepwise about every
1000 timesteps was a more stable method. Nucleation and growth were observed, but
faceted or dendrite-like structures did not evolve (see Fig. 34). The rate of quenching was
not high enough to support that type of growth. Due to the difficulties with instabilities
with this method as well as the unpromising results in regards to dendritic growth, it was
not pursued for further investigation.
In another study I observed the growth patterns around an initial nucleus at
different points in the phase diagram. I placed a small nucleus into a metastable uniform
liquid system in the coexistence region just as shown in Fig. 35. The density profile used
in this nucleus was generated from the one-mode approximation:
ψ (x, y ) = A[cos(qx)cos(qy/√3) − cos(2qy/√3)/2] + ψ s ,
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(5.17)

where q = 2π/a (a is the lattice constant) and A is the amplitude given by
A = 45 (ψ s + 1/3√− 15r − 36ψ s2 ) .

(5.18)

Thus the initial density, to a good approximation, matched the equilibrium density of a
solid at the specified point in the phase diagram.
Of course, for a liquid system inside the coexistence region, growth occurs around
any fluctuation since the liquid is supersaturated. However, the nucleus was set up in the
specified way to provide the same initial conditions for all systems, meaning the crystal
orientation and initial size were always the same. I omitted thermal fluctuations so as not
to disturb the preferred crystal growth patterns. A typical dendrite created with this
simulation method is shown in Fig. 36.
5.2.3. Simulation results
I found that faceted growth occurs in a narrow range of ψ o at a specified scaled
temperature r. Dendritic growth was observed at every value of r that was tested. The
speed of growth and growth pattern depends on the relative proximity to the solid phase.
Closer to the solid phase, growth was faster and the pattern more branched, as shown in
Fig. 37(d). Farther from the solid phase, growth was slower and the pattern more
rounded. Approaching the liquid phase, the growth pattern became more hexagonal and
eventually circular as shown in Fig. 37(a). At r =− 0.2 , dendritic growth was found to
occur when the equilibrium solid volume fraction was around 75-80%.
The velocity of the dendrite tip was expected to be constant [45]. Indeed, it was
found to be nearly constant after the initial period and before finite system size effects

42

slowed growth as shown in Fig. 38. It also may be observed that tip velocity is dependent
on the amount of supersaturation.
The rate of addition of mass onto a dendrite was found to be dependent on the
supersaturation, as expected. There appeared to be a critical supersaturation where the
growth rate increased much more rapidly. This is evident in Fig. 39, where the
ψ o =− 0.354 (yellow) and ψ o =− 0.355 (green) lines are very close together and the
ψ o =− 0.353 (red) line is much higher, despite the supersaturation in the three systems
differing by the same amount. This behavior corresponds to the “slow” and “fast” growth
modes described by Tegze et al. [23]. The “fast” growth mode occurs when the
supersaturation is so high that diffusion is not required to drive growth. A characteristic
depletion region in front of a slow-growing dendrite is shown in Fig. 40.
The time dependence of the length of the interface of the dendrites is shown in
Fig. 41. Interestingly, the increase of the interface length of the ψ o =− 0.355 (green)
system outpaces that of the ψ o =− 0.354 (yellow) system despite having a lower
supersaturation. The slowdown seen for the ψ o =− 0.353 (red) system at late times is due
to system size effects.
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6. CONCLUSION
I have developed two C++ programs for the numerical solving of high-order
nonlinear partial differential equations. Both of these codes rely on a semi-implicit
spectral method which is easily parallelized. One program uses CPUs and is scalable
across nodes of a supercomputer to reach very large system sizes via Open MPI. The
other program uses a single GPU to perform calculations very quickly but at a limited
system size.
I applied these programs to study two different phenomena using the PFC model.
First, I studied growth patterns in the high-supersaturation regime of the solid/liquid
phase coexistence region. I observed dendritic growth in a narrow band in the PFC phase
diagram. The growth speed increased and the form became more ramified with increased
supersaturation.
The main subject of study was the phenomenon of Ostwald ripening, a type of
diffusional coarsening process that occurs at much lower supersaturations than does
dendritic growth. I performed simulations over long time scales with different volume
fractions of solid particles suspended in liquid. The behavior of these particles followed
expectations from theoretical and experimental work. This work was the first known
application of the PFC model to Ostwald ripening.
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7. RECOMMENDATIONS FOR FUTURE WORK
Going forward, several avenues for continuing this research are open. The first
would be to improve the computer program by implementing an adaptive mesh
refinement algorithm (AMR). AMR should offer a substantial improvement in speed over
the current implementation. The improvement would be greatest for systems in the
solid/liquid coexistence region with a small amount of solid since the large uniform
liquid regions would require only a few mesh points to capture. Thus, extremely large
scale PFC studies of Ostwald ripening would be achievable with much reduced
computational time requirements. Without selecting a specific AMR method it is
impossible to predict the speedup that would be gained. The typical volume fraction in
Ostwald ripening studies is only one percent, so perhaps less than ten percent of the
current number of meshpoints would be required to capture the system state using AMR.
Ultimately, AMR relies on a finite element scheme which is completely different than the
semi-implicit spectral scheme used in the present work. Thus, its adoption would require
a significant change in direction of this project.
The second is to implement the binary PFC method. Numerically solving the
(coupled) equations of motion for binary PFC requires two order parameter fields. Thus,
the memory and computational requirements are at least double compared to
single-component PFC. Thus it is even more important to have an efficient numerical
scheme to deal with binary systems. Tegze et al. (2009) successfully applied an operator
splitting and semi-implicit spectral (SIS) procedure to the binary equations of motion
[47]. Fourier transforms are required to solve the split operator equations and to complete
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the SIS part of their method. Thus, the computer codes developed for and used in the
present work could be adapted easily to handle this advanced operator splitting plus SIS
method for binary PFC.
Finally, whatever route is taken, the system could be extended to three
dimensions. I have done so using the SIS method presented in this work, however it is
extremely demanding of computer resources. For example, a large 16 3842 system,
corresponding to approximately 0.03 µm2, required about 24 hours to complete 100 000
timesteps using a GPU. That means a 3D system of 16 3843 meshpoints would require,
using the crudest estimation, 45 years to complete the same number of timesteps. For this
reason I never attempted any serious larger scale simulations in 3D. I suspect this is the
same reason most of the existing PFC literature focuses on 2D systems. The viability of
extension of large systems to 3D on long time scales heavily depends on the efficiency of
the solving method.
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APPENDIX A.
FIGURES

Fig. 1. Pb-Sn eutectic system with Sn particles (a) floating, on Earth and (b) dispersed
evenly, in microgravity by Duval et al. [5]. Solid Sn particles are in black and liquid Pb is
in white.

Fig. 2. Pb-Sn alloy phase diagram by Karakaya et al. [48]. The eutectic point is shown at
73.9% Sb along with two points at which the microgravity experiments were conducted
which are 10% volume fraction at around 76.2% Sb (red arrow) and 30% volume fraction
at around 80.7% Sb (blue arrow). The coarsening temperature was 185°C [5].
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Fig. 3. CSLM2 2D analysis of 15% volume fraction experiment after (a) 1.6 hours and
(b) 48 hours of ripening, by Gulsoy et al. [37].

Fig. 4. PFC phase diagram, by Elder et al. [18]. “Constant Phase” is considered to be
liquid, ‘Triangular Phase” solid, and “Stripe Phase” is lamellar.
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Fig. 5. Left to right, top to bottom:  r = -0.20, (a) liquid/solid coexistence phase ( ψ o =
-0.275), (b) solid phase ( ψ o = -0.250), (c) solid/lamellar phase ( ψ o = -0.100), and (d)
lamellar phase ( ψ o = -0.050).

Fig. 6. A square grid mesh composed of 25 equally spaced points. The red dot is the point
of interest and the blue dots are its nearest neighbors.
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Fig. 7. Diagram of the steps of the computer algorithm.

Fig. 8. 1-D density profiles showing the solid/liquid interface of a rectangular stripe
domain for (a) Δn = π /4 and (b) Δn = π /16 . The liquid phase (constant density) is
towards the left side and the solid phase is on the right side of each figure.
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Fig. 9. Scaling of the Open-MPI-enabled code for a large 327682 -meshpoint system. The
line is a fit of the data to f (x) = cx1/2 , which is the ideal scaling. The largest number of
processors (np) used per node was 16, so np = 32, 64, and 128 required 2, 4, and 8 nodes,
respectively.

Fig. 10. (a) CSLM2 2D analysis image of 15% volume fraction experiment after 48 hours
of ripening, (b) sampled image, and (c) visualization of initial condition of a simulation
(N=16384) based on the reference image by Gulsoy et al. [37].
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Fig. 11. Theoretical predictions of the scaled normalized particle size distribution vs.
scaled particle radius z = R/R for different volume fractions, by Yao et al. [38].

Fig. 12. Magnified view of a rectangular stripe domain test system, N = 2048 , σ = 0.10 .
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Fig. 13. 1D view of Fig. 11 showing the solid phase to the left and liquid phase to the
right. The average value of the solid phase ψ S =− 0.267729 is shown in blue and the
average value of the liquid phase ψ L =− 0.301023 is shown in red.

Fig. 14. Circular domain with radius near the minimum stable radius. N = 2048 ,
σ = 0.03 , approximately 1600 atoms.
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Fig. 15. Number of atoms vs. time for a circular nucleus near the unstable size. Initial 978
atoms, final 550 atoms. Simulation parameters were N = 1024 , R = 119 ,
ψ L =− 0.300952 , ψ S =− 0.267670 , dt = 0.5 .

Fig. 16. Time sequence of a simulation from initial condition to end every 5 000 000
timesteps. Parameters were N = 4096 , σ = 0.30 , t = 35 000 000 .
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Fig. 17. Number of atoms and number of particles vs. time. Parameters were N=8192,
σ = 0.20 . Note that the scales are quite different for each axis.

Fig. 18. Free energy and solid-liquid interface length vs. time. Simulation parameters
were σ = 0.30, N=8192.
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Fig. 19. R3c vs. time, data from five simulations at σ = 0.20 and N = 8192 .

Fig. 20. R3 vs. time for different supersaturations from σ = 5% to 30%. Data for each
value of σ was taken from one simulation only.
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Fig. 21. Simulation results showing R3 vs. time for 1%, 5%, and 10% supersaturation, by
Yao et al. [38].

Fig. 22. Average radius R vs. t1/3 . Results from experiments on coarsening conducted in
microgravity, by Thompson et al. [49].
60

Fig. 23. Simulation results R vs t1/3 for late times. The black line is the best linear fit to
the average of the five data sets. Simulation parameters σ = 0.20 , ψ o =− 0.294364 ,
r =− 0.20 , N = 8192 .

Fig. 24. Selected particles radius vs. time. Simulation parameters were N = 16384 ,
σ = 0.05 , t = 7 800 000 .
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Fig. 25. [N (0)R2 (0)/N (t)]3/2 vs. time for 1%, 5%, and 10% supersaturation, by Yao et al.
[38].

2

Fig. 26. [N (0)R (0)/N (t)]3/2 vs. time for different supersaturations from σ = 5% to 30%.
Data for each value of σ was taken from one simulation only.
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Fig. 27. Scaled normalized distribution function g (z) vs. z = R/R for a 2D simulation
with volume fraction of 5%, by Yao et al. [33]. Circles, squares, and triangles correspond
to configurations at different times with the number of remaining particles being 500,
400, and 300, respectively.

Fig. 28. Scaled distribution g (z) vs. z = R/R . Average of four data sets at t=0 (P=63),
t = 3300 000 (P=43), and t = 6 670 000 (P=36). Simulation parameters are σ = 0.20 ,
N=8192, ψ o =− 0.291036 , r =− 0.2 .
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Fig. 29. Scaled distribution g (z) vs. z = R/R , σ = 0.05 , P=66, 45, 42, 42, N=16384.

Fig. 30. Scaled distribution g (z) vs. z = R/R , σ = 0.10 , P=125, 88, 78, N = 16384 .
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Fig. 31. Scaled distribution g (z) vs. z = R/R , σ = 0.30 , P=93, 64, 57, 50, 49, N=8192.

Fig. 32. Ice crystal formed in undercooled water exhibiting classic dendritic structure, by
Xu [50].
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Fig. 33. The stability of a spherical particle as a function of its radius and supersaturation,
by Mullins et al. [43]. The shaded area is the stable (spherical growth) region and the
critical radius curve is labeled Rc .

Fig. 34. Growth forms in a system where r was changed over time. Simulation
parameters were ψ o =− 0.292 , ri =− 0.20 , rf =− 0.26 , tmax = 100 000 , t = 10 000 .
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Fig. 35. Magnified view of a nucleus used to seed a dendritic growth simulation.
Simulation parameters were Δn = π /4 , R = 12 meshpoints, ψ o =− 0.353 , r =− 0.35 .

Fig. 36. (a) Typical dendrite form and (b) magnified view showing atomic positions.
Simulation parameters were N = 4096 , ψ o =− .354 , r =− .35 , 100 000 timesteps.
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Fig. 37. Dendrite growth over 100 000 timesteps. r =− 0.25 , ψ o = (a) -0.309, (b) -0.307,
(c) -0.305, (d) -0.303.
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Fig. 38. Dendrite tip velocity (number of meshpoints) vs. time for different
supersaturations with N = 4096 .

Fig. 39. Dendrite mass (number of atoms) vs. time for different supersaturations with
N=4096.
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Fig. 40. 1D plot of density ( ψ o ) showing the depletion region in the supersaturated liquid
near the solid-liquid interface of a growing dendrite. A reference line at ψ o =− 0.275 is
also shown. The inset shows a 2D view of the same region the 1D density was sampled
from.

Fig. 41. Dendrite solid-liquid interface length (number of atoms) vs. time for different
supersaturations with N=4096.
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