Abstract. In this article, we review finite-time blowup criteria for the family of complex Ginzburg-Landau equations ut = e iθ [∆u + |u| α u] + γu on R N , where 0 ≤ θ ≤ π 2 , α > 0 and γ ∈ R. We study in particular the effect of the parameters θ and γ, and the dependence of the blowup time on these parameters.
Introduction
In this paper, we review certain known results, and present some new ones, on the problem of finite-time blowup for the family of complex Ginzburg-Landau equations on R which arises in particular in chemistry and biology. See e.g. [10] . The case θ = π 2 of (1.1) is the equally well known nonlinear Schrödinger equation
which is an ubiquitous model for weakly nonlinear dispersive waves and nonlinear optics. See e.g. [40] . Therefore, equation (1.1) can be considered as "intermediate" between the nonlinear heat and Schrödinger equations. Equation (1.1) is itself a particular case of the more general complex Ginzburg-Landau equations on R N u t = e iθ ∆u + e iφ |u| α u + γu
where 0 ≤ θ ≤ π 2 , φ ∈ R, α > 0 and γ ∈ R, which is a generic modulation equation describing the nonlinear evolution of patterns at near-critical conditions. See e.g. [39, 8, 26] .
Two strategies have been developed for studying finite-time blowup. The first one consists in deriving conditions on the initial value, as general as possible, which ensure that the corresponding solution of (1.1) blows up in finite time. The proofs often use a differential inequality which is satisfied by some quantity related to the solution, and one shows that this differential inequality can only hold on a finite-time interval. The major difficulty is to guess the appropriate quantity to calculate. However, when such a method can be applied, it usually provides a simple proof of blowup, under explicit conditions on the initial value. On the other hand, this strategy does not give any information on how the blowup occurs, nor on the mechanism that leads to blowup. Concerning the family (1.1), this is the type of approach used in [15, 19, 2] for the nonlinear heat equation; in [45, 12, 17, 41, 30, 31] for the nonlinear Schrödinger equation; in [38, 6, 5] for the intermediate case of (1.1) .
Another strategy consists in looking for an ansatz of an approximate blowing-up solution, and then showing that the remainder remains bounded, or becomes small with respect to the approximate solution, as time tends to the blow-up time of the approximate solution. The first difficulty is to find the appropriate ansatz. Then, proving the boundedness of the remainder is often quite involved technically. When this method is successful, it provides a precise description of how the corresponding solutions blow up. It may also explain the mechanism that makes these solution blow up. For the family (1.1), this is the strategy employed in particular in [25] for the nonlinear heat equation; in [21, 22, 23, 35, 36, 24] for the nonlinear Schrödinger equation; in [44, 20] for the intermediate case of (1.1) (and even (1.4)). Equation (1.1) enjoys certain properties which the general equation (1.4) does not. in particular its solutions satisfy certain energy identities (see Section 2), which make it possible to study blowup by the first approach described above. We review sufficient conditions for finite-time blowup (obtained using this approach), and we study the influence of the parameters θ and γ. In Section 3 and 4, we recall the standard results for the heat equation (1.2) and the Schrödinger equation (1.3), respectively. We are not aware of any previous reference for Theorem 3.7, nor for (a) One might consider − π 2 ≤ θ ≤ 0, which is equivalent, by changing u to u (b) For a general γ ∈ C, the imaginary part is eliminated by changing u(t, x) to e −itℑγ u(t, x) the case γ > 0 of Theorem 4.2, although the proofs use standard arguments. The case γ > 0 of Theorem 4.3 seems to be new. Section 5 is devoted to the complex Ginzburg-Landau equation (1.1) . In Section 5.1, we review sufficient conditions for blowup, and the case γ < 0 of Theorem 5.1 is partially new. Finally, we study in Section 5.2 the behavior of the blowup time as the parameter θ approaches Notation. We denote by L p (R N ), for 1 ≤ p ≤ ∞, the usual (complex valued) Lebesgue spaces. H 1 (R N ) and H −1 (R N ) are the usual (complex valued) Sobolev spaces. (See e.g. [1] for the definitions and properties of these spaces.) We denote by C ∞ c (R N ) the set of (complex valued) functions that have compact support and are of class C ∞ . We denote by C 0 (R N ) the closure of
In particular, C 0 (R N ) is the space of functions u that are continuous R N → C and such that u(x) → 0 as |x| → ∞. C 0 (R N ) is endowed with the sup norm.
The Cauchy problem and energy identities
For the study of the local well posedness of (1.1), it is convenient to consider the equivalent integral formulation, given by Duhamel's formula, u(t) = T θ (t)u 0 + where (T θ (t)) t≥0 is the semigroup of contractions on L 2 (R N ) generated by the operator e iθ ∆ with domain H 2 (R N ). Moreover, T θ (t)ψ = G θ (t) ⋆ ψ, where the kernel G θ (t) is defined by
4te iθ .
If 0 ≤ θ < π 2 , it is not difficult to show that (T θ (t)) t≥0 is an analytic semigroup on L 2 (R N ), and a bounded C 0 semigroup on L p (R N ) for 1 ≤ p < ∞, and on C 0 (R N ). In particular (see [6, formula (2. 2)])
It is immediate by a contraction mapping argument (see [37, Theorem 1] ) that the Cauchy problem (1.1) is locally well posed in C 0 (R N ). Moreover, it is easy to see using the analyticity of the semigroup that
is preserved under the action of (1.1). The following result is established in [6, Proposition 2.1 and Remark 2.2] in the case γ = 0, and the argument equally applies when γ = 0.
Moreover, u can be extended to a maximal interval [0, T max ), and if
Whether the solution given by Proposition 2.1 is global or not is discussed throughout this paper, but we can observe that, given 0 ≤ θ < π 2 and u 0 ∈ C 0 (R N ), the corresponding solution of (1.1) is global if γ is sufficiently negative.
α+1 , then the corresponding solution u of (1.1) is global and satisfies u(t) L ∞ ≤ 2(cos θ)
, and the desired conclusion follows.
It θ = π 2 , then (1.1) is the nonlinear Schrödinger equation, and (T θ (t)) t≥0 is a group of isometries (which is not analytic). More restrictive conditions are needed for the local solvability of (1.1), and the proofs make use of Strichartz's estimates. The following result is proved in [16, Theorem I] . (Except for the blowup alternatives, which follow from [4, Theorems 4.4.1 and 4.6.1].)
) which satisfies (1.1) for all t ∈ [0, T ] and such that u(0) = u 0 . Moreover, u can be extended to a maximal interval [0, T max ), and if
As observed above, an essential feature of equation (1.1) is the energy identities satisfied by its solutions. Set
The functionals I and E are well defined on C 0 (R N )∩H 1 (R N ); and if (N −2)α ≤ 4, they are well defined on
and let u be the corresponding solution of (1.1) defined on the maximal interval [0, T max ), given by Proposition 2.1. Multiplying the equation by u, we obtain
and in particular, taking the real part,
for all 0 < t < T max . Multiplying the equation by e −iθ u t , taking the real part and using (2.5) yields
for all 0 < t < T max . Applying (2.6), we see that this is equivalent to
Suppose now θ = π 2 and (N − 2)α < 4, let u 0 ∈ H 1 (R N ) and let u be the corresponding solution of (1.1) defined on the maximal interval [0, T max ), given by Proposition 2.3. Identities corresponding to (2.5), (2.6) and (2.7) hold. More precisely, the functions t → u(t) 2 L 2 and t → E(u(t)) are C 1 on [0, T max ), and
for all 0 ≤ t < T max . Identity (2.9) is obtained by taking the H −1 − H 1 duality product of the equation with u (the term R N uu t is understood as the duality bracket u t , u H 1 ,H −1 ). (2.10) follows, by taking the real part. Identity (2.11) is formally obtained by multiplying the equation by e −iθ u t and taking the real part. However, the solution is not smooth enough to do so, thus a regularization process is necessary. See [33] for a simple justification. Still in the case of the Schrödinger equation θ = π 2 , an essential tool in the blowup arguments is the variance identity. It concerns the variance
for all 0 ≤ t < T max , where the functional J is defined by
The proof of these properties require appropriate regularizations and multiplications, see [4, Section 6.5].
The nonlinear heat equation
In this section, we consider the nonlinear heat equation (1.2). The first blowup result was obtained by Kaplan [15] . Its argument applies to positive solutions of the equation set on a bounded domain, and is based on a differential inequality satisfied by the scalar product of the solution with the first eigenfunction. It is easy to extend the argument to the equation set on
, u 0 ≥ 0, u 0 ≡ 0, and let u be the corresponding solution of (1.2) defined on the maximal interval [0, T max ). The maximum principle implies that u(t) ≥ 0 for all 0 ≤ t < T max . Multiplying the equation by ψ λ , integrating by parts on R N and using Jensen's inequality, we obtain
can only hold on a finite interval, so that T max < ∞. Therefore, we can distinguish two cases. If γ ≤ 0, we choose for instance λ = 1 and we see that if u 0 is sufficiently "large" so that R N u 0 ψ 1 > (1 − γ) 1 α , then the solution blows up in finite time. If γ > 0, then we let λ = √ γ, so that the condition f (0) α > λ 2 −γ is always satisfied if u 0 ≡ 0. In this case, we see that every nonnegative, nonzero initial value produces a solution of (1.2) which blows up in finite time.
Levine [19] established blowup by a different argument. It is based on a differential inequality satisfied by the L 2 norm of the solution, derived from the energy identities. This argument applies to sign-changing solutions and, more generally, to complex valued solutions, and to the equation set on any domain, bounded or not. Strangely enough, even though Kaplan's argument seems to indicate that blowup is more likely to happen if γ > 0, it turns out that Levine's result only applies to the case γ ≤ 0, which we consider first.
3.1. The case γ ≤ 0. It is convenient to set
and let u be the corresponding solution of (1.2) defined on the maximal interval [0, T max ), given by Proposition 2.1. If γ ≤ 0 and E γ (u 0 ) < 0, where E γ is defined by (3.3), then u blows up in finite time, i.e. T max < ∞.
Proof. We obtain a differential inequality on the quantity
Formulas (2.5) and (2.8) (with θ = 0) yield
Identity (3.6) implies
Moreover, it follows from (3.2) and (3.3) that
so that by (3.7),
We deduce from (3.4), (3.5) and (3.9) that
All the above formulas hold for 0 ≤ t < T max . Assume now by contradiction that T max = ∞. We deduce in particular from (3.10) that
It follows from (3.4), (3.10), and Cauchy-Schwarz's inequality (in time and space) that
(3.12)
We deduce from (3.11) that
2 for t sufficiently large. Therefore (3.12) yields
which means that M (t) 
(3.14) We first obtain an upper bound on e in terms of f , then a differential inequality on f . It follows from (3.5) and (3.8) that
Since df dt > 0 by (3.10), we deduce from (3.6), Cauchy-Schwarz's inequality, (3.5) and (3.15) that
It follows from (3.15) and (3.18) that
After integration, then letting t ↑ T max , we deduce that
Expressing η and f (0) in terms of u 0 , estimate (3.13) easily follows in both the cases γ = 0 and γ < 0. (i) Suppose u 0 = 0 and E γ (u 0 ) = 0. In particular, I γ (u 0 ) < 0. Therefore, u 0 is not a stationary solution of (1.2), and it follows from (3.6) that E γ (u(t)) < 0 for all 0 < t < T max . Thus we can apply Theorems 3.1 and 3.2 with u 0 replaced by u(ε), and let ε ↓ 0. In particular, we see that
we have E γ (λϕ)) < 0 if |λ| is sufficiently large. Thus we see that the sufficient condition E γ (u 0 ) < 0 can indeed be achieved by certain initial values, for any α > 0 and γ ≤ 0.
. It is clear that if γ is sufficiently negative, then E γ (u 0 ) ≥ 0, so that one cannot apply Theorem 3.1. This is not surprising, since the corresponding solution of (1.2) is global if γ is sufficiently negative. (See Remark 2.2.) (iv) Suppose γ < 0. It follows from (3.13) and the assumption E γ (u 0 ) < 0 that
In particular, we see that for u 0 as in Theorem 3.2, the blowup time is bounded in terms of α and γ only, independently of u 0 .
As observed in Remark 3.3 (iv), in the case γ < 0, Theorem 3.2 does not apply to solutions for which the blow-up time would be arbitrarily large. When (N − 2)α < 4 (3.22) this can be improved by using the potential well argument of Payne and Sattinger [34] . To this end, we introduce some notation. Assuming (3.22) and γ < 0, we denote by Q γ the unique positive, radially symmetric,
and we recall below the following well-known properties of Q γ .
Proposition 3.4. Assume (3.22) and γ < 0, and let Q γ ∈ H 1 (R N ) be the unique positive, radially symmetric solution of (3.23).
Proof. The first two properties are classical, see for instance [43, Chapter 3] . Next, let u ∈ H 1 (R N ) with I γ (u) < 0, and set h(t) = E γ (tu) for t > 0. It follows easily that h ′ (t) = 1 t I γ (tu), so that there exists a unique t * > 0 such that h is increasing on [0, t * ] and decreasing and concave on [t * , ∞). In particular,
Moreover, since I γ (u) < 0 we have t * < 1 and by the concavity of h on [t * , 1],
from which (iii) follows.
We have the following result.
Theorem 3.5. Assume (3.22), γ < 0, and let Q γ ∈ H 1 (R N ) be the unique positive, radially symmetric solution of (3.23).
and let u be the corresponding solution of (1.2) defined on the maximal interval [0, T max ). If E γ (u 0 ) < E γ (Q γ ) and I γ (u 0 ) < 0, then u blows up in finite time, and
Proof. The key observation is that
Therefore, Proposition 3.4 (iii) implies that (3.25) holds as long as I γ (u(t)) < 0.
Since the right-hand side of (3.25) is a negative constant, we see by continuity and Proposition 3.4 (ii) that I γ (u(t)) must remain negative; and so (3.25) holds for all 0 ≤ t < T max . If E γ (u 0 ) ≤ 0, then the result follows from Remark 3.3 (ii) and (iv), so we suppose
We use the notation (3.14) introduced in the proof of Theorem 3.2. It follows from (3.5) and (3.25) that
In particular, we see that
We set
If T max ≤ τ then (3.24) follows from (3.29). We now suppose
Setting v 0 = u(τ ), we see that the solution v of (1.2) with the initial condition v(0) = v 0 is v(t) = u(t + τ ) and that its maximal existence time S max is S max = T max − τ . Since σ(τ ) > 0 by (3.28) and (3.29) we can argue as in the proof of Theorem 3.2 (note that η > 0, where η is given by (3.19) with u 0 replaced by v 0 ), and we deduce (cf. (3.21)) that
(Observe that σ(τ ) > 0, so that the denominator on the left-hand side of (3.31) is positive.) Note that by (3.27), (3.29) , and the fact that e(t) is nonincreasing
. Since T max = τ + S max , the result follows by applying (3.29).
Remark 3.6. Proposition 3.5 applies to solutions for which the maximal existence time is arbitrary large. Indeed, given ε > 0, let u ε 0 = (1 + ε)Q γ and u ε the corresponding solution of (1.2). It is straightforward to verify that for all ε > 0,
0 satisfies the assumptions of Proposition 3.5. On the other hand, Q γ is a stationary (hence global) solution of (1.2), so that the blowup time of v ε goes to infinity as ε ↓ 0, by continuous dependence.
3.2.
The case γ > 0. Levine's method (Section 3.1) does not immediately apply when γ > 0, but it can easily be adapted, after a suitable change of variable.
where E is defined by (2.4), then u blows up in finite time, i.e., T max < ∞. Moreover,
Proof. We set v(t) = e −γt u(t), so that
and we use the arguments in the proof of Theorem 3.
and
In particular, e(t) ≤ e αγt e(0) = e αγt E(u 0 ) < 0. (3.38) Applying (3.37), Cauchy-Schwarz's inequality, and (3.36), we obtain
Note that 
2 . Thus we see that
This shows that
2 ) ≤ 0, and (3.33) easily follows.
Remark 3.8. Below are a few comments on Theorem 3.7.
(i) Kaplan's calculations at the beginning of Section 3 show that if γ > 0, every nonnegative, nonzero initial value produces finite-time blowup. On the other hand, in dimension N ≥ 2, there exist stationary solutions in C 0 (R N ), which are global solutions of (1.2). Indeed, it is not difficult to prove that for every η > 0, the solution u of the ODE u [11, 14, 18, 42, 17] .) However, given any α ≤ 2 N , there exist nonzero initial values producing global solutions. In the one-dimensional case, they can be initial values that change sign sufficiently many times and are sufficiently small [28, 29] . In any dimension, they can be self-similar solutions [13, Theorem 3] . If γ > 0, then equation (1.2) is not scaling-invariant, so that one cannot expect self-similar solutions.
The nonlinear Schrödinger equation
In this section, we consider the nonlinear Schrödinger equation (1.3). We assume α < 4 N −2 , and it follows from Proposition 2.3 that the Cauchy problem is locally well-posed in H 1 (R N ). In contrast with the nonlinear heat equation, for which blowup may occur no matter how small α is, blowup for (1.3) cannot occur if α is too small. Proposition 4.1. Suppose 0 < α < 4 N and let γ ∈ R. It follows that for every
Proof. Let u 0 ∈ H 1 (R N ) and u the corresponding solution of (1.3) defined on the maximal interval [0, T max ). Formula (2.10) yields
for all 0 ≤ t < T max . Applying the blowup alternative on the L 2 norm of Proposition 2.3, we conclude that T max = ∞.
When α ≥ 4 N , finite-time blowup may occur. This was proved in [45] in the three-dimensional cubic case with γ = 0, then in [12] in the general case (still with γ = 0). Note that all solutions have locally bounded L 2 -norm by (4.1), so that Levine's method used in Section 3 cannot be applied. Instead, the proof in [45, 12] is based on the variance identity (2.13)-(2.14). This argument can easily be applied to the case γ ≥ 0, which we consider first.
4.1. The case γ ≥ 0. The following result is proved in [45, 12] when γ = 0.
, where E is defined by (2.4), then u blows up in finite time, i.e., T max < ∞.
Proof. The proof is based on a differential inequality for the variance. More precisely, it follows from (2.13) that
and from (2.14) that
where we used the assumption N α ≥ 4 in the last inequality. (4.2) and (4.3) yield
and γ ≥ 0, it follows from (2.11) that
Applying (4.4) and (4.6) we obtain
Integrating twice (4.7) and applying (4.8) yields
for all 0 ≤ t < T max . The right-hand side of (4.9), considered as a function of t ≥ 0, is negative for t large (because E(u 0 ) < 0). Since e −2γt V (u(t)) ≥ 0, we conclude that T max < ∞.
The "natural" condition in Theorem 4.2 is E(u 0 ) < 0. However, we require that u 0 ∈ L 2 (R N , |x| 2 dx) because we calculate the variance V (u). Whether the finite variance assumption is necessary or not in 
be spherically symmetric and set
It follows from (A.2) and (A.4) that
Note that the calculations in Proposition A.1 are formal in the case θ = π 2 . However, they are easily justified for H 2 solutions, and then by continuous dependence for H 1 solutions. We observe that
Since N α ≥ 4 and E(u(t)) ≤ e γ(α+2)t E(u 0 ) by (4.6), we deduce that
so that (4.13) yields
(4.14)
We first consider the case γ = 0. We apply Lemma B.1 with
and ε > 0 sufficiently small so that χµε 2(N −1) < 1 and κ(µ, ε) ≤ −N αE(u 0 ). With Ψ = Ψ ε given by Lemma B.1, it follows from (4.10), (4.14) and (B.3) that ζ ′′ ≤ 2N αE(u 0 ) < 0. Since ζ(t) ≥ 0 for all 0 ≤ t < T max , we conclude as in the proof of Theorem 4.2 that T max < ∞.
We next consider the case γ > 0 and N ≥ 3. Let 0 < τ < T max . We set
(here we use N ≥ 3) and we set
Here, the constant 0 < a ≤ 1 is chosen sufficiently small so that χa
We now let Ψ = Ψ ετ where Ψ ε is given by Lemma B.1 for this choice of ε. It follows from (B.2), (B.3), and the inequality κ(µ, ε) ≤ Cµ
Estimates (4.14) and (4.19) yield
for all 0 ≤ t ≤ τ . Integrating twice (4.20) and applying (4.12), we deduce that Since E(u 0 ) < 0, and max{2λ, 1 − δ} < 1, the right-hand side of (4.22) is negative for τ large. Since τ < T max is arbitrary, we conclude that T max < ∞. 
where the functionals E, V and J are defined by (2.4), (2.12) and (2.15), respectively, then u blows up in finite time, i.e., T max < ∞.
Proof. We follow the simplified argument given in [32] . We define
and we set e(t) = E(u(t)), v(t) = V (u(t)), ı(t) = I(u(t)), (t) = J(u(t)), w(t) = W (u(t)), where the functionals E, V , I, J and W are defined by (2.4), (2.12), (2.3), (2.15) and (4.24), respectively. It follows from (2.11), (2.13) and (2.14) that
It is convenient to define
Using the identity γı − be = −ηw, we deduce from (4.25) that
Integrating (4.26) on (0, t), we obtain We deduce from (4.31) and (4.30) that
Finally, since v(t) ≥ 0 we deduce from (4.27) that
33) It now follows from (4.33) and (4.32) that
Therefore, the righthand side of (4.34) becomes negative for t large, which implies that T max < ∞. 
The complex Ginzburg-Landau equation

Sufficient condition for finite-time blowup.
In this section, we derive sufficient conditions for finite-time blowup in equation (1.1), and upper estimates of the blowup time. Such conditions are obtained in [38] in the case γ ≤ 0 (with extra conditions on the parameters), in [6] in the case γ = 0, and in [5] in the case γ > 0. The upper bound is established in [6] in the case γ = 0.
, and let u be the corresponding solution of (1.1) defined on the maximal interval [0, T max ). If
(with the definitions (2.4) and (3.3)) then u blows up in finite time, i.e., T max < ∞. Moreover,
Proof. We consider separately the cases γ ≥ 0 and γ < 0.
The case γ ≥ 0. We follow the argument of the proof of Theorem 3.7, and in particular we use the same notation (3.35). We only indicate the minor changes that are necessary. The function v(t) = e −γt u(t) now satisfies the equation
Identity (3.36) becomes
Applying (5.6), Cauchy-Schwarz, (5.4) and (5.5) we obtain
The crux is that the factor cos θ in the first inequalities in (5.7) has been cancelled in the last one by using (5.5). In particular, the left-hand and the right-hand terms in (5.7) are the same as in (3.39) . Therefore, we may now continue the argument as in the proof of Theorem 3.7. Using (5.5) instead of (3.36), we arrive at the inequality
and estimate (5.2) easily follows in both the cases γ > 0 and γ = 0.
The case γ < 0. Since the result in the case γ ≥ 0 is obtained by the argument of the proof of Theorem 3.7, one could try now to follow the proof of Theorem 3.2. It turns out that this strategy leads to intricate calculations and unnecessary conditions. (See [5] .) Instead, we follow the strategy of [38] and we set
Since u is defined on [0, T max ), v is defined on [0, S max ) with
We introduce the notation
where I −1 and E −1 are defined by (3.2) and (3.3), and we observe that
We now follow the proof of Theorem 3.2. Equation (5.11) yields
Since E γ cos θ (u 0 ) < 0, we deduce from (5.14) that e(0) < 0. Therefore, e(t) < 0 by (5.17) (hence (t) < 0) and 
At this point, we use the property
2 ) ≥ 0, and so 
for all 0 ≤ t < S max . It follows easily that 
In particular, the bound in (5.23) is independent of v 0 , so that this result does not apply to solutions for which the blow-up time would be large. When α < 4 N −2 , this restriction can be improved by the potential well argument we used in Theorem 3.5 for the heat equation. More precisely, if
) and I −1 (v 0 ) < 0, where Q −1 is as in Theorem 3.5, then the corresponding solution of (5.11) defined on the maximal interval [0, S max ). blows up in finite time, i.e., S max < ∞, and
The proof is easily adapted from the proof of Theorem 3.5, in the same way as the proof of Theorem 5.1 (case γ ≤ 0) is adapted from the proof of Theorem 3.2. Note that this last result applies to solutions for which the maximal existence time is arbitrary large. Indeed, given ε > 0, v 
Moreover, this property applies to solutions for which the maximal existence time is arbitrary large. (The stationary solution Q −1 of (5.11) corresponds to the standing wave u(t, x) = µ 
where A is the constant in (5.25).
Proof. We combine (2.6) and (5.25) to obtain the desired conclusion. Setting f (t) = u θ (t) 2 L 2 , we deduce from (2.6) and (5.25) that
This means that 
, the corresponding solution of (1.1) is global for all θ sufficiently close to 
In both cases I −1 (v 0 ) < 0, and it follows from (5.25) that 
be radially symmetric and, given any 0 ≤ θ < π 2 , let u θ be the corresponding solution of (1.1) defined on the maximal interval [0,
We prove Theorem 5.6 by following the strategy of [6] . We adapt the proof of Theorem 4.3, and in particular we consider v(t) = e −γt u(t), which satisfies equation (5.3). The corresponding identities for the truncated variance are given by Proposition A.1; and the Caffarelli-Kohn-Nirenberg estimate by Lemma B.1. The terms involving cos θ in (A.4) can be controlled using (5.5). Yet there is a major difference between equations (1.3) and (1.1) that must be taken care of. For (1.3) , the L 2 -norm of the solutions is controlled by formula (2.10). The resulting estimate for v is essential when applying Lemma B.1. For (1.
, and consider the corresponding solution v of (5.3) defined on the maximal interval [0, T max ). Set
where
We use the notation of the proof of Theorem 5.1, and in particular (3.35). The proof is based Levine's argument used in the proof of Theorem 3.1, which shows that if v 2 L 2 achieves the value K u 0 2 L 2 at a certain time t, then v must blow up within a lapse of time which is controlled by t. More precisely, let τ be given by (5.30). If τ = T max , there is nothing to prove, so we assume τ < T max . It
Since E(u 0 ) < 0, it follows (see the proof of Theorem 5.1) that f is nondecreasing on [0, T max ); and so, using (5.32),
We deduce from (5.6) that
It follows from (5.35) and Cauchy-Schwarz's inequality that (see the proof of Theorem 3.1)
Since  ≤ (α + 2) e ≤ 0, identities (5.4) and (5.5) yield
so that (5.37) becomes
It follows from (5.38), (5.33) and (5.31) that
where we used (5.32) in the last inequality. Thus t ≤ α+4 α τ for all τ ≤ t < T max , which proves the desired inequality.
Proof of Theorem 5.6. We set v θ (t) = e −γt u θ (t), thus v θ is the solution of (5.3) on [0, T θ max ). We let K be defined by (5.31) and we set
and, by Lemma 5.7,
so that we only need a bound on τ θ . We first derive an inequality ((5.48) below) by calculating a truncated variance. Let Ψ ∈ C ∞ (R N ) ∩ W 4,∞ (R N ) be real-valued, nonnegative, and radially symmetric. We set
and we observe that
We apply Proposition A.1 with f (t) ≡ e αγt . It follows from (A.2) that
and from (A.4) that
(5.46)
Using the identity
where e(t) is defined by (3.35) , the estimate e(t) ≤ e αγt E(u 0 ) by (5.6), and the assumption N α ≥ 4, we deduce from (5.46) that
Integrating twice the above inequality, and since ζ θ ≥ 0, we obtain
We derive a bound on τ θ from (5.48). In order to do so we show that, for large time, the dominating term in the right-hand side is the middle one, which is negative.
We first obtain an estimate of the last term in (5.48), for which the factor cos θ is essential. Indeed, it follows from (5.5) that
where e(t) is defined by (3.35) . Since e(t) ≤ 0 by (5.6), we deduce by integrating on (0, τ θ ) and applying (5.42) that
where we used again (5.42) to estimate the factor of ∆Ψ. We conclude by estimating the term involving H θ in (5.48) with Lemma B.1. We first consider the case γ = 0. We apply Lemma B.1 with A = u 0 L 2 , µ = α α+2 and ε > 0 chosen sufficiently small so that χµε 2(N −1) < 1 and κ(µ, ε) ≤ −N αE(u 0 ). With Ψ = Ψ ε given by Lemma B.1, it follows from (B.3) that H θ (t) ≤ −N αE(u 0 ) for all 0 ≤ t < τ θ . Therefore, we deduce from (5.48) and (5.49)
Since E(u 0 ) < 0, we conclude that sup 0≤θ< π 2 τ θ < ∞. We next consider the case γ > 0 (and so N ≥ 3). We apply Lemma B.1, this time with with A = u 0 L 2 and
The additional difficulty with respect to the case γ = 0 is that µ θ may, in principle, be large. We fix λ satisfying (4.16) (we use the assumption N ≥ 3) and we set , where C is independent of θ, and δ > 0 is given by (4.18) . We now let Ψ = Ψ ε θ where Ψ ε is given by Lemma B.1 for this choice of ε, and it follows from (B.2) and (B.3) that
and from (B.1), (5.51) and (5.50) that
Finally, we estimate the first term in the right-hand side of (5.48) and we deduce from ( 
Since E(u 0 ) < 0, and max{2λ, 1−δ} < 1, the right-hand side of the above inequality is negative if τ θ is large. Thus sup 0≤θ< π 2 τ θ < ∞, which completes the proof. We end this section by considering the case γ < 0. The condition for blowup in Theorem 5.1 in this case is E γ cos θ 
The proof of Theorem 5.9 is very similar to the proof of [6, proof of Theorem 1.5], with minor modifications only. More precisely, it is not difficult to adapt the proof of Lemma 5.7 to show that if
, and setting
it is not difficult to deduce from Proposition A.1 the variance identities
One can then conclude exactly as in the case γ = 0 of the proof of Theorem 5.6.
Some open problems
Open problem 6.1. Suppose
, u 0 = 0 and u the corresponding solution of (1.3). It follows from [32, Theorem 1] that, if γ is sufficiently negative, then u is global. Does u blows up in finite time for γ > 0 sufficiently large (this is true if E(u 0 ) < 0 and u 0 ∈ L 2 (R N , |x| 2 dx), by Theorem 4.2), or does there exist u 0 = 0 such that u is global for all γ > 0? Open problem 6.5. Theorems 5.4 and 5.9 require that α ≤ 4 and the solution is radially symmetric. Are these assuptions necessary? Note that they are necessary in Lemma B.1 (see Section 6 in [6] ) which is an essential tool in our proof. Could these assumption be replaced by stronger decay conditions on the initial value, such as u 0 ∈ L 2 (R N , |x| 2 dx)? In particular, one could think of adapting the proof of Theorem 4.2 (instead of the proof of Theorem 4.3), but this does not seem to be simple, see Section 7 in [6] . 
, and consider the corresponding solution v of
for all 0 ≤ t < T max , where H(Ψ) is the Hessian matrix (∂ 2 ij Ψ) i,j . In particular, if both Ψ and u 0 (hence, v) are radially symmetric, then
for all 0 ≤ t < T max .
Proof. Multiplying the equation (A.1) by Ψ(x)v, taking the real part, and using the identity
we obtain (A.2). Next, the identity
and integration by parts yield
We rewrite this last identity in the form
(A.5)
Using (A.1) and the identities On the other hand, (A.9)
Taking now the time derivative of (A.2) and applying (A.9), we obtain (A.3). Finally, if both Ψ and u 0 (hence, v) are radially symmetric, then ℜ H(Ψ)∇v, ∇v = Ψ ′′ |v r | 2 , so that (A.4) follows from (A.3).
Appendix B. A Caffarelli-Kohn-Nirenberg inequality
We use the following form of Caffarelli-Kohn-Nirenberg inequality [3] . It extends an inequality which was established in [30] and generalized in [6, Lemma 5.3] .
Lemma B.1. Suppose N ≥ 2 and α ≤ 4 and let A > 0. There exist a constant χ and a family (Ψ ε ) ε>0 ⊂ C ∞ (R N ) ∩ W 4,∞ (R N ) of radially symmetric functions such that Ψ ε (x) > 0 for x = 0, Proof. We follow the method of [30] , and we construct a family (Ψ ε ) ε>0 such that, given A, the estimate (B.3) holds with Ψ = Ψ ε provided ε > 0 is sufficiently small. and, given ε > 0, let γ ε (r) = γ(εr). It easily follows that γ ε is supported in [ε −1 , ∞), so that We deduce from (B.9), (B.10), (B.11), and (B.5) that
(B.12)
We next claim that (B.14)
(The above calculation is valid for a smooth function u and is easily justified for a general u by density.) The estimate (B.13) follows from (B.14), (B.7), and (B.8).
In what follows, χ denotes a constant that may depend on N, γ, Φ and A and change from line to line, but is independent of 0 < α ≤ 4 and ε > 0. We assume u L 2 ≤ A, and we observe that We choose δ > 0 so that the first term in the right-hand side of (B.18) vanishes, i.e. χµδ 
