In this chapter, a new algorithm based on the K-Prototype has been developed for clustering mixed dataset. This algorithm overcomes the limitation of providing the number of clusters required as an input and has advanced features for automatic
generation of appropriate number of clusters.
INTRODUCTION
The K-Prototype algorithm is a variant of K-Means that can be used with numeric or categorical datasets. K-Prototype extends the idea of K-Means by applying Euclidean distance to numeric attributes and Binary distance to categorical attributes. However, the Binary distance for categorical attributes does not represent the real situation as the categorical values may have some other degree of difference rather than just 0 or 1. So, various extensions of the K-Prototype have been investigated. All these extensions suffer from the limitation of providing the number of clusters required. Attempts have been made in the literature to deal with this limitation. Cheung, Y. et al. (2013) presented a similarity metric that can be applied to categorical, numerical, and mixed attributes. Based on this similarity metric an iterative clustering algorithm is developed. This approach requires some initial value of K which should not be less than the original value of K.
Liang, Jiye et al. (2012) extended K-Prototype algorithm by proposing a generalized mechanism for characterizing within-cluster entropy and between-cluster entropy to identify the worst cluster in a mixed dataset, an effective cluster validity index to evaluate the clustering results and the K-Prototype algorithm with a new dissimilarity measure.
The authors have shown through experimental results on both synthetic and real data with mixed attributes that their algorithm is superior to the other algorithms both in detecting the number of clusters and in obtaining better clustering results. The algorithm requires input parameters representing the minimum and maximum number of clusters that can be generated from the dataset.
All the algorithms discussed above require some initial value of K or some other parameter as input. In this chapter, the K-Prototype algorithm is extended to overcome the limitation of providing number of clusters required or any other parameter as an input
THE PROPOSED K-PROTOTYPE ALGORITHM
The proposed algorithm starts by dividing the given dataset into some initial clusters.
These initial clusters are then checked for outliers based on the objective function discussed in subsection 5.2.1. The set of outliers obtained are then taken as a new dataset and this process is repeated until all the objects are assigned to some clusters satisfying the objective function. In the proposed algorithm, the methods suggested by Ahmad et al. (2007) to find the most significant attribute, to find the centroid in a mixed dataset and to find the distance of an object from centroid are used.
The Proposed Objective Function
In order to check for outlier in each cluster, the following objective function is used:
where d(X i , C j ) is the distance between object X i and centroid C j , X i =x i1 , x i2 , …..x im , C j =c j1 , c j2 ,…….c jm , d m = The minimum of all the average distances.
The distance of every object is calculated from its centroid in every cluster. The average distance is calculated for each cluster.
Generation of Initial clusters
To generate initial clusters following steps are performed:
Step 1: Discretize all numerical attributes. Find the most significant attribute using the method presented by Ahmad et al. (2007) .
Step 2: Generate initial clusters with attribute values with maximum distance in most significant attribute in different clusters.
These steps are explained using a small dataset as shown in Table 5 .1. 
The first categorical attribute contains values 'A' and 'B' and the second attribute contains values 'C' and 'D'. The numeric attribute will be discretized into two values 'a'
and 'b' because the maximum number of values contained by both categorical attributes in the dataset is two. Taking N=2, Max value=5.0, Min value=1.2 interval width=(5.0-1.2)/2= 1.9
After discretizing the Table 5.1 turns into Table 5 .2. Step 1. In order to find the most significant attribute, calculate the distance between every pair of values for each attribute in Table 5 .2. The distance between the pair of values x and y of A j with respect to the attribute A i is defined as follows:
Where is the subset w of values of A i that maximizes the quantity P i ( /x) + P i ( /y), P i ( /x) denote the conditional probability that an element having value x for A j , has a value belonging to for A i , P i (~ /y) denotes the conditional probability that an element having value y for A j has a value belonging to ~ for A i .
Calculate the conditional probabilities for all the attributes in Table 5 .2 as given in Table   5 .3, 5.4 and 5.5. 
The significance of an attribute is calculated by taking the average of all the distance values to get Table 5 .7 shows that attribute Gamma is having the maximum significance value, so it is chosen as the most significant attribute.
Step 2 
Finding Centroids of the Clusters
The numeric attributes were discretized to create initial clusters but in the further steps of the algorithm, their numerical values are considered. In order to find the centroids, normalize the numerical attributes. The normalized value d ik of x ik is given by:
Step 3. After normalizing the attribute Gamma the records in cluster1 and cluster2 appear as shown in Table 5 .8. 
The central value for categorical attributes for a cluster C is represented as:
Where N c is the number of data objects in cluster C, N i,k,c denotes the number of elements in cluster C which has the kth attribute value for the ith attribute, assuming that ith attribute has pi different values.
Attribute Gamma is numeric attribute so center can be defined as normalized mean. The mean of the values of attribute Gamma in Table 5 .8 for cluster1 is 0.5 and cluster2 is 0.52.
In this way, centroid of cluster1 is:
(1/2(2A), 1/2(2C), 0.5), that is, (A, C, 0.5)
Similarly, centroid of cluster2 is:
(1/5(2A,3B), 1/5(C,4D), 0.52)
Computation of Distance of an Object from its Centroid
The distance between an object and its centroid is given by:
where m r and m c represent the number of numeric and categorical attributes respectively,
denotes the distance of object d i from its closest cluster center C j for numeric attributes only, w t denotes the significance of the tth numeric attribute which is to be computed from the dataset, ∑ denotes the distance between data object d i and its closest cluster center C j in terms of categorical attributes only.
In order to calculate these distance values, the distance between various values of the attributes in cluster1 and cluster2 has to be calculated. For numeric attribute Gamma, the significance is also calculated. 
The significance of attribute Gamma in cluster1 and cluster2 is calculated by taking the average of all the distance values under attribute Gamma in Table 5.9 and Table 5 .10. As there is only one value under attribute Gamma in Table 5.9 and Table 5 .10, so the significance of Gamma is 0 in both the clusters.
The various components of distance of record (A, C, 0) in cluster1 from the centroid (A, C, 0.5) is calculated as:
The distance of the records from their respective centroids for cluster1 and cluster2 is shown in Table 5 .11. Step 4. From Table 5 .11, the average of all the distances in cluster1 is 0 and that in cluster2 is 0.02. So the minimum distance d m =0.02. (0 is not considered)
Step 5 Step 6. B={(B, C, 4.2)}
Step 7. As set B contains one object, create a new cluster containing this object.
Finally three clusters are obtained:
The clusters obtained are compared with the clusters obtained using K-Prototype algorithm with K=3 using software RapidMiner. The observations are recorded in Table   5 .12. It can be seen from Table 5 .12, both the algorithms have tried to categorize the dataset with objects having similarity in two of the attributes out of three, though the results are slightly different. The proposed algorithm creates clusters by putting maximum number of similar objects together which is better than K-Prototype approach.
Dataset2
This dataset is similar to Dataset1 discussed above with one difference that the attribute 'Alpha' contains three values 'A', 'B' and C'. The numeric attribute will be discretized into three values 'a', 'b' and 'c' because the maximum number of values contained by a categorical attribute in the dataset is three as shown in Table 5 .13. According to proposed algorithm:
Step 1. Discretize attribute Gamma and represent the values as 'a', 'b' and 'c'. After discretizing the Table 5 .13 transforms into Table 5 .14. In order to find the most significant attribute, calculate the conditional probabilities as given in Table 5 .15, 5.16 and 5.17. 
The significance of an attribute is calculated by taking the average of all the distance values to get The attribute Gamma is the most significant attribute.
Step 2 Step 3. After normalizing the attribute Gamma, the objects in cluster1 and cluster2 are shown in Table 5 .20.
Table 5.20: Objects in Cluster1 and Cluster2 after Normalizing Attribute Gamma
Now centroid of cluster1 is:
(1/6(3A, 2B, C), 1/6(2C, 4D), 0.39) As cluser2 contains one object, so it is its centroid.
Step 4. Table 5 .21 shows the distance of the objects from their centroid for cluster1.
Table 5.21: Distance of Objects of Cluster1 from their Centroid
The average of all the distances in cluster1 is 0.28. As cluster2 contains one object, so the minimum distance d m =0.28.
Step 5. There are four outliers in cluster1: The clusters obtained above are compared with the clusters obtained using K-Prototype algorithm, with K=4, using software RapidMiner as shown in Table 5 .22. Table 5 .22 shows that the proposed algorithm has generated clusters and has put the most similar objects together. The maximum attributes in which the objects match is three in cluster3. Whereas, in K-Prototype the maximum attributes in which the values match is two.
Dataset3
The algorithm is further explained using a dataset with two numerical and one categorical attribute. According to proposed algorithm:
Step 1. Discretize attributes Subject2 and Subject3. After discretizing Table 5.23 transforms into Table 5 .24. 6. C C C
The significance value of Subject1 and Subject3 come out to same, so choose any of the two as the most significant attribute.
Step 2. Choosing Subject1 as the most significant attribute, initial clusters are obtained as: Cluster1 Cluster2 { (A, A, A), (B, B, B), (B, A, B), (B, B, B) } {(C, C, C), (C, C, C)}
Step 3. After normalizing the attributes Subject2 and Subject3, the objects in cluster1 and cluster2 transform as shown in Table 5 .25. (1/2(2C), 0.5, 0.5), that is, (C, 0.5, 0.5)
Step 4. The distance of the objects from their respective centroids is shown in Table 5 .26.
Table 5.26: Distance of the Objects from their Respective Centroids
The average of all the distances in Cluster1 is 0.28 and cluster2 is 0. So the minimum distance is d m =0.28. Step 5. Outlier in cluster1 is (A, 80, 90 Step 6. Take B={(A, 80, 90)}
Distances in Cluster1 Distances in
Step 7. As there is only one object in set B, create a new cluster containing the object. Table 5 .27 compares the results of the proposed algorithm with the K-Prototype algorithm for Dataset3. As can be seen from Table 5 .27, the results of both the algorithms are same.
COMPARATIVE ANALYSIS OF THE PROPOSED ALGORITHM
The proposed algorithm is implemented and its performance is tested on datasets of different sizes and dimensions. Two standard datasets are tested, namely the Lymphography data and the Post-Operative Patient data from KEEL Data Repository. A comparative analysis of the performance of the proposed algorithm is done with the original K-Prototype algorithm and various other algorithms. Initial value K was supplied as standard predefined value for the known data for K-Prototype algorithm in software
RapidMiner. These results obtained are presented in the following subsections.
Results on Lymphography Dataset
This dataset contains 18 attributes out of which 15 are categorical and 3 are numerical in nature. There are 148 objects and 4 groups in which they are divided. The dataset is majorly divided into two clusters with 81 and 61 objects respectively. The remaining 6 objects are distributed in rest of the two clusters. Table 5 .28 compares the results of the proposed algorithm and the original K-Prototype algorithm for the above dataset. The K-Prototype algorithm is provided an input of K=4 Table 5 .28 shows that the proposed algorithm generates 13 clusters, out of which two clusters namely cluster1 and cluster2 are major clusters. These two clusters classify 130 objects out of 148 objects. Remaining 18 objects fall in clusters numbered from 3 to 13. The accuracy of the proposed algorithm with various other algorithms is compared and shown in Table 5 .29.
The accuracy is calculated as:
where k=number of clusters, a i = number of objects correctly assigned to cluster c i and n=total number of objects in the dataset The value of cluster accuracy of the algorithms (from serial number 1-13) is taken from Jacob et al. (2012) and He et al. (2011) .
No of objects
As shown in Table 5 .29, the accuracy of the proposed algorithm is higher than all the algorithms except the DB Scan algorithm (serial number 5) and this is because this algorithm works with some pre assumptions in the form of two input parameters whereas the proposed algorithm works without any assumption.
Results on Post-Operative Patient Data
This dataset contains 8 attributes out of which 7 are categorical and 1 is numeric in nature. There are 90 objects and 3 groups in which they are divided. The dataset is majorly divided into two clusters with 24 and 64 objects respectively. This dataset contains three records with missing values, so 87 objects are considered in the experiment. Table 5 .30 compares the results of the proposed algorithm and the K-Prototype algorithm for the above dataset. The K-Prototype algorithm is provided with an input of K as 3. As can be seen from Table 5 .30, the proposed algorithm generates ten clusters, out of which two clusters namely cluster1 and cluster2 are major clusters. These two clusters divide 70 objects out of 87 objects. Remaining 17 objects fall in clusters numbered from are major clusters. These two clusters divide 70 objects out of 87 objects (cluster1 contains 15 objects and cluster2 contains 55 objects). Remaining 17 objects fall in clusters numbered from 3 to 10.
The value of clustering accuracy of the algorithms(from serial number 1-8) in Table 5 .31 is taken from Ienco et al. (2012) and Asok et al. (2016) .
The accuracy of the proposed algorithm is higher than most of the other algorithms as shown in Table 5 .31.
No of objects
Cluster number well separated against all attributes i.e. have an overall high value of d(x, y), for all pairs of x and y. In order to find the most significant attribute the numerical attributes are first discretized. Then the distance between every possible pair of attribute values is calculated. This is done by calculating the conditional probabilities as suggested by Ahmad et al. (2007) . This process is repeated for every attribute. The initial clusters are created by keeping the attribute values of the most significant attribute in different clusters for which the distance value is more as compared to others. The presence of outliers in these initial clusters is then checked based on the specified objective function.
The objective function is based on the distance of the objects from their centroids. This distance is calculated using the distance measure proposed by Ahmad et al. (2007) . This In the next chapter the thesis is concluded. In the previous chapters, algorithms are proposed for numerical and categorical datasets to over the limitation of providing the value of K. Also, an algorithm for categorical datasets is proposed to avoid the curse of high dimensionality without affecting the quality of the output. The proposed algorithms generate clusters that are in general better than the clusters generated by the original algorithms and various other algorithms.
