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Abstract
Cressie and Read (J. Roy. Statist. Soc. B 46 (1984) 440–464) introduced the power
divergence statistics, Ra; as multinomial goodness-of-ﬁt statistics. Each Ra has a limiting
noncentral chi-square distribution under a local alternative and has a limiting normal
distribution under a nonlocal alternative. Taneichi et al. (J. Multivariate Anal. 81 (2002)
335–359) derived an asymptotic approximation for the distribution of Ra under local
alternatives. In this paper, using multivariate Edgeworth expansion for a continuous
distribution, we show how the approximation based on the limiting normal distribution of
Ra under nonlocal alternatives can be improved. We apply the expansion to the power
approximation for Ra: The results of numerical investigation show that the proposed power
approximation is very effective for the likelihood ratio test.
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1. Introduction
Let X ¼ ðX1;y; XkÞ0 be distributed according to a multinomial distribution
Multkðn; pÞ; where
Pk
j¼1Xj ¼ n and p ¼ ðp1;y; pkÞ0 is an unknown probability
vector. Let p ¼ ð p1;y; pkÞ0 be a completely speciﬁed probability vector satisfying
0opjo1; ð j ¼ 1;y; kÞ and
Pk
j¼1pj ¼ 1: In order to test the simple null hypothesis
H0 : p ¼ p; we can use the power divergence statistic
Ra ¼ 2nIa X
n
; p
 
of Cressie and Read [3], where the power divergence Iað  ;  Þ is deﬁned by
Iaðs; tÞ ¼
1
aða þ 1Þ
Pk
j¼1
sj
sj
tj
 a
1
 
ðaa0;1Þ;
Pk
j¼1
sj log
sj
tj
ða ¼ 0Þ;
Pk
j¼1
tj log
tj
sj
ða ¼ 1Þ
8>>>>><
>>>>>:
for two probability vectors s ¼ ðs1;y; skÞ0 and t ¼ ðt1;y; tkÞ0: The family fRa:
NoaoNg of power divergence statistics contains Pearson’s chi-square statistic
(when a ¼ 1), the log likelihood ratio statistic (when a ¼ 0), the Freeman–Tukey
statistic (when a ¼ 0:5), and the modiﬁed log likelihood ratio statistic (when
a ¼ 1). In addition, R2=3 is the statistic recommended by Cressie and Read [3] and
Read and Cressie [6]. It is known that all Ra are asymptotically distributed according
to the central chi-square distribution with k  1 degrees of freedom under the null
hypothesis H0: The local Edgeworth expansion for X under H0 is shown in [1,
Theorem 22.1]. Approximations based on asymptotic expansions for the distribu-
tions of Ra under H0 have been derived by Yarnold [11], Siotani and Fujikoshi [8],
and Read [5]. The approximations consist of terms of multivariate Edgeworth
expansion for a continuous distribution and discontinuous terms to account for the
discontinuity in X :
Consider a local alternative hypothesis,
H1;n : pj ¼ pj þ cjﬃﬃﬃ
n
p for all j ¼ 1;y; k; ð1:1Þ
where
Pk
j¼1cj ¼ 0: It is known that all Ra are asymptotically distributed according to
the noncentral chi-square distribution with k  1 degrees of freedom and
noncentrality parameter
d ¼
Xk
j¼1
c2j
pj
ð1:2Þ
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under H1;n: Taneichi et al. [9] derived the local Edgeworth expansion under H1;n and
obtained an expression of approximation for the distribution of Ra under H1;n: The
expression consists of a term of multivariate Edgeworth expansion for a continuous
distribution and a discontinuous term to account for the discontinuity in X : The
discontinuous term is expressed in a very complicated form, and it is too complicated
to use in practice. So, using only the term of the multivariate Edgeworth expansion
for a continuous distribution, Taneichi et al. [9] proposed an approximation to the
power of Ra: Based on numerical investigation, it was concluded that an omission of
the discontinuous term does not lead to a serious error in approximating the power
of the test based on Ra:
Consider a nonlocal (ﬁxed) alternative hypothesis,
H1 : p ¼ q; ð1:3Þ
where q ¼ ðq1;y; qkÞ0 is a completely speciﬁed probability vector satisfying
0oqjo1; ð j ¼ 1;y; kÞ;
Pk
j¼1qj ¼ 1; and qap; and q does not depend on n: It is
known that each Ra is asymptotically distributed according to a normal distribution
under H1: We conjecture that the approximation for the distribution of R
a under H1
is effective when the alternative probability is distant from the null probability
because H1 is a nonlocal alternative. We also conjecture that an approximation
method based on multivariate Edgeworth expansion for a continuous distribution is
effective not only for the distribution of Ra under H1;n but also for that under H1:
We summarize here the study of the limiting distribution of Ra under H1: Brofﬁtt
and Randles [2] showed that an appropriate normalized Pearson’s chi-square
statistic is distributed according to the standard normal distribution for ﬁxed k and
nonlocal alternatives. Read and Cressie [6] extended the asymptotic normality to the
power divergence statistics Ra ða4 1Þ: From the results of Read and Cressie [6],
we have
Ra  2nIaðq; pÞ
2
ﬃﬃﬃﬃﬃﬃﬃ
ns2a
p !L Nð0; 1Þ as n-N ð1:4Þ
for a4 1; where
s2a ¼ U ðaÞ2  ðU ðaÞ1 Þ2; ð1:5Þ
U ðaÞm ¼
Pk
j¼1
qj
raj
a
 m
ðaa0Þ
Pk
j¼1
qjðlog rjÞm ða ¼ 0Þ;
8>><
>>>:
ð1:6Þ
rj ¼ qj
pj
; ð j ¼ 1;y; kÞ ð1:7Þ
and !L denotes convergence in distribution.
In this paper, we show how approximation (1.4) can be improved by using
multivariate Edgeworth expansion for a continuous distribution and we present a
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new power approximation for Ra: In Section 2 we describe the local Edgeworth
expansion under H1 and derive the multivariate Edgeworth expansion assuming a
continuous distribution for the distribution of Ra ða4 1Þ under H1: In Section 3
we apply the expansion to the power approximation for Ra against H1 and
numerically compare the power approximation with other power approximations.
Based on the results of numerical investigation, it is shown that the proposed
approximation is very effective for the likelihood ratio test ða ¼ 0Þ:
2. Improvement of the limiting normal approximation for the distribution of
Ra under H1
In this section we consider the distribution of Ra ða4 1Þ under H1: So let
X ¼ ðX1;y; XkÞ0 be distributed according to Multkðn; qÞ: Let r ¼ k  1;
Yj ¼ Xj  nqjﬃﬃﬃ
n
p ; ð j ¼ 1;y; rÞ; ð2:1Þ
Y ¼ ðY1;y; YrÞ0;
*q ¼ ðq1;y; qrÞ0;
and
L ¼ diagðq1;y; qrÞ  *q*q0:
Then
EðYÞ ¼ O; CovðYÞ ¼ L;
and the sample space of Y is the set
L ¼ y ¼ ðy1;y; yrÞ0: y ¼ m  n*qﬃﬃﬃ
n
p ; mAM
 
;
where
M ¼ m ¼ ðm1;y; mrÞ0: mj is a nonnegative integer ð j ¼ 1;y; rÞ;
Xr
j¼1
mjpn
( )
:
The local Edgeworth expansion of Y is given by the following theorem, which
immediately follows from Theorem 22.1 in [1] (see also [8, Lemma 2.1]).
Theorem 1. For each mAM; let y ¼ ðm  n*qÞ= ﬃﬃﬃnp : Then
PrfY ¼ y j H1g ¼ nr=2gðyÞ 1þ 1ﬃﬃﬃ
n
p h1ðyÞ þ 1
n
h2ðyÞ þ Oðn3=2Þ
 
;
where
gðyÞ ¼ ð2pÞr=2jLj1=2 exp 1
2
y0L1y
 
; ð2:2Þ
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h1ðyÞ ¼  1
2
Xk
j¼1
yj
qj
þ 1
6
Xk
j¼1
y3j
q2j
;
h2ðyÞ ¼ 1
2
fh1ðyÞg2 þ 1
12
 1
12
Xk
j¼1
1
qj
þ 1
4
Xk
j¼1
y2j
q2j
 1
12
Xk
j¼1
y4j
q3j
;
and yk ¼ 
Pr
j¼1yj:
By (2.1), the power divergence statistics Ra can be rewritten as
RaðYÞ ¼
2
aða þ 1Þ
Pk
j¼1
ðnqj þ
ﬃﬃﬃ
n
p
YjÞaþ1
ðnpjÞa  n
" #
ðaa0;1Þ;
2
Pk
j¼1
ðnqj þ
ﬃﬃﬃ
n
p
YjÞ log nqj þ
ﬃﬃﬃ
n
p
Yj
npj
 
ða ¼ 0Þ;
2
Pk
j¼1
npj log
npj
nqj þ
ﬃﬃﬃ
n
p
Yj
 
ða ¼ 1Þ;
8>>>>><
>>>>>:
where Yk ¼ 
Pr
j¼1Yj: For a4 1; let
SaðYÞ ¼ R
aðYÞ  2nIaðq; pÞ
2
ﬃﬃﬃ
n
p :
From the asymptotic normality of Ra under H1 we know that the limiting
distribution of SaðYÞ is Nð0; s2aÞ: We may use an asymptotic expansion for the
distribution of SaðYÞ in order to obtain an approximation that is more accurate
than Nð0; s2aÞ: Since Y has a lattice distribution, the asymptotic expansion
for the distribution of SaðYÞ consists of continuous and discontinuous terms.
Unlike in the case of null hypothesis H0; however, in the case of local alternative
H1;n; the discontinuous term is expressed in a very complicated form, and
a simple expression of the discontinuous term is yet to be investigated (see [9]).
Also, in the case of nonlocal alternative H1; a simple expression of the discontinuous
term is yet to be investigated. We therefore assume that Y has a continuous
probability density function and derive the multivariate Edgeworth expansion
for the distribution of SaðYÞ: Let FðxÞ be the cumulative distribution function
of SaðYÞ: If we assume that Y has the continuous probability density
function
gðyÞ 1þ 1ﬃﬃﬃ
n
p h1ðyÞ þ 1
n
h2ðyÞ
 
;
then the multivariate Edgeworth expansion for FðxÞ is given as follows.
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Theorem 2. Let
FðxÞ ¼PrfSaðYÞpxjH1g
¼
Z
?
Z
SaðyÞpx
gðyÞ 1þ 1ﬃﬃﬃ
n
p h1ðyÞ þ 1
n
h2ðyÞ
 
dy1?dyr:
Then
FðxÞ ¼FðzÞ  1ﬃﬃﬃﬃﬃﬃﬃ
ns2a
p fðzÞ GðaÞ1 þ G
ðaÞ
2
s2a
ðz2  1Þ
( )
 z
ns2a
fðzÞ GðaÞ3 þ
G
ðaÞ
4
s2a
ðz2  3Þ þ G
ðaÞ
5
s4a
ðz4  10z2 þ 15Þ
( )
þ Oðn3=2Þ; ð2:3Þ
where FðÞ and fðÞ denote the standard normal distribution function and its first
derivative, respectively, z ¼ x=sa; s2a is defined by (1.5),
G
ðaÞ
1 ¼
a
2
ðV ðaÞ1  U ðaÞ1 Þ ðaa0Þ;
1
2
ðk  1Þ ða ¼ 0Þ;
8><
>:
G
ðaÞ
2 ¼
1
6
½ð2þ 3aÞðU ðaÞ1 Þ3  3ð1þ 2aÞU ðaÞ1 U ðaÞ2 þ ð1þ 3aÞU ðaÞ3  ðaa0Þ;
1
6
½2ðU ð0Þ1 Þ3  3U ð0Þ1 U ð0Þ2 þ U ð0Þ3 þ 3fU ð0Þ2  ðU ð0Þ1 Þ2g ða ¼ 0Þ;
8><
>:
G
ðaÞ
3 ¼
a
8
½ð4þ 7aÞðU ðaÞ1 Þ2  4ð1þ 2aÞU ðaÞ2
þ afðV ðaÞ1 Þ2  6U ðaÞ1 V ðaÞ1 þ 6V ðaÞ2 g ðaa0Þ;
1
8
ðk2  1Þ ða ¼ 0Þ;
8>><
>>>:
G
ðaÞ
4 ¼
1
24
½2ð3þ 12a þ 11a2ÞðU ðaÞ1 Þ4 þ 6ð1þ 2aÞð2þ 5aÞðU ðaÞ1 Þ2U ðaÞ2
 3ð1þ 2aÞ2ðU ðaÞ2 Þ2  2ð1þ 3aÞð2þ 7aÞU ðaÞ1 U ðaÞ3 þ ð1þ 4aÞ2U ðaÞ4
þ2aV ðaÞ1 fð2þ 3aÞðU ðaÞ1 Þ3  3ð1þ 2aÞU ðaÞ1 U ðaÞ2 þ ð1þ 3aÞU ðaÞ3 g
ðaa0Þ;
1
24
½6ðU ð0Þ1 Þ4 þ 12ðU ð0Þ1 Þ2U ð0Þ2  3ðU ð0Þ2 Þ2  4U ð0Þ1 U ð0Þ3 þ U ð0Þ4
þ2ðk þ 3Þf2ðU ð0Þ1 Þ3  3U ð0Þ1 U ð0Þ2 þ U ð0Þ3 g þ 6ðk þ 1Þ fU ð0Þ2  ðU ð0Þ1 Þ2g
ða ¼ 0Þ;
8>>>>>>>><
>>>>>>>>:
and
G
ðaÞ
5 ¼
1
2
ðGðaÞ2 Þ2;
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where
V ðaÞm ¼
Xk
j¼1
raj
a
 m
ðaa0Þ
and U
ðaÞ
m and rj are defined by (1.6) and (1.7), respectively.
Proof. The characteristic function of SaðYÞ is
cðtÞ ¼
Z N
N
?
Z N
N
expfitSaðyÞggðyÞ 1þ 1ﬃﬃﬃ
n
p h1ðyÞ þ 1
n
h2ðyÞ
 
dy1?dyr:
We can expand SaðyÞ as
SaðyÞ ¼ ðaðaÞÞ0y þ 1
2
ﬃﬃﬃ
n
p
Xk
j¼1
raj
qj
y2j þ
a  1
6n
Xk
j¼1
raj
q2j
y3j þ Oðn3=2Þ ð2:4Þ
in the set Qn of y for which jyj=
ﬃﬃﬃ
n
p
qjjo1; ð j ¼ 1;y; kÞ; where aðaÞ ¼ ðaðaÞ1 ;y; aðaÞr Þ0
and
aðaÞj ¼
1
a
ðraj  rakÞ ðaa0Þ;
log
rj
rk
ða ¼ 0Þ:
8><
>:
Therefore, from the appendix we have
cðtÞ ¼ exp 1
2
t2s2a
 Z N
N
?
Z N
N
gðyÞgðyÞ dy1?dyr þ Oðn3=2Þ; ð2:5Þ
where
gðyÞ ¼ ð2pÞr=2jLj1=2 exp 1
2
ðy  itLaðaÞÞ0L1ðy  itLaðaÞÞ
 
and
gðyÞ ¼ 1þ 1ﬃﬃﬃ
n
p it
2
Xk
j¼1
raj
qj
y2j þ h1ðyÞ
( )
þ 1
n
itða  1Þ
6
Xk
j¼1
raj
q2j
y3j
8<
:
þ ðitÞ
2
8
Xk
j¼1
raj
qj
y2j
 !2
þit
2
h1ðyÞ
Xk
j¼1
raj
qj
y2j
 !
þ h2ðyÞ
9=
;: ð2:6Þ
ARTICLE IN PRESS
Y. Sekiya, N. Taneichi / Journal of Multivariate Analysis 91 (2004) 199–223 205
Carrying out the integral (2.5) with the aid of the moment formulae for a
multivariate normal variate, we have
cðtÞ ¼ exp 1
2
t2s2a
 
1þ 1ﬃﬃﬃ
n
p fðitÞGðaÞ1 þ ðitÞ3GðaÞ2 g

þ 1
n
fðitÞ2GðaÞ3 þ ðitÞ4GðaÞ4 þ ðitÞ6GðaÞ5 g

þ Oðn3=2Þ: ð2:7Þ
Inverting (2.7) we obtain the probability density function f ðxÞ of SaðYÞ as
f ðxÞ ¼ 1ﬃﬃﬃﬃﬃ
s2a
p fðzÞ þ 1ﬃﬃﬃ
n
p fðzÞ G
ðaÞ
1
s2a
H1ðzÞ þ G
ðaÞ
2
s4a
H3ðzÞ
( )
þ 1
n
ﬃﬃﬃﬃﬃ
s2a
p fðzÞ GðaÞ3
s2a
H2ðzÞ þ G
ðaÞ
4
s4a
H4ðzÞ þ G
ðaÞ
5
s6a
H6ðzÞ
( )
þ Oðn3=2Þ;
where HjðÞ is the jth Hermitian polynomial
HjðzÞ ¼ ð1Þ j 1fðzÞ
d j
dz j
fðzÞ
 
:
Consequently, the cumulative distribution function FðxÞ of SaðYÞ is obtained as
(2.3). We have completed the proof of Theorem 2. &
If we use only the leading term of the right-hand side of (2.3), we have
FðxÞ ¼ FðzÞ þ Oðn1=2Þ;
which coincides with the result of (1.4).
3. Application and numerical investigation
In this section we apply the result of Theorem 2 to the power approximation for
Ra: By (2.3), we can approximate the power PrfRaðYÞ4cðaÞ0 jH1g of RaðYÞ against
H1 as
1 FðvÞ þ 1ﬃﬃﬃﬃﬃﬃﬃ
ns2a
p fðvÞ GðaÞ1 þ GðaÞ2s2a ðv2  1Þ
( )
þ v
ns2a
fðvÞ GðaÞ3 þ
G
ðaÞ
4
s2a
ðv2  3Þ þ G
ðaÞ
5
s4a
ðv4  10v2 þ 15Þ
( )
; ð3:1Þ
where
v ¼ c
ðaÞ
0  2nIaðq; pÞ
2
ﬃﬃﬃﬃﬃﬃﬃ
ns2a
p
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and c
ðaÞ
0 is the critical value for R
a: We refer to the power approximation method
based on (3.1) as AN approximation.
We compare the performance of the AN approximation with that of other power
approximations. We refer to the power approximation based on the limiting normal
distribution of Ra under H1; i.e.,
1 FðvÞ; ð3:2Þ
as N approximation. Drost et al. [4] proposed two power approximations, Aa and
Ba: The Aa approximation is constructed from a linear combination of mutually
independent noncentral chi-square random variables, and the Ba approximation is
constructed from a linear expression of a single noncentral chi-square random
variable which has the same ﬁrst moment as Aa: Sekiya et al. [7] proposed NT
approximation, which is a normal approximation based on the normalizing
transformation of Ra: Taneichi et al. [9] proposed AE approximation, which is
based on the multivariate Edgeworth expansion assuming a continuous distribution
for the distribution of Ra under H1;n given by (1.1).
We describe the expressions of the Aa; Ba; and NT approximations for the power
of Ra against H1 given by (1.3). Let
q1=2 ¼ ðq1=21 ;y; q1=2k Þ0;
DðaÞ ¼ diagðra=21 ;y; ra=2k Þ;
and
fðaÞ ¼ a1n1=2ðq1=21 ð1 ra1 Þ;y; q1=2k ð1 rak ÞÞ0:
Let bðaÞ1 ;y; b
ðaÞ
r be the nonzero eigenvalues and X
ðaÞ the k  k orthogonal matrix of
eigenvectors of DðaÞðE  q1=2ðq1=2Þ0ÞDðaÞ:
ðXðaÞÞ0DðaÞðE  q1=2ðq1=2Þ0ÞDðaÞXðaÞ ¼ diagðbðaÞ1 ;y; bðaÞr ; 0Þ;
where E denotes the k-dimensional unit matrix. And let
gðaÞ ¼ ðZðaÞ1 ;y; ZðaÞk Þ0 ¼ ðXðaÞÞ0DðaÞfðaÞ:
Then the Aa approximation is represented as
1 Pr
Xr
j¼1
bðaÞj w
2
1
ðZðaÞj Þ2
bðaÞj
 !
ocðaÞ0  2nIaðq; pÞ þ
Xr
j¼1
ðZðaÞj Þ2
( )
; ð3:3Þ
where w2f ðyÞ denotes a noncentral chi-square random variable with f degrees of
freedom and noncentrality parameter y: Let
lðaÞ ¼ 1
r
Xk
j¼1
ð1 qjÞraj
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and
xðaÞ ¼ nðalðaÞÞ2
Xk
j¼1
qjðraj  1Þ2 
Xk
j¼1
qjðraj  1Þ
( )224
3
5:
Then the Ba approximation is represented as
1 Pr w2r ðxðaÞÞo
c
ðaÞ
0  2nIaðq; pÞ þ lðaÞxðaÞ
lðaÞ
( )
: ð3:4Þ
For a ¼ 0 the Ba approximation coincides with the Aa approximation [4]. Sekiya
et al. [7] showed that
ﬃﬃﬃﬃﬃ
n
s2a
r
c
Ra
2n
 
 1
n
G
ðaÞ
1 
G
ðaÞ
2
s2a
 !( )
!L Nð0; 1Þ as n-N
under H1; where
cðxÞ ¼
mðaÞ
tðaÞ þ 1
x
mðaÞ
 tðaÞþ1
1
( )
ðtðaÞa 1Þ;
mðaÞ log
x
mðaÞ
ðtðaÞ ¼ 1Þ;
8>><
>>:
tðaÞ ¼ 2m
ðaÞGðaÞ2
s4a
;
mðaÞ ¼ Iaðq; pÞ;
s2a is deﬁned by (1.5), and G
ðaÞ
1 and G
ðaÞ
2 are deﬁned in Theorem 2. The NT
approximation is represented as
1 F
ﬃﬃﬃﬃﬃ
n
s2a
r
c
c
ðaÞ
0
2n
 !
 1
n
G
ðaÞ
1 
G
ðaÞ
2
s2a
 !( ) !
: ð3:5Þ
We next describe the expression of the AE approximation for the power of Ra
against H1;n given by (1.1). The AE approximation is represented as
1 Prfw2r ðdÞocðaÞ0 g 
1
6
ﬃﬃﬃ
n
p
X3
j¼0
u
ðaÞ
j Prfw2rþ2jðdÞocðaÞ0 g
 1
72n
X6
j¼0
w
ðaÞ
j Prfw2rþ2jðdÞocðaÞ0 g; ð3:6Þ
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where
u
ðaÞ
0 ¼ 2S32 ;
u
ðaÞ
1 ¼  3ðS32 þ aS11Þ;
u
ðaÞ
2 ¼ð1 aÞS32 þ 3aS11 ;
u
ðaÞ
3 ¼ aS32 ;
w
ðaÞ
0 ¼ 4ðS32Þ2  18S43  6ðS01  1Þ;
w
ðaÞ
1 ¼  12ðS32Þ2  9ðS21Þ2  12aS11S32 þ 33S43 þ 18aS22  18akS21
þ 3fða þ 2Þð2a þ 1ÞS01  3akðak þ 2Þ þ ða  1Þða þ 2Þg;
w
ðaÞ
2 ¼ð13 4aÞðS32Þ2  18ða  1ÞðS21Þ2 þ 9a2ðS11Þ2 þ 30aS11S32 þ 18ða  1ÞS43
þ 18aða  1ÞS22  18afða  2Þk þ a  1gS21
 3afð7a þ 5ÞS01  6kðak þ a þ 1Þ þ 5a þ 1g;
w
ðaÞ
3 ¼ 2ð5a  3ÞðS32Þ2  9ða2  4a þ 1ÞðS21Þ2  18a2ðS11Þ2
þ 6aða  4ÞS11S32 þ 3ð2a2  9a þ 1ÞS43  54a2S22
þ 18afð2a  1Þk þ 3a  1gS21 þ 3a2ð5S01  3k2  6k þ 4Þ;
w
ðaÞ
4 ¼ða2  8a þ 1ÞðS32Þ2 þ 18aða  1ÞðS21Þ2 þ 9a2ðS11Þ2
 6að2a  1ÞS11S32  3að5a  3ÞS43 þ 36a2S22  18a2ðk þ 2ÞS21;
w
ðaÞ
5 ¼  2aða  1ÞðS32Þ2  9a2ðS21Þ2 þ 6a2S11S32 þ 9a2S43;
w
ðaÞ
6 ¼ a2ðS32Þ2;
Slm ¼
Xk
j¼1
ðcjÞl
ð pjÞm;
and d is deﬁned by (1.2). If we use only the ﬁrst two terms of (3.6), then we have
1 Prfw2r ðdÞocðaÞ0 g; ð3:7Þ
which is the ordinary noncentral w2 approximation. When we put
cj ¼
ﬃﬃﬃ
n
p ðqj  pjÞ; ð j ¼ 1;y; kÞ;
expressions (3.6) and (3.7) represent the AE and ordinary noncentral w2
approximations to the power of Ra against H1 given by (1.3), respectively.
Statistics Ra with a ¼ 0:5; 0, 2/3, 1 are well known as multinomial goodness-of-
ﬁt statistics. In addition, Read and Cressie [6, pp. 63] concludes that a reasonable
choice of a will lie in the range aAð1; 2 in almost all cases. So, we compare the
performance of seven power approximations (3.1)–(3.7) for statistics Ra with
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a ¼ 0:5; 0, 2/3, 1, 2. In order to investigate the performance of each approximation,
we compare the approximation with the true power of the randomized size-a test
that is calculated by direct enumeration (e.g., [6, pp. 76–77, 10]).
For k ¼ 4 and 5, we consider the equiprobable null hypothesis Hð1Þ0 : p ¼ pð1Þ;
where pð1Þ ¼ ð pð1Þ1 ;y; pð1Þk Þ0 ¼ ð1=k;y; 1=kÞ0: For k ¼ 4 we also consider ﬁve null
hypotheses H
ðlÞ
0 : p ¼ pðlÞ; ðl ¼ 2;y; 6Þ; where
pð2Þ ¼ ð0:1; 0:2; 0:3; 0:4Þ0;
pð3Þ ¼ ð0:2; 0:2; 0:2; 0:4Þ0;
pð4Þ ¼ ð0:1; 0:3; 0:3; 0:3Þ0;
pð5Þ ¼ ð0:125; 0:125; 0:375; 0:375Þ0;
pð6Þ ¼ ð0:125; 0:25; 0:25; 0:375Þ0:
For k ¼ 5 we also consider six null hypotheses HðlÞ0 : p ¼ pðlÞ; ðl ¼ 7;y; 12Þ; where
pð7Þ ¼ ð0:05; 0:1; 0:2; 0:3; 0:35Þ0;
pð8Þ ¼ ð0:15; 0:15; 0:15; 0:15; 0:4Þ0;
pð9Þ ¼ ð0:1; 0:225; 0:225; 0:225; 0:225Þ0;
pð10Þ ¼ ð0:1; 0:1; 0:1; 0:35; 0:35Þ0;
pð11Þ ¼ ð0:125; 0:125; 0:25; 0:25; 0:25Þ0;
pð12Þ ¼ ð0:1; 0:2; 0:2; 0:2; 0:3Þ0:
For each null hypothesis, we randomly generate M ¼ 1000 alternative hypotheses
H
ðiÞ
1 : p ¼ qðiÞ; ði ¼ 1;y; MÞ: Under each alternative HðiÞ1 ; we compute the true
power TPðiÞ of the randomized size-a test and approximate power APðiÞ of each
approximation. For computing all approximate powers, we use the exact critical
value obtained by direct enumeration. We investigate the performance of each
approximation based on the index
Er ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
M
XM
i¼1 fAPðiÞ  TPðiÞg
2
r
:
The values of Er for level of signiﬁcance, a ¼ 0:05; number of cells, k ¼ 4; 5; and
sample size, n ¼ 5k; 6k; 8k; 10k are listed in Tables 1–10. In the tables, a numerical
value with the symbol  indicates that the corresponding approximation is the best of
the seven approximations for each n: From the values shown in Tables 1–10, we have
the following results.
1. The AN approximation improves the N approximation.
2. Of the seven power approximations for R0; the AN approximation is the best
for k ¼ 4 and almost the best for k ¼ 5 except for the equiprobable null hypothesis
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H
ð1Þ
0 : The AN approximation is quite accurate for R
0 to such a degree that it satisﬁes
the condition Ero0:04:
3. Of the seven power approximations for R1 and R2=3; the Aa approximation is
the best for almost all null hypotheses.
4. Of the seven power approximations for R2; the AE approximation
is better than the other approximations except for null hypotheses H
ð1Þ
0
and H
ð10Þ
0 :
5. In the cases of a ¼ 0 and 2/3, the AN approximation always performs better
than the ordinary noncentral w2 approximation. In the case of a ¼ 1; the ordinary
noncentral w2 approximation rarely performs better than the AN approximation. In
the case of a ¼ 2; there are many cases in which the ordinary noncentral w2
approximation performs better than the AN approximation.
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Table 1
Values of Er for each pðlÞ (k ¼ 4; a ¼ 0:5)
p n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.12697 0.14741 0.04745 0.14814 0.06567 0.03321 0.05914
6k 0.17936 0.19625 0.05590 0.10057 0.07468 0.07652 0.04661
8k 0.11025 0.15186 0.02507 0.06056 0.06491 0.02207 0.02417
10k 0.09318 0.14981 0.02095 0.01236 0.06720 0.01469 0.02117
pð2Þ 5k 0.15662 0.18758 0.06412 0.07939 0.04114 0.13745 0.05887
6k 0.15762 0.18062 0.06639 0.08599 0.04136 0.12131 0.05445
8k 0.13430 0.16038 0.04784 0.04383 0.03144 0.08408 0.03513
10k 0.09338 0.13695 0.01662 0.03141 0.02198 0.03845 0.01822
pð3Þ 5k 0.13536 0.17545 0.03645 0.07845 0.01972 0.06068 0.05163
6k 0.09710 0.15398 0.03029 0.09657 0.02875 0.02925 0.05247
8k 0.09083 0.15258 0.02231 0.05945 0.02330 0.02342 0.01464
10k 0.08144 0.14394 0.01813 0.03914 0.02597 0.01902 0.01265
pð4Þ 5k 0.16004 0.18641 0.05835 0.09006 0.03744 0.13439 0.05708
6k 0.17560 0.18116 0.07228 0.10067 0.04418 0.11929 0.05568
8k 0.14478 0.15511 0.04857 0.04898 0.04325 0.08458 0.03602
10k 0.10465 0.13762 0.01843 0.03371 0.04111 0.04048 0.02193
pð5Þ 5k 0.15185 0.19440 0.07559 0.07750 0.05420 0.13653 0.08041
6k 0.17565 0.20767 0.09186 0.09166 0.06822 0.14102 0.11792
8k 0.10178 0.14172 0.02064 0.04395 0.02658 0.05077 0.03373
10k 0.08638 0.12915 0.01437 0.03351 0.04213 0.03245 0.01914
pð6Þ 5k 0.16986 0.19181 0.07435 0.08428 0.04827 0.11216 0.06008
6k 0.16586 0.18249 0.07764 0.07984 0.05742 0.11161 0.05982
8k 0.10229 0.14921 0.02153 0.03439 0.02698 0.04044 0.01937
10k 0.08841 0.14156 0.01932 0.02720 0.02678 0.02513 0.01595
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6. In the case of H
ð1Þ
0 ; the maximum values of Er for the approximations are as
follows: 0.07652 for the AE approximation, 0.08093 for the AN approximation,
0.12030 for the NT approximation, 0.15552 for the Aa and Ba approximations,
0.17936 for the ordinary noncentral w2 approximation, and 0.22780 for the N
approximation. Hence, in the case of H
ð1Þ
0 ; only the AE approximation satisﬁes
Erp0:07652 for any aA½0:5; 2:
Taking the result of 2 into consideration, we examine in detail the performance of
the power approximations for R0 under the equiprobable null hypothesis H
ð1Þ
0 : The
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Table 2
Values of Er for each pðlÞ (k ¼ 5; a ¼ 0:5)
p n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.16877 0.21893 0.04085 0.09588 0.07080 0.05709 0.06579
6k 0.14948 0.20357 0.03283 0.07112 0.07640 0.04258 0.03422
8k 0.11788 0.19201 0.02476 0.01508 0.06817 0.02294 0.02349
10k 0.10241 0.18671 0.02129 0.01299 0.06009 0.01849 0.02039
pð7Þ 5k 0.16005 0.19574 0.04664 0.04986 0.03084 0.25915 0.06491
6k 0.17198 0.20315 0.05537 0.05333 0.03870 0.24565 0.05265
8k 0.15245 0.19324 0.04401 0.05272 0.02724 0.14741 0.09342
10k 0.14422 0.17614 0.03058 0.05425 0.01782 0.10654 0.05178
pð8Þ 5k 0.24008 0.27025 0.10051 0.09528 0.07679 0.13865 0.08973
6k 0.10351 0.20073 0.02700 0.04299 0.01449 0.04630 0.05120
8k 0.07681 0.17832 0.02023 0.01640 0.01357 0.02590 0.01201
10k 0.05885 0.15846 0.01353 0.00801 0.01216 0.01551 0.00779
pð9Þ 5k 0.17485 0.21371 0.04831 0.08242 0.02802 0.10359 0.05705
6k 0.17807 0.21717 0.06423 0.06490 0.04045 0.10129 0.05815
8k 0.11889 0.18455 0.02298 0.01630 0.03622 0.04627 0.02517
10k 0.09868 0.17631 0.01845 0.02545 0.03445 0.02923 0.02837
pð10Þ 5k 0.12899 0.21886 0.06017 0.06516 0.04643 0.15052 0.08117
6k 0.16732 0.21879 0.07340 0.08762 0.05661 0.17103 0.60128
8k 0.12625 0.17781 0.03186 0.02980 0.01982 0.08203 0.03439
10k 0.08583 0.14998 0.01229 0.01163 0.01784 0.03969 0.01595
pð11Þ 5k 0.18887 0.21888 0.05958 0.06870 0.03610 0.10328 0.04408
6k 0.15583 0.21144 0.05287 0.05300 0.03418 0.08172 0.04115
8k 0.09929 0.18471 0.02115 0.02963 0.03532 0.03016 0.03488
10k 0.08972 0.17879 0.01784 0.01333 0.02921 0.02524 0.01767
pð12Þ 5k 0.17474 0.22348 0.05035 0.07197 0.02465 0.10429 0.05964
6k 0.16527 0.21462 0.06097 0.06923 0.03678 0.09641 0.05477
8k 0.11056 0.18487 0.02307 0.02506 0.03115 0.04498 0.02606
10k 0.08875 0.17437 0.01732 0.01418 0.03045 0.02775 0.02288
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set of probability vectors can be divided into the following three subsets:
Q1 ¼ q ¼ ðq1;y; qkÞ0: DðqÞp1
k
 
;
Q2 ¼ q ¼ ðq1;y; qkÞ0: 1
k
oDðqÞp2
k
 
;
Q3 ¼ q ¼ ðq1;y; qkÞ0: 2
k
oDðqÞ
 
;
where
DðqÞ ¼
Xk
j¼1
ðqj  pð1Þj Þ2
p
ð1Þ
j
:
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Table 3
Values of Er for each pðlÞ (k ¼ 4; a ¼ 0)
pðlÞ n w2 N Aað¼ BaÞ NT AE AN
pð1Þ 5k 0.09556 0.16266 0.15552 0.06566 0.03441 0.03861
6k 0.11375 0.18244 0.09703 0.08114 0.04694 0.02826
8k 0.08133 0.14683 0.07185 0.07108 0.01912 0.02396
10k 0.07682 0.15195 0.02932 0.06975 0.01844 0.02068
pð2Þ 5k 0.08709 0.15478 0.05890 0.03456 0.06704 0.02563
6k 0.07738 0.14392 0.07113 0.03348 0.04634 0.02246
8k 0.07488 0.14364 0.03766 0.02214 0.03693 0.01576
10k 0.07321 0.13907 0.03497 0.02699 0.03413 0.01943
pð3Þ 5k 0.11705 0.20091 0.07820 0.04148 0.07207 0.03950
6k 0.07588 0.16204 0.10266 0.02627 0.02953 0.01756
8k 0.07695 0.15709 0.05378 0.02537 0.02892 0.01376
10k 0.05895 0.13983 0.04794 0.02941 0.01313 0.01166
pð4Þ 5k 0.09849 0.16000 0.08476 0.03200 0.06717 0.02356
6k 0.07609 0.13672 0.09267 0.03865 0.04126 0.02626
8k 0.08484 0.14366 0.04581 0.04276 0.03912 0.01818
10k 0.08473 0.14292 0.04593 0.04520 0.03913 0.02055
pð5Þ 5k 0.07372 0.14575 0.05707 0.02882 0.05290 0.02313
6k 0.07826 0.13844 0.05937 0.03093 0.04875 0.02694
8k 0.08026 0.13718 0.04329 0.03247 0.04176 0.01795
10k 0.06405 0.12428 0.03665 0.04362 0.02447 0.01489
pð6Þ 5k 0.08472 0.16356 0.07337 0.03708 0.04429 0.02403
6k 0.08104 0.15847 0.05608 0.03216 0.03824 0.01912
8k 0.08082 0.15316 0.04602 0.03265 0.03835 0.01951
10k 0.06646 0.14190 0.04103 0.02924 0.02056 0.01474
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In each Ql ðl ¼ 1; 2; 3Þ; we randomly generate M ¼ 500 alternatives HðiÞ1 : p ¼
qðiÞ; ði ¼ 1;y; MÞ and compute the value of Er: The values of Er for level
of signiﬁcance, a ¼ 0:05; number of cells, k ¼ 4; 5; and sample size, n ¼
5k; 6k; 7k; 8k; 9k; 10k are listed in Tables 11 and 12. From the values shown in
Tables 11 and 12, we have the following results.
1. The AE approximation is superior to the other approximations in Q1; which is
composed of alternatives close to the null hypothesis.
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Table 4
Values of Er for each pðlÞ (k ¼ 5; a ¼ 0)
pðlÞ n w2 N Aað¼ BaÞ NT AE AN
pð1Þ 5k 0.12140 0.22780 0.10256 0.07885 0.05705 0.03032
6k 0.10153 0.20828 0.08374 0.08366 0.03433 0.03220
8k 0.08434 0.19318 0.04265 0.07321 0.02016 0.02488
10k 0.07318 0.18454 0.03491 0.06484 0.01396 0.02154
pð7Þ 5k 0.07536 0.15004 0.05156 0.01954 0.09027 0.01396
6k 0.08720 0.15151 0.05519 0.02335 0.09042 0.01548
8k 0.07765 0.15025 0.04961 0.01811 0.05849 0.01922
10k 0.07903 0.14797 0.05284 0.01349 0.04666 0.01018
pð8Þ 5k 0.09006 0.16354 0.06109 0.01492 0.03786 0.01560
6k 0.07700 0.20098 0.04454 0.02013 0.03881 0.01119
8k 0.05428 0.17164 0.03090 0.01623 0.01836 0.00926
10k 0.04784 0.15653 0.02336 0.01336 0.01425 0.00645
pð9Þ 5k 0.10233 0.20486 0.09073 0.01825 0.05166 0.02155
6k 0.09408 0.19778 0.06214 0.04541 0.04054 0.02885
8k 0.08424 0.18446 0.04021 0.04236 0.03215 0.02707
10k 0.07731 0.17820 0.04119 0.03695 0.02840 0.01683
pð10Þ 5k 0.05540 0.14242 0.04174 0.01681 0.05392 0.01389
6k 0.05886 0.13220 0.05446 0.02759 0.04924 0.02163
8k 0.06857 0.15367 0.03686 0.02022 0.03553 0.01064
10k 0.06430 0.14342 0.03417 0.02002 0.02917 0.00882
pð11Þ 5k 0.09538 0.19467 0.07417 0.01443 0.03939 0.02049
6k 0.08384 0.19845 0.05093 0.04088 0.03567 0.02394
8k 0.07593 0.18343 0.04335 0.03951 0.02896 0.01830
10k 0.06538 0.17170 0.03163 0.03458 0.01849 0.01688
pð12Þ 5k 0.10275 0.20969 0.07005 0.01550 0.05415 0.01471
6k 0.08551 0.19611 0.06615 0.03397 0.03773 0.02451
8k 0.07763 0.18105 0.03896 0.03667 0.03128 0.01862
10k 0.06843 0.17261 0.03325 0.03312 0.02478 0.01193
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2. The AN approximation is superior to the other approximations in Q3; whose
elements are distant from the null probability.
3. The NT approximation is superior to the other approximations in Q2; which
occupies an intermediate position between Q1 and Q3:
4. The AN and NT approximations become accurate as the alternative probabilities
are distant from the equiprobable null probability.
5. The results of k ¼ 5 correspond roughly with the results of k ¼ 4:
The results of 1–4 are consistent with the nature of the three approximations, i.e.,
the AE approximation is derived as a power approximation for Ra against the local
alternative H1;n; and the AN and NT approximations are derived as power
approximations for Ra against the nonlocal alternative H1:
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Table 5
Values of Er for each pðlÞ (k ¼ 4; a ¼ 2=3)
pðlÞ n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.08491 0.20614 0.04178 0.04912 0.07080 0.04892 0.04145
6k 0.06279 0.17422 0.01193 0.01831 0.09110 0.02339 0.04160
8k 0.05826 0.15936 0.01026 0.01706 0.07281 0.01665 0.02925
10k 0.05038 0.14425 0.00532 0.01422 0.07604 0.01097 0.02593
pð2Þ 5k 0.05270 0.14002 0.01217 0.01800 0.03970 0.04106 0.02682
6k 0.05388 0.13111 0.01022 0.02941 0.04305 0.03162 0.02448
8k 0.04593 0.13587 0.00697 0.01344 0.02998 0.02359 0.01894
10k 0.04262 0.12772 0.00547 0.01203 0.03247 0.01835 0.01931
pð3Þ 5k 0.04833 0.16985 0.01595 0.01943 0.03658 0.01899 0.02761
6k 0.05318 0.15771 0.01809 0.02346 0.03941 0.02597 0.02759
8k 0.04575 0.15615 0.01108 0.01542 0.03074 0.01495 0.02156
10k 0.04246 0.14132 0.00557 0.01171 0.03328 0.01165 0.01728
pð4Þ 5k 0.05600 0.15368 0.01454 0.02881 0.03528 0.04200 0.03558
6k 0.05942 0.13681 0.00926 0.05691 0.04435 0.03220 0.03205
8k 0.05472 0.14003 0.01051 0.01640 0.04919 0.02681 0.02382
10k 0.05031 0.13295 0.00682 0.01411 0.04944 0.02024 0.02071
pð5Þ 5k 0.05851 0.12399 0.01293 0.02055 0.03280 0.04252 0.02399
6k 0.05634 0.11292 0.00930 0.01997 0.04018 0.03557 0.02195
8k 0.04477 0.12268 0.00637 0.01325 0.03849 0.02285 0.01747
10k 0.03815 0.12155 0.00779 0.01281 0.04732 0.01554 0.01854
pð6Þ 5k 0.06092 0.16373 0.02332 0.02843 0.04802 0.03408 0.03147
6k 0.04928 0.15051 0.00958 0.01572 0.04079 0.02437 0.02759
8k 0.04658 0.14065 0.00786 0.01442 0.03845 0.02078 0.02121
10k 0.04185 0.13870 0.00591 0.01185 0.03464 0.01360 0.02130
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4. Concluding remarks
In this paper, we derived the multivariate Edgeworth expansion assuming a
continuous distribution for the distribution of Ra ða4 1Þ under H1 and applied
the expansion to the power approximation for Ra (AN approximation). The results
of a numerical investigation presented in Section 3 show that the AN approximation
is superior to the other approximations when a ¼ 0 (the likelihood ratio test) except
for the equiprobable null hypothesis. The AN approximation is very accurate for the
alternatives that are distant from the equiprobable null hypothesis when a ¼ 0: Thus,
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Table 6
Values of Er for each pðlÞ (k ¼ 5; a ¼ 2=3)
p n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.04901 0.22148 0.01184 0.03341 0.09320 0.01549 0.04409
6k 0.05472 0.21604 0.01089 0.01488 0.09102 0.01723 0.04412
8k 0.05631 0.20471 0.01067 0.01529 0.07706 0.01703 0.03500
10k 0.04792 0.18982 0.00472 0.01129 0.06934 0.01032 0.03075
pð7Þ 5k 0.05086 0.14156 0.00795 0.01912 0.02722 0.05526 0.01902
6k 0.05898 0.13920 0.00826 0.01941 0.03230 0.05368 0.01791
8k 0.05053 0.13502 0.00714 0.01744 0.02873 0.03499 0.01655
10k 0.04376 0.13718 0.00632 0.01578 0.02346 0.02380 0.01790
pð8Þ 5k 0.05028 0.14189 0.00904 0.02651 0.01695 0.01550 0.01891
6k 0.03854 0.18828 0.00671 0.01171 0.02933 0.01464 0.02454
8k 0.03698 0.17033 0.00519 0.01049 0.02129 0.01152 0.02190
10k 0.03369 0.15807 0.00424 0.00897 0.01754 0.00869 0.02031
pð9Þ 5k 0.06137 0.21106 0.01441 0.03269 0.03001 0.03298 0.03310
6k 0.05806 0.19538 0.00999 0.02144 0.05876 0.02725 0.03805
8k 0.04833 0.17965 0.00550 0.01179 0.05347 0.01776 0.03258
10k 0.04523 0.17586 0.00508 0.01199 0.04375 0.01322 0.02424
pð10Þ 5k 0.04558 0.12286 0.00907 0.01572 0.02285 0.03314 0.01489
6k 0.03991 0.11197 0.00794 0.01563 0.03109 0.02816 0.01707
8k 0.03672 0.13997 0.00473 0.01078 0.02718 0.02005 0.01243
10k 0.03597 0.13205 0.00426 0.01091 0.02540 0.01625 0.01195
pð11Þ 5k 0.05837 0.19722 0.01019 0.01484 0.02472 0.02628 0.02898
6k 0.04880 0.18935 0.00769 0.01277 0.05297 0.02117 0.02942
8k 0.04553 0.17937 0.00651 0.01175 0.04676 0.01499 0.02343
10k 0.04119 0.17071 0.00517 0.01038 0.03988 0.01115 0.02099
pð12Þ 5k 0.05708 0.19823 0.01213 0.01651 0.02892 0.03109 0.03079
6k 0.05349 0.19319 0.00963 0.01490 0.04482 0.02568 0.03591
8k 0.04646 0.17934 0.00673 0.01217 0.04347 0.01736 0.02343
10k 0.04043 0.17163 0.00538 0.01054 0.03753 0.01201 0.01839
Y. Sekiya, N. Taneichi / Journal of Multivariate Analysis 91 (2004) 199–223216
for the likelihood ratio test, the AN approximation performs better than the other
approximations for various situations. It was also shown that the Aa approximation
is the best for almost all null hypotheses in the cases of a ¼ 1 (Pearson’s chi-square
test) and a ¼ 2=3: On the other hand, it was found that the maximum value of Er
with the symbol  in Tables 1–10 is 0.07679, which is obtained in the case of
a ¼ 0:5; k ¼ 5; pð8Þ; n ¼ 5k: Although the AE approximation is not always the best
of the seven power approximations for Ra; only the AE approximation satisﬁes
Ero0:07679 for any aA½0:5; 2 in the case of the equiprobable null hypothesis.
Therefore, in the case of the equiprobable null hypothesis, the AE approximation is
better than the other approximations as a common power approximation for Ra with
aA½0:5; 2:
We now consider the appropriateness of using the Edgeworth approximation
assuming a continuous distribution. Yarnold [11] obtained an asymptotic expansion
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Table 7
Values of Er for each pðlÞ (k ¼ 4; a ¼ 1)
pðlÞ n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.04188 0.15556 0.02307 0.02930 0.08683 0.03547 0.06452
6k 0.04872 0.16850 0.01093 0.01588 0.09766 0.02331 0.05443
8k 0.04874 0.16064 0.00727 0.01557 0.07457 0.01552 0.03499
10k 0.04179 0.14324 0.00750 0.01704 0.07938 0.01219 0.03346
pð2Þ 5k 0.05187 0.13627 0.01053 0.02337 0.04375 0.04008 0.03132
6k 0.04833 0.13515 0.00995 0.03133 0.04356 0.02734 0.02920
8k 0.04067 0.13532 0.00682 0.01775 0.03303 0.02256 0.02355
10k 0.03985 0.12825 0.00777 0.01723 0.03450 0.02028 0.02247
pð3Þ 5k 0.04932 0.18035 0.02904 0.02430 0.03854 0.02203 0.03871
6k 0.04007 0.14968 0.01673 0.01960 0.04248 0.02265 0.03269
8k 0.03920 0.15371 0.00938 0.01700 0.03503 0.01417 0.02465
10k 0.03687 0.14356 0.00628 0.01488 0.03520 0.01136 0.02082
pð4Þ 5k 0.05397 0.14516 0.01163 0.03047 0.04580 0.04197 0.04580
6k 0.05434 0.15434 0.01097 0.05853 0.04423 0.02628 0.04007
8k 0.04611 0.13667 0.00794 0.01906 0.05216 0.02355 0.03131
10k 0.04698 0.12747 0.00834 0.01983 0.05373 0.02348 0.02663
pð5Þ 5k 0.06242 0.10387 0.02744 0.03734 0.04602 0.05256 0.03650
6k 0.05512 0.11123 0.01339 0.02714 0.04409 0.03399 0.02828
8k 0.04009 0.11788 0.00852 0.01896 0.04125 0.02493 0.02298
10k 0.03576 0.11487 0.00785 0.01697 0.04855 0.01984 0.01965
pð6Þ 5k 0.04711 0.15288 0.01072 0.01998 0.04865 0.02646 0.03770
6k 0.04726 0.14545 0.01145 0.02327 0.04617 0.02742 0.03374
8k 0.04074 0.14418 0.00741 0.01712 0.04118 0.01936 0.02750
10k 0.03744 0.13436 0.00732 0.01595 0.03791 0.01764 0.02406
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for the null distribution of R1 (Pearson’s chi-square statistic). The expansion consists
of continuous and discontinuous terms. Yarnold [11] numerically examined the
accuracy of approximations based on the expansion, w2 approximation, and
Edgeworth approximation assuming a continuous distribution for the null
distribution of R1 and concluded that the Edgeworth approximation assuming a
continuous distribution should never be used when Y has a lattice distribution.
When the discontinuous term in the asymptotic expansion can be expressed in a
simple form as the discontinuous term for the null distribution of R1; we must
respect Yarnold’s recommendation. From the numerical results obtained by Yarnold
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Table 8
Values of Er for each pðlÞ (k ¼ 5; a ¼ 1)
pðlÞ n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.03970 0.19292 0.02858 0.03877 0.11328 0.03457 0.06373
6k 0.03434 0.20843 0.00625 0.01169 0.09792 0.01378 0.05121
8k 0.03964 0.19505 0.00896 0.01382 0.08574 0.01545 0.05263
10k 0.03689 0.18833 0.00638 0.01257 0.07371 0.01099 0.04072
pð7Þ 5k 0.04534 0.14727 0.00829 0.02635 0.03293 0.05172 0.02612
6k 0.04863 0.14135 0.00710 0.02623 0.03686 0.04793 0.02563
8k 0.04523 0.13622 0.00690 0.02389 0.03564 0.03102 0.02485
10k 0.03975 0.13748 0.00890 0.02172 0.03023 0.02267 0.02088
pð8Þ 5k 0.05491 0.14934 0.01637 0.02653 0.02124 0.01752 0.02681
6k 0.03903 0.19505 0.02069 0.01433 0.03081 0.01236 0.03048
8k 0.02988 0.16713 0.00529 0.01380 0.02444 0.01123 0.02332
10k 0.02888 0.15826 0.00405 0.01178 0.02029 0.00756 0.03170
pð9Þ 5k 0.04223 0.20776 0.01336 0.03173 0.04003 0.02475 0.04070
6k 0.04557 0.19259 0.01098 0.02254 0.06533 0.02297 0.04360
8k 0.04321 0.18771 0.01305 0.01725 0.05508 0.01706 0.04027
10k 0.03853 0.17486 0.01224 0.01606 0.04802 0.01512 0.03115
pð10Þ 5k 0.04227 0.12799 0.01341 0.01857 0.02642 0.03158 0.02138
6k 0.04524 0.11385 0.03532 0.02109 0.03535 0.02978 0.02232
8k 0.03455 0.13406 0.00693 0.01711 0.02926 0.02307 0.01548
10k 0.03140 0.12819 0.00628 0.01603 0.02781 0.01859 0.01578
pð11Þ 5k 0.04810 0.20391 0.01199 0.01773 0.03345 0.02141 0.03424
6k 0.04073 0.17828 0.01927 0.02066 0.06116 0.02362 0.04000
8k 0.03786 0.17967 0.01575 0.01467 0.05008 0.01454 0.02969
10k 0.03379 0.16636 0.00522 0.01415 0.04345 0.01223 0.02657
pð12Þ 5k 0.04292 0.19236 0.01654 0.01690 0.04119 0.02679 0.05208
6k 0.04145 0.19467 0.01148 0.01611 0.04922 0.01903 0.03955
8k 0.03916 0.17689 0.01096 0.01603 0.04785 0.01719 0.03185
10k 0.03440 0.16851 0.01192 0.01443 0.04127 0.01376 0.02402
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[11], we notice that the w2 approximation rarely performs better than the Edgeworth
approximation assuming a continuous distribution. Thus, the Edgeworth approx-
imation assuming a continuous distribution appears to be an effective approxima-
tion when the discontinuous term in the asymptotic expansion cannot be expressed
in a simple form. Unlike in the case of the null distribution of R1; it is very difﬁcult to
represent the discontinuous term in a simple form in the case of the distribution of
Ra under alternative hypothesis. We therefore derived the AN approximation based
on only continuous terms in the asymptotic expansion for the distribution of Ra: We
investigated the performance of various power approximations of Ra for many
values of a; including a ¼ 1: Our numerical results showed that the ordinary
noncentral w2 approximation rarely performs better than the AN approximation for
R1; R2=3; and R0: This ﬁnding agrees with the results obtained by Yarnold [11]. Our
numerical results also showed that the AN approximation for R0 (the log likelihood
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Table 9
Values of Er for each pðlÞ (k ¼ 4; a ¼ 2)
p n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.04243 0.15370 0.04881 0.03518 0.09824 0.03150 0.07934
6k 0.03282 0.18044 0.01384 0.02202 0.09007 0.02172 0.06983
8k 0.02589 0.17001 0.00449 0.02014 0.08211 0.01081 0.07526
10k 0.02857 0.16736 0.00617 0.02009 0.07882 0.00761 0.05073
pð2Þ 5k 0.05178 0.14671 0.04754 0.04422 0.05843 0.04295 0.05830
6k 0.05314 0.14975 0.05834 0.03598 0.05529 0.03644 0.05369
8k 0.04644 0.14114 0.03342 0.03677 0.04178 0.02897 0.04240
10k 0.04326 0.14033 0.03087 0.03040 0.04052 0.01941 0.03707
pð3Þ 5k 0.05660 0.16450 0.04515 0.03787 0.06535 0.01852 0.07276
6k 0.05932 0.16317 0.04463 0.03013 0.05281 0.02110 0.05793
8k 0.04473 0.15452 0.01428 0.02742 0.04425 0.01928 0.04742
10k 0.03230 0.14621 0.01158 0.02663 0.04309 0.01253 0.03796
pð4Þ 5k 0.04581 0.16444 0.04684 0.04213 0.07290 0.03558 0.07481
6k 0.04055 0.17013 0.04736 0.03546 0.06758 0.02654 0.09274
8k 0.04571 0.14773 0.03305 0.04106 0.06289 0.02465 0.04991
10k 0.04283 0.14337 0.02507 0.03484 0.05850 0.01789 0.04471
pð5Þ 5k 0.05233 0.13452 0.05309 0.04779 0.05864 0.04959 0.05838
6k 0.05300 0.13363 0.06479 0.03665 0.06001 0.04542 0.05731
8k 0.04592 0.12419 0.05318 0.03934 0.04889 0.03461 0.03957
10k 0.04326 0.12410 0.04234 0.03255 0.05139 0.02648 0.03288
pð6Þ 5k 0.05072 0.15600 0.04362 0.03450 0.06411 0.03102 0.06972
6k 0.05461 0.15076 0.03548 0.03430 0.06010 0.02693 0.05953
8k 0.04213 0.15020 0.03047 0.03309 0.05292 0.01615 0.04649
10k 0.04248 0.14947 0.02006 0.02795 0.04599 0.01487 0.03814
Y. Sekiya, N. Taneichi / Journal of Multivariate Analysis 91 (2004) 199–223 219
ratio statistic) not only performs much better than the ordinary noncentral w2
approximation for all null hypotheses examined but also performs better than the
other power approximations for various situations. There are many cases in which
the discontinuous term in the asymptotic expansion cannot be expressed in a simple
form. In such cases, the Edgeworth approximation assuming a continuous
distribution may be an effective approximation. In fact, the AN approximation
for the log likelihood ratio statistic is very effective.
In conclusion, we recommend the AN approximation as a power approximation
for the likelihood ratio test and the Aa approximation of Drost et al. [4] as a power
ARTICLE IN PRESS
Table 10
Values of Er for each pðlÞ (k ¼ 5; a ¼ 2)
p n w2 N Aa Ba NT AE AN
pð1Þ 5k 0.03174 0.22188 0.06753 0.02900 0.12030 0.01090 0.08093
6k 0.02954 0.21210 0.05250 0.02122 0.11295 0.01163 0.07147
8k 0.02579 0.21265 0.00710 0.01731 0.08835 0.01021 0.05797
10k 0.02234 0.21000 0.00557 0.01574 0.07595 0.00594 0.06560
pð7Þ 5k 0.05552 0.17075 0.06326 0.04766 0.04891 0.10203 0.05810
6k 0.04584 0.15776 0.06318 0.05092 0.05057 0.06188 0.04943
8k 0.04019 0.15188 0.06293 0.04503 0.05248 0.03944 0.03988
10k 0.03927 0.15031 0.08075 0.04035 0.04933 0.03060 0.03585
pð8Þ 5k 0.07233 0.17677 0.07639 0.03556 0.03509 0.03320 0.07949
6k 0.07321 0.20094 0.06076 0.02974 0.05181 0.03086 0.06883
8k 0.05060 0.17962 0.02791 0.02702 0.03981 0.02001 0.04789
10k 0.03976 0.16651 0.01286 0.02396 0.03242 0.01531 0.03779
pð9Þ 5k 0.04442 0.20266 0.06508 0.04535 0.07650 0.02013 0.07546
6k 0.03859 0.19324 0.06864 0.03680 0.08208 0.01664 0.06731
8k 0.03806 0.19189 0.05884 0.03005 0.06887 0.01238 0.05667
10k 0.03538 0.18667 0.05279 0.02909 0.05965 0.01090 0.06557
pð10Þ 5k 0.04757 0.15045 0.07932 0.03664 0.04570 0.07256 0.04029
6k 0.04813 0.14491 0.11107 0.03731 0.04953 0.05450 0.03694
8k 0.04697 0.14177 0.04650 0.03393 0.03832 0.05341 0.02971
10k 0.04230 0.13874 0.03570 0.03043 0.03555 0.03496 0.02741
pð11Þ 5k 0.04340 0.19812 0.06000 0.04714 0.05865 0.02512 0.07019
6k 0.04765 0.18669 0.05744 0.03688 0.07224 0.02019 0.06128
8k 0.04168 0.18099 0.05077 0.03092 0.06109 0.01579 0.05000
10k 0.03669 0.17514 0.03482 0.02786 0.05151 0.01298 0.04201
pð12Þ 5k 0.04946 0.19365 0.06300 0.04068 0.06639 0.02453 0.07793
6k 0.04692 0.19130 0.06650 0.03628 0.06681 0.02077 0.09411
8k 0.04245 0.18838 0.05418 0.02931 0.05801 0.01256 0.05929
10k 0.03506 0.17798 0.04309 0.02797 0.04834 0.01087 0.03809
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Table 11
Values of Er for each Ql (k ¼ 4; a ¼ 0; pð1Þ)
Ql n w2 N Aa ð¼ BaÞ NT AE AN
Q1 5k 0.03666 0.17414 0.03589 0.09073
0.01028 0.04500
6k 0.07333 0.19984 0.03136 0.11324 0.03284 0.03621
7k 0.05457 0.16976 0.04451 0.08777 0.01488 0.03768
8k 0.06508 0.17051 0.03791 0.09854 0.01594 0.03136
9k 0.06482 0.16759 0.03694 0.08925 0.01216 0.02988
10k 0.07609 0.17540 0.02916 0.09529 0.02046 0.02654
Q2 5k 0.14485 0.16764 0.12636
0.02962 0.05431 0.03922
6k 0.16618 0.17788 0.07952 0.01808 0.06762 0.01917
7k 0.12589 0.12184 0.08965 0.01300 0.03240 0.01610
8k 0.11238 0.11316 0.05754 0.00535 0.02550 0.00762
9k 0.09135 0.10108 0.04414 0.00479 0.01523 0.00584
10k 0.08353 0.09927 0.03006 0.00786 0.01469 0.00620
Q3 5k 0.08029 0.09706 0.07863 0.00823 0.02490
0.00720
6k 0.06857 0.09422 0.05692 0.01002 0.02219 0.00920
7k 0.03740 0.06904 0.03044 0.00353 0.01177 0.00282
8k 0.02742 0.06263 0.01805 0.00109 0.00971 0.00332
9k 0.01560 0.05963 0.01212 0.00336 0.01260 0.00099
10k 0.01121 0.05719 0.00796 0.00358 0.01347 0.00081
Table 12
Values of Er for each Ql (k ¼ 5; a ¼ 0; pð1Þ)
Ql n w2 N Aa ð¼ BaÞ NT AE AN
Q1 5k 0.05489 0.21702
0.01813 0.12040 0.02396 0.04672
6k 0.05220 0.22644 0.02913 0.12356 0.01417 0.04311
7k 0.06405 0.23202 0.02713 0.11344 0.02081 0.03690
8k 0.06364 0.23098 0.03630 0.10502 0.01479 0.03578
9k 0.07058 0.22973 0.03295 0.09712 0.01800 0.03142
10k 0.06993 0.22418 0.03492 0.09103 0.01447 0.02996
Q2 5k 0.17076 0.27704 0.08765
0.00972 0.08556 0.01949
6k 0.14284 0.22727 0.08007 0.01246 0.05051 0.02771
7k 0.13131 0.19703 0.06081 0.00429 0.04252 0.01180
8k 0.11540 0.17072 0.05302 0.00747 0.02809 0.00962
9k 0.10271 0.14999 0.04368 0.00510 0.02225 0.00673
10k 0.08356 0.13342 0.03763 0.00557 0.01426 0.00428
Q3 5k 0.11035 0.15554 0.06235 0.00737 0.04050
0.00712
6k 0.07668 0.12351 0.03646 0.00719 0.02026 0.00494
7k 0.05337 0.09972 0.02535 0.00420 0.01092 0.00347
8k 0.03577 0.08674 0.01771 0.00479 0.00918 0.00275
9k 0.02188 0.07626 0.01380 0.00414 0.00923 0.00150
10k 0.01536 0.06887 0.01042 0.00366 0.00959 0.00139
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approximation for Pearson’s chi-square test and for the test corresponding to a ¼
2=3: Note that the Aa approximation for the power of the tests corresponding to
a ¼ 2=3 and 1 is better than the AN approximation for the likelihood ratio test
ða ¼ 0Þ since the Er values are smaller for the ﬁrst ones.
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Appendix
We now prove (2.5). Since L is a positive deﬁnite (symmetric) matrix, there exists
an orthogonal matrix T and positive numbers d1;y; dr such that
T 0LT ¼ diagðd1;y; drÞ: ðA:1Þ
Let
d0 ¼ max
1pjpr
dj
and
Cn ¼ y ¼ ðy1;y; yrÞ0:
Xr
l¼1
tljyl

o2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d0 log n
p
for all j ¼ 1;y; r
( )
;
where tlj is the ðl; jÞ-component of the orthogonal matrix T in (A.1). Then, we can
show that CnCQn for sufﬁciently large n: For large n satisfying CnCQn; we divide Rr
into Cn and R
r\Cn and apply (2.4). Since
Z N
N
?
Z N
N
gðyÞ dy1?dyr ¼ 1;
using the expansion
exp a þ bﬃﬃﬃ
n
p þ c
n
 
¼ expðaÞ 1þ bﬃﬃﬃ
n
p þ 1
n
c þ b
2
2
  
þ Oðn3=2Þ
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we have
cðtÞ ¼
Z
?
Z
Rr\Cn
gðyÞ expfitSaðyÞg 1þ 1ﬃﬃﬃ
n
p h1ðyÞ þ 1
n
h2ðyÞ
 
dy1?dyr
þ
Z
?
Z
Cn
gðyÞ expfitðaðaÞÞ0yggðyÞ dy1?dyr þ Oðn3=2Þ
¼
Z
?
Z
Rr\Cn
gðyÞ expfitSaðyÞg 1þ 1ﬃﬃﬃ
n
p h1ðyÞ þ 1
n
h2ðyÞ
 
dy1?dyr
þ
Z N
N
?
Z N
N
gðyÞ expfitðaðaÞÞ0yggðyÞ dy1?dyr

Z
?
Z
Rr\Cn
gðyÞ expfitðaðaÞÞ0yggðyÞ dy1?dyr þ Oðn3=2Þ; ðA:2Þ
where gðyÞ and gðyÞ are deﬁned by (2.2) and (2.6), respectively. Let
w ¼ ðw1;y; wrÞ0 ¼ T 0y:
Then yACn is equivalent to
wAfw ¼ ðw1;y; wrÞ0: jwjjo2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d0 log n
p
for all j ¼ 1;y; rg:
Hence, as in Appendix 2 in [10] we can proveZ
?
Z
Rr\Cn
gðyÞ dy1?dyr ¼ oðn2Þ: ðA:3Þ
From (A.3) we ﬁnd that both the ﬁrst term and the third term of the last expression
of (A.2) are oðn2Þ: Since s2a ¼ ðaðaÞÞ0LaðaÞ; we can obtain (2.5).
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