L arge-scale scientific computation and all of the disciplines that support and help validate it have been placed at the focus of Lawrence Livermore National Laboratory (LLNL) by the Advanced Simulation and Computing (ASC) program of the National Nuclear Security Administration (NNSA) and the Scientific Discovery through Advanced Computing (SciDAC) initiative of the Office of Science of the Department of Energy (DOE). The maturation of simulation as a fundamental tool of scientific and engineering research is underscored in the President' s Information Technology Advisory Committee (PITAC) June 2005 finding that "computational science has become critical to scientific leadership, economic competitiveness, and national security." LLNL operates several of the world' s most powerful computers-including today' s single most powerful-and has undertaken some of the largest and most compute-intensive simulations ever performed, most notably the molecular dynamics simulation that sustained more than 100 Teraflop/s and won the 2005 Gordon Bell Prize.
Ultrascale simulation has been identified as one of the highest priorities in DOE' s facilities planning for the next two decades. However, computers at architectural extremes are notoriously difficult to use in an efficient manner. Furthermore, each successful terascale simulation only points out the need for much better ways of interacting with the resulting avalanche of data. Advances in scientific computing research have, therefore, never been more vital to the core missions of LLNL than at present.
Computational science is evolving so rapidly along every one of its research fronts that to remain on the leading edge, LLNL must engage researchers at many academic centers of excellence. In FY 2005, the Institute for Scientific Computing Research (ISCR) served as one of LLNL' s main bridges to the academic community with a program of collaborative subcontracts, visiting faculty, student internships, workshops, and an active seminar series.
The ISCR identifies researchers from the academic community for computer science and computational science collaborations with LLNL and hosts them for both brief and extended visits with the aim of encouraging long-term academic research agendas that address LLNL research priorities. Through these collaborations, ideas and software flow in both directions, and LLNL cultivates its future workforce. The Institute strives to be LLNL' s "eyes and ears" in the computer and information sciences, keeping the Laboratory aware of and connected to important external advances. It also attempts to be the "hands and feet" that carry those advances into the Laboratory and incorporate them into practice.
ISCR research participants are integrated into LLNL' s Computing Applications and Research (CAR) Department, especially into its Center for
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Applied Scientific Computing (CASC). In turn, these organizations address computational challenges arising throughout the rest of the Laboratory. Administratively, the ISCR flourishes under LLNL' s University Relations Program (URP). Together with the other four institutes of the URP, the ISCR navigates a course that allows LLNL to benefit from academic exchanges while preserving national security. While it is difficult to operate an academiclike research enterprise within the context of a national security laboratory, the results declare the challenges well met and worth the continued effort.
FY The ISCR continues to have a small contingent of research staff members within its organization, including Nelson Max, Garry Rodrigue, and Rao Vemuri, who all hold joint appointments as professors at UC Davis and senior researchers at LLNL. In addition, the ISCR hosted 10 graduate students (listed in Table 1 ), including 6 who hold Student-Employee Graduate Fellowships (SEGRF) through LLNL' s URP. This fellowship program enables students to work part time with LLNL researchers while pursuing their Ph.Ds. The remaining four graduate students are here on independent co-op programs.
The ISCR enables substantial interactions between academia and LLNL staff via consultants and participating guests. Consulting agreements are vehicles for permitting academics to interact with LLNL in a compensated fashion. Consultants may serve on review committees, present short courses, With Laboratory Directed Research and Development (LDRD) funds, the ISCR also supports Exploratory Research in the Institutes (ERI), which awards research grants to LLNL staff with the goal of developing ties to academia through co-funded research projects. The ISCR oversaw three such projects in FY 2005. Annual summaries for LDRD projects, UCRP projects, and subcontracts can be found in the next three sections of this document.
In FY 2005, the ISCR continued its tradition of maintaining an extensive and diverse Visitor Program, which includes sabbatical visitors, sponsored workshops, summer students, and various seminars featuring external speakers. Altogether, the ISCR hosted 252 visits from 182 different visitors, an average of more than four visits per week. The vast majority of the visitors (72%) were from academia, with 11% from industry, 10% from other federal laboratories, and 7% from non-laboratory-based government institutions. Visitors from outside the United States made up 22% of the total.
The ASC Institute for Terascale Simulation Lecture Series was established in 2000 to enrich the intellectual atmosphere of LLNL' s large simulation community through the visits of leaders representing the diverse areas of computation. In FY 2005, we hosted five speakers in this series. The general ISCR seminar series included an additional 76 talks covering a wide spectrum of research areas. Titles of these talks can be found in the Seminar Series section of this report, and associated abstracts are linked on the accompanying CD-ROM and Web site.
During the summer, ISCR hosted 91 visiting students for a total student population during the summer of 101 (counting the students in Table 1 in residence year round). The summer program exposes students to the stimulating and challenging work environment of a national laboratory. Successful candidates are hired as summer employees, assigned individual LLNL mentors, and given specific projects to which they will contribute. The nature of the project is appropriate to the student' s background and skills, and ranges from programming tasks to original research.
The topical coverage of the summer research program broadens each year as computation expands into new scientific areas and as computational tools become more powerful and diverse. Scalable algorithms, radiation transport, genomics, terascale visualization, and computer security are just a handful of topics from last summer' s lively hallway conversations at the ISCR. The summer program runs from May to September, with most participants spending 10-12 weeks on site. Project reports for most of the students can be found on the accompanying CD-ROM and Web site. In June, with the advent of our large student summer program, we ramped up our sixth annual Summer Student Lecture Series. The lectures fell into one of two categories-Computational Modeling at the Terascale and Computer Science at the Terascale-and were intended for students, but permanent CASC researchers also attended. The 19 lecturers are listed in the Seminar Series section of this annual report, and full summaries are available on the accompanying CD-ROM and Web site.
Poster presentations were made by 65 ISCR summer students at the LLNL Student Research Symposium in August 2005. The event, held at LLNL' s Central Café, attracted local media and scientific staff from across the Laboratory, as well as other students and summer research mentors. Overall, 155 students presented posters, making ISCR' s share about 42% of the total. Poster topics covered diverse topics from performance-modeling tools to management of data in petabyte-scale file systems, and participants ranged in seniority from first-year, community-college students to graduate students about to complete their doctorates. LLNL organizations, who have come to depend on the burst of effort summer students can lend to their programs, made up part of the reduced contribution from Washington, and CASC scientists mentored 61% of these students. Other LLNL organizations mentoring ISCR summer students were: AX Division, Center 
Exploratory Research in the Institutes
The ISCR supported three Exploratory Research in the Institutes (ERI) projects with Laboratory Directed Research and Development (LDRD) funds during FY 2005. These research grants are awarded to LLNL staff with the goal of developing ties to academia through co-funded research projects. Anticipating the emergence of data science as a cross-disciplinary theme, the ISCR has concentrated its efforts on developing technologies for large-scale and distributed datasets for the past several years. The current portfolio contains three projects covering a diverse range of topics, from providing a single interface to diverse data sources on the Web, to tracking objects in a succession of images, to a multi-resolution representation of scientific datasets for scalability across a range of computer architectures. This portfolio, originally motivated by purely scientific applications, has already paid dividends in some of LLNL' s new homeland security applications.
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Chandrika Kamath, CASC I n this project, we are developing robust, accurate, and near-real-time techniques for detecting and tracking moving objects in video from a stationary camera. These techniques allow us to model interactions among the objects, thereby enabling us to identify normal patterns and detect unusual events. Our algorithms and software include techniques to separate the moving foreground from the background, extract features representing the foreground objects, track these objects from frame to frame, and postprocess the tracks for display. The project focuses on video taken under less-than-ideal conditions with objects of different sizes moving at different speeds, occlusions, changing illumination, poor weather, low resolution, and low frame rates.
To address these situations, this project enhances existing algorithms, which allows us to better understand their limitations. This, in turn, determines the conditions under which successful surveillance is possible. The algorithms and software are also being applied to spatiotemporal data from computer simulations and can be used to mine text, audio, image, and video data simultaneously. • Filed a patent on our new approach to detection of moving objects.
In addition, a summer student from UCLA worked on developing a graphical interface enabling us to determine how the intensity of a pixel in a video frame varied over time. We also continued our interactions with UC San Diego on the problem of tracking under occlusions.
Enabling Large-Scale Data Access

Principal Investigator
Tracks created using our tracking pipeline for a video of a traffic intersection. Some of the tracks are of objects that have moved out of the scene, for example, the green track at the top and the light blue track on the left.
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Exploratory Research in the Institutes
Tina Eliassi-Rad, Keith Henderson, Scott Kohn, Andy Yoo, CASC T he intelligence community collects enormous amounts of data. Analysts must sift through this information and understand the interactions among individual pieces or subsets of data to identify potential threats. To facilitate this process, we are developing parallel and scalable algorithms for searching very large semantic graphs that will enable graph searches on distributed parallel computers. We anticipate significant decreases in parallel communication time by using edge partitioning and reductions in search complexity by using heuristic searches. The project has two aspects: (1) develop efficient parallel implementations using innovative data structures and algorithms, and (2) develop algorithms that exploit the structure of semantic networks.
Semantic graphs are used to encode relationship data gathered by intelligence agencies for counterterrorism purposes. By exploiting the large aggregate memory of parallel computers, this research will enable the complex network applications relevant to LLNL' s national and homeland security missions to be scaled to unprecedented sizes. In addition, such parallel algorithms will also have applications in complex networks in other disciplines, particularly the analysis of metabolic networks in support of LLNL' s mission in bioscience.
We have developed algorithms and approaches for analyzing and searching semantic graphs of more than a billion nodes using many thousands of processors. This work demonstrates that parallel computers can support very large semantic graphs. We anticipate that next-generation semanticgraph architectures will be based on these parallel computing ideas.
We report two main accomplishments in FY 2005. First, we developed a new innovative parallel graph search algorithm for finding paths in massive semantic graphs. Running on 32,000 nodes of the BlueGene/L supercomputer, the code required only a few seconds to search a graph with 3.2 billion vertices and 32 billion edges, the largest graph ever explored by any graph search method. This work was nominated for a Gordon Bell Prize at Supercomputing 2005. We also created new graph metrics and probabilistic models based on the semantic graph ontology. Our methods allow us to infer the existence of links and subgraphs in semantic graphs, which reduces the cost of point-to-point searches and enables analysts to detect patterns in the semantic graph.
Parallel Graph Algorithms for Complex Networks
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Effective and Reliable Data Exploration via Multiscale Morse Analysis and Combinatorial Information Visualization
Valerio Pascucci, CASC W e are developing a new visualization framework based on general-purpose data-analysis tools coupled with information visualization techniques. The framework will allow fast computation and effective display of metadata roadmaps guiding the exploration of terabytes of raw data. We are using Morse analysis to build multiscale models of fundamental structures that are ubiquitous in scientific data. The large size and complexity of the topology graphs obtained will require new and general multiscale graph models that we will apply to the exploration of other combinatorial models. The environment will use progressive rendering of multiple linked views and present the graphs with context information that improves the overall data exploration and understanding process.
The success of this project will yield new dataexploration modalities for smooth and discrete data. At the scientific level, this will contribute to new basic research both in information visualization and in topology-based data analysis. In these areas, we will develop new multiresolution representation models, external memory algorithms and data structures. On a practical level, our technology will allow us to develop tools for data analysis and presentation that will improve the effective speed of accessing the information stored in terascale scientific data sets and in large semantic graphs. This will be accomplished both by increasing performance of the display methods and by integrating multiple presentation modalities for improved data understanding.
In FY 2005, we developed some of the core software tools and published the results in seven refereed papers that appeared or will appear in major visualization-oriented conferences. In particular, we have (1) constructed simplified topologies with tight error bounds, (2) constructed robust Jacobi sets for 2D scalar fields, (3) computed integrals on the Jacobi sets to evaluate the correlation between 2D fields, (4) demonstrated the robust computation of critical points in 3D sampled data, (5) implemented a framework with linked views coordinating multiple presentation modalities; (6) scaled the interface for the external memory visualization of large graph, and (7) completed the definition of data layout and file formats for storing large graphs that cannot fit in main memory.
In FY 2006, we will extend the 2D techniques to the volumetric case and work on a complete and robust computation of the 3D Morse complex with the main goal of testing time simplification of the Jacobi sets over time. Specifically, we will (1) use topological analysis to segment bubble structures in mixing fluid dynamics simulations; (2) use time tracking to provide detailed information and global summaries describing turbulent mixing behavior; (3) start integrating the topology components with the visualization framework based on linked views; and (4) start extending the tree visualization tools to the case of general graphs, first introducing a moderate number of cycles and then scaling to unconstrained connectivity.
Principal Investigator
Topological analysis applied to the electron density distribution of a hydrogen atom under an intense magnetic field. Critical points and their connection in the full-resolution 3D Morse-Smale (left), and a simplified complex obtained by repeated cancellation of minimum persistence features. The main structures in the data are extracted naturally.
University Collaborative Research Program
The ISCR supported seven University Collaborative Research Program (UCRP) projects during FY 2005 at the University of California campuses that support graduate students working on doctoral thesis research. Along with their faculty principal investigators, the students work closely with an LLNL collaborator. The projects in FY 2005 spanned four different UC campuses, as well as the departments of civil engineering, computer science, mechanical engineering, and physics. They ranged from understanding and optimizing the performance of advanced architecture computers, to improving engineering simulation models, to developing object tracking and recognition, to basic computational science at the frontier.
Professor Matthew Turk of UC Santa Barbara, with LLNL co-investigator Lenny Tsap, worked on machine recognition of human expression (below). The focus is on computer vision technologies that are applied to applications in biometrics and interactive visualization. Computer vision is a promising and powerful sensing modality that can be used to unobtrusively track, model, and classify human appearance and behavior with direct applications to biometrics and interactive visualization systems. During the past year, progress was made in facial expression analysis, extracting and using reliable depth edges in images and video, as well as multimodal biometrics. In facial-expression analysis, the investigators represent high-dimensional face information in low-dimensional manifolds to investigate the representation and recognition of dynamic facial expressions.
Reports for the projects in the following table have been omitted from the printed version of the ISCR Annual Report in the interest of space, but can be found on the accompanying Web site. You can also obtain a CD-ROM containing these reports by calling (925) 422-1842.
Principal Investigator, Affiliation Project Title
University Subcontracts
The ISCR supported 24 research subcontracts to various institutions throughout the United States. These contracts are normally funded by programs at LLNL to help address long-term Laboratory requirements. They typically fund residential visits research by university faculty and students for in close collaboration with scientists in the Computation Directorate.
Professor Kwan-Liu Ma of UC Davis develops advanced visualization technology for the Computer Incident Advisory Capability (CIAC) at LLNL. The mission of CIAC is to apply cybersecurity expertise to prevent, detect, react to, and recover from cyber incidents for DOE/NNSA and other national stakeholders. The network data regularly collected by CIAC is not extensively exploited due to the enormous data size. Ma is investigating how visualization can effectively assist in the process of security data analysis and understanding. The study focuses on designing appropriate visual mapping of the data for different levels of abstraction and information seeking, providing the user with multiple linked views of the data along with intuitive interaction mechanisms, which can potentially increase CIAC' s capability in timely detection and characterization of changing network activities. A port-data-visualization system demonstrates that a "drill-down" methodology works for finding network scans by applying it to a 24-hour-long dataset at a 10-minute resolution in the figure below.
Reports for the projects in the following table have been omitted from the printed version of the ISCR Annual Report in the interest of space, but can be found on the accompanying Web site. You can also obtain a CD-ROM containing these reports by calling (925) This conference, which SIAM adopted after Kamath and early collaborators pioneered it as a workshop at the University of Minnesota, continued the tradition of providing an open forum for the presentation and discussion of innovative algorithms, as well as novel applications of data mining. The number of paper submissions this year surpassed all previous years, indicating that the conference is becoming established in the data-mining community. This year' s conference was also co-sponsored by the American Statistical Association, which encouraged strong participation by statisticians. Workshops within the conference covered a range of topics, including Data Mining in Sensor Networks to Link Analysis, Feature Selection, Clustering, High-Performance Mining, and Mining Scientific and Engineering Datasets. The conference attracted many students from UC San Diego, UCLA, and UC Santa Barbara, as well as a mix of attendees from academia, industry, and national laboratories.
The reports listed in the following table have been omitted from the printed version of the ISCR Annual Report in the interest of space, but can be found on the accompanying Web site. You can also obtain a CD-ROM containing these reports by calling (925) 
Summer Research Program
The ISCR' s summer visitor program for FY 2005 was its second largest ever with approximately 100 students in residence, as well as 11 faculty members. Students are assigned individual LLNL mentors and given specific projects, ranging from programming tasks to original research, to which they will contribute based on their background and skills.
Marco Latini from Cal Tech spent the summer of 2005 working with Oleg Schilling of LLNL' s AX Division on turbulent transport in a Richtmyer-Meshkov instability (RMI). The RMI develops at a surface separating two gases following the passage of a shock. In order to accurately characterize the development of the turbulent mixing layer, appropriate initial conditions are needed. Latini investigated initial conditions using stochastic noise that follows a prescribed perturbation spectrum that was taken from studies of surface perturbations on internal confinement fusion capsules and is used to break symmetry and to accelerate the development of turbulence. The new capability is used to study the effects of initial conditions on the development of the layer and to guide the development of turbulent transport models for Richtmyer-Meshkov flows.
Presented below is a visualization of the mass-fraction isosurface corresponding to the new initial conditions (left) and the evolution of the instability at 5ms following the passage of the shock and displaying the complex structure of the flow. The color represents the values of the vortex stretching, which is used to characterize turbulent flows (right).
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