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Abstract
Factoring Permutations into the Product of Two Involutions: A Probabilistic, Combinatorial, and
Analytic Approach
Charles Burnette
Eric Schmutz, Ph.D.
An involution is a permutation that is its own inverse. Given a permutation σ of [n], let Nn(σ)
denote the number of ways to write σ as a product of two involutions. The random variables Nn
are asymptotically lognormal when the symmetric groups Sn are equipped with uniform probability
measures, in particular, and, more generally, Ewens measures of some fixed parameter θ > 0.
The proof is based upon the observation that, for most permutations σ, the number of involution
factorizations Nn(σ) can be well-approximated by Bn(σ), the product of the cycle lengths of σ. The
asymptotic lognormality of Nn can therefore be deduced from Erdo˝s and Tura´n’s theorem that Bn
is itself asymptotically lognormal.
We then briefly consider fixed-point free involution factorizations. A necessary and sufficient
condition for a permutation to be the composition of two fixed-point free involutions is for it to
have an even number of k-cycles, k = 1, 2, . . . Through a combination of singularity analysis, the
method of moments, and an appeal to the Shepp-Lloyd model for random permutations, the asymp-
totic enumeration and cycle structure of random permutations admitting fixed-point free involution
factorizations are calculated.

1Chapter 1: Introduction
1.1 A Brief History of Analytic Combinatorics
Analytic combinatorics amalgamates several important branches of mathematics, including enumer-
ative combinatorics, asymptotic analysis, and modern discrete probability. Precisely quantifying
properties of large structured combinatorial objects through the application of generating functions
is the principal focus of the theory. The customary approach of analytic combinatorics to problems
in discrete mathematics is twofold. First is a symbolic calculus of generating functions as a means
to systematically describe features of commonly occurring discrete structures such as words, graphs,
permutations, and integer partitions. Then, by interpreting generating functions as analytic trans-
formations from the complex plane into itself, asymptotic data about the discrete structures counted
by the coefficients of a generating function can be extracted through complex analytic tools.
So what exactly is a generating function? Given a complex-valued sequence {an}∞n=0, the ordinary
generating function of {an} is A(x) =
∑
n≥0 anx
n. The exponential generating function of {an} is
A∗(x) =
∑
n≥0 anx
n/n!. Typically, the ordinary and exponential generating functions of the same
sequence are not both examined at the same time. Given a power series f(z), we let [zn]f(z) denote
the coefficient of zn in f(z).
In enumerative combinatorics, generating functions are viewed as formal power series with a
sort-of bookkeeping purpose. They keep track of sequences of cardinalities of finite sets S1, S2, . . . ,
where Sk is a set of objects of “size” k, and are usually disclosed through bijective methods. Finding
these cardinalities and bijections, however, tends to be hard in practice. So instead, we can try to
approximate |Sn| in terms of simple functions of n as n gets very large. At this point, one hopefully
reminds themselves of the following manifestation of Cauchy’s integral formula:
[zn]f(z) =
1
2pii
∮
γ
f(z)
zn+1
dz, (1.1.1)
2where γ is some simple, closed contour encircling the origin, and the integral is taken counter-
clockwise. The potential power of complex analysis to make the craft of asymptotic enumeration
more robust and less ad hoc is unmistakable now.
Paul Erdo˝s was an early proponent for the pursuit of asymptotic results in probabilistic and
enumerative combinatorics, such as the limit law of his and Tura´n’s stated in [19] that is absolutely
central to this thesis. Donald Knuth’s classic The Art of Computer Programming tomes [38] helped
bring asymptotic enumeration into an even brighter spotlight. Resultantly, segments of the analysis
of algorithms community have embraced the touch of analytic combinatorics as it has exhibited
usefulness in average-case analysis and randomized algorithms. Standard texts on the applications
of analytic combinatorics to the analysis of algorithms include [25], [29], [38], and [50].
As one solves different asymptotic enumeration problems, recurring themes and methods begin
to surface, making certain aspects of the field slightly routine. Edward Bender [9] first decided to
survey common asymptotic methods in combinatorics, with [15], [28], [29], [51], [52], [61], among
others, following in Bender’s footsteps.
Shortly before his passing, Philippe Flajolet [24], together with his frequent coauthor Robert
Sedgewick, amassed a heroic number of the subject’s foremost results and philosophies. Their fairly
recent treatise is an encyclopedic overview of the landscape of analytic combinatorics. It has laid
the groundwork for “unifying” many of the previously disparate mathematics revolving around
asymptotic enumeration and its role in contemporary combinatorics.
1.2 Statement of Results
This thesis is organized as follows. Chapter 2 is devoted to the background mathematics that will
be utilized throughout the thesis. It starts with the symbolic derivation of generating functions for
permutations in Sn. A synopsis of the Shepp-Lloyd model for random permutations is then given.
After this, a curt exposition on the asymptotic methods used to prove the main results of this thesis
is the subject of Section 2.2. Finally, we outline the method of moments in Section 2.3.
Chapter 3 is adapted from the paper [12]. An involution is a bijection that is its own inverse. In
the symmetric group Sn, involutions are precisely the permutations whose cycles all have length 1
3or 2. This thesis is primarily concerned with decomposing random permutations into two involutory
factors and the probabilistic analysis thereof. Roberts and Vivaldi [57] erected a combinatorial model
for the composition of two involutions with a prescribed number of fixed points within the context
of reversible birational maps reduced over a finite field. Unrestricted products of two involutions,
however, are of particular interest as well. For instance, Petersen and Tenner [56] outline potential
links to rim-hook tableaux and the irreducible characters of Sn.
If σ is a permutation of [n], set Nn(σ) to be the number of function compositional factorizations
of σ into two involutions, i.e. the number of ordered pairs of involutions τ1, τ2 of [n] such that
σ = τ2 ◦ τ1. To our knowledge, the earliest derivations of Nn(σ) are due to Lugo [42], [44] and
Petersen and Tenner [56]. Both of their derivations rely on identifying involutions with partial
matchings and, consequently, the composition of two involutions with graphs having dichromatic
edges, where every edge is incident to exactly one edge of each color. Lugo also conjectured, but
did not prove, that Nn is asymptotically lognormal for uniform random permutations. (By this, we
mean that there are normalizing constants µ1 ≤ µ2 ≤ . . . and 0 < σ1 ≤ σ2 ≤ . . . such that, for all
real numbers x
lim
n→∞Pn
(
log Nn(σ)− µn
σn
≤ x
)
=
1√
2pi
x∫
−∞
e–t
2/2 dt. (1.2.1)
So, technically, it is the asymptotic distribution of the standardization of log Nn that is acquired.)
Section 3.2 contains a derivation of Nn(σ) that exploits only the canonical group action of Sn
on [n]. Next, in Section 3.3, the maximum, minimum, and expected values of Nn are worked out.
From our derivation in Section 3.2, it follows that Nn(σ) can be conveniently expressed in terms of
Bn(σ) =
∏n
k=1 k
ck , the product of the cycle lengths of σ, and a product of probabilists’ Hermite
polynomials. We then show that Nn(σ) is well-approximated by Bn(σ) for asymptotically almost
all permutations σ. This along with the already established asymptotic lognormality of Bn (in the
same sense as (1.2.1)), which was first proven by Erdo˝s and Tura´n in [19], is then used to prove that
Nn is itself asymptotically lognormal.
However, as will be shown in Chapter 4, the probabilistic observations of Chapter 3 remain true
if Sn is instead equipped with the Ewens sampling formula with a generic parameter θ > 0. Each
4of the core results of Chapter 3 are then generalized throughout this chapter. A passing remark is
then made about the fringe parameter θ = 1 in Section 4.5.
In Chapter 5, we show that permutations admit fixed-point free involution factorizations if and
only if the number of k-cycles in a permutation is even for all k. We asymptotically enumerate
these permutations in Section 5.2 and find the maximum, minimum, and expected values of Nn
conditioned on all of the k-cycle multiplicities sharing even parity. Section 5.4 concludes the thesis
by glimpsing into the cycle structure of such permutations.
5Chapter 2: Background Mathematics
The mathematics needed to rigorously prove the results of this thesis are extremely technique-driven.
In this chapter, we compile the more specialized results that need to be summoned. We begin by
deriving the generating functions that capture the enumerative combinatorics of permutations. Next
is a brief primer on singularity analysis, which will be used to attain coefficient asymptotics of the
aforementioned generating functions. We close with a summary of the method of moments from
probability theory.
2.1 The Generatingfunctionology of Permutations
Everything explored in this thesis inhabits the symmetric group Sn, the set of all permutations
of [n] = {1, 2, . . . , n}. One remembers from elementary abstract algebra that all permutations can
be uniquely decomposed into a product of disjoint cycles. For this reason, the cycle type of a
permutation σ ∈ Sn, often encoded by an integer partition of n and denoted by 1c12c2 · · ·ncn , where
ck = ck(σ) is the number of cycles of length k that σ has, is a key facet of a permutation’s signature.
One also remembers that the conjugacy classes of Sn are given by the possible cycle types of a
permutation of [n]. An emphasis on conjugation-invariant permutation statistics motivates much of
the enumerative combinatorics pertinent to this manuscript.
2.1.1 Generating Functions Associated with Permutations
Our journey begins with a formula reportedly due to Cauchy.
Theorem 2.1.1. (Cauchy’s Formula) If (λ1, . . . , λn) ∈ Zn≥0 and
∑n
k=1 kλk = n, then there are
n!∏n
k=1 λk!k
λk
permutations of [n] with λk cycles of length k for each k ∈ [n].
Proof. The cycle structure profies a permutation of the form
( ) . . . ( )︸ ︷︷ ︸
c1
( ) . . . ( )︸ ︷︷ ︸
c2
( ) . . . ( )︸ ︷︷ ︸
c3
· · · ( . . .︸ ︷︷ ︸
n
) · · · ( . . .︸ ︷︷ ︸
n
)
︸ ︷︷ ︸
cn
.
6There are n! ways to arrange the numbers of [n] into the n blank spaces. However, the ordering of
the cycles does not matter. In particular, for each k ∈ [n], altering the order of the k-cycles does not
alter the permutation. Furthermore, all k circular rearrangements of the elements within a specific
k-cycle leaves that cycle unchanged. Thus each permutation of [n] with this cycle type will occur∏n
k=1 λk!k
λk times. Dividing begets the desired formula.
Theorem 2.1.1 is the first step towards acquiring exponential generating functions for classes of
permutations with restrictions imposed on the quantity of k-cycles. Next, we call a permutation
σ ∈ Sn a Λ-permutation if ck ∈ Λk, k = 1, . . . , n, where each Λk is a nonempty subset of Z≥0 and
Λ = (Λ1,Λ2, . . .). The n
th cyclic indicator of the class of Λ-permutations is the n-variable polynomial
Cn(x1, . . . , xn; Λ) =
∑
λ`n,λk∈Λk
n!
n∏
k=1
(xk
k
)λk 1
λk!
, (2.1.1)
where we take λ ` n to mean that λ = (λ1, . . . , λn) ∈ Zn≥0 with 1λ1 + 2λ2 + · · · + nλn = n. Note
that Cn(1, . . . , 1; Λ) is the number of Λ-permutations in Sn. From this, we see that the generating
function for Λ-permutations, counted according to the size of the ground set (indicated by the
variable z) and number of k-cycles (indicated by the variable xk), exponential in z and ordinary in
the xk, is
∞∑
n=0
Cn(x1, . . . , xn; Λ)
zn
n!
:=
∞∏
k=1
∑
λk∈Λk
(
xkz
k
k
)λk 1
λk!
, (2.1.2)
and the (univariate) exponential generating function for Λ-permutations is
∞∑
n=0
Cn(1, . . . , 1; Λ)
zn
n!
=
∞∏
k=1
∑
λk∈Λk
(
zk
k
)λk 1
λk!
. (2.1.3)
The formal power series (2.1.2) and (2.1.3) are specific instances of the so-called “exponential for-
mula” that is frequently used to symbolically derive exponential generating functions of labelled
combinatorial classes. (Chapter 2 of Flajolet-Sedgwick [24] discusses this topic in full generality.)
7In the instance that each Λk = Z≥0, we get that
∞∑
n=0
Cn(1, . . . , 1; Λ)
zn
n!
=
∞∏
k=1
∞∑
λk=0
(
zk
k
)λk 1
λk!
=
∞∏
k=1
exp(zk/k) = exp
( ∞∑
k=1
zk
k
)
= exp(− log(1− z)) = 1
1− z ,
which is the exponential generating function for all permutations of [n]. This should not be surprising;
there are n! permutations in Sn, and so the exponential generating function for Sn is merely
∞∑
n=0
n!
zn
n!
=
∞∑
n=0
zn =
1
1− z .
If you wish to only keep track of the total number of cycles in a Λ-permutation of [n], and not of
the individual sizes of the cycles, then we can work with Cn(x, . . . , x; Λ) instead. This has the effect
of recording all instances of cycles without distinguishing for size. Again, letting each Λk = Z≥0
yields
∞∑
n=0
Cn(x, . . . , x; Λ)
zn
n!
=
∞∏
k=1
∞∑
λk=0
(
xzk
k
)λk 1
λk!
=
1
(1− z)x =
∞∑
n=0
(
x+ n− 1
n
)
zk,
with the last equality following from Newton’s generalized binomial theorem. Since the extended
binomial coefficient
(
x
k
)
is shorthand for
(x)k
k!
=
x(x− 1) · · · (x− k + 1)
k!
,
we see that
∞∑
n=0
Cn(x, . . . , x; Λ)
zn
n!
=
∞∑
n=0
x(x+ 1) · · · (x+ n− 1)z
n
n!
.
8Therefore, the number of permutations of [n] with a total of k disjoint cycles is
s(n, k) := [xk]x(x+ 1) · · · (x+ n− 1).
The coefficients of these rising factorials of x are conventionally referred to as the (unsigned) Stirling
numbers of the first kind.
2.1.2 The Shepp-Lloyd Model
For each positive integer n, endow Sn with the uniform probability measure, which we will denote
by Pn unless stated otherwise. Theorem 2.1.1 tells us that the probability that a uniform random
permutation has cycle index (a1, . . . , an) ∈ Zn≥0 is
Pn(ck = ak for k = 1, . . . , n) = 1
{
n∑
`=1
`a` = n
}
n∏
k=1
(
1
k
)ak 1
ak!
. (2.1.4)
The indicator condition on
∑
`a` prevents the cycle multiplicities ck from being independent.
As a workaround, Shepp and Lloyd [60] considered the sequence of independent random variables
α = (α1, α2, . . .) where, for k = 1, 2, . . . , the random variable αk is Poisson distributed with mean
zk/k. Here z is a parameter strictly between 0 and 1. Probabilities rooted in this model will be
denoted by Pz.
Observe that Pz(αk 6= 0) = 1− exp(−zk/k) < zk/k so that
∞∑
k=1
Pz(αk 6= 0) ≤
∞∑
k=1
zk
k
= − log(1− z).
Due to the Borel-Cantelli Lemma, the subsequent finiteness of the sum
∑
k Pz(αk 6= 0) dictates
that Pz(αk 6= 0 for infinitely many k) = 0. The random variable ν(α) :=
∑
k kαk is almost surely
finite, and we can thus meaningfully calculate the joint distribution of the αk. For each sequence
a = (a1, a2, . . . , ) of nonnegative integers, only finitely many of which are nonzero,
Pz(α = a) =
∞∏
k=1
exp(−zk/k) (z
k/k)ak
ak!
= (1− z)zν(a)
∞∏
k=1
(
1
k
)ak 1
ak!
. (2.1.5)
9Notice that if ν(a) = n, then
Pz(α = a | ν(α) = n) = Pz(α = a and ν(α) = n)Pz(ν(α) = n) (2.1.6)
=
(1− z)zn∏nk=1 ( 1k)ak 1ak!∑
a`n
(1− z)zn∏nk=1 ( 1k)ak 1ak! (2.1.7)
=
n∏
k=1
(
1
k
)ak 1
ak!
. (2.1.8)
So, quite amazingly, the Shepp-Lloyd model recovers the uniform distribution on Sn. Additionally,
we see that Pz(ν(α) = n) = (1− z)zn. In other words, the degree ν of a random permutation chosen
according to the measure Pz is geometrically distributed and has expected value Ez(ν) = z/(1− z).
Now consider an arbitrary functional Φ acting on α, which we now identify with the cycle type
of a random permutation. That is, if σ ∈ Sn, then αk = ck, k = 1, 2, . . . , and αk = 0 for all k > n.
By the law of total expectation,
Ez(Φ) =
∞∑
n=0
Pz(ν(α) = n)Ez(Φ | ν(α) = n) =
∞∑
n=0
(1− z)znEn(Φ). (2.1.9)
Hence (1− z)−1Ez(Φ) is the ordinary generating function for {En(Φ)}∞n=0. This observation gifts us
a very nifty tool for finding limit laws of various conjugation-invariant permutation statistics. It will
be used rather broadly in Chapter 5.
2.2 Singularity Analysis
The main results of this thesis rely on finding asymptotic distributions of conjugation-invariant
permutation statistics via the analytic manipulation of relevant generating functions. This requires
a deep legerdemain of far-reaching asymptotic techniques. In this section, we collect the analytic
tools that will be used throughout this document to answer our asymptotic questions.
2.2.1 The Gestalt of Analytic Combinatorics
The radius of convergence of a generating function has much to say regarding the growth of its
coefficients. Below is a venerated triumvirate of theorems that encapsulates the overall paradigm of
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analytic combinatorics.
Theorem 2.2.1. (Hadamard) The radius of convergence of the power series
∞∑
n=0
anz
n is
R :=
1
lim sup
n→∞
|an|1/n .
Theorem 2.2.2. (Pringsheim) If the Taylor series of f(z) centered at the origin has nonnegative
coefficients and radius of convergence R, then the point z = R is a singularity of f.
Theorem 2.2.3. (Flajolet-Sedgewick [24], Theorem IV.7) If f is analytic at z = 0, has nonnegative
Taylor coefficients, and R is the modulus of the singularity nearest to the origin in the sense that
R = sup{r ≥ 0 : f is analytic at all points z such that |z| ≤ r},
then the coefficient fn = [z
n]f(z) satisfies fn = R
−nθ(n), where θ(n) is a subexponential factor, i.e.
lim sup
n→∞
|θ(n)|1/n = 1.
These theorems capture much of the intuition engendering the application of singularity analysis
to generating functions. Flajolet and Sedgewick even condenses them into what they call “the
principles of coefficient asymptotics” (which appear on page 227 of [24]).
1. First Principle of Coefficient Asymptotics. The exponential growth of a function’s
coefficients is determined by the location of its singularities.
2. Second Principle of Coefficient Asymptotics. The associated subexponential factor θ(n)
is determined by the nature of its singularities.
We list a few instances of these principles next. Many of their proofs invoke Cauchy’s integral
formula (1.1.1) over a craftily chosen contour and the Riemann-Lebesgue lemma to demonstrate
that the contribution of said integral from sections of the contour that are remote from a function’s
singularities is negligible.
11
2.2.2 Wright’s Expansions
Some generating functions encountered in Chapter 4 require the asymptotic analysis of functions
involving the factor exp(α/(1− z)). The leading-term asymptotics for the Taylor coefficients of such
functions were fully charactierized by E. M. Wright.
Theorem 2.2.4. (Wright [62], Theorem 2) The leading-term asymptotic for
sn = [z
n](1− z)βΦ(z) exp
(
α
1− z
)
,
where β is a complex number, Φ is regular in the unit disc, and α is a nonzero real number, is given
by
sn =
1
nβ/2+3/4
[
exp(2
√
αn)
2
√
pi
Φ(1)eα/2αβ/2+1/4
](
1 +O(n−1/2)
)
.
2.2.3 Darboux’s Method
In this section, we list some basic facts about Darboux’s method when restricting to functions of
moderate growth near the unit circle.
Definition 2.2.5. A function f(z) analytic in the unit disc D = {z ∈ C : |z| < 1} is said to be of
global order a ≤ 0 if
f(z) = O((1− |z|)a) for |z| < 1.
We will be particularly invested in the asymptotic analysis of functions whose local behavior at
dominant singularities involves a sum of logarithms and power functions. For the sake of brevity,
we set
L(z) := log
1
1− z (2.2.1)
Definition 2.2.6. A log-power function at 1 is a finite sum of the form
σ(z) =
r∑
k=1
ckL(z)(1− z)αk
where α1 < · · · < αr and each ck is a polynomial. A log-power function at a finite set of points
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Z = {ζ1, . . . , ζm} is a finite sum
Σ(z) =
m∑
j=1
σj
(
z
ζj
)
where each σj is a log-power function at 1.
In what follows, we will narrow our attention to the case where each ζj has modulus 1. Jungen
[33] proved that the nth Taylor coefficient of a log-power function admits a full asymptotic expansion
in descending powers of n. Powerful extensions can be found in [23]. Here is the core asymptotic
statement for log-power functions.
Theorem 2.2.7. (Jungen) For all α ∈ R and k ∈ Z≥0,
[zn](1− z)α ∼ n
−α−1
Γ(−α) +
α(α+ 1)n−α−2
Γ(−α) + · · ·
[zn](1− z)α(L(z))k ∼ (−1)k ∂
k
∂αk
([zn](1− z)α),
where Γ is the eponymous gamma function. Specifically,
[zn](1− z)α(L(z))k = n
−α−1
Γ(−α) (log n)
k(1 + o(1)) for α 6= Z≥0
[zn](1− z)r(L(z))k = (−1)rk(r!)n−r−1(log n)k−1(1 + o(1)) for r ∈ Z≥0, k ∈ Z≥1.
The main idea here is that once the coefficients of a function are known on the log-power function
scale, that is,
f(z) = Σ(z) +R(z),
a log-power function Σ(z) at a finite set of points plus some error term R(z), it remains to estimate
the error. This is at the heart of a particular instance of Darboux’s method useful for the type of
generating functions that will be handled later.
Definition 2.2.8. Let h(z) be analytic in D and s be a nonnegative integer. The function h(z) is
said to be Cs-smooth on D (or of class Cs) if, for k = 0, 1, . . . , s, its kth derivative h(k)(z) admits a
continuous extension on D = {z ∈ C : |z| ≤ 1}. A function Q(z) analytic on D is said to admit a
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log-power expansion of class Ct if there exists a finite set of points Z = {ζ1, . . . , ζm} on the unit circle
|z| = 1 and a log-power function Σ(z) at the set of points Z such that Q(z)−Σ(z) is Ct smooth on
D.
Theorem 2.2.9. (Based on Olver [55], Theorem 8.9.1) If Q(z) admits a log-power expansion of
class Ct with Σ(z) an associated log-power function, its coefficients satisfy
[zn]Q(z) = [zn]Σ(z) + o(n−t).
2.2.4 A Flajolet-Odlyzko Transfer Theorem
Given two real numbers φ,R with R > 1 and 0 < φ < pi/2, the open domain ∆ = ∆(φ,R) is defined
to be
∆(φ,R) := {z ∈ C : |z| < R, z 6= 1, | arg(z − 1)| > φ},
where the branch [0, 2pi) is taken for the argument. The following definition is somewhat of a
counterpart to the smoothness criterion of Definition 2.2.8.
Definition 2.2.10. Let h(z) be analytic on D and have isolated singularities on the unit circle at
Z = {ζ1, . . . , ζm}. Let t be a real number. The function h(z) is said to admit a log-power expansion
of type Ot (relative to Z) if the following two conditions are satisfied:
1. The function h(z) is analytically continuable to an indented domain D =
⋂m
j=1(ζj∆) for some
∆ domain.
2. There exists a log-power function Σ(z) =
∑m
j=1 σj(z/ζj) such that, for each ζj , one has
h(z)− σj(z/ζj) = O
(
(z − ζj)t
)
,
as z ∈ ζj in ζj∆.
Theorem 2.2.11. (Based on Flajolet-Odlyzko [23], Theorem 2) Let Z = {ζ1, . . . , ζm} be a finite set
of points on the unit circle, and let P (z) be a function that admits a log-power expansion of type Ot
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relative to Z, with singular part Σ(z). Then the coefficients of h satisfy
[zn]h(z) = [zn]Σ(z) +O(n−t−1).
Theorem 2.2.11 is what is often called a “transfer theorem” because, in conjunction with Theorem
2.2.7, it allows for the transferral of the knowledge of a function near its singularities to the knowledge
of its coefficient asymptotics. For us in particular, in having a singular expansion of f in terms of
fractional powers of (1− z) and log(1− z), the transfer theorems immediately provide the coefficient
asymptotics of f.
2.2.5 Hybridization of Darboux’s Method and the Transfer Theorem
We now state a hybrid of Darboux’s method and the Flajolet-Odlyzko transfer theorem. Its purpose
is to “de-singularize” functions whose domain of holomorphicity is D by means of a small number
of radial expansions in terms of log-power functions.
Definition 2.2.12. Let f(z) be analytic in the open unit disc . For ζ a point on the unit circle, we
define the radial expansion of f at ζ with order t ∈ R as the log-power function σ(z) at ζ with the
minimal number of monomial terms, if it exists, such that
f(z) = σ(z) +O
(
(z − ζ)t) ,
when ζ = (1− z)ζ and x→ 0+. The quantity σ(z) will be written as asymp(f(z), ζ, t).
Theorem 2.2.13. (Flajolet et. al [22], Theorem 2) Let f(z) be analytic on D and such that it
admits a factorization f(z) = P (z)Q(z), with P,Q analytic on D. Assume the following conditions
on P and Q, relative to a finite set of points Z = {ζ1, . . . , ζm} on the unit circle
1. The “Darboux factor” Q is Cs-smooth on the unit circle, where s ∈ Z≥0.
2. The “singular factor” P is of global order a ≤ 0 and is analytically continuable to an indented
domain of the form D =
⋂m
j=1(ζj∆) for some ∆ domain.
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3. For some nonnegative real number t0 > u0 ≥ 0, with u0 := b s+|a|2 c, the singular factor P
admits, at any ζj ∈ Z, an asymptotic expansion of the form
P (z) = σj(z/ζj) +O
(
(z − ζj)t0
)
as z → ζj , z ∈ D.
Then f admits a radial expansion at any ζj ∈ Z with order u0. The coefficients of f(z) satisfy
[zn]f(z) = [zn]A(z) + o(n−u0),
where
A(z) :=
m∑
j=1
asymp((f(z), ζj , u0).
Theorem 2.2.13 appears rather formidable. Use of it, however, amounts to only two (potentially
cumbersome) steps:
(i) Establish the existence of a proper factorization PQ.
(ii) Separately analyze the asymptotic nature of f(z) as z tends radially to the singular points in
Z.
Manstavicˇius [46] offers a fascinating alternative to the hybrid method above. Its nonconstructive
nature, however, makes it not well-suited for the calculation of asymptotic expansions beyond the
leading term.
One way to expedite the hybrid method algorithm of Theorem 2.2.13 is to express functions in
terms of the polylogarithm function Liν(z), which is defined for any ν ∈ C by
Liν(z) :=
∞∑
n=0
zn
nν
.
Cohen and Zagier achieved a complete singular expansion of the polylogarithm in terms of the
harmonic numbers Hm :=
∑m
k=1
1
k and the Riemann zeta function ζ(s) :=
∑∞
n=1
1
ns , which, at first
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only defined on the half-plane <(s) > 1, is analytically continuable to C − {1} by virtue of the
functional equation
ζ(s) = 2spis−1 sin
(pis
2
)
Γ(1− s)ζ(1− s).
(Even better – the above singular expansion is exact!) See page 387 of Lewin [41] for the derivation.
Theorem 2.2.14. For any index ν ∈ C, the polylogarithm Liν(z) is analytically continuable to the
slit plane C− R≥1. If ν = m ∈ Z≥1, the singular expansion of Lim(z) near the singularity z = 1 is
given by

Lim(z) =
(−1)m
(m−1)!τ
m−1(log τ −Hm−1) +
∑
j∈Z≥0−{m−1}
(−1)j
j! ζ(m− j)τ j
τ := − log z = ∑∞`=1 (1−z)`` .
(2.2.2)
For ν 6∈ Z, the singular expansion of Liν(z) is
Liν(z) ∼ Γ(1− ν)τν−1 +
∑
j≥0
(−1)j
j!
ζ(ν − j)τ j . (2.2.3)
The polylogarithms are well-studied and have nice smoothness properties. Their asymptotics
have been widely fleshed out and documented in the literature on special functions. One illuminating
fact is that any sum
Sk(z) =
∞∑
`=k
rk(`)[Li`(z)− Li`(1)] =
∞∑
`=k
rk(`)[Li`(z)− ζ(`)], (2.2.4)
with r(x) polynomially bounded in x, is Ck−2-smooth. (See page 8 of [22].) For this reason, rewriting
a function that is analytic on D in terms of these Sk(z) is a viable strategy for efficient coefficient
extrication. This device will be crucial to unfolding a generating function in Section 5.2 with
countably many singularities on the unit circle.
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2.2.6 A Coefficient Growth Estimate
Given a product of two generating functions, if one component is, at least, regular on D and the other
component passes the ratio test, then the coefficients of the product has nice asymptotic behavior.
This is clarified by the following valuable fact that will be employed in chapter 5 and Appendix C.
Theorem 2.2.15. (Bender [9], Theorem 2) Suppose that A(z) =
∑
anz
n and B(z) =
∑
bnz
n are
power series with radii of convergence α > β ≥ 0, respectively. Suppose bn−1/bn approaches a limit
b as n→∞. If A(b) 6= 0, then cn ∼ A(b)bn, where
∑
cnz
n = A(z)B(z).
2.3 The Method of Moments
Let X be a random variable on some probability space. The kth moment of X is defined to be
E(Xk). Assuming the appropriate circumstances for which the moments E(Xk), k = 1, 2, . . . , are all
finite, the moment generating function of X is
E(etX) =
∞∑
k=0
E(Xk)
tk
k!
, (2.3.1)
for all real numbers t for which this expected value exists.
It is sometimes possible to prove certain modes of convergence for a sequence of random variables
by establishing that their moments converge in some apt sense. For this to work though, the
underlying probability distributions must be uniquely determined by said moments. Unfortunately,
we are not always so lucky; the lognormal distribution is the textbook counterexample. (See Example
30.2 of Billingsley [11].) Determinacy does follow, however, if the moment generating function is not
purely divergent.
Theorem 2.3.1. (Billingsley [11], Theorem 30.1) Let X be a random variable having finite moments
E(Xk) = µk of all orders. If E(etX) has a positive radius of convergence, then X is the only random
variable with the moments µ1, µ2, . . .
Theorem 2.3.1 along with the theorem below forms the basis for the “method of moments.”
Simply put, the asymptotic distribution of a sequence of random variables can be deduced by
18
showing that its moments converge to those of a distribution that is uniquely determined by its
moments.
Theorem 2.3.2. (Billingsley [11], Theorem 30.2) Let X be a random variable and let {Xn} be a
sequence of random variables. If the distribution of X is uniquely determined by its moments, the
Xn have moments of all orders, and lim
n→∞E(X
r
n) = E(Xr) for r = 1, 2, . . . , then {Xn} converges in
distribution to X.
For discrete random variables supported on the nonnegative integers (such as those routinely
encountered in combinatorics), their factorial moments are occasionally more manageable. The kth
factorial moment of a random variable X is
E((X)k) = E(X(X − 1) · · · (X − k + 1)), (2.3.2)
and its factorial moment generating function is
E((t+ 1)X) =
∞∑
k=0
E((X)k)
tk
k!
, (2.3.3)
for all complex numbers t for which this expected value exists. We now state a corresponding
“method of factorial moments.”
Theorem 2.3.3. Let X be a random variable and let {Xn} be a sequence of random variables. If
E(tX) is an entire function, the Xn have factorial moments of all orders, and lim
n→∞E((Xn)r) =
E((X)r) for r = 1, 2, . . . , then {Xn} converges in distribution to X.
Proof. Because E((t + 1)X) is entire, the moment generating function E(etX) has a positive radius
of convergence, and so by Theorem 2.3.1, X is uniquely determined by its moments. Furthermore,
the moments of X can be written as finite linear combinations of the factorial moments of X. Hence
lim
n→∞E(X
r
n) = E(Xr) for r = 1, 2, . . . The conclusion of Theorem 2.3.2 now follows.
We will see some asymptotic distributions in Chapter 5 that will be identified using this method
of factorial moments.
19
Chapter 3: Factoring Random Permutations
3.1 Preliminaries
An involution is a permutation that is its own inverse, i.e. a permutation whose cycle lengths are
all less than or equal to two. If σ is a permutation of [n], let Nn(σ) be the number of ordered
pairs (τ1, τ2) of involutions of [n] such that σ = τ2 ◦ τ1. The goal of this chapter is to determine the
asymptotic distribution of the random variable Nn for uniform random permutations σ.
Let Tn be the set of all involutions of [n]. The cardinalities |Tn|, n = 1, 2, 3, . . . have been
extensively investigated and constitute OEIS sequence A000085 [53]. See Amdeberhan and Moll [1]
for more recent work. Of particular importance for this chapter is the following asymptotic formula
derived by Chowla, Herstein, and Moore [13]:
|Tn| ∼ 1√
2
(n
e
)n/2
en
1/2−1/4. (3.1.1)
Related approximations appear in Moser and Wyman [48], [49].
Vivaldi and Roberts [57] studied the random permutations that are obtained by composing
random involutions with various restrictions on their fixed points. However, the product of two
uniformly random involutions is not a uniformly random permutation. For example, the identity
permutation is generated with probability 1|Tn| , which is much larger than
1
n! . Thus Nn is clearly
nonconstant.
There is an extensive literature on formulas for the number of ways to write a permutation as
the product of two or more permutations with various restrictions on the conjugacy classes of the
factors of the product. Without trying to review that literature, we refer readers to [27] and [32]. For
asymptotic problems, even an explicit formula can be quite useless if it is too complicated. However,
as the authors in [27] and [32] point out, formulas with nonnegative terms tend to be more tractable.
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Throughout this manuscript, we make use of one such formula:
Nn(σ) =
n∏
k=1
bck/2c∑
j=0
kck−jck!
2jj!(ck − 2j)! . (3.1.2)
From formula (3.1.2), one sees that Nn(σ) depends only on the cycle structure of σ. This makes
sense because Nn(σ) is invariant under the conjugacy action of Sn, which follows easily from the
fact that the mapping τ1τ2 7→ (ρτ2ρ−1)(ρτ2ρ−1) provides a natural bijection between the involution
factorizations of ρ and the involution factorizations of its conjugate ρσρ−1 for ρ ∈ Sn.
We use the formula (3.1.2) to prove that, for most permutations σ,Nn(σ) can be well-approximated
by Bn(σ) =
∏
k k
ck , the product of the cycle lengths of σ. The random variable Bn has been studied
by many authors, beginning with the work of Erdo˝s and Tura´n [18], [19]. Asymptotic lognormality
of Nn will be deduced from the known fact that Bn is asymptotical lognormal.
3.2 The Combinatorics Behind Involution Factorizations
This section is more or less expository: we discuss the known factorization (3.1.2). For each integer
x, let x = x − nb xnc denote the integer remainder when x is divided by n. (The positive integer n
will be clear from context.) Yang, Ellis, Mamakani, and Ruskey [63] proved the following lemma.
Lemma 3.2.1. There are exactly n ways to factor the n-cycle σ = (0, 1, . . . , n − 1) as the product
of two involutions of {0, 1, 2, . . . , n − 1}. The n factorizations are σ = Ik ◦ Ik−1, 1 ≤ k ≤ n, where
Ik(x) = k − x, the integer remainder when k − x is divided by n.
Lemma 3.2.1 is a special case of the following result due to Goupil and Schaeffer [27].
Theorem 3.2.2. Let `(λ) be the number of parts of the partition λ; let (n1, . . . , nk)  n mean that
n1 + · · ·+ nk is a composition of n. Let λ = (λ1, . . . , λl) and µ = (µ1, . . . , µm) be any two partitions
of n with g(λ, µ) := g, where `(λ) + `(µ) = n + 1 − 2g(λ, µ). Then the number of factorizations of
an n-cycle into a permutation of cycle type λ and a permutation of cycle type µ is
cnλµ =
n
22gzλzµ
∑
g1+g2=g
(l + 2g1 − 1)!(m+ 2g2 − 1)!
∑
(i1,...,il)g1
(j1...,gm)g2
∏
r
(
λr
2ir + 1
)∏
r
(
µr
2jr + 1
)
.
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where zλ =
∏
k=1 λk!k
λk for a partition λ = 1λ1 · · ·nλn .
Lugo [44] shows explicitly how Lemma 3.2.1 is a consequence of Theorem 3.2.2.
The factorizations mentioned in Lemma 3.2.1 are modifications of a certain “folklore” cycle
decomposition. (See exercise 10.1.17 in Scott [59].) Our notational preference for modular arithmetic
is influenced by page 158 of [30], where the setting is different but the factorization is similar. In
[63], the proof of Lemma 3.2.1 is quite short, elementary, and easy to read. As we show below, the
proof of Lemma 3.2.1 can be adapted to the product of two m cycles, and therefore can be used as
a basis for an alternative proof of (3.1.2). Corresponding lemmas appear in [43] and [56], but the
derivations there are based on a graph theoretical insight and appear to differ from the proof that
will be presented here.
For any permutation σ, we can apply Lemma 3.2.1 separately to each of the cycles of σ. Therefore,
a consequence of Lemma 3.2.1 is that the product of the cycle lengths is a lower bound:
Nn(σ) ≥ Bn(σ). (3.2.1)
This inequality is not sharp because, in the factorization σ = τ2 ◦ τ1, there is no requirement
that the set partition [n] induced by the cycle structure of σ must be (in a moderately topological
sense) “coarser” than the ones induced by the transpositions in τ1 and τ2. For example, we can
write σ = (1, 2, 3)(4, 5, 6) as τ2 ◦ τ1, where τ2 = (1, 4)(2, 6)(3, 5) and τ1 = (1, 6)(2, 5)(3, 4). Both
involutions “exchange” the elements of {1, 2, 3} with those of {4, 5, 6}. The next lemma asserts that
there are no other possibilities.
Lemma 3.2.3. Suppose O is the set of points on a cycle of σ, and that σ = τ2 ◦ τ1 is a factorization
of σ into two involutions. Then τ1(O) = τ2(O), and τ1(O) is a set of points on a cycle of σ of length
|O|.
Proof. Because each τi is a bijection, it is clear that |τ1(O)| = |τ2(O)| = |O|. Suppose y1, y2 are
points in τ1(O). We need to verify that y1 and y2 are on the same cycle of σ. Let x1, x2 be their
preimages in O, that is, τ1(xi) = yi, i = 1, 2. Because x1 and x2 are on the same cycle O, we have
22
x2 = σ
`(x1) for some `. But then y2 = τ1(σ
`(x1)) = τ1 ◦ (τ2 ◦ τ1)`(x1) = (τ1 ◦ τ2)` ◦ τ1(x1) = σ−`(y1).
Thus y1 and y2 are on the same cycle, and τ1(O) is a single cycle of length |O|.
Lemma 3.2.3 can also be unravelled by the mechanism of group actions. Indeed, let the subgroup
of Sn generated by σ ∈ Sn act canonically on [n], and assume that σ = τ1 ◦ τ2, where τ1 and τ2 are
involutions of [n]. Notice that σ(τ2(m)) = τ1(τ2(τ2(m))) = τ1(m), and thus τ1(m) ∈ Orbσ(τ2(m)) ,
where Orbσ(x) denotes the orbit of x under the action of the subgroup of Sn generated by σ.
Naturally τ1(m) ∈ Orbσ(τ1(m)) as well, and so Orbσ(τ1(m)) and Orbσ(τ2(m)) are not disjoint. Since
the orbits of a group action partition the set on which it is acting, it follows that Orbσ(τ1(m)) =
Orbσ(τ2(m)) .
For the second part of Lemma 3.2.3, it suffices to show that τ1(Orbσ(m)) = Orbσ(τ1(m)) , as
then τ1, as an involution, produces a one-to-one correspondence between Orbσ(m) and Orbσ(τ1(m)) .
Exploiting the fact that σ−1 = (τ1 ◦ τ2)−1 = τ–12 ◦ τ−11 = τ2 ◦ τ1, we see that
i ∈ τ1(Orbσ(m)) iff i = τ1(σk(m)) for some positive integer k
iff i = τ1
(
(τ1 ◦ τ2)k(τ1(τ1(m)))
)
for some positive integer k
iff i = (τ2 ◦ τ1)k(τ1(m)) for some positive integer k
iff i =
(
σ−1
)k
(τ1(m)) for some positive integer k iff i ∈ Orbσ(τ1(m)) .
as required.
We can apply Lemma 3.2.3 to any product of two involutions τ1, τ2 ∈ Sn to conclude that τ1 and
τ2 can “exchange” at most two disjoint cycles, necessarily of the same length, at a time. Let us now
articulate this observation.
Definition 3.2.4. Let O1 and O2 be two distinct sets of points on cycles of σ. Two involutions τ1
and τ2 exchange O1 and O2 provided that σ = τ2 ◦ τ1 and τ1(O1) = τ2(O1) = O2.
Lemma 3.2.5. If σ = (0, 1, 2, . . . , n− 1)(n, n+ 1, n+ 2, . . . , 2n− 1), then there are precisely n ways
to write σ as a product of two involutions of {0, 1, . . . , 2n− 1} that exchange the two cycles of σ.
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Example: If n = 5, then one of the five factorizations of (0, 1, 2, 3, 4)(5, 6, 7, 8, 9) is J3◦J2, where
J3 = (0, 8)(1, 7)(2, 6)(3, 5)(4, 9) and J2 = (0, 7)(1, 6)(2, 5)(3, 9)(4, 8).
Proof. LetX = {0, 1, . . . , 2n−1}. For integral k, define Jk to be the involution whose n transpositions
are (x, n+ k − x), x = 0, 1, 2, . . . , n− 1. Note that Jk(x) = Jk±n(x), so we are free to calculate the
index k modulo n. Also note that if y = n + k − x, then Jk(y) = x. Hence it is straightforward to
verify that, for any integer k, σ = Jk ◦ Jk−1. Since there are n choices for k, this proves that there
at least n of the factorizations.
Now suppose σ = S ◦ T for some involutions S and T on X, and suppose S and T exchange the
two cycles of σ. Because S exchanges the cycles of σ, there must be some k for which S(0) = n+ k.
To prove the lemma, it suffices to prove that S = Jk and T = Jk−1. We use induction to show that,
for 0 ≤ i < n, S(i) = n+ k − i and T (i) = n+ k − 1− i.
For the base case i = 0, we already have S(0) = n+k. Note that T (n+k − 1) = S2◦T (n+k − 1) =
S ◦ σ(n+ k − 1) = S(n+ k) = 0. Therefore T (0) = n+ k − 1. This completes the base case i = 0.
Now let 0 < i < n − 1, and assume the inductive hypothesis. Since i = σ(i − 1) = S(T (i − 1)),
we have
S(i) = S2 ◦ T (i− 1) = T (i− 1) =︸︷︷︸
ind.hypoth.
n+ k − 1− (i− 1) = n+ k − i.
Similarly
T (n+ k − i− 1) = S2 ◦ T (n+ k − i− 1) = S ◦ σ(n+ k − i− 1) = S(n+ k − i) = i.
Therefore
T (i) = n+ k − 1− i.
For nonnegative integers m and k define
Vm(k) =
bm/2c∑
j=0
k−jm!
2jj!(m− 2j)! =
Hem
(
i
√
k
)
(
i
√
k
)m , (3.2.2)
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where Hem is the “probabilists’ Hermite polynomial”
Hem(x) = m!
bm/2c∑
r=0
(–1)r
r!(m− 2r)!
xm−2r
2r
.
(We thank Victor Moll [47] for pointing out this connection with the Hermite polynomials.) A less
general version appears as equation 2 of Moser and Wyman [48].
Theorem 3.2.6. (Lugo, Petersen,Tenner) If ck(σ) denotes the number of k-cycles that σ ∈ Sn has,
then
Nn(σ) = Bn(σ)
n∏
k=1
Vck(k).
Proof. By Lemma 3.2.3, any involution factorization of σ exchanges some number of pairs of cycles
of the same size, and leaves the rest fixed. For each j ≤ bck/2c, there are precisely ck!2jj!(ck−2j)! ways
to match j pairs of k-cycles for swapping, leaving the remaining ck−2j cycles of length k to be fixed.
Once the j pairs have been specified, Lemmas 3.2.1 and 3.2.5 show that there are kj · kck−2j ways
to factor the k-cycles. Hence, the total number of factorizations of σ is
n∏
k=1
∑bck/2c
j=0
kck−jck!
2jj!(ck−2j)! =
n∏
k=1
kckVck(k).
3.3 Extremal Properties of Nn
Let Iτ2,τ1(σ) = 1 if τ2 ◦ τ1 = σ (and Iτ2,τ1(σ) = 0 otherwise), so that
Nn =
∑
τ1,τ2
Iτ2,τ1 . (3.3.1)
Using this representation and Stirling’s formula, it is straightforward to estimate the average number
of factorizations [44].
En(Nn) =
1
n!
∑
τ1,τ2
∑
σ
Iτ2,τ1(σ) =
|Tn|2
n!
∼ e
2
√
n
√
8pien
. (3.3.2)
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Our results show that this average (4.2.1) is misleadingly large. If n is large, then for most permu-
tations σ ∈ Sn, one has
e(
1
2−) log2n < Nn(σ) < e(
1
2+) log
2n.
Another consequence of the sum of indicators representation (3.3.1) is that maxσ Nn(σ) = |Tn|.
The unique permutation that attains the maximum is the identity permutation that fixes all n
points. At the other extreme, for n ≥ 2, minσ Nn(σ) = n− 1. The minimum is attained only by the
n!
n−1 permutations that have a cycle of length n− 1. These two extremal results are stated (without
proof) on page 161 of Lugo’s thesis [44]. We now prove them next.
Proposition 3.3.1. The maximum value of Nn(σ) over Sn is |Tn|, and, for n 6= 2, this maximum
is attained precisely by σ = id[n], the identity permutation of [n].
Proof. The proposition is easily verifed for n ≤ 2, so assume that n > 2. Because permutations
have unique inverses, for each involution τ1 ∈ Tn, there is a unique permutation τ2 ∈ Sn such that
σ = τ1 ◦ τ2, namely τ2 = τ1 ◦ σ. Hence
Nn(σ) = # {τ ∈ Tn : τ ◦ σ ∈ Tn} ≤ |Tn| (3.3.3)
Now consider an arbitrary permutation σ ∈ Sn. If σ is not an involution, then
id[n] 6∈ {τ ∈ Tn : τ ◦ σ ∈ Tn}
so that Nn(σ) < |Tn|. If instead σ is a non-identity involution, then there are two distinct integers
i, j ∈ [n] such that σ(i) = j and, consequently, σ(j) = i. Since n > 2, we can select a number k ∈ [n]
different from both i and j. Let ρ : [n]→ [n] be the function defined by
ρ(x) =

k if x = i
i if x = k
x otherwise.
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Clearly ρ is an involution. However ρ(σ(i)) = ρ(j) = j whereas ρ(σ(j)) = ρ(i) = k, and so ρ ◦ σ
is not an involution. Therefore ρ 6∈ {τ ∈ Tn : τ ◦ σ ∈ Tn} so that Nn(σ) < |Tn|. It follows that
maxσ Nn(σ) = |Tn|, and the maximum occurs precisely at σ = id[n].
Proposition 3.3.2. For n > 2, the minimum value of Nn(σ) over Sn is n − 1, which is attained
precisely at those permutations which consist of an (n− 1)-cycle and a 1-cycle.
Proof. Set Rm(k) = k
mVm(k). We consider the following three cases.
Case 1. c1 = 0. By (3.2.1),
Nn(σ) ≥ Bn(σ) =
n∏
k=2
kck ≥
n∑
k=2
kck =
n∑
k=1
kck = n.
Case 2. c1 = 1. Again, by (3.2.1),
Nn(σ) ≥ Bn(σ) =
n∏
k=2
kck ≥
n∑
k=2
kck =
n∑
k=1
kck − 1 = n− 1.
Case 3. c1 ≥ 2. Then bc1/2c ≥ 1 and
Rc1(1) = c1!
bc1/2c∑
i=0
1
2ii!(c1 − 2i)! ≥ 1 +
c1
2
(c1 − 1) ≥ c1.
Hence
Nn(σ) = Rc1(1)
n∏
k=2
Rck(k) ≥ c1
n∏
k=2
kck ≥ c1 +
n∑
k=2
kck =
n∑
k=1
kck = n.
Our casework shows that if c1 6= 1, then Nn(σ) > n − 1. Let us now fixate on the c1 = 1 case.
(Consequently cn = 0.) Suppose further that cn−1 = 0. If there is an integer j ∈ {3, 4, . . . , n − 2}
such that cj > 0, then
Nn(σ) ≥
n∏
k=2
kck >
n∑
k=2
kck = n− 1.
Now suppose instead that cj = 0 for every integer j > 2. Since c1 = 1 and n > 2, we need c2 > 0.
Yet cn−1 = 0, and so n−1 6= 2. This paired with the fact that, in this case, n = 1+2c2, which forces
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n to be an odd number greater than 3, demonstrates that c2 ≥ 2. Hence bc2/2c ≥ 1, 2c2 ≥ 4, and
Nn(σ) = Rc1(1)Rc2(2) = 2
c2c2!
bc2/2c∑
i=0
1
4ii!(c2 − 2i)! ≥ 2
c2 +
2c2
4
c2(c2 − 1) ≥ 2c2 + 1 = n.
However, if cn−1 > 0, then we need c1 = cn−1 = 1 and ck = 0 for every other positive integer k, in
which event Nn(σ) = n− 1. It now follows that minσ Nn(σ) = n− 1, and the minimum is attained
precisely by those permutations which consist of an (n− 1)-cycle and a 1-cycle.
3.4 Approximation by Bn
Let Tn(σ) be the order of σ as an element of the symmetric group, i.e. the least common multiple
of the cycle lengths of σ. The asymptotic distribution of Tn was deduced from that of Bn. (See
equation 14.4 of [18], section 7 of [10], and Lemma 2 of [7].) A similar strategy is used in this
manuscript. The goal of this section is to prove that Bn can serve as a proxy for Nn.
The following deterministic lemma supplies a sufficient condition on σ that, when satisfied,
imposes a bound on the error of the approximation.
Lemma 3.4.1. Suppose ξ ≥ 1 and that, for every integer k > ξ, we have ck(σ) ≤ 1. Also assume
that, for every positive integer k, ck(σ) ≤ ξ. Then there is a constant c > 0, not dependent on σ nor
ξ, such that Bn(σ) ≤ Nn(σ) ≤ Bn(σ) ·
(
cξξ
)ξ
.
Proof. We already have the lower bound (See equation 3.2.1). Observe that V0(k) = 1 and V1(k) = 1
for all k ∈ [n]. For 2 ≤ m < ξ and 1 ≤ k ≤ ξ, a very crude bound for Vm(k) suffices. For example,
by Stirling’s formula we see that for 2 ≤ m < ξ,
Vm(k) ≤ m!
bm/2c∑
j=0
1
(2k)jj!
≤ m!e 12k < cmm,
where c is a positive constant independent of k and m. By assumption ck(σ) ≤ ξ for all k ≤ ξ.
Therefore
Nn(σ) ≤ Bn(σ) ·
 ∏
1≤k≤ξ
Vck(σ)(k)
 ≤ Bn(σ) · (cξξ)ξ .
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Clearly Bn(σ) is not always a good approximation for Nn(σ). For example, if σ is the identity
permutation with n cycles of length one, then log Bn(σ) = 0 and, per (3.1.1), log Nn(σ) ∼ n2 log n.
There is a tradeoff when applying Lemma 3.4.1. The parameter ξ = ξ(n) must be sufficiently large
so that most permutations satisfy the hypotheses. However the larger ξ is, the cruder the bound.
The next two lemmas make this precise.
Lemma 3.4.2. If ξ = ξ(n)→∞ as n→∞, then Pn(ck ≥ 2 for some k ≥ ξ) = O( 1ξ ).
Proof. For any choice of ξ, Boole’s inequality implies that
Pn(ck ≥ 2 for some k ≥ ξ) ≤
∑
k≥ξ
Pn(ck ≥ 2) =
bn2 c∑
k=dξe
[1− Pn(ck = 0)− Pn(ck = 1)] . (3.4.1)
It is well known that the probabilities Pn(ck = j) can be calculated using the Principle of Inclusion
Exclusion, and that the Bonferroni inequalities yield upper and lower bounds on said probabilities.
(See also chapter 5 of Sachkov [58] for the “generatingfunctionological” approach.) Thus
Pn(ck = 0) =
bnk c∑
j=0
(−1)j 1
j!kj
≥ 1− 1
k
, (3.4.2)
and
Pn(ck = 1) =
1
k
bn/k−1c∑
j=0
(−1)j 1
j!kj
≥ 1
k
(
1− 1
k
)
. (3.4.3)
Putting (3.4.2) and (3.4.3) into (3.4.1), we get
Pn(ck ≥ 2 for some k ≥ ξ) ≤
bn2 c∑
k=dξe
[
1−
(
1− 1
k
)
− 1
k
(
1− 1
k
)]
=
bn2 c∑
k=dξe
1
k2
= O
(
1
ξ
)
.
The second hypothesis is even likelier to hold.
Lemma 3.4.3. If ξ = ξ(n)→∞, then Pn(ck ≥ ξ for some k ≤ ξ) = O(( ξeξ + ξn )).
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Proof. Let Zk, ξ ≤ k ≤ n be a sequence of independent Poisson(1/k) random variables. By Theorem
4 of [6], Pn(ck ≤ ξ for all k ≤ ξ) = Pr(Zk ≤ ξ for all k ≤ ξ) + O( ξn ). Standard estimates using
Markov’s inequality and moment generating functions shows that this probability is small:
Pr(Zk ≥ ξ) = Pr(eZk ≥ eξ) ≤ E(e
Zk)
eξ
=
e
1
k (e−1)
eξ
<
8
eξ
.
Therefore
Pr(Zk ≤ ξ for all k ≤ ξ) ≥
(
1− 8
eξ
)ξ
= 1−O
(
ξ
eξ
)
.
3.5 The Asymptotic Lognormality of Nn
It is well known that Bn is asymptotically lognormal.
Lemma 3.5.1. (Erdo¨s and Tura´n) For any real number x,
lim
n→∞Pn(log Bn(σ) ≤ µn + xσn) = Φ(x)
where µn =
n∑
k=1
log k
k ∼ 12 log2n, σ2n =
n∑
k=1
log2 k
k ∼ 13 log3n, and Φ(x) = 1√2pi
x∫
−∞
e–t
2/2 dt.
Remark 3.5.2. The first proof Lemma 3.5.1 is in the work of Erdo¨s and Tura´n [19]. Alternative
proofs, as well as stronger and more general results have been proved using quite varied techniques.
See, for example, [5], [3], [7], [16], [45].
Theorem 3.5.3. Pn(log Nn(σ) ≤ µn + xσn) = Φ(x) + o(1).
Proof. Because Nn(σ) ≥ Bn(σ) for all σ ∈ Sn, one direction is an immediate consequence of Lemma
3.5.1.
Pn(log Nn ≤ µn + xσn) ≤ Pn(log Bn ≤ µn + xσn) = Φ(x) + o(1). (3.5.1)
For the other direction, we use the continuity of Φ and the bound Nn(σ) ≤ (cξξ)ξBn(σ) from Lemma
3.4.1, which, due to Lemma 3.4.2 and Lemma 3.4.3, holds with probability 1−O( 1ξ + ξn + ξeξ ).
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In more detail, let  > 0 be a fixed but arbitrarily small positive number. We can choose
δ > 0 so that |Φ(x) − Φ(a)| <  whenever |x − a| < δ. If we choose ξ = √log n, then we have
log
(
(cξξ)ξ
)
= o(σn). Therefore we can choose N so that, for all n ≥ N, log
(
(cξξ)ξ
)
< δσn2 . But
then
Pn(log Nn(σ) ≤ µn + xσn) ≥ Pn
(
log Bn(σ) + log
(
(cξξ)ξ
) ≤ µn + xσn) (3.5.2)
≥ Pn
(
log Bn(σ) +
δσn
2
≤ µn + xσn
)
(3.5.3)
= Pn
(
log Bn(σ) ≤ µn +
(
x− δ
2
)
σn
)
(3.5.4)
= Φ
(
x− δ
2
)
+ o(1) > Φ(x)− + o(1). (3.5.5)
Yet  > 0 was arbitrary, and so Pn(log Nn(σ) ≤ µn + xσn) ≥ Φ(x) + o(1).
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Chapter 4: Generalizing to the Ewens Sampling Formula
4.1 What Is the Ewens Sampling Formula?
As pointed out in Section 3.1, Nn(σ) depends only on the cycle type of σ. It is therefore natural to
wonder what the distribution of Nn is for permutations drawn from conjugation-invariant probabil-
ity measures on Sn with multiplicative weights placed on their cycles. The archetypal example of a
family of such measures is the Ewens sampling formula with parameter θ > 0, hereafter abbreviated
ESF(θ). For each positive integer n, ESF(θ) is the joint distribution of the cycle counts for a permu-
tation σ of [n] chosen with probability biased by θK , where K = K(σ) =
∑
ck is the total number
of components in the cyclic decomposition of σ. More precisely, the probability that a permutation
has cycle index (a1, . . . , an) ∈ Zn≥0 is
Pθ,n(ck = ak for k = 1, . . . , n) = 1
{
n∑
`=1
`a` = n
}
n!
θ(n)
n∏
k=1
(
θ
k
)ak 1
ak!
, (4.1.1)
where Pθ,n is the probability measure on Sn symbolizing ESF(θ) and θ(n) is the rising factorial
θ(θ + 1) · · · (θ + n− 1).
In [42], Lugo refers to permutations chosen from ESF(θ) as θ-weighted permutations and shows
that the bivariate generating function for such permutations, counted according to the size of the
ground set (indicated by the variable z) and number of k-cycles (indicated by the variable u), is
P (z, u) = (1 − z)−θ exp(θ(u− 1)zk/k). The marginal distribution for the k-cycle multiplicities of a
θ-weighted permutation of [n] is thus given by
Pθ,n(ck = m) =
[znum]P (z, u)
[zn]P (z, 1)
(4.1.2)
=
[znum](1− z)−θ exp(−θzk/k) exp(θuzk/k)
[zn](1− z)−θ (4.1.3)
=
[zn](1− z)−θ exp(−θzk/k) θmzkmm!km(
n+θ−1
n
) (4.1.4)
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=
θm(
n+θ−1
n
)
m!km
[zn]
 ∞∑
j=0
(
j + θ − 1
j
)
zj
 ∞∑
j=0
(−1)j θ
jzkj
j!kj
zkm (4.1.5)
=
θm(
n+θ−1
n
)
m!km
bn/k−mc∑
j=0
(−1)j
(
n− km− kj + θ − 1
n− km− kj
)
θj
j!kj
(4.1.6)
We can rewrite the above probability as
Pθ,n(ck = m) =
θm
m!km
bn/k−mc∑
j=0
(−1)j θ
j
j!kj
n∏
i=n−km−kj+1
i
i+ θ − 1 , (4.1.7)
which will be more convenient for computations that will arise here later.
The Ewens sampling formula’s intellectual roots lie in the area of evolutionary population ge-
netics. Ewens [20] deduced that (4.1.1) is the limiting probability of a partition of a sample of n
selectively equivalent genes into various alleles, where aj is the the number of alleles represented
by precisely j genes. Antoniak [2] independently discovered (4.1.1) in the context of Bayesian non-
parametric statistics. The overall behavior of permutations drawn from ESF(θ) has since been
extensively explored in many papers. Read [14] for a lucid and concise summary of the preexisting
literature on ESF(θ).
In this chapter we determine the asymptotic distribution of the random variable Nn for permu-
tations chosen from ESF(θ). This will be accomplished by generalizing the approach used in Chapter
3 to show that Nn is asymptotically lognormal when each Sn is endowed with the uniform measure.
Recall that the proof of this hinged on the observation that, for almost all permutations σ, Nn(σ)
has situationally convenient upper and lower bounds in terms of Bn(σ) together with the fact that
Bn is itself asymptotically lognormal for uniform random permutations. As we shall soon witness,
these facts remain true in the setting of ESF(θ), even though the speed at which the cumulative
distribution of Nn converges to that of Bn leans heavily on the size of θ.
4.2 Mean Number of Involution Factorizations
Throughout the rest of this chapter (and only in this chapter), we let Pn denote the probability
measure on Sn corresponding to ESF(θ). (For the sake of notational succinctness, we will henceforth
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stifle the presence of θ in Pθ,n.)
Theorem 4.2.1. The average number of involution factorizations for a permutation chosen accord-
ing to the measure Pn is
θ(1−θ
2)/4Γ(θ)
2θ2/2+1eθ/2
√
pi
e2
√
θnnθ
2/4−θ+1/4(1 +O(n−1/2)) .
Proof. For each λ ∈ Zn≥0, set Aλ = {σ ∈ Sn : σ has cycle type 1λ1 · · ·nλn}. Consider the generating
function
F (z) := 1 +
∞∑
n=1
En(Nn)
θ(n)
n!
zn. (4.2.1)
By the law of total expectation,
F (z) = 1 +
∞∑
n=1
(∑
λ`n
Pn(σ ∈ Aλ)En(Nn |σ ∈ Aλ)
)
θ(n)
n!
zn (4.2.2)
Theorem 3.2.6 together with the conjugation invariance of Nn implies that
En(Nn |σ ∈ Aλ) =
n∏
k=1
kλk
Heλk
(
i
√
k
)
(
i
√
k
)λk , (4.2.3)
Thus
F (z) = 1 +
∞∑
n=1
∑
λ`n
n!
θ(n)
n∏
k=1
(
θ
k
)λk 1
λk!
n∏
k=1
kλk
Heλk
(
i
√
k
)
(
i
√
k
)λk
 θ(n)
n!
zn (4.2.4)
=
∞∏
k=1
 ∞∑
λk=0
Heλk
(
i
√
k
)
λk!
(
θzk
i
√
k
)λk (4.2.5)
Since
∞∑
n=0
Hen(x)
tn
n! = exp(xt − t2/2) (consult [35], [37], [36] for an assortment of derivations), we
see that
F (z) =
∞∏
k=1
exp
(
θzk +
θ2z2k
2k
)
=
exp(θz/(1− z))
(1− z2)θ2/2 . (4.2.6)
Hence
En(Nn) =
n!
θ(n)
[zn]
exp(θz/(1− z))
(1− z2)θ2/2 . (4.2.7)
Applying Theorem 2.2.4 with β = −θ2/2, Φ(z) = e−θ/(1 + z)θ2/2, and α = θ, together with
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the generalized Stirling’s approximations n! =
√
2pine−nnn
(
1 +O(n−1)
)
and θ(n) = Γ(θ+n)Γ(θ) =
√
2pi
Γ(θ)e
−nnn+θ−1/2
(
1 +O(n−1)
)
completes the proof.
This average, however, does not accurately reflect the typical order of Nn within the ESF(θ)
model for random permutations. In fact, for most θ-weighted permutations, one has that
e(
θ
2−) log2 n < Nn(σ) < e(
θ
2+) log
2 n
when n is sufficiently large. This is a consequence of the upcoming results towards the end of the
Section 4.4.
4.3 Approximation by Bn Revisited
Here we emulate the treatment of Sections 3.4 and 3.5, except now Sn is equipped with the Ewens
measure. We proceed in three steps. First the value of Nn(σ) is readily controlled by Bn(σ) for
permutations σ without an excessive number of small cycles and no more than one k-cycle for each
k beyond a certain threshold. The second step uses standard probabilistic estimates to show that
θ-weighted permutations asymptotically almost surely satisfy these conditions. Lastly, the previous
two steps are combined to relate the distribution of log Nn with the distribution of log Bn.
Fortunately for us, Lemma 3.4.1 is entirely deterministic and needs not be revisited. Its role in
our argument has been reinstated. The next two lemmas, however, are probabilistic and depend on
the (fixed) parameter θ.
Lemma 4.3.1. If ξ = ξ(n)→∞, but log ξ = o(n), then
Pn(ck ≥ 2 for some k ≥ ξ) = o(1). (4.3.1)
Proof. For any choice of ξ, Boole’s inequality implies that
Pn(ck ≥ 2 for some k ≥ ξ) ≤
∑
k≥ξ
Pn(ck ≥ 2) =
∑
k≥ξ
[1− Pn(ck ≤ 1)]. (4.3.2)
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Furthermore, by (4.1.7),
Pn(ck = 0) =
bn/kc∑
j=0
(−1)j θ
j
j!kj
n∏
i=n−kj+1
i
i+ θ − 1 , (4.3.3)
Pn(ck = 1) =
θ
k
bn/k−1c∑
j=0
(−1)j θ
j
j!kj
n∏
i=n−k(j+1)+1
i
i+ θ − 1 , (4.3.4)
and so
Pn(ck ≤ 1) = 1−
bn/kc∑
j=2
(−1)j θ
j
j(j − 2)!kj
n∏
i=n−kj+1
i
i+ θ − 1 . (4.3.5)
Therefore ∑
k≥ξ
Pn(ck ≥ 2) =
bn/2c∑
k=dξe
bn/kc∑
j=2
(−1)j θ
j
j(j − 2)!kj
n∏
i=n−kj+1
i
i+ θ − 1 . (4.3.6)
Now for a fixed natural number k, set aj = (−1)j θ
j
j(j − 2)!kj
n∏
i=n−kj+1
i
i+ θ − 1 for each integer j
between 2 and bn/kc, inclusive. Then
∣∣∣∣aj+1aj
∣∣∣∣ = θk · jj2 − 1
n−kj∏
i=n−kj−k+1
i
i+ θ − 1 (4.3.7)
Clearly |aj+1/aj | < 1 if θ ≥ 1 and k is sufficiently large. If 0 < θ < 1, then
θ
k
· j
j2 − 1
n−kj∏
i=n−kj−k+1
i
i+ θ − 1 <
1
k
· j
j2 − 1
n−kj∏
i=n−kj−k+1
i
i− 1
<
1
k
· j
j2 − 1 ·
n− kj
n− kj − k < 1,
unless n− kj − k = 0, in which case
θ
k
· j
j2 − 1
n−kj∏
i=n−kj−k+1
i
i+ θ − 1 =
1
k
· j
j2 − 1
k∏
i=2
i
i+ θ − 1
<
1
k
· j
j2 − 1
k∏
i=2
i
i− 1 =
j
j2 − 1 < 1.
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In any event, {|aj |}bn/2cj=1 is a strictly decreasing sequence for large k, and so
∑
k≥ξ
Pn(ck ≥ 2) ≤
bn/2c∑
k=dξe
θ2
2k2
n∏
i=n−2k+1
i
i+ θ − 1 . (4.3.8)
(The inequality (4.3.8) actually holds for all k; the marginal distributions for ck can be determined
explicitly using the Principle of Inclusion-Exclusion, making the above bounds simple consequences
of the Bonferonni inequalities. As we can see though, we do not require estimates quite that sharp.
The aforementioned inclusion-exclusion calculation is carried out in Appendix A.) If θ ≥ 1, then
bn/2c∑
k=dξe
θ2
2k2
n∏
i=n−2k+1
i
i+ θ − 1 ≤
bn/2c∑
k=dξe
θ2
2k2
= O
(
1
ξ
)
. (4.3.9)
If 0 < θ < 1, then
bn/2c∑
k=dξe
θ2
2k2
n∏
i=n−2k+1
i
i+ θ − 1 ≤
2θ
(n− 1)2
n∏
i=2
i
i+ θ − 1 +
bn/2c−1∑
k=dξe
θ2
2k2
n∏
i=n−2k+1
i
i+ θ − 1 (4.3.10)
≤ 2θ
(n− 1)2
n∏
i=2
i
i− 1 +
bn/2c−1∑
k=dξe
θ2
2k2
n∏
i=n−2k+1
i
i− 1 (4.3.11)
=
2θn
(n− 1)2 +
bn/2c−1∑
k=dξe
θ2
2k2
· n
n− 2k (4.3.12)
= O
(
1
n
+
∫ n/2−1
ξ
nθ2
2t2(n− 2t) dt
)
(4.3.13)
= O
(
log n
n
+
log ξ
n
)
. (4.3.14)
As was the case in the uniform setting, the second hypothesis of Lemma 3.4.1 is more of a sure
thing, regardless of how large θ is. Our upper bounds for Pn(ck ≥ ξ for some k ≤ ξ) need not be as
delicate as the ones formulated for Pn(ck ≥ 2 for some k ≥ ξ).
Lemma 4.3.2. If ξ = ξ(n)→∞, then Pn(ck ≥ ξ for some k ≤ ξ) = O( ξeξ + ξn ).
Proof. Let Zk, ξ ≤ k ≤ n, be a sequence of independent Poisson(θ/k) random variables. By
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Theorem 2 of [4], Pn(ck ≤ ξ for all k ≤ ξ) = Pr(Zk ≤ ξ for all k ≤ ξ) + O( ξn ). Applying Markov’s
inequality and moment generating functions for Poisson random variables yields:
Pr(Zk ≥ ξ) = Pr(eZk ≥ eξ) ≤ E(e
Zk)
eξ
=
e
θ
k (e−1)
eξ
Hence
Pr(Zk ≤ ξ for all k ≤ ξ) ≥
(
1− e
θ
k (e−1)
eξ
)ξ
= 1−O
(
ξ
eξ
)
.
4.4 The Asymptotic Lognormality of Nn Revisited
We now cite the asymptotic lognormality of Bn for ESF(θ).
Lemma 4.4.1. (Arratia, Barbour, Tavare´) For any real number x,
lim
n→∞Pn(log Bn(σ) ≤ µn + xσn) = Φ(x)
where µn =
n∑
k=1
θ log k
k ∼ θ2 log2n, σ2n =
n∑
k=1
θ log2k
k ∼ θ3 log3n, and Φ(x) = 1√2pi
∫ x
−∞ e
−t2/2 dt.
Proofs of Lemma 4.4.1 are available in [3] and [5].
Theorem 4.4.2. Pn(log Nn(σ) ≤ µn + xσn) = Φ(x) + o(1).
Proof. Because Nn(σ) ≥ Bn(σ) for all σ ∈ Sn, an upper bound is immediate.
Pn(log Nn ≤ µn + xσn) ≤ Pn(log Bn ≤ µn + xσn) = Φ(x) + o(1). (4.4.1)
For the lower bound, we capitalize on the continuity of Φ. We also invoke the upper bound Nn(σ) ≤
(cξξ)ξBn(σ) (where ξ can be chosen to our liking) from Lemma 3.4.1, which, due to Lemma 4.3.1
and Lemma 4.3.2, holds with probability 1−O( 1ξ + lognn + ξn + ξeξ ).
The remainder of the proof is pretty much the same as that of Theorem 4.4.2, which is included
here for completeness. Let  > 0 be a fixed but arbitrarily small positive number. We can choose
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δ > 0 so that |Φ(x) − Φ(a)| <  whenever |x − a| < δ. If we choose ξ = √log n, then we have
log
(
(cξξ)ξ
)
= o(σn). Therefore we can choose N so that, for all n ≥ N, log
(
(cξξ)ξ
)
< δσn2 . But
then
Pn(log Nn(σ) ≤ µn + xσn) ≥ Pn
(
log Bn(σ) + log
(
(cξξ)ξ
) ≤ µn + xσn) (4.4.2)
≥ Pn
(
log Bn(σ) +
δσn
2
≤ µn + xσn
)
(4.4.3)
= Pn
(
log Bn(σ) ≤ µn +
(
x− δ
2
)
σn
)
(4.4.4)
= Φ
(
x− δ
2
)
+ o(1) > Φ(x)− + o(1). (4.4.5)
Yet  > 0 was arbitrary, and so Pn(log Nn(σ) ≤ µn + xσn) ≥ Φ(x) + o(1).
4.5 The Threshold of θ = 1
This final section of the chapter is included to help cast light on the apparent contrasting nature of
the statistical dispersion of Nn for θ-weighted permutations, with θ ≥ 1 versus 0 < θ < 1. Reprising
the notation presented in the proof of Theorem 4.2.1, we consider the generating function
G(z) = 1 +
∞∑
n=1
En(N2n)
θ(n)
n!
zn (4.5.1)
= 1 +
∞∑
n=1
(∑
λ`n
Pn(σ ∈ Aλ)En(N2n |σ ∈ Aλ)
)
θ(n)
n!
zn (4.5.2)
= 1 +
∞∑
n=1
∑
λ`n
n!
θ(n)
n∏
k=1
(
θ
k
)λk 1
λk!
n∏
k=1
k2λk
(
Heλk
(
i
√
k
))2
(
i
√
k
)2λk
 θ(n)
n!
zn (4.5.3)
=
∞∏
k=1
 ∞∑
λk=0
(
Heλk
(
i
√
k
))2
λk!
· (−θzk)λk
 (4.5.4)
We now recall the probabilistic version of the Mehler kernel (see [34])
∞∑
n=0
Hen(x)Hen(y)
tn
n!
=
1√
1− t2 exp
(
− t
2(x2 + y2)− 2txy
2(1− t2)
)
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to see that
G(z) :=
∞∏
k=1
1√
1− θ2z2k exp
(
θkzk
1− θzk
)
(4.5.5)
If θ > 1, then G has a radius of convergence of 1/θ and the function Φ given by
Φ(z) =
∞∏
k=2
1√
1− θ2z2k exp
(
θkzk
1− θzk
)
(4.5.6)
is regular in the disc |z| < 1/θ. Theorem 2.2.4 can thus be applied to get
[zn]G(z) =
θn
n1/4
Kθ exp(2
√
n)
2
√
pie
(
1 +O(n−1/2)
)
(4.5.7)
where
Kθ =
∞∏
k=2
1√
1− θ2−2k exp
(
k
θk−1 − 1
)
. (4.5.8)
Hence
En(N2n) =
n!
θ(n)
[zn]G(z) =
KθΓ(θ)
2
√
pie
n3/4−θe2
√
nθn
(
1 +O(n−1/2)
)
, (4.5.9)
which is in turn the leading-term asymptotic for Varn(Nn), the variance of Nn. However, if 0 < θ ≤ 1,
then G has a radius of convergence of 1, but is badly behaved on the unit circle. In this case, far
more sophisticated asymptotic methods are required.
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Chapter 5: Permutations Admitting Fixed-Point Free Involution
Factorizations
5.1 Motivation
We can refine the tools of Section 3.2 to count the number of factorizations of a permutation σ of [n]
into the composition of two involutions τ1 and τ2 with a and b fixed points, respectively. In seeking
probabilistic models of such compositions, Lugo [44], [43] noted that doing so for large a and b is
impractical. However, the case where a = b = 0 is straightforward.
If σ is a permutation of [n], let N∗n(σ) be the number of ordered pairs (τ1, τ2) of fixed-point free
involutions of [n] such that σ = τ2 ◦ τ1. We now state and prove Lugo’s formula for N∗n by echoing
the treatment of Section 3.2.
Theorem 5.1.1. (Lugo) A permutation σ of [n] can be written as the composition of two fixed-point
free involutions of [n] if and only if ck is even for all k, in which case
N∗n(σ) =
n∏
k=1
(ck − 1)!!kck/2,
where we adopt the convention (−1)!! = 1.
Proof. We claim that for each k ∈ [n], at least one of Ik and Ik−1 has a fixed point. Indeed, if j is
even then Ij has a fixed point, viz
Ij
(
j
2
)
= j − j
2
=
j
2
,
and it is certainly true that either k or k − 1 must be even. As a result, a lone cycle cannot be
written as the product of two fixed-point free involutions. On the other hand, the functions Jk and
Jk−1 are, by construction, simultaneously fixed-point free.
It now follows that if any of the ck are odd, then σ has no factorizations into two fixed-point free
involutions. To see why, note that if there is an odd ck and τ2 ◦ τ1 is an involution factorization of
σ, then τ1 and τ2 must leave at least one of the k-cycles of σ isolated. Combining Lemma 3.2.1 with
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the above observation necessarily implies that one of τ1 and τ2 has a fixed point.
On the other hand, any involution factorization of σ that exchanges each cycle of σ with a
different one of the same size is fixed-point free by virtue of Lemma 3.2.5. This of course is possible
only when each ck is even. The number of ways to pair up each k-cycle with a different k-cycle,
leaving none isolated, and then factor them in a way that exchanges each of the paired up cycles is
1
(ck/2)!
(
ck
2, 2, . . . , 2
)
kck/2 =
kck/2ck!
2ck/2(ck/2)!
= (ck − 1)!!kck/2.
Multiplying across all k completes the proof.
Further details about fixed-point free involution factorizations and the permutations that admit
them is the focus of this chapter.
5.2 Asymptotic Enumeration of Permissible Permutations
Following the accounts of (2.1.2) and (2.1.3), the generating function for permutations admitting
fixed-point free involution factorizations, counted according to the size of the ground set (indicated
by the variable z) and number of k-cycles (indicated by the variable xk), exponential in z and
ordinary in the xk, is
E(x, z) :=
∞∏
k=1
∑
even λk
(
xkz
k
k
)λk 1
λk!
=
∞∏
k=1
cosh
(
xkz
k
k
)
, (5.2.1)
and the exponential generating function for these permutations wholesale is simply
E(z) :=
∞∏
k=1
∑
even λk
(
zk
k
)λk 1
λk!
=
∞∏
k=1
cosh
(
zk
k
)
. (5.2.2)
The series E(z) starts off as
E(z) = 1 +
z2
2!
+ 4
z4
4!
+ 86
z6
6!
+ 2 696
z8
8!
+ 168 232
z10
10!
+ 15 948 032
z12
12!
+ · · · ,
its coefficients listed in OEIS sequence A130268 [54]. Furthermore [zn]E(z) represents the probability
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that a uniform random permutation of [n] admits a fixed-point free involution factorization.
Theorem 5.2.1. The probability that a random permutation of [n] admits a fixed-point free involu-
tion factorization is 0 if n is odd and
2eG
n2
(1 + o(1)) if n is even, where
eG :=
∞∏
k=1
cosh
(
1
k
)
≈ 2.1164655365.
Proof. We first introduce the normalized tangent numbers tn – the coefficients of the Maclaurin
series for tan z:
tan z =
∞∑
n=0
tnz
2n+1 (5.2.3)
so that
− log(cos z) =
∞∑
n=1
tn−1
z2n
2n
.
Taking the exponential-logarithmic reorganization of E(z) yields
E(z) = exp
( ∞∑
k=1
log cos
(
izk
k
))
(5.2.4)
= exp
( ∞∑
k=1
∞∑
m=1
tm−1
(−1)m−1z2km
2mk2m
)
(5.2.5)
= exp
( ∞∑
m=1
(−1)m−1tm−1
2m
Li2m(z
2m)
)
. (5.2.6)
In passing, this provides for G the fast convergent series
G =
∞∑
m=1
(−1)m−1tm−1
2m
ζ(2m).
Next, take out the eG factor, leading to
E(z) = eG exp
( ∞∑
m=1
(−1)m−1tm−1
2m
[
Li2m(z
2m)− ζ(2m)]) (5.2.7)
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Define
U(z) :=
∑
1≤`≤s
(−1)`−1t`−1
2`
[
Li2`(z
2`)− ζ(2`)] , (5.2.8)
V (z) :=
∑
`≥s+1
(−1)`−1t`−1
2`
[
Li2`(z
2`)− ζ(2`)] , (5.2.9)
with s a positive integer of our choosing so that
E(z) = eG · eU(z) · eV (z). (5.2.10)
Based off of the paragraph surrounding (2.2.4), V (Z) and, consequently, eV (z) are C2s-smooth. We
now invoke Theorem 2.2.13 and let Q := eV (z) be our Darboux factor. The other factor P := eU(z) is
the singular factor and can be expanded to any global order of smallness we wish. We can thus derive
asymptotic expansions of [zn]E(z) to any predetermined degree of accuracy. Because it suffices to
only know the leading term, we shall pick s = 1.
The largest singular term in the expansion (5.2.7) at z = 1 arises from Li2(z
2), the contributions
from the other polylogarithms being of smaller order. We thus compute the asymptotic expansion
of E(z) at z = 1 and z = −1 (the second roots of unity). By Theorem 2.2.14,
Li2(z
2)− ζ(2) =
( ∞∑
`=1
(1− z2)`
`
)[
log
( ∞∑
`=1
(1− z2)`
`
)
− 1
]
+
∞∑
j=2
(−1)j
j!
ζ(2− j)
( ∞∑
`=1
(1− z2)`
`
)j
=
( ∞∑
`=1
2`(1− z)`
`
)[
log
( ∞∑
`=1
2`(1− z)`
`
)
− 1
]
+
∞∑
j=2
(−1)j
j!
ζ(2− j)
( ∞∑
`=1
2`(1− z)`
`
)j
(as z → 1)
= 2[(1− z) log(1− z) + (log 2− 1)(1− z)] +O((1− z)2 log(1− z)) ,
as z → 1. Plugging t02 = 12 times the above asymptotic expansion into the Taylor series for ez yields
f(z) = eG(1 + (1− z) log(1− z) + (log 2− 1)(1− z) +O((1− z)2 log2(1− z)) (as z → 1).
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Due to symmetry,
f(z) = eG(1 + (1 + z) log(1 + z) + (log 2− 1)(1 + z) +O((1 + z)2 log2(1 + z)) (as z → −1).
In adding these two asymptotic expansions together, we find that the leading-term coefficient asymp-
totic of [zn]E(z) cancels out when n is odd (as they should) and doubles when n is even, with the
dominant coefficient emanating from (1− z) log(1− z) = −(1− z)L(z). Incorporate Theorem 2.2.7
to get
[z2n]E(z) ∼ −2eG[z2n](1− z)L(z) ∼ 2e
G
(2n)2
.
5.3 Extremal Properties of N∗2n
Let T ∗n be the set of all fixed-point free involutions of [n], and let En be the set of all permutations
of [n] that admit a fixed-point free involution factorization. It is well known that |T ∗n | is 0 when
n is odd and (n − 1)!! when n is even. Set I∗τ2,τ1(σ) = 1 if τ2 ◦ τ1 is a fixed-point free involution
factorization σ (and I∗τ2,τ1(σ) = 0 otherwise), so that
N∗n =
∑
(τ1,τ2)∈T ∗n
I∗τ2,τ1 . (5.3.1)
This together with Stirling’s formula and Theorem 5.2.1 shows that the average number of fixed-
point free involution factorizations among all permutations with an even number of cycles of each
length is
E2n(N∗2n | ck is even for all k) =
1
|E2n|
∑
τ1,τ2∈T ∗2n
∑
σ∈Sn,
ck(σ) even
I∗τ2,τ1(σ) (5.3.2)
=
((2n− 1)!!)2
(2n)![z2n]E(z)
∼ 2n
3/2
eG
√
pi
(5.3.3)
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Refer to Appendix B to see the ordinary generating function for the average number of fixed-point
free involution factorizations. Propositions 3.3.1 and 3.3.2 can also be tweaked for our scenario here.
Proposition 5.3.1. The maximum value of N∗2n(σ) over E2n is (2n − 1)!!, and this maximum is
attained precisely by σ = id[2n].
Proof. Because permutations have unique inverses, for each involution τ1 ∈ T ∗2n, there is a unique
permutation τ2 ∈ S2n such that σ = τ1 ◦ τ2, namely τ2 = τ1 ◦ σ. Hence
N∗2n(σ) = # {τ ∈ T ∗2n : τ ◦ σ ∈ T ∗2n} ≤ |T ∗2n| = (2n− 1)!! (5.3.4)
Given the prohibitive nature of fixed-point free involution factorizations, it follows rather quickly that
N∗2n(σ) < (2n− 1)!! for all non-identity permutations σ ∈ E2n. Indeed, referring to the composition
pattern of Lemma 3.2.5, let τ ′ ∈ T ∗2n “incorrectly” pair up numbers in [2n] relative to the given
permutation σ. (For example, let τ ′ induce cyclic factors of order larger than 1 that do not belong
to σ.) Then there will be no τ ∈ T ∗2n such that τ ′ ◦ τ = σ.
Proposition 5.3.2. For n > 2, the minimum value of N∗2n(σ) over E2n is n− 1, which is attained
precisely at those permutations which consist of two (n− 1)-cycles and two 1-cycles.
Proof. We consider the following three cases.
Case 1. c1 = 0. Then
N∗2n(σ) =
n∏
k=2
(ck − 1)!!kck/2 ≥
n∏
k=2
kck/2 ≥
n∑
k=2
1
2
kck =
n∑
k=1
1
2
kck = n.
Case 2. c1 = 2. Then
N∗2n(σ) =
n∏
k=2
(ck − 1)!!kck/2 ≥
n∑
k=2
1
2
kck =
n∑
k=1
1
2
kck − 1 = n− 1.
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Case 3. c1 ≥ 4. Then
N∗2n(σ) = (c1 − 1)!!
n∏
k=2
(ck − 1)!!kck/2 ≥ 1
2
c1 +
n∑
k=2
1
2
kck =
n∑
k=1
1
2
kck = n.
Our casework shows that if c1 6= 2, then N∗2n(σ) > n− 1. Let us now fixate on the c1 = 2 case.
(Consequently cn = 0.) Suppose further that cn−1 = 0. If there is an integer j ∈ {3, 4, . . . , n − 2}
such that cj > 0, then
N∗2n(σ) ≥
n∏
k=2
kck/2 >
n∑
k=2
1
2
kck = n− 1.
Now suppose instead that cj = 0 for every integer j > 2. Since c1 = 2 and n > 2, we need c2 ≥ 2.
Therefore
N∗2n(σ) = (c2 − 1)!!2c2/2 > c2 = n− 1.
However, if cn−1 > 0, then we need c1 = cn−1 = 2 and ck = 0 for every other positive integer k,
in which event N∗2n(σ) = n− 1. It now follows that minσ∈E2n N∗2n(σ) = n− 1, and the minimum is
attained precisely by those permutations which consist of two (n− 1)-cycles and two 1-cycles.
5.4 Cycle Structure of Permissible Permutations
Much has been uncovered about the limiting distribution of the cycle multiplicities for uniform
random permutations. Gontcharoff [26] and Kolcˇhin [40] established that the cycle count process
(c1, c2, . . .) on Sn converges in distribution to (Z1,Z2, . . .), where the Zk, k = 1, 2, . . . , are inde-
pendent Poisson random variables of intensity 1/k. Error rates were later computed by Arratia and
Tavare´ [6].
Now consider the random variables Z∗k whose law is the conditional distribution of Zk given that
every Zj is even. Let χk be the indicator random variable for the event that Zk is even. Due to the
independence of the Zj , the r
th factorial moment of Z∗k is
E((Z∗k)r) =
E((Zk)rχk)
E(χk)
(5.4.1)
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=
∑∞
j=0 2j(2j − 1) · · · (2j − r + 1)e−1/k 1(2j)!k2j∑∞
j=0 e
−1/k 1
(2j)!k2j
(5.4.2)
=
(1/k)r d
r
dxr [coshx]
∣∣
x=1/k
cosh(1/k)
(5.4.3)
=

1
kr tanh
(
1
k
)
for r odd
1
kr for r even.
(5.4.4)
Since the sequence {E((Z∗k)r)}∞r=1 is majorized by the sequence {1/kr}∞r=1 = {E((Z)r)}∞r=1 and
E((t + 1)Zk) = et/k is an entire function, the factorial moment generating function E(tZ∗k) is itself
entire. So by Theorem 2.3.3, the Z∗k are uniquely determined by their moments. Independence also
implies that the joint factorial moments are
E
(
b∏
k=1
(Z∗k)rk
)
=
b∏
k=1
E((Z∗k)rk) (5.4.5)
Next, from now on, when we are given a random variable X on Sn, we take X
∗ be the random
variable on Sn whose law is the conditional distribution of X given that every ck is even. Because of
Gontcharoff and Kolcˇhin’s results, one hopes that the c∗k are asymptotically independent Z
∗
k random
variables. This is indeed the case.
Theorem 5.4.1. For any fixed b, the conditional cycle count process (c∗1, . . . , c
∗
b) on E2n converges
in distribution to (Z∗1, . . . ,Z
∗
b), where the Z
∗
k, k = 1, 2, . . . , are independent random variables whose
law is the conditional distribution of Zk ∼ Poisson(1/k) given that each Zk is even.
Proof. We use the method of joint factorial moments. More specifically, we will show that for every
positive integer b and every choice of positive integers r1, . . . , rb,
lim
n→∞E2n
(
b∏
k=1
(c∗k)rk
)
=
b∏
k=1
E((Z∗k)rk).
This combined with the multivariable extension of Theorem 2.3.3 will imply the posited convergence.
Recall that the probability measure Pz from the Shepp-Lloyd model introduced in Section 2.1.2.
48
Let χk be the indicator random variable for the event that ck is even. Then
E2n
(
b∏
k=1
(c∗k)rk
)
=
E2n
((
b∏
k=1
(ck)rk
) ∞∏
k=1
χk
)
E2n
( ∞∏
k=1
χk
) (5.4.6)
Now
E2n
( ∞∏
k=1
χk
)
= P2n(all ck are even) = [z2n]E(z) =
eG
2n2
(1 + o(1)),
and by (2.1.9),
E2n
( ∞∏
k=1
(ck)rkχk
)
= [z2n](1− z)−1Ez
((
b∏
k=1
(ck)rkχk
) ∞∏
k=b+1
χk
)
= [z2n](1− z)−1
 b∏
k=1
∞∑
j=0
(2j)rk
e−z
k/k
(2j)!k2j
 ∞∏
k=b+1
∞∑
j=0
e−z
k/k
(2j)!k2j
= [z2n]
(
b∏
k=1
(zk/k)r d
r
dxr [coshx]
∣∣
x=zk/k
cosh(zk/k)
) ∞∏
k=1
cosh
(
zk
k
)
Since, for k = 1, . . . , b, the radius of convergence of
(zk/k)rk d
rk
dxrk
[cosh x]|
x=zk/k
cosh(zk/k)
is (kpi/2)1/k > 1, which
is incidentally the radius of convergence of E(z), and
lim
n→∞
[z2n−2]E(z)
[z2n]E(z)
= lim
n→∞
eG
2(n− 1)2
2n2
eG
= 1,
we can apply Theorem 2.2.15 to see that
[z2n]
(
b∏
k=1
(zk/k)r d
r
dxr [coshx]
∣∣
x=zk/k
cosh(zk/k)
)
E(z) ∼
(
b∏
k=1
(1/k)r d
r
dxr [coshx]
∣∣
x=1/k
cosh(1/k)
)
eG
2n2
(5.4.7)
Hence
lim
n→∞E2n
( ∞∏
k=1
(c∗k)rkχk
)
= lim
n→∞
E2n
((
b∏
k=1
(c∗k)rk
) ∞∏
k=1
χk
)
E2n
( ∞∏
k=1
χk
) (5.4.8)
=
b∏
k=1
(1/k)r d
r
dxr [coshx]
∣∣
x=1/k
cosh(1/k)
=
b∏
k=1
E((Z∗k)rk) (5.4.9)
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5.5 Concluding Remarks
One major fact about uniform random permutations is thatKn is asymptotically normal. Gontcharoff
[26] first proved this using generating functions. Alternate proofs and various extensions can be found
in [8] [21], [16], [39], [40], [60]. Generalizations to the Ewens Sampling Formula can be found in [7],
[17], [31]. There is nothing to suspect that this trend fails to extend to K∗n.
Conjecture 5.5.1. The random variables K∗2n, log(B
∗
2n), and log(N
∗
2n) are asymptotically normal.
I believe that Conjecture 5.5.1 can be resolved by combining the Shepp-Lloyd model and the
hybrid method of Theorem 2.2.13 to show that the characteristic functions of the standardizations
of K∗2n and log(B
∗
2n) converge to the characteristic function of a standard normal random variable.
In particular, the hybrid method is an avenue for attaining complete asymptotic expansions of
E2n(K∗2n), Var2n(K∗2n), E2n(log(B∗2n)), and Var2n(log(B∗2n)) From this, the methods of Chapters 4
and 5 should be able to be adjusted to prove the asymptotic lognormality of log(N∗n). I wish to
explore these ideas further, but there is no more time to include it in this thesis. So we stop here.
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Appendix A: Alternative Derivation of (4.1.6)
Here we calculate, using the Principle of Inclusion-Exclusion, the probability that a θ-weighted
permutation has exactly m cycles of length k by generalizing the methods Gontcharoff [26] employed
to ascertain the exact distributions for various k-cycle statistics of uniform random permutations.
To accomplish this, let us first calculate Pn(ck = 0). For each k-cycle γ, define Sγ = {σ ∈ Sn :
γ is a cycle of σ}. Then
Pn(ck = 0) = Pn
σ ∈ Sn − ⋃
k−cycles γ
Sγ
 = ∑
sets J of k−cycles
(−1)|J|Pn
σ ∈ ⋂
γ∈J
Sγ
 (A.0.1)
Since cycles can be relabelled, Pn
(
σ ∈ ⋂γ∈J Sγ) depends only on the cardinality of J and the
cycle structure of σ, and not on the specific elements of J. Furthermore, for a particular permutation
σ with cycle structure (λ1, . . . , λn), where
∑n
m=1mλm = n and λk = |J |+ i, there are
(|J|+i
|J|
)
ways
to designate which of the k-cycles of σ belong to J. Lastly, because
⋂
γ∈J Sγ is nonempty precisely
when J consists of disjoint cycles, the values for |J | that need to be considered range from 0 to
bn/kc. The above summation can thus be written as
bn/kc∑
j=0
(−1)j
∑
λ`(n−kj)
(
j + λk
j
)
Pn(c1 = λ1, . . . , ck = j + λk, . . . , cn−kj = λn−kj , cl = 0 for l > n− kj)
(A.0.2)
The above sum equals
bn/kc∑
j=0
(−1)j
∑
λ`(n−kj)
(j + λk)!
j!λk!
n!
(θ)n
(
θ
k
)j+ck 1
(j + λk)!
∏
l 6=k
(
θ
l
)λl 1
λl!
=
n!
(θ)n
bn/kc∑
j=0
(−1)j θ
j
j!kj
(θ)n−kj
(n− kj)!
∑
λ`(n−kj)
(n− kj)!
(θ)n−kj
n−kj∏
l=1
(
θ
l
)λl 1
λl!
.
Note that the inner summands above match the joint probability mass function of λ when Sn−kj
is endowed with a Ewens measure of parameter θ and thus sum to 1. We can therefore simplify the
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summation to get
n!
(θ)n
bn/kc∑
j=0
(−1)j (θ)n−kj
(n− kj)!
θj
j!kj
=
1(
n+θ−1
n
) bn/kc∑
j=0
(−1)j
(
n− kj + θ − 1
n− kj
)
θj
j!kk
(A.0.3)
for Pn(ck = 0). We can now acquire Pn(ck = m) in general:
Pn(ck = m) =
∑
λ`n, λk=m
Pn(c1 = λ1, . . . , cn = λn) (A.0.4)
=
∑
λ`n, λk=m
n!
(θ)n
n∏
j=1
(
θ
j
)λj 1
λj !
(A.0.5)
=
n!
(θ)n
θm
m!km
(
n− km+ θ − 1
n− km
) ∑
λ`(n−km), λk=0
1(
n−km+θ−1
n−km
) n−km∏
j=1
(
θ
j
)λj 1
λj !
(A.0.6)
The new summation above now gives Pn−km(ck = 0), and so Pn(ck = m) is
θm(
n+θ−1
n
)
m!km
(
n− km+ θ − 1
n− km
)
1(
n−km+θ−1
n−km
) b(n−km)/kc∑
j=0
(−1)j
(
n− km− kj + θ − 1
n− km− kj
)
θj
j!kj
=
θm(
n+θ−1
n
)
m!km
bn/k−mc∑
j=0
(−1)j
(
n− km− kj + θ − 1
n− km− kj
)
θj
j!kj
,
as desired.
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Appendix B: Generating Function for E2n(N∗2n)
We can use the Shepp-Lloyd model to derive the ordinary generating function for E2n(N∗2n), which
is given by
E2n
( ∞∏
k=1
(c∗k − 1)!!kc
∗
k/2
)
=
[z2n]Ez
(∏∞
k=1(ck − 1)!!kck/2χk
)
[z2n]E(z)
(B.0.1)
Now we have that
1
1− zEz
( ∞∏
k=1
(ck − 1)!!kck/2χk
)
=
1
1− z
∞∏
k=1
∞∑
j=0
(2j − 1)!!kje−zk/k (z
k/k)2j
(2j)!
(B.0.2)
=
∞∏
k=1
∞∑
j=0
z2kj
j!(2k)j
(B.0.3)
=
∞∏
k=1
exp
(
z2k
2k
)
(B.0.4)
= exp
(
−1
2
log(1− z2)
)
(B.0.5)
=
1√
1− z2 ∼
1√
2(1− z) (as z → 1) (B.0.6)
Hence, by Theorem 2.2.7,
E2n
( ∞∏
k=1
(c∗k − 1)!!kc
∗
k/2
)
∼ [z
2n]
√
2(1− z2)−1/2
[z2n]E(z)
∼
√
2(2n)−1/2
Γ(1/2)
2n2
eG
=
2n3/2
eG
√
pi
. (B.0.7)
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Appendix C: Alternative Proof of Theorem 5.4.1
Let b be a positive integer, and let r1, · · · , rb be arbitrary positive integers. The exponential gen-
erating function for permutations admitting fixed-point free involutions that also keeps track of the
number of k-cycles for k = 1, . . . , b only is
E((x1, . . . , xb, 1, 1, . . .), z) =
(
b∏
k=1
cosh
(
xkz
k
k
)) ∞∏
k=b+1
cosh
(
zk
k
)
(C.0.1)
Since calculating the rth factorial moment of a random variable supported on Z≥0 amounts, sym-
bolically, to r-fold differentiation of that random variable’s probability generating function (per
Proposition III.2 of [24]) followed by evaluation at 1, we have that
E2n
(
b∏
k=1
(c∗k)rk
)
=
E2n
((∏b
k=1(ck)rkχk
))
E2n
( ∞∏
k=1
χk
) , (C.0.2)
=
[z2n]
(
b∏
k=1
∂rkxk
)
E((x1, . . . , xb, 1, 1, . . .), z)
∣∣∣∣
(c1,...,cb)=(1,··· ,1)
[z2n]E(z)
(C.0.3)
=
[z2n]
(
b∏
k=1
(zk/k)rk d
rk
dxrk [coshx]|x=zk/k
)(
b∏
k=1
sech(zk/k)
)
E(z)
[z2n]E(z)
, (C.0.4)
which matches the generating functions attained in the proof of Theorem 5.4.1.
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Appendix D: Frequently Used Notation
n! the factorial function 1 · 2 · · · (n− 1) · n
[zn]f(z) the coefficient of zn in the Taylor series for f(z)
|S|,#S the cardinality of the set S
[n] set of integers from 1 to n, inclusive
Sn set of permutations of [n]
σ individual permutation of [n]
ck number of cycles of length k that a permutation has
Z≥0 the set of all nonnegative integers
λ ` n λ = (λ1, . . . , λn) ∈ Zn≥0 and
∑
kλk = n
Λ a sequence of subsets Λk of Z≥0
Cn(x1, . . . , xn; Λ)
∑
λ`n.λk∈Λk
n!
n∏
k=1
(
xk
k
)λk 1
λk!
x(n) the falling factorial x(x− 1) · · · (x− n+ 1)(
x
n
)
the binomial coefficient x
(n)
n!
Pn a Ewens probability measure on Sn
Pz the probability measure on Sn corresponding to the Shepp-Lloyd model
D the unit disc {z ∈ C : |z| < 1}
Γ the gamma function
Liν the polylogarithm of index ν
ζ the Riemann zeta function
(X)r the r
th factorial of a random variable given by X(X − 1) · · · (X − r + 1)
Zk a Poisson random variable of intensity θ/k, with θ some specified parameter
τ individual involution of [n]
Nn number ways to write a permutation of [n] as a product of two involutions
Tn set of all involutions of [n]
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Bn product of the cycle lengths of a permutation
x the integer remainder when x is divided by n
Ik(x) k − x
O set of points on a cycle of a permutation
Orbσ(x) the orbit of x under the action of the subgroup of Sn generated by σ
Jk the involution on [n] whose transpositions are (x, n+ k − x)
Hem(x) the probabilists’ Hermite polynomial m!
∑bm/2c
r=0
(–1)r
r!(m−2r)!
xm−2r
2r
id[n] identity permutation of [n]
Vm(k)
Hem(i
√
k)
(i
√
k)
m
Rm(k) k
mVm(k)
Tn the order of a permutation as an element of the symmetric group
Pr(–) generic notation for the probability of an event
E(–) expected value of a random variable
ESF(θ) the Ewens sampling formula with parameter θ
Var(–) variance of a random variable
(2n− 1)!! the double factorial on odd numbers given by 1 · 3 · · · (2n− 3) · (2n− 1)
E(z) the generating function for permutations with all ck even
eG
∏∞
k=1 cosh(1/k)
X∗ the random variable X∗ conditioned on all ck being even
χk the indicator random variable for the event that ck is even
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