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Abstract. This paper is devoted to understand groups definable in Pres-
burger arithmetic. We prove the following theorems:
Theorem 1. Every group definable in a model of Presburger arithmetic is
abelian- by-finite.
Theorem 2 Every bounded abelian group definable in a model (Z,+,<) of
Presburger arithmetic is definably isomorphic to (Z,+)n mod out by a lattice.
1. Introduction
This paper is devoted to understanding groups definable in Presburger arith-
metic. It is in the same spirit as [7] where analogous studies were made for the
theory of (Q,+,<).
In [8] the proof of what was known as “Pillay’s Conjecture” was finalized. This
conjecture stated that given any definably compact group G definable in an o-
minimal expansion of a real closed field, one can find a Lie group GL as the quotient
of G by its largest type definable subgroup of bounded index G00. Moreover, not
only does GL have the same dimension (as a Lie group) as the o-minimal dimension
ofG, but the pure group theory ofGL andG are the same, meaning that phenomena
such as abelianity, definable solubility, etc. of G are already captured by GL. This
result was then proved in [7] for groups definable in (Q,+,<).
One would like to extend these results (understanding definable groups in terms
of more standard geometric objects) to groups definable in other geometric contexts
such as the theory of the p-adics Th(Qp,+, ⋅), or Presburger artihmetic (that is, the
theory Th(Z,+,<)). Notice that Presburger arithmetic is a reduct of Th(Qp,+, ⋅)
(it is the value group) so understanding groups definable in Presburger would be a
first step in the understanding of groups definable in p-adically closed fields. In this
paper we find analogous results to those proved in [7] for Presburger arithmetic.
We will prove the following theorems, which are Theorems 3.9 and 5.9.
Theorem 1.1. Every infinite group definable in a model of Presburger arithmetic
is abelian-by-finite.
Theorem 1.2. Every infinite and bounded group G definable in a model (Z,+,<)
of Presburger arithmetic of dimension n is definably isomorphic to (Z,+)n/Λ where
Λ is a local lattice of (Z,+)n.
More precisely, there is an n-dimensional box B ∈ Z and a local B-lattice Λ
(see Definition 5.7) such that G is isomorphic to the (∧-definable) subgroup of Zn
generated by B modulo Λ.
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We will always work in Presburger arithmetic, and set
T = Th(Z,+,<,−,≡n,0,1)
so that we have quantifier elimination.
This paper combines results from an unpublished preprint by the first author
and from the second author’s Master’s thesis at Universidad de los Andes.
2. Preliminaries
We are interested in understanding the definable groups in Presburger arith-
methic. For this we are going to use some facts that are already known for this
particular theory, such as quantifier elimination and the Cell Decomposition The-
orem. For sake of completeness we present all the statements that we are going to
use throughout this paper, and their respective references.
We will always use M to indicate a saturated model of Presburger arithmetic,
and M0 will be a small elementary submodel of M. Also, (G, ⋅, e) denotes a
definable group overM0 and usually B denotes a small set of parameters fromM.
Unless otherwise specified, given a definable set X ⊆Mn and an element x ∈X we
denote by xi the i-th coordinate of x so that x = (x1, . . . , xn).
2.1. Quantifier Elimination and Cell Decomposition. We begin with some
facts about Presburger arithmetic. The following is Corollary 3.1.21 in [10].
Fact 2.1. Let LPres = {+,−,<,{≡n}n∈N,0,1}, where Presburger arithmetic has
quantifier elimination in LPres. An explicit axiomatization can be found in [10].
Corollary 2.2. Let x be a single variable and a = (a1, . . . , ak) be a tuple of elements
in M. Then any LPres- term τ(x, a) is of the form:
sx + n∑
i=1
kiai + l, where s, ki, l are integers.
Proof. It follows by induction of the length of τ(x, a). 
The following is a definition, which corresponds to “linear and B-definable” in
[3].
Definition 2.1. Let f ∶ X ⊆ Mm →M be a function. We say that f is B-linear,
if it can be written in the form
f(x) = m∑
i=1
si (xi − ci
ki
) + γ,
where γ ∈ dcl(B), and for each 1 ≤ i ≤ m, 0 ≤ ci < ki and si are integers, such that
xi ≡ki ci and xi is the i-th coordinate of x.
Proposition 2.3. Let σ(x, a) be a consistent atomic LPres-formula, with param-
eters. Then σ(x, a) is equivalent to a formula of one of the following forms:
(1) x = b, where b = t(a) and t is an ∅-linear function.
(2) x ≤ b, where b = t(a) and t is an ∅-linear function.
(3) x ≥ b, where b = t(a) and t is an ∅-linear function.
(4) x ≡N c, where 0 ≤ c <N are integers.
Proof. It is left as an exercise to the reader. 
We will now state the Cell Decomposition Theorem due to R. Cluckers (see [3]).
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Definition 2.2 (B-definable cells). Let B a set of parameters. We will define
B-definable cells inductively as follows:
(1) A B-definable 0-cell is a point p ∈ dcl(B). A B-definable 1-cell is an infinite
set of the form {α ◻1 x ◻2 β ∣ x ≡N c}, where α,β ∈ dcl(B), 0 ≤ c < N are
positive integers and ◻j stands for either ≤ or no condition.
(2) Assume that we have defined an (i1, . . . , in) B-definable cell C, where ij ∈{0,1} for all j ≤ n. Then● A B-definable (i1, . . . , in,0)-cell D is a set of the form
{(x, t) ∈ Mn+1 ∣ x ∈ C ∧ t = α(x, b)}
where α is an B-definable linear function. In this case we denote D
as a graph Γ(C,α(x, b)) of the function α over the domain C.● A B-definable (i1, . . . , in,1)-cell is a set of the form
D = {(x, t) ∈Mn+1 ∣ x ∈ C ∧ ((α(x, b) ◻1 t ◻2 β(x, b)) ∣ t ≡N k)}
where α,β are B-definable linear functions defined on C, 0 ≤ k < N are
integers, the symbol ◻i represents either ≤ or no condition for i = 1,2
and the size of the fibers Fx = {t ∈ M ∣ (x, t) ∈D} cannot be uniformly
bounded over C, meaning that there is no N ∈ N such that for all x ∈ C,∣Fx∣ ≤ N .
In this case we denote D as ((α(x, b)), β(x, b))C .
Definition 2.3 (Partition into cells). Let X be a definable set. A partition P of X
is a finite set {C1, . . . ,Cn} of pairwise disjoint B-definable cells such that X = n⋃
i=1
Ci.
Definition 2.4 (Piecewise B-linear function). Let X be a definable set and f ∶X →
M a definable function. We say that f is a piecewise B-linear function, if there is
a partition P of X into B-definable cells such that for each C ∈ P f↾C ∶ C →M is
a B-linear function.
The following theorem is the Cell Decomposition Theorem for Presburger arith-
metic, Theorem 1 in [3].
Fact 2.4. (Cell Decomposition Theorem).
(1) Let X be an B-definable set. Then there is a partition P of X in B-definable
cells.
(2) Let X ⊆ Mn and f ∶ X → M be definable, then f is a piecewise linear
function. Moreover, if X and f are B-definable, then we can take the cells
also B-definable.
The following follows immediately from the above fact and the definition of
piecewise B-linear.
Corollary 2.5. For any set B and any tuple b we have b ∈ dcl (B) if and only if
there is an ∅-definable linear function α and a tuple a ⊆ B such that α(a) = b.
Remark 2.6. By the previous corollary, every linear function definable over B,
α(x) = n∑
i=1
si (xi − ci
ni
) + γ′
4 ALF ONSHUUS AND MARIANA VICARÍA
can be seen as α(x, b) = f(x)+γ(b), where f(x) = n∑
i=1
si (xi − ci
ni
), γ is an ∅-definable
linear function, b is a tuple of elements of B and γ′ = γ(b).
2.2. Dimension for definable sets in Presburger. For any (i1, . . . , in)-cell C
we define dimcell(C) = n∑
j=1
ij, and by cell decomposition we can extend this notion
of dimension to any definable set as
dimcell(X) =max{dimcell(C) ∣ C is a cell and C ⊆X}.
Belegradek, Peterzil and Wagner proved that Presburger arithmetic has the Ex-
change property (see [1]), so the dimension of a definable set X is well defined. We
introduce the exact definition.
Definition 2.5. (1) Let a = (a1, . . . , an) ∈ Mn and B a set of parameters.
The dimension of a over B is the size of a maximal independent subset of{a1, . . . , an} with respect to definable closure. Namely, dim(a) = k if there
are ai1 , . . . , aik ∈ {a1, . . . , an} such that:● ai1 /∈ dcl(B), and aij+1 /∈ dcl(ai1 , . . . , aij ,B) for j = 1,2, . . . , k.● aj ∈ dcl(ai1 , . . . , aik ,B) for all j = 1, . . . , n.
(2) Let X ⊆Mn be a B-definable set. We define the dimension of X by:
dimdef(X) =max{dim(a/B) ∶ a ∈X}.
Moreover, we say that a ∈X is a dim-generic point if dim(a/B) = dim(X).
(3) Given two points a, b ∈ Mn we say that a is independent from b over A if
dim(a/Ab) = dim(a/A). In general, if X ⊆ Mn is a definable, given two
points a, b ∈ X we say that they are independent if they are independent
over the parameters defining X.
The following is Corollary 1 in [3].
Fact 2.7. Let X be any definable set in Presburger arithmetic. Then dimcell(X) =
dimdef(X). Thus, we will indicate the dimension of X as dim(X).
In [3] R. Cluckers proved that Presburger has elimination of imaginaries, so that
by (for example) Theorem 4.12 in [6] we have that Presburger is rosy with Uþ-
rank equal to the dimension defined above. In particular we have the following
properties.
● For any two definable sets X,Y , dim(X ∪ Y ) =max{dim(X),dim(Y )}.● If f ∶ X → Y is a definable surjective function, such that dim(f−1(a)) = n
for some n ∈ N, then dim(Y ) + n = dim(X).● If f ∶ X → Y is a definable surjective function, such that dim(f−1(a)) ≥ n
for some n ∈ N, then dim(Y ) + n ≤ dim(X).
We have the following.
Remark 2.8. Let G be a definable group in M. Let H be a definable subgroup of
G. Then dim(H) = dim(G) if and only if H has finite index in G.
Given a definable set X , we will say that a tuple a ∈ C is dim-generic if dim(a) =
dim(C). Two tuples a and b are independent if dim(ab) = dim(a) + dim(b).
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Remark 2.9. For each i ≤ k, let fi ∶ Xi ⊆Mm →M be a linear function definable
over a small set of parameters B. Thus, for each i ≤ k, there are integers sij,
0 ≤ cij < n
i
j and an element γi ∈ dcl(B) such that:
fi(x) = m∑
j=1
sij (xj − c
i
j
nij
) + γi.
LetX =
k
⋂
i=1
Xi and define a function g ∶X →Mk, such that g(x) = (f1(x), . . . , fk(x)).
A matrix representation of g is A ∈ Qk×m a tuple c ∈ Zmk and a vector γ ∈
dcl(B)k, where:
A = ( sij
nij
)
1≤i≤k,1≤j≤m
and γ is a vector γ = [γ1, γ2, . . . , γk]T and we define c = (c11, . . . , c1m, c21, . . . , c2m, . . . , ck1 , . . . , ckm).
So g(x) is achieved by multiplying each row of the matrix A by the translate x−ci
of x and then adding γ.
We will abuse notation and use Ac(x) + γ to refer to g(x).
3. Definable groups in Presburger arithmetic are abelian-by-finite
We will now prove that every definable group in Presburger arithmetic is abelian-
by-finite. We begin with some notation.
3.1. Open cells and boxes.
Definition 3.1. Let C ⊆ Mn be an M0-definable cell. We say that C is an open
cell if dim(C) = n.
Definition 3.2 (Box around a point a). Let a = (a1, . . . , an) be a point in Mn, we
define a box B around a as a product of n 1-cells B = B1 × ⋅ ⋅ ⋅ ×Bn, where for each
i ≤ n, ai ∈ Bi = {αi ◻1 x ◻2 βi ∣ x ≡Ni ci} and both sets [αi, ai], [ai, βi] are infinite.
Lemma 3.1. Let C be a (1,1)-cell definable over M0. Let (a, b) be a point of C
of dimension 2, then there is a definable box B, such that B ⊆ C and B is a box
around (a, b).
Proof. Assume that C = {(x, t) ∣ x ∈ D ∧ α(x) ≤ t ≤ β(x) ∧ t ≡m d}, where D is
a 1-cell of the form D = {γ ≤ x ≤ δ ∣ x ≡n c}. Without loss of generality, we may
assume that α and β are not constant functions and neither ±∞. Then we have
the following cases:
(1) β and α are both increasing,
(2) β is increasing and α is decreasing,
(3) β is decreasing and α is increasing,
(4) β and α are both decreasing.
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We will only show how to solve the first case, because the others follow in a similar
way. So assume that β and α are both increasing. We consider the following types.
Σ1(x) = {x ∈D} ∪ {x < a} ∪ {β(x) > b} ∪ {(x ≠ d) ∶ d ∈ dcl(Ba) ∩D ∧ d < a}
∪ {∃y1, . . . , yn (( n⋀
i=1
b < yi < β(x)) ∧ (⋀
i≠j
yi ≠ yj)) ∶ n < ω} ,
Σ2(x) = {x ∈D} ∪ {x > a} ∪ {α(x) < b} ∪ {(x ≠ d) ∶ d ∈ dcl(Ba) ∩D ∧ d > a}
∪ {∃y1, . . . , yn (( n⋀
i=1
α(x) < yi < b) ∧ (⋀
i≠j
yi ≠ yj)) ∶ n ∈ ω} .
By compactness both Σ1(x) and Σ2(x) are consistent so by saturation of M
there are elements p, q such that M ⊧ Σ1(p) and M ⊧ Σ2(q). Define the following
1-cells:
I1 = {p ≤ x ≤ q ∣ x ≡n c} and I2 = {α(q) ≤ t ≤ β(p) ∣ t ≡m d}.
So (a, b) ∈ I1×I2, and by construction I1×I2 is a box around (a, b). Since I1 ⊆D,
and for every element x ∈ I1, p ≤ x ≤ q, we have that β(p) ≤ β(x) and α(x) ≤ α(q),
so I1 × I2 ⊆ C. 
Lemma 3.2. Let C be an open n-cell definable over M0 and a be a dim-generic
element of C. Then we can find an n-box B such that B ⊆ C and B is a box around
a.
Proof. We proceed by induction on n. Let C = {α ◻1 x ◻2 β ∣ x ≡N c}, where
α,β ∈ M0. Since a is dim-generic, [α,a] and [a,β] are both infinite, so C is already
a box around a.
Let C be an open (n + 1)-cell, say of the form {(x, t) ∣ x ∈ D ∧ α(x) ≤ t ≤
β(x) ∧ t ≡m c}, where D is an n-open cell and α and β are linear functions. Let(a1, . . . , an+1) be a dim-generic point of C. By induction there is a box S around(a1, . . . , an) such that S ⊆D. Assume that S = I1 × ⋅ ⋅ ⋅ × In, and that for each i ≤ n,
Ii = {δi1 ≤ x ≤ δi2 ∣ x ≡ki li}. Now define the following lines inside S
L1 = I1 × {a2} ×⋯× {an},
⋮
Ln = {a1} ×⋯× {an−1} × In.
Observe that ai ∈ Li for every i ≤ n, and the restriction of α(x) and β(x) to Li are
lines. Let αi and βi be the restrictions of α(x) and β(x) to Li.
In order to simplify the notation, we will assume that all of αi and βi are in-
creasing (the general result will follow similarly).
Since dim(an+1/M0, a1, . . . , an) = 1, following the argument of Lemma 3.1 for
each Li and αi(x) and βi(x), we can find δi1 ≤ pi < ai < qi ≤ δi2 such that the
following hold:
● The intervals [pi, ai] and [ai, qi] are both infinite.● The intervals [an+1, βi(pi)] and [αi(qi), an+1] are infinite.● The set {pi ≤ x ≤ qi ∣ x ≡ki li} × {αi(qi) ≤ t ≤ βi(pi) ∣ t ≡m c} is a 2-box and
it is a subset of the 2-open cell {(x, t) ∣ x ∈ Ii ∧ αi(x) ≤ t ≤ βi(x) ∧ t ≡m c}.
Define Ji = {pi ≤ x ≤ qi ∣ x ≡ki li} (notice that ai ∈ Ji ⊆ Ii), r =
max{αi(pi) ∣ i ≤ n} and R =min{βi(pi) ∣i ≤ n}.
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Now, let B = J1 × ⋅ ⋅ ⋅ ×Jn ×{t ∈ M ∣ r ≤ t ≤ R ∣ t ≡m c}, so B is a box around(a1, . . . , an+1) and B ⊆ C, as required. 
Remark 3.3. Let B1,B2 be two boxes around a point a, then B1 ∩ B2 is a box
around a.
If ı¯ be a sequence of 0’s and 1’s, let C be an ı¯-cell and let piı¯ be the projection
of C into the coordinates where ı¯ has 1’s. By definition of ı¯-cell, pi is a bijection of
C into piı¯(C) and piı¯(C) is an open cell.
Definition 3.3. let C be an ı¯-cell, and let n be the dimension of the image of piı¯
(the number of ones in ı¯). We define C-boxes to be the preimages under piı¯ ↾C of
n-boxes in Zn contained in piı¯(C).
Notice that Bc is a C-box if and only if Bc = pi−1ı¯ (B) ∩ C for some open box
B ⊂ Zn such that dim(pi−1ı¯ (B) ∩C) = dim(C).
The following hold either from the definition, or from the previous results using
the fact that the restriction of piı¯ to C is a bijection into an open n-cell.
Corollary 3.4. Let C be a ı¯-cell definable over M0 and let a be a dim-generic
element of C. Then the following hold:
● There is a C-box B such that B ⊆ C and B is a box around a.● Let B1,B2 be two C-boxes around a. Then B1 ∩B2 is a C-box around a.● If D ⊃ C is a ı¯-cell, then any C-box is a D-box.
3.2. Every group operation is locally linear. Throughout this subsection, we
will fix a definable group G and a cell decomposition of G. Unless otherwise speci-
fied, all cells we refer to will be cells in this cell decomposition. Assume that G ⊂ Zn
and that it has dimension d.
The main purpose of this subsection is to show that for every definable group(G, ⋅, e) there is a dim-generic cell C in the cell decomposition of G and a C-box
Ba ⊆ G, such that for every x, y ∈ Ba, we have that:
x⋯a−1⋯y = x − a + y.
For notation purposes, we will write xy instead of x⋅y whenever x and y are elements
in G.
Our proof is based on the work of Eleftheriou and Starchenko in [7], where they
prove the same result for definable groups in vector spaces over division rings. We
adapt many of their methods to the context of Presburger arithmetic.
For the rest of the paper we will introduce notation for “addition centered in a”
and “multiplication centered in a”. So let x⊗a y ∶= xa−1y and x⊕a y ∶= x − a + y.
Lemma 3.5. Let a, b be two dim-generic and independent points in G. Let C1
and C2 be ı¯1 and ı¯2-cells containing a and b respectively and such that (a, b) is
dim-generic over the parameters defining G,C1 and C2.
Then there are C1 and C2-boxes Ba and Bb around a and b respectively, and
M0-definable linear functions f1, . . . , fn defined on Ba × Bb such that for every(x, y) ∈ Ba ×Bb, we have that
xy = (f1(x, y), . . . , fn(x, y)) .
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Moreover, there are matrices M,N ∈ Qn×n, tuples c, d ∈Mn
2
and a vector γ ∈Mn
0
,
such that for all (x, y) ∈ Ba ×Bb
xy =Mcx +Ndy + γ.
Proof. The multiplication in G is a definable function, so for every i ≤ n the pro-
jection pii ○ ⋅ on the i-th coordinate is M0-definable.
By cell decomposition, we can find a partition P of cells of G ×G such that for
every i ≤ n and D′ ∈ P , pii ○ ⋅↾D′ is an M0-definable linear function.
Let D ∈ P be the cell containing (a, b) (so by definition it must be a (ı¯1̂ı¯2)-
cell) and by dim-genericity of (a, b) there is some (ı¯1̂ı¯2)-cell D0 contained in both
C1 × C2 and in D, and containing (a, b). By Corollary 3.4, there is a D0-box B
around the point (a, b) completely contained in D0. Let k1 and k2 be the number
of 1’s in ı¯1 and ı¯2 respectively. Assume that B = pi−1(ı¯1 ̂ ı¯2)(J1 × ⋅ ⋅ ⋅ × Jk1 × Jk1+1 ×⋅ ⋅ ⋅ × Jk1+k2), where each Ji is an interval. Define Ba = pi−1(ı¯1̂ ı¯2)(J1 × ⋅ ⋅ ⋅ × Jk1) and
Bb = pi−1(ı¯1 ̂ ı¯2)(Jk1+1 × ⋅ ⋅ ⋅ × Jk1+k2). These are C1 and C2-boxes around a and b
respectively, and they satisfy the desired condition.
The “moreover” part follows by taking the matrix representation of g = (f1, . . . , fn)
(taking for M and c the part of the function involving x, and for N and d the part
involving y). 
Lemma 3.6. Let a, b ∈ G be two dim-generic and independent points belonging to
ı¯1 and ı¯2-cells C1 and C2. Then there are C1 and C2-boxes Ba and Bb around a
and b, respectively, completely contained in G, and matrices M,N ∈ Qn×n, tuples
c, d ∈ Zn
2
and vectors γ1, γ2 ∈ dcl(M0, a−1b)n such that the following hold:
● For all x ∈ Ba, we have xa−1b =Mcx + γ1 ∈ Bb.● For every x ∈ Ba, we have a−1bx = Ndx + γ2 ∈ Bb.
Proof. Since a and b are independent and dim-generics of G, then a and a−1b are
independent and dim-generics of G as well. Therefore, if a−1b lives in a ı¯3-cell C3,
by Lemma 3.5 there are C1 and C3-boxes B
0
a and B
−1
a b, matrices M,N ∈ Qn×n,
tuples c, d ∈ Zn
2
and an element γ ∈ Mn
0
, such that for all x ∈ B0a and y ∈ B
−1
a b we
have
xy =Mcx +Ndy + γ.
This implies that for any element x ∈ B0a, xa
−1b =Mcx +Nd(a−1b) + γ. Defining
γ1 = Nd(a−1b)+ γ, for each element x ∈ B0a we get
xa−1b =Mcx + γ1.
Consider now Db = {xa−1b ∣ x ∈ B0a}, which is an M0 ∪ {a−1b}-definable set. Let
B′b be a C2-box such that b ∈ B
′
b ⊆Db. Similarly, define Da = {x ∈ B′a ∣ xa−1b ∈ B′b},
which is an M0 ∪ {a−1b}-definable set and a ∈Da. Again we can find a C1-box B′a
around a such that B′a ⊆Da. These boxes satisfy the first condition of the lemma.
Likewise we can obtain C1 and C2-boxes B
′′
a ,B
′′
b which satisfy the second condition.
Take Ba = B′a ∩B′′a and Bb = B′b ∩B′′b . 
Lemma 3.7. Let a be a dim-generic element in a ı¯-cell C. Then there is a C-
box Ba around a, matrices M,N,P,Q ∈ Qn×n, tuples c, d, e, f ∈ Zn
2
and vectors
γ1, γ2, β ∈Mn, such that
xa−1y = Pe(Mcx + γ1) +Qf(Ndy + γ2) + β.
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for all x, y ∈ Ba.
Proof. Let a be a dim-generic element of G and take a1 a dim-generic element of G
independent of a. Consider a2 = aa−11 , which is also dim-generic and independent
of a. Assume that a1 lives in a ı¯1-cell C1 (in the cell decomposition of G) and that
a2 lives in a ı¯2-cell C2.
Applying Lemma 3.6 to a and a1 we obtain C and C1-boxes B
′
a and B
′
a1
, a
matrix M ∈ Qn×n, a tuple c ∈ Zn
2
and a vector γ1 ∈Mn such that for all x ∈ B′a we
have
xa−1a1 =Mcx + γ1 ∈ B′a1 .
Similarly, since a and a2 are also independent and dim-generics, there are C and
C2-boxes B
′′
a and B
′′
a2
, a matrix N ∈ Qn×n, a tuple d ∈ Zn
2
and a vector γ2 ∈ Mn
such that for all x ∈ B
′′
a
a−1a2x =Ndy + γ2 ∈ B′′a2 .
Additionally, applying Lemma 3.5 to a1 and a2, which are also independent and
dim-generics, there are C1 and C2-boxes B
′′′
a1 and B
′′′
a2
, matrices P,Q ∈ Qn×n,
tuples e, f ∈ Zn
2
and a vector β ∈Mn such that for any element x ∈ B
′′′
a1
and y ∈ B
′′′
a2
we have that xy = Pex +Qfy + β.
Now we can consider the (C, C1 and C2)-boxes Ba = B′a ∩B′′a , Ba1 = B′′′a1 ∩B′a1
and Ba2 = B
′′′
a2
∩B′′a2 . Without loss of generality, we may assume that xa−1a1 ∈ Ba1
and a−1a2x ∈ Ba2 for any element x ∈ Ba (we can always find a smaller box around
a that satisfies these conditions following the same argument of the last part of
Lemma 3.6).
Thus, for any x, y ∈ Ba = B′a ∩B′′a , we have
xa−1y = xa−1a1a−11 y = (xa−1a1) (a−11 y)
= (xa−1a1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈Ba1
(a−1a2y)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈Ba2
.
So
(xa−1y) = (Mcx + γ1)(Ndy + γ2) = Pe(Mcx + γ1) +Qf(Ndy + γ2) + β,
as required. 
Lemma 3.8. Let a be a dim-generic element of G and C a cell containing it, as
in the previous lemma. Then there is a C-box Ba around a, such that for every
x, y ∈ Ba, xa−1y = x − a + y.
Proof. By Lemma 3.7 there is a C-box Ba around a, matrices M,N,P,Q ∈ Qn×n,
tuples c, d, e, f ∈ Zn
2
and γ1, γ2, β ∈Mn such that for every x, y ∈ Ba,
xa−1y = Pe(Mcx + γ1 +Qf(Ndy + γ2) + β.
In particular a ∈ Ba, so we have
x = xa−1a = Pe(Mcx + γ1) +Qf(Nda + γ2) + β.
Similarly,
y = aa−1y = Pe(Mca + γ1) +Qf(Ndy + γ2) + β,
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so
x + y = Pe(Mcx + γ1) +Qf(Nda + γ2) + β +Pe(Mca + γ1) +Qf(Ndy + γ2) + β
= (Pe(Mcx + γ1) +Qf(Ndy + γ2) + β)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
xa−1y
+ (Pe(Mca + γ1) +Qf(Nda + γ2) + β)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
aa−1a
.
Since a = aa−1a, we have x+y = xa−1y+a, so we can conclude x−a+y = xa−1y. 
Theorem 3.9. Every group (G, ⋅, eG) definable in Presburger arithmetic is defin-
ably abelian-by-finite. This is, there is a definable abelian subgroup G′ of G of finite
index.
Proof. By Lemma 3.8 we have neighborhood of the identity such that ⊗a commutes
between any two elements of the neighborhood. The proof will follow the standard
trick of using a double centralizer.
Let (G, ⋅, eG) be a definable group and take a dim-generic element a ∈ G in a cell
C. By Lemma 3.8 there is C-box Ba such that for every x, y ∈ Ba, xa−1y = x−a+y.
Given x, y ∈ G, define x⊕a y = xa−1y, notice that ⊕a is a group operation whose
identity is a, and (G, ⋅, e) is definably isomorphic to (G,⊕a, a), via the function
f(x) = xa. It is therefore enough to show that (G,⊕a, a) is abelian-by-finite.
Recall that the centralizer C(X) of a set X is {y ∈ G ∣ ∀(x ∈ X), y⊕ax = x⊕a y}.
Because ⊗a is commutative in Ba, we know that H = C(C(Ba)) contains Ba and
is therefore a commutative subgroup of G. Hence H has the same dimension as(G,⊕a, a) so it has finite index by the properties of dimension. 
Every abelian-by-finite group is amenable, meaning it admits a finitely additive
probability measure on sets which is invariant under left multiplication. By Theo-
rem 3.9 any group G definable in Presburger arithmetic admits such a measure µG
on the algebra of subsets of G, so in particular it is a finitely additive probability
measure on definable sets. So we get the following.
Corollary 3.10. Every group G definable in Presburger arithmetic is amenable.
In particular, also definably amenable.
Given any group (G, ⋅, e) definable in Presburger arithmetic, we will denote by
µG the invariant measure given by the previous corollary.
4. Generic definable subsets of bounded groups
As mentioned in the introduction, we want to show that any bounded definable
group (see Definition 4.1) is a definable quotient of Mn by a lattice. In order to
prove this result we will use results in [9] and [2] to characterize definable generic
subsets of bounded groups. In this section we prove that if G is a definable bounded
group in Presburger, then a definable subset is generic if and only if it has positive
measure with respect to µG.
We define a bounded set X(a) = φ(M, a) as follows,
Definition 4.1 (Bounded set). Let X(a) = φ(M,a) ⊆ Mn be a definable set, we
say that X(a) is bounded if there is some element 0 < α ∈ M such that for any
element x ∈ X(a), we have that for all i ≤ k, −α < xi < α, where xi indicates the
i-th coordinate of x.
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The characterization of generic sets is inspired by methods found in [11] and [5],
which contain similar results for o-minimal theories. In particular, we will begin by
proving an analog of Theorem 2.1 in [11] (see Theorem 4.5).
4.1. Definable functions between two non-algebraic types. In the following
statements p(x1, . . . , xn) is a complete n-type over M0 of dimension n. Let q(y)
denote a complete non-algebraic 1-type overM0, and let P ,Q be their sets of real-
izations in Mn and M respectively. By quantifier elimination, q(y) is determined
by an M0-cut and by a set of formulas of the form x ≡n c with 0 ≤ c < n. We will
indicate as Q′ the set of points that satisfy the same M0-cut implied by the type
q(y), i.e., the realizations of the type q(y) ∈ S1(M0) restricted to the languageL′ = {<}.
Lemma 4.1. Let P and Q be as above. Let a ∈ P, and α ∶ P →M a relativelyM0-definable function, such that α(a) ∈Q. Then α is surjective onto Q.
Proof. If β ∈ Q then tp(β/M0) = tp(α(a)/M0), so there is an automorphism
h ∈ Aut(M/M0) such that h(α(a)) = β. Thus, h(a) ⊧ p and α(h(a)) = β, so α is
surjective. 
Lemma 4.2. Let P be the set of realizations of a type p(x) ∈ Sn(M0) of dimension
n and let α ∶ P →M be a relatively M0-definable function. Take a ∈ P arbitrary,
and suppose that q(y) = tp(α(a)/M0) is a non-algebraic 1-type. Let Q′ be as
described at the begining of this subsection. Then there are elements a1, a2 ∈ P such
that α(a1) < dcl(aM0) ∩Q′ < α(a2).
Proof. Consider the partial type given by
Σ(y) = q(y) ∪ {β(a) < y ∣ β is a M0-definable function and β(a) ∈Q′}.
By quantifier elimination, q(y) is completely determined by its atomic formulas
over M0, and those formulas determine a linear system of congruences together
with formulas of the form b < x < b′ where b, b′ ∈M0. Let Σ0(y) be a finite subset
of Σ(y). We may assume that Σ0(y) is a conjunction of the form
r
⋀
i=1
(y ≡ni ci)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(1)
∧ s⋀
j=1
b1j < y < b
2
j
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(2)
∧ t⋀
k=1
(y > βk(a))
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3)
,
where for each i ≤ r, 0 ≤ ci < ni are integers; for each j ≤ s, b1j , b
2
j ∈M0 and for all
k ≤ t, βk(x) is an M0-definable function. By the generalized version of the Chinese
Reminder Theorem we know that the conjunction (1) can be reduced to a single
formula of the form y ≡N c. Additionally, we can reduce (2) to a single formula
d < x < d′ and let β(a) = max{βi(a) ∣ i ≤ n}. By cell decomposition, there is a cell
D such that P ⊆D and β ↾D is an M0-definable linear function.
On the other hand, the interval (β(a), d′) must be infinite. Assume by contra-
diction that it is finite, so there is k ∈ N such that β(a)+k = d′, but this contradicts
p(x) ∈ Sn(M0) has dimension n (since β is a linear function, we can choose r ≤ n
the maximum index such that the coefficient in β of ar is non-zero, isolating ar
we can conclude that ar ∈ dcl(a1 . . . ar−1d′)). So let j ∈ N such that β(a) + j ≡N c,
obtaining M ⊧ Σ0(β(a) + j).
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Thus, by compactness and saturation there is an element α2 ⊧ Σ(y). In partic-
ular, we have α2 ⊧ q(y) so by Lemma 4.1 there is a2 ∈ P such that α(a2) = α2. By
construction of the type Σ(y), we have that dcl(aM0) ∩Q′ < α(a2). We can show
similarly that there is an a1 ∈ P such that α(a1) realizes the partial type
Σ1(y) ∶= q(y) ∪ {y < β(a) ∣ β is a M0-definable function and β(a) ∈Q′},
from which we will obtain α1(a) < dcl(aM0) ∩Q′. 
4.2. Forking and generic formulas in Presburger arithmetic. We will need
the following definitions.
Definition 4.2. Let X be a definable subset of G. X is said to be left generic if
there are g1, . . . , gk ∈ G such that G =
k
⋃
i=1
giX. Similarly we define a right generic
set. A formula is called left (right) generic if its set of realizations is left (right)
generic in G. Given a global type p centered at G, we say that p is left generic if
every formula in p is left generic in G. If either a set, formula or type is both left
and right generic, we will refer to it simply as generic.
Definition 4.3. (1) Define DefG(A) = {X ⊆ G ∣ X is definable over A }. We
will indicate as DefG the set DefG(M).
(2) Let IG(A) = {X ∈ DefG(A) ∣ X is non-generic }. We will be mainly inter-
ested in IG(M) which we will denote as IG.
In [11] Pillay and Peterzil presented a characterization of the definable generic
subsets of an abelian and definably compact group in o-minimal theories, using
the fact that for definably compact o-minimal groups, non forking is essentially
equivalent to finite satisfiability over a small model (cf. Theorem 2.1 in [11]).
With this idea in mind, we attempt to find conditions on the definable groups in
Presburger similar to “definable compactness” that allow us to recover analogues
to results of [11] in Presburger arithmetic. One such condition might be that the
group is bounded.
The main result of this subsection, Theorem 4.5, will be proved by an induction
on dimension. The following is the base case.
Lemma 4.3. Let φ(x, a) be a formula defining either 0-cell or a bounded 1-cell.
Assume that φ(M, a) ∩M0 = ∅. Then there is an element a′ ∈Mk such that
(1) tp(a/M0) = tp(a′/M0),
(2) φ(M, a) ∩ φ(M, a′) = ∅.
Proof. Without loss of generality, we may assume that a is a tuple of independent
elements over M0. If φ(x, a) defines a single point p ∉M0, then the statement is
clear. Suppose now that φ(x, a) is a bounded 1-cell, that is, φ(x, a) is equivalent
to a set defined by a formula of the form (α(a) < x < β(a)) ∧ x ≡N c) where α
and β are definable functions and 0 ≤ c < N are integers. Note that α(a) and β(a)
are in the same M0-cut. Assume by contradiction that there is d ∈M0, such that
α(a) < d < β(a), since the interval (α(a), β(a)) is infinite, either (α(a), d) is infinite
or (d, β(α)) is infinite, so there is an element m0 ∈ [d −N,d + N] ∩ (α(a), β(a))
satisfying m0 ≡N c. So, m0 ∈ φ(M, a) ∩M0, but this contradicts our hypothesis.
Let Q′ be the set of points of M that are in the same M0-cut as α(a). By Lemma
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4.2, there is an element a′ ∈ Mk such that tp(a/M0) = tp(a′/M0), and α(a′) >
dcl(M0a) ∩Q′. In particular, since β(a) ∈ dcl(M0a) ∩Q′, we have β(a) < α(a′).
Thus,
φ(M, a) ∩ φ(M, a′) ⊆ (α(a), β(a)) ∩ (α(a′), β(a′)) = ∅. 
For the next result we will need the following, which is proved in [4] but we use
the statement given in Fact 1.1 in [12].
Fact 4.4. Let T be a dependent theory, M a model and N a saturated extension
of M.
We say that a formula φ(x, b;d) over Nb b-divides over M if there is an M-
indiscernible sequence ⟨di⟩i∈N inside N with d0 = d and {φ(x, b;d)} k-inconsistent.
As usual, b-forking is then defined as implying a disjunction of formulas which
b-divide.
The following are equivalent:
(1) φ(x, b;d) does not b-divide over M;
(2) φ(x, b;d) does not b-fork over M;
(3) If ⟨di ∶ i < ω⟩ is a strict Morley sequence of tp(d/M) inside N , then{φ(x, b;di) ∶ i < m} is consistent where m is greater than the alternation
number of φ(x, y; z).
We can now prove the analogue of Theorem 2.1 in [11].
Theorem 4.5. Let X(a) ∶= φ(M, a) ⊆Mn be a definable bounded set. The follow-
ing statements are equivalent:
(1) φ(x, a) does not fork over M0.
(2) {φ(M, y) ∣ y ⊧ tp(a/M0)} has the finite intersection property.
(3) φ(M, a) ∩Mn
0
≠ ∅.
Proof. The direction (1) ⇒ (2) follows by the fact that in an NIP theory any
formula φ(x, a) which does not fork over a small model M0 is contained in a globalM0-invariant type. The implication (3)⇒ (1) is clear.
The proof of (2) ⇒ (3) is completely analogous to that of Lemma 2.2 in [12],
but we include it for completeness.
Let φ(x, a) a definable set. We will prove by induction on n that if φ(x, a) does
not divide (or fork) over M0 then it has a point in M0.
The case n = 1 is given by Lemma 4.3, assume that the theorem holds for n = k
and assume that φ(x, a) ⊂Mk+1.
So let x = (x1, x2) where x1 is a 1-tuple, x2 is a k-tuple, and φ(x, a) = φ(x1, x2, a).
Let ⟨ai⟩i∈ω be a strict Morley sequence of a over M0. Let m be the alternating
number of φ(x1, x2;y), let
χ(x1, x2, a) ∶= ⋀
i≤m
φ(x1, x2, ai),
and let
θ(x1, a) ∶= ∃x2χ(x1, x2, a).
Let p(x) be a global M0-invariant type extending φ(x, a). All φ(x, ai) must
be in p(x) (by M0-invariance) so φ(x1, x2;a) is in p(x), and by construction so is
θ(x1, a).
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This implies of course that θ(x1, a) does not fork over M0 so that by the 1-
variable case we have a point b1 inM0 such that θ(b1, a) holds, so that ∃x2χ(b1, x2, a),
and
⋀
i≤m
φ(b1, x2, ai)
is consistent.
By Fact 4.4 this implies that φ(b1, x2, a) does not fork over M0 (recall b1 ∈M0) so that by the induction hypothesis, there is some tuple b2 ∈ M0 such that
φ(b1, b2, a) holds, and (b1, b2) ∈ φ(x, a) ∩Mk+10 , as required. 
Corollary 4.6. Let G be a definable bounded group in Presburger arithmetic, thenIG is an ideal.
Proof. Let G be a definable bounded group, by Theorem 3.9 there is an abelian
definable subgroup H of finite index. Following the proof presented in Section 3
of [11], replacing definably compact by bounded, we conclude that IH is an ideal.
Since H has finite index on G, IG must be also an ideal in the algebra Def(G). 
Hence, if a finite union of sets is generic, then at least one of them will be generic.
We will use this repeatedly.
The following corollary was already observed in [9] (in the discussion after Prob-
lem 5.5 in [9]).
Corollary 4.7. Let M0 be a small model, and let X ∶= φ(M, a) be a definable set
such that φ(g−1x, a) does not fork over M0 for any g ∈ G(M). Then X is generic.
Proof. Assume that φ(g−1x, a) does not fork over M0 for any g ∈ G(M). By
Theorem 4.5 every such translate intersects M0. By compactness we have that
finitely many translates cover G(M0). 
The following will be very useful for us.
Corollary 4.8. Let G be a bounded group definable in Presburger arithmetic, and
let X be a definable subset of G. Then X is generic if and only if µG(X) > 0.
Proof. If a set is generic, then by invariance and additivity it must have positive
measure. For the converse, by Theorem 1.2 in [2] we know that a set X ∶= φ(M, a)
has positive measure if and only if φ(g−1x, a) does not fork for all g ∈ G. By
Corollary 4.7 this implies that X is generic, as required. 
5. Characterizing bounded definable groups in Presburger
Let G be any bounded definable group of dimension n. Since it is bounded, we
may assume that G ⊆Mn, which we will do throughout this section.
We will need to define generalized parallelograms.
Definition 5.1 (Linear Strip). Let k ∈ N be such that k ≥ 1. Let qi ∶= sini be rational
numbers and let f(x) ∶= ∑ki=1 si xini , so that for any a the f(a) is in the Q vector
space generated by the ai’s (so formally not a function in Presburger). Finally, let
γ = l
m
d with l,m ∈ Z and d ∈ Z.
By f(x) < γ we will understand cf(x) < kγ where c is the minimum common
multiple of {ni}i≤k ∪ {m}, so that
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cf(x) < cγ⇔ k∑
i=1
sixi
c
ni
<
cl
m
d
which is a formula in Presburger arithmetic.
Given any such function f and any two elements γ1 and γ2 such that γ2 − γ1 is
infinite, we define the k-strip Sk(γ1, γ2) to be the set
{x = (x1, . . . , xk) ∈Mk ∣γ1 ≤ f (x) ≤ γ2} .
Notice that requiring γ2 − γ1 to be infinite is equivalent to having equivalently,
m1l2d2 −m2l1d1 to be infinite where γ1 = l1m1 d1 γ2 = l2m2 d2 with l1, l2,m1,m2 ∈ Z
and d1, d2 ∈M.
Definition 5.2. We will say that a point a lies in the center of a K-strip Sk(γ1, γ2)
if the distance between 2f(a) and γ1 + γ2 is finite.
Remark 5.1. Notice that by linearity of the function f defining the strip, and
because we require that γ2 − γ1 to be infinite, around any point a in the center of
the strip we can find an infinite box around a contained in the strip.
Definition 5.3. An open full l-parallelogram is an intersection of l linear strips.
Specifically,
X ∶= {x¯ ∣ l⋀
i=1
γi
1
≤ f i (x¯) ≤ γi
2
}
where γi
1
, γi
2
and f i satisfy the conditions in Definition 5.1 for every i.
An open l-parallelogram is a set X such that
X ∶= {x = (x1, . . . , xl) ∣ xi ≡ni ci ∧ x ∈ P}
where P is an open full l-parallelogram, 0 ≤ ci < ni are natural numbers and xi is
the i-th coordinate of x.
The definition allows for degenerate cases: it may be that two open strips
Sk(γi1, γi2) and Sk(γj1, γj2) are equal.
However, all of the open full l-parallelograms we will work with will be bounded,
which will imply that none of this “degenerate” cases arise. We will not need to use
any of this, which is the reason we do not make the definition more strict.
Definition 5.4. A full l-parallelogram in Mn is defined to be the image of an open
full l-parallelogram under linear functions, that is, a set of the form
{(f1 (a) , f2 (a) , . . . , fn (a)) ∣ a ∈ P}
where fi (a) is a linear function from Mk for each i < n and P is an open full
k-parallelogram.
A k-parallelogram in Mn is a set X such that
X ∶= {x = (x1, . . . , xl) ∣ xi ≡ni ci ∧ x ∈ P}
where P is an open full k-parallelogram, 0 ≤ ci < ni are natural numbers and xi is
the i-th coordinate of x.
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The definition of full parallelograms is equivalent to the definition of parallel-
ograms (Definition 3.5) in [7], where the theory is developed in the context of
Th(Q,+,<). We will not use their definition, but we will need some of their more
technical results. We will therefore include their definition and how to “translate”
between both definitions in Appendix A.
In particular, modulo the translation explained in Appendix A, we can repeat
the proof of Lemma 3.6 in [7], adding the congruences where needed, and get the
following:
Fact 5.2. Let W ⊆Mn be a definable bounded set in Presburger arithmetic. Then
W is a finite union of parallelograms.
We will later want to combine Fact 5.2 with Lemma 3.8, and for this we will
need to have a parallelogram with a dim-generic center.
Definition 5.5. We will say that a point a lies in the center of a an open k-
parallelogram P if it lies in the center of all the linear strips defining P .
Remark 5.3. Because intersection of boxes containing a is a box containing a,
Remark 5.1 implies that around any point a in the center of an open k-parallelogram
P we can find an infinite box around a contained in the parallelogram.
We will want to work with parallelograms with specific centers. A parallelogram
Pa will always be a parallelogram with center a. Given such a parallelogram Pa we
will need to use “octants”.
Definition 5.6. Let Pa be an open l-parallelogram centered at a point a which will
be fixed for this definition. Suppose that Pa is defined by l equations f
i (x¯) ≤ γi
2
.
Let η ∈ {−1,1}. Then the η-octant of Pa is the set defined by equations
f i(a) ≤ f i (x¯) ≤ γi
2
if η(i) = 1 and
γi
1
≤ f i (x¯) ≤ f i(a)
if η(i) = −1 and
The following holds.
Lemma 5.4. Let Pa be an open l-parallelogram centered at a, and let P
1
a be an
octant of Pa defined by η. Then:
(1) Any box containing a intersects P 1a in a set of dimension l.
(2) If x1, x2, x3 ∈ P 1a and x1 + x2 + x3 − a − a ∈ P 1a , then x1 + x2 − 2a ∈ P 1a . Here
we are using the coordinate addition in Z l.
Proof. The first item follows by our assumption that linear strips are infinite and
definition of center.
For the second one, assume that x1 + x2 + x3 − a − a /∈ P 1a , so that for some i one
of the equations in the definition of 5.6 does not hold. Assume that η(i) = 1 so that
f i(a) ≤ f i (x1 + x2 − a) ≤ γi2
does not hold.
Since xj ∈ P 1a we know that f
i(a) ≤ f i (xj) and f i is linear, so f i (x1 + x2 − a) ≥
f(a). So f i (x1 + x2 − a) > γi2.
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However, by hypothesis f i (x1 + x2 + x3 − a − a) ≤ γi2 so
f i (x1 + x2 + x3 − a − a) < f i (x1 + x2 − a)
which by linearity implies
f i (x3) < f i (a) ,
a contradiction. 
If W is an A-definable bounded set, then the parallelograms that result in Fact
5.2 will also be A-definable. However, we can find a parallelogram with dim-generic
center as follows.
Lemma 5.5. Let P be an A-definable bounded full open parallelogram. Then P is
a finite union of parallelograms with dim-generic centers.
Proof. Let P be a bounded full A-definable parallelogram and let n be its dimension,
so that P is defined by n (non redundant) linear strips, all definable over A. Now,
we can cut P with n hyperplanes each a parallel to the hyperplanes defining each
of the linear strips (these are bounded by A-definable parallel hyperplanes), and we
can take each of these hyperplanes to be a dim-generic translate of those defining
the linear strips. We end up with 2n parallelograms, each with dim-generic center,
as required. 
5.1. Characterizing bounded groups definable in Presburger arithmetic.
By cell decomposition, we can decompose G ×G in cells such that the group mul-
tiplication and inversion are linear functions in each of the cells. Because the
non-generic sets from an ideal (Corollary 4.6) we know that at least one of these
cells, say W , is generic in G ×G.
Lemma 5.6. Let G be a bounded group definable in Presburger arithmetic, and let
W be a generic cell in G ×G. There are U,V generics in G such that U × V ⊆W .
Proof. It is well known (see for example [13]) that if G is an amenable group, then
so is G ×G equipped with the following product measure µG×G:
For any W ∈ G define
µG×G(W ) = sup{∑
i≤n
(µG (Ui)µG (Vi)) ∣ (Ui × Vi ⊆W ) ∧ (Ui × Vi ∩Uj × Vj = ∅) , n ∈ N} .
By Corollary 4.8 we know that W is generic if and only if µG×G(W ) is positive,
and by definition of the product measure the result follows immediately. 
Recall that x⊗a y ∶= xa−1y and x⊕a y ∶= x−a+y. We will also use the maximum
norm. So for x = (x1, . . . , xn) ∈ Mn we define ∣x∣ ∶= max{∣xi∣ ∣ i ≤ n} where ∣xi∣ is
the usual absolute value. This is clearly definable in Presburger arithmetic.
Theorem 5.7. Let G ⊆ Mn be a bounded abelian group definable in a model M
of Presburger arithmetic of dimension n. Then there is a generic parallelogram
Pa ⊆ G centered in a ∈ G such that G-addition centered in a coincides with the
usual Mn-addition centered in a.
Proof. Let a ∶= (ai).
By cell decomposition and Lemma 5.6 there are generic cells U,V ∈ G such that
G-addition in U ×V is given by linear functions. By Fact 5.2 we may find a generic
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parallelogram P ⊆ U . By Lemma 5.5 P is a finite union of parallelograms with dim-
generic center, so at least one of these, say Pa, is also generic. In a similar way, we
can find b ∈ V and a generic parallelogram Qb ⊆ V such that b is a {a}-dim-generic
center of Qb.
Claim 1. There is a box Ba centered around a such that the following hold:
● Ba ⊆ U .● Ba ⊆ aV b−1.● For any x, y ∈ Ba, we have that xa−1y = x − a + y.
Proof. Let f be the linear function on Pa given by f(x) = xb and g be the linear
function on Qb where g(y) = ay. The image of parallelograms under linear functions
is a parallelogram, so both f(Pa) and g(Qb) are generic parallelograms centered
in ab. By definition of center, there is a box Bab centered in ab contained in both
f(Pa) and g(Qb), so that in particular
Bab ⊆ g(Qb) ∩ f(Pa) ⊆ aV ∩Ub.
Then f−1(Bab) is a parallelogram centered in a, contained in U∩aV b−1. Once again,
by definition of center there is a box B′a centered in a with B
′
a ⊆ f
−1(Bab) ⊆ aV b−1.
Let B′′a be a box around a given by Lemma 3.8, so that for all x, y ∈ B
′′
a , xa
−1y =
x−a+y. The box Ba = B′′a ∩B′a is a box around a which will satisfy all the properties
of the claim. 
By hypothesis, xy = Ac(x)+Cd(y)+β where c, d are constant tuples of standard
elements in Z and β is a tuple of constants, according to the definition given in
2.9. For notation purposes we will assume that c, d and β are all tuples of 0’s. The
general case is exactly analogous but the notation gets significantly messier. So we
will assume that in U × V we have xy = Ax + Cy where A and C are matrices in
GLn(Q).
Claim 2. Let y ∈ U be such that yb ∈ aV then
a−1yb = C−1Ay + b −C−1Aa
and a−1yb ∈ V .
Proof. Assume that yb ∈ aV . Then a−1yb ∈ V . Since the group operation over
U × V is linear, we have yb = Ay +Cb and a(a−1yb) = Aa + C(a−1yb). Clearly,
a(a−1yb) = yb, thus a−1yb = C−1Ay + b −C−1Aa. 
Lemma 5.8. For all y in Ba and x in U , if x⊕a y ∈ U then x⊗a y = x⊕a y.
Proof. Since Ba ⊆ U ∩ aV b−1 we can apply the previous claim, so that for all x in
U we have that
xa−1yb = Ax +C(C−1Ay + b −C−1Aa) = Ax +Ay −Aa +Cb.
It follows that if x− a+ y is in U we have (x− a+ y)b = Ax+Ay −Aa+Cb = xa−1yb
so x − a + y = xa−1y, as required. 
We will now fix an octant P 1a of Pa defined by η
1 ∈ {−1,1}n.
Claim 3. For all x, y ∈ P 1a if x⊕a y ∈ P 1a then x⊗a y = x⊕a y.
So for all x ∈ Pa, if x⊕a x ∈ Pa we have x⊕a x = x⊗a x.
DEFINABLE GROUPS IN MODELS OF PRESBURGER ARITHMETIC 19
Proof. Let
Xa ∶= {y ∈ P 1a ∣ ∀x ∈ P 1a , ((x⊕a y) ∈ P 1a )⇒ x⊗a y = x⊕a y} .
By lemma 5.8, Xa contains Ba ∩P 1a , and so it is a subset of P 1a of dimension n.
We will show that it is closed under ⊕a.
To prove this, let y1, y2 ∈ Xa and let x be an element in P 1a such that x ⊕a(y1 ⊗a y2) ∈ P 1a . We know that y1 ⊗a y2 = y1 ⊕a y2 by definition of Xa so that
x⊕a (y1⊕a y2) ∈ P 1a . By Lemma 5.4 this implies that x⊕a y1 ∈ P 1a , and since y1 ∈Xa
we have x⊗a y1 = x⊕a y1. We can apply the definition of Xa with y = y2 and x⊕a y1
instead of x and we get
x⊕a (y1 ⊕a y2) = (x⊕a y1)⊕a y2 = (x⊗a y1)⊕a y2 = x⊗a y1 ⊗a y2 = x⊗a (y1 ⊕a y2).
It follows that y1⊕a y2 ∈ Xa. So Xa is a subset of the octant P 1a containing Ba ∩P 1a
and closed under ⊕a-vector addition as long as we stay inside the octant P 1a .
If Xa ≠ P 1a , let y ∶= (yi) be an element in ¶1a ∖Xa such that
∣y − a∣ =∑
i
∣yi − ai∣ =∑
i
η(i)(yi − ai)
is as small as possible. Because Ba ∩ Pa ∈ Xa we know that ∣yk − ak∣ is infinite for
some k. Let ek be the vector with 0 in all its coordinates for i ≠ k and ek = η(k).
Because P 1a is defined by η, we have that ∣(y − ek) − ai∣ ∈ P 1a .
But
∣(y − ek) − a∣ =∑
i
∣(yi − ek) − ai∣ =∑
i
η(i)((yi − ek) − ai) =∑
i
η(i)(yi − ai) − 1.
By minimality, y − ek ∈ Xa. But a+ ek ∈ Ba ∩Pa ⊂Xa and y = (y − ek)⊕a a+ ek),
so so y ∈ Xa, a contradiction. This implies that Pa =Xa, and the claim follows. 
We will now restrict ourselves to Pa/2 ∶= {x ∣ x⊕a x⊕a vx ∈ Pa} for some vx ∈ Ba.
Claim 4. Given any x ∈ Pa/2 and any z ∈ Pa, if x⊕ z ∈ Pa we have x⊗a z = x⊕a z.
Proof. Let
X ∶= {x = (xi) ∈ Pa ∣ ∀z = (zi) ∈ Pa, ((x⊕a z ∈ Pa) ∧ (⋀
i
(∣xi − ai∣ > ∣zi − ai∣)))⇒ x⊗a z = x⊕a z} .
It is enough to show that Pa/2 ⊆X .
Suppose that Pa/2 /⊆ X , and let x ∈ Pa/2 and z ∈ Pa with ∣zi − ai < ∣xi − ai∣,
x⊕a z ∈ Pa and x⊗a z ≠ x⊕a z. We may take such x such that ∣x−a∣ is the smallest
possible.
Note that since we have an infinite cube inside Ba such cube must be a subset
of X by Lemma 5.8 ∣x − a∣ is therefore infinite.
Now, let z′ = (z′i), x′ = (x′i) in Pa and vz , vx in Ba be such that z = z′ ⊕a z′ ⊕a vz
and x = x′ ⊕a x′ ⊕a vx.
We can choose the above (adding elements in Ba to vx and vz if needed) so that∣x′i − ai∣ > ∣z′i − ai∣.
By definition of Pa we know that because x ⊕ z ∈ Pa then x′ ⊕a z′ ∈ Pa: If f is
Q-linear, ∣v − a∣ is finite, and γ − f(a) infinite, then
f(w′ ⊕a w′ ⊕a v) = f(w′) + f(w′) − f(a) + f(v − a)) ≤ γ;
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But f(v − a) would be finite so
2f(w′) < γ + f(a) − f(v − a) < 2γ
and f(w′) < γ.
By minimality of x we have x′ ∈ X and x′ ⊕a z′ = x′ ⊗a z′. Recall that Claim
3 if w ⊕a w ∈ Pa then w ⊕a w = w ⊗a w for any w. So (x′ ⊕a z′) ⊗a (x′ ⊕a z′) =(x′⊕az′)⊕a(x′⊕az′), x′⊕ax′ = x′⊗ax′ and z′⊕az′ = z′⊗az′. Finally, combining this
with the last statement of Lemma 5.8 we have x = x′⊗ax′⊗avx and z = z′⊗az′⊗avz.
Using the above (and abelianity of ⊕a and ⊗a) we have:
x⊕a z =x′ ⊕a x′ ⊕a vx ⊕a z′ ⊕a z′ ⊕a vz
=[(x′ ⊕a z′)⊕a (x′ ⊕a z′)]⊕a vx ⊕a vz
=[(x′ ⊕a z′)⊗a (x′ ⊕a z′)]⊕a vx ⊕a vz
=[(x′ ⊗a z′)⊗a (x′ ⊗a z′)]⊕a (vx ⊕a vz)
=[(x′ ⊗a z′)⊗a (x′ ⊗a z′)]⊗a (vx ⊕a vz) By Lemma 5.8, vx ⊕a vz ∈ Ba
=[(x′ ⊗a z′)⊗a (x′ ⊗a z′)]⊗a (vx ⊗a vz) again, vx, vz ∈ Ba
=x′ ⊗a x′ ⊗a vx ⊗a z′ ⊗a z′ ⊗a vz
=x⊗a z,
a contradiction. 
It follows both that x⊕ay = x⊗ay for all elements in Pa/2 and that Pa/2 is generic
in G (we can get finitely close to any point of Pa with finitely many ⊕a-translates
of Pa/2 by elements of Pa/2). So the Theorem 5.7 follows. 
By Theorem 3.9 any group (G, ⋅, e) definable in Presburger arithmetic is abelian-
by-finite. We will conclude this paper by characterizing all bounded abelian groups(G,⊕, e) definable in Presburger arithmetic.
Definition 5.7. Let B ⊆ Zk be a box around 0. Let B be the ⋁-definable group
⋃
n∈N
nB where nB ∶= {b1 + b2 + ⋅ ⋅ ⋅ + bn ∣ bi ∈ B} with the natural additive structure
(B,+,0).
We define a local B-lattice Λ over B to be a subgroup Λ such that ∀λ ∈ Λ we
have (λ +B) ∩Λ = {λ}.
Theorem 5.9. Let (G, ⋅, e) be any bounded group definable in Presburger arith-
metic. Then there is an abelian finite subgroup G0 of G of finite index, a finite
integer k, an infinite open box B ⊆Mk centered at 0 and a local B-lattice Λ in Mk
such that G0 is definably isomorphic to B/Λ.
Proof. By definition, any cell is definably isomorphic to an n-dimensional cell C inMn. So we may assume that G ⊆Mk with k = dim(G), because G is a bounded
group.
By Theorem 3.9 there is a definable abelian subgroup Gab of G of finite index.
We may of course assume that G = Gab so we will assume G is abelian. Because of
this and to clarify the notation in the rest of the proof, we will switch to additive
notation and have (G, ⋅, e) = (G,⊕, e).
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By Theorem 5.7 we can find a definable parallelogram Pa ⊆ G centered in a
which is generic in G and such that xa−1y = x − a + y for all x, y ∈ Pa. We may of
course definably shift the operations and assume that a is both the identity in G
and the origin in Mk.
Furthermore, any parallelogram centered in the origin of dimension k is definably
isomorphic to a k-box in Mk centered in the origin via a linear function, and such
an isomorphism will preserve addition.
So we have a definable local isomorphism f from a box B ⊆Mk centered in the
origin into a generic subset of G, with the following properties:
● For any n ∈ N and x1, . . . , xn ∈ B, if x1 + ⋅ ⋅ ⋅ + xn ∈ B then
f(x1 + ⋅ ⋅ ⋅ + xn) = n⊕
i=1
f(xi).
In particular, for any x ∈ B and z ∈ Zk ∩ B, if x + z ∈ B then f(x + z) =
f(x)⊕ f(z).● For every x, y ∈ B, we have f(x)⊕ f(y) = f(y)⊕ f(x).
Now, we define fn ∶ nB → G by
fn(b1 + b2 + ⋅ ⋅ ⋅ + bn) = f(b1)⊕ f(b2)⊕ ⋅ ⋅ ⋅ ⊕ f(bn).
Claim 5. Each function fn is well defined.
Proof. Fix a natural number n ∈ N. Assume that B = I1 × ⋅ ⋅ ⋅ × Ik, where each
Ii = [−αi, αi] ∧ x ≡Ni 0 and define Ri = nNi.
We will need to work with the coordinates of the elements in Zk. For this claim
we will use v(i) to denote the i’th coordinate of v for any v ∈ Zk.
Take an element v ∈ B, for each i ≤ k we can find w(i), z(i) ∈ Ii such that
v(i) = w(i) + z(i), z(i) ∈ Z and w(i) ≡Ri 0. Thus, we can find vectors w ∈ nB,
z ∈ Zk ⊆ B such that v = w + z and each coordinate w(i) ≡Ri 0.
Assume now that x1 + ⋅ ⋅ ⋅ + xn = y1 + ⋅ ⋅ ⋅ + yn, where xi, yi ∈ B for each i ≤ n.
Decomposing vectors xi = wi + zi and yi = ti + z′i with wi ∈ nB, z′i, zi ∈ Zk ⊆ B and
ti(j),wi(j) ≡Rj 0 for all 0 ≤ j ≤ k.
Replacing, we get
(w1 + ⋅ ⋅ ⋅ +wn)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
W
+ (z1 + ⋅ ⋅ ⋅ + zn − z′1 − ⋅ ⋅ ⋅ − z′n)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Z
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Reorganizing this equation we obtain
n
⊕
i=1
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Claim 6. For some n we have fn(nB) = fl(lB) for all l > n.
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Proof. By genericity, G = ⋃
g∈X
g ⊕ f(B) for a finite set X .
Define X ′ = {g ∈X ∣ ∃m ∈ N g ∈ fm(mB)}. Since fm(mB) ⊆ fl(lB) whenever m ≤ l
and X ′ is finite, there is some minimal m ∈ N such that X ′ ⊆ fm(mB). It is clear
from the construction that m + 1 has the required properties. 
Let Λn = {b ∈ nB ∣ fn(b) = 0G} and Λ = ⋃
n∈N
Λn, and let G0 = ⋃
n∈N
fn(Bn). By Claim
5 G0 is a definable subgroup of G. Since G0 contains f1(B) it is generic, and so it
must have finite index.
Since λ ∩B = {0}, Λ is a local B-lattice and B/Λ is isomorphic to G0. 
Appendix A. Translation between parallelograms
A.1. Equivalent definitions. Many of the results in this paper were achieved by
Eleftheriou and Starchenko in the context of ordered divisible abelian groups. We
made strong use of their results in Section 5.1, in particular with Fact 5.2, claiming
that their proof that any cell (in the context of Th(Q,+,<)) is a finite union of
parallelograms can be applyed in the Presburger case.
This of course can only work if their definition of parallelogram has a direct
translation to the context of Presburger, which coincides with Definitions 5.4 and
5.3, or at the very least that these definitions include the analogues of parallelograms
defined in [7].
We will now describe the definition of parallelograms from [7], how we can
apply this definition to Presburger arithmetic, and why these analogues are l-
parallelograms. In this appendix, we will use letters a, b to denote tuples, c, d
for elements in the ground model of Th(Q,+,<), and greek letters for constants in
Q.
Definition A.1. Let M be a model of Th(Q,+,<). Let b1, . . . , bj be elements such
that bi = ⟨βi1di, βi2di, . . . , βindi⟩ where βij ∈ Q and di ∈M . Let a = ⟨αc1, αc2, . . . , αcn⟩ =
α⟨c1, . . . , cn⟩ with α ∈ Q and ⟨c1, . . . , cn⟩ ∈Mn.
Then the n-parallelogram Pa(b1, . . . , bj) anchored at a and determined by b1, . . . , bj
is the set of points in Mn that can be written as
a + j∑
i=1
⟨βi1ti, βi2ti, . . . , βin ti⟩
for some t1, . . . , tn in M with ti < di.
The following is Lemma 3.6 in [7].
Fact A.1. The closure of every bounded n-dimensional linear cell Y ⊆ Mn is a
finite union of n-parallelograms (as in Definition A.1).
Cells in Presburger have a very similar definition as cells in Th(Q,<,+), except
for the congruences. But congruences can be dealt with at any stage (they are the
difference between l-parallelograms and full l-parallelograms). We will therefore
show what the analogue of Definition A.1 would be when not taking congruences
into account, and we will prove we get full parallelograms.
Definition A.2. Let Z a model of Presburger arithmetic. Let b1, . . . , bj be elements
in Zn such that bi = ⟨βi1di, βi2di, . . . , βindi⟩ where βij ∈ Q and di ∈ Z. Let a =⟨αc1, αc2, . . . , αcn⟩ = α⟨c1, . . . , cn⟩ with α ∈ Q and ⟨c1, . . . , cn⟩ ∈ Zn.
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Given ⟨a, b1, . . . , bl⟩ as above, let the full parallelogram Pa(b1, . . . , bj) generated
by ⟨a, b1, . . . , bl⟩ be the subset of points in Zn that can be written as
a +∑
i
⟨βi1ti, βi2ti, . . . , βin ti⟩
for some t1, . . . , tn in Z with ti < di.
We may always assume without loss of generality that {⟨βi1 , βi2 , . . . , βin⟩}1≤i≤j
are Q-linearly independent.
We will now show that the sets Pa(b1, . . . , bl) as defined above are full l-parallelograms
as in Definition 5.3 and 5.4. We will start with the open case.
Theorem A.2. Let a, b1, . . . , bn be as in Definition A.2 with j = n. Then Pa(b1, . . . , bn)
is an open full n-parallelogram.
Proof. Fix any j ≤ n. Working within Q, let P be the subspace of Qn generated
by the n − 1-vectors ⟨βi1 , βi2 , . . . , βin⟩ with i ≠ j, and assume such a subspace is
defined by the equation Hj(x) = 0. This is an equation with coefficients in Q, and
it follows that any point in Zn of the form
∑
i≠j
⟨βi1 , βi2 , . . . , βin⟩ti
will satisfy Hj(x¯) = 0.
So any point of the form
a +∑
i≠j
⟨βi1 , βi2 , . . . , βin⟩ti
will satisfy Hj(x¯) =Hj(a) and any point of the form
a + bj +∑
i≠j
⟨βi1 , βi2 , . . . , βin⟩ti
will satisfy Hj(x¯) = Hj(a + bj). Assuming that Hj(a) < Hj(a + bj) (otherwise we
reverse the order), we have that the set
{x¯ ∈ Zn ∣Hj(a) ≤Hj(x¯) ≤Hj(a + bj)}
is precisely the set
a +∑
i
⟨βi1ti, βi2ti, . . . , βin ti⟩
where t1, . . . , tn vary in Z for i < j and 0 ≤ tj ≤ dj .
So
Pa(b1, . . . , bn) = n⋂
j=1
{x¯ ∈ Zn ∣Hj(a) ≤Hj(x¯) ≤Hj(a + bj)}
as required. 
Theorem A.3. Let a, b1, . . . , bl be elements in Z
n satisfying the conditions de-
scribed in Definition A.2.
Then Pa(b1, . . . , bl) is an open full l-parallelogram in Zn as in Definition 5.4.
Proof. In this case, let H(x¯) = 0 be the l-dimensional subspace of Qn generated by
the Q-vectors
{⟨βi1 , βi2 , . . . , βin⟩}1≤i≤l.
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By linear algebra, there are l free coordinates and n−l dependent ones in H(x¯) =
0. Without loss of generality, we will assume that the independent ones are the
first l, so that
{x¯ ∈ Q ∣H (x¯) = 0} = {(x1, . . . , xj , fj+1 (x1, . . . xj) , fj+2 (x1, . . . xj) , . . . , fn (x1, . . . xj) with x1, . . . , xj ∈ Qj}
where fj+1 (x1, . . . xj) , fj+2 (x1, . . . xj) , . . . , fn (x1, . . . xj) areQ-linear functions. Let
f¯(x1, . . . , xn) ∶= (x1, . . . , xj , fj+1 (x1, . . . xj) , fj+2 (x1, . . . xj) , . . . , fn (x1, . . . xj)) .
Now, the projections b′
1
, b′j of b1, . . . bj to the first j coordinates determine an
open full parallelogram P0(b′1, . . . , b′j). Then
f¯ (P0 (b′1, . . . , b′j)) = P0(b1, . . . , bn)
and
a + f¯ (P0 (b′1, . . . , b′j)) = Pa(b1, . . . , bn).
By Theorem A.2 and the definition of l-parallelograms in Zn, the theorem fol-
lows. 
Acknowledgments
We would like to thank the anonymous referee for pointing out mistakes in earlier
versions of the proof. We would also like to thank Pantelis Eleftheriou for some
very insightful comments which allowed us to improve this paper.
References
[1] Oleg Belegradek, Ya’acov Peterzil, and Frank Wagner, Quasi-o-minimal structures, J. Sym-
bolic Logic 65 (2000), no. 3, 1115–1132. MR1791366
[2] A. Chernikov and P. Simon, Definably amenable NIP groups, ArXiv e-prints (February 2015),
available at 1502.04365.
[3] Raf Cluckers, Presburger sets and p-minimal fields, J. Symbolic Logic 68 (2003), no. 1, 153–
162. MR1959315
[4] Sarah Cotter and Sergei Starchenko, Forking in VC-minimal theories, J. Symbolic Logic 77
(2012), no. 4, 1257–1271. MR3051624
[5] Alfred Dolich, Forking and independence in o-minimal theories, J. Symbolic Logic 69 (2004),
no. 1, 215–240. MR2039358
[6] Clifton Ealy and Alf Onshuus, Characterizing rosy theories, J. Symbolic Logic 72 (2007),
no. 3, 919–940. MR2354907
[7] Pantelis E. Eleftheriou and Sergei Starchenko, Groups definable in ordered vector spaces over
ordered division rings, J. Symbolic Logic 72 (2007), no. 4, 1108–1140. MR2371195
[8] Ehud Hrushovski, Ya’acov Peterzil, and Anand Pillay, Groups, measures, and the NIP, J.
Amer. Math. Soc. 21 (2008), no. 2, 563–596. MR2373360
[9] Ehud Hrushovski and Anand Pillay, On NIP and invariant measures, J. Eur. Math. Soc.
(JEMS) 13 (2011), no. 4, 1005–1061. MR2800483
[10] David Marker, Model theory, Graduate Texts in Mathematics, vol. 217, Springer-Verlag, New
York, 2002. An introduction. MR1924282
[11] Ya’acov Peterzil and Anand Pillay, Generic sets in definably compact groups, Fund. Math.
193 (2007), no. 2, 153–170. MR2282713
[12] Pierre Simon and Sergei Starchenko, On forking and definability of types in some DP-minimal
theories, J. Symb. Log. 79 (2014), no. 4, 1020–1024. MR3343527
[13] Stan Wagon, The Banach-Tarski paradox, Cambridge University Press, Cambridge, 1993.
With a foreword by Jan Mycielski, Corrected reprint of the 1985 original. MR1251963
26 ALF ONSHUUS AND MARIANA VICARÍA
Departamento de Matemáticas, Universidad de los Andes, Cra 1 No 18A-10, Bo-
gotá 111711, Colombia
E-mail address: aonshuus@uniandes.edu.co
E-mail address: mariana@math.berkeley.edu
Department of Mathematics, Evans Hall, University of California at Berkeley,
Berkeley, CA, U.S.A.
