Abstract. With conventional dynamic routing algorithms, many query messages are required in a distributed environment for ecient multicast routing of any trac volume. We have developed a dynamic routing algorithm that uses a predetermined path search in which an appropriate multicast path is dynamically constructed by searching only a few nodes. This algorithm can construct an ecient multicast tree for any trac volume. Simulation has shown that the proposed algorithm is advantageous compared with conventional dynamic routing algorithms when nodes are added to or removed from the multicast group during steady-state simulation.
Introduction
Future computer-network applications such as teleconferencing or remote collaboration will rely on the ability of networks to provide multicast services. Multicasting is expected to become widely used [1, 2, 3] , and is well suited to these services because it uses network resources eciently. In multicasting, a pointto-multipoint (multicast) connection is used to copy packets only at branching nodes, which ensures network eciency. Naturally, the smallest possible amount of network resources should be used to set up the multicast connection.
Multicast routing problems are either static or dynamic. In static routing problems, the members of the multicast group remain unchanged during the lifetime of the multicast connection. In dynamic routing problems, members can join or leave the group during the lifetime of the connection. Dynamic multicast routing is important for actual multicast applications and is supported by protocols in ATM network [3] and Internet protocols [4, 5, 6] .
Here, we focus on a dynamic multicast routing algorithm that can satisfy the following requirements.
(1) Minimized average multicast tree cost. Every link has a cost (or a metric), and the tree cost is the sum of the costs for all links included in the multicast tree. Minimizing the tree cost ensures ecient use of bandwidth. This is called the dynamic Steiner problem.
(2) Scalability in a distributed environment. A central server should not be used to control joining nodes because a large-scale network could overload the server, thus degrading performance. Moreover, minimizing the overhead of nodes is important from the viewpoint of algorithm scalability even if there is no central server does.
(3) Robustness against the number of joining nodes. The number of joining nodes strongly aects the performance of conventional algorithms. The performance should be independent of the number of joining nodes.
(4) Minimized worst-case cost of the multicast tree. The worst-case cost produced by the algorithm should be theoretically bounded as small as possible.
Many dynamic multicast routing algorithms have been proposed [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . However, none of there algorithms can satisfy all of the above requirements. The greedy algorithm [8, 9] selects the shortest path to an existing multicast tree when a node is added. It can construct a near-optimal multicast tree, but requires many query/reply messages between nodes when implemented in a distributed environment [13, 14] . Thus, the algorithm is not scalable in a distributed environment. The pruned shortest-path tree algorithm [4, 5, 6, 7] nds the shortest path from the source node (or the center node) to the nodes in the multicast group when a node is added to the multicast tree. This algorithm cannot construct an appropriate multicast tree, though, from the viewpoint of tree cost. The virtual trunk dynamic multicast (VTDM) routing algorithm [10] constructs multicast trees based on the virtual trunk, which is the tree of the underlying graph. However, the \trunk number" for constructing the virtual trunk must be determined according to the estimated number of nodes that will join and it is not exible.
We have developed a dynamic routing algorithm that can satisfy all four of the about requirements. It uses a predetermined path search where only a few nodes are searched to determine to which existing node a newly added node should be connected. In this algorithm, the searched nodes are on predetermined paths: the paths from new added nodes to the source node on the minimumspanning tree and the shortest-path tree. The node and network overheads are small because only a few nodes are searched. The performance is similar to the greedy algorithm but does not depend on the number of joining nodes. Our simulation has shown that our algorithm is advantageous when nodes are added to or removed from the multicast group in the steady state. We discuss the competitive ratio of our algorithm, and show its advantage over the greedy algorithm.
Problem Denition
To dene the dynamic multicast routing problem formally from the viewpoint of minimizing multicast tree cost, we use the terminology of graph theory for the models. In the model used for the conventional dynamic multicast routing problem, the network is modeled as a graph whose edges have costs. If nodes can be added or removed during the lifetime of the multicast connection, this problem becomes the dynamic multicast routing problem, i.e., the dynamic Steiner tree problem. Let R = fr 1 ; r 2 ; :::; r K g be a sequence of requests, where r i is either adding or removing a destination node to or from the multicast group. Let S i be the set of nodes in the multicast group after request r i has been made. In response to request r i , multicast tree T i is constructed using a dynamic multicast routing algorithm. The dynamic multicast routing problem can thus be formally dened as follows.
Given graph G = (V; E), a nonnegative weight for each e 2 E, and Z V , and a sequence R of requests, nd a sequence of multicast trees fT 1 ; T 2 ; :::; T K g in which T i spans Z i and has minimum cost.
The dynamic multicast routing problem considered in this paper does not allow re-routing of existing connections when additional requests are received. One node is the source for a multicast communication, and this node cannot be removed from the multicast group during the life of the multicast connection.
In this paper, vertices that are included in a multicast tree are called existing nodes, and the source node is an existing node. Vertices that do not participate in a multicast group but that are included in the multicast tree are called intermediate nodes. Moreover, vertices that are neither an existing nor an intermediate node are called non-existing nodes.
Conventional Algorithms
Several dynamic multicast routing algorithms have been reported [8, 9, 10, 11, 12] . As mentioned earlier, the greedy algorithm [8, 9] selects the shortest path to an existing multicast tree when adding a node. The shortest path between a pair of nodes can be calculated using Dijkstra's algorithm before routing. In the greedy algorithm, selecting a new path is the best way to add a node. However, when greedy algorithm is implemented in a distributed environment, a newly added node must ood the entire network with query messages [13] . That is, a newly added node sends a query message to all its neighbors on the shortestpath tree rooted at the node, and this continues until the query message reaches either an existing node or a leaf node of the shortest-path tree. Consequently, there is a large processing overhead for the query message in each node. The network overhead becomes particularly large when there are many non-existing nodes. As another approach [15] , a manager router is introduced to control the addition and removal of nodes. However, the processing overhead of the manager router is high when there are many nodes in the network, and a failure of the manager router would cause a fatal error in the construction of the multicast tree.
As mentioned above, the pruned shortest-path tree algorithm (pruned SPT) [4, 5, 6, 7] nds the shortest path from a source node [7] (a \core" in CBT [4] or a \rendezvous point" in PIM-SM [5] ) to the nodes in the multicast group when a node is added to the multicast tree. The pruned SPT algorithm has been implemented as an actual routing protocol [4, 5, 6] because it is easier to implement than the greedy approach. The shortest-path tree is spanned from a source node (or a core or rendezvous point) to every node in the multicast group. Moreover, the multicast tree is obtained by deleting nonessential edges. The cost of a multicast tree made using this approach is higher [16] than for one made using the greedy approach.
The virtual trunk dynamic multicast (VTDM) routing algorithm [10] constructs multicast trees based on the virtual trunk, which is the tree of the underlying graph. The virtual trunk and the multicast tree that uses it are constructed as follows:
Step 1: Find the shortest paths for all pairs of nodes. Count the number of shortest paths passing through each node.
Step 2: Dene a set F as vertices having the top dNe largest numbers; these vertices are called virtual-trunk nodes.
Step 3: Construct a complete graph for F by replacing the shortest paths between pairs of vertices in G with distances between pairs of vertices. Find the minimum-spanning tree for the complete graph.
Step 4: Convert edges in the minimum-spanning tree back to the corresponding shortest paths in the graph G. Run the minimum-spanning tree algorithm and remove any unnecessary nodes or links. The obtained tree is called the virtual trunk.
Step 5: Connect nodes not in the virtual trunk to the nearest node in the virtual trunk.
N is the number of nodes in graph G, and parameter (0 1) determines the number of trunk nodes. When = 0, the VTDM algorithm is the same as the pruned SPT because only the source node is selected as a trunk node.
Similarly, when = 1, the VTDM algorithm is the same as the pruned minimumspanning tree (pruned MST), where the MST is used instead of the SPT as in the pruned SPT. In this algorithm, must be determined according to the estimated number of nodes that will be join. However, actual trac estimation is dicult, and setting is a complicated task for network management.
The other conventional dynamic multicast routing algorithms take dierent approaches. For example, some allow re-routing of multicast connections [11, 12, 17] .
Dynamic Multicast Routing Algorithm using Predetermined Path Search
Our algorithm is based on the greedy algorithm and is intended to have the same performance. It uses query and reply messages to obtain membership information, as does the greedy algorithm. Thus, this approach does not require a manager server for multicast routing. Furthermore, our dynamic multicast algorithm searches only a few nodes to determine which existing node should be connected. A newly added node connects to this existing node using the shortest path. The node and network overheads are small because the number of searched nodes is restricted. An appropriate path is selected based on the current multicast tree. Thus, our algorithm is suitable for a distributed environment.
In this algorithm, two kinds of spanning trees are prepared for the predetermined paths: a minimum-spanning tree and a shortest-path tree having a source node as a root. Figure 1 shows examples of the MST and SPT. The minimumspanning tree can be calculated using either Kruskal's or Prim's algorithm with computational complexity O(m log n), and the shortest-path tree can be calculated using Dijkstra's algorithm with computational complexity O(m + n log n).
Our algorithm works as follows.
Step 1: A newly added node sends query messages to nodes on two predetermined paths toward the source.
Step 2: If a queried node is an existing node, it sends a reply message to the new added node and the query message is not transmitted to the next node. Otherwise, the query message is transmitted to the next node on the predetermined path.
Step 3: After the added node receives reply messages from existing nodes on each predetermined path, it connects to the closest node among the nodes that sent reply messages.
An example of how this procedure works is shown in Fig. 2 . The newly added node #6 sends query messages to nodes on two predetermined paths toward the source. First, we describe the case of using the MST as a predetermined path. In Fig. 2 , only node #1 is an existing node. The predetermined path for a newly added node is h#6 ! #4 ! #2 ! #1 ! sourcei. When a new node requests to join, a query message is transmitted to node #6. Since node #6 is not an existing node, the query message is retransmitted to the next node. This retransmission continues until node #1 receives the query message. Node #1 is an existing node, so it sends a reply message to the newly added node. Next, we describe the case of using the SPT as a predetermined path. The predetermined path for a newly added node is h#6 ! #4 ! #3 ! sourcei. The algorithm works similar to the case of MST and the newly added node receives a reply message from the source. Thus, the newly added node #6 receives two reply messages from node #1 and from the source node. Node #1 is closer to the newly added node than the source, so the newly added node is connected to node #1 using the shortest path between them. In this algorithm, the added node should be connected to the source node using the path that is nearly the shortest path when there are few existing nodes. On the other hand, when there are many existing nodes, the added node should be connected to the existing node using nearly the minimum spanning.
Moreover, the node and network overheads are lower than with the greedy algorithm. This is because only nodes on predetermined paths are searched and only these nodes receive query messages. In the example in Fig. 2 , the proposed algorithm needs six query messages. These messages are h#6 ! #4i, h#4 ! #2i, h#2 ! #1i, h#6 ! #4i, h#4 ! #3i and h#3 ! sourcei. The greedy algorithm, on the other hands, needs seven. These are h#6 ! #4i, h#4 ! #2i, h#2 ! #1i, h#4 ! #3i, h#3 ! sourcei, h#6 ! #7i, h#7 ! #5i. Similary, if node #4 instead of node #6 is newly added to the multicast group, the proposed algorithm needs four and the greedy algorithm needs seven. As the network size increases, the advantage of the proposed algorithm increases because the greedy algorithm broadcasts query messages.
Another version of this algorithm uses only the MST as the predetermined path, rather than both the MST and SPT. This does not require reply messages from the existing nodes because a connection set-up message can be used instead. Since the newly added node need not determine which existing node is nearer. However, the tree cost may be higher than in the previous case. There is a trade-o relationship between processing overhead and cost performance. 
Simulation Model
We evaluated the performance of our algorithm through simulation, using the same model and parameters that were used by Lin and Lai [10] . A network is modeled as a random graph possessing some of the characteristics of an actual network [7] . The vertices representing nodes are randomly distributed on a rectangular coordinate grid, and each vertex has integer coordinates. For a pair of vertices, say u (0 u 1) and v (0 v 1), an edge is added according to the following probability:
L ; (1) where N is the number of vertices in the graph, e is the mean number of degrees of a vertex, k is a scale factor related to the mean distance between two vertices, d(u; v) is the Euclidean distance between vertices u and v, L is the maximum distance between any two vertices in the graph, and and are parameters (real numbers between 0 and 1). The edge density is increased by increasing the value of . The edge density of shorter edges relative to that of longer ones is decreased by decreasing the value of . Setting the values of and to 0.25 and 0.20, respectively, generates a graph that roughly resembles a geographical map of the major nodes in the Internet [7] . Once the vertices and edges have been generated, we can be sure that the graph is composed of only one component.
In the simulations, requests to add or remove a node to/from the multicast group are periodically generated. We used a probability model to generate the sequence of requests, i.e., to determine whether each request was to add or remove. The probability for adding a node was determined by P c (q) = (N 0 q) (N 0 q) + (1 0 )q ; (2) where q is the current number of nodes in the multicast group and (0 1) is a parameter (a real number). That determines the size of the multicast group in equilibrium. Each node had a dierent rate for joining the multicast, i.e., a dierent probability that the ith node would be selected to join. We dened A as a set of non-joining nodes and the joining rate of the ith node was given by P join (i) = In simulations, if a joining event is generated with P c (q), a node that will join is determined with P join (i). If a removal event is generated with P c (q), a node that will be removed is randomly determined.
We compared our algorithm with four conventional algorithms: the greedy algorithm, the pruned SPT, the VTDM algorithm, and the pruned MST. For the VTDM algorithm, parameter was set to 0, 0.2, 0.4, or 1. The VTDM algorithm with = 0 corresponded to the pruned SPT, and with = 1 it corresponded to the pruned MST.
In the simulations, the average multicast tree cost was used as a measure of performance. We generated ten dierent networks and calculated the average tree cost. Each multicast connection consisted of a sequence of 20,000 requests to add or remove nodes. The costs for the rst 2,000 requests were not used in calculating the average costs to eliminate the eect of the initial conditions in the simulation. Table 1 shows the default values of the simulation parameters.
Simulation Results

Basic cases
The relationship between the tree cost and the average multicast group size is shown in Fig. 3 for 20 and 50 nodes, where the multicast tree costs are normalized by the costs with the greedy algorithm. In both cases, the cost with the proposed algorithm was close to that with the greedy algorithm. The reason is as follows. In the proposed algorithm, the selected node on the tree and the newly added node are connected using the shortest path. Thus, the proposed algorithm works like the greedy algorithm. Moreover, the proposed algorithm can nd an appropriate existing node on predetermined paths. When the multicast group is large, an existing node on the MST is likely to be selected as the node to be connected for the newly added node. On the other hand, when the multicast group is small, an existing node on the SPT is likely to be selected as the node to be connected for the newly added node. Thus, the number of wasteful searches is small. Furthermore, the proposed algorithm is slightly superior to the greedy algorithm when the group size is small. In these cases, the greedy algorithm may cause the construction of roundabout routes since many nodes are removed. The SPT as the predetermined path can prevent the construction of these routes because nodes nearby the source are selected as nodes to be connected.
The other algorithms, however, could not match the performance achieved with the greedy algorithm for any multicast group size. These algorithms were especially poor for extremely small group sizes, and require that the algorithm or parameters be selected according to the group size. In comparison, our algorithm worked well for any multicast group size without requiring a parameter for control, and was not greatly inuenced by the number of nodes. 
Trac bias
The relationship between the tree cost and the average multicast group size is shown in Fig. 4 when the joining rate of each node was varied. The trac bias was small when parameter for the joining rate was large, and each node had the same rate when = 1.
The tree cost of all the algorithms became worse than that with the greedy algorithm, but the proposed algorithm was slightly more robust for trac bias than the other algorithms. This is because the proposed algorithm -just like the greedy algorithm -can construct multicast trees depending on existing nodes. 
Number of query messages
The number of query messages with the proposed and greedy algorithms [13] is compared in Fig. 5 . In this gure, the number of query messages is the total number of query messages received by all nodes when a node is newly added to the multicast group. When the multicast group size is small, more messages were needed with the greedy algorithm ( Fig. 5(a) ). This is because the greedy algorithm requires query message transmission until the query message reaches either an existing node or a leaf node of the shortest-path tree. When the number of nodes was increased, the number of query messages increased with both algorithms (Fig.  5(b) ). However, the increase was smaller with the proposed algorithm than with the greedy algorithm. Thus, the loads oered to nodes and the network should always be smaller with the proposed algorithm than with the greedy algorithm.
Competitiveness Analysis
Here, we discuss the competitive ratio of the proposed algorithm, dened as the maximum ratio of the cost of the algorithm over the optimal one. The competitive ratios of conventional algorithms and the proposed algorithm are shown in Table 2 . In the static case, the members of the multicast group remain unchanged during the lifetime of the multicast connection. In the join-only case, the members of the multicast group do not quit a session. In the join-remove case, the members of the multicast group join and quit a session during the lifetime of the multicast connection. We denote the number of participant nodes as M in the static case, and the maximum number of participant nodes in the lifetime of a multicast connection in the join-only and join-remove cases.
The competitive ratios of conventional algorithms are described in [18, 19] . The competitive ratio of the greedy algorithm had not been derived in the joinremove case, but the lower bound of the competitive ratio had been derived. For Table 2 Table 2 shows that the greedy algorithm has an advantage over the other algorithms in the static and join-only cases. On the other hand, the greedy algorithm fails dramatically in the join-remove problem, while the other algorithms do not become any worse than in the static and join-only cases. Although our algorithm does not have an advantage over the pruned MST and the pruned SPT in all cases, it has a large advantage over the greedy algorithm.
Conclusion
We proposed a dynamic routing algorithm that uses a predetermined path search, in which an appropriate multicast path is dynamically constructed by searching only a few nodes. Simulation showed that the performance of this is close to that of the greedy algorithm and that it is superior when nodes are added to or removed from the multicast group during steady-state simulation. The node overhead is lower than with the greedy algorithm since it requires only a few query messages, so our algorithm is suitable for a distributed environment. Moreover, it can construct an ecient multicast tree that is independent of the multicast group size. We also showed that the competitive ratio of our algorithm is superior to that of the greedy algorithm.
