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INTRODUCTION
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Washington DC, United States HMorizono@childrensnational.org control essential voluntary muscle activity such as speaking, walking, breathing, swallowing, as well as general movement of the body [1] . Based on the nature of inheritance, manifestation, and site of motor neuron degeneration, MNDs are classified into five groups -Amyotrophic lateral sclerosis (ALS), primary lateral sclerosis (PLS), progressive muscular atrophy (PMA), progressive bulbar palsy (PBP), and pseudobulbar [1] . Symptoms can occur at any age from children to adults, but the causes of most MNDs are not known except through inheritance [2] .
Since there is no standard cure for the MNDs, multiple treatments such as physical and occupational therapy, rehabilitation, and balanced diet are used to help patient maintain their quality of life. However, this means that a precise patient diagnosis is very important to decide the most appropriate treatment. Although many diagnostic techniques including MRI and genetic testing are suggested in the literature [3], the rate of fa lse positive and fa lse negative diagnoses are still very high in this class of diseases. In ALS, current estimates indicate 10% of diagnoses are fa lse positives, while 44% appear to be fa lse negatives [3] . In addition, reaching a final diagnosis can be delayed because the symptoms of MNDs are similar with those of other diseases such as cancer, depression, and anemia [3] . Therefore, a rapid and accurate diagnosis is a critical need for the treatment of MND patients.
As computational science is incorporated into medical and biological science, huge amounts of medical and experimental data are accumulated rapidly in public repositories. Many research groups have studied the efficacy of applying computational modalities to develop personalized treatments using these large datasets. G-DOC is a recent example of a clinical database that combines medical profiling data from patients with breast and colorectal cancers [4] , while CARE makes use of collaborative filtering techniques on "big data" to predict personalized disease risks [5] . Although these previous studies open new doors for personalized treatments, they are still for very specific medical cases and the accuracy of prediction or diagnosis are suboptimal. To increase the accuracy of diagnosis for chronic disease, we need to develop new methods to profile huge amounts of data from heterogeneous domains such as genomics, laboratory, and electrical patient records.
In this study, we developed a new methodology to profile specific medical information from patient medical records for predicting the progression of motor neuron diseases. We implemented a system using Hbase and the Random fo rest classifier of Apache Mahout to profile 1883793 records of clinical data and increased the accuracy of prediction using an open cloud computing environment. In addition, we implemented a web-based interface for an end user to access the Hbase and easily control Mahout parameters. Training and testing data were generated from fe atures of medical records provided by the Pooled Resource Open-Access ALS Clinical Trials Database (PRO-ACT) site. The accuracy of prediction based on testing after training the random fo rest classifier with the training dataset, is 66% using just 3 profiling fe atures. If we increase the number of profiling fe atures, we expect that accuracy will be fu rther improved. In this paper, we first summarize the backgrounds of our research, and describe our method and datasets. Finally, we discuss our results and fu ture research directions.
II.
BACKGROUND MNDs damage motor neurons that control voluntary muscle activity including speaking, walking, breathing, and swallowing. Normally, messages from upper motor neurons in a brain are transmitted to particular muscles through lower motor neurons in the brain stem and spinal cord [1] . Upper motor neurons send directions that trigger the lower motor neurons to make movements. Lower motor neurons control muscles in the arms, legs, chest, fa ce, throat, and tongue [3] . If there are problems in signal transmission between the upper motor neurons and the lower motor neurons, the limb muscles develop stiffness, and movements become slow and laborious. When the signals are disrupted between lowest motor neurons and the muscle, the muscles gradually weaken and may begin wasting away as well as developing uncontrollable twitching [3] .
Patients with MNDs can range in age from childhood to adult. While the symptoms appears at birth or before the child starts to walk in children, they can sometimes present in adults 40 years of age or later and are more commonly seen in men than women [3] . Among different MNDs, amyotrophic lateral sclerosis (ALS) is the most common MND in adults, and affects both upper and lower motor neurons [3] . A rapid and accurate diagnosis is very important to the patient because ALS is fatal and there is no cure or treatment. Symptoms include weakness, muscle wasting, fa sciculations, and hyperreflexia [3] , and it takes on average, 12 months from onset of symptoms to an established diagnosis [3] . However, many fa ctors can delay reaching a proper diagnosis; 10% of potential cases are false-positives, and up to 40% may be fa lse-negatives because the symptoms of ALS may mimic other fatal diseases such as cancer, depression, and heart fa ilure [3] . Therefore, we need to improve the accuracy of ALS diagnosis.
Recently many groups have initiated studies and suggested methods to manage and analyze "Big Data" in other fields such as economics and advertising. Among these methods, cloud computing is one of popular solutions for the "big data" issues. The basic idea of cloud computing is to divide a large task into small subtasks, and allocate them to a number of parallel systems for execution. To implement this, cloud computing needs a flexible and scalable infrastructure and an algorithm to manage distributed processing and storage capacity dynamically.
Among the many available open-source infrastructures ,
Hadoop is one of most popular cloud infrastructures based on GFS (Google File system) implemented by Google [6, 7] . It manages resources in a distributed computing environment using YARN [6, 7] , and it can manage a large scale of data processing through the MapReduce algorithm [8, 9] . Hadoop is also a fundamental platform for other cloud packages such as Apache Pig, Hive, and HBase [8] .
HBase is an open-source and non-relational database working on top of Hadoop in a distributed computing system [10] . It is a column-oriented database based on the description of the "Big Table" algorithm developed by Google [11] . A database in HBase consists of a set of tables, and each table contains row, column family, column qualifier, cell, and version. Data are stored in tables fo llowing its row, and rows are identified by rowkeys. Data within a row is grouped by column family, and data within a column family is addressed by a column qualifier. A combination of rowkey, column family, and column qualifier uniquely identifies a cell, which contains specific data [10] . In addition, data in a cell can have versions, and versions are differentiated by their timestamp [10] .
Mahout is a set of open-source libraries to implement distributed or scalable machine learning algorithms for collaborative filtering, clustering and classification on the Hadoop platform [12] . In addition, Mahout provides a variety of functional libraries for mathematical and statistical analyses. Mahout's core algorithms are implemented using the MapReduce paradigm [12] .
One of technical challenges in this study was to integrate these three platforms, Hadoop, Hbase, and Mahout to permit easy management of data and to rapidly enable the prediction of ALS progress with minimal project delay. To achieve these purposes, we implemented a web-based interface to transfer data among the three platforms using a Java servlet. In this manner, we developed a medical decision support system, which a physician can access profiling medical data anytime and anywhere.
III. METHODS

A. Datasets
Data used in this article were obtained from the Pooled Resource Open-Access ALS Clinical Trials (PRO-ACT) Database. In 2011, Prize4Life, in collaboration with the Northeast ALS Consortium, and with funding from the ALS Therapy Alliance, fo rmed the Pooled Resource Open-Access ALS Clinical Trials (PRO-ACT) Consortium. [14] .
The database consists of 11 datasets-ALSFRS, Death Report, Demographics, Family History, Forced Vital Capacity, Laboratory Data, Riluzole use, Slow Vital Capacity, Subject ALS History, Treatment Group, and Vital Signs. Using a subset of the PRO-ACT database, there was a. challenge competition to predict the progression of ALS. In the challenge, the subset including 1822 out of 8635 patients are used after removing less standardized, misspellings and lack of standard units for lab data [15] . All types of dataset are also combined into the same file as the subset [15] . Following the same fo rmats described in PRO-ACT site for the competition, we generated training and testing datasets including 918 and 279 patient records [14] .
B. Sy stem Architecture
The purpose of this project is to implement a medical decision support system for the fa st and accurate prediction of the rapidity of ALS progression. To achieve this purpose, we designed and implemented a cloud computing system to manage and analyze thousands of diagnosis data using Hbase on Hadoop. For fm al decision support, we incorporated the random fo rest module from Mahout into the system. To visualize the final results, we implemented a web-based interface. Therefore, the decision supporting system consists of these three modules: data management, generation of fe ature matrix, and prediction of ALS progress (Figure 1) . In the data management module, Hbase, one of the most popular NOSQL databases, was used to manage millions of records fa st and efficiently. While SQL databases need time to parse SQL commands and generate indexes when databases exceed millions of rows of data, NOSQL databases are able to manage millions of data directly. After collecting key fields in medical records from PRO-ACT sites, we divided the fields into groups of indexes and values. Using the index groups as the colunm indexes, we first produced a big patient table. The data management can also extract a personal medical record using a patient id, and collect data in specific fields for building a fe ature matrix.
The second module needed generates a fe ature matrix from the ALS medical records stored in Hbase to use for prediction. Since the purpose of this study is to predict the speed at which patients lose neuromuscular function, some care is needed to select fields that contribute to the prediction. Generally, ALS medical records can be divided into dynamic and static data. Dynamic data contain ALSFRS (ALS Functional Rating Scale) question scores, alternative ALS measures, vital sign, and lab tests. Static data include demographics, ALS history, family history, and so on. To predict ALS progression, we selected dynamic data elements as key fe atures because dynamic data show the temporal variation of patient. Among many methods available to compute fe atures from time-series data, we calculated the slopes of the data using a least square method. The least square method is one of the most accurate methods to compute a line of best fit, the best approximation of the given set of data using equation (1) .
In this study, ALSFRS question score is a key fe ature among available dynamic data because this score quantifies the physical muscle capability of patients. However, ALSERS score is also an incomplete fe ature because the score can depend on the SUbj ective decisions of the examining physician. Thus, we try to enrich this score by including obj ective fe atures such as vital signs and lab tests to complement potential limitations of the ALSERS score. After calculating the slope of ALS scores for 3 months and the slopes of other fe atures for 12 months, we combine them to build a training fe ature matrix from a training dataset. Since we use a supervised learning algorithm for the classification, we tagged a target class to fe atures of each patient by taking a threshold from the slope of ALS score for 12 months. In the same way, we generated a testing matrix from testing dataset.
For the third module, we divided patients into fa st and slow-progress groups. Among the algorithms of classification in Mahout, we used a random fo rest classification. Random Forest is an ensemble machine learning algorithm consisting of many decision trees [13] . If the Random Forest is composed ofN decision trees, we define the trees as
where V is a u-dimensional vector.
(1) Then, the ensemble classifier generates N outputs from N trees. Among these outputs, one final prediction is selected by the most dominant tree after they vote for the most popular tree.
After training a Random Forest in Mahout using a training matrix, we measure the performance of the classification using a testing matrix, calculating sensitivity, specificity, and accuracy with equation (3), (4), and (5). 
A system was implemented in Java on a dual core (INTEL) machine running a Linux operating system. After installing Hadoop in pseudo-distributed mode, we installed the Hbase, Hive, and Mahout packages. We also developed a web-based user interface using a Java servlet in an Apache Tomcat application server to transfer data between Hbase and Mahout.
IV. RESULT
To discover essential fe atures for the prediction, we selected several fe atures such as ALSFRS, weight in Vital Signs, and Forced Vital Capacity. Then we computed their slopes for 3 months and 12 months from the first diagnosis using a least square method. Since the random fo rest approach is a supervised artificial intelligence algorithm, we first assigned target classes to each row in the fe ature matrix. In fa ct, if the slope of ALSFRS for 12 months is lower than threshold 0.6, + 1 (slow) is assigned, otherwise, -1(fast) is assigned. Figure 2 shows the distributions of classes in training and testing datasets. Although ALSFRS plays an important role in the diagnosis of ALS, because ALSFRS can depend on SUbj ective decisions made by physicians, it has limitations. To overcome its limitations, we added other fe atures such as weight and FVC (Forced Vital Capacity) in the fe ature matrix, and measured the variations of sensitivity, specificity, and accuracy of the prediction (the number of tree= 100). Table 1 shows the improvement accuracy in proportion of the number of fe atures used.
We also compared the prediction performance of distributed and serial random fo rest approaches in the Mahout and Weka packages. For the comparison, we changed the number of nodes for the random fo rest from 40 to 100, and measured the speed of training, sensitivity, specificity, and accuracy of the prediction. Figures 3 and 4 , we cannot precisely measure the training speeds and the accuracies when going beyond 80 trees using the serial random fo rest algorithm because the training time increases very rapidly. In instances when starting with fe wer than 80 trees, the accuracies of the distributed approach are better than those of the serial. Although the speed of the serial method is fa ster than that of the distributed method when starting with fe wer than 80 trees, the variation of the training speed in the distributed method is more stable than that in the serial one. Based on all results, if the number of fe atures increases, the speed of the serial random fo rest is expected to decrease. In addition, we may implement a system to train a classifier and predict the results without as long a time delay because the training time of the random fo rest in a cloud environment takes tens of seconds.
Shown in
V.
DISCUSSION AND FUTURE DIRECTIONS
The advent of information technology has changed the environment of medical care, and many research groups are discovering new cures and diagnosis methods for fatal diseases by leveraging the overwhelming amount of heterogeneous data that has accumulated. One of the primary obstacles to achieving these discoveries is how to efficiently manage big heterogeneous datasets. In this study, we implemented a system to diagnose ALS disease as one approach to solve this issue.
ALS is a fatal disease, which damages motor neurons needed to control voluntary muscle activity, and patients die within 2 years after a definitive diagnosis. Since there is no effective cure for the disease, an accurate diagnosis is important to treat ALS patients. However, 10% of the diagnoses are false-positives, and 40% may be false-negatives because the symptoms of ALS mimic other fatal diseases. In addition, the treatments need to be adjusted depending on the rate of ALS progression in patients because some ALS patients can survive over decades.
To solve these problems, we suggest a new decision supporting framework in a cloud-computing environment utilizing "big data" in this study. We integrated Mahout with Hbase and added our analysis modules to the system using a Java servlet to analyze ten thousands of medical records from the PRO-ACT database to predict the rate of ALS progression. We tried to discover the key fe atures of the diagnosis, and determined that the variations of weight and FVC (Forced Vital Capacity) are complementary fe atures to ALSFRS. Finally, we achieved 66% accuracy in the prediction of ALS progress using a random fo rest algorithm with the slopes of ALSFRS, weight, and FVC for 3 months in this study. In addition, we showed it was possible to implement a real-time decision supporting using a supervised classifier with big data because of the short training time needed for the Mahout based random fo rest algorithm.
Even our results were overwhelmingly positive, there still remain several issues and tasks to address. The first issue is to find the correlations between each field in medical data and how those relate to the overall accuracy of the diagnosis. In this study, only three fields, ALSFRS, weight, and FVC were used. Therefore, a more detailed analysis of the correlations of other parameters and the inclusion of other key fe atures, are expected to improve the performance of the diagnosis.
The second is to find an optimal classifier for our system to compare the performances of other classifiers such as Naive Bayesian and Logistic Regression. Although only several algorithms are parallelized in Mahout package, an optimal classifier for our fe atures would also improve the performance.
The other task that remains is to improve the user interface from its current fo rm, which only shows results of subsets of medical records from PRO-ACT. By attaching a user interface suitable for a data warehousing/business intelligence framework, we anticipate that our application will have a role as a decision support system enabling physicians to develop more appropriate personalized treatments for the patients with motor neuron diseases
