AND CONCLUSIONS 1. Randomly modulated light stimuli were used to characterize the nonlinear dynamic properties of the synapse between photoreceptors and large monopolar neurons (LMC) in the fly retina. Membrane potential fluctuations produced by constant variance contrast stimuli were recorded at eight different levels of background light intensity.
INTRODUCTION
The first synapse in the arthropod compound eye occurs between the axons of the photoreceptor cells and a group of second-order neurons, the large monopolar cells (LMCs) . These synapses are located in a layer named the Lamina ganglionaris. There is always a convergence of several photoreceptors onto a group of Lamina cells, but in the diptera (flies) there is a special optical and physical arrangement called neural superposition ( van Hateren 1987; Kirschfeld 1967) ) in which photoreceptors from different facets, but having similar optical orientations, send processes laterally to converge on the second-order neurons.
The synaptic transmitter between photoreceptors and LMCs is histamine (Hardie 1989) . The release of histamine is continuous, even under dark-adapted conditions (Juusola et al. 1995; Laughlin and Osorio 1989; Uusitalo et al. 1995a; Weckstrom et al. 1989) . Histamine opens chloride-permeable channels in the LMC membrane. In the most commonly recorded neurons, types Ll and L2, the equilibrium potential for chloride is approximately -90 mV, compared with a resting membrane potential of approximately -40 mV, so that transmitter release hyperpolarizes the membrane. Therefore changes in membrane potential of LMCs and photoreceptors are normally of opposite polarity (Dubs 198 1; Jarvilehto and Zettler 1970; Shaw 1968) . The synapse amplifies, so that responses to light flashes are larger in LMCs than in photoreceptors. It also gives an adaptive filtering. At low light backgrounds, LMC contrast responses are low-pass filtered, but with increasing light adaptation, higher frequencies are amplified more, and the response becomes bandpass (van Hateren 1992; Juusola et al. 1995; Srinivasan et al. 1990 ).
Systems analysis techniques have been applied to photoreceptors of diptera in several previous investigations (Eckert and Bishop 1975; French 1980a,b; French and Jarvilehto 1978; Gemperlein and McCann 1975; Juusola et al. 1994 Juusola et al. , 1995 Marmarelis and McCann 1977; Weckstriim et al. 1988) . Although there are detectable nonlinearities, particularly under dark-adapted conditions (French et al. 1993; Juusola 1993; Weckstrom et al. 1995 ) , light-adapted photoreceptors are approximately linear when subjected to random contrast fluctuations (Juusola et al. 1994) . However, even with bright backgrounds, LMC behavior is clearly nonlinear, because light fluctuations evoke asymmetric responses (French and Jarvilehto 1978; Juusola et al. 1995; Laughlin et al. 1987; Uusitalo et al. 1995b) . Several mechanisms could be involved in these nonlinearities, including voltageactivated conductances in the photoreceptor axon or LMC membranes, nonlinear dependence of transmitter release on membrane potential, synaptic feedback from neighboring LMC or amacrine cells, cooperativity or inactivation of histamine receptors, changes in chloride equilibrium potential, or voltage effects from the extracelluar space, which is known to generate significant potential changes.
Although it is not yet possible to record simultaneously from a photoreceptor and a synaptically connected LMC, recordings from photoreceptors are so well characterized, stable, and reliable, that it is possible to measure the photoreceptor response separately and then use this to predict the synaptic input to an LMC. This approach was used pre-viously to measure the linear frequency response function of the synapse (French and Jarvilehto 1978; Juusola et al. 1995) . Here we used the same approach to estimate the actual membrane potential fluctuations in the photoreceptors that were causing the measured LMC response. These inputoutput data were used to construct and test several simple nonlinear models of synaptic function. Two models that gave reliable predictions of synaptic signal transfer were then used to calculate the synaptic impulse response, a function that has never been measured experimentally, and that is important for understanding the mechanisms of synaptic transmission.
METHODS c Animals and stimulation
Flies, Calliphora vicina, were obtained from a laboratory culture. Adults and larvae were fed on liver, yeast, and sucrose, and the stock was refreshed regularly with wild flies. Each fly was attached with beeswax onto a platform with a rotating Cardan arm, and a silver chloride reference electrode was mounted near the retina inside the head. Ventilation was maintained by leaving the abdomen intact with spiracles functioning normally. All experiments were performed at room temperature (21-23°C).
Light stimuli were provided by a green light-emitting diode (LED; Stanley HBG5666X, with peak emission at 555 nm) subtending <2" at the eye surface. The LED was driven by a linearized voltage to current converter (Juusola et al. 1994) . The linearity of the light source was checked by both radiometer and linearized photodiode detectors. Computer-generated pseudorandomly modulated stimuli were superimposed on a steady light background. The contrast (c) of the pseudorandom stimuli was defined as AI c=-I mean where AI was the standard deviation of the intensity modulation and Lan was the mean background (see Juusola et al. 1994) . The pseudorandom stimuli were Gaussian, having a flat power spectrum up to -250 Hz, and the contrast value, c, in Eq. 1 was 0.32. Light outputs of >5 log units were attenuated by neutral density filters (Kodak Wratten) to provide eight different adapting backgrounds. Each experiment proceeded from the weakest to the strongest adapting background. After stimulation, cells were re-dark adapted. Recordings were rejected if the same sensitivity was not recovered by dark adaptation.
Recording procedures
Before recordings, the cells were allowed to light adapt for 2 min. Borosilicate glass microelectrodes, filled with 1.5 M potassium acetate and 2.5 mM potassium chloride, had resistances of 80-250 MQ. Electrodes were mounted on a piezoelectric microtranslator (Burleigh PZ-550 inchworm controller) and entered the compound eye through a small lateral hole in the cornea that was sealed with high vacuum grease. Membrane potentials were recorded with an intracellular amplifier (SEC-IOL, NPI Electronic, Germany) operating in the balanced bridge mode. Recordings were made from Rl-6 photoreceptors and LMCs. In photoreceptor somata recordings, the correct retinal recording site was indicated by frequent successive microelectrode penetrations of photoreceptors, and the negative-going electroretinogram (ERG) detected by the same electrode between penetrations. Lamina penetration was verified by a depolarizing ERG and by the alternating impalements of photoreceptor axons and LMCs as the electrode was advanced through the tissue. where x(t) and y(t) were the input and output signals as functions of time, t, and kO, k1 ( T), k2( 71, TV) were the zero-, first-, and symmetrical second-order kernels, respectively. The system memory was assumed to last until a maximum lag of T. The kernels were estimated by the parallel cascade method (Korenberg 1982 (Korenberg , 1991 with the use of second-order polynomial functions. The kernels obtained were very nearly least-squares estimates, and because a Gaussian input was used, k, and k, were estimates of the first-and second-order Wiener kernels, respectively. A total of 8,192 data pairs (input and output) were obtained from each experiment. The 1st 8,000 data pairs were used for estimation of the kernels. The remaining 192 were used as independent data to predict the output of the Volterra series and to measure the quality of its prediction via the percentage mean square error (MSE) (Y -Y'12 MSE = 100 --2 (3) Y -jpr where y was the actual system output, y ' was the model estimate of the output, and the bars indicate mean values.
To check the measured kernels, independent estimates were obtained from the same data by the fast orthogonal algorithm (Korenberg 1988; Korenberg et al. 1988) . Kernels obtained by this algorithm were similar in form, but less smooth than the parallel cascade kernels. All of the data presented here were obtained by the parallel cascade method.
The nonlinear cascade structure used to fit the photoreceptor-LMC synapse is shown in Fig. 1 . The input signal, x(t) , measured 
where The C y1 are the coefficients.
.mpulse response of the first linear system, g(t)9 corresponding to the photoreceptor was obtained directly from the firstorder kernel, k,, of the Volterra series (Eq. 2). The nonlinear dynamic properties of the synapse were then obtained from LMC recordings by first passing the appropriate input light stimulus signal through the convolution (Eq. 4) to give the synaptic input. The convolution used the impulse response, g(t) obtained in a separate experiment at the corresponding background level (see
The nonlinear cascade model of the synapse was then fitted to the synapse input-output data with the use of the Levenberg-Marquardt general nonlinear technique (Press et al. 1990 ) to minimize the MSE (Eq. 3). To obtain an initial estimate of the impulse response function, h (7)) of the linear system in the cascade, the synaptic input-output data were first fitted by a secondorder Volterra series. The initial estimates of the polynomials were linear functions of unity gain. Fitting was performed on the 1st 2,000 data pairs from each experiment, and the algorithm always converged successfully. Prediction of the model output and final MSE measurements were made with the use of a 2nd set of 2,000 points, which had not been used for fitting.
RESULTS
Photoreceptor and LMC recordings were obtained at eight different background light levels ( BLl to BL8) corresponding to light intensities of 160, 500, 1,600, 5,000, 16,000, 50,000, 160,000, and 500,000 effective photons per second in a typical photoreceptor. All of the data presented here were obtained from single, high-quality recordings of one photoreceptor cell and one LMC. This approach has been used before to examine nonlinearities in dark adapted photoreceptors (French et al. 1993 ) and to detect small nonlinearities in light-adapted photoreceptors (Weckstrom et al. 1995) .
Synaptic characteristic curve
The photoreceptor-LMC synaptic function has often been represented by a characteristic curve that relates the peak membrane potential responses in LMCs and photoreceptors to the same step light stimulus (e.g., Laughlin et al. 1987) . To create a similar plot from our data, the digitized values of both photoreceptor and LMC responses to a period of random light fluctuation were first sorted by amplitude. The justifications for sorting were that the distribution of responses to Gaussian noise stimulation had a single maximum, and the known monotonic, sigmoidal relationship be- and LMC responses to a random noise stimulus with Gaussian contrast distribution.
The digitized pre-and postsynaptic response amplitude distributions were sorted by amplitude and scaled around the mean values. Note how both the photoreceptor and LMC responses increased, the synaptic gain decreased (i.e., the slope of the curves), and the mean photoreceptor potential rose, with increasing light adaptation.
tween photoreceptor and LMC responses (Juusola et al. 1995) . Figure 2 shows the light-adaptational shift in the characteristic curves obtained by plotting the sorted photoreceptor response amplitude distributions, scaled around their means on the x-axis, versus the corresponding LMC distributions on the y-axis. It can be seen that both the photoreceptor and LMC responses increased with light adaptation, but the synaptic gain (the slopes of the characteristic curves) decreased with light adaptation.
A characteristic curve plot cannot give an accurate measure of synaptic gain because of the time-dependent properties of the visual cells, which have a significant effect on contrast step responses, and the adaptation-dependent delay in signal transfer through the synapse. This becomes obvious at high adapting backgrounds, where photoreceptors responses have much slower integration times than the corresponding LMC responses (Juusola 1993; Juusola et al. 1994 Juusola et al. , 1995 . For example, positive contrast steps at background level BL8 in blowfly photoreceptors must exceed 8 ms to give the maximum photoreceptor response, whereas a stimulus duration of 2-3 ms is sufficient for LMC responses to reach their maximum. Therefore, with increasing contrast steps, as the LMC responses peak before the photoreceptor responses, gain estimation based on maximum responses becomes unreliable and dependent on the selected stimulus duration. The measurements of Fig. 2 used the Gaussian distributions of the stimulus and responses to try to overcome these problems, but the adaptation-dependent synaptic delay was still a limitation, and more detailed models of synaptic function are necessary. The remainder of this work attempts to provide such models.
Photoreceptor responses
The photoreceptor responses to white noise-modulated stimuli were continuously changing depolarizations and hyperpolarizations, as described before (e.g., Juusola et al.
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Actual kl kl+k2 1994). First-and second-order kernels of photoreceptor responses had similar forms to those reported previously from linear and nonlinear examinations of fly eyes (Eckert and Bishop 1975; French 1980a,b; French and Jarvilehto 1978; Gemperlein and McCann 1975; James 1992; Juusola et al. 1994 Juusola et al. , 1995 Marmarelis and McCann 1977; Weckstrom et al. 1988) . First-order kernels at the eight different background levels (Fig. 3) showed typical delayed onsets and increasing speed as the background level increased. The amplitudes of the first-order kernels increased with background level because the constant contrast amplitudes corresponded to increasing numbers of photons per unit contrast. Secondorder kernels (not shown) were relatively small. Table 1 shows the percentage MSE values indicating the goodness-of-fit of the modeling, obtained by synthesizing the output from the resulting first-and second-order kernels (Eq. 2). At low background levels the inherent noise level of the recordings was so great, even after averaging, that the MSE levels were high. The residual inherent noise can also be seen in the normalized kernels of Fig. 3 . However, the noise level improved with increasing light adaptation, so that MSE values < 10% were seen at background levels BL5-BL8. with the MSE between actual and predicted photoreceptor responses being essentially unchanged by addition of the second-order kernel to the model. This is further illustrated in Fig. 4 , which shows the final 50 ms of output data from a photoreceptor at BL8, together with predictions based on the same input data, the first-order kernel alone, and the combined first-and second-order kernels. Addition of the second-order kernel did not visibly improve the prediction. This analysis supports previous findings of linear photoreceptor responses obtained with white noise stimulation (Juusola et al. 1994; Weckstriim et al. 1988) . On this basis, we were able to model the photoreceptor as a linear filter and use the calculated photoreceptor output as the input to the synapse ( see also Juusola et al. 1995) .
LMC responses
White noise stimulation also elicited a continuously fluctuating membrane potential in the postsynaptic elements of the fly compound eye, the large monopolar cells, or LMCs. Figure 5 shows first-order kernels for the LMC responses at eight different background levels, both in absolute units and when normalized to constant peak amplitude. LMC responses were inverted and larger than the corresponding photoreceptor responses to the same stimulus amplitude, as shown previously (Juusola et al. 1995; Laughlin et al. 1987) . LMC responses increased in amplitude and speed with increasing background levels. They also showed significant late positive overshoots at background levels BL4-BL8.
In contrast to the photoreceptors, LMC behavior was clearly nonlinear. This caused the MSE values of Table 2 , which were higher than the corresponding photoreceptor values at higher background levels, indicating that a linear prediction could not satisfactorily explain the recorded responses. This was also seen in the records of Fig. 4 .
For LMCs, addition of the second-order kernel improved the MSE and the appearance of the prediction (Fig. 4) improvement in MSE could only be seen at levels BLSBLS because of the inherent noise at lower background levels. Because of the relatively high noise levels at BLl -BL4, the remaining figures only present data from levels BL5-BL8, where MSE values were < 10% for all model fitting. The second-order kernels obtained from the LMC responses (Fig.  6 ) had three major features: an early diminution of the response on the diagonal at -8 ms, a stronger enhancement on the diagonal at -11 ms, and a further, off-diagonal diminution at -12 ms, 17 ms.
Synaptic function
As outlined in METHODS, the input-output relationships for the synapse were obtained by convolving the input stimuli that were used for LMC measurements with the first-order kernels of the photoreceptor measurements at the same background levels, which was justified by the very linear behavior of the photoreceptor responses. This gave new data sets representing the synaptic input signals. These input signals were then used, together with the corresponding LMC outputs, to measure the kernels as above. The first-and secondorder kernels for the synapse are shown over a total lag duration of 25 ms, rather than 50 ms, because of their more rapid time courses. plots. All the kernels gave a nonlinear reduction of the response at short times ( < 10 ms) followed by a stronger nonlinear enhancement. At higher background levels there was an increasing off-axis nonlinear reduction of the response. The center plot is a contour map of the 2nd-order kernel at BL8 to show the time course of the kernels. Contours were drawn at 10% intervals of the total range. All kernels are shown after 1 smoothing, total amplitude ranges of the unsmoothed kernels were 5.5, 7.58, 9.52, and 6.61 mV ' for levels BL5-BL8, respectively.
First-order kernels of the synapse for levels BL5-BL8 are shown in Fig. 7 . These kernels were much faster than for the LMCs, because LMC responses are normally dominated by the slow responses of the photoreceptors. The amplitude of the synaptic response decreased with increasing background level, in contrast to the increasing responses seen in the photoreceptors and LMCs. This decreased gain of the synapse has been reported before (Juusola et al. 1995) . The time course of the synaptic response at the four highest background levels was largely unchanged (normalized responses, inset Fig. 7) , especially during the 1st 5 ms. After this, there was a smaller and more rapid damped oscillation at higher background levels. At the three lowest backgrounds (not shown) the time course of the synaptic response was slower but became faster with increasing light background, as described before for the synaptic transfer delay (Juusola et al. 1995 , Fig. SC) .
The synaptic second-order kernels also had an approxi- Note that the kernels have similar forms to each other and are much faster than the corresponding LMC kernels. All kernels are shown after 1 smoothing.
Total amplitude ranges of the unsmoothed kernels were 0.3 1, 0.13, 0.086, and 0.068 mV 2 for levels BL5-BL8, respectively.
mately constant form with changing background level (Fig.  8) ) although in this case they increased in amplitude with background level. The second-order kernels were also more rapid, starting with a nonlinear diminution of the response at the shortest intervals then proceeding through several positive and negative peaks with considerable off-axis spread. The nonlinear character of the synapse is additionally illustrated by the improved MSE values (Table 3 ) and the visible improvement on addition of the second-order kernel to the prediction (Fig. 4 ).
Nonlinear cascade model
Several simple nonlinear cascade models have been used previously in attempts to account for the nonlinear dynamic properties of real physiological systems. These cascade models are constructed from components that are either linear dynamic functions (L) or nonlinear static functions (N). The simplest cascade models are the Wiener (LN) and Hammerstein (NL) models (Hunter and Korenberg 1986; Korenberg 1973; Marmarelis and Marmarelis 1978) . A further elaboration of these are the sandwich models, either LNL or NLN, which both have the Wiener and Hammerstein models as substructures. The LNL model has been used successfully to model sensory transduction in an insect mechanoreceptor (French and Korenberg 1989; Korenberg et al. 1988) , whereas the NLN model has been applied to the nonlinearities observed with very large step changes in light input to fly photoreceptors (French et al. 1993 ). The LNL model is more tractable because it is possible to calculate the parameters of the cascade components from the firstand second-order kernels and the experimental record.
A simple test is available to determine whether the LNL model can be applied to a nonlinear system (Chen et al. 1986; Korenberg 1973; Korenberg and Hunter 1986) . If second-order, or other Wiener kernels of order n are integrated along n -1 lag axes, then the resulting functions should be proportional to the first-order Wiener kernel. This function has been called the marginal integral (James 1992). For the discrete time second-order Wiener kernel, this corresponds to W,) = C c. k2(71,72) r*=o (6) where C is a constant. Figure 9 shows the results of this test for the first-and second-order Wiener kernels of the synapse at level BL8. For this, and other synaptic kernels, the marginal kernel was clearly not proportional to the first-order kernel, so that a LNL cascade model cannot be used to model the synapse.
There are no such simple tests for the alternative, NLN model (Fig. 1) , and, although it may have a significantly smaller number of parameters if low-order polynomials are used, these parameters cannot readily be calculated directly from low-order Wiener kernels. As before (French et al. 1993) ) we fitted NLN models to the synaptic input-output data with the use of a nonlinear fitting algorithm to vary each parameter in turn, while searching for the minimum MSE. The two polynomials were initially set to be linear with unit slope, and the linear function had an impulse func- tion, h ( r ) , that was initially set to be identical to the firstorder kernel. Table 3 shows that the NLN model was capable of predicting the synaptic output with MSE below 10% at the five highest background levels. The MSE levels were comparable with those obtained from the combined first-and secondorder kernels. The agreement between the predicted and actual outputs was also satisfactory (Fig. 10) .
The forms of the components of the NLN cascade model were reliable at the different background levels. Figure 11 shows the first nonlinear static component, central linear dynamic component, and final nonlinear static component, for the highest four background levels. The dimensions of the parameters in these functions cannot be reliably stated unless they can be correlated with physical components, although the abscissa of the first nonlinear static component is photoreceptor membrane potential (mV), and the ordinate of the second nonlinear static component is LMC membrane potential (mV). For simplicity, all of the axes of the nonlinear static components have been labeled in millivolts, so that h (r ) is dimensionless.
Synaptic impulse response
The responses of the synapse to brief changes in photoreceptor membrane potential were calculated from the NLN model and also from the combined first-and second-order kernels. The amplitudes of these responses are shown in Fig. 12 as functions of background level and input pulse amplitude. This function would be difficult to measure experimentally but is important for producing an accurate physical model of synaptic transmission and modulation. The impulse responses from the two nonlinear models both showed a decreasing synaptic gain with increasing background light level. For 5mV hyperpolarizations of the photoreceptor membrane, the gain decreased from -4.8 to -2.3 as the background increased from BLS to BL8 for the NLN model and from -2.7 to -1.5 for the kernel model. The NLN model gain was more obviously nonlinear as a function of impulse amplitude, predicting much smaller gains from 2-mV depolarizations of the photoreceptor membrane ( -2.5 to -1.4 for levels BL5 to BL8). The reasons for the reduction in synaptic gain with increasing light adaptation can be seen most clearly in the NLN model characteristics (Fig.  11) ) where there was a reduction in the slope of the first nonlinear system, as well as a reduction in the amplitude of the linear system.
DISCUSSION
Signal transmission in graded potential synapses is poorly understood in general, but this type of synapse is particularly well suited to the use of white noise nonlinear analysis techniques. Using the estimated output of the photoreceptor as an input to the synapse enabled us to characterize its dynamic nonlinear properties. Because all of the recordings were conducted under current-clamp conditions, the LMC responses may have included contributions from voltage-activated con- ductances in the LMCs themselves. Therefore the measured synaptic function could include some local, postsynaptic effects. This broad definition of synaptic function has been widely used before in these systems. Voltage-clamp recordings may eventually be able to separate purely synaptic from local postsynaptic mechanisms.
The results show that two types of simple nonlinear models of the photoreceptor-LMC synapse are useful for describing its behavior over a wide range of background light intensities, whereas a LNL model was clearly not useful. We will discuss these results first in modeling terms and then suggest biological processes that could be responsible for the observed nonlinearities.
Model for synaptic transmission
The Volterra series of Eq. 2 gave good fits to the data (MSE < 10%) with only zero-order, first-order, and secondorder kernels. The simplest physical model for such a series is to have two parallel pathways from input to output, the first passing through a purely linear system (k, ) , and the other passing through a purely second-order system &). However, the NLN cascade structure (Fig. 1) was also adequate to account for the data, with relatively low MSE levels. This second model, if accepted, would imply a simple flowthrough structure, with different linear and nonlinear operations occurring at several stages of the synapse. The LNL cascade model was clearly unsuitable for fitting the data (Fig. 9) . This also means that models that are subsets of the LNL structure, the Wiener and Hammerstein models, can be excluded.
This kind of modeling has been attempted before (James 1992), although at only one level of light adaptation. This earlier report also found that a LNL cascade could not account for the nonlinear behavior and suggested that modeling by parallel LNL structures might be useful. However, it is impossible to derive component parameters for such s tructures from the measu red first-and second-order kernel S.
Physical interpretation of the induced by light adaptation models, and changes Are there any known physical processes that could correspond to the mathematical components of either of the two successful models? The obvious additional parallel pathway from the photoreceptor to the LMC is via the extracelluar space. During a light stimulus, the extracelluar space depolarizes by as much as 30 mV relative to ground. Other extracelluar effects could be due to changing ion composition, e.g., chloride concentration. These processes are relatively slow (Shaw 1984) but could contribute to light adaptational changes, by subtracting the low-frequency background from the signal in the presynaptic photoreceptor terminals (Juusola et al. 1995; Laughlin et al. 1987) .
With increasing light adaptation, the presynaptic photoreceptors are increasingly depolarized. This may lead to increasing activation of the fast depolarizing transients (FDT) in the photoreceptor axons ( Weckstrom et al. 1992) . At the same time, the postsynaptic LMCs hyperpolarize (at least with moderate light adaptation) (Juusola et al. 1995) , and the reversal potential for the transmitter-gated conductance, Eel, depolarizes (Uusitalo and Weckstrom 1994). These changes tend to decrease the gain in the synapse and restrict the amplitude of the postsynaptic signals. The processes changing synaptic function with light adaptation could decrease the linear gain but make the synapse more nonlinear.
The time courses of the synaptic second-order kernels (Fig. 8) are comparable with the linear synaptic function at each light background. Therefore any parallel mechanisms leading to the second-order kernels would need to be as fast as the chemical transmission. This probably rules out slow potential changes or chemical changes in the extracelluar space from playing a role in the measurements made here. It also makes it unlikely that any multisynaptic parallel pathway was involved.
For the NLN cascade model, either pre-or postsynaptic mecha nents. well to the light-off component of LMC impulse responses with light adaptation, as well as the nonlinear compression (Juusola et al. 1995) . Previously, step responses in LMCs of LMC responses to large positive contrasts (negative memwere divided into linear and nonlinear components, conbrane potential responses) agree with other experimental sisting of the (light-on) hyperpolarization and the (lightmeasurements and with linear analysis of the synapse (Juuoff) depolarization (Laughlin et al. 1987) . The light-off sola et al. 1995). The NLN model suggests that the reduction response is partly caused by a voltage-activated sodium conin gain occurs at relatively early stages of transmission, in the ductance (Uusitalo et al. 1995b) . This "spiking" mechapresynaptic photoreceptor axons and chemical transmission, nism may be enhanced by light-induced hyperpolarization, whereas the nonlinear compression occurs relatively later, due to a reduction of sodium channel inactivation. Such in the LMC membrane potential responses.-All of the meavoltage dependence is an obvious nonlinearity, and the synsurements support a picture of synaptic function in which aptic kernels displayed delayed depolarization spreading the overall gain is reduced with increasing light adaptation. along the diagonal, suggesting that additional processes are triggered by the initial signal.
