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Executive summary 
 
 
In the context of new policies restricting the discarding of fish at sea, this project aims at further 
improving the selectivity of the Dutch pelagic fishery. More specifically, broadband active acoustics is 
used to discriminate fish species and size them. 
 
Downward active acoustic systems, so called echosounders are used routinely on board fishing vessels 
to monitor the water column. Here, the simrad EK80 echosounder is used. Though the EK80 is commonly 
operated in narrowband mode (CW), a broadband mode (FM) is also available. The use of the latter is 
advantageous because of: (1) the ability to determine the frequency response over wider frequency 
bands (2) the increased range resolution. The data richness from the EK80 in FM mode can be used for 
accurate species recognition, especially for species with a swim bladder that are hard to differentiate 
using CW mode (e.g. Horse Mackerel and Herring). The challenges of working of the EK80 FM is twofold: 
(1) increased noise due to higher interference with other acoustic equipment; (2) generation of a 
substantial amount of data. 
 
The purpose of this document is to report the final results of the realFishEcho project. This project aims 
at developing and implementing real-time species identification and fish sizing algorithms. This is done 
using data collected by commercial vessels. Through a period of four years, data were collected by the 
Alida (SCH6) and the Afrika (SCH24) fishing vessels (FV) across the North Sea (Figure ES.1(a)). A total 
of 19 terabyte (TB) of acoustic data together with haul composition and length measurements were 
collected. Within this project, improved data processing was developed with accurate calculation and 
correction of the acoustic signal. Specific procedures for efficient handling of the data (e.g. building of 
a database) was also put in place. 
 
Accurate calibration is an important step for cross-vessel application of the species classification 
algorithms developed in this project. The Alida (SCH6) FV calibrated the EK80 FM every year since 2015 
and the Afrika (SCH24) FV in 2016. Large discrepancies were founds between different calibration trials. 
These discrepancies (though only for FM mode) are similar to those found on research fishing vessel 
(RFV) Tridens II. They are problematic for cross vessel application, more specifically (1) the merging of 
data from different vessels and (2) the application of species recognition algorithms trained using data 
from different vessels. This issue needs to be investigated further through dedicated experimentation. 
During future calibration trials, it is important to reduce potential bias by: 
• Calibrating the equipment in favourable conditions (weather, location, time of day) 
• Following calibration guidelines (Annex III) 
 
Within the realFishEcho project, two species classifiers were independently developed by WMR and TNO. 
Both use a machine learning approach that draw on the collected data. A species classifier combining 
both algorithms is also devised. With such an approach, the accuracy of the species classifier depends 
on the amount and diversity of the data collected. Using the large amount of data collected by the Alida 
(SCH6) FV, accurate and robust species classifiers are derived (Figure ES.2(b)). The results exemplify 
high accuracy levels of species classification (TNO: 95.6%, WMR: 94.7%). Expectedly, Mackerel is 
identified very accurately (>99%). Accuracies for Herring and Horse Mackerel are also very high 
(>91%). The data from the Afrika (SCH24) FV were also tested independently and also resulted in very 
high scores. However, because the data collected by this FV were limited in term of spatial and time 
coverage, the resulting species classifier lacks robustness and testing. Furthermore, because of the 
discrepancies between calibrations trials, it was not possible to fully combine the data from the Alida 
(SCH6) and the Afrika (SCH24). 
 
Classification was further tested on two other species: Sardine and Sprat. Whilst the species 
classification accuracy for Sprat is low (~65%), Sardine exemplifies high scores (90%). However, the 
data available for these species is very limited and the classifiers that include those species lack 
robustness. Overall, the amount of data for Herring, Horse Mackerel and Mackerel is extensive (and 
 
Europese Unie, Europees Fonds 
voor Maritieme Zaken en Visserij 
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exemplify good spatial coverage of the North Sea) but data of other species such as Sprat and Sardine 
is needed for the practical implementation of a classifier including more species. The reduction in data 
richness (e.g. mimicking the fisheries version ES80 instead of the scientific version EK80) overall 
hampers the accuracy of the classifiers. 
 
A specific software (ECHO software) implementing the improved acoustic data processing was 
developed. The ECHO software allows real-time visualisation and has the following features (Figure 
ES.2): 
• Figure ES.2 panel C: Aid in data recording. 
• Figure ES.2 panel A: Echogram viewing with user specified options (e.g. filtering or viewing 
over specific frequency bands). 
• Figure ES.2 panel B: Viewing of species identification results (Herring, Horse Mackerel, 
Mackerel) 
• Figure ES.2 panel E: Noise disturbance indicator. 
 
In addition to species identification, the project investigated the use of the EK80 FM for sizing fish. The 
method employed uses the increased range resolution provided by the EK80 in FM mode to identify the 
boundaries of single fish detections. Preliminary results show that it is possible to differentiate different 
length classes (e.g. between 10 cm and 25 cm) when single fish targets are detected. However, The 
method needs further investigation with more data, especially with the coverage of a large range of 
length classes for different species. 
 
(a) 
 
(b) 
 
 HER HOM MAC 
WMR 91.8% 94.9% 99.3% 
TNO 92.5% 94.8% 99.5% 
combined 97.5% 97.1% 99.7% 
 
Figure ES.1: Results from the realFishEcho project. (a) Overview of the EK80 FM data collected through the course of this 
project. Each marker represents an imaged fish school. Data were collected by the Alida (SCH6) and the Afrika (SCH24) 
FVs. (b) Accuracy of the three species identification algorithms developed in this project (TNO, WMR and combined 
classifiers). These were developed for the three species with extensive data available: Herring, Horse Mackerel, Mackerel. 
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Figure ES.2: Screenshot of the Graphical User Interface (GUI) of the demonstrator, used on board by the skipper.  
Panel A: streaming echogram display. The display of the data can be changed using options the control panel (Panel C).  
Panel B: classification display, showing the detected schools and the estimated species type by the classifier 
Panel C: control panel with the different visualization settings that can be selected by the user. Visualization settings are: 
different Wide Band Transceiver (WBT) to visualise; change in colour scheme; filtering of the echogram; number of pings 
to display. 
Panel D: visualisation of length estimation results. This feature is not implemented yet. 
Panel E: Disturbance analysis panel, displaying a frequency spectrum computed on the detected interferences in the 
echograms. This indicates the operating frequencies of narrowband interferences (other sonars). 
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1 Introduction 
The EU has by means of new policy [1] restricted the discarding of fish at sea (e.g. not allowed to discard 
undersize quota species). As a result, the fishing industry now requires improved methods to identify 
fish species and sizes before the catch process begins. Active acoustics are the methods of choice for 
probing the surrounding of the vessel. More specifically, calibrated downward looking active acoustic 
devices, so called scientific echosounders [2] (combination of a transducer and a transceiver) are able 
to detect fish schools efficiently but also quantify these if the system is calibrated. Furthermore, because 
of their high accuracy and precision, scientific echosounders have the potential to classify imaged fish 
schools 
 
For decades, echosounders have used narrowband as signal to send in the water, effectively measuring 
scattering levels in the water column around a specific frequency with a limited bandwidth. Using 
echosounders operating simultaneously at different frequencies, one is able to determine the echo 
strength of targets at “discrete” frequencies. This acoustic footprint can be used to discriminate different 
fish species [3]–[5]. However, while species discrimination algorithms have high performance for species 
that exemplify large biological differences (e.g. swimbladder against non-swimbladdered species), it 
often fails at successfully discriminating species with similar biological properties.  
 
Scientific echosounders are now able to operate in broadband (as opposed to narrowband) robustly. The 
pulse consists of a chirp signal that sweeps a range of frequency through time. The resulting acoustic 
scattering measurements from an echosounder is then resolved over a wide frequency band as opposed 
to “discrete” frequencies for a narrowband system. Simultaneous measurements from different 
echosounders yield the backscattering frequency content over several wide frequency ranges. Another 
advantage of using a broadband pulse is the increased echogram resolution through pulse compression 
[6]. There are two main drawbacks of using broadband echosounders: 1) the higher noise level as 
acoustic energy is spread across wider frequency bands, and 2) the large volume of data that are 
generated. However, data from multi-frequency broadband echosounders is more rich than data from 
multi-frequency narrowband systems. This can for example be used to overcome the limitations 
encountered with species identification using narrowband systems. In addition, the very high range 
resolution has potential for fish sizing applications. 
 
The purpose of this document is to report the final results of the realFishEcho project. This project aims 
at developing and implementing real-time species identification and fish sizing algorithms. This is done 
using data collected by commercial vessels. In the realFishEcho project, simrad EK80 Wide Band 
Transceivers (WBT) that had been installed on board three commercial fishing vessels (FV) are used to 
drive the corresponding transducers in broadband. These echosounder were calibrated and used to 
collected a large amount of data across the North Sea, English Channel and West of the UK for different 
fish species. From this large database, species identification algorithms are developed and implemented 
in a real-time software. This software package is installed on FVs and helps skippers to take better-
informed decisions about targeted species while fishing. In addition, a length estimation methodology 
is developed and tested. 
1.1 Assignment 
The realFishEcho project runs in collaboration between Wageningen Marine Research (WMR), 
Redersvereniging voor de Zeevisserij (RVZ) and TNO. The development of the different tasks within this 
project is based on data collected by three commercial freezer trawlers: 
• Afrika (SCH24) 
• Alida (SCH6) 
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• Willem van der Zwan (SCH302)1 
In addition, research fishing vessel (RFV) Tridens II provided data of opportunity collected during 
acoustic surveys conducted by WMR. 
 
In this study, all participating FVs except the Willem van der Zwan (SCH302) FV used an EK80 system 
running in Frequency Modulated mode (FM, named “EK80 FM” further in this report), i.e. broadband. 
This is different from the EK80 system running in Continuous Wave mode (CW, named “EK80 CW” 
further in this report), i.e. narrowband. The EK80 system is provided by SIMRAD. Three Wide Band 
Transducers (WBT) frequency channels are used here: 70 kHz, 120 kHz and 200 kHz. The depth at 
which the system was operated is limited to ~160 m due to the noise limitation of the 120 kHz and 200 
kHz WBT channels. 
 
This project ran over three years (June 2016 to May 2019) and is divided into 5 work packages (WP) 
which are then divided into tasks (T). The breakdown of these WPs and tasks is given in Table 1-1. 
Results for the first two years of the project were reported in two progress reports [7], [8]. A dedicated 
report describing the methodology for the species identification algorithms was also produced [9]. The 
different WPs are: 
 
WP 1: system calibration 
A set of three WBT frequency channels (70 kHz, 120 kHz, 200 kHz) were calibrated in FM mode on board 
each vessel involved in the project. Calibration trials on board the FVs was attempted if possible once a 
year to keep track of the efficiency of the transducer. Calibration was performed by the crew of each FV 
with the assistance of scientists. The data from each trial were scrutinized and analysed thoroughly and 
compared. For this project, the calibration was essential for cross vessel application of the species 
identification algorithms and the merging of data between different vessels. 
 
WP 2: data collection 
Acoustic data were collected by FVs and analysed afterwards. The acoustic data were collected around 
fishing operations and associated with biological data collected after each haul (species composition, 
length frequency distribution). The main species targeted by the FVs in this project were Mackerel, Horse 
mackerel and Herring and to a lesser extend Sprat and Sardine. The data collection also includes regular 
calibration trials. Visits of scientists on board the FVs were performed to test the software developed in 
operational conditions. 
In order to handle the large amount of data generated, a data handling procedure was developed to 
reduce the data collected to single fish schools and organize these into a database. 
 
WP 3: data processing and analysis 
Drawing on work from a previous project [10], the pre-processing of the acoustic data needed to be 
improved. 
The effect of various variables (depth, species, area etc.) on the acoustic frequency response was 
investigated using the large amount of data collected by the different FVs.  
Using a machine learning approach, two independent species classification methods were developed. A 
combined species classifier was also be devised. 
A method for estimating fish size using broadband echosounders was developed and tested on a small 
data set. 
 
WP 4: software development 
The developments in term of data pre-processing was implemented in a demonstrator software that 
allowed the skippers to benefit from enhanced echogram visualization. 
The species discrimination algorithms developed in WP3 was implemented into the demonstrator 
software with real-time visualization. 
 
 
 
                                                 
1 In practice, no broadband data was collected on board SCH302 during the course of the project, as the vessel was 
targeting narrowband data instead.  
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Table 1-1: breakdown of the WPs and tasks within the realFishEcho project. Corresponding report sections are also given. 
Item # Tasks Section 
WP1 System calibration   
T1.1 Calibration in the field Section 3 (p20) 
WP2 Data collection   
T2.1 fishing trips (mackerel, horse mackerel, herring, sprat) 
Section 2.1 (p12) 
T2.2 research trips (mackerel, herring, sprat) 
WP3 Data processing & analysis  
T3.1 fishing trips (mackerel, horse mackerel, herring, sprat) 
Section 5 (p54) 
T3.2 research trip (mackerel, herring, sprat) 
T3.3 database setup Section 2.2 (p17) 
T3.4 species identification algorithm improvement Section 6 (p62) 
T3.5 fish length estimation method development Section 7 (p88) 
WP4 Demonstrator software development  
T4.1 first demonstrator software version (GUI 1): pre-processing, 
imaging, noise reduction, school detection, species 
classification 
Section 4 (p38) T4.2 second demonstrator software version (GUI 2): implementation 
of updated species classification and length estimation 
T4.3 installation, test & evaluation GUI 1 
T4.4 installation, test & evaluation GUI 2 
WP5 Management, communication & reporting   
T5.1 Project progress monitoring & reporting  
p99 T5.2 Project management and communication 
T5.3 Report and presentation of results 
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2 Data collection and database 
In the realFishEcho project, data were collected from 2017 to 2019 using the EK80 FM at three WBT 
frequency channels: 70 kHz, 120 kHz and 200 kHz. Three FVs were involved in the data collection effort: 
Alida (SCH6), Afrika (SCH24), Willem van der Zwan (SCH302)2. Because of the limitation in depth of 
the 120 kHz and 200 kHz channels, no data deeper than ~160 m was collected. This section describes 
the protocol for data collection and presents the wealth of data collected through the course of the 
project. 
 
The EK80 system is the successor of the EK60 system. The latter has been used for decades for acoustic 
surveys and is known for its consistency and robustness. While the EK80 works similarly to the EK60 in 
Continuous wave mode (CW, narrow band), it also offers broadband capabilities when operating in 
Frequency Modulated mode (FM, broadband). EK80 FM offers advantages in term of target discrimination 
(by resolving backscattering intensity over large frequency bands) and range resolution (through 
matched filtering). Whilst scientific methods for the processing of narrow band echosounders is well 
established [11], the use of broadband echosounders is relatively new in the field of fisheries acoustics 
though it has been used in the past [12]. 
 
The working principle of the EK80 is exemplified in Figure 2-1 for a single WBT frequency channel. An 
acoustic transducer is coupled to the EK80 system (i.e. transceiver) for: (1) transmission of input signals 
that is further converted into acoustic waves, and (2) reception of the signals that results from the 
measurements of the scattered acoustic waves. The functioning of the EK80 relies on firmware updates. 
Then, the EK80 system interfaces with the EK80 or the ES80 software (installed on a separate 
computer). Both software allow: 
• The visualization of data. 
• The configuration of the system (e.g. pulse length, ramping, frequency range). 
• The logging of raw data in the *.RAW format. 
 
The data collected also uses calibration values in order for the echosounder to derive absolute acoustic 
intensity levels. Calibration is paramount in order to compare results from different vessels. Calibration 
is obtained after dedicated trials where measured acoustic intensity levels can be compared with those 
from calibration spheres (theoretically known acoustic response) [3, 4]. Further explanation on the need 
for calibration is explained in Section 3. The EK80 software has a specific Graphical User Interface (GUI) 
where the state and quality of the calibration can be monitored. The result of a calibration trial is:  
• A set of values that are stored within the EK08 software but also in output files. 
• An update of beam at the level of the EK80 transducer. 
 
The EK80 software (as opposed to ES80) is a version that offers more possibilities in term of 
customization (pulse length, pulse ramping, frequency range). At the contrary, the settings from the 
ES80 software is limited which hampers the quality of data collected with this software. More specifically 
the following can only be achieved with the EK80 software: 
• Maximized frequency range 
• adjustable pulse ramping 
• Setting pulse length 
For these reasons, only data collected using the EK80 software are used in this project. Data collected 
with the EK80 software (as opposed to ES80) with a maximum frequency range is highly desirable for 
maximizing the success rate of the species identification. However, because the ES80 is optimized for 
visualization, this software is preferred by skippers on board commercial vessels. It is therefore 
beneficial to explore the use of data collected with the ES80 for classification purposes. This is presented 
in Section 6.4.3. 
 
                                                 
2 However, see footnote 1 on page 12 
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Figure 2-1: working principles of the EK80 system for an individual WBT frequency channel. Most often, several WBT channels 
operate simultaneously (or sequentially) on FVs. In operational use, the EK80 system (combination of transducer and 
transceiver) probes the water column in the acoustic beam. Subsequent echo returns can be displayed as echograms by the 
EK80 or ES 80 software. These software are also able to record data in the *.RAW format. Each EK80 system has a specific 
set of calibration values: gain and beam update. These are determined during dedicated calibration trials that are performed 
using the standard sphere method [13], [14] (see Section 3). 
2.1 Data collection 
Through the course of this project, two types of data were collected on board the FVs: calibration data  
and data around fishing activities. EK80 FM data from a previous project [10] are also used. Though the 
collection of EK80 FM data on board Dutch FVs is relatively new, collection of narrowband acoustic data 
(EK60 and EK80 CW) was already undertaken in previous projects [15]–[17] and the crew from the 
different FVs were familiar with scientific requirements at the start of the project. 
 
The setting for the EK80 FM used here are presented in Table 2-1. In order to sweep a range of 
frequencies, the EK80 FM uses so called chirp signals which have a changing frequency with time. Here, 
a signal with linear increase of frequency is used (LFM up). A standard pulse duration of 1.024 ms is 
used with maximum transmit power and frequency bandwidth for each WBT channel. Another important 
transmit signal characteristic is the ramping, which refers to the speed at which the transmitted pulse 
in the water reaches its maximum amplitude level. Options available in the EK80 software are “fast” and 
“slow” ramping. The difference between a “fast” and “slow” ramping pulse for the EK80 FM is exemplified 
in Figure 2-2(a) and (b). A fast ramping maximizes the effective frequency bandwidth and range 
resolution of the data at the expense of higher noise (compared to slow ramping) generated by side 
lobes from the match filter. The difference in spectra for “fast” and “slow” ramping pulses is shown in 
Figure 2-2(c) and (d). 
 
Table 2-1: EK80 settings used during data collection. 
Channel Pulse type Pulse 
duration 
(ms) 
Power 
(W) 
Start 
Frequency 
(Hz) 
End 
Frequency 
(Hz) 
Ramping 
70 kHz LFM Up 1.024 750 45000 90000 Fast 
120 kHz LFM Up 1.024 250 90000 170000 Fast 
200 kHz LFM Up 1.024 120 160000 260000 Fast 
 
 
 
(a) (b) 
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(c) 
 
(d) 
 
 
Figure 2-2: comparison of fast and slow ramping acoustic pulses used by the EK80 FM. (a) fast ramping time signal. (b) 
slow ramping time signal. (c) frequency content of a fast ramping pulse. (d) frequency content of a slow ramping pulse. 
 
Calibration data consisted of single day trials were the standard calibration spheres method was used 
[13], [14]. Based on Fassler et al. [16, p. Annex B], a calibration manual was devised, describing the 
calibration procedure for both the EK80 FM and the EK80 CW. This manual is given in Annex III. The 
operational processing and data processing is described in Section 3.  
 
Across the calibration data sets, four different sphere sizes (tungsten carbide, WC) were used (Table 
2-2): 15 mm, 22 mm, 25 mm and 38.1 mm. Three WBT channels were calibrated: 70 kHz, 120 kHz and 
200 kHz. Data collected onboard RFV Tridens II are used as a baseline for comparison with calibration 
on board the FVs in Section 3. No calibration data was collected onboard FV Willem van der Zwan 
(SCH302). 
 
As shown in Table 2-2, the size of each calibration data set is variable. This is due to each specific 
setups, especially in term of weather. If conditions are optimal, the calibration of a single WBT channel 
against a specific sphere takes about 20 minutes. If weather conditions are inclement, it can last for 1-
2 hours. The location where each calibration was undertaken is shown in Figure 2-3(a), (b) and (c). The 
calibration of RFV Tridens II is routinely performed in Scapa Flow (Scotland, shown in Figure 2-3(c)). 
Calibration of the Afrika (SCH24) FV was also calibrated in Scapa Flow (Figure 2-3(a)). The Alida (SCH6) 
FV calibrated in Scapa Flow and in open sea (Figure 2-3(b)). Whilst timing for calibration on board the 
FVs is opportunistic between fishing operations, calibration in open sea is not optimal. 
 
Table 2-2: overview of the calibration trials performed through the course of this project. 
date 
data set 
size (GB) Frequencies (kHz) 
Sphere sizes (tungsten 
carbide, WC) 
Non target channels set 
as passive 
Alida 
Sep/18 39 70/120/200 15 mm/22 mm/38.1 mm yes 
Sep/17 128 70/120/200 25 mm/38.1 mm no 
Aug/16 52.6 70/120/200 22 mm/25 mm/38.1 mm no 
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Sep/15 7.9 70/200/200 15 mm/22 mm/38.1 mm no 
Afrika 
Aug/16 24.1 70/120/200 22 mm/25 mm/38.1 mm no 
Tridens II 
Jun/19 60 70/120/200 22 mm/25 mm/38.1 mm yes 
Jun/18 18.4 70/120/200 15 mm/22 mm/38.1 mm no 
Jun/17 9 70/120/200 22 mm/25 mm/38.1 mm no 
Jun/16 90.1 70/120/200 22 mm/38.1 mm no 
Jun/15 20.4 70/120/200 22 mm/38.1 mm no 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
Figure 2-3: distribution of data collected in the realFishEcho project. (a) Location of calibration data sets (Table 2-2) for 
the Afrika (SCH24) FV. (b) Location of calibration data sets (Table 2-2) for the Alida (SCH6) FV. (c) Location of calibration 
data sets (Table 2-2) for RFV Tridens II. (d) and (e): Individually detected fish school for the different data sets (Table 
2-3), separated by FV, Alida (SCH6) is shown in (d) and Afrika (SCH24) is shown in (e). 
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The routine acoustic data were collected across the North Sea, the English Channel and at the west and 
north of Ireland (Figure 2-3(a) for the Alida (SCH6) FV and Figure 2-3(b) for the Afrika (SCH24) FV). 
Collection of EK80 FM data is particularly challenging because of the amount of data generated (~1TB 
of data per day if recorded continuously). Though onboard automatic processing and reduction of data 
is possible, this functionality was not available at the time of the project. Consequently, the amount of 
data generated had to be managed by manual recording around fishing activities. The skippers of the 
respective vessels ensured that recording was only active during fishing operations. Specific user 
settings were prepared on each vessel. Omnidirectional SONARs (not synchronized with the EK80) were 
used during fishing operations and produced interference noise in specific frequency bands (see Section 
5.2.2). This noise was managed at the post-processing stage (bad ping detection, see Section 4). 
Alongside acoustic data, species composition and fish length measurements were collected for each 
haul. The combination of biological data and acoustic data are used. Regular communication was kept 
with skippers via WhatsApp and TeamViewer for assistance. 
 
A summary of the data collected through the course of this project together with data collected 
previously is shown in Table 2-3. Prior to December 2017, data collection was hampered by the running 
of two separate parallel data collection programs (realFishEcho and SEAT3 projects). From this date, 
arrangements were made so FV Alida (SCH6) focused on the collection of EK80 FM data (realFishEcho 
project) while FV Willem van der Zwan (SCH302) only collected EK80 CW data (SEAT project). FV Afrika 
(SCH24) only effectively started collecting EK80 FM data from September 2018. Prior to this date, this 
FV was conducting fishing in the west of Africa. The sizes of the different data sets were substantial and 
well correlated with biological data since December 2017. Each data set corresponds to a fishing trip for 
a given vessel. After each trip, the acoustic data collected are processed and filtered and each fish school 
is extracted. These acoustic traces are then associated with species if there is matching fishing activity 
with a composition of more than 95% of a single species. Using this species allocation to acoustic 
detections for all the data sets, one obtains the following for the most represented species: 
• Herring: 218 schools correlated with biological samples. Of these, 16 schools have associated 
length measurements. 
• Horse Mackerel: 266 schools correlated with biological samples. Of these, 138 schools have 
associated length measurements. 
• Mackerel: 38 schools correlated with biological samples. Of these, 34 schools have associated 
length measurements. 
• Sprat: 19 schools correlated with biological samples. Of these, 13 schools have associated 
length measurements. 
• PIL: 7 schools correlated with biological samples. Of these, 7 schools have associated length 
measurements. 
A summary per species for each vessel is given in Table 2-4. It is important to note that the number of 
detected schools for Mackerel is low but the total number of pings is high. This is because detected 
Mackerel schools have a much larger number of pings per schools. Contrarily, Herring, Horse Mackerel, 
Sprat and Sardine have a low number of pings per school. The proportion of data collected between the 
different species reflects the distribution of the fishing effort of the vessels involved in this project. For 
example, Sprat and Sardine are only targeted sparsely over a year. Consequently, data for Sprat and 
Sardine is limited. The impact of this low amount of data for adding either Sprat or Sardine as a species 
for the identification algorithms will be discussed in Section 6. 
 
An overview of the length measurements for the different species is shown in Figure 2-4. For Herring, 
there is a spread across different sizes with a mode for the length distributions between 25 cm and 30 
cm. For Horse Mackerel, most hauls sampled exemplify length frequency distributions with a mode at 
~23 cm. There is also a lack of diversity in length classes for Mackerel (measured length frequencies 
with mode at 35 cm). Sprat and Sardine exemplify dominant length of 10 cm and 20 cm respectively. 
 
 
 
 
 
                                                 
3 SEAT: School Exploration and Analysis Tool. See: Sustainovate 2017 Improved Selectivity of Small Pelagics iun the North Sea & North 
Atlantic Using SEAT 
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Table 2-3: overview of the data collected through the course of the project. 
Acoustic data Biological data 
Matching 
acoustic/bio 
data date 
data set 
size (GB) 
number of 
detected schools 
length 
data 
nb of hauls 
with length 
measurements 
Species 
composition 
Alida 
Feb/19 1500 104 yes TBD HOM, MAC 72 
Oct/18 1900 42 yes 43 HOM, PIL, MAC 33 
Sep/18 37 4 yes 4 HER 3 
Aug/18 1500 64 yes 81 HER, MAC 54 
Jul/18 1500 99 yes 26 HER 68 
Mar/18 1800 72 yes 34 
HOM, WBH, 
MAC 12 
Jan/18 1160 98 yes 18 HOM 16 
Dec/17 2100 77 yes 16 
HOM, HER, 
SPR 23 
Aug/17 44 3 no  HER 0 
Oct/16 1210 52 no  HOM 6 
Aug/16 1140 77 no  HER 0 
Dec/14 40 12 no  MAC 2 
Oct/14 67 18 no  HOM 5 
Aug/14 77 15 no  HER 3 
Afrika 
Feb/19 1000 TBD 
yes 38 HOM, MAC 5 
Dec/18 1000 TBD 
yes 62 HER, SPR 
56 
Oct/18 2800 196 yes 28 MAC, HOM 47 
Sep/18 205 15 yes 41 HER 2 
Dec/16 61 13 no  HER 0 
Aug/16 83 26 no  HER 0 
Willem van der Zwan 
Sep/17 579 11 no  HER 3 
 
Table 2-4: summary of data collected by species. 
Alida 
  HER HOM MAC SPR PIL MIX 
Number of schools 174 200 23 6 7 11 
number of pixels (x106) 52 70 22 1 1 3 
number of pings 24799 32440 3660 870 705 2204 
mean height 20 13.2 34.6 15.3 17.6 12.3 
Afrika 
  HER HOM MAC SPR PIL MIX 
Number of schools 44 19 15 13 0 0 
number of pixels 26 28 9 9   
number of pings 10613 8636 2085 4043     
mean height 17 18 35.6 11     
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(c) 
 
(d) 
 
 
Figure 2-4: length measurements collected through the course of this project for the different species. The different length 
frequencies are normalized plotted together for comparison. The samples are sorted in ascending order. (a) Herring. (b) 
Horse Mackerel. (c) Mackerel. (d) Sprat and Sardine. 
 
Until September 2018, acoustic data were recorded directly using the EK80 software. From September 
2018 on board the FV Afrika (SCH24) and October 2018 on board the FV Alida (SCH6), the demonstrator 
software (ECHO software) was used as the main interface. The first version consisted of limited 
functionalities. Only echogram visualization and data recording features were enabled (the species 
identification was disabled). A full version of the ECHO software was then installed with real-time species 
identification features. For data recording, the ECHO software needs the EK80 software to continuously 
record data so stored files can be managed. A thorough description of the ECHO software is given in 
Section 4.2. Prior to the installation of the ECHO software, the collection of data using the EK80 software 
was challenging for the skippers because the EK80 echograms appear noisy and are not useable without 
data cleaning. They usually prefer the ES80 software. While data are optimized for display with the ES80 
software, this is not the case for the EK80 software. However, though data collected using the EK80 
software appears as more noisy, it contains more information because of the larger available bandwidth. 
This issue was solved with the ECHO software which allowed one to collect data with the EK80 software 
and display filtered data, alleviating the drawbacks of using the EK80. 
2.2 Database 
The total amount of data collected through the course of this project totalled 19 TB (Table 2-3). This is 
mostly due to the data richness from the EK80 FM. In comparison, data in CW mode generates ~20 
times less space. Therefore, it is paramount to have a robust and consistent data management. Here, 
the data are managed as follows after each trip (Table 2-3): 
1. Copying of the data on a separate HDD onboard the FV initiated few days prior to return to port. 
2. Collecting HDD from the FV in port. 
3. Processing of data using automatic routines and data pre-processing of ECHO software (see 
Section 4). This consists in data reduction and detection of bad pings and individual schools 
(Figure 2-5). 
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4. Manual scrutiny of detected schools, e.g. deleting false detections. 
5. Format biological data (species composition, length frequency per haul per species). 
6. Update database ground truth table (individual fish schools information and association with 
species composition and length frequency). 
Following this process, each data set is saved in a specific hierarchical folder tree. An example is showed 
in Figure 2-6. Out of the acoustic processing, MATLAB workspaces with the data in a specific format 
(Figure 2-6, “Workspace” folder) together with echograms at each frequency (Figure 2-6, “Echograms” 
folder) are generated for each school. Calibration associated to the data set is stored in a specific location 
(Figure 2-6, “Calibration” folder). When computing the frequency response, schools are divided into 
cells. This is computed in a separate process and also stored in the corresponding database folder (Figure 
2-6, “Results” folder). The biological data are stored after formatting and acoustic data processing in 
the “ground truth folder” (Figure 2-6). The biological data used here were collected through the PFA 
self-sampling program. Amongst Dutch freezer trawlers, this defines clear protocols for length 
measurements and data formatting [18], [19]. 
 
The biological data are used to associate species to each school matching the following criteria: 
1. The fish school is within the timing of a fishing operation (shooting and hauling of the fishing 
net). 
2. The haul contains more than 95% of a single species. 
The species contained in the fish schools imaged through acoustics are not necessarily represented by 
the observed species composition in associated haul. This is because the fishing operation does not 
necessarily capture the entirety of the imaged fish schools (e.g. fishing occurs at selective depths). 
While matching with depth can be applied, the approach used here matches timing between the acoustic 
records and the fishing operations and uses a filtering to hauls with a monochromatic species 
composition (>95%). The latter ensures a strong relationship between the acoustic data and the species 
composition. 
 
In order to have a selective access to the data, a summary table of the entire data base is updated after 
the inclusion of a new data set. This table contains high level information on each school for both 
acoustics (time, position, Sv at different frequencies, school length etc...) and biology (associated 
species, associated length frequency). 
 
This data set format was also used to generate report for each trip. Though still under development, 
this feature is to be used in the future to provide a prompt and succinct feedback to the FVs. An example 
report for the data set collected by the Alida (SCH6) in December 2017 is given in Annex II. 
 
 
 
Figure 2-5: echogram example of reduced data. The data of the fish school is selected with 30 pings before and after the 
school and converted into a specific data format. The thick solid black represents the boundary of the school. 
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Figure 2-6: example organisational tree of a single data set. This data organisation is the basis for the analysis carried out in this project. A single data set is associated to each trip 
from each fishing vessel. Here, the data set ALID_HOM_2016_10 is exemplified and corresponds to the data collected by the Alida (SCH6) in October 2016 which mostly consisted in 
Horse Mackerel (HOM). After a semi-automatic processing and reduction of the raw data, only the data containing fish schools are retained. The data for the trip are then organised 
following the folder tree presented here which consists of: (1) the associated calibration set (2) the associated ground truth (catch composition and length frequency), (3) the acoustic 
data for each detected school, (4) the cell based spectra for each school and fish school metadata, (5) echogram for each school for each WBT channel (70 kHz, 120 kHz, 200 kHz). 
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3 Calibration 
In this section, the work undertaken for the calibration of the echosounders on board the different 
vessels is presented. Calibration is an important step of the acoustic data collection process. It enables 
the echosounder to provide absolute acoustic measurements. This is paramount for the consistency of 
the data collected but also the consistency between different platforms (differences between 
echosounders and background conditions). Echosounder calibration has been very topical for the last 30 
years and remains an important topic in the scientific community [14] in an effort to provide 
standardized procedures [13], [20]. The most commonly used procedure involves the use of standard 
spheres (known size and material properties). With such a target, the acoustic response at various 
frequencies can be calculated theoretically [21] and provide the base for the correction needed for each 
individual echosounder. The calibration procedure is generally performed in advance of the data 
collection, at least once per year. 
 
Reliability of the species classification and size estimation algorithms depends on the accuracy of the 
calibration. While standard instruction procedures are provided by the echosounder manufacturers, 
experience and knowledge are needed when assessing the quality of the results. Furthermore, while 
procedures for narrowband systems have been refined for the last 30 years [13], [14], calibration 
procedures for broadband systems (e.g. EK80 FM) are still under development and require further and 
more elaborate efforts. In addition, calibration on board commercial vessels is more time consuming 
and can be particularly challenging for the crew who are not as familiar as scientists with these 
operations. However, the involvement of the crew is highly desired. On this point, some progress had 
been achieved by WMR in the last years with projects involving Dutch pelagic trawlers [10], [15], [17]. 
However, further progress is needed to make the fishing vessels fully autonomous in terms of data 
collection with adequate data quality, especially for the EK80 FM. 
 
The calibration of the EK 80 FM is more complex than for narrow band echosounders (e.g. EK60, EK80 
CW). The EK 80 FM provides active acoustic measurements across continuous large frequency bands. 
During the calibration, the challenge is to maintain accuracy and sensitivity over the entire frequency 
band rather than focusing on discrete frequencies. Calibration has been a straightforward task for the 
earlier generation echo sounders (narrowband, e.g. EK60, EK80 CW) because corrections for transducer 
gain and beam-pattern characteristics were needed only at one frequency per channel. However for a 
broadband system, one needs to cover the entire frequency range instead of discrete frequency points. 
In addition, the use of calibration spheres for the coverage of the full frequency range has one main 
drawback. The acoustic response from a given calibration sphere has regions of the spectrum that are 
not usable because the acoustic intensity is predicted to be infinitesimally small due to the phase 
cancellation. In practice, one is unable to infer calibration gains in these regions. Therefore, a 
combination of different calibration spheres is needed in order to cover the entire frequency range for a 
broadband system. Tungsten Carbide calibration spheres are used here. 
3.1 Operational procedure 
The calibration procedure employed here is the standard sphere method [13], [14]. This method is most 
commonly used during acoustic surveys where a high precision calibration is needed. It consists on 
placing a sphere of known size and material in front of the echosounder to be calibrated. The system 
can then be calibrated against the theoretical response of the sphere. The EK80 software has a specific 
interface for calibration using the standard spheres method. 
 
The operational procedure is thoroughly described in a dedicated calibration manual (Annex III). It was 
devised so the crew from the FVs could be autonomous with performing a calibration. This is 
advantageous as time windows on board the FVs for calibration is limited due to tight fishing activities 
planning. The procedure consists of several main operations: (1) attaching one or several spheres to 
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different points on the vessel’s deck using fishing lines, (2) placing the spheres under the vessel, (3) 
moving the spheres under the vessel using the fishing lines (either manually or using automated 
systems). While several spheres are usually placed in the water at the same time, the calibration of 
each frequency channel is done against a specific sphere. 
 
Once the targeted sphere is centred below a given transducer, the calibration operation starts for each 
WBT channel. The calibration for a specific WBT channel covers the whole frequency band of this WBT 
channel. A typical echogram is shown in Figure 3-1(a) where the echo trace from two calibration spheres 
can be observed. Once the calibration procedure starts, one uses the interface shown in Figure 3-1(b). 
From this display, the state and quality of the calibration can be monitored. The calibration is complete 
once the calibration sphere has been detected several times in all the different beam sectors, providing 
a good enough spatial coverage. Each sphere detection is compared against the theoretical response. 
While the combination of all these detections provides calibration values, the measurement uncertainty 
is given by the corresponding standard deviation. Depending on weather conditions, this operation can 
last from 20 minutes to several hour. This procedure is repeated for each WBT channel. The resulting 
calibration for each WBT channel consist on a frequency dependent gain offsets and frequency 
dependent beam patterns. The quality of the calibration can be assessed with the EK80 software 
(coverage, error estimation). When these are applied, the calibrated system is able to provide absolute 
measurements. In practice, if the calibration is of good quality it allows comparison between different 
EK80 systems installed on different vessels. 
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(a) 
 
 
(b) 
 
 
Figure 3-1: (a) echogram display after deployment of the calibration spheres. (b) EK80 interface used for calibration. 
3.2 Data processing 
The data collected through the calibration procedure consist of two types of files: raw acoustic records 
and an output calibration file (*.xml, direct output from the EK80 software). While the EK80 software 
provides calibration outputs, MATLAB code was developed in order to revisit the raw calibration files. 
This software was developed because: 
• While the EK80 software produces calibration outputs, one cannot control the processing and 
the calculation of calibration gains. Because the calibration operation is paramount for cross 
vessel application of the identification algorithms, it is important to be able to optimize and 
investigate in depth the processing of the data. 
• The EK80 calibration output (*.xml files) only contains limited information on the calibration 
trial and therefore limits the analysis. 
• The current EK80 software is unable to read past data (2015 calibration data collected by the 
Alida (SCH6)). 
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• It is likely that the EK80 calibration software will be updated in the future which may make it 
impossible to apply classifiers to data sets calibrated in different ways. 
 
In practice, several calibration spheres are suspended in the water but the EK80 calibration software 
tracks the location and data acquisition of a single sphere in the water column. This is done through the 
processing of sphere detection in a specified depth interval. While other spheres in the water are not 
being focused on during this procedure, the raw data can be revisited in order to derive additional 
calibration gains. The final results of a calibration trial then consists of gains at frequencies computed 
for each sphere for each EK80 FM channel (i.e. frequency). Because the gains are computed over a large 
frequency band, some regions of the spectrum are not useable because of drops in the spectrum. These 
dips are specific to each sphere size. This is exemplified in Figure 3-2 where calibration gains can be 
inferred in the green while red regions are not useable. The number of dips increases with frequency. 
The larger the size the more dip regions are present from a lower frequency. For frequencies within the 
dip regions, gain can be calculated through interpolation or tentatively by combining different spheres 
(combine different workable frequency regions). 
 
(a) 
 
(b) 
 
  
Figure 3-2: theoretical target strength (TS) vs frequency. This analytically inferred TS is used to compare measurements of 
the EK80 FM against and in turn determine calibration gains at different frequencies. The solid black line is the theoretical 
target strength. The shaded area represents the working range of the EK80 FM 120 kHz channel. The subsequent green and 
red areas are the useable and non-useable frequency ranges for calibration respectively. (a) 22 mm WC calibration sphere. 
(b) 38.1 mm WC calibration sphere. 
 
An initial depth interval around the sphere is setup. The uncompensated target strength equation used 
here is similar to those from narrowband systems [22]–[24]: 
 
𝑇𝑇𝑇𝑇uncomp(𝑓𝑓) = 10 × log10�𝑝𝑝𝑟𝑟𝑟𝑟(𝑓𝑓)� + 40 × log10�𝑟𝑟target�+ 2 ×
∝ (𝑓𝑓) × 𝑟𝑟target − 10 × log10 �𝑡𝑡x × 𝜆𝜆216𝜋𝜋2 � − 2𝐺𝐺f, Equation 3-1 
 
with 𝑟𝑟target the range of the target, ∝ (𝑓𝑓) the frequency dependent absorption loss calculated using [25], 
[26], 𝑡𝑡x the transmit power, 𝜆𝜆 the wavelength (𝜆𝜆 = 2 × 𝜋𝜋 × 𝑓𝑓) and 𝐺𝐺f the calibration gain. The quantity 
𝑝𝑝𝑟𝑟𝑟𝑟(𝑓𝑓) is the received power expressed as: 
 
𝑝𝑝𝑟𝑟𝑟𝑟(𝑓𝑓) = �|𝑦𝑦r(𝑓𝑓)/𝑦𝑦t(𝑓𝑓)|4 �2 × �|𝑅𝑅tx + 𝑍𝑍𝑡𝑡𝑟𝑟𝑡𝑡|𝑅𝑅rx �2 × 1|𝑍𝑍𝑡𝑡𝑟𝑟𝑡𝑡|, Equation 3-2 
 
with 𝑅𝑅tx and 𝑅𝑅rx the internal resistance of the transceiver in transmission and reception respectively, 𝑍𝑍𝑡𝑡𝑟𝑟𝑡𝑡 
the complex transducer impedance, 𝑦𝑦r the fft of the matched filtered beamformed signal and 𝑦𝑦t(𝑓𝑓) the 
fft of the matched filtered input signal replica. Both time signals are filtered using a hanning window 
prior to the fft. The received signal that undergoes the fft is selected as follows: 
• The maximum within the selected window for sphere detection is defined as the sphere detection 
• A window is applied to select the signal that is further processed with the fft. The window is 
defined by it length in m but also the proportion of the signal prior and after the sphere 
detection. 
This processing is exemplified in Figure 3-3. The uncompensated target strength calculated is therefore 
representative of a short window around the sphere detection. 
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Figure 3-3: 𝑺𝑺𝐯𝐯 time series example around a calibration sphere, exemplifying the different time windows used for sphere 
detection and TS calculation.  
 
After the calculation of the uncompensated target strength 𝑇𝑇𝑇𝑇uncomp(𝑓𝑓), the target strength is 
compensated for the target position in the beam: 
 
𝑇𝑇𝑇𝑇comp = 𝑇𝑇𝑇𝑇uncomp + 𝐶𝐶(𝑓𝑓,𝑎𝑎, 𝑏𝑏). Equation 3-3 
 
The quantity 𝐶𝐶(𝑓𝑓,𝑎𝑎, 𝑏𝑏) is the beam compensation function as a function of frequency and alongside and 
athwart side angles. This function is based on the LOBE algorithm employed by Simrad. The gain is then 
calculated as: 
 
𝐺𝐺fnew = �𝑇𝑇𝑇𝑇comp − 𝑇𝑇𝑇𝑇th�2 + 𝐺𝐺f, Equation 3-4 
 
with 𝑇𝑇𝑇𝑇th the theoretical target strength of the targeted sphere. The gain calculation is only performed 
and stored if the following detection criteria are met: 
• The prominence of the peak of the sphere detection within the window for TS calculation is 
higher than a set threshold 
• The signal to noise ratio (SNR) is higher than a set threshold. The signal to noise ratio is 
computed as the ratio of acoustic power between the window for sphere detection and the 
window for TS calculation (Figure 3-4(a)) 
• The mean compensation factor 𝐶𝐶(𝑓𝑓,𝑎𝑎,𝑏𝑏) is below a set threshold 
• The compensated TS is within upper and lower bounds offsets from the theoretical TS (Figure 
3-4(b)) 
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(a) 
 
(b) 
 
Figure 3-4: working examples of criteria used for calibration sphere detection. (a) SNR is calculated as the ratio of acoustic 
power between the window for sphere detection and the window for TS calculation. (b) Only the detection with compensated 
TS is within upper and lower bounds offsets from the theoretical TS is considered a successful detection. 
 
If the detection criteria are met, the location of the sphere is updated. If not, the sphere location remains 
the same. This way the sphere is tracked across the pings. This process is automatized so the calibration 
processing can be performed in batch. An overview of the processing workflow is shown in Figure 3-5. 
 
(a) 
 
(b) 
 
 
(c) 
 
 (d) 
 
 
Figure 3-5: calibration processing workflow. Reading each raw files, the targeted calibration sphere is tracked through the 
pings (a). For each detection, target strength can be calculated and compared to the theoretical target strength (b). The 
difference in level is effectively the gain (c). It is important to note that outside dip regions the gain values are erroneous 
and are therefore not used. These are shown here as an examples  In the null regions, the gain is interpolated. The different 
detections allow one to assess the accuracy of the calibration exercise. The accuracy is commonly expressed as the standard 
deviation in gain, estimated from gains estimated from every single detections (d). 
80 100 120 140 160 180 200 220
frequency (kHz)
-75
-70
-65
-60
-55
-50
-45
-40
-35
TS
 (d
B
)
theory
measurement
upper limit
lower limit
 26 of 150 | Wageningen Marine Research report C076/19 
 
3.3 Results 
Calibration outputs consist of the gain and measurement error (standard deviation in gain). The gain 
corresponds to the offset that needs to be applied to the data so the echosounder provides absolute 
measurements. This quantity is specific to each EK80 system installation (combination of transducer 
and transceiver). The standard deviation gain is calculated using the gain obtained from each single 
sphere detection and it provides an estimate of the accuracy of the results. Data exemplifying a large 
spread between the results from the different detections is associated with large standard deviation 
values. It is desirable to reduce the standard deviation as much as possible. In CW mode, the gain and 
standard deviation consist of a single values while in FM mode, these are frequency dependent. 
 
For narrow band systems (and therefore EK80 in CW mode), the at sea calibration is well established 
with decades of research and acoustic surveys on the different generation of simrad echosounder 
(EK500, EK60, EK80). Several studies showed that these systems produce similar measurements [27]–
[31]. At sea practice of calibration exemplifying limited deviation gain. For example, historical calibration 
from Tridens II from EK60 and EK80 CW systems is shown in Figure 3-6. It can be observed that the 
gain remains stable. The drop of ~2 dB for the EK80 CW in March and June 2018 corresponds to a 
malfunction of the transceiver that was replaced in June 2019. Standard deviation typically does not 
exceed 0.3 dB and calibration with an rms error value exceeding 0.5 B is usually repeated. 
 
(a) 
 
(b) 
 
 
Figure 3-6: historical calibration gain for the narrow band echosounders EK60 and EK80 CW onboard Tridens II. The drop 
of ~2 dB for the EK80 CW in March and June 2018 corresponds to a malfunction of the transceiver that was replace in June 
2019. 
 
In contrast, while calibration of broadband active acoustic systems is common both at sea and in water 
tanks [32]–[34], experience with routine at sea calibration of systems such as the EK80 FM is lacking. 
This is mainly due to the difficulty in using these systems for acoustic survey purposes (large data size, 
processing handling). For this study, it is therefore important to have a baseline for comparison prior to 
the analysis of the calibration data collected onboard FVs. To that purpose, calibration data from RFV 
Tridens II are analysed. These are high quality data and provide robust assessment for the subsequent 
analysis of FVs calibration data. 
 
It is important to note that discrepancies in calibration gains were often observed when using the EK80 
software, especially at the 120 kHz and 200 kHz WBT channels (Figure 3-7). This type of discrepancy 
motivated the development of MATLAB routine in order to investigate in depth the sources of error. 
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Figure 3-7: example of discrepancies in calibration gains after the processing of the data using the EK80 calibration 
software. The blue line is the calibration on the 25 mm WC sphere in 2016. The red line is the calibration on the 25 mm 
WC sphere in 2017. 
3.3.1 Baseline analysis of Tridens II calibration data 
The RFV Tridens II is used yearly for different type of scientific surveys, among which acoustic surveys. 
Prior to each acoustic surveys, the EK80 onboard the vessel is calibrated in CW mode. Also, during the 
herring acoustic survey (HERAS, [35]), the EK80 is usually further calibrated in FM mode in Scapa flow 
(Scotland ~30 m depth). The Scapa flow site is advantageous for calibration because it is a sheltered 
area, providing low background noise level conditions. Table 2-2 gives an overview of the EK80 FM 
calibration data collected during this survey since 2015. Because Tridens II is used for scientific 
purposes, the quality of the data collected is higher and provide a strong basis for the assessment of at 
sea sphere calibration. Here, these data are used as a baseline to assess: 
• The best calibration settings to be used for the analysis of fishing vessel calibration 
• The variation of the calibration outputs against different parameters: sphere type, frequency, 
background noise 
• The variation of the calibration outputs between the different years. 
The analysis presented here is divided into two sections. First, the data on 26th and 27th June 2019 are 
analysed. The data collected since 2015 are then compared. 
 
3.3.1.1 At sea calibration variability 
In June 2019 the calibration outputs from different spheres in different setups were investigated (four 
setups,   
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Table 3-1). The different setups were chosen in order to investigate: 
• The influence of different calibration spheres: 38. 1 mm WC; 25 mm WC; 25 mm WC 3 
attachment points; 22 mm WC; 22 mm WC 3 attachment points. It is important to note that 
for the two 22 mm WC spheres investigated, only data at 200 kHz were collected. 
• The influence of different sphere setups, particularly whether having several spheres in the 
water is influential. 
Photographs of the different spheres used are shown in Figure 3-8. For the 25 mm WC and 22 mm WC, 
two attachment setups were used:  
• the one commonly used with a single monofilament glued at the top of the calibration sphere. 
This filament is attached to a single line further attached to four lines connected to winches. 
• a three monofilament attachment. One filament is attached to a weight downward while each 
of the two other filaments is connected to two lines connected to the winches on port and 
starboard. 
Setup 2 was specifically used to investigate the effect of having a filament attached to the sphere in the 
centre line. With a three monofilament attachment setup, the centre line of the sphere is free of 
disturbance. 
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Table 3-1: summary of the various setup investigated using calibration data collected onboard Tridens II RFV in June 2019. 
channel target sphere setup in water 
70/120/200 38.1 mm WC Setup 1: 38.1 mm WC/63 mm Co 
70/120/200 25 mm WC 3 points Setup 2: 25 mm WC 3 points/25 mm WC 
70/120/200 25 mm WC Setup 2: 25 mm WC 3 points/25 mm WC 
70/120/200 25 mm WC Setup 3: 25 mm WC 
200 22 mm WC 3 points Setup 4: 22 mm WC 3 points/22 mm WC 
200 22 mm WC Setup 4: 22 mm WC 3 points/22 mm WC 
 
(a) 
 
(b) 
 
  
Figure 3-8: calibration spheres used during the calibration trial. (a) single attachment point calibration spheres used in 
the experiment (22 mm WC, 25 mm WC, 38.1 mm WC). (b) example of a three attachment points calibration spheres (25 
mm WC displayed here though a 22 mm WC sphere with three attachment points was also used). 
 
The collection of the data was done using the EK80 calibration software, as described in Section 3.1. 
The data were further analysed following the procedure given in Section 3.2. The settings are as follows:  
• Proportion of signal prior and after sphere detection: 50%/50% 
• Window for TS calculation: 0.5 m 
• peak prominence: 10 
• SNR threshold: 10 dB 
• Mean compensation threshold: 2 dB 
• TS deviation: 10 dB 
The results for the different setups (Table 3-1) are shown in Figure 3-9 (calibration gain and standard 
deviation of the different frequency channels). Associated SNR levels (Figure 3-4(a)) are presented in 
Figure 3-10 as boxplot. These are indicative of noise levels around the sphere. High noise level is 
detrimental for the accurate calculation of TS. Variation in noise is mainly due to changing conditions in 
the water column (particles in the water) or slight differences in setup (e.g. nodes connecting the 
different lines). 
 
For the 70 kHz channel (45 kHz to 90 kHz), despite varying level in standard deviation (Figure 3-9(b)), 
the calibration gain between the different spheres and setups is consistent. The gain between the 25 
mm WC spheres (red, black and blue solid lines) is within 0.1 dB and a larger offset can be observed 
between the 25 mm WC spheres and the 38.1 mm WC sphere (up to 0.5 dB at 90 kHz). The associated 
measurements have varying noise levels (Figure 3-10(a)) with the data for the 38.1 mm sphere 
exemplifying the highest SNR and lowest standard deviation (Figure 3-9(b)).  
 
Compared to the 70 kHz calibration, the discrepancies are larger for the 120 kHz channel. The two 25 
mm WC spheres deployed during setup 2 present similar calibration gain (within 0.15 dB), standard 
deviation and SNR (Figure 3-9 and Figure 3-10(b)). In contrast, the 25 mm WC sphere from setup 3 
(single calibration sphere in the water) deviates in gain by up to 0.9 dB compared to its deployment for 
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setup 2. This could be explained by the somewhat lower SNR associated with higher standard deviation. 
In time domain, the response of a calibration sphere consists of a strong first return (acoustic wave 
from front interface) and returns from subsequent modes (circumferential waves) [6], [36]. Though the 
front interface is high and unlikely to be influenced unless SNR is very low, circumferential waves have 
a much smaller amplitude and a decrease in SNR can be influential. Though the decrease in SNR between 
the two 25 mm WC spheres observed in Figure 3-10(b) (“25 mm WC” and “25 mm WC single”) is limited 
(2 dB), it could have an influence on low amplitude circumferential waves and then affect the overall 
gain and standard deviation. Despite having the highest SNR, the calibration based on the 38.1 mm WC 
sphere exemplifies the highest standard deviation and large deviation in gain compared to other spheres 
(1 dB at 150 kHz). This suggest that high standard deviation is not necessarily associated with low SNR. 
 
For the 200 kHz, the differences between the setups and spheres are very important (Figure 3-9 and 
Figure 3-10(c)). Excluding the 38.1 mm WC sphere, the lowest standard deviation levels are associated 
with highest SNRs (blue, pink and black solid lines in Figure 3-9(b)). Using the same 25 mm WC sphere 
in two different setups leads to very different results in term of gain and standard deviation (black and 
red solid lines in Figure 3-9). The difference in gain is particularly important (2.4 dB at 230 kHz). The 
main reason for this discrepancy seems to be the lower SNR for the 25 mm WC in setup 3. Also, similar 
deviation in gain is observed between the two 22 mm WC spheres in setup 4 (pink and yellow solid lines 
in Figure 3-9). A drop in SNR could also be a strong factor for this discrepancy. Similarly to the results 
from the 120 kHz channel, though the drop in SNR is limited, it could be influential for circumferential 
waves, then affecting the overall frequency response and standard deviation between measurements. 
Contrarily, despite having the highest SNR, the 38.1 mm WC sphere exemplifies a very high standard 
deviation and deviates substantially compared to the lowest standard deviation measurements from 
other spheres (25 mm WC spheres of setup 2, 3 points 22 mm WC sphere from setup 4). Though miss 
match in sphere properties for the different calculations can explain variation between spheres, the 
comparison of the same 25 mm WC sphere in different setups (red and black solid lines Figure 3-9) 
shows that it cannot be the only explanatory variable. 
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(a) 
 
(b) 
 
 
Figure 3-9: gain and standard deviation for the different setups used (Table 3-1).Spheres labelled as “bold top” are those 
with a 3 monofilament attachment, allowing the top of the sphere to be free when setup in the water. The sphere labelled 
as “25 mm WC single” corresponds to the case of the 25 mm WC sphere without other sphere in the water. 
 
(a) 
 
(b) 
 
(c) 
 
Figure 3-10: boxplot of the signal to noise ratio of selected pings for the different data sets investigated here. (a) 70 kHz 
WBT channel. (b) 120 kHz WBT channel. (c) 200 kHz WBT channel. 
 
The results from this experiment suggests that: 
• Calibration is overall consistent between the data sets for the 70 kHz channel. 
• Calibration gain is very sensitive to SNR for the 120 kHz and 200 kHz channels. This is 
exemplified by changing calibration gains obtained using the same sphere but under different 
SNR conditions. 
• The 38.1 mm WC calibration sphere has very low performance for the 120 kHz and 200 kHz 
channels. At these frequencies, the standard deviation in gain is high under high SNR. 
The trends observed here would need to be investigated further through a combination of measurements 
in a water tank and at sea. 
 
3.3.1.2 Inter-annual variability of at sea calibration 
As shown in Table 2-2, RFV Tridens II was calibrated every year since 2015. While Section 3.3.1.1 
investigated the variability within a given data set, the inter-annual variability is the focus of this section. 
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It is important to note that the settings between each set of measurements differs in pulse length and 
ramping. The different settings for each set of data is provided in Table I.1 in Annex I. Though a set of 
different settings induces a different calibration gain, the change is expected to be limited. Data that 
have similar settings to those used for the data collection (Table 2-1) are the 2017 and 2019 data sets. 
 
The resulting calibration gain for the different data sets are shown in Figure 3-11(a), (c) and (e) for the 
different frequency channels. Similarly to what was observed in Section 3.3.1.1, the calibration gain is 
most sensitive at the highest frequency channels (120 kHz and 200 kHz, Figure 3-11(c) and (e)) and 
most consistent at 70 kHz (Figure 3-11(a)). The 120 kHz channel exemplifies outliers gain with: the 
calibration against the 38.1 mm WC from 2016 and 2019 (Figure 3-11(c)). The other seven calibration 
gains are relatively similar in trend and level. For the 200 kHz channel, a large discrepancy was observed 
between the 25 mm WC sphere and both the 22 mm WC and 38.1 mm WC spheres in the previous 
section (Figure 3-9(a)). This is confirmed with the comparison with data sets from previous years (Figure 
3-11 (e)). Compared to other data sets, the data from 2019 for the 22 mm WC and 38.1 mm WC spheres 
have a suspiciously low calibration gain (~2.5 dB difference with other data sets). However, if these 
data are omitted, the differences in calibration gain between the data sets remain substantial (in the 
order of 0.5-1 dB). 
 
In order to investigate the effect of SNR further, the average deviation of measured compensated TS 
from the theoretical TS. It is plotted for each frequency channel in Figure 3-11(b), (d) and (f). It is 
important to note that the TS deviation from the theory is dependent on spheres type and vessel. 
However, an average deviation higher than ±2 dB is somewhat high. For 70 kHz (Figure 3-11(b)), the 
consistency between inferred calibration gains is confirmed with relatively low dispersion in TS deviation 
between the different measurements. For 120 kHz and 200 kHz (Figure 3-11(e) and (f)), outliers in 
term of TS deviation can be observed: (1) 38.1 mm WC from 2016 for 120 kHz, (2) 38.1 mm WC and 
22 mm WC from 2019 for 200 kHz. These correspond to the erroneous calibration gains observed in 
Figure 3-11(c) and (e). Though SNR levels for these measurements are relatively low, they are not the 
lowest in the series of measurements This suggest that SNR is affecting the quality of the calibration 
but is not the only explanatory factor. 
 
In conclusion, the comparison of the different calibration data sets from the RFV Tridens II shows high 
variability for the high WBT frequency channels (120 kHz and 200 kHz). This is similar to what is 
presented in Section 3.3.1.1, i.e. variability between different calibration sets.  
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(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
Figure 3-11: comparison of calibration outputs computed from calibration data collected by Tridens II between 2015 and 
2019. (a) calibration gains at 70 kHz channel. (c) calibration gains at 120 kHz channel. (e) calibration gains at 200 kHz 
channel. For each plot, the difference in marker and line type is associated with different sphere types while the differences 
in colour is associated with different years (i.e. different data sets). The different data sets presented here are: 2015 (blue 
colour), 2016 (dark green colour), 2017 (bright green colour), 2018 (yellow colour), 2019 (red colour). The different 
spheres are: 22 mm WC (solid lines), 25 mm WC (solid lines with circle markers), 38.1 mm WC (dashed lines with star 
markers). Data sets with settings as those listed in Table 2-1 are 2017 and 2019. (b) (d) (f): deviation from theoretical TS 
(TS error) against Signal to Noise Ratio (SNR) for the different combinations of year, frequencies and sphere type. 
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3.3.2 Analysis of inter-annual calibration data from fishing vessels 
The Willem van der Zwan (SCH302) FV only collected a limited amount of data (Table 2-3) and did not 
perform any calibration of the EK80 FM. The Alida (SCH6) FV performed four calibrations since 2015 
and the Afrika (SCH24) FV only performed a calibration in 2016 (Table 2-2). The differences between 
the different calibration sets is investigated here. The subsequent settings for each trial is given in Annex 
I (Table I.1). It is important to note that there are differences between settings (e.g. 1.024 and 2.048 
pulse lengths depending on the data set). This can generate discrepancies between the results of 
different data sets though these changes should remain limited. Only the data collected on board the 
Alida (SCH6) FV in September 2017 and September 2018 comply to the settings used for data collection 
(Table 2-1). The reason for differences in EK80 FM settings is miscommunication with skippers and lack 
of directions. To remedy this point, a calibration manual with instructions was created (Annex III). 
 
First, data with correct EK80 FM settings (Table 2-1) are investigated (2017 and 2018 calibration data 
collected by the Alida (SCH6) FV). The sphere targeted for these calibrations was the 38.1 mm WC. The 
comparison of the frequency dependent calibration gains is shown in Figure 3-12(a). Discrepancies can 
be observed, especially for the 200 kHz channel. For this channel, the differences in Signal to Noise 
Ratio (SNR) is substantial (Figure 3-12(b)) with a decrease in mean level of 15 dB for the 2017 data 
set. As an example, Figure 3-12(c) shows the compensated TS frequency response for two individual 
target detections positioned similarly in the beam (i.e. similar beam position compensation). The data 
with the lowest SNR (2017 series in Figure 3-12) is more variable. The resulting TS with uncertainty 
bounds (25th and 75th percentiles) is shown in Figure 3-12(d) and differences between the two data sets 
can further be observed with a higher TS for the noisier data. As for the 2019 calibration for RFV Tridens 
II presented in Section 3.3.1.1, this suggests that increased noise levels impacts the calibration results 
substantially at high frequencies. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
 
Figure 3-12: comparison of calibration data collected from a 38.1 mm WC sphere by the Alida (SCH6) in 2017 and in 
2018. (a) calibration gain from 2018 and 2017 data sets. (b) boxplot of SNR for each detected hit. The 2018 data set 
showed here exemplifies high SNR. (c) frequency compensated TS for a single hit in the same location in the beam (i.e. 
equivalent compensation). (d) summary plot for compensated TS across all the sphere detections with 50th, 25th and 75th 
percentiles for both data sets. The solid black line in the theoretical frequency response. 
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The comparison between all the calibration data sets from the FVs is presented in Figure 3-13 for the 
three frequency channels of interest. Calibration gains are shown in Figure 3-13(a), (c) and (e) and SNR 
against TS deviation from theory in Figure 3-13(b), (d) and (f). Similarly to previous results, results are 
most consistent for the 70 kHz channel while more sensitive for the 200 kHz channel. However, the 
differences in calibration gain between data sets is greater than those presented in Section 3.3.1.2. For 
example, the calibration gain for the 70 kHz channel (Figure 3-13(a)) exemplifies differences of ~1 dB 
in the middle of the frequency band, even between data sets with similar SNR levels. This could be 
explained by differences in calibration settings (sphere netting, line setup, EK80 FM settings). 
Differences for the 120 kHz and 200 kHz channels are greater (Figure 3-13(c) and (e)) and no clear 
correlation between SNR and TS deviation is observed (Figure 3-13(d) and (f)). Similar observations 
were made for the analysis of the calibration data collected onboard the RFV Tridens II (Section 3.3.1), 
suggesting that the source of the discrepancies between the data sets lies within the calibration method 
at sea and the increased sensitivity induced by the use of broadband acoustics. 
 
In practice, newest calibration gain values are used to correct the raw data. For example, for acoustic 
surveys using narrowband systems (EK60, EK80 CW), calibration is performed prior to the survey 
operations and these calibration results are used directly for the analysis. Calibration of narrowband 
systems is known to be stable [14], [37]. However, discrepancies between data sets exemplified here 
for the EK80 FM (onboard RFV and FVs) are high whilst alteration of the calibration gain of an 
echosounder through time is expected to be minor. The differences between calibration gains computed 
here are then not genuine. The introduction of such differences between data sets would result in 
substantial biases that would in turn be detrimental to the performance of the species identification 
algorithms (Section 6). As a result, a single calibration set is used for each vessel: 2016 calibration with 
38.1mm WC sphere for the Afrika; 2017 calibration with 38.1mm WC sphere for the Alida. As shown in 
Section 6, this is severely hampering the cross vessel application of the species identification algorithms 
(i.e. the ability to harmonize data between vessels). 
 
Though the study here investigated several data sets inconclusively, it would need to be investigated 
further to better pinpoint the sources of error. Also, novel processing methods could be tested. For 
example, a peak calibration instead of a full response calibration (current processing method) could 
improve the stability of the results and therefore the accuracy. It has been proposed in the literature to 
use the response from the front interface (first return) but only for short pulse signals [6], [36]. 
Alternatively, the EK80 FM between different vessels could be calibrated against each other using fish 
school marks if the FVs are conducting fishing operations at the time and location. 
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Figure 3-13: comparison of calibration outputs computed from calibration data collected by FVs between 2015 and 2018: 
(a) 70 kHz channel (c) 120 kHz channel (e) 200 kHz channel. For each plot, the difference in marker and line type is 
associated with different sphere types while the differences in colour is associated with different years and vessel (i.e. 
different data sets). The different data sets presented here are: Afrika (SCH24) 2016 (blue colour), Alida (SCH6) 2015 
(dark green colour), Alida (SCH6) 2016 (bright green colour), Alida (SCH6) 2017 (yellow colour), Alida (SCH6) 2018 (red 
colour). The different spheres are: 15 mm WC, (dashed line with cross markers) 22 mm WC (solid lines), 25 mm WC (solid 
lines with circle markers), 38.1 mm WC (dashed lines with star markers). Data sets with settings as those listed in Table 
2-1 are 2017 and 2018. (b) (d) (f): deviation from theoretical TS (TS error) against SNR for the different combinations of 
year, frequencies and sphere type. 
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Overall, large variability between the different calibration sets from the FVs was found, especially for 
the 120 kHz and 200 kHz WBT frequency channels. Such variability was also observed in the baseline 
analysis of RV Tridens II (Section 3.3.1) though this is slightly higher for the FVs. This suggests that the 
calibration trials performed on FVs yield results with similar accuracy and precision as the RFV Tridens 
II.  
 
It is clear that high frequency channels (120 and 200 kHz) are sensitive to noise (Figure 3-9, Figure 
3-12) but the comparison of different data sets did not reveal a clear trends between SNR and deviation 
from the theoretical response (Figure 3-11, Figure 3-13). There are several sources of error that in 
combination with each other could cause subsequent deviation in gain: 
• Different SNR levels 
• Cross talk between channels if other channels than the one being calibrated are not set as 
passive 
• Different settings (pulse length, ramping) 
• Difference in sphere parameters (e.g. aging, inaccuracy in material properties) 
 
While calibration of the EK80 CW (narrowband) is well established and documented due to the worldwide 
use of the preceding SIMRAD echosounders (EK500, EK60), the wealth of experience with at sea 
calibration of the EK80 FM system is currently lacking. More research is needed to identify the different 
sources of error and caveats. For example, a study comparing different size spheres calibrated in a 
water tank and at sea could reveal the disturbances introduced by at sea operations. In light of the 
variability of results observed between years and vessels, it is important to minimize controllable sources 
of error as much as possible by: 
• Calibrating the equipment in favourable conditions (weather, location, time of day) 
• Ensuring settings are in line with expectations. For this project, these are those listed in Table 
2-1 
• Following guidelines. Of particular importance is ensuring that other channels than the one 
being calibrated are set as passive to avoid cross talks 
Specific calibration guidelines for the EK80 FM and EK80 CW are described in a dedicated calibration 
manual (Annex III). 
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4 Data processing and demonstrator 
software 
This section describes the data processing chain that was developed within this project. This is used by 
the ECHO software which was developed (WP4, Table 1-1) to aid skippers from commercial vessels with 
species identification and length estimation based on the acoustic records. 
 
The ECHO software currently classifies the following fish species: Herring, Horse Mackerel, Mackerel and 
possibly Sardine or Sprat. Classification algorithms are in place within the ECHO software and both are 
using a machine learning approach (see Section 6). The training of the algorithms relies on data collected 
by the commercial vessels, including calibration 
4.1 Processing chain 
For both the offline reprocessing as well as for the online demonstrator, data from the EK80 sonar is 
read from recorded files. The recorded files contain individual pings of raw sensor data that must be 
converted to an image of a fish school (when present) with an accompanying classification output. To 
ensure consistency in results between the offline processing and the demonstrator, the software is 
developed such that it can be used in both offline (playback) and online operating mode. This means 
that all modules described below use internal round-robin buffering for real-time data streaming, such 
that each module delivers the exact same output, independent of operating mode. A schematic overview 
of the processing chain is depicted in Figure 4-1. The orange disks correspond to static or temporary 
data storage. The blue boxes represent individual processing threads. Since with broadband acoustics 
the amount of data entering the system is significant (roughly 10 MB/s as opposed to < 0.5 MB/s for 
CW), the processing chain must be very fast to process all data in real-time. Hence, multiple threads 
are launched that each perform part of the processing. This section briefly describes the individual 
threads in the processing chain. 
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Figure 4-1: Schematic overview of the processing chain of the demonstrator, suited for both online and offline processing. 
4.1.1 Pre-processor 
The pre-processing module continuously reads new, raw data files coming in that are stored on disk 
either by the EK80 or by the replaying module. The pre-processor performs the important sonar 
processing steps required to convert raw sound pressure levels to Target Strength (TS) levels, used to 
construct an echogram and perform classification with. Sonar processing consists of a number of steps, 
depicted in Figure 4-2, which are briefly explained here. 
 
TX-signal reconstruction: Based on the sonar settings stored in the data, the pulse that was originally 
transmitted by the sonar is reconstructed. Sonar settings include pulse length, pulse slope, start/stop 
frequency, transmission power, transducer impedance and data reduction filter settings. 
 
RX-signal reconstruction: Similar to reconstruction of the TX-signal, the acoustic data received by the 
sonar is converted to normal acoustic units. 
 
Matched filtering: A convolution is performed between the TX-signal and the RX-signal. This is a common 
technique to improve the Signal-to-Noise Ratio (SNR) and signal resolution. 
 
Beamforming: Each Wide-Band Transceiver (WBT) consists of four quadrants that each transmit the 
same acoustic signal. The signals they receive are combined by averaging to create a directional beam 
perpendicular to the face of the transceiver and therewith suppressing noise and interferers from other 
directions. This increases the SNR. 
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Figure 4-2: Block diagram indicating the processing steps of the pre-processor. 
 
Prop-loss correction: On the resulting acoustic signal, propagation loss correction is applied. Propagation 
loss is a result of geometrical spreading of the sound while it propagates through the water. This is 
compensated for. The same accounts for absorption of the sound by the sea water, depending on 
temperature, depth, salinity, acidity and frequency of the sound. 
 
Target strength computation: Each acoustic sample is converted to a target strength level, based on the 
transmission power and gain and centre frequency of the transceiver. Corrections are applied for the 
calibration levels of the transceiver. The resulting target strength is the final level that is used as 
indication for the target’s acoustic properties. 
 
Resampling: To facilitate rapid processing, the data of all three transceivers are resampled to the same 
sampling frequency. This is convenient when image processing results of the transceivers need to be 
combined. 
 
Range equalization: The pings of the different transceivers are cropped to have the exact same 
dimensions, again to facilitate the image processing steps later in the processing chain. 
 
Ping concatenation: Pings are collected in small chunks that are finally written to the collection of pre-
processed data files, from where they will be read again by the Image Processor. 
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4.1.2 Image Processor 
The image processing thread is responsible for converting the pings containing target strengths to 
processed images with detected schools and corresponding classification results. The results are 
visualized in the Graphical User Interface (GUI) that also allows user interaction to start/stop a recording 
session and switch between different types of echogram views (see Section 4.2). The Image Processor 
comprises quite a number of independent modules that are chained together (Figure 4-3). The example 
outputs of the modules described below, will be given for an entire echogram, in order to get a good 
impression of the functionality of each module. Note that in the real-time demonstrator, all processing 
is done in small chunks of roughly 8 pings, that together construct a running stream of outputs. The 
chunks are buffered internally in each module to make sure that all operations give the same result as 
when the entire echogram of e.g. 150 pings would be put in. 
 
Image Processor
Imaging
Depth estimation
Bottom alignment
Bad pixel detection
Pre-processed 
data files
Image enhancement
School detection
Feature computation
Classification
Disturbance detection
Handling user interaction
Displaying
User interaction
Display output
Record signal
 
 
Figure 4-3: Block diagram indicating the processing modules of the image processor. 
4.1.2.1 Imaging 
Internal storage is continuously scanned for new, pre-processed data files. Data files are loaded and 
buffered/concatenated, together constructing a streaming echogram (Figure 4-4). 
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(a) 
 
 
(b) 
 
(c) 
 
Figure 4-4: Example echograms of the three Wide-Band Transceivers: 70 kHz (a); 120 kHz (b); 200 kHz (c). 
 
4.1.2.2 Depth estimation 
Based on the data in the echograms, the depth is estimated per ping. Depth estimation is required to 
ensure that ‘no fish’ detections are done below the bottom. Also it reduces the amount of data to process, 
since data below the bottom return can be cut off. Depth estimation is performed for only a single 
transceiver and applied to all three transceivers. Since transceivers are pinging simultaneously, this 
ensures the different echograms do not misalign in case a different depth would be estimated for one 
of the transceivers. In Figure 4-5 some plots can be observed of the depth estimation process. First, an 
average depth estimate is made to avoid detecting interference as bottom. To this end, the echogram 
is slightly filtered to stretch out the bottom return (b). This is done to reduce the effect of ship heave 
caused by surface waves. The median intensity levels as function of depth are then computed (c). As 
observable, the intensity level increases as function of depth. This is caused by transceiver noise that is 
amplified after propagation loss correction. To remove this increase, the local intensity trend is removed 
with a moving median filter, resulting in a straight line with a short bump caused by the bottom return 
(c). This is defined as the estimate of average depth. Finally, the actual depth per ping is determined 
by looking for the maximum level, within a range bracket around the average depth (d). 
 
(a) 
 
(b) 
 
 
(c) 
 
(d) 
 
 
Figure 4-5: Steps in the depth estimation process. The input echogram of WBT2 (a). A slightly filtered version of the 
echogram in which the bottom is spread out (b). The median intensity levels of the pings and the estimated average depth 
(c). The depth estimation bracket indicated in magenta and the depth estimated per ping indicated by black crosses (d). 
 
4.1.2.3 Bottom alignment 
The depth estimates per ping are used to align the image. All pings are shifted either forward or 
backward in time such that all pings in the output image have a depth that equals the average depth. 
In this case the shape of the school remains preserved. All data more than 10 meters below the bottom 
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is cut off, such that only the relevant information in the image remains. In Figure 4-6 the result of this 
operation is displayed. 
 
(a) 
 
(b) 
 
(c) 
 
   
Figure 4-6: Bottom-aligned, truncated echograms of the three Wide-Band Transceivers: 70 kHz (a); 120 kHz (b); 200 kHz 
(c). 
 
4.1.2.4 Bad pixel detection 
Bad pixel groups are a collection of pixels in the image that contain interference (red stripes) or lack of 
energy. Interference stripes are mainly caused by other sonars pinging in the same frequency band. A 
lack of energy is the result of sound not properly penetrating the water. This can be caused by air 
bubbles around the face of the transceiver as a result of surface waves, possibly in combination with a 
relatively low weight of the ship in the beginning of a trip. These parts of the image severely distort the 
perceived acoustic signal of the school at those locations and malform the frequency spectrum. As a 
result, species classification cannot be done for those parts. To avoid that these parts are being 
classified, they need to be detected. Figure 4-7 briefly summarizes some steps in this process. The 
image is first slightly filtered in the range direction to avoid detecting individual pixels as noise, that 
genuinely have a somewhat higher value, for example in fish schools. Noise stripes normally lead to a 
number of close-by pixels that are bad, and not individual, isolated pixels. Subsequently a template is 
created that defines the average expected pixel levels. The two echograms are subtracted and a 
difference image remains. Any pixels with a difference larger than a certain threshold level are assigned 
as bad.  
 
(a) 
 
(b) 
 
(c) 
 
   
(d) 
 
(e) 
 
 
Figure 4-7: Processing steps in bad pixel detection. Example input echogram (a) of WBT 70 kHz. Range-filtered echogram 
to avoid assigning isolated pixels as ‘bad’ (b). Background template indicating expected signal levels (c). Deviation of 
echogram from template (d). Pixel groups assigned as ‘bad’ (e). 
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4.1.2.5 Image enhancement 
The image enhancement module replaces the bad pixels in the echograms with new pixels based on an 
interpolation of their neighbouring pixels. This is done purely for visual purposes. This image will be 
presented as echogram to the skipper interface. It has filtered away interferences while preserving high 
detail. Additionally, a smoothed version of the echogram will be created by this module to serve as 
stable input in school detection. Figure 4-8 shows both results for the three echograms. 
 
(a) 
 
(b) 
 
(c) 
 
   
(d) 
 
(e) 
 
(f) 
 
   
Figure 4-8: example of the image enhancement processing. 
(a), (b), (c): Interpolated echograms in which noise has been filtered out while image detail remains. (a) 70 kHz WBT. (c) 
120 kHz WBT. (c) 200 kHz WBT 
(d), (e), (f): Smoothed echograms that are used as input to the school detection module. They are a strongly filtered 
version of the original echograms to avoid noise being mistakenly detected as fish. (d) 70 kHz WBT. (e) 120 kHz WBT. (f) 
200 kHz WBT. 
 
4.1.2.6 Disturbance detection 
The mask indicating bad pixels is used to detect and analyse narrowband disturbances within the 
frequency bands covered by the three transceivers. This is done to give the skipper an impression on 
the cause of current disturbances, such that it could take action to reduce the interference in its sonar 
images. Disturbances in general are interferences caused by other sonars. They express themselves as 
vertical stripes in the echogram. These vertical stripes are detected and a frequency analysis is 
performed on the extracted audio. Figure 4-9 shows a number of images describing the steps of this 
process. The bad pixel mask is filtered to maintain only prominent, narrowband disturbances. The 
resulting spectral analysis shows two dominant spikes at interfering frequencies of 14 dB above the 
background level. 
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(a) 
 
 
(b) 
 
 
(c) 
 
(d) 
 
 
Figure 4-9: Steps describing the disturbance detection and analysis process. Input echogram (a). Initial bad pixel mask 
detected in the bad pixel detection module (b). Filtered bad pixel mask, indicating the locations of the dominant 
interferences (c). Spectrum of the analysed interferences showing two dominant, narrowband peaks of interfering sonars 
(d). 
 
4.1.2.7 School detection 
Using the smoothed echograms from the image enhancement module, fish are automatically detected. 
All three echograms are thresholded to deliver a mask that indicates the presence of fish. Bad pixels, 
detected in the bad pixel detection module, are removed from the mask, such that they will not be 
classified. By applying some image erosion and dilation, any remaining noise is filtered out. The 
detection masks of the individual transceivers are combined to form a single detection mask. Per pixel 
at least two out of three transceivers should have a detection for it to be assigned to the final mask. 
This additional step filters out some more transceiver-dependent noise. The detection mask for the 
example school considered in this section is given in Figure 4-10. 
 
(a) 
 
(b) 
 
(c) 
 
   
Figure 4-10: Steps describing the school detection process. One of the input echograms (a). The filtered version of the 
echogram (b). The final school detection mask after combining the detection masks of the three transceivers (c). 
 
In the detection process, a threshold must be exceeded for pixels to be detected as fish. A difficulty with 
the EK80 is its limited operating range. The presence of ship noise (either electrical, thermal etc.) causes 
the SNR to decrease with increasing depth. Since the acoustic signal is amplified to compensate for 
propagation loss, stationary background noise is also being amplified. When depth increases, the 
amplified background noise levels also increase as a result of this, up to a point where it crosses the 
detection threshold. At this point noise is detected as fish. This is a normal physical limitation which in 
practice indicates the sonar has reached its limits at that depth. However, there is a transition window 
where classification may still be possible when increasing the threshold level. When doing this, the 
effective operating depth for the classifier could be increased with 25 to 50 meters. This has led to a 
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dynamic detection threshold that increases as function of range (i.e. depth). Figure 4-11 shows this 
adjustment for a single ping. It must be noted that the received acoustic signal at these larger depths 
will start to become more dominated by background noise, making it more difficult to classify the fish 
school. Based on the recorded data sets, the current operating range up to which classification seems 
feasible is estimated to be at least roughly 200m. The actual range depends on ship type and varying 
noise conditions. More on this topic is described in Section 5.2 (noise analysis) and Section 6.4 (effect 
of SNR reduction). 
 
 
 
Figure 4-11: Example time signal of a single ping of WBT3, after correction for propagation loss. After a certain range the 
noise exceeds the detection threshold. By applying a range-dynamic detection threshold, the operating range of the 
demonstrator can be slightly increased. 
 
4.1.2.8 Feature computation 
In this module features are computed that serve as input to the Classification module. The echograms 
are split into small cells. A cell is a time window of 1.6 m in length within a single ping. A ping has 
multiple consecutive cells. Only the cells that are within the detection mask are used in feature 
computation and classification. The same features are computed for each cell. Each cell will later be 
classified individually. In Figure 4-12 the division in cells is given for the example echogram. The division 
of the school into smaller parts allows the classification of mixed schools as opposed to only homogenous 
schools. This is a desire of fishermen since schools that contain a mix of Horse Mackerel and Mackerel 
are being caught regularly, which is undesirable. 
 
 
 
Figure 4-12: Division in cells of the example school. On each cell, time signal and spectral features are computed after 
which they are classified. A single cell is roughly 1.6m in length. 
 
4.1.2.9 Classification 
Each cell is classified individually using the features computed for that cell. The classification output is 
one of the species types with which the classifier was trained. Figure 4-13 gives the classification result 
for the given example school. Classification is described in more detail in Section 6. 
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4.1.2.10 Handling user interaction 
This module handles input from the user to modify display settings and to enable/disable recording. Any 
change in recording status is forwarded to the data management module. User interaction has no effect 
on the classification result. Effort has been put in being able to automatically derive all underlying 
processing settings, since the processing settings can be complex to understand for an operator. 
Settings in this regard relate to e.g. filter lengths in image enhancement, thresholds for school and noise 
detection etc. These settings are automatically derived based on, among others, image quality metrics 
and estimated environmental conditions. A more detailed description of display settings and the user 
interface is given below (Section 4.2). 
 
 
 
Figure 4-13: Classification result for the given example school, where the colour of each cell indicates the estimated 
species type as which it is classified. 
 
4.1.2.11 Displaying 
The (enhanced) echograms and classification results are finally displayed to the user in the Graphical 
User Interface (GUI). A more detailed description of  the user interface is given below (Section 4.2). 
4.1.3 Data manager 
The data manager handles the removal and relocation of raw data files based on user input. Since the 
amount of data generated by the broadband echosounders is very large (roughly 10 MB/s), it is not 
possible to keep all data that is recorded during the entire trip on an external storage device. And 
because the data recorded by the EK80 software must first be stored in order to be able to process it 
with the demonstrator software, this data must be removed after it has been processed in case it is not 
relevant to the skipper (i.e. when no fish present). The skipper uses the recording button on the GUI to 
indicate whether data should be removed or remain stored. This signal is passed to the data manager, 
which on its turn removes processed data files or moves them to a permanent storage folder.  
4.1.4 Replayer 
With the replayer it is possible to replay recorded data files in offline mode. The replayer acts as the 
EK80 and feeds recorded data files in real time (or faster) to the demonstrator in a streaming fashion. 
In case files are large (minutes), which is the case when they are recorded in an earlier stage of the 
project, the data files are split into smaller chunks with which new, small files are generated. In this 
way the EK80 operation is simulated which is useful for development purposes. With this functionality, 
the real-time capabilities of the online demonstrator can be tested. Also the exact operation of the 
demonstrator can be reviewed offline. This can be useful to reproduce any issues noted by the skipper 
during online use. 
4.2 Graphical user interface 
The Graphical User Interface (GUI) is used to enable user interaction with the demonstrator software 
and to display echograms and classification results. Additionally it provides a number of options to adjust 
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the representation of (intermediate) results. Figure 4-14 depicts the GUI that is used in the 
demonstrator. The different panels are indicated with letters and will be described here. 
 
A
B
E
D
C
 
 
Figure 4-14: Screenshot of the Graphical User Interface (GUI) of the demonstrator, used on board by the skipper. 
4.2.1 Echogram display 
The panel A in Figure 4-14 displays the echogram of one of the transceivers or a sub band of that 
transceiver (further expanded in Figure 4-15). The small bar on the side indicates the used colour 
scale. Using the up and down buttons on both sides of the bar, the upper and lower limit of the colour 
scale can be adjusted. In Panel E in Figure 4-14, other visualization settings can be modified. 
 
 
 
Figure 4-15: Screenshot of the streaming echogram display. 
4.2.2 Classification display 
The panel B in Figure 4-14 displays the classification result of the automatically detected school (further 
expanded in Figure 4-16). Each cell of the school has a classification result, indicating the expected 
output species. Each species has a predefined colour. This results in a coloured image of the school 
indicating at which location which species is expected. The colour bar on the right is dynamic and 
provides the relative amount of a certain species in the image by means of the height of each sub bar. 
At the same time it serves as a legend that couples the colour to the type of species. In case the red 
selection box is drawn, as shown in the image, the statistics in the colour bar are given for that specific 
area. Note that this box can be drawn in both the echogram display as well as this classification display. 
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Figure 4-16: Screenshot of the classification display, showing the detected schools and the estimated species type by the 
classifier. 
4.2.3 Control panel 
Panel C in Figure 4-14 is the control panel (further expanded in Figure 4-17). With the control panel, 
the display settings of the echogram can be modified and recording can be enabled/disabled. 
 
 
 
Figure 4-17: Control panel with the different visualization settings that can be selected by the user. 
 
The following parameters (in Dutch) in the control panel can be adjusted: 
 
a. Data type (Figure 4-18): 
Can be used to select a particular transceiver of which to display the echogram. It is also possible to 
select a small sub band. This is known to be useful for the skippers since: 
• Interference of other sonars with a frequency range outside the sub band will be filtered out  
• Resolution of the image is decreased, which makes it easier to see very sparse, scattered fish 
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(a) 
 
(b) 
 
 
Figure 4-18: Screenshots of the echogram of the same transceiver, displayed in different frequency bands: (a) full 70 kHz 
WBT channel band, 47-90 kHz; (b) partial frequency band from 70 kHz WBT channel, 61-64 kHz. The frequency band is 
selectable in the data type menu. 
 
b. Filtering (Figure 4-19): 
Can be used to switch between the regular echogram and a filtered version of the echogram. In the 
filtered version, the noise is filtered out using image processing techniques. This provides a more clear, 
denoised echogram to the user. 
 
(a) 
 
(b) 
 
 
Figure 4-19: Screenshots of the same echogram, displayed without (a) and with (b) image enhancement, selectable using 
the filtering buttons. 
 
c. Beeld lengte (Figure 4-20): 
Allows to extend the history length of the echogram up to half an hour in length. 
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Figure 4-20: Image length box to modify the history length of the echogram. 
 
d. Kleurenmap (Figure 4-21): 
Allows to use different types of colormaps to display the echogram with. 
 
(a) 
 
(b) 
 
(c) 
 
 
Figure 4-21: Screenshots of the same echogram displayed with different colour scaling maps: (a) jet;(b) hot2cold; (c) 
parula. The colour scheme is selectable in the colour map menu. 
 
e. Interface kleuren (Figure 4-22): 
Allows the user to switch between day and night mode. In night mode the background colours of the 
interface are turned to black to avoid overexposure of the eyes. 
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(a) 
 
(b) 
 
 
Figure 4-22: GUI screens in day (a) and night (b) mode, selectable in the interface colours menu. 
 
f. Opnemen (Figure 4-23): 
Button to enable or disable recording. The signal is passed to the data manager that deletes or 
permanently stores processed files. 
 
(a) 
 
(b) 
 
Figure 4-23: Data recording button in different modes: not recording (a) and recording (b). 
4.2.4 Length estimation 
This is displayed in panel D shown in Figure 4-14. This feature is currently disabled. The development 
of the size estimation method is described in Section 7. 
4.2.5 Disturbance analysis 
This is displayed in panel E in Figure 4-14. An expanded view is shown in Figure 4-24. It provides a 
graph with a spectral analysis of any present interfering sources. As described in the section on the 
processing chain, interferences (mainly caused by other sonars) are automatically detected in the 
echogram. A spectral analysis of these interferences is done and presented to the user. In this way it 
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can get an impression on which sonars are disturbing the image and possibly disable these interferers. 
In case an interferer is disabled, the noise peak will disappear from the disturbance graph within a few 
seconds. 
 
 
Figure 4-24: Disturbance analysis panel, displaying a frequency spectrum computed on the detected interferences in the 
echograms. This indicates the operating frequencies of narrowband interferences (other sonars). 
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5 Data analysis 
In this section, the analysis of the data collected in the project (Table 2-3) is presented. First, the 
differences in frequency response between schools is investigated. This is important as the frequency 
content is one of the most important feature for classification (Section 6). Then, an analysis of the noise 
encountered in the acoustic data for the Alida (SCH6) and Afrika (SCH24) FVs is presented. Though 
mitigated through specific processing (see Section 4.1.2.6), high noise and disturbance levels limits the 
classification ability by reducing the amount of data that can used for classification. 
5.1 Frequency response analysis 
5.1.1 Method 
As explained in Section 2.2, individual fish schools in the database are “ground thruthed” with the 
species composition from each haul. When correlated in time with a haul containing mostly a single 
species, the school is given a species type. The species associated with the data in the database are: 
Herring (HER), Horse Mackerel (HOM), Mackerel (MAC), Sprat (SPR) and Sardine (PIL). 
 
Prior to the analysis of individual spectrum, these need to undergo three specific processing steps: 
• Down sampling as one is only interested in trends over large frequency bandwidths and fine 
frequency resolution is not needed.  
• Smoothing because the spectrum in individual cells can be very variable in frequency. 
Smoothing is therefore applied.  
• Normalization in order to be able to compare spectra with different absolute amplitude. 
 
The processing is as follows. First, the raw spectrum (Figure 5-1(a), black line) is down sampled and 
smoothed. The down sampling is using an interpolation in 2 kHz steps in the following frequency bands 
(Figure 5-1(a), red line): 60-80 kHz; 110-150 kHz; 170-240 kHz. The frequency bands correspond to 
those from each WBT channel with the first and last 20 kHz cropped. This is because the spectrum is 
less stable on the edge of each frequency band. The down sampling operation reduces the spectrum to 
68 frequency samples This down sampled spectrum is smoothed using a rolling average over 8 samples 
(Figure 5-1(a), blue line). The smoothed spectra is then z-normalized (Figure 5-1(b)): 
 
𝑇𝑇znorm = 𝑆𝑆smooth−𝑆𝑆smooth������������std(𝑆𝑆) . Equation 5-1 
 
(a) 
 
(b) 
 
Figure 5-1: example of spectral down sampling used when deriving spectral features. (a) down sampling (red line) and 
smoothing (blue line) operation applied to the raw spectrum (thin black line), (b) resulting spectrum after down sampling, 
smoothing and normalisation.  
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Each z-normalized spectrum is used to compare different schools. The workflow for this analysis is shown 
in Figure 5-2. Each school in the data base undergoes the processing above (Figure 5-2(a)). For each 
school, the distance between each pair of spectra is computed, yielding a distance matrix for the school. 
The distance matrix in each school is used to exclude outlier cells through clustering (Figure 5-2(b) and 
(c)). The remaining spectra are then averaged and the corresponding spectrum is associated to the 
school. A new distance matrix is computed between the average spectrum from every school. Using this 
distance matrix, a multidimensional scaling (MDS) is used to investigate the similarities between schools 
and the impact of different parameters (school species, length classes, region). 
 
(a) 
 
(b) 
 
(c) 
 
 
Figure 5-2: frequency response analysis. (a) processing workflow for the frequency response analysis, i.e. comparison 
between different spectra. (b) example Dendrogram plot used to discard outlier clusters. (c) location of the different clusters 
in the school. The clusters that have less than 5% cells of the total number of cells in the school are discarded. 
5.1.2 Results 
In this analysis, only the data from the Alida (SCH6) FV are included. This is because the differences 
with data from the Afrika (SCH24) are potentially biased due to calibration errors (see Section 3). Using 
the method described in Section, 5.1.1, the spectra from the different “ground truthed” schools are 
compared using a distance matrix. There are five different species available in the data set (Table 2-4). 
The differences between the schools is shown as a multidimensional plot. This type of plot allows one to 
visualize similarities between different instances in a reduced number of dimensions. Here, this is 
visualized in a two dimensional space. 
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First, the different species are compared in Figure 5-3. It can be observed that Mackerel schools are 
very distinct. They also exemplify a large spread. This suggests that the average spectrum between 
Mackerel schools is variable though separated from the spectra of the other species. The other four 
species investigated here are swimbladdered species (Herring, Horse Mackerel, Sprat, Sardine) and 
demonstrate a strong overlap. For Sprat and Sardine, only few schools are available in the database 
(Table 2-4), making this investigation limited for these species. In contrast, Herring and Horse Mackerel 
are represented by numerous schools in the database (Table 2-4). It can be observed that though there 
is overlap, some schools are distinctively separated. The use of other features than the frequency 
response can improve the discrimination power (see Section 6). 
 
 
Figure 5-3: MDS plot representing the distance between each ground thruthed school in the database (for the Alida (SCH6) 
FV data). Each dot represents a school. The different species are differentiated with different colours: Herring (HER, blue), 
Horse Mackerel (HOM, red); Mackerel (MAC, black); Sprat (SPR, green); Sardine (PIL, yellow). It is important to note that 
only few schools for Sprat and Sardine are available and these overlap with Herring and Horse Mackerel. 
 
Figure 5-3 shows the comparison by species. However, there are other potentially strong explanatory 
factors: fish length, geographical location. Using a MDS plot, the effect of these factors is shown in 
Figure 5-4. First, the data collected by the Alida (SCH6) FV is divided into five regions. These regions 
were defined manually to separate the data into the different areas of the North Sea, English Channel, 
and West of the UK. The five regions are shown in Figure 5-4(a) as follows: 
• Region constrained as: 45 N< latitude <53 N and 10 W < longitude < 5 W. This region 
corresponds to the West of the English Channel (blue colour in Figure 5-4(a) and (b));  
• Region constrained as: 49 N< latitude <52 N and 5 W < longitude < 2.5 E. This region 
corresponds to the English Channel (red colour in Figure 5-4(a) and (b)). 
• Region constrained as: 52 N< latitude <57 N and 4 W < longitude < 8 E. This region corresponds 
to the central region of the North Sea (black colour in Figure 5-4(a) and (b)). 
• Region constrained as: 57 N< latitude <65 N and 4 W < longitude < 8 W. This corresponds to 
the Orkney-Shetland region (green colour in Figure 5-4(a) and (b)). 
• Region constrained as: 53 N< latitude <65 N and 15 W < longitude < 5 W. This region 
corresponds to the North/North West of Ireland (yellow colour in Figure 5-4(a) and (b)). 
 
The similarities between the individual schools in the different regions is shown in Figure 5-4(b). One 
can observe that the acoustic finger prints are the highest variability in the channel and Orkney-Shetland 
region. Horse Mackerel schools at the West of the Channel and at the North of Ireland exemplify less 
variability. The finger print for Horse Mackerel in the West of Ireland is particularly distinct. This was 
observed in a previous study using narrow band data (EK60 and EK80 CW) [29]. 
 
The plot exemplifying the differences between length classes is presented in Figure 5-4(c) for Herring 
and in Figure 5-4(d) for Horse Mackerel. A length class associated with a school is determined as the 
mode of the length frequency distribution of the associated biological measurements. For Herring (Figure 
5-4(c)), there is no clear differentiation between length classes though each length class is represented 
by several schools. Regarding Horse Mackerel (Figure 5-4(d)), the schools in the database are mostly 
associated with length frequency distributions with a mode at 23 cm. Though 26 cm length classes seem 
to be distinct (yellow open circles), more measurements are needed to draw conclusive relationships. 
 
 
-5 0 5 10 15 20
coordinate 1
-6
-5
-4
-3
-2
-1
0
1
2
3
4
co
or
di
na
te
 2
HER
HOM
MAC
SPR
PIL
 Wageningen Marine Research report C076/19 | 57 of 150 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
 
Figure 5-4: fish school comparison with respect to different areas and length classes.  
(a): Spatial division of the data. The approximate extend of the different areas is shown by circles of different colours: the 
yellow circle is the West of Ireland region; the green circle is the Orkney-Shetland region; the black circle is the central North 
Sea region; the red circle is the channel region; the blue circle is the west of channel region.  
(b): corresponding MDS plot with colour scheme in line with (a) for the comparison between different geographical areas. The 
different species are represented by different marker types: plus signs represent Horse Mackerel schools; open circles are the 
Herring schools. 
(c) and (d): MDS plot comparing different length classes for the two main swimbladdered species observed in this project: 
Herring (c) and Horse Mackerel (d). 
 
 
In previous plots, the frequency response analysis is presented in the form of MDS plots. Whilst it shows 
the similarity between different schools, one is unable to assess the frequency ranges that are most 
important to discriminate different school. In that aim, the averaged relative frequency response for the 
different species in the different data sets are compared. The frequency used as reference for the relative 
frequency response is 60 kHz (i.e. the relative level is of 0 dB at this frequency). The results are shown 
in Figure 5-5. Similarly to Figure 5-3, a large overlap can be observed for swimbladdered species 
(Herring and Horse Mackerel) and the acoustic finger print for Mackerel is more distinct. Horse Mackerel 
in the West of Ireland is distinctive, as observed in Figure 5-4(d) and in [29]. In term of differences in 
the frequency content, Herring and Horse Mackerel are most distinctive from 170 kHz to 250 kHz. This 
corresponds to the frequencies measured by the 200 kHz WBT channel. This distinct feature exemplifies 
the advantage of using broadband instead of narrowband. Whilst narrowband systems can be operated 
at multiple frequencies it is not able to cover frequencies as a finer resolution. The EK80 operated in CW 
mode is only able to provide backscattering level at discrete frequencies 70 kHz 120 kHz 200 kHz with 
input signals spanning only few kHz. The EK80 in CW mode would therefore not be able to capture the 
changes in relative level between 170 kHz and 250 kHz. It is important to note that the EK80 CW is able 
to also span 18 kHz and 38 kHz which are potentially informative for discriminating different species. 
However, a mixture of WBT channels operating in CW (18 kHz, 38 kHz) and FM (70 kHz, 120 kHz, 200 
kHz) can be used to optimize the ability to discriminate species. 
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Figure 5-5: average relative frequency response (at 60 kHz) for the different data sets and species (Table 2-4) 
5.2 Noise analysis 
5.2.1 Background noise level 
First, the background noise level is investigated for the FVs involved in the data collection (Alida (SCH6) 
and Afrika (SCH24)). Background noise is persistent and homogeneous through time. It is caused by 
the intrinsic environment of the transducer (e.g. vessel noise, electrical noise). Often, it is hard to reduce 
background noise level as vessel and echosounder configurations are usually fixed. Reduction in 
background noise level is done at the vessel design phase and/or the echosounder installation. Because 
this type of noise is persistent, it hampers the ability of the echosounder to use data below a certain 
Signal to Noise Ratio (SNR). This SNR is specific to each echosounder and decreases with frequency and 
range. Therefore, the larger the depth the higher the impact of noise. Whilst the sonar equation [38] 
can be used to calculate range independent intensity, it is only useable when the received signal is 
higher than the background noise. If this is not the case, the effective returned signal is masked. In 
short, the background noise level determines the maximum range at which each WBT can operate. In 
Figure 5-6 echograms are given for all three transceivers for both the FVs, together with plots of the 
average ping levels in the echogram. The echograms are recorded with all other interfering sonars 
disabled. For the purpose of background noise comparison, the data has deliberately not been 
compensated for propagation loss. To get an impression on background noise, one must look at the 
levels at which the signal is stationary, a few tens of meters beyond the first bottom hit. For this 
particular recording, it is clear that the background noise of the Alida (SCH6) is roughly 4 to 5 dB higher 
than that of the Afrika (SCH24) for all three transceivers. 
 
It must be kept in mind though that the amount of background noise is observed to vary significantly 
between data sets; predominantly the Alida (SCH6) has recorded data sets with noise levels that are 
substantially higher. As a final illustration, echograms from the two FVs (70 WBT frequency channel) of 
two recording sets are shown in Figure 5-7(a) and (b). The difference in background colour can clearly 
be observed. This is again further exemplified in Figure 5-7(c) with an offset of 10 dB in favour of the 
Afrika. The difference in background noise needs to be accounted for in the data pre-processing through 
adjusted thresholds (e.g. to avoid miss detections). 
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Figure 5-6: Echograms of the Alida (SCH6) (a,b,c) and Afrika (SCH24) (d,e,f) with all interfering sonars disabled. The data 
is not compensated for propagation loss in order to get an estimate of stationary background noise levels that are 
observable below the bottom return. In (g,h,i) plots of the median ping levels are given for the two vessels. 
 
(a) 
 
(b) 
 
(c) 
 
Figure 5-7: background noise level for the Alida (SCH6) and Afrika (SCH24) FVs. (a) 70 kHz WBT echogram from the Afrika 
(SCH24) FV. (b) 70 kHz WBT echogram from the Afrika (SCH6) FV. (c) corresponding Average (median) ping of corresponding 
echograms ((a) and (b)), not corrected for prop-loss. 
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5.2.2 Interference noise 
Alongside background noise, another type of noise is common when using echosounders: interference 
noise. Interference noise is generated by acoustic equipment running alongside the echosounder. This 
is particularly the case if the frequency ranges at which the acoustic equipment operate are shared. 
Moreover, the transmission of an acoustic wave at a specific frequency is associated with subsequent 
components at higher frequencies (so called harmonics). Though the higher harmonics have a lower 
intensity than the fundamental component, these can spread to higher frequency bands and impact 
other acoustic sensors. In the case of the EK80, the harmonics from lower frequency WBT channels can 
impact the higher frequency ones. In practice, the use of different type of pulse (LFM up, LFM down) 
and sequential pinging can be used to minimize this potential noise. However, the level of cross-talk 
between WBT channels has not been shown particularly substantial to date. 
 
Furthermore, on board fishing vessels, several acoustic equipment are used for probing the surrounding 
of the vessel. A non-exhaustive list includes [2]: echosounders, omnidirectional sonars, multi-beam. 
Whilst the different acoustic equipment can be synchronized, pinging in a sequence, it is at the cost of 
lower ping rate and expensive synchronisation unit. On board the FVs engaged in this project, no ping 
synchronisation was employed. As a result, interference noise was present. This is exemplified for the 
Afrika (SCH24) FV in echograms in Figure 5-8(a) (70 kHz WBT channel), Figure 5-8(d) (120 kHz WBT 
channel) and Figure 5-8(g) (200 kHz WBT channel). For the 70 kHz WBT channel, there two types of 
interference around 54 kHz (Figure 5-8(b)) and 80 kHz (Figure 5-8(c)), most likely induced by the use 
of the low frequency omnidirectional SONAR (SIMRAD SU90). Higher harmonics are present for the 120 
kHz WBT channel  with subsequent disturbances in the spectra of smaller amplitude (Figure 5-8(e) and 
(f)). For the 200 kHz WBT channel, a combination of two interferences affects the data at: 164 kHz 
(Figure 5-8(h), JRC doppler profiler) and 240 kHz (Figure 5-8(i), Kayo high frequency SONAR). 
 
Though high interference noise is detrimental, it is somewhat less impactful than a high background 
noise. In practice, interference noise can be managed through processing with for example bad pings 
detection (see Section 4.1.2.6). The different level of interference noise between the vessel need to be 
accounted for individually through the fine tuning of the processing settings (e.g. threshold, 
erosion/dilation filters for the fish detection steps). This is done automatically in the demonstrator 
software (see Section 4.1.2.7). 
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Figure 5-8: interference noise on board the Afrika (SCH24) FV. The noise is exemplified for each WBT frequency channel in 
echograms: 70 kHz WBT channel (a), 120 kHz WBT channel (d), 200 kHz WBT channel (g). The interference spectra for the 
difference interference noise are shown in separate plots: interference at 54 kHz (b), interference at 80 kHz (c), interference 
spectra for two pings with disturbances for the 120 kHz WBT channel (e and f), interference at 164 kHz (h), interference at 
240 kHz (i) 
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6 Species identification 
Two species identification algorithms developed separately by WMR and TNO are presented in this 
section. Results of the combination of these two classifier is also shown. These methods draw on the 
experience gained from previous projects [10], [39] and are further developed. There is general 
improvements benefiting the species classification algorithm: (1) enhanced (i.e. more accurate) data 
pre-processing (2) access to more data (3) improved data organisation (4) development of a specific 
data format for algorithm training. The development of improved data organisation and specific data 
format allows one to reduce each data sets to fish schools and therefore to update the algorithm with 
new data more easily. In term of data, three data sets were available from only one vessel in the last 
project [10]. Within this project, the number of data sets has been expanded to twenty (Table 2-3). The 
species considered are Horse Mackerel, Herring, Mackerel and tentatively Sprat. 
 
The machine learning approach used here requires the association between fish school in the database 
and species (Section 2.2). This is done by matching biological data with the acoustically detected fish 
school. As explained in Section 2.2, this is done by associating species to fish school within the timing 
of fishing operations that caught monochromatic species composition (<95% of a single species). 
 
Both algorithms described here are based on the acoustic pre-processing described in Section 4. The 
region detected as schools (Figure 6-1(a)) are further divided into cells (Figure 6-1(b)) while noisy 
sections (e.g. interference with other acoustic equipment such as omnidirectional SONARs) of the 
echogram are not considered. In a ping, a cell is a window of 1.6 m in range (i.e. height). Specific 
processing details are given in Section 4.1.2. For each cell, a specific set of features are calculated. 
Features are divided into time signal features and spectral features. The features effectively are a 
reduction of data to make sure a classifier can derive boundaries to distinguish species. Hence, the 
features are derived such that data is reduced, while maintaining important signature information 
specific to a certain species. A machine learning approach is then used to derive an algorithm able to 
differentiate different species based on these features. The set of features used is specific to each 
algorithm (WMR and TNO classifiers). Results from the combination of the classifiers is also provided in 
this section. 
 
(a) 
 
(b) 
 
Figure 6-1: example of a fish school being divided into different cells. Each cell is associated with its time signal and 
corresponding spectrum. This constitutes the basis for the analysis and classifier training. Classification is computed for each 
cell. (a) Echogram of a fish school. (b) corresponding cell division. 
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6.1 TNO classification 
6.1.1 Method 
Deriving suitable features is key for classification to work well. Figure 6-2 provides an example plot of 
two extracted features for the different species. Each point represents the feature values of a single cell. 
It is clear that, as expected, the feature values of Herring and Horse Mackerel are closer to each other 
than those of Mackerel. The lines indicate classification boundaries derived by different types of 
classifiers. The side of the boundary at which a feature pair resides, determines to which species type it 
would be assigned. The type of classifier determines two major aspects of the classifier: 
• Its performance/score 
• Its robustness for variation within species 
A more complex classifier can give better performance on a given data set, but it can potentially derive 
boundaries that are not natural and/or can be driven by noisy data points. Boundaries also can become 
too strict, leaving no space for any variation within a species. Hence, it should always be kept in mind 
that the available data set is only a subset of the species. It does not per definition represent the 
signature of the entire species or contain all possible variation within a species. It is good practice to 
find a balance between performance and robustness, where a more simple classifier can get preference 
because of its robustness on the cost of slightly reduced score. Classifiers used in the examples below 
(Figure 6-2) are: 
• linear classifiers:  Normal densities based linear classifier (LDC/Bayes Normal 1), Nearest Mean 
linear Classifier (NMC) 
• quadratic classifiers: Normal densities based quadratic classifier (QDC/Bayes Normal 2), 
Uncorrelated normal densities based quadratic classifier (UDC/Bayes Normal U) 
• other: Support Vector Classifier (SVC), Parzen Classifier (ParzenC), Nearest Neighbour Classifier 
(KNNC) 
 
 
 
Figure 6-2: Plot of two example features computed for the entire dataset. Each marker indicates the feature values of a 
different species. The coloured lines indicate the species boundaries derived by a number of different types of classifiers. 
 
A large number of features has been derived manually, which are not all used in classification. Reduction 
of the number of features is required to avoid the risk of overtraining, which means a classifier has high 
performance for the data set on which it is trained, but lacks robustness for new datasets. Again, a 
balance must be found between the number of features used and the classification performance, where 
a smaller number of features is preferred. 
 
Features are ranked based on how well they can discriminate between species. This is done using 
forward feature selection [40] based on the sum of the Mahanalobis distances [41]. The ranked features 
are used in the evaluation of different types of classifiers. In classifier evaluation, different classifiers 
are trained and tested using an increasing amount of features. This gives insight in the optimal number 
of features to use. Figure 6-3 gives a plot of classifier evaluation for an increasing number of ranked 
features. Depending on the type of classifier, a number between 5 and 10 features is a good choice, 
leading to an average score of roughly 85 to 95 %. The use of a larger number of features will lead to 
overtraining for some classifiers (curse of dimensionality [42]). 
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Figure 6-3: Plot of the expected classification performance as a function of the number of features used. Each line 
represents the result of a different type of classifier. 
6.1.2 Results 
The selected features and classifier are evaluated using the recorded data sets. Classification scores are 
estimated by multiple test iterations of a classifier. Each iteration, the total set of data is split in an 
independent training set and test set. The classifier is trained with the training set. The trained classifier 
is evaluated with the test set. Finally, the scores of the iterations are averaged to get a performance 
indication.  
To avoid performance biases, some additional constraints are set to the training and test sets: 
• Each fish school is bound to contribute only a certain maximum number of cells to the training 
and test data sets. This is done to avoid very large schools to dominate the process. It is not 
desired if the overall classification score would be 95% because a single, large school scores 
100% and 10 small schools score 0%. 
• Also each fishing trip is bound to contribute only a certain maximum number of cells to the 
training and test data sets. Since there is more variation within a species between fishing trips 
than there is within a fishing trip, the same bias is avoided that a trip with a large number of 
schools scores perfect, while some trips with a few schools score very poor. 
Two types of results will be described below. In the first section the data of all trips will be used, while 
still meeting the above constraints. In the second section, the performance for each trip is analysed 
individually to recognize any remaining biases or overtraining. 
 
6.1.2.1 Main TNO classifier 
In the first test, the data sets of all fishing trips are collected to form one big data set with the three 
main  species (HER, HOM, MAC). The cell selection criterion described above is applied, such that each 
trip and each school roughly delivers an equal amount of input data. Figure 6-4 plots the resulting 
confusion matrix averaged over 20 iterations on the total collected data set. The numbers on the 
diagonal are the classification scores per species. 
 
 
Figure 6-4: Confusion matrix for the used classifier when using all data sets. The percentages on the diagonal are the 
scores per species type. 
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The classification performance is computed for each individual fishing trip to recognize any remaining 
trip biases. In addition, leave-one-out tests are performed for each trip. This means that all data of the 
concerning trip is removed from the training set. A classifier is then trained with all data from the other 
trips, of which the classification performance then is evaluated on the concerning trip. This test gives a 
reasonably good impression on the robustness of the classifier and in particular the performance that 
can be expected in practice. Figure 6-5 displays the results of both types of tests. Data set-inclusive 
test results are indicated by a cross; data set-exclusive results are indicated by the filled dot. Conclusion 
is that the inclusive and exclusive results on average are relative close to each other. This indicates the 
classifier is robust against variations within a species. Again, it should be noted that the classifier is 
designed as such: not the highest score possible, but with significant robustness against variation. There 
are two data sets that show a larger difference: 
• ALID/2017/12: This data set, recorded in the Channel, seems very important in defining the 
boundaries between Herring and Horse Mackerel. The difference between these species in this 
data set is the smallest of all data sets. The average relative spectral difference is in the order 
of 0.4 dB, which is very low, not yet taking into account variations within the species. Hence, it 
should preferably be included in training. 
• ALID/2019/02: This set of Horse Mackerel data is the only one recorded on the North-West of 
Ireland. Earlier research [29] has shown that this species has a different frequency spectrum 
than at other locations, possibly caused by significant differences in fish size. This difference is 
confirmed by the data recordings. The classifier is able to recognize this new pattern successfully 
(95% score), however the score is lower (64%) when it has not learned the new pattern yet. 
 
 
 
Figure 6-5: Classification score per fishing trip. Each trip can contain multiple species types. Crosses indicate the results 
for data set-inclusive training, filled dots indicate the results for data set-exclusive training. 
 
All results described above apply to homogenous schools of fish. In practice this means that at least 
90% of the part of the school that was actually caught, was reported to consist of a single species type. 
The current approach with cell-based classification allows classification of mixed schools as well. Though 
the results are difficult to verify, skippers report successful classification of mixed schools of Horse 
Mackerel and Mackerel or Herring and Mackerel. As an illustration, Figure 6-6 shows an example result 
of a mixed school consisting of Herring and Mackerel. 
 
 
Figure 6-6: Example of the classification result of a school that likely contains different species types. 
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6.1.2.2 Classification of Afrika data 
All results described in this section are generated with data recorded by the Alida, since the Alida has 
recorded significantly enough data to say something statistically meaningful about classification 
performance. Another issue still remaining is accurate calibration which would allow merging of data 
sets between vessels, but also apply a classifier trained with data on one vessel to data on another 
vessel. Despite these issues, still a classification result will be given for the data recorded by the Afrika. 
Figure 6-7(a) provides the classification results of the relatively small amount of data recorded by the 
Afrika, when training the classifier with the Afrika data. The scores are in line with the scores for the 
Alida, which is expected. Figure 6-7(b) finally shows the results when applying the classifier trained with 
Alida data to the Afrika data set. Both data sets are effectively processed without any calibration set, 
since the current calibration results are not accurate enough yet. Hence, the transceiver responses of 
the two vessels in this case are taken to be equal. Though the scores of the Alida classifier on the Afrika 
data are not very bad, proper calibration can definitely improve the classification results by 10 to 15 %. 
 
(a) 
 
(b) 
 
Figure 6-7: Confusion matrix when classifying Afrika data with a classifier also trained with Afrika data.. The percentages on 
the diagonal are the scores per species type. 
 
6.1.2.3 4th species inclusion 
 
The described results provide the classification performance for three species. One of the goals of the 
project was to add a 4th species to the classifier. However, hardly any data of a 4th species has been 
collected by the Alida (only 7 Sprat schools, Table 2-4). Though it is statistically all but significant, some 
brief tests have been performed to classify Sprat as a 4th species, using the few schools collected. Figure 
6-8 shows the confusion matrix. The average score of Sprat is around 67%, while the score of Herring 
slightly decreases to 80%. There is overall a decrease in accuracy compared to the baseline classifier 
(Figure 6-4, three species: HER, HOM and MAC). This decrease is induced by the inclusion of the fourth 
species and is due to: (1) the closeness of SPR with HER and HOM; (2) the low amount of data available 
for SPR. The low amount of data available for SPR is particularly detrimental in the training phase of the 
algorithm. In practice, the amount of data used for training must be of equal proportions between the 
different species and be representative enough (different depths, geographical areas, time of year etc.). 
As a result, the inclusion of SPR lowers the amount of data used for training. The training is in turn less 
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representative of the variability in the data for HER, HOM and MAC. The relative conservative score of 
67% can be declared by the fact that Sprat is acoustically very similar to Horse Mackerel. In practice 
there is an advantage however, since Sprat and Horse Mackerel do not reside in the same area. Hence, 
in these areas Horse Mackerel can be replaced by Sprat in the classifier, which means classification could 
also be done successfully for Sprat, based on this small set of results. 
 
 
Figure 6-8: Confusion matrix when adding Sprat as a fourth species. Sprat is partly classified as Horse Mackerel, but since 
these two species do not reside in the same area, Horse Mackerel could be replaced by Sprat in the relevant areas. 
 
6.1.2.4 Classification resolution 
As described earlier, to be able to support classification of schools containing a mix of different species, 
schools are divided into smaller chunks, which are classified individually. The smallest possible chunk is 
called a cell and is chosen to be defined as a window of 1.4 m in length within a single ping. A cell can 
be classified individually. Delivering a classification result per cell will result in a highly detailed image 
that defines the distribution of species within a school. The downside of classifying on a per-cell basis is 
that the data within a cell can be very noisy as result of reflections of sound within the school. This leads 
to frequency dependent constructive and destructive interference, which may cause the perceived 
spectrum to deviate from the actual spectrum of the corresponding species type. 
 
In order to increase stability of the perceived spectrum, neighbouring cells can be combined by statistical 
averaging or median filtering at the cost of reduced classification resolution; i.e. a resulting classification 
image with less detail. However, because of the small size of a cell, it should be kept in mind that single 
cell resolution will practically not be required, given the fact that also in mixed schools, species of the 
same type are typically clustered together spanning a few square meters in size. To this end different 
settings for cell averaging have been analysed. Figure 6-9 schematically depicts this median filtering 
process. For each cell, neighbouring cells are selected up to a maximum distance, defined by the number 
of averaging cells. These cells are combined by taking their median to construct a new value for the 
considered cell, in practice called a moving median filter. This process is done for the spectra and for all 
feature values. 
 
(a) 
 
(b) 
 
  
Figure 6-9: Illustration of the cell averaging process. The original cell values (a), in this case simply representing energy, 
are filtered with a sliding median window to deliver the averaged values (b). The resulting cells are still put into the classifier 
individually. 
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Figure 6-10 shows the spectra of a school of Herring and a school of Horse Mackerel for different numbers 
of averaging cells. The use of more averaging cells corresponds to the average spectrum of a larger 
area within the school. The two darker lines indicate the average spectrum of the entire school. The 
light-coloured lines represent the averages of the sub-averages of the schools. It is clear that, as 
expected, a decrease in number of averaging cells increases the variability in the spectrum. As an 
indication: 32 cells correspond to an area in the school of roughly 8 x 8 m. 
 
(a) 
 
(b) 
 
(c) 
 
(c) 
 
 
Figure 6-10: Spectra for different numbers of cells used in averaging for Horse Mackerel and Herring. The use of more 
cells leads to more stable spectra. Since the two species types are very similar, it is beneficial to have stable spectra. (a) 
averaging over 128 cells. (b) averaging over 32 cells. (c) averaging over 8 cells. (d) no averaging. 
 
Figure 6-11 shows the classification results for a number of fishing trips when applying different numbers 
of averaging cells. It is clear the scores increase when using more averaging. It should be mentioned 
that the utilized features and type of classifier are chosen to work with averaged cells. It is well possible 
that a more complex classifier performs better with a smaller amount of averaging cells. However, the 
current classifier and features have been chosen for their robustness, in combination with the fact that 
single cell classification in practice is not a requirement When schools would be expected to be 
homogenous classification scores would head to 100%. The current number of averaging cells in the 
demonstrator software is set to 64. 
 
(a) 
 
(b) 
 
(c) 
 
Figure 6-11: Confusion matrices indicating classification scores per species for different numbers of averaging cells. The 
use of fewer averaging cells will decrease the classification performance. (a) averaging over all available cells for each 
school. (b) averaging over 128 cells. (c) averaging over 64 cells. 
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6.1.2.5 Sensitivity to calibration error 
In the sets of available species, Herring and Horse Mackerel have a very similar acoustic response. When 
looking at the average spectra of these two species, the relative differences between the spectra are in 
the order of 0.5 to 1 dB. This accounts for the average species spectrum. Moreover, between schools of 
the same species, there is also some variation, as well as within parts of the school. Spectral variations 
within a species can be the result of differences in fish size or composition. 
As a result of the small differences, very high accuracy of all processing steps is crucial. One of the 
important steps in cross-vessel applicability is calibration of the acoustic transceivers. In order for a 
classifier that is trained with data recorded on one vessel, to give a similar result with the hardware on 
another vessel, calibration has to be performed with high accuracy. This section will evaluate the effect 
of calibration errors on the classification result to get an impression on required calibration accuracy.  
Several types of calibration errors are assessed with varying magnitude: 
• Adding a linear trend as function of frequency to one or more transceivers. 
• Adding an offset to one of the transceivers. Note that addition of the same offset to all 
transceivers has no effect since the relative spectra are used. 
• Adding a resonance curve to one or more transceivers. 
In this test, a classifier is trained with the original fish school data. Subsequently the school data is 
being altered using the modified calibration values. The trained classifier is evaluated/tested with the 
new, modified data. The difference in classification scores between the original and the modified set 
gives an indication of the effect of the error on classification. For the test only Horse Mackerel and 
Herring are used since these are the ones predominantly affected by small errors. 
 
Figure 6-12 shows classification scores for the different types of errors, with Figure 6-12(a) and (b) 
showing the reference situation with no modification of the calibration values. Though the results 
represent only a subset of potential errors, it gives a first impression on the effect of calibration errors 
on the classification scores. Based on the given results, offset errors to a particular WBT seem to result 
in the largest error, especially for the 200 WBT channel. As also expected from the spectral plots, an 
error of 1 dB severely deteriorates the classification accuracy. Taking into account some additional 
variation within a species to come in yet unknown data sets, calibration accuracy should definitely be 
better than 0.5dB, and preferably below 0.3 dB. 
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Figure 6-12: results of classifier testing against erroneous calibration. Each scenario has a figure pair showing the change 
in calibration gain and resulting classification accuracy. 
(a) and (b): reference classification score with unaltered calibration values 
(c) and (d): Classification score with 0.5 dB offset added to the 200 kHz WBT channel. 
(e) and (f): Classification score with 1 dB offset added to the 200 kHz WBT channel. 
(g) and (h): Classification score with 2 dB offset added to the 200 kHz WBT channel. 
(i) and (j): Classification score with 1 dB linearly increasing trend added to the 200 kHz WBT channel. 
(k) and (l): Classification score with 1 dB linearly increasing trend added to all WBT channels. 
(m) and (n): Classification score with 0.5 dB sinusoid added to all WBT channels. 
  
 Wageningen Marine Research report C076/19 | 71 of 150 
6.2 WMR classifier 
In a previous project [10], the frequency response classification was performed using a dynamic factor 
analysis [43]. This allowed to determined different frequency response trends between fish species. In 
the realFishEcho project, a machine learning approach is used based on signal features, more specifically 
a Neural Network (NN). Neural Network was proven to be effective solely based on frequency response 
using a small data set [39]. The benefits of using a NN are: (1) its known ability for pattern recognition 
[44]; (2) the easiness to improve training as the number of data sets available grows; (3) the potential 
ability to provide information at a cell level; (4) the probabilistic results. 
6.2.1 Method 
6.2.1.1 Background 
The WMR classification uses a machine learning approach, more specifically a Neural Network method 
(NN) [12], [44]. This consists of interconnected processing elements that after appropriate training are 
able to solve a specific problem. Here, the problem consists on determining the fish species given a set 
of features derived for each cell (Figure 6-1). 
 
A NN is typically constituted of several layers of neurons: input layers, hidden layers where undergoes 
the classification process (through application of weights, biases and operators) and output layers, 
yielding the final scores for the classification.  
 
Here, the input to the NN is a set of spectral and time features (Section 6.2.1.2) calculated for each cell 
for the three WBT channels (70 kHz, 120 kHz, 200 kHz). Prior to entering the NN, these are normalized, 
a process that consists of bounding the maximum and minimum of each spectrum between -1 and 1 
based on two threshold boundaries. The features are expected to vary between fish species, length 
classes and to a lessened extent with depth and area [2], [10], [45]. This is further fed into the various 
layers of the NN. For the purpose of pattern recognition, only one hidden layer is used here. The 
subsequent equation of the NN is: 
 
𝒂𝒂 = 𝒇𝒇2(𝒘𝒘2 × 𝒇𝒇1(𝒘𝒘1 × 𝒑𝒑 + 𝒃𝒃1) + 𝒃𝒃2), Equation 6-1 
 
with 𝒂𝒂 the vector of outputs (fish species classes), 𝒑𝒑 the vector of inputs (features for a single cell). The 
quantities 𝒘𝒘1, 𝒃𝒃1 and 𝒇𝒇1 are respectively the weight matrix, bias vector and operator function for the 
hidden layer and 𝒘𝒘2, 𝒃𝒃2 and 𝒇𝒇2 the same quantities for the output layer. The adjustment of the weights 
(𝒘𝒘1, 𝒘𝒘2) and biases (𝒃𝒃1,𝒃𝒃2) is performed prior to the use of the NN in a real situation, during a process 
a training, validating and testing the NN. A schematic of the NN architecture used here is shown in 
Figure 6-13, it consists of: 
• 31 inputs (31 features for each cell) 
• 3 outputs (4 for the inclusion of Sprat as an additional species) 
• 62 nodes in the hidden layer. 
• A sigmoid function as operator for the hidden layer 
• A softmax function as operator for the output layer 
 
 
 
Figure 6-13: schematic of neural network architecture. 
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6.2.1.2 Features calculation 
A combination of time and spectral (i.e. frequency) features are used for the WMR classifier. More 
specifically, a total of 31 features derived for each single cell. These are summarized in Table 6-1. It is 
important to note that the time features are derived for each WBT channel (70 kHz, 120 kHz, 200 kHz). 
Therefore, each time feature consists of three values. 
 
Table 6-1: listing of features used for the WMR species identification. The time features are derived for each WBT channel 
and are then a set of 3 value each. 
Feature name Feature type 
Number of 
features Description 
Sv Time 3 backscattering volume coefficient [40] down sampled at the cell level. 
SNR Time 3 
difference in dB between Sv in the cell and Sv 
in the same ping but outside the masked 
pixels (fish school detection, Section 4.1.2). 
mean Time 3 
Mean of distribution estimated by fitting a 
normal distribution to the distribution of Sv in 
the cell. 
standard 
deviation Time 3 
Standard deviation of distribution estimated 
by fitting a normal distribution to the 
distribution of Sv in the cell. 
kurtosis Time 3 Kurtosis of distribution of Sv in the cell. 
skewness Time 3 skewness of distribution of Sv in the cell. 
number of 
peaks Time 3 
estimated using a peak detected on the 
amplitude signal (beam formed and matched 
filtered), using a threshold for the peak 
prominence of 0.25. 
10 principal 
components 
spectral 
decomposition 
Spectral 10 
Decomposition of relative spectra into 10 
principal components based on prior SVD 
decomposition. 
 
Prior to the calculation of the spectral features, the spectrum of cell undergoes a specific processing. 
The spectrum in each cell is down sampled, smoothed and z-normalized using the approach described 
in Section 5.1.1. A semi-random selection of cells is then selected for further Single Value Decomposition 
(SVD) of the matrix of selected 𝑇𝑇znorm, 𝑺𝑺znorm. This matrix is of size 𝑛𝑛𝑆𝑆 × 𝑛𝑛sel with 𝑛𝑛𝑆𝑆 the number of sample 
of a single spectrum (down sampling to 68 samples is used here) and 𝑛𝑛sel the number of selected cells 
(user defined). The specific selection process is further explained in Section 6.2.1.3. The SVD of 𝑺𝑺znorm 
yields [44], [46]: 
 
𝑺𝑺znorm = 𝑼𝑼 × 𝑺𝑺 × 𝑽𝑽𝑇𝑇. Equation 6-2 
 
The matrix 𝑼𝑼 is square of size 𝑛𝑛𝑆𝑆 × 𝑛𝑛𝑆𝑆 and a truncated 𝑼𝑼trunc version (of size 𝑛𝑛𝑆𝑆 × 𝑛𝑛trunc) can be used to 
truncate 𝑇𝑇znorm vectors into 𝑛𝑛trunc components: 
 
𝑇𝑇trunc = 𝑇𝑇znorm × 𝑼𝑼𝑻𝑻. Equation 6-3 
 
A truncation number 𝑛𝑛trunc = 10 is used here, i.e. each spectrum 𝑇𝑇znorm of 𝑛𝑛𝑆𝑆 samples is truncated into 10 
components. This constitutes the 10 spectral features for each cell. Whilst time features can be directly 
derived from each cell, the processing employed for spectral features implies that an external matrix 
(𝑼𝑼trunc) is needed for the truncation of the spectrum Figure 6-14. 
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Figure 6-14: workflow diagram for training and operational use of the WMR classifier. For the training of the NN, time 
features are derived from each cell but spectral features use the spectrum from each cell and a matrix 𝑼𝑼𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 that was 
calculated from the training set. In operational use, the algorithm uses two inputs: the training neural network and the 
matrix 𝑼𝑼𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕. The latter is used for the calculation of spectral features. 
 
The feature calculation is applied to all cells from all the recorded schools across the data sets. 
Averaging of each features across cells can also be applied (similarly to Section 6.1). Only a 
subsample is used for training, the other cells are used to assess the performance of the algorithm 
(Section 6.2.1.3). 
 
6.2.1.3 Neural network training and assessment 
In order to train the NN and build the 𝑼𝑼trunc matrix (for the calculation of spectral features), a specific 
strategy is employed in order not bias the training set toward: (1) large schools in data sets; (2) large 
data sets compared to smaller ones. The selection process for the data selected for training is done for 
each selected species as follows: 
1. Define number of cells per species 𝑛𝑛species. 
2. For each single species, the 𝑛𝑛species cells are spread equally across the relevant data sets (i.e. 
those containing the currently selected species). Each data set have an allocated 𝑛𝑛alloc =
𝑛𝑛species/𝑁𝑁data sets with 𝑁𝑁data sets the number of data sets with the current species. This works under 
the following constraint: 
o If 𝑛𝑛alloc > 𝑛𝑛cells set/2 (with 𝑛𝑛cells set the number of cells in the selected data set), 𝑛𝑛alloc =
𝑛𝑛cells set/2. 
3. For a species within a data set, the 𝑛𝑛alloc cells are spread equally between the schools in this 
data set. Each school of the selected species have 𝑛𝑛school = 𝑛𝑛alloc/𝑁𝑁𝑠𝑠𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑠𝑠 with 𝑁𝑁𝑠𝑠𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑠𝑠 the number 
of schools of the selected species for the selected data set. This works under the following 
constraint: 
o 𝑛𝑛school > 𝑛𝑛cells school/2 (with 𝑛𝑛cells school the number of cells of the selected school), 𝑛𝑛school =
𝑛𝑛cells school/2. 
4. Cells non allocated in the process are reallocated to eligible data sets and schools. 
For each school, the defined 𝑛𝑛school are selected randomly. The total number of cells used for training is 
then 𝑛𝑛species × 𝑁𝑁species and only constitute a small subset of all the data available. 
 
For the training of the NN, the training subset is divided into three components: 
• Training (70% of subset): these data are used to compute weights and biases through various 
iterations. 
• Validation (15% of subset): these data are used to validate the NN and make sure it does not 
become too specialised with respect to the training data. 
• Testing (15% of subset): these data are used to assess the performance of the NN after the 
training it completed. 
The training process is exemplified in Figure 6-15(a). The training component is made of several input 
samples (time and spectral features from cells) together with associated outputs (fish species classes). 
The weight and biases are adjusted for each sample using a backpropagation algorithm[44]. This is 
repeated several times over the training data set component and each iteration is called an “epoch” (x-
axis in Figure 6-15(a)). At the end of each epoch, an error index is calculated (y-axis in Figure 6-15(a), 
cross-entropy [44] in this instance) for the training data set and the validation data set. The validation 
component is used to ensure that the NN does not loose generality (i.e. is not too specialised to the 
training component). Therefore, the optimal training is where the performance of the validation 
component is maximized (i.e. minimized error). After the end of each epoch, the NN is applied to the 
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testing data set component. The training performance can be summarized in a matrix of scores (so 
called confusion matrix, Figure 6-15(b)). 
 
(a) 
 
(b) 
 
Figure 6-15: results from a NN training process. (a) Cross-entropy error index across epochs. (b) confusion matrix 
summarizing scores for training, validation and test data sets. 
 
The training of the NN only applies to a small number of samples, selected using the routine described 
in Section 6.2.1.3. Typically, one uses 𝑛𝑛species = 5000 to 10000 samples per species. For example, the total 
number of samples available for Horse mackerel using all the data sets from the Alida (SCH6) FV is 
140000. The testing of the NN is done through two separate analysis: 
• An analysis using all the samples not used for training 
• A one data set out analysis: within a pool of data sets, a NN configuration is tested blindly by 
training the NN on all data sets except one sequentially for all data sets available. For example, 
in the case of the classifier based on the Alida (SCH6) FV data, there is 13 data sets available. 
The main WMR classifier is derived using a subsample of the data and tested against the cells 
not selected for training. In addition, training over 12 data sets and testing against the data set 
not included is performed. This mimics the situation encountered in the field where the data 
collected will not be included for training of the NN. 
 
Classification is performed per cell (allowing the classification of mixed schools) and tested against the 
different data sets. Two classification examples (Herring and Mackerel schools) are shown in Figure 6-16 
together with the associated echogram. The classification output from each cell takes the form of a 
probability for each species. The determined species is taken as the one associated with the maximum 
probability score amongst the classified species. It is important to note that the classifier allocates 
species to each cells based on the species input during training. Therefore, the classification of species 
outside the one used for training will result in misclassification. 
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Figure 6-16: classification examples for two fish schools (HER and MAC). (a) and (b) echogram and subsequent 
classification of a Herring fish school. (c) and (d) echogram and subsequent classification of a Mackerel fish school. 
6.2.2 Results 
6.2.2.1 Main WMR classifier 
The main WMR classifier is based on the method presented in Section 6.2.1. This consists on: (1) the 
calculation of signal features for every cells available in a data set; (2) the training of a NN on a 
subsample of the data. Here, the classifier is based on all the data collected by the Alida (SCH6) FV 
(Table 2-3). From 2014 to 2019, data are divided into 13 data sets with various species. The species 
included in the classifier are those that are the most substantially represented (Table 2-4): 
• Herring (HER, 52x106 pixels) 
• Horse Mackerel (HOM, 70x106 pixels) 
• Mackerel (MAC, 22x106 pixels) 
 
Whilst the inclusion of additional species is possible, species must be represented with an equal amount 
of samples for the training process. If the number of samples available for a species is limited, one can: 
(1) use duplicates of the samples for this species; (2) decrease the number of samples used for the 
species with more numerous samples. The acoustic backscatter varies with species but also with 
variables such as area, time of year or depth. In addition, it was shown in Section 5.1 that the frequency 
response exemplifies a large variance. Prior to the inclusion of a new species, it is then paramount that 
its acoustic backscatter variability is represented in the data used for training. The inclusion of a species 
with limited data available will result in higher misclassification, especially on cases not represented in 
the data set (depth ranges, areas etc...). 
 
The results of testing on all the cells not used for training is shown in Figure 6-17. This is for different 
cell averaging: no averaging (Figure 6-17(a)); averaging over 10 cells (Figure 6-17(b)); averaging over 
30 cells (Figure 6-17(c)); averaging over 60 cells (Figure 6-17(d)); averaging over 500 cells (Figure 
6-17(e)). The classification score increases with the number of cell used for averaging. This is because 
of the large variability between cells within each school. The averaging reduces the variability and in 
turn allows a more accurate classification. However, whilst classification is done for each individual cell, 
an increased cell averaging decreases the effective resolution. For example, the configuration of 
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averaging over 500 cells is in effect a classification where all the cells are averaged, i.e. using a single 
cell per school. The choice of the amount of averaging is then a balance between improvement in 
classification score and cell resolution. If no averaging is used, the accuracy of the classification is 80.4% 
with 94.7% for Mackerel, 78.9% for Horse Mackerel and 75.8% for Herring. The high score for Mackerel 
compared to the other two species is expected because it is a non swimbladdered species as opposed 
to Herring and Horse Mackerel. The lowest score of 75.8% for Herring is due to the high variability 
between cells. A good compromise between accuracy and resolution is an averaging over 30 cells. This 
exemplifies an accuracy of 93.5% with a lowest score for Herring of 90.3% (Figure 6-17(c)). 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
 
Figure 6-17: classification results of the WMR classifier for different cell averaging configurations. The results are presented 
as confusion matrix for the WMR classifier trained and tested on data from the Alida (SCH6). (a) no cell averaging. (b) 10 
cells averaging. (c) 30 cells averaging. (d) 60 cells averaging. (e) 500 cells averaging. 
 
In Figure 6-17, the WMR classifier was tested against all non-selected cells for training. However, a sub-
sample of all the available Alida (SCH6) FV data was used for training. Therefore, each data set is 
represented in the training. Whilst this constitutes the classifier with optimal training, the classification 
method can be tested with a leave one out analysis. This test consists in leaving one data set for training 
at a time and test the classifier on this sole data set. It mimics a more realistic situation for the classifier 
where the data it is be used against are not included for training (i.e. a blind test). The results for all 
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the cell averaging configurations is shown in Figure 6-18. Across all the configurations, there are data 
sets that exemplify significant drops when tested blindly (cross markers compared to open circle markers 
for the different colours), most notably the data collected by the Alida (SCH6) FV in December 2017 
(ALID_2017_12 on the x-axis). For this data set, the baseline accuracy of ~78% drops to ~40% if it is 
classified without prior information. This shows that this data set provides a new set of information to 
the classifier. As in Figure 6-17, the scores increase with increased amount of averaging. It is also 
noticeable that with no averaging (Figure 6-18(a)), some blind scores are higher than the baseline score. 
This is because each case is independently trained (different cells selected for each training) and there 
is variability in the accuracy score. The accuracy variability decreases with increased averaging because 
of decreased variability between cells. The classifier selected for implementation is the one using a 30 
cell averaging (Figure 6-18(c)). 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
 
Figure 6-18: testing of the WMR classifier with one data set dropped at a time. The data sets are those collected by the 
Alida (SCH6) FV (Table 2-3). Cross markers are the baseline scores for each data set and each species (combined results 
presented in Figure 6-17) while open circle markers are the score from the leave one out test. (a) no cell averaging of 
features. (b) feature averaging over 10 cells. (c) feature averaging over 30 cells. (d) feature averaging over 60 cells. (e) 
feature averaging over 500 cells.  
 
6.2.2.2 Sensitivity to calibration error 
An important application for extended use of the results of this project is the ability to transpose the 
WMR classifier trained using data from a specific vessel to another vessel. In theory this should be 
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enabled with calibration of the echosounder. However, in the case of the Alida (SCH6) and Afrika 
(SCH24) Fvs, several discrepancies were found for the calibration (Section 3.3.2). Though slight 
differences in calibration gain between years and between FVs are expected, the differences between 
calibration gains found here are too high to be genuine, especially for the 120 kHz and 200 kHz WBT 
channels. It is therefore important to test the sensitivity of the WMR classifier against various offsets 
levels in calibration gains for the different WBT channels. Positive offsets from 0.5 dB to 3 dB for all WBT 
channels are tested. Results are presented in Figure 6-19. The sensitivity between the WBT channels 
can be observed. The 70 kHz WBT channel is robust against calibration offsets with a small decrease in 
classification score (Figure 6-19(a)). Contrarily, the 120 kHz and 200 kHz WBT channels are much more 
sensitive (Figure 6-19(b) and (c)). The decrease in accuracy occurs for specific species (Horse mackerel 
for the 120 kHz WBT channel and Herring for the 200 kHz WBT channel). Offset in calibration gain lead 
to severe misclassification with for example a score of 20% for Herring in the case of 3 dB offset in gain 
for the 200 kHz WBT channel (Figure 6-19(c)).  
 
(a) 
 
(b) 
 
(c) 
 
 
Figure 6-19: sensitivity tests. Each sensitivity test uses a offsets at a specific WBT channel: 0.5 dB, 1 dB, 1.5 dB, 2 dB, 
2.5 dB and 3 dB. The 0 dB case is the baseline (Figure 6-17(c), averaging over 30 cells). Results are shown as classification 
score for the different species against calibration offset. (a) sensitivity test for the 70 kHz WBT channel. (b) sensitivity test 
for the 120 kHz channel. (c) sensitivity test for the 200 kHz channel. 
 
The classification of the data from the Afrika (SCH24) using the classifier presented in Figure 6-17(c) is 
shown in Figure 6-20. For the Afrika (SCH24) data, the calibration from 2016 using the 38.1 mm sphere 
is used for all WBT channels. For the Alida (SCH6), the calibration from 2017 using the 38.1 mm sphere 
is used for all WBT channels. The comparison of the calibration gains for these two data sets is shown 
in Figure 6-20(a). Significant offsets can be observed (2.5 dB at 200 kHz). The classification of the Afrika 
data sets yields 70.2% for Herring, 97.6% for Horse Mackerel and 71.9% for Mackerel. These scores 
are low and most likely reflect some discrepancy in calibration gain. Whilst the differences between 
calibration gains is explained by the use of different echosounders in different conditions, these might 
not be fully genuine. This is illustrated in Section 3 that presented discrepancies between comparable 
data sets. 
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(a) 
 
(b) 
 
 
Figure 6-20: classification of the data from the Afrika (SCH24) FV using the WMR classifier trained using the data from 
the Alida (SCH6) FV with an averaging over 30 cells. (a) Calibration gains used for the data from the Alida (SCH6) FV and 
the Afrika (SCH24) FV. (b) WMR classifier results. 
 
6.2.2.3 Classification based on Afrika (SCH24) FV data 
The classification results shown in Section 6.2.2.1 are calculated using the WMR classifier trained using 
all the data available from the Alida (SCH6) FV. In this section the data from the Afrika (SCH24) are 
solely used for deriving a NN classifier. Though, the amount of data available from this vessel are limited 
(Table 2-3) and are for example only representative of a small regional subspace of the North Sea 
(Figure 2-3(c)). In comparison, the data available for the Alida (SCH6) FV is much larger (Table 2-4). 
The results of the classification are presented in Figure 6-21 for two configuration: no cell averaging 
(Figure 6-21(a)); averaging over 30 cells (Figure 6-21(b)). It can be observed that the accuracy score 
are high compared to those presented in Figure 6-17. This is because the classifier devised in the 
previous section deals with a much more diverse data set and is therefore more robust against the 
variation in features across the North Sea. It is important to note that it is not possible to perform a 
leave one out analysis (as in Figure 6-18) in the case of the classifier using only data from the Afrika 
(SCH24) FV. This is because the data from the Afrika (SCH24) FV only has a limited number of data sets 
available (Table 2-3 and Table 2-4) and HER and HOM species are only present in single data sets. If 
one would leave the data set where HER is present, it would not be possible to train the NN for this 
species. As the data set for the Afrika (SCH24) will grow the robustness of the classifier specific for this 
vessel will improve. 
 
(a) 
 
(b) 
 
 
Figure 6-21: classification for different cell averaging using data from the Afrika (SCH24) FV. Results are presented as 
confusion matrices. (a) classification results without feature averaging. (b) classification results with an average of features 
over 30 cells. 
 
6.2.2.4 4th species inclusion 
In the previous sections, the devised WMR classifier was only applied to three species: Herring, Horse 
Mackerel and Mackerel. This is because these species represent the bulk of the data collected by the 
Alida (SCH6) and Afrika (SCH24) FVs (Table 2-4). Though in smaller proportions than the three main 
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species, the data sets contains data associated with Sprat for both the Alida (SCH6) and Afrika (SCH24) 
and Sardine for the Alida (SCH6) only. 
 
First, the inclusion of Sprat as a fourth species for the classifier is tested separately with data from the 
Alida (SCH6) and the Afrika (SCH24). Both classifiers use a configuration with an averaging over 30 
cells. The result are shown in Figure 6-22. The classifier using data from the Afrika (SCH24) exemplifies 
high scores (Figure 6-22(a)) as there is enough data for each species to devised a balanced training 
subset (Table 2-4). Contrarily, the classifier training on Alida (SCH6) data presents lower score (Figure 
6-22(b)). This is particularly the case for the Sprat accuracy score (only 66%). This reduction in accuracy 
is mostly due to the low number of data available for Sprat in the data sets from the Alida (SCH6) FV 
(Table 2-4). 
 
(a) 
 
(b) 
 
 
Figure 6-22: WMR classifier results of four species identification (Sprat as fourth species) using training based respectively 
on: (a) the data from the Afrika (SCH24) FV; (b) the data from the Alida (SCH6). The classifier uses a configuration with 
an averaging over 30 cells. 
 
Furthermore, data from Sardine was collected by the Alida (SCH6) FV (Table 2-4). Similarly to Sprat 
data, these can be tested as a an additional classified species. The results from the classification are 
shown in Figure 6-23. Overall, it can be observed that the accuracy is high, similar to the levels of the 
baseline classifier (Section 6.2.2.1). In contrast, the classification of Sprat is much lower (Figure 
6-22(b), 69.2%). This could be due to the similarity of Sprat with Horse Mackerel (Figure 6-22(b), 
26.2% misclassification as Horse Mackerel) whilst Sardine has more distinct characteristics (frequency 
response, density etc...) leading to more contrasting features. However, as for Sprat, the amount of 
data available for Sardine is very limited and is only representative of a specific region (Figure 2-3). In 
order to add this species, it is therefore important to collect more data in order to assess the robustness 
of the algorithm (e.g. using a one out study as shown in Section 6.2.2.1). 
 
 
Figure 6-23: WMR classifier results of four species identification (Sardine (PIL) as fourth species) using training based on 
data from the Alida (SCH6) FV. The classifier uses a configuration with an averaging over 30 cells. 
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6.3 Combined classifier 
The classifiers of TNO and WMR are developed independently. Though they both build on a mutual pre-
processing chain that delivers their raw inputs, which is one of the critical factors, the independent 
classification approaches can and will lead to different results. The main reason for independent 
approaches was to increase the chances of success. Though both classifiers perform well, it is possible 
to improve the final classification results even further by combining the outputs of the classifiers. The 
idea behind this is that they may augment each other in cases where one classifier is uncertain about 
the result, while the other is not. 
 
Classifier combination is performed on a single cell basis. Classifiers are combined by automatically 
computing and assessing the confidence levels of each classifier. For each cell the output of the classifier 
with the highest confidence is selected. Or in other words: the classifier that is most certain about its 
outcome, determines the combined classification output for that cell. 
 
The supporting ground for this approach is given in Figure 6-24(a) and (b), where confidence masks are 
given for a Herring and a Horse Mackerel school, respectively. Per school, the confidence mask is given 
for each of the two classifiers. The low confidence levels indicate about which part of the school the 
classifiers are uncertain. Since both classifiers are uncertain about a different part of the school, they 
can ‘help’ each other in estimating the correct species. Figure 6-24(c) also plots the confidence levels 
of an example school, but in a different representation. The desired confidence augmentation in the 
given examples appears to be representative for the majority of the schools.  
 
(a) 
 
(b) 
 
(c) 
 
Figure 6-24: Confidence masks of both the TNO classifier and the WMR classifier for two example fish schools (a,b). Low 
confidence levels indicate the classifier is uncertain about the classification result for that cell.In (c) the confidence levels are 
plotted per cell for one of the example schools. 
 
The described fusion approach has been applied to all existing data sets. Figure 6-25 provides the results 
per data set per classifier, including the combined classifier. Since the scores were already rather high, 
the improvement is somewhat difficult to observe. Figure 6-26 plots the average score per species of 
the different classifiers in a single plot, together with the confusion matrix of the combined classifier. 
Here, it is well observable that the combination of classifiers increases the scores even further by roughly 
2 to 3 percent. 
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(a) 
 
(b) 
 
(c) 
 
 
Figure 6-25: Classification scores per data set for the TNO classifier (a), WMR classifier (b) and the combined classifier (c). 
The combined classifier slightly outperforms both classifiers. 
 
 
Figure 6-26: Average classification score per species type for the TNO classifier (circle markers), WMR classifier (cross 
markers) and the combined classifier (diamond markers). The combined classifier slightly outperforms both classifiers. 
6.4 Impact of reduction in data richness on classification 
accuracy 
A disadvantage of the EK80 sonar is its limited operating range. With the EK80 operating at maximum 
power, the average achievable operating depth for classification using the three WBTs is roughly 200 
meters. At this range the SNR of the transceiver with the highest frequency (160-260 kHz) becomes too 
low. This means that the signal representation at this depth is predominantly defined by background 
noise and not by backscatter of fish. Since higher frequencies experience more absorption by sea water, 
the operating range of the transceiver with the highest frequency limits the total operating range. The 
maximum range depends on the amount of background noise, caused by ship noise and environmental 
noise. Since the amount of background noise varies in time, but also between ships, the maximum 
operating range also varies. 
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For discrimination between Herring and Horse Mackerel, which are acoustically very similar, all three 
transceivers currently are used to obtain high classification scores. This implies that 200 meters at this 
moment seems the maximum achievable operating range. However, skippers indicate it would still be 
very useful if classification could also be applied at larger depths to discriminate only between Horse 
Mackerel and Mackerel, or more general: between a fish with and without a swim bladder. This is 
grounded further by the fact that at depths larger than 200-250 meters, Herring and Horse Mackerel 
are not found in the same area at the same time, making discrimination between these two species 
unnecessary at these depths. 
6.4.1 Feasibility 
As a result, it has been assessed to what extent it is possible to discriminate between Mackerel and 
Horse Mackerel as well as between Mackerel and Herring with fewer than three transceivers. To this end 
the existing data sets are used. These sets only go up to depths of 200 meters, however this is sufficient 
to test the feasibility of classification with fewer transceivers. In Figure 6-27 classification scores are 
provided for the classification of the species pairs with three, two or only one transceiver(s), 
respectively. It is clear that for these pairs classification can be done well with two transceivers, but also 
with only a single transceiver, at the cost of a slightly reduced score. The main reason for this is that 
effectively the classification problem has been reduced to classification between fish with and without 
swim bladder. Since the difference in acoustic response for this is large enough, fewer transceivers can 
be used. 
(a) 
 
(b) 
 
(c) 
 
 
(d) 
 
(e) 
 
(f) 
 
 
Figure 6-27: Confusion matrices for classification between Mackerel and Herring/Horse Mackerel when using a decreasing 
number of transceivers. The possibility of using fewer transceivers allows increasing the maximum operating depth of the 
classifier. 
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6.4.2 Expected operating range 
Since classification with fewer transceivers seems to have potential for this subset of species, it is good 
to have an estimate of achievable operating depth. In a potential next version of the demonstrator, it is 
possible to design a classifier for different depth brackets and automatically switch between classifiers 
based on school depth. In this case a best effort is made to optimize operability. Since frequency 
dependent absorption loss is the dominant factor that determines the differences in maximum operating 
depth between the transceivers, Figure 6-28(a) depicts a plot of the absorption loss as function of depth 
and frequency. Based on all collected data, the average operating range with three transceivers was 
estimated to be roughly 200 m, with WBT3 being the limiting factor. Using this as a reference and 
looking at the absorption ISO line in the image, the achievable operating depths with a varying number 
of transceivers are estimated to be: 
• 3 transceivers (WBT1, WBT2 and WBT3): ~200m 
• 2 transceivers (WBT1 and WBT2): ~280m 
• 1 transceiver (WBT1): ~450m 
This would assume equal background noise levels in the different bands. When analysing the median 
sound levels of the actual echograms used in the examples in this report, the range per transceiver is 
slightly more conservative. When setting a maximum allowed noise level - the example threshold in 
Figure 6-28(b)- and intersecting it with the average background level of each transceiver, the expected 
ranges are as follows: 
• 3 transceivers (WBT 70 kHz, WBT 120 kHz and WBT 200 kHz): ~200m 
• 2 transceivers (WBT 70 kHz and WBT 120 kHz): ~260m 
• 1 transceiver (WBT 70 kHz): ~370m 
The difference for WBT1 can be assigned to the fact that background noise in the lower frequencies (45-
90 kHz) may be a few dBs higher than in the higher frequencies (160-260 kHz). However, this gives a 
rough impression on achievable range with a reduced number of transceivers. Also note that when 
looking at Figure 6-28(b), a noise reduction of 3 dB can increase the operating range with 50 m for 
WBT3 and 100 m for WBT1. The given numbers are expectations for the concerning vessel (Alida). In 
case the dominant noise source is the ship and not the environment, which is the expectation, the 
maximum ranges will differ. With the lower noise levels on the Afrika for example, the expected ranges 
will probably be higher. 
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(b) 
 
 
Figure 6-28: limitation in operating range with the EK80 for the different WBT of interest. 
(a) Total absorption loss as function of frequency and depth. This gives an indication of the relative, expected maximum 
operating depth between the transceivers.  
(b) Average time signals of an example echogram for the three transceivers after propagation loss compensation, together 
with an example fish school detection threshold. The three intersections show the relative achievable ranges of  the 
transceivers. 
6.4.3 Classification of data with reduced frequency bandwidth (ES80 FM) 
The EK80 Simrad Wide-band transceiver discriminates itself from its ES80 sister in the width of the 
frequency band it is operating in. The EK80, which is used for this research, operates in bands of: 
• WBT 70 kHz: 45-90 kHz 
• WBT 120 kHz: 90-160 kHz 
• WBT 200 kHz: 160-260 kHz 
The ES80 operates in reduced bands: 
• WBT 70 kHz: 56-84 kHz 
• WBT 120 kHz: 96-138 kHz 
• WBT 200 kHz: 180-220 kHz 
As a result, the resolution of the time signal per EK80 transceiver is a factor 2 to 3 higher (more detail) 
than that of the ES80 transceivers. Further, the EK80 simply contains more spectral information. All 
together more acoustic species information is available for classification. A practical disadvantage of the 
EK80 version, however, is the user interface for the skipper. It contains less functionality than that of 
the ES80. Also the high resolution appears to be judged as a disadvantage, since very sparse schools 
are harder to observe visually. Hence, because the advantages of a wide band and a high resolution are 
in practice not well noticeable by a skipper, they prefer to use the ES80 over the EK80 during their 
fishing operations. 
A side path of this research is to make an estimate of the expected classification performance when the 
ES80 sonar would be used. Since no substantial ES80 data is available, the alternative is to strongly 
filter the EK80 data recordings in order to mimic ES80 sonar data. To this end the EK80 data is filtered 
using the transmitted pulses of the ES80. This results in degraded data that has the exact same 
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frequency composition and time resolution as the ES80 data would have. It must be noted that this 
conversion still will not reconstruct an exact ES80 recording, but it gives a good first impression on what 
would be achievable. In Figure 6-29(a) and (b), the spectrum of a ping of the EK80 is given, together 
with its representation after the conversion process that mimics ES80 data. For the same ping, also part 
of the time signal is given in Figure 6-29(c) for a single transceiver, comparing the (unmodified) EK80 
signal with the mimicked ES80 signal. 
 
(a) 
 
(b) 
 
(c) 
 
 
Figure 6-29: comparison of EK80 FM data with data with reduced frequency bandwidth (mimicking ES80 FM data). 
(a) and (b): Single ping spectrum of the three transceivers for the EK80 (a) and the mimicked ES80 data (b). 
(c): Time signal of part of a single ping for one of the three transceivers for the EK80 and the mimicked ES80 data. 
 
Using the reduced data representations, a classifier is trained and evaluated in a similar way as was 
done for the EK80 data. Figure 6-30(a) and (b) show the same type of results. It is clear the scores are 
reduced when using the reduced data representation. One of the main reasons is likely related to the 
fact that as a result of variation within a species some key frequencies are missing. It must be noted 
however, that there are still some processing improvements to make, which will increase the scores of 
both EK80 and pseudo-ES80 classification. These processing improvements relate to further corrections 
for environment and school insonification, which have an effect on the spectrum. 
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Figure 6-30: classification results using data from the Alida (SCH6) FV mimicking the ES80 FM. 
(a): Confusion matrix of classification performed with mimicked ES80 data. The scores indicate potentially achievable results 
with ES80 data. 
(b): Classification score per fishing trip using mimicked ES80 data. Each trip can contain multiple species types. Crosses 
indicate the results for data set-inclusive training, filled dots indicate the results for data set-exclusive training. 
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7 Length estimation 
There are several means to sizing targets using active acoustics systems. If a relationship between TS 
and length can be established, it can be used for size estimation [45], [47]–[51]. However, there are 
several caveats to this methodology: the TS-length relationship changes with the incidence angle [52], 
[53]; the TS-length relationship can be specific to the species; the sizing is limited by the detection of 
single targets (i.e. not applicable to dense fish schools). In specific cases, it is possible to infer size 
distribution using an inversion on the volume backscattering strength (Sv). Inversions have been 
attempted successfully to infer zooplankton size distributions [2], [54]–[56] and for gas bubbles [57]–
[59]. Whilst sizing of swimbladder fish is possible through inversion [60], [61], it is limited to low 
frequencies as this method utilizes the resonance of the swimbladder at low ka (wavenumber times the 
target size) regimes, i.e. at either low frequencies or small organism sizes. For higher ka regimes, the 
inversion is impractical as the change in TS is much less pronounced and well established than around 
the resonance. In a previous project [10], differences in frequency response were observed between 
different length classes but the data available were limited. With access to a larger data set, it was 
shown in Section 5.1 that there is not a clear pattern in the frequency response for the different size 
classes. Therefore, an alternative methodology is needed. With the increased range resolution provided 
by the EK80 in FM mode, a new method is emerging [62], [63]. This method utilises the high range 
resolution to discriminate the different boundaries from single targets. It has the potential to be more 
accurate than the application of the TS-length relationship. Results from controlled experiment have 
shown that the different target boundaries can clearly be resolved for artificial targets [62] but also for 
non-swimbladdered fish ([63]) and fish with swimbladder (personal contact). Here, a practical 
implementation of this approach is developed and tested on at sea data from the Alida (SCH6) and 
Afrika (SCH24) FVs. 
7.1 Method 
The method employed for size estimation aims at identifying the boundaries of the different body parts 
of the fish using the very fine range resolution provided by the EK80 in FM mode. In this mode, the 
range resolution is particularly high because of the use of match filtering (only possible when using 
broadband signals).  
 
The size estimation algorithm applied here consists of two parts: (1) a single target detection and 
tracking across pings; (2) a target boundary detection around each single target detection. The detection 
of single targets is done for each ping by: 
• Thresholding between -55 dB and -34 dB. 
• Peak detection with 
o A minimum spacing between peaks of 0.6 m 
o A prominence level of the peak of 10 
• Filtering of peak detections, retaining those that exemplify: 
o a standard deviation in along and across angles of less than 1° 
o an along angle within 4° 
o An across angle within 4° 
Tracking of targets is done by linking the different single target detections in consecutive pings (Figure 
7-1(a)). The criteria used to group two target detections is: 
• Difference in depth between the two target detections of less than 0.6 m 
• Difference in combined angle of less than 1.5° 
Around each target detection, a new peak detection is used to find potential boundaries (Figure 
7-1(b)). This is performed in a window of 0.6 m around the target detection, retaining the detections 
with a minimum distance between peaks of 0.03 m and a minimum prominence of 10. The angular 
position of boundary candidates are then compared to the angular position of the target detection. 
Only the closest boundary candidate is kept. 
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Figure 7-1: example of processing for fish size estimation. (a) EK80 FM echogram at 200 kHz with single target detection 
and tracking (red lines). (b) Sv time series around a single target detection. The main detection is shown as a black circle. 
Potential boundaries  
 
The size estimation algorithm is applied to each WBT channel independently. The results consist of 
individual target detections with associated nearest boundary. The distance between the target detection 
and the nearest boundary 𝑑𝑑 can be associated with fish size. However, it is important to note that for 
the same target, 𝑑𝑑 will change depending on the gazing angle. The distance between the boundaries at 
90° grazing angle is smallest. With increasing or decreasing angle from the 90° grazing angle, the 
distance 𝑑𝑑 will increase (Figure 7-2). In practice, the distribution of measured distances between fish 
boundaries 𝑑𝑑 is a combination of different grazing angles as fish in the water column exemplify varying 
behaviour. It is important to note that 𝑑𝑑 measured dorsally (90° grazing angle) between different length 
classes is small. With a changing grazing angle, the measured length will reflects more the differences 
in length. 
 
 
Figure 7-2: schematic exemplifying the increased distance between detected boundaries as the angle deviated from the 
90° grazing angle. 
 
The algorithm described above is applied to various acoustic records exemplifying single fish marks and 
intensity fish schools. Example echograms for both type of data is shown in Figure 7-3(a) and (b). The 
method presented here applies to single target detections only and is expected to work best on acoustic 
data presenting clear single fish marks (Figure 7-3(a)). However, the method is also tested against fish 
school type marks (Figure 7-3(a) and (b)) to test whether single targets are detectable and sizeable 
around the schools. The species allocation for the training and testing of the species is done for each 
school and in the time window of the fishing operations (see Section 2). In contrast, the acoustic records 
of interest here are outside the time windows where fishing was performed. This is because the 
echograms only exemplify low fish density which is not desirable for large scale fishing (as performed 
on FV involved in this project). These correspond to periods where the FV is actively searching for high 
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density spots. Though not ideal, the associated species and length distribution for each record is based 
on the day of the record, i.e. is not directly related to the catch species and length composition. The 
type of species encountered is Herring, Horse Mackerel, Mackerel and Sprat. The different cases span 
various water depths. 
 
 (a) 
 
(b) 
 
Figure 7-3: example echograms of the different data type used in this analysis. (a) single fish mark (data collected by the 
Afrika (SCH24) FV on 2018/12/18). (b) fish school marks (data collected by the Afrika (SCH24) FV on 2018/12/04). 
 
Applying the algorithm described above yields single target detections and their associated boundary 
detection for each WBT channel. The quantity of interest is the distance between the boundary and the 
target detection (Figure 7-1(b)). This can be calculated and plotted as a distribution of distances. The 
probability density function for the distribution is then estimated using a kernel density estimation. This 
is done with 64 mesh points between 0 cm and 0.3 cm using a Gaussian kernel [64]. An example of 
kernel density estimation (200 kHz WBT channel) is shown in Figure 7-4. 
 
 
 
Figure 7-4: example of kernel density estimation at the 200 kHz WBT channel. The probability density function (orange 
line)  of the distribution (blue bars) is estimated using a kernel density estimation with a Gaussian Kernel. 
7.2 Results 
The methodology described in Section 7.1 is tested against fourteen sets of data. These were selected 
manually and span different: 
• Length classes (10-35 cm) 
• Species (Herring, Horse Mackerel, Mackerel, Sprat) 
• Depths (20-160 m) 
• Acoustic mark type (single fish, low intensity schools) 
• Vessel (Alida (SCH6) and Afrika (SCH24) FV) 
A summary table for each data set is given in Table 7-1. The analysis results in numerous single target 
detection for each WBT channel used here: 70 kHz, 120 kHz, 200 kHz. The number of detection for each 
WBT channel is also given in Table 7-1. This quantity can vary between data sets. 
 
Figure 7-5 shows the results for the acoustic records exemplifying single fish marks (Figure 7-3(a)). It 
can be observed that the size estimations is often different between the WBT channels. These differences 
could be due to the difference in range resolution, especially for the 70 kHz WBT channel (lowest range 
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resolution). The 200 kHz and 120 kHz WBT channels are overall consistent. The 200 kHz WBT channel 
is expected to yield the best results as it has the higher range resolution to differentiate different 
boundaries.  
 
The data set from the Afrika (SCH24) FV collected on 2018/12/05 (Figure 7-5(a), black bars) exemplifies 
a length frequency distributions centered around 10 cm. For this case, the acoustic estimation from the 
200 kHz WBT has a peak at 4.2 cm (Figure 7-5(a), blue solid line). There are two peaks for the acoustic 
estimation for the 120 kHz WBT, at 3.3 cm and 10 cm (Figure 7-5(a), blue dashed line). The other four 
data sets exemplify length frequency centered around 25 cm (Figure 7-5(c)-(e), black bars). Their 
acoustic estimates have peaks located between 8 cm and 10.1 cm (Figure 7-5(c)-(e), solid blue line). 
This shows sensitivity between different length classes (~10 cm Sprat and ~25 cm Herring/Horse 
Mackerel. 
 
The results of the size estimation method applied to fish schools is shown in Figure 7-6. As for single 
fish marks, only one data set exemplifies small fish lengths (Sprat ~10 cm, Figure 7-6(a), black bars). 
The associated acoustic estimate using the 200 kHz WBT channel is also low (Figure 7-6(a), blue line, 
peak at 5 cm). In contrast, cases with swimbladder species of about 25 cm length (Figure 7-6(d)-(f)) 
have higher fish size estimates (~10 cm). 
 
Of particular importance, the case of smaller fish size (Sprat 10 cm, data collected by the Afrika on 
2018/12/05) exemplifies acoustic size estimates that are smaller than the other cases for the 200 kHz 
WBT channel (solid blue line in Figure 7-5). This shows the method is sensitive to different cases. 
Unfortunately, only a small number of samples associated with small size fish was collected through the 
course of this project. This exercise would need to be replicated and the method refined with additional 
data. 
 
Though the analysis showed here could be indicative that the acoustic sizing based on fish boundaries 
is sensitive to the different length classes, there is two main caveats:  
• The biological data used for comparison with acoustic estimates did not match exactly the 
acoustic records. It is therefore not possible to exclude a substantial contribution of other size 
classes than those observed in the catch. 
• The data available here is limited in term of diversity. For example, only two sampled catches 
exemplified length classes smaller than 20 cm. 
The method of sizing fish using boundary detection has been shown successful in controlled experiment 
setup [62], [63] and the results showed here for the 200 kHz WBT are sensitive against different length 
classes (~10 cm, ~25 cm, ~35 cm). Though further investigation is needed regarding: the sensitivity 
to more numerous different length classes and species; the effect of other parameters such as other 
parameters such as water depth, background noise, noise interference, fish behavior. To this purpose, 
dedicated experiments and at sea data collection will be needed. 
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Figure 7-5: fish size estimation for single fish marks. comparison of acoustically inferred fish sizes (right axis, blue lines) 
against length frequency distribution for different data sets (left axis, black bars). 
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Figure 7-6: fish size estimation for single fish school marks. comparison of acoustically inferred fish sizes (right axis, blue 
lines) against length frequency distribution for different data sets (left axis, black bars). 
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Table 7-1: summary of results of the fish length estimation. Information on the data used for the study is given (date, vessel, duration, water depth, species, data type, length frequency mode) together with the 
number of detection at each WBT (70 kHz, 120 kHz, 200 kHz) for each record. The length frequency for the data collected by the Alida (SCH6) FV on 2017/12/04 was not available (only weight measurements) and is 
calculated using a weight frequency relationship (see footnote) [65]. 
vessel date 
duration 
(minutes) 
water 
depth 
number of detections 
70 kHz WBT 
number of detections 
120 kHz WBT 
number of detections 
200 kHz WBT species 
Dominant 
size (cm) data type 
Afrika 2018-12-04 182 20 2843 2448 2214 SPR 9 fish school 
Afrika 2018-12-05 50 20 7951 8264 7129 SPR 11 single target marks 
Afrika 2018-12-18 60 45 608 812 893 HER 26 single target marks 
Afrika 2018-12-19 50 35 1542 1770 2136 HER 25 single target marks 
Afrika 2018-12-20 80 35 1458 1724 2334 HER 27 single target marks 
Afrika 2019-02-23 69 160 994 831 340 MAC 35 fish school 
Afrika 2019-02-25 32 130 242 249 167 MAC 35 fish school 
Alida 2017-12-04 41 60 458 417 320 HOM 284 single target marks 
Alida 2017-12-11 46 50 1457 2348 2816 HER 25 fish school 
Alida 2018-02-05 100 120 3790 3367 3520 HOM 23 fish school 
Alida 2018-07-14 66 100 642 906 624 HER 28 fish school 
Alida 2018-07-17 53 120 919 1489 1092 HER 28 fish school 
Alida 2018-07-18 158 120 6826 7610 8135 HER 28 fish school 
 
                                                 
4 value based on the length frequency calculated from fish weight measurements. This is done using the length-weight relationship from [65]: 𝐿𝐿 = (𝑤𝑤/𝑎𝑎)1/𝑏𝑏 with 𝑎𝑎 = 0.0080 and 𝑏𝑏 = 2.9739. 
 Wageningen Marine Research report C076/19 | 95 of 150 
8 Conclusions and recommendations 
8.1 Conclusions 
The realFishEcho project aims at developing and implementing real-time species identification and fish 
sizing algorithms. This is done using data collected by commercial vessels. The practical implementation 
of a demonstrator software for real-time viewing of acoustic data and species recognition has been 
implemented effectively. The software is utilizing data from the simrad EK80 echosounder operated in 
broadband mode (FM). The use of this operation mode for fish species identification is novel and offers 
two main advantages: measurement of the frequency response across large bandwidths; improved 
range resolution. 
 
Through the course of the project, a large amount of data was collected (19 TB). These data (acoustics 
and fish sampling) were collected during fishing operations by two commercial fishing vessels: the Alida 
(SCH6) and the Afrika (SCH24). The coverage included the North Sea, the English Channel and the West 
of the UK. A range of species was sampled: Herring, Horse Mackerel, Mackerel exemplify large data size 
whilst Sprat, Sardine were only sparsely sampled. A protocol for handling the large amount of data has 
been developed: the data are first reduced to individually detected school and then saved in a database. 
Relevant schools are allocated species based on catch information. This database is used for efficient 
analysis and algorithm development. 
 
Alongside data collection, echosounder calibration was performed on board both the Alida (SCH6) FV 
and Afrika (SCH24) FV. The analysis of the calibration data revealed discrepancies between different 
calibration trials. Similar discrepancies were found when analysing calibration data from RFV Tridens II. 
It is important to note that this is only for the calibration results in FM mode on these vessels. The large 
extend of these deviations are possibly related to various noise conditions but are unlikely to be related 
to genuine changes from the echosounder. The lack of precision of the calibration results is an issue for 
cross vessel application: merging of data from different vessel; application of species recognition 
algorithms trained using data from different vessels. 
 
In line with previous studies [3], [5], the frequency response analysis of the entire data set confirmed 
strong overlap between swimbladdered species (Herring, Horse Mackerel, Sprat, Sardine) and good 
discrimination with non-swimbladdered species (Mackerel). The spectrum of Horse Mackerel in the North 
of Ireland were very distinct from horse mackerel in the western channel and South of Ireland. No clear 
relationship between was found between frequency response and fish size. The analysis of spectral 
trends showed that differences between swimbladdered fish species occur in the frequency bandwidth 
covered by the 200 kHz WBT channel. 
 
Drawing on the large amount of data collected by fishing vessels, a machine learning approach has been 
used to derive two independent classifiers (TNO and WMR classifiers). These classifiers were also 
combined. The bulk of the data available stems from the Alida (SCH6) FV and include data for Herring, 
Horse Mackerel and Mackerel. The classification for these species exemplify very high accuracies (TNO: 
95.6%, WMR: 93.5%, combined: 98.1%). When applied on data from the Afrika (SCH24) FV, the 
algorithms showed lower scores (TNO: 80.6%, WMR: 78.4%), mostly because of calibration 
discrepancies. The inclusion of data of Sprat and Sardine was also tested. Sprat score was low whilst 
Sardine was well recognized. Though, only a limited amount of data was available for these species. 
Further data collection is needed prior to the inclusion of these species for a robust classification. 
Similarly to the frequency response analysis, sensitivity tests showed that classification (both classifiers) 
is most impacted with bias of the 200 kHz WBT channel. This channel is also the one most variable in 
the calibration process. Finally, the effect of reducing the data richness was tested via: reduction in 
available transducers (deep water application); reduction in frequency bandwidth (mimicking the ES80 
system). Both cases exemplified a decrease in score though these remain relatively high (>75 %). Using 
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only 1 or 2 WBTs was only able to detect difference between swimbladdered fish and non-swimbladdered 
fish. This could be used on board FVs under controlled conditions (e.g. in specific geographical areas). 
 
Last, a novel method for estimating fish sizes was developed and tested. It uses the increased range 
resolution of the EK80 in FM mode to differentiate the boundaries of single target fish. The distance 
between boundaries is related to the size of the fish insonified. Here, the methodology is applied to 
different acoustic records exemplifying single fish marks and fish schools. The 200 WBT channel was 
found the most useful channel for the fish sizing estimation. For single fish type acoustic marks, one 
was able to see differences in acoustically inferred size distributions between fish of 10 cm size (Sprat) 
and 25 cm size. However, high variability was also observed which can be related to the poor ground 
truthing. Overall, more quality data and variety in observed fish sizes is needed to further the 
development of the method. 
8.2 Recommendations 
• For the development of a fish species recognition algorithm, it is important to have access to a 
large amount of data with diversity (geographical location, depth, time of year, time of day 
etc...). 
• Inclusion of additional species to the identification algorithm is dependent on the data available 
for this species (amount of data and diversity). 
• Automatic recording and discarding of data is desirable for seamless recording and data 
management on board fishing vessels 
• High interference noise was experienced due to high frequency omnidirectional SONARs. It is 
recommended that these units are synchronised with the EK80. 
• At sea calibration of the EK80 FM exemplifies unexplained variability in resulting calibration 
gain, both for the fishing vessels and the survey vessel. Dedicated experimentation is needed 
to understand and address the sources of error. 
• Addition and improvement of particular echosounder pre-processing steps can further improve 
classification scores and robustness. These steps relate to the use of more up-to-date online 
environmental databases and corrections for school geometry and positioning. 
• In order to reduce bias and improve classification success, it is particularly important to 
calibrating the echosounders in favourable conditions and follow best practices (Annex III). 
• Fish sizing estimation method should be further investigated with the collection of dedicated 
data sets (acoustic records exemplifying single fish marks). Diversity in the data is particularly 
needed (i.e. large span of length classes). 
• Application of the classifier at large depths is hampered by the high noise level at high 
frequencies (200 kHz WBT channel).  
• The inclusion of additional frequencies for large depth applications (e.g. 18 kHz, 38 kHz) could 
improve the classification success in these scenarios, but also could allow addition of more 
species to discriminate between.  
• The use of auxiliary features (e.g. depth, time of day, time of year) could be used to improve 
classification accuracy though should be used with caution. These features can potentially 
discriminate cases solely because there is not enough diversity in the available data. 
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Through the course of the project, results were communicated regularly to project partners, 
stakeholders and scientific fora. The type of audience ranged from stakeholder from the fishery sector 
to scientists from different background (acoustics, fisheries). In addition, regular progress meetings 
were held between WMR and TNO and regular contact was kept with the skippers from the Alida (SCH6) 
FV and the Afrika (SCH24) FV. Numerous meetings were held with Sustainovate5 which ran a project 
(SEAT6) collecting data on the same fishing vessels as the realFishEcho project. The notable 
dissemination activities undertaken in this project are listed in the below table. 
 
Table: dissemination activities undertaken within this project. 
Activity type Location Date Audience 
Project progress meeting  
Scheveningen 
(The Netherlands) Feb/17 
Science and industry project 
partners 
Presentation at the acoustical Society of 
America conference conference:  
"Classification of pelagic fish using 
wideband echosounders" Boston (USA) Jun/17 
International scientists 
specialised in acoustics 
Coordination between Broadband project 
and SEAT project 
Scheveningen 
(The Netherlands) Jun/17 
Science partners from 
realFishEcho and SEAT projects 
Presentation at the bioacoustic day 
conference: 
"Fish species identification using 
wideband echosounders" 
Den Helder (The 
Netherlands) Oct/17 
International scientists 
specialised in acoustics and 
biology 
Presentation at a day dedicated to the 
sharing of results from various species 
identification projects (organized by RVZ 
): 
"RealFishEcho - broadband (EK80) 
species recognition " 
Zoetermeer (The 
Netherlands) Nov/17 
Science and industry 
stakeholders 
Coordination between Broadband project 
and SEAT project 
Amsterdam (The 
Netherlands) Jan/18 
Science partners from 
realFishEcho and SEAT projects 
Update on project results 
IJmuiden (The 
Netherlands) Jun/18 Science project partners 
Project update and planning for at sea 
trials 
Scheveningen 
(The Netherlands) Aug/18 
Science and industry project 
partners 
Remote presentation at the ICES working 
group WGIPS: 
"Fish species recognition using broadband 
acoustics" Tenerife (Spain) Jan/19 
International scientists 
specialised in fisheries 
Update on project results 
Zoetermeer (The 
Netherlands) Feb/19 
Science and industry project 
partners 
Story of the month in DG MARE 
newsletter    Apr/19 International scientists 
Presentation at the ICES working group 
WGFAST: Galway (Ireland) Apr/19 
International scientists 
specialised in fisheries 
Presentation of final results 
Ijmuiden (The 
Netherlands) May/19 
Science and industry 
stakeholders 
Presentation of final results to 
participating vessels 
Scheveningen 
(The Netherlands) Jun/19 
Science and industry 
stakeholders and skippers 
involved in the project 
Presentation of results to stakeholders 
(scientists, fleet managers, skippers) 
Zoetermeer (The 
Netherlands) Jun/19 
Science and industry 
stakeholders and skippers 
 
                                                 
5 https://sustainovate.com/ 
6 SEAT: School Exploration and Analysis Tool. See: Sustainovate 2017 Improved Selectivity of Small Pelagics iun the North Sea & North 
Atlantic Using SEAT 
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Figure 2-2: comparison of fast and slow ramping acoustic pulses used by the EK80 FM. (a) fast 
ramping time signal. (b) slow ramping time signal. (c) frequency content of a fast ramping pulse. (d) 
frequency content of a slow ramping pulse. .............................................................................. 13 
Figure 2-3: distribution of data collected in the realFishEcho project. (a) Location of calibration data 
sets (Table 2-2) for the Afrika (SCH24) FV. (b) Location of calibration data sets (Table 2-2) for the 
Alida (SCH6) FV. (c) Location of calibration data sets (Table 2-2) for RFV Tridens II. (d) and (e): 
Individually detected fish school for the different data sets (Table 2-3), separated by FV, Alida (SCH6) 
is shown in (d) and Afrika (SCH24) is shown in (e). ................................................................... 14 
Figure 2-4: length measurements collected through the course of this project for the different species. 
The different length frequencies are normalized plotted together for comparison. The samples are 
sorted in ascending order. (a) Herring. (b) Horse Mackerel. (c) Mackerel. (d) Sprat and Sardine. ..... 17 
Figure 2-5: echogram example of reduced data. The data of the fish school is selected with 30 pings 
before and after the school and converted into a specific data format. The thick solid black represents 
the boundary of the school. ................................................................................................... 18 
Figure 2-6: example organisational tree of a single data set. This data organisation is the basis for the 
analysis carried out in this project. A single data set is associated to each trip from each fishing vessel. 
Here, the data set ALID_HOM_2016_10 is exemplified and corresponds to the data collected by the 
Alida (SCH6) in October 2016 which mostly consisted in Horse Mackerel (HOM). After a semi-
automatic processing and reduction of the raw data, only the data containing fish schools are retained. 
The data for the trip are then organised following the folder tree presented here which consists of: (1) 
the associated calibration set (2) the associated ground truth (catch composition and length 
frequency), (3) the acoustic data for each detected school, (4) the cell based spectra for each school 
and fish school metadata, (5) echogram for each school for each WBT channel (70 kHz, 120 kHz, 200 
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Figure 3-1: (a) echogram display after deployment of the calibration spheres. (b) EK80 interface used 
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Figure 3-2: theoretical target strength (TS) vs frequency. This analytically inferred TS is used to 
compare measurements of the EK80 FM against and in turn determine calibration gains at different 
frequencies. The solid black line is the theoretical target strength. The shaded area represents the 
working range of the EK80 FM 120 kHz channel. The subsequent green and red areas are the useable 
and non-useable frequency ranges for calibration respectively. (a) 22 mm WC calibration sphere. (b) 
38.1 mm WC calibration sphere. ............................................................................................. 23 
Figure 3-3: 𝑇𝑇v time series example around a calibration sphere, exemplifying the different time 
windows used for sphere detection and TS calculation. .............................................................. 24 
Figure 3-4: working examples of criteria used for calibration sphere detection. (a) SNR is calculated as 
the ratio of acoustic power between the window for sphere detection and the window for TS 
calculation. (b) Only the detection with compensated TS is within upper and lower bounds offsets from 
the theoretical TS is considered a successful detection. .............................................................. 25 
Figure 3-5: calibration processing workflow. Reading each raw files, the targeted calibration sphere is 
tracked through the pings (a). For each detection, target strength can be calculated and compared to 
the theoretical target strength (b). The difference in level is effectively the gain (c). It is important to 
note that outside dip regions the gain values are erroneous and are therefore not used. These are 
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one to assess the accuracy of the calibration exercise. The accuracy is commonly expressed as the 
standard deviation in gain, estimated from gains estimated from every single detections (d). .......... 25 
Figure 3-6: historical calibration gain for the narrow band echosounders EK60 and EK80 CW onboard 
Tridens II. The drop of ~2 dB for the EK80 CW in March and June 2018 corresponds to a malfunction 
of the transceiver that was replace in June 2019. ...................................................................... 26 
Figure 3-7: example of discrepancies in calibration gains after the processing of the data using the 
EK80 calibration software. The blue line is the calibration on the 25 mm WC sphere in 2016. The red 
line is the calibration on the 25 mm WC sphere in 2017. ............................................................ 27 
Figure 3-8: calibration spheres used during the calibration trial. (a) single attachment point calibration 
spheres used in the experiment (22 mm WC, 25 mm WC, 38.1 mm WC). (b) example of a three 
attachment points calibration spheres (25 mm WC displayed here though a 22 mm WC sphere with 
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Figure 3-9: gain and standard deviation for the different setups used ( ........................................ 31 
Figure 3-10: boxplot of the signal to noise ratio of selected pings for the different data sets 
investigated here. (a) 70 kHz WBT channel. (b) 120 kHz WBT channel. (c) 200 kHz WBT channel. ... 31 
Figure 3-11: comparison of calibration outputs computed from calibration data collected by Tridens II 
between 2015 and 2019. (a) calibration gains at 70 kHz channel. (c) calibration gains at 120 kHz 
channel. (e) calibration gains at 200 kHz channel. For each plot, the difference in marker and line type 
is associated with different sphere types while the differences in colour is associated with different 
years (i.e. different data sets). The different data sets presented here are: 2015 (blue colour), 2016 
(dark green colour), 2017 (bright green colour), 2018 (yellow colour), 2019 (red colour). The different 
spheres are: 22 mm WC (solid lines), 25 mm WC (solid lines with circle markers), 38.1 mm WC 
(dashed lines with star markers). Data sets with settings as those listed in Table 2-1 are 2017 and 
2019. (b) (d) (f): deviation from theoretical TS (TS error) against Signal to Noise Ratio (SNR) for the 
different combinations of year, frequencies and sphere type. ...................................................... 33 
Figure 3-12: comparison of calibration data collected from a 38.1 mm WC sphere by the Alida (SCH6) 
in 2017 and in 2018. (a) calibration gain from 2018 and 2017 data sets. (b) boxplot of SNR for each 
detected hit. The 2018 data set showed here exemplifies high SNR. (c) frequency compensated TS for 
a single hit in the same location in the beam (i.e. equivalent compensation). (d) summary plot for 
compensated TS across all the sphere detections with 50th, 25th and 75th percentiles for both data sets. 
The solid black line in the theoretical frequency response. .......................................................... 34 
Figure 3-13: comparison of calibration outputs computed from calibration data collected by FVs 
between 2015 and 2018: (a) 70 kHz channel (c) 120 kHz channel (e) 200 kHz channel. For each plot, 
the difference in marker and line type is associated with different sphere types while the differences in 
colour is associated with different years and vessel (i.e. different data sets). The different data sets 
presented here are: Afrika (SCH24) 2016 (blue colour), Alida (SCH6) 2015 (dark green colour), Alida 
(SCH6) 2016 (bright green colour), Alida (SCH6) 2017 (yellow colour), Alida (SCH6) 2018 (red 
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lines), 25 mm WC (solid lines with circle markers), 38.1 mm WC (dashed lines with star markers). 
Data sets with settings as those listed in Table 2-1 are 2017 and 2018. (b) (d) (f): deviation from 
theoretical TS (TS error) against SNR for the different combinations of year, frequencies and sphere 
type. .................................................................................................................................. 36 
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Figure 4-10: Steps describing the school detection process. One of the input echograms (a). The 
filtered version of the echogram (b). The final school detection mask after combining the detection 
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Annex I: calibration additional information 
Table I.1: summary table for the calibration settings of all the data sets from Tridens II analysed in this study (Section 3). 
vessel date_year frequency sphere_size n_good_pings depth_sphere std_Gf SNR mean_error pulse_length slope f_start f_stop 
Tridens II 2015 70 38mm 1783 15.697 0.082967 28.5679 -0.087203 0.002048 0.021701 45 90 
Tridens II 2015 120 38mm 800 15.7185 0.13983 27.2987 -1.2864 0.002048 0.01028 95 160 
Tridens II 2015 200 22mm 1576 13.4381 0.48293 28.7908 -1.8414 0.002048 0.0061035 160 260 
Tridens II 2015 200 38mm 494 15.7359 0.21703 29.1637 -0.86765 0.002048 0.0061035 160 260 
Tridens II 2016 70 38mm 3531 16.5531 0.66928 18.6186 -0.11319 0.002048 0.043403 45 90 
Tridens II 2016 120 38mm 396 16.5158 0.47241 17.5096 3.5079 0.002048 0.020559 95 160 
Tridens II 2016 200 38mm 2085 16.5258 0.49963 12.5968 -1.6002 0.002048 0.0061035 160 260 
Tridens II 2017 70 38mm 1908 12.9608 0.28148 23.7472 -0.16795 0.001024 0.043403 45 90 
Tridens II 2017 120 22mm 2416 15.5559 0.66074 14.6793 -0.035264 0.001024 0.021701 90 170 
Tridens II 2017 120 25mm 3211 18.6784 0.62526 13.7281 -1.3426 0.001024 0.021701 90 170 
Tridens II 2017 120 38mm 869 13.0003 0.6362 15.9078 -1.7749 0.001024 0.021701 90 170 
Tridens II 2017 200 22mm 1164 15.7844 0.47383 15.3097 -1.4728 0.001024 0.012207 160 260 
Tridens II 2017 200 25mm 1458 18.9114 0.44538 13.8456 -1.5099 0.001024 0.012207 160 260 
Tridens II 2018 70 25mm 1369 15.2147 0.29612 23.1208 0.084679 0.002048 0.021701 45 90 
Tridens II 2018 70 38mm 3444 15.9392 0.6388 21.806 -0.046024 0.002048 0.021701 45 90 
Tridens II 2018 120 25mm 950 15.381 0.16915 26.149 0.13993 0.002048 0.010851 90 170 
Tridens II 2018 120 38mm 1116 15.1667 0.55593 27.9572 -0.6744 0.002048 0.010851 90 170 
Tridens II 2018 200 25mm 1329 15.078 0.20609 25.6335 0.29276 0.002048 0.0061035 160 260 
Tridens II 2018 200 38mm 843 15.176 0.16612 28.5493 0.077439 0.002048 0.0061035 160 260 
Tridens II 2019 70 25mm 323 14.7651 0.63729 16.2245 -0.13963 0.001024 0.043403 45 90 
Tridens II 2019 70 38mm 403 15.908 0.17873 21.6577 -0.66108 0.001024 0.043403 45 90 
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Tridens II 2019 120 25mm 150 14.9538 0.25215 20.2613 0.25622 0.001024 0.021701 90 170 
Tridens II 2019 120 38mm 725 15.7094 0.46649 25.6688 -1.0247 0.001024 0.021701 90 165 
Tridens II 2019 200 22mm 191 17.9876 1.0413 17.4644 5.0783 0.001024 0.012207 160 260 
Tridens II 2019 200 25mm 398 15.453 0.25021 21.372 -0.25131 0.001024 0.012207 160 260 
Tridens II 2019 200 38mm 479 17.7723 1.0656 23.6094 3.693 0.001024 0.011837 165 260 
 
Table I.2: summary table for the calibration settings of all the data sets from FVs  analysed in this study (Section 3). 
vessel date_year frequency sphere_size n_good_pings depth_sphere std_Gf SNR mean_error pulse_length slope f_start f_stop fc 
Afrika 2016 70 22mm 553 14.4097 0.22793 19.509 -0.66165 0.002048 0.021701 45 90 67.5 
Afrika 2016 70 25mm 593 16.2248 0.29252 14.8626 -1.026 0.002048 0.021701 45 90 67.5 
Afrika 2016 70 38mm 602 18.1528 0.2924 15.3454 -0.87045 0.002048 0.021701 45 90 67.5 
Afrika 2016 120 22mm 633 13.4704 0.32108 16.4091 0.035166 0.002048 0.010851 90 170 130 
Afrika 2016 120 25mm 772 15.1962 0.286 14.6638 -1.3441 0.002048 0.010851 90 170 130 
Afrika 2016 120 38mm 950 17.0404 0.30678 20.1028 -2.3597 0.002048 0.010851 90 170 130 
Afrika 2016 200 22mm 784 14.0733 0.75931 13.7236 0.62558 0.002048 0.0061035 160 260 210 
Afrika 2016 200 25mm 28 15.6176 0.61309 10.5882 1.3576 0.002048 0.0061035 160 260 210 
Afrika 2016 200 38mm 93 17.6478 0.57284 10.3116 1.7009 0.002048 0.0061035 160 260 210 
Alida 2015 70 15mm 837 15.9415 0.30677 25.1794 -0.20521 0.001024 0.021701 45 90 67.5 
Alida 2015 70 22mm 1026 17.0125 0.34212 27.7784 0.19384 0.001024 0.021701 45 90 67.5 
Alida 2015 70 38mm 1144 19.4975 0.34645 26.8499 -0.06725 0.001024 0.021701 45 90 67.5 
Alida 2015 120 15mm 1171 15.8896 0.11466 23.276 -2.0533 0.001024 0.01028 95 160 127.5 
Alida 2015 120 22mm 1173 16.9618 0.22481 27.1121 -1.2587 0.001024 0.01028 95 160 127.5 
Alida 2015 120 38mm 1173 19.4487 0.1451 24.8974 -1.4208 0.001024 0.01028 95 160 127.5 
Alida 2015 200 15mm 993 15.9212 0.37235 20.2707 -1.0209 0.001024 0.0061035 160 260 210 
Alida 2015 200 22mm 1087 16.9928 0.43441 25.5497 2.7443 0.001024 0.0061035 160 260 210 
Alida 2015 200 38mm 1137 19.4782 0.16882 28.4675 -0.23989 0.001024 0.0061035 160 260 210 
Alida 2016 70 22mm 268 14.947 0.11034 25.743 -0.85351 0.002048 0.021701 45 90 67.5 
Alida 2016 70 25mm 426 18.5293 0.13633 24.293 -1.2075 0.002048 0.021701 45 90 67.5 
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Alida 2016 70 38mm 628 21.7642 0.11502 26.2847 -1.0192 0.002048 0.021701 45 90 67.5 
Alida 2016 120 22mm 241 15.9823 0.13971 25.4149 -0.24662 0.002048 0.01028 95 160 127.5 
Alida 2016 120 25mm 374 19.6752 0.16784 25.5068 -1.2701 0.002048 0.01028 95 160 127.5 
Alida 2016 120 38mm 498 23.2951 0.15727 25.4809 -0.46317 0.002048 0.01028 95 160 127.5 
Alida 2016 200 22mm 627 15.164 0.73757 24.6775 1.8268 0.002048 0.0061035 160 260 210 
Alida 2016 200 25mm 897 18.742 0.92364 24.2131 -0.72316 0.002048 0.0061035 160 260 210 
Alida 2016 200 38mm 1406 22.0742 0.91996 26.0473 0.42103 0.002048 0.0061035 160 260 210 
Alida 2017 70 25mm 610 13.2469 0.18778 23.0748 -1.183 0.001024 0.043403 45 90 67.5 
Alida 2017 70 38mm 1009 17.9985 0.15592 24.3529 -0.96246 0.001024 0.043403 45 90 67.5 
Alida 2017 120 25mm 149 14.7346 0.60243 17.5268 -1.9021 0.001024 0.021701 90 170 130 
Alida 2017 120 38mm 273 19.6424 0.83106 16.8312 -1.6059 0.001024 0.021701 90 170 130 
Alida 2017 200 25mm 291 13.9331 0.65766 11.3243 -1.0824 0.001024 0.012207 160 260 210 
Alida 2017 200 38mm 219 19.0456 0.64583 10.4512 -0.33535 0.001024 0.012207 160 260 210 
Alida 2018 70 15mm 417 9.7486 1.0323 21.436 -0.089681 0.001024 0.043403 45 90 67.5 
Alida 2018 70 22mm 579 13.184 0.94519 26.0824 0.15201 0.001024 0.043403 45 90 67.5 
Alida 2018 70 38mm 683 16.8935 0.95976 28.0973 -0.083344 0.001024 0.043403 45 90 67.5 
Alida 2018 120 15mm 156 10.2664 0.64997 29.8885 -0.78241 0.001024 0.021701 90 170 130 
Alida 2018 120 22mm 198 13.7603 0.74993 30.2143 0.41552 0.001024 0.021701 90 170 130 
Alida 2018 120 38mm 315 17.4372 0.67892 28.4328 -0.94398 0.001024 0.021701 90 170 130 
Alida 2018 200 15mm 181 10.1606 0.68754 21.2352 -0.48193 0.001024 0.012207 160 260 210 
Alida 2018 200 22mm 345 13.6689 0.56378 19.6465 2.5304 0.001024 0.012207 160 260 210 
Alida 2018 200 38mm 454 17.399 0.49668 25.006 0.51939 0.001024 0.012207 160 260 210 
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Annex II: automatic report generation 
R codes were compiled to automatically generate some representative tables, maps and plots in the 
format of a short report to summarize the trawl catch and acoustic recordings of each fishing trip.   For 
this, the R-studio functionalities and relevant R packages (e.g. “rmarkdown” , “knitr” and “ggplot2”) 
were used. The document gives an overall overview on how the catch characteristics that can be 
important in interpretation of the acoustic data (e.g. Table 1) . In the document, there is a map showing 
the position of the  hauls relative to the schools with an indication of total amount per species for a haul 
(figure 5). There are bar plots showing total catch per species relative to date and duration of haul per 
species (e.g. figure 2 and 3). E.g. in the figure 2 the bar corresponding to December 3rd indicate high 
amount of herring catch in a short duration in the first haul of the day. This catch was followed by horse 
mackerel catches as can be seen on figure 3 for the second and third haul. This is an indication that 
horse mackerel and herring co-occur in the area therefore one should be careful in the interpretation of 
the schools on the echograms when generating the ground truth table. The histograms on the figure 4 
gives a summary of the length distribution across the hauls e.g. whether there is a structure in the 
distribution of length composition across the hauls that can be used for species identification.  
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Annex III: Calibration manual 
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Annex V: project dissemination and 
presentations 
IV.1 presentation at the 2017 ASA conference (Boston, 
USA) 
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IV.2 presentation at 2019 WGFAST (Galway, Ireland) 
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IV.3 DG MARE newsletter (2019) 
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IV.4 Presentation at PFA science day 
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Wageningen Marine Research  
T +31 (0)317 48 09 00 
E: marine-research@wur.nl 
www.wur.eu/marine-research 
 
Visitors’ address 
• Ankerpark 27 1781 AG Den Helder  
• Korringaweg 7, 4401 NT Yerseke 
• Haringkade 1, 1976 CP IJmuiden  
 
 
 
 
 
 
 
 
 
 
 
 
 
 With knowledge, independent scientific research and advice, Wageningen 
Marine Research substantially contributes to more sustainable and more 
careful management, use and protection of natural riches in marine, coastal 
and freshwater areas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Wageningen Marine Research is part of Wageningen University & Research. 
Wageningen University & Research is the collaboration between Wageningen 
University and the Wageningen Research Foundation and its mission is: 'To 
explore the potential for improving the quality of life' 
 
 
