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a b s t r a c t
A snark is a cubic graph with no proper 3-edge-colouring. In 1996,
Nedela and Škoviera proved the following theorem: LetG be a snark
with an k-edge-cut, k ≥ 2, whose removal leaves two 3-edge-
colourable componentsM and N . Then bothM and N can be com-
pleted to two snarks M˜ and N˜ of order not exceeding that of G
by adding at most κ(k) vertices, where the number κ(k) only de-
pends on k. The known values of the function κ(k) are κ(2) = 0,
κ(3) = 1, κ(4) = 2 (Goldberg, 1981) [6], and κ(5) = 5
(Cameron et al. 1987) [4]. The value κ(6) is not known and is ap-
parently difficult to calculate. In 1979, Jaeger conjectured that there
are no 7-cyclically-connected snarks. If this conjecture holds true,
then κ(6) is the last important value to determine. The paper is
aimed attacking the problem of determining κ(6) by investigating
the structure and colour properties of potential complements in
6-decompositions of snarks. We find a set of 14 complements
that suffice to perform 6-decompositions of snarks with at most
30 vertices. We show that if this set is not complete to perform
6-decompositions of all snarks, then κ(6) ≥ 20 and there are
strong restrictions on the structure of (possibly) missing comple-
ments. Part of the proofs are computer assisted.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A snark is a non-trivial cubic graph with no proper 3-edge-colouring. Several authors considered
two operations over snarks: k-reductions and k-decompositions, where k ≥ 1 is an integer
[3–5,7,9–12]. While k-reductions of snarks are characterised for any k by Nedela and Škoviera in 1996
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[9], k-decompositions are understood only for k ≤ 5. A proper k-decomposition of a snark of order n
along a k-edge-cut C consists in cutting the edges of C and completing the resulting 3-edge-colourable
graphs with k dangling edges by adding a few vertices and edges (forming a 3-edge-colourable
subgraph) thus constructing two snarks of orders less than n.
In [9] the following decomposition theorem was proved.
Theorem 1 (General k-Decomposition Theorem [9]). There is an integer function κ(k) such that for every
k-decomposition of a snark G = M ∗ N the factors M˜, N˜ arise from M and N, respectively, by adding at
most κ(k) vertices.
For instance, the reverse operation to thewell-known ‘‘dot product’’ of snarks (Isaacs [7], Goldberg [6])
applied on a snark is an example of a 4-decomposition. In [4] Cameron et al. described 5-decompo-
sitions of snarks. The known minimum values of κ are κ(2) = 0, κ(3) = 1, κ(4) = 2 [7] and
κ(5) = 5 [4]. In particular, it follows from the k-decomposition theorems for k ≤ 5 that an irreducible
and 6-indecomposable snark is either cyclically 6-connected, or it is cyclically 5-connected and every
cycle-separating 5-cut separates a 5-cycle. Chladný and Škoviera proved in [5] a remarkable result on
4-decompositions of snarks, namely, they proved that an irreducible snark decomposes into a unique
family of irreducible and 5-indecomposable snarks. On the other hand, Jaeger in 1979 [8] conjectured
that no cyclically 7-connected snark exist. If Jaeger’s conjecture is valid, then every snark contains a
cycle-separating edge-cut of size at most six. Therefore, there is a strong motivation to investigate
decompositions of snarks along 6-cuts.
Adding dangling half-edges to a subcubic graph such that each vertex becomes 3-valent, eventu-
ally adding free edges incident to no vertex we obtain a 3-valent graph containing half-edges and
free edges with k free ends. This structure is called a k-pole and formally is defined later. The es-
sential step in a proof of the 6-decomposition theorem consists in proving a universal upper bound
for κ(6). Having the upper bound, the 6-decomposition problem reduces to the task to find a fam-
ily of proper ‘‘complements’’ in a finite family of 6-poles with at most κ(6) vertices. Although we
are not able to bound κ(6), a set A of 14 complementary 6-poles which can be used to perform
6-decompositions of all snarks up to 30 vertices is determined. Furthermore, we have derived a uni-
versal necessary condition on the family of colour vectors induced by 3-colourings of a k-pole on the
set of its dangling edges, called Kempe-closedness, and we have determined all Kempe-closed sets of
dimension six. For some (minimal) Kempe-closed sets wewere not able to decide the existence of the
6-poles inducing these Kempe-closed sets. This is the main obstacle in completion of the proof of the
6-decomposition theorem. Some combinatorial properties of (possibly) missing complementary
6-poles were derived. As a consequence we prove that if A does not form a complete set of com-
plements for 6-decompositions, then a lower bound κ(6) ≥ 20, otherwise κ(6) = 12. Our final aim
(which at present seems to be intractable) is to describe irreducible and indecomposable snarks called
primitive snarks, as well. The only 2-connected primitive snark known to us is the Petersen graph.
Proofs of the main results are computer-assisted.
2. Preliminaries and definitions
A multipole G = (V , E) consists of a vertex-set V and an edge-set E. Each edge e ∈ E has two ends
and each end can, but need not, be incident with a vertex. An end of an edge that is not incident with
a vertex is called a free end. If an edge has exactly one free end, it is called a dangling edge. A free edge is
an edge with no end incident with a vertex. The number of vertices of G is denoted by |G|. Throughout
this paper, we only consider 3-valent vertices; thus each vertex is incident with exactly three ends.
A k-pole is a multipole with k free ends. A 0-pole is a cubic graph. If the free ends of a k-pole M are
endowed with a linear ordering s1, s2, . . . , sk, thenM(s1, s2, . . . , sk) is called an ordered k-pole.
Let M be a k-pole and let x and y be free ends of M . We say that M ′ is formed by a junction of x
and y ifM ′ arises fromM by identifying x and y. If x and y are two free ends of a free edge e, then the
junction of x and yis set to be the deletion of e.
Let M(e1, . . . , en) and N(e′1, . . . , e′m), be disjoint ordered multipoles, let f : {e1, . . . , en} →{e′1, . . . , e′m} be a partial injective function matching a subset of free ends of M to a subset of free
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ends of N . A junctionM ∗f N of the multipolesM and N with respect to f is a multipole formed from
the disjoint union ofM andN successively applying junctions of free ends x and f (x) for every free end
x for which the image f (x) is defined. In particular, M ∗f N is a cubic graph whenever f is a bijection
matching the set of free ends ofM to the set of free ends of N . If we want to emphasise that exactly k
edges have been created by junctions, we use a term k-junction.
A 3-edge-colouring of a multipole G = (V , E) is a mapping ϕ : E → {1, 2, 3} such that ϕ assigns
three different values to the three ends that meet at a vertex. Any 3-edge-colouring of G naturally
induces a colouring of free ends of G. A multipole G is called 3-edge-colourable if it admits a 3-edge-
colouring. A cubic graph with no 3-edge-colouring is called a snark.
The following well-known statement is elementary but fundamental.
Lemma 1 (Parity Lemma). Let ϕ be a 3-edge-colouring of a k-pole P. Then the number of free ends of P
that are in ϕ coloured by any given colour has the same parity as k.
Any ordered k-edge cut in a snark G determines two ordered k-poles M(e1, e2, . . . , ek) and
N(e′1, e
′
2, . . . , e
′
k), where G = M ∗g N and g(ei) = e′i for i = 1, 2, . . . , k. In other words, the edges
of the cut arise by junctions ei and e′i, i = 1, 2, . . . , k. If one ofM or N is not 3-edge-colourable, sayM
is not 3-edge-colourable, then the k-pole N can be replaced with a set of free edges if k is even, or by
a disjoint union of free edges and a single vertex with three free ends attached if k is odd and k > 1,
or with a vertex incident with a loop and a dangling edge, if k = 1. In this manner, G is reduced to a
snark G′ such that |G′| ≤ |G| and the operation is called a k-reduction. If |G′| < |G|, the k-reduction
is said to be proper. Snarks that do not admit a m-reduction, for any m < k, are called k-irreducible.
A snark is called irreducible if it has no proper k-reduction for any k. In 1996 Nedela and Škoviera [9]
characterised k-irreducible snarks. It follows from their characterisation that a snark is irreducible if
and only if it is 7-irreducible.
Now assume that G = M ∗f N , where G is a snark and both M and N are 3-edge-colourable
k-poles. By adding suitable 3-edge-colourable k-poles M ′ and N ′ to both M and N we may form two
new snarks M ∗g M ′ and N ∗h N ′ with |M ∗g M ′| ≤ |G| and |N ∗h N ′| ≤ |G|. This operation is called
a k-decomposition. A k-decomposition is proper if the resulting snarks have smaller order than G. A
snark is called k-indecomposable if it admits no proper m-decomposition for any m < k. A snark is
called indecomposable if it has no proper k-decomposition for any k.
Let P = M ∗f N be a k-junction of two multipoles M and N . If both M and N contain a cycle, then
the respective k-edge-cut will be called cycle-separating. A multipole P is cyclically k-connected if it
admits no cycle-separatingm-cut form < k. A cycle-separating k-cut is trivial if it separates a cycle of
length k.
Example. Consider the family of snarks of order at most 28. Nedela and Škoviera [9] proved that
irreducible snarks are cyclically 4-connected and of girth at least five. All 4-connected snarks of girth
at least five of order at most 28 were constructed by Brinkmann and Steffen [3]. There are 3337 such
snarks. Among them 3246 are of cyclic connectivity four. All these snarks either can be reduced or
decomposed. Among the remaining 91 snarks, 90 are of cyclic connectivity five, and one, the flower
snark J7 has cyclic connectivity six. By Nedela and ’Škoviera [9] all of these 91 snarks except for the
Petersen graph, flower snarks J5 and J7 can be reduced or decomposed along 5-edge-cuts to smaller
snarks. Any 5-decomposition of the Petersen graph results in two copies of the Petersen graph and a
5-decomposition of J5 gives rise to a copy of the Petersen graph and J5 itself. The snark J7 does not have
a 5-cut at all. Thus the Petersen graph and J5 are irreducible and 6-indecomposable. As concerns the
flower snark J7 which is the only cyclically-6-connected snark in the considered family, it is irreducible
and 6-indecomposable. However, it can be easily seen that every flower snark J2k+1, k ≥ 2, can be
6-decomposed into J3 and J2k−1. It follows that the only irreducible and indecomposable snark of order
at most 28 is the Petersen graph. Using computer experiment we have recently extended the above
statement to snarks of orders up to 32.
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Table 1
Colour types of degree 6 in prescribed order.
Bit Colours Bit Colours Bit Colours
0 123321 11 121233 22 121121
1 123231 12 112332 23 121211
2 122331 13 112323 24 122111
3 123312 14 112233 25 122221
4 123213 15 111122 26 122212
5 122313 16 111212 27 122122
6 123132 17 111221 28 121222
7 123123 18 112112 29 112222
8 122133 19 112121 30 111111
9 121332 20 112211
10 121323 21 121112
3. Kempe-closed colour sets
Each 3-edge-colouring of an ordered k-pole P = P(x1, x2, . . . , xk) induces a colour vector a =
a1a2 . . . ak, where ai ∈ {1, 2, 3} and ai = j means xi receives the colour j ∈ {1, 2, 3} in the chosen
3-edge-colouring. Permuting the colours we get a set of at most 6 colour vectors encoding the ‘same
colouring’. To have a uniquely determined representation, we choose the lexically minimal colour
vector in the equivalence class of a, called a colour type. The orbit in the action Sym(3) containing
a will be denoted [a]. A colour type of length k is said to be of degree k. Of course, all the colour
types induced by 3-edge-colourings of a k-pole satisfy the Parity Lemma. In particular, there is one
admissible colour type of degree 2 and 3, there are four admissible colour types of degree 4, there are
10 admissible colour types of degree 5 and 31 admissible colour types of degree 6 (see Table 1). In
what follows, we shall exclusively deal with the colour types satisfying the Parity Lemma, therefore
we skip the adjective admissible.
Given an ordered k-pole P = P(x1, x2, . . . , xk) we define the colour set Col(P) of P to be the set
of colour types of degree k induced by the set of all 3-edge-colourings of P . In general, we define a
colour set to be any subset of the set of colour types of degree k. A colour set P is called realisable if
P = Col(P) for some k-pole P .
A colour set of degree 6 is represented using its 31-bit characteristic vector. Each position in the
characteristic vector corresponds to one of the 31 colour types. The ordering of 31 colour types is given
in Table 1 and will be fixed throughout the paper. In order to save a space in tables, a characteristic
vector determining a colour set of degree six is represented by the respective decimal integer.
Inspection of the proofs of 4- and 5-decomposition theorems shows the importance of Kempe
alternating chains starting and terminating at free ends of a multipole. Recall that a Kempe switch
is an operation on a 3-edge-coloured multipole P interchanging two colours on a non-extendable
alternating path joining two free ends. Let P be a k-pole and let γ be a colouring of P inducing a colour
type a. Any Kempe switch on P results into a colouring γ ′ with the corresponding colour type; say b.
To explain the relation between a = a1a2 . . . ak and b = b1b2 . . . bk we introduce two transformations
of colour vectors. Let i, j,m ∈ {1, 2, . . . , k}, i ≠ j and c ∈ {1, 2, 3}. If ai ≠ aj, we write b = τi,j(a)
if bi = aj, bj = ai and bm = am for all m ∉ {i, j}. If ai = aj, for c ≠ ai = aj we write b = ϱci,j,(a) if
bj = bi = c and bm = am for all m ∉ {i, j}. A colour vector b is a {i, j}-switch of a colour vector a, if
either b = τi,j(a) or b = ϱci,j(a) for some distinct i, j ∈ {1, 2, . . . , k}, c ∈ {1, 2, 3} \ {ai}. We say that
a colour type b is a {i, j}-switch of a colour type a, if there exists d ∈ [b], such that d is a {i, j}-switch
of a. If we do not need to specify the positions i, j, we just say that b is a Kempe switch of a. Note that
Kempe switches are reversible, thus they define a symmetric relation on the set of all colour types of
the same degree.
Let S be a set of colour types of degree k. For convenience we will talk about the colour set
S of degree k. Let a = a1a2 . . . ak be a colour vector. Set Cr(a) = {i | i ≤ k, ai = r}. For
r ∈ {1, 2, 3} and a ∈ S we define a transition graph T Sr (a) to be a simple graph, whose vertex set
is V = {1, 2, . . . , k} \ Cr(a) and {x, y} is an edge if there exists b ∈ S, such that b is an {x, y}-switch
of a.
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Fig. 1. A graph induced by Kempe switches on a Kempe-closed colour set E0 (see Table 2).
Anon-empty colour setS isKempe-closed if for every a ∈ S and for every r ∈ {1, 2, 3} the transition
graph T Sr (a) ≠ ∅ contains a perfectmatching. For instance, the transition graph T E0r (a) associatedwith
each element a and each colour r ∈ {1, 2, 3} of the set E0 (defined in Fig. 1) is isomorphic to a perfect
matching on its four vertices.
The following proposition highlights the importance of Kempe-closed colour sets.
Proposition 1. Any realisable colour set is Kempe-closed.
Proof. Let a be a colour type induced by a 3-edge-colouring of an orderedmultipole P . SetP = Col(P).
Without loss of generality, we set r = 1. Then the vertices of TP1 (a) correspond to the free ends of
P coloured by two colours 2 and 3. Performing a Kempe switch along an alternating 2–3 maximal
path joining two free ends i, j of P we get a new colouring inducing the colour vector b = τi,j(a), or
b = ϱci,j(a), where c ∈ {2, 3}. It follows that {i, j} is an edge in TP1 (a). Since for every vertex i of TP1 (a)
there exists j joined to i by an alternating 2–3 path, the set of vertices decomposes into pairs x, y joined
by alternating 2-3 paths giving rise to a perfect matching in the transition graph TP1 (a). 
We say that a Kempe-closed colour set S of degree k is colour-open if there exists a non-trivial
Kempe-closed colour set T such that S ∩ T = ∅, otherwise it is called colour-closed. A multipole
P is colour-open (colour-closed) if Col(P) is colour-open (colour-closed). Clearly, a colour-closed
multipole cannot be a subgraph of an irreducible snark. The proof of the following statement is
obvious.
Proposition 2. Let a snark G be a junction of 3-edge-colourable ordered k-poles P and Q ,G = P ∗f Q .
Then Col(P) ∩ Col(Q ) = ∅, in particular both P and Q are colour-open.
The action of the symmetric group Sym(k) on {1, 2, 3, . . . , k} extends to colour types of degree k and
the action on colour types induces an action of Sym(k) on colour sets of degree k. We say that two
colour sets A,B are equivalent, A ≈ B, if A = ψ(B) for some ψ ∈ Sym(k), and we say A,B that
A ≼ B if there is ψ ∈ Sym(k) such that ψ(A) ⊆ B. Obviously ≼ is a quasi-order on the set of all
colour sets of degree k. Moreover, it induces a partial order on the orbits of Sym(k) in the action on
the family of all subsets of the set of all colour sets of degree k.
A family F of Kempe-closed colour sets of degree k is set-complete, if for every colour-open Kempe-
closed colour set A there exists B ∈ F and ψ ∈ Sym(k) such that A ∩ ψ(B) = ∅. A family F of
non-empty realisable colour sets of degree k is complete if for every realisable, colour-open colour set
A there existsB ∈ F and ψ ∈ Sym(k) such thatA ∩ ψ(B) = ∅.
A complete (set-complete) family of colour sets is minimal if it forms an anti-chain with respect
to≼. Clearly, a given family of multipoles realising a complete family of colour sets of colour types of
degree k determines an upper bound on κ(k) in the General k-Decomposition Theorem.
The following proposition can be viewed as a reformulation of k-Decomposition Theorems for k at
most 5.
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Fig. 2. Colour-open multipoles for k = 2, 3, 4, 5.
Proposition 3. The following families of colour sets of degree 2 ≤ k ≤ 5 are minimal, complete, and
set-complete:
(i) if k = 2: {{11}},
(ii) if k = 3: {{123}},
(iii) if k = 4: {{1111, 1122}, {1212, 1221}},
(iv) if k = 5:
{{11231, 11213, 11123}, {12113, 12131, 12223, 12231},
{12333, 12311, 11231, 11123, 12223}}.
The above sets are (up to the action of Sym(k)) unique minimal complete (set-complete) sets of
degree k = 2, 3, 4, 5. The associated multipoles whose colour sets respectively coincide with the
minimal colour-open sets of colour types and haveminimumnumber of vertices are depicted in Fig. 2.
For k = 6 the investigation of Kempe-closed sets is much harder than for k ≤ 5. One reason is
that the size of the power set jumps from 210 in the case k = 5 to 231 for k = 6. A solution at a
set-theoretical level is given in the following theorem.
Theorem 2. The set C consisting of the 38 colour sets listed in Table 2 of Appendix B is a minimal set-
complete family of colour sets of degree 6. Up to the action of Sym(6) it is unique.
The proof of Theorem 2 is computer aided. Our computer program systematically identifies all
maximal colour-open sets of degree 6, quasi-ordered by≼. Recall that every colour set S of degree 6 is
represented by its characteristic vector encoded as a 32-bit integer (1 bit is redundant). Then any set
operation could have been provided as a bit-operation. There are 38 maximal colour-open sets. Out
of these 38maximal colour-open sets, 36 have the set-complements that are Kempe-closed. These 36
colour sets areminimal colour-open sets. Each of the two remaining complements ofmaximal colour-
open sets contains exactly one non-trivial Kempe-closed set, namely these are the sets denoted as E27
and E28 in our list (see Appendix B, Table 2).
By Proposition 1, every realisable colour set is Kempe-closed. We have checked that for k ≤ 5 the
reverse implication holds. In particular, for k = 5 there are 10 Kempe-closed colour sets and we have
found a realisation for each one of them. Inwhat follows, we shall often denoteP = Col(P), the colour
set of a 6-pole P . The following problem is central.
Problem 1. Is there a Kempe-closed colour set of degree 6 which is not realisable?
In particular, we are interested in the realisability of the colour sets in C. The 6-poles A1, A2, . . . , A9
realise the sets A1,A2, . . . ,A9, respectively [13] (see Fig. 3 and Appendix B, Tables 2 and 3). The
question of realisability of the remaining colour sets in C is open.
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Problem 2. Are the Kempe-closed colour sets in C \ {Col(Ai) | i = 1, 2, . . . , 9} realisable?
A snark is non-trivial or solid if it is cyclically 4-edge-connected and its girth is at least 5. Vrták in [13]
investigated 6-poles induced by 6-cuts of solid snarks up to order 28 generated by Brinkmann [3]. He
found a family A of 6-poles Ai, i = 1, 2, . . . , 14 (see Appendix B and Fig. 3), which has the following
property: a non-trivial colour set Col(P) of any 6-pole P contained in a solid snark up to order at most
28 satisfies Col(P) ≽ Col(Ai) for some i = 1, 2, . . . , 14. We have checked that the result extends to
solid snarks of order at most 30, as well. All the solid snarks up to 32 vertices have been constructed
by Brinkmann [3,1]. Recently, the list was extended up to 36 vertices [2]. Further computer aided
experiments with 6-poles led to the discovery of an additional colour-open 6-pole denoted A+1 (see
Appendix B and Fig. 3) whose colour set is not preceded by any colour set of the atomic 6-poles
(constructed by Vrták) and the complement of A+1 does not contain any of Ai, i ∈ {1, 2, . . . , 14}.
Moreover, the colour set of every colour-open 6-pole we have tested, is preceded by one of the colour
sets in {A1,A2, . . . ,A14,A+1 }.
In general, the following decision problem is of interest.
Problem 3. Given a Kempe-closed colour set C decide whether there is a multipole P such that
Col(P) = C. In particular, is there an algorithm solving the above problem?
4. Irreducible 6-poles
In this sectionwe investigate properties of 6-poleswhichmay appear in aminimal complete family
F of complements. By minimality we mean that there are no redundant 6-poles in F and the colour
set of every 6-pole in F is represented by a unique 6-pole of the minimum order. Let P be a 3-edge-
colourable m-pole for some m > 0. If there exists a 3-edge-colourable 6-pole Q , |Q | < |P| and
Col(Q ) ⊆ Col(P), then P is reducible. If P is not reducible, then we call it irreducible.
Lemma 2. An irreducible multipole is of girth at least 5.
Proof. Let P be an irreduciblemultipole. Suppose P contains a cycle C of length 2 ≤ |C | ≤ 4. If |C | = 2,
then C can be replaced with an edge without changing the colour set. If P contains a triangle, then the
triangle can be replaced with a single vertex without changing the colour set. If |C | = 4, then C can
be replaced with one replaced with the first of the two minimal 4-poles from Fig. 2(c) to create a new
multipole P ′ in such a way that ∅ ≠ Col(P ′) ⊆ Col(P) and |P ′| < |P|. Thus in each case we have got a
contradiction with the irreducibility of P . 
Let P = M ∗f N be a k-junction and both M and N contain a vertex; in such a case the respective cut
is called separating. If k = 1, then the respective edge joining M to N will be called a bridge. If both
M and N contain a cycle, then the respective k-edge-cut will be called cycle-separating. A multipole
P is cyclically k-edge-connected if it admits no cycle-separating m-cut for m < k. Let M and N be two
multipoles. Letm and n denote the number of free ends ofM andN , respectively. Ifm = n, a k-junction
P = M ∗f N is called a k-join. Most of the atomic multipoles Ai, i = 1, . . . , 14, appear naturally in the
following theorem describing the structure of irreducible 3-edge-colourable 6-poles admitting small
edge-cuts.
Theorem 3. Let P be an irreducible 6-pole. Then
(i) if P is disconnected, then P is one of A1, A2, A3,
(ii) if P is connected and contains a bridge, then P is one of A4, A5, A6,
(iii) if P is 2-connected and contains a separating 2-cut C, then either C separates a vertex, or it separates
two adjacent vertices, or P it is one of A7, A9, A10, A11,
(iv) a cycle-separating 3-cut in P either separates a pentagon, or it determines a 3-join of 6-poles
P = M ∗f N.
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Proof. Assume P = M ∗f N is a junction of two multipoles M and N , where the partial function f
matches j free ends, for some 0 ≤ j ≤ 3. We assume the number s of free ends ofM does not exceed
the number of free ends of N . The proof proceeds by case to case analysis with respect to admissible
pairs of integers (j, s). Note that j ≤ s ≤ j+ 3.
Case 1: j = 0. If s = 0, then M can be deleted, a contradiction to the irreducibility. If s = 1, then M
cannot be coloured, a contradiction. If s = 2, then by the irreducibility of P the multipole M is a free
edge and N is one of the two 4-poles of orders 0 or 2. Thus P is either A1 or A3. Assume s = 3. By the
irreducibility of P bothM and N are the unique minimal 3-poles. Consequently, P is A2.
Case 2: j = 1 and P is connected. Let the considered 1-cut be a bridge (i.e. bothM and N have at least
one vertex). If s = 1, then P is not 3-colourable. If s = 2, then by the irreducibility of P,M is a free
edge. Consequently, the 1-cut is not a bridge, a contradiction. If s = 3, then by the irreducibility of
P,M is the one-vertex 3-pole and N is one of the two connected 5-poles of orders 3 or 5. Replacing N
by the pentagonal 5-pole we get A6. There are two ways to replace N with the acyclic 5-pole of order
3. In this manner we get either A4 or A5. Finally, if s = 4, then both M and N is the connected 4-pole
of order two, as a result we get A5.
Case 3: j = 2 and P is 2-connected. If s = 2, then M is a free edge and the cut is non-separating. If
s = 3, then by the irreducibility,M is the one-vertex 3-pole, and the 2-cut separates a vertex. If s = 4,
then M is the connected 4-pole of order two, and so the cut separates two adjacent vertices. Finally,
let s = 5. By connectivity |M| ≥ 3. By the irreducibility of P , either |M| = 3 andM is the unique tree-
like 5-pole of order 3, or |M| = 5 andM is the pentagonal 5-pole. By symmetry, the same arguments
apply to N . If both |M| = 3 = |N|, then P is A7. If |M| = 3 and |N| = 5, then either P is A9, or A10.
There are three 2-connected 6-poles arising asM ∗f N , where bothM and N are pentagonal. First one
is a 2-junction of two pentagons containing a quadrangle and thus is not irreducible. The second one
is formed by gluing two adjacent dangling edges on one side with two non-adjacent dangling edges
on the other side. Then the multipole P can be replaced with A5, since we have Col(A5) ≼ Col(P) and
4 = |A5| < |P| = 10, a contradiction. The third 6-pole arising by gluing two pairs of non-adjacent
dangling edges of two pentagonal multipoles is A11.
Case 4: j = 3. Let C be a cycle-separating 3-cut joiningM to N . If bothM and N have the same number
of free ends, then P is a 3-join ofM and N . In the remaining cases similar arguments as above can be
applied to prove that M is one of the connected s-poles of minimum order for s = 3, 4, 5. Since C is
cycle-separating,M must be the pentagonal 5-pole. 
Corollary 1. An irreducible 6-pole other than A1, . . . , A6 and A11 is 2-connected and cyclically 3-
connected of girth≥5.
A k-join P = M ∗f N is called proper if |M| < |P| and |N| < |P|. A 2k-pole P is k-indecomposable if
it is not a proper k-join of two 2k-poles. We say that an irreducible 2k-pole P is k-primitive, or just
primitive for some k ≥ 1, if it is irreducible and k-indecomposable. A 2-cut in a multipole is non-trivial
if it consists of two independent edges. We say that a k-pole P is an edge-extension of a k-pole M if it
is a 2-junction of a k-pole M and the connected two-vertex 4-pole such that the respective 2-cut is
non-trivial. Note that an edge-extension P of a 6-pole M can be viewed as a 3-join M ∗f A3 for some
f . A 6-pole P will be called primitive with respect to edge-extension if no two dangling edges in P are
at distance one. Observe that the operations of edge-extension and 3-join are defined for all colour
sets of degree 6. Of course, if both P ,Q are realisable colour sets, then the 3-join P ∗f Q (as well as
edge-extension) is realisable.
Proposition 4. A primitive 6-pole P other than A1, A2, A3 and A4 satisfies the following the conditions:
(i) P is of girth at least 5,
(ii) P is 2-connected, and every 2-cut separates a vertex,
(iii) a 3-cut separates either a path of length≤2 or a pentagon,
(iv) P is cyclically 4-connected, or its cyclic connectivity is 3 and every cycle-separating 3-cut separates a
pentagon.
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Proof. The property (i) follows from Lemma 2. To prove (ii) first assume that P is disconnected, or
that it is connected and contains a bridge. By Theorem 3(i) and (ii) P is one of A1, . . . , A6. Out of these
6-poles, A5 and A6 admit a non-trivial 3-join decomposition, therefore they are not primitive. If P
contains a 2-cut separating at least three vertices, then by Theorem 3(iii) P is one of A7, A9, A10, A11. It
can be easily checked that each of these 6-poles admits a non-trivial 3-join decomposition. If a 2-cut
separates two vertices, then P is an edge-extension of some 6-pole Q contradicting the assumption.
To prove (iii) assume C is a 3-edge-cut in P . Let C be cycle separating. By Theorem 3 the cut C separates
a pentagon. Assume C is not cycle separating. Taking into account that P does not contain a bridge or
two adjacent dangling edges we deduce that the number of vertices of the acyclic part is at most 3.
Then one can easily check that C separates a path of length at most 2. Summarising (i)–(iii) we get
(iv). 
Denote by A+2 and A
+
3 the 6-poles depicted of Fig. 3, items (p) and (q), respectively. We have
checked using a computer that the 6-poles A+2 and A
+
3 are irreducible colour-closed 6-poles. Denote
A+ = A ∪ {A+1 ,A+2 ,A+3 }. Recall that A = {Ai | i = 1, . . . , 14}. Consider the family of all non-empty
colour sets of realisable 6-poles ordered by≺. LetB denote the sub-family ofminimal realisable colour
sets. Then a 3-join of any two colour sets from B is preceded by an element of B. The following lemma
establishes this property for the family A+.
Lemma 3. Let P be a 3-join of two colour sets (possibly equal) from A+. Then there exists Q in A+ such
that Q ≺ P . In particular, for an edge extension P of A+ there existsQ in A+ such that Q ≺ P .
Proof. Computer assisted. 
Employing Corollary 1 and Proposition 4 it is not difficult to derive a complete list of irreducible
and primitive 6-poles with at most 12 vertices. It gives another point of view onto the set A of Vrták’s
atomic 6-poles.
Corollary 2. The following statements hold true.
(i) The colour sets of irreducible 6-poles with at most 12 vertices form A+.
(ii) The only primitive 6-poles with at most 12 vertices are A1, A2, A3 and A4.
Proof. Let P be an irreducible 6-pole with n vertices. If P is disconnected or if P contains a bridge, then
by Theorem 3 P is one of A1, A2, A3, A4, A5, A6. If P is 2-connected, then removal of all dangling edges
yields a subdivision of girth≥5 of a 2-connected cubic graph X with n− 6 vertices. Assuming n ≤ 10
we get n − 6 ∈ {0, 2, 4}. It follows that X is one of the following graphs: the free loop, the dipole
– the two-vertex bridgeless cubic graph, the 4-cycle with two opposite edges doubled, the complete
graph K4. If X is the free loop, then P is A7. If X is the 4-cycle with two opposite edges doubled, then
by Theorem 3(iii) it is A11. There are 3 non-isomorphic subdivisions of the dipole of girth≥5 forming
A9, A10 and A12. If the irreducible 6-pole P gives a subdivision of K4, of girth≥5, then either P is one of
the 6-poles in {A8, A13, A+2 , A+3 }, or P contains the colour set of one of {A1,A2, . . . ,A7,A9}.
Thus irreducible 6-poles with at most 10 vertices form a subset of A+. Using computer one can
check that all these 6-poles are irreducible. Also we can directly check that neither Col(A14), nor
Col(A+1 ) contains a colour set of an irreducible 6-pole with at most 10 vertices. Hence each 6-pole
in A+ is irreducible and there are no other irreducible 6-poles with at most 10 vertices. Moreover,
between the irreducible 6-poleswith atmost 10 vertices all but A1, A2, A3 and A4 are 3-joins of smaller
6-poles, hence the only primitive 6-poles with at most 10 vertices are A1, A2, A3 and A4. Assume P is
an irreducible 6-pole with 12 vertices other than A14, A+1 . If P is a primitive 6-pole on 12 vertices, then
by Proposition 4 it is a simple subdivision of K3 × K2, or of K3,3. Moreover, by Proposition 4 the 6
subdivided edges form a 2-factor. We are left with just one 6-pole arising from K3,3 by subdividing
each edge of a hamiltonian cycle. But one can easily check that this 6-pole is reducible. Hence the
primitive 6-poles with at most 12 vertices are A1, A2, A3 and A4. It follows that P is not primitive, and
therefore P = M ∗f N is a 3-join of two 6-poles with at most 10 vertices. Clearly, the colour sets of
bothM and N contain a colour set equivalent to an element of A+. By Lemma 3, Col(P) ≽ Q for some
Q ∈ A+. Since P is an irreducible 6-pole of order 12, then Col(P) ∼= Col(A14), or Col(P) ∼= Col(A+1 ),
and we are done. 
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We say that a family G of colour sets generates a family O, with respect to 3-join (edge-extension)
if every colour set in O can be obtained by a finite sequence of 3-joins (edge-extensions) starting with
a colour set in G. A family G is called a base of O with respect to 3-join (edge-extension) of O if it
generates O and no element of G is a 3-join of other two elements of G (an edge-extension of another
element of G). The proof of the following statement is computer assisted.
Theorem 4. The following statements hold true.
(i) The set of 6-poles {A1, A2, A4} is a base for the set of atomic 6-polesA+with respect to edge-extension.
(ii) Let V = {A1,A2,A4} and
E = {Ei | i ∈ {0, 9, 13, 15, 16, 17, 18, 19, 21, 22, 23, 24, 26, 28}}.
Then the family of colour sets V ∪ E forms a base for C with respect to operation of 3-join.
(iii) The family V ∪ E ∪ {E20} forms a base for C with respect to operation of edge-extension.
A primitive 6-pole other than A1, A2, A3 and A4 will be called elusive. Note that the colour set of an
elusive 6-pole does not contain any set in A+. First observe that the order of an elusive 6-pole P is at
least 14. Assuming Col(P) contains a colour set of a 6-pole from A+, we get P admits a reduction, a
contradiction.
Proposition 5. The order of an elusive 6-pole is at least 20. Moreover, there are no irreducible 6-poles
on 14, 16 and 18 vertices.
Proof. Let K be an elusive 6-pole. By Corollary 2 we have |K | ≥ 14. By Proposition 4, the 6-pole K can
be constructed from a cyclically 4-connected cubic graph X in three steps:
1. Introduce 0 ≤ j ≤ 3 triangles by expanding j vertices of X into triangles;
2. Add 2j dangling edges subdividing exactly 2 edges in each triangle;
3. Complete the set of dangling edges by subdividing 6− 2j edges not belonging to the triangles of X
such that no three edges incident with the same vertex are subdivided.
Using a computer programwe have checked that the colour set of each of the 6-poles with at most
18 vertices constructed from the list of cyclically 4-connected cubic graphs of order at most 12 using
the above procedure contains a colour set from A+.
Assume there is an irreducible 6-pole P with n vertices, where n ∈ {14, 16, 18}. If P is primitive,
then it is elusive, a contradiction. If P is a 3-join of two 6-poles, then by Lemma 3, at least one of the
colour sets of the factors does not contain an element from A+. Repeating the procedure we get an
elusive 6-pole with at most 18 vertices, a contradiction. 
Theorem 5. If the atomic set A+ is not complete, then there exists an elusive 6-pole. In particular, if the
atomic set A+ is not complete, then κ(6) ≥ 20.
Proof. Given the colour set Col(M) of a 6-pole M denote by Col(M)′ its set-complement. If A+ is
not complete, then there exists a snark G with a six-decomposition G = M ∗f N such that for each
Q ∈ A+ we have Q ⋠ Col(M)′, or for each Q ∈ A+ we have Q ⋠ Col(N)′. Say the latter holds true.
Then Col(M) ⊆ Col(N)′ does not contain a set from A+. Let there be a 6-pole M such that Col(M)
does not contain a set from A+. Take the 6-pole K of the least order with this property. Clearly, K is
irreducible. Assume K is a proper 3-join of two 6-poles. Then by Lemma 3 one of the factors does not
contain a set from A+, a contradiction to the minimality of K . Hence K is elusive. By Proposition 5,
20 ≤ |K | ≤ |M|. 
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Table 2
Set-minimal colour sets.
Set Char. vector In complement Note
A1 1112539137 A2,A3,A4,A5,A6,A8,A14, E0, E1, E2, E3, E4, E5, E6, E7, E8, E13, E14, E16, E27, E28 r
A2 219 A1,A3,A5, E7, E13, E20, E26, E28 r
A3 995328 A1,A2,A3,A4,A5,A6,A9,A13, E2, E3, E11, E17, E18, E20, E26 r
A4 1782 A1,A3,A7,A12, E13, E27 r
A5 983094 A1,A2,A3,A6,A10, E2, E20, E24, E28 r
A6 983277 A1,A3,A5,A6,A7, E7, E17, E24, E27 r
A7 1186463953 A4,A6, E13 r
A8 259394321 A1, E19 r
A9 1186467169 A3,A11 r
E0 15275 A1, E13
E1 986027 A1, E5
E2 1003880 A1,A3,A5, E8, E17, E20, E26
E3 1003955 A1,A3, E6, E20, E28
E4 1005470 A1,A+1 , E7
E5 107940770 A1, E1
E6 108429655 A1, E3
E7 108429708 A1,A2,A6, E4, E17, E20
E8 108431226 A1, E2
E9 108441953 E23
E10 108442042 E22
E11 108454116 A3, E18
E12 108456866 E21
E13 259391628 A1,A2,A4,A7, E0, E17, E18, E26
E14 259394506 A1, E18
E15 259407114 E25
E16 259415138 A1, E18
E17 1112539354 A3,A6, E2, E7, E13, E28
E18 1112542108 A3, E11, E13, E14, E16
E19 1112554410 A8
E20 1113522412 A2,A3,A5, E2, E3, E7
E21 1113525162 E12
E22 1113543090 E10
E23 1113545460 E9
E24 1113545730 A5,A6
E25 1186479009 E15
E26 1186490916 A2,A3, E2, E13
E27 112984273 A1,A4,A6 n
E28 127372309 A1,A2,A5, E3, E17 n
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Appendix A. Realisable 6-poles
See Fig. 3.
Appendix B. Tables
The abbreviation ‘c’ colour-closed, ‘n’ means ‘‘set-complement is not Kempe-closed’’, ‘r’ realisable.
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(a) A1 . (b) A2 . (c) A3 . (d) A4 . (e) A5 . (f) A6 .
(g) A7 . (h) A8 . (i) A9 . (j) A10 . (k) A11 . (l) A12 .
(m) A13 . (n) A14 . (o) A+1 . (p) A
+
2 . (q) A
+
3 .
Fig. 3. Realisable 6-poles.
Table 3
Irreducible colour sets.
Set Char. vector In colour set In complement Note
A10 7846403 A5 nr
A11 113014676 A9 nr
A12 251396177 A4 nr
A13 112987505 A3 nr
A14 127384611 E2, E27 A1 nr
A+1 258968226 E7 E4 nr
A+2 117291537 E9 cnr
A+3 16744821 cnr
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