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Abstract
The increasing number of climatically exceptional summers in the past two de-
cades has drawn researchers’ interest to the characteristics of summer variability
and its prediction. In this thesis, the atmospheric summer variability of the North
Atlantic-European (NAE) sector is examined. Applying a Principal Component
Analysis to reanalysis data of seasonal geopotential height anomalies at 500 hPa, two
dominant modes are identified - the summer North Atlantic Oscillation (SNAO) and
the summer East Atlantic (SEA) mode. The former is associated with a latitudinal
shift of the jet stream but unlike its winter counterpart also impacts the meridional
component of the flow. The latter is part of a zonal wave number 5 wave train and is
associated with significant anomalies in meridional flow and meandering of the jet.
Both modes are shown to have significant impacts on the surface climate of the NAE
sector. The controls are mainly through cloud cover anomalies associated with the
large-scale rising/sinking motions in their main centres of action and temperature
and moisture advection by the anomalous geostrophic flow.
In order to examine the potential for prediction of the NAE summer variability,
seasonal hindcast experiments are carried out with an atmospheric model applying
a relaxation technique in different regions of the atmosphere. The aim of these is to
show from which parts of the climate system predictability of summer variability
can arise. For the SNAO, no potential for an improved prediction of its interannual
variability can be found from any of the forcing regions. Even though previous mod-
elling and observational studies show that the long-term variability of the SNAO is
controlled by the Atlantic multidecadal variability, the experiments do not confirm
this link.
For the SEA, the experiments indicate that no forcing is included in the relax-
ation regions but that predictability arises from the prescription of observed anoma-
lous lower boundary conditions. Further investigation reveals that this is the re-
sult of diabatic heating anomalies in the Caribbean and the tropical Pacific driven
by anomalous sea surface temperatures. As a consequence, the upper tropospheric
flow is altered in the tropics but also further north where it can interact with the
jet stream. This anomalous divergent flow acts as a source for Rossby waves in the
eastern North Pacific which can propagate downstream in the jet stream wave guide.
The resulting stationary wave train projects onto the SEA pattern in the NAE region.
This tropical-extratropical teleconnection offers potential for enhanced predictability
of the SEA mode.
Since experiments with tropical relaxation quite accurately reproduce the dia-
batic forcing but cannot predict the SEA variability, it is clear that the application
of the relaxation technique constitutes a problem. It is hypothesised that the fail-
ure at simulating the correct planetary wave propagation is attributable to altered
dissipation properties in the relaxation zone.

vZusammenfassung
Die Struktur der atmosphärischen Sommerzirkulation und ihre Vorhersage ha-
ben erst mit dem vermehrten Auftreten von Extremereignissen wie Hitzewellen und
Dürren in den letzten zwei Jahrzehnten an Aufmerksamkeit in der Klimaforschung
gewonnen. In dieser Arbeit wird die Variabilität der Atmosphäre im Sommer im
Nordatlantisch-Europäischen (NAE) Raum untersucht. Mittels einer Hauptkompo-
nentenanalyse des saisonal gemittelten Geopotentials auf 500 hPa aus Reanalyse-
daten werden zwei vorherrschende Zirkulationsmuster identifiziert - die summer
North Atlantic Oscillation (SNAO) und die summer East Atlantic (SEA) Mode. Die
SNAO geht einher mit einer nord-süd Verschiebung des Strahlstroms. Anders als ihr
Pendant in den Wintermonaten beinhaltet sie darüber hinaus eine meridionale Kom-
ponente. Die SEA Mode ist Teil eines planetaren Wellenzuges und verursacht signifi-
kante Anomalien der meridionalen Winde und folglich ein Mäandrieren des Strahl-
stroms. Beide Muster haben Einfluss auf Bodentemperaturen und Niederschlag im
NAE Raum. Dabei sind sowohl die Advektion von Temperatur und Feuchte als auch
Anomalien in der Bewölkung, die im Zusammenhang mit großskaligen Hebungs-
und Absinkbewegungen in den Zentren der Muster stehen, von Relevanz.
Um das Vorhersagepotential der Sommervariabilität im NAE Raum zu untersu-
chen, werden saisonale retrospektive Vorhersageexperimente mit einem Atmosphä-
renmodell durchgeführt, in denen eine Relaxationsmethode in verschiedenen Regio-
nen der Atmosphäre angewandt wird. Ziel dieser ist es, zu zeigen, in welchen Teilen
des Klimasystems Vorhersagbarkeit ihren Ursprung hat. Für die SNAO kann dabei
kein Potential für eine verbesserte Vorhersage aus den Relaxationsregionen abgelei-
tet werden. Obwohl frühere Modell- und Beobachtungsstudien gezeigt haben, dass
die SNAO auf großen Zeitskalen dem Einfluss der Atlantischen, multidekadischen
Temperaturvariabilität unterliegt, wird die durch die Experimente nicht bestätigt.
Für die SEA Mode zeigen die Experimente, dass die Relaxationsregionen keinen
Antrieb beinhalten, sondern dass Vorhersagbarkeit aus dem Vorschreiben von be-
obachteten Anomalien als untere Randbedingungen resultiert. Durch weitere Ana-
lysen stellt sich heraus, dass dies das Resultat diabatischer Erwärmung im Zusam-
menhang mit den Anomalien der Meeresoberflächentemperaturen ist. Dessen Kon-
sequenz ist eine Modifikation der Strömung in der oberen Troposphäre sowohl in
den Tropen, als auch weiter nördlich, wo sie mit dem Strahlstrom wechselwirkt. Die-
se Anomalien der divergenten Strömungskomponente agiert als Quelle für Rossby-
wellen im östlichen Nordpazifik, die im Wellenleiter des Strahlstroms stromabwärts
propagieren können. Der resultierende stationäre Wellenzug ähnelt im NAE Raum
dem SEA Muster. Diese tropisch-extratropische Fernwechselwirkung birgt Potential
für eine verbesserte Vorhersage der SEA Mode.
Da die Experimente mit tropischer Relaxation den Ursprung dieser Telekonnek-
tion korrekt wiedergeben, aber die Variabilität der SEA Mode nicht vorhersagen
können, muss die Anwendung der Relaxationsmethode das Problem darstellen. Es
vi
wird gemutmaßt, dass der Grund für das Scheitern der Vorhersage der korrekten
planetaren Wellenausbreitung in den geänderten Dissipationseigenschaften in der
Relaxationszone liegt.
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11 Introduction
Until recently, most analyses of climate variability in the North Atlantic/European
(NAE) sector have focused on the winter season. Interest in the boreal summer
variability has been growing due to the frequent occurrences of extreme summers
with large socio-economic impacts from the beginning of the 21st century onward
(Coumou and Rahmstorf, 2012). In western Europe, the exceptionally hot and dry
summer of 2003 (Fink et al., 2004) caused great economic losses and many heat-
related deaths (Schär and Jendritzky, 2004), while the heat wave of 2010 impacted
eastern Europe and western Russia particularly severely (Lau and Kim, 2012). Many
studies within this area of interest address the potential for predictability of extreme
temperature and precipitation events and attempt to identify climatic factors rele-
vant for their preconditioning (for the extreme summer of 2003 see e.g. Black et al.,
2004; Weisheimer et al., 2011; for 2010 see Dole et al., 2011). For the winter season,
extreme events are often connected to anomalously strong phases of the large-scale
patterns of interannual variability that influence the jet stream such as the North At-
lantic Oscillation (NAO, see e.g. Hurrell et al., 2003). Boreal summer low-frequency
variability modes and their regional climate impacts have been less extensively stud-
ied, partly because the weather regimes in this season are not as clearly separable as
in winter and appear to be less dominant (Hurrell and Deser, 2010).
Barnston and Livezey (1987) were among the first to systematically analyse the
prevailing circulation patterns in the northern hemisphere in all seasons. They ap-
ply a rotated principal component analysis (RPCA) to monthly northern hemisphere
700 hPa geopotential height observations from 1950 to 1984 and find the NAO to be
the only pattern that is prevalent in every month of the year noting that its structure
has pronounced seasonal variability. In the NAE sector, the winter NAO is charac-
terised by a meridional dipole with centres of action located over Iceland and the
Azores. In its summer configuration the NAO is of weaker amplitude, smaller spa-
tial extent, shifted northward, and has a northeast-to-southwest orientation. It is the
only pattern with a clear signature in the NAE sector that they find for the summer
season.
The term summer NAO (SNAO) was coined later by Folland et al. (2009) who
offer a detailed description of this most dominant mode of summer variability in the
NAE sector and its impacts on the regional surface climate. They define the SNAO
as the first empirical orthogonal function (EOF) of July to August mean sea level
pressure (slp) anomalies over the region from 25◦N - 70◦N and 70◦W - 50◦E where
it explains 28.3% of the 2-month slp variance. Compared to the winter NAO, it is
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of smaller spatial extent and located further north. Additionally, its southern centre
of action is shifted eastward while the northern centre is weaker and shifted west-
ward. Nevertheless, they find the SNAO to exert a significant control on the near
surface temperature, cloudiness, and precipitation inside the region: summers un-
der the influence of a positive SNAO tend to be dry, warm and relatively cloud-free
in north-western Europe and more weakly so over north-east North America, while
they are anomalously wet, cool and cloudy in south-eastern Europe. There is also
evidence for a SNAO influence on Mediterranean precipitation (Bladé et al., 2012).
Due to these impacts on the surface climate, it is conceivable that extreme events can
be controlled by the predominance of either phase of the SNAO. Cassou et al. (2005)
are able to show that the likelihood for extreme warm days in France is significantly
enhanced during the positive phase of the SNAO. By cluster analysis they identify
another summer weather regime that they name the Atlantic Low which is as preva-
lent during summer as both phases of the SNAO. This regime is also associated with
a much higher chance for extremely hot days. Since there are potentially substantial
impacts of the low-frequency summer variability on the surface climate, one main
aim of this thesis is to clearly characterize and analyse the modes of variability in the
NAE sector.
In light of the link between the large-scale circulation and surface summer cli-
mate, the question arises whether there is potential for predicting the summer circu-
lation. Seasonal predictability can arise from slowly-evolving lower boundary forc-
ing, and there is observational evidence that the summer atmosphere over the North
Atlantic is locally forced by sea surface temperature (SST) anomalies that modify the
turbulent air-sea heat fluxes (Gastineau and Frankignoul, 2015). A second premise
for seasonal predictability is the existence of atmospheric teleconnection patterns
that link low-frequency extratropical variability with variability outside of the mid-
latitudes - most often in the tropics (Shukla et al., 2000).
In order to investigate the influence of lower boundary forcing, a seasonal en-
semble forecast can be produced by prescribing observed SST and sea ice (SI) at the
boundary of the atmospheric model. By ensemble averaging the signal forced by the
anomalous boundary conditions can be isolated from the internal variability. Alter-
natively, the outcome could be compared to a control run that uses climatological
SST and SI instead. As a means for studying remote influences on the atmospheric
circulation in the mid-latitudes, a relaxation1 technique is commonly used in sea-
sonal hindcast experiments (see e.g. Jung et al., 2010a; Douville et al., 2011). In this
approach, the forecast error of the model is artificially reduced by relaxing the model
towards reanalysis data in a specified region (Jung et al., 2010a). This enables one to
study the impact of an "improved" simulation in a certain region on the prediction
in an area away from the relaxation zone. For example, Greatbatch et al. (2012) ap-
ply the technique to investigate remote influences on winter circulation anomalies
in the northern hemisphere over the ERA-40 period and identify an influence of the
1Also referred to as nudging.
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stratosphere on the NAO and a tropical control of the Pacific-North American (PNA)
pattern. Single exceptional winters in Europe have also been shown to have a tropi-
cal origin by using a relaxation approach (Jung et al., 2010b; Greatbatch et al., 2015).
This technique has thus far mostly been applied to study the northern hemisphere
winter circulation but also offers a promising tool for investigating teleconnections
in the summer season (Douville et al., 2011).
One reason for the small number of studies addressing summer teleconnections
is that these are understood to be mostly associated with stationary planetary waves.
These rely strongly on the presence of meridional potential vorticity gradients that
are generally weaker in summer than in winter (Palmer and Anderson, 1994). An-
other factor is that the zone of tropical easterlies has a larger meridional extent,
i.e. the zero wind line lies further north than in winter. Nonetheless, Ding and
Wang (2005) find a circumglobal teleconnection pattern (CGT) in the summer north-
ern hemisphere. The CGT is a zonally-oriented wave train of geopotential height
anomalies of alternating signs circling the globe in a broad meridional band from
the sub- to the extratropics. It is accompanied by anomalies in precipitation and
temperature throughout the mid-latitudes. The authors further relate this pattern
to diabatic heating anomalies associated with the Indian summer monsoon (ISM)
and the El Niño-Southern Oscillation (ENSO). It can be shown by use of a linear
barotropic model that this pattern is an internal mode of the northern hemisphere
summer atmosphere but can also be forced by the ISM (Ding et al., 2011; Lin, 2009).
A second teleconnection pattern is the so-called western Pacific-North America pat-
tern (WPNA) which links rainfall of the western North Pacific summer monsoon
(WNPSM) to circulation anomalies over the United States and also to weaker anoma-
lies in the NAE sector (Ding et al., 2011). Neither of these patterns, however, has been
shown to project onto the SNAO.
The tropical and extratropical atmosphere can in principle be linked through ei-
ther a tropospheric or a stratospheric pathway. However, since this link involves the
propagation of Rossby waves, the background flow field is important in determining
the possibility of either route. Charney and Drazin (1961) show that it is not possible
for planetary waves to propagate vertically in an easterly background flow; since the
summer stratosphere is governed by easterly winds, a stratospheric pathway for a
tropical-extratropical teleconnection is unlikely. The possibility of horizontal Rossby
wave propagation through the troposphere also depends on the background flow
(Hoskins and Ambrizzi, 1993). By using ray tracing arguments, Hoskins and Am-
brizzi (1993) show that wave guides can exist where there is a local maximum in the
meridional absolute vorticity gradient which is often connected to the position of the
jet streams. Within these wave guides, planetary waves can propagate zonally over
large distances and thus create teleconnection patterns. These wave guides exist in
the winter northern hemisphere and are associated with circumglobal teleconnec-
tions (Branstator, 2002). However, in the tropics easterly winds prevail throughout
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the year; thus Rossby wave propagation is suppressed. It is thus important to estab-
lish how a tropical signal can leave the tropics to excite a wave train in the extratrop-
ical atmosphere in the first place. The mechanism works as follows (Trenberth et al.,
1998): convective activity in the tropics, perhaps related to positive SST anomalies,
affects the large scale overturning of the Hadley circulation. The tropical upper tro-
pospheric divergence associated with the heating is balanced by upper tropospheric
convergence and subsidence in the descending branch of the Hadley Cell which is
located in the subtropics, i.e. outside of the zone of easterlies. Here, the anomalous
divergent component of the flow acts as a major Rossby wave source (RWS) which
is relatively insensitive to the exact location of the convection region (Sardeshmukh
and Hoskins, 1988). In fact, the diabatic forcing induced by convection is often re-
lated to the monsoon systems which can be located quite far north of the equator.
Thus, the monsoons can be influential in exciting teleconnection patterns. If it is
possible to establish such a link for the summer variability in the NAE sector, sea-
sonal predictions could be improved significantly by a better representation of moist
convection. In fact, Douville et al. (2011) show that the simulation of mid-latitude
stationary waves with the Arpege-Climat atmospheric general circulation model in
boreal summer benefits strongly when forecast error in the tropics is suppressed by
relaxing the tropical atmosphere towards reanalysis data. They also point out that
the impact of correctly representing subsidence in the equatorial tropical Pacific is
even higher than that of improving the representation of the monsoons.
Few studies have focused on local and remote controls of the summer NAE vari-
ability. For example, Hall et al. (2016) apply a linear lead/lag regression approach to
observational and reanalysis data to identify the dominant predictors of the North
Atlantic polar jet stream speed and position. They find that Atlantic SST, sea ice
(SI) in the Barents and Kara Seas, and solar variability are the most statistically rele-
vant predictors for the jet stream metrics. The authors also address tropical rainfall
but find its influence to be small despite the aforementioned physical connection.
Another potentially important predictor of boreal summer variability in the NAE
sector is the Atlantic Multidecadal Variability (AMV)2, which is a basin-wide SST
anomaly in the North Atlantic with a time scale of 65-70 years (Schlesinger and Ra-
mankutty, 1994). Reanalysis data (Folland et al., 2009) and a coupled model that
simulates the AMV as part of its internal variability (Knight et al., 2006) have shown
an anti-correlation between the AMV and the SNAO on interdecadal time scales.
Efforts to find the dominant teleconnection patterns of the northern hemisphere
have addressed the NAE sector marginally. On the other hand, some work has been
done on the local and remote boundary forcing of NAE sector summer variability,
but this has mainly focused on statistical relationships (Hall et al., 2016). Thus, the
second goal of this thesis is to identify external controls on the summer circulation
in the NAE sector and establish a physical mechanism for these links.
2Also referred to as the Atlantic Multidecadal Oscillation (AMO).
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The thesis will be structured as follows: in chapter 2, we introduce the data used
to study boreal summer climate variability and present the design of the seasonal
hindcast experiments and the implementation of the relaxation technique. In the
same chapter the analysis techniques that are applied to the data are described. Fol-
lowing this, we show the dominant modes of summer variability in the NAE sector
and discuss their circulation patterns and possible local impacts on the surface cli-
mate in chapter 3. In chapter 4 we then move to the analysis of the relaxation experi-
ments and elaborate on the results by further examining teleconnection mechanisms
that appear likely in the context of the seasonal hindcasts. These mechanisms are
critically discussed by comparing our results with previous studies. We end this
thesis by summarising the main points of our study in chapter 5 and give a brief
outlook for future work.

72 Data and methods
2.1 Data
2.1.1 Reanalysis data
In order to investigate the extratropical summer variability and its global telecon-
nections, we will utilize the European Centre for Medium-Range Weather Forecast
(ECMWF) Reanalysis ERA-Interim (Dee et al., 2011). ERA-Interim is a global at-
mospheric reanalysis that extends back to 1979 and is updated continuously until
present. This reanalysis is produced by the ECMWF Integrated Forecast System
(IFS) which is run at a horizontal T255 spectral resolution (corresponding to approx-
imately 0.71◦ or 79km at the equator) with 60 hybrid sigma-pressure vertical levels
up to 0.1 hPa and a time step of 30 minutes.
The data has been downloaded from the ECMWF web page as 6-hourly fields
at the analysis time step for the years from 1980-2014 interpolated to a 2.5◦ x 2.5◦
regular grid.
The reanalysis data will in the following be treated as the best approximation
of the true state of the atmosphere and will thus sometimes be referred to as the
observations. We want to stress however, that the reanalysis data is of course not a
purely observational product but output from a model that assimilates observations.
Hence, the data is also subject to model errors.
2.1.2 Precipitation data
Even though there are no reported issues with precipitation in ERA-Interim, espe-
cially tropical rainfall can be a problem due to errors in the parametrization of moist
convection. To avoid these problems, we use a quasi-observed precipitation prod-
uct from the Climate Prediction Center Merged Analysis of Precipitation (CMAP)
(Xie and Arkin, 1997). To generate the global, gridded (2.5◦x2.5◦) CMAP dataset,
rain gauge data and satellite measurements are combined with reanalysis data from
the National Centers for Environmental Prediction-National Center for Atmospheric
Research (NCEP-NCAR). The CMAP data is available from 1979 onwards and is con-
tinuously updated until present. It should be noted that a varying number of obser-
vations enter the grid box estimates of precipitation and especially at high latitudes,
where observations are sparse, there are issues with these precipitation estimates.
Furthermore, the number of observations - and thus the quality of the data - does
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not only differ spatially but also temporally. For instance, microwave satellite mea-
surements are only reliable from 1987 onwards (Xie and Arkin, 1997). Before that,
the estimates rely on rain-gauge data and the reanalysis only. However, the CMAP
data has been reported to reliably represent the large-scale precipitation patterns and
its temporal evolution (Yin et al., 2004) and will therefore be used in the following.
2.1.3 Experimental set-up
To investigate the effect of atmospheric teleconnections on the seasonal prediction
skill, we perform a suite of different seasonal hindcasts. These are generated with
the ECMWF IFS (cycle 40r1) that is used to produce ERA-Interim (see 2.1.1). To
obtain a single hindcast for the boreal summer season the model is initialized around
May 1, 00 UTC each year (1980-2014) from the atmospheric state at the initialisation
time given by ERA-Interim and calculated forward for 120 days (i.e. until the end
of August). Since the model simulates the atmosphere only, we need to prescribe
sea surface temperature and sea-ice (SST/SI) at the lower boundary which is done
using ERA-Interim SST/SI. In order to be able to separate internal from external
variability, 9 single hindcasts are performed to generate an ensemble, each initialized
6 hours later than the previous one (i.e. May 1, 00UTC + n · 6h, for n = 0, 1, 2, ..., 8).
This ensemble size should be sufficient to separate internal, given by the spread of
the ensemble members, from external variability, given by the ensemble average
(Hansen et al., 2017).
The relaxation technique
The general idea of a relaxation experiment is to ensure that the used model is close
to the observed atmospheric state in a specified region over the entire course of the
simulation. The aim of this is then to identify what influence this ’perfect prediction’
has on the prediction in other parts remote from the relaxation region.
How is perfect predictability sought? At each time step the model is ’pulled’
toward the observed climate by relaxing a suite of atmospheric variables using the
following formulation added to the model prognostic equation of the relaxed vari-
ables:
dx
dt
= . . .+ λ(x− xref) (2.1)
where x is the model state vector that consist of the fields of all relaxed variables
and xref is the observed state vector, in this case given by the 6-hourly ERA-Interim
output linearly interpolated in time. Here, zonal and meridional velocity u and v, as
well as temperature T and the logarithm of surface pressure ln ps are relaxed. In this
way the model error is synthetically reduced. The magnitude of this reduction is
specified through the relaxation parameter λ which is given as an inverse time scale.
A value of λ = 0.1(time step)−1 would indicate that the model is corrected by 10%
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FIGURE 2.1: Figure 1 and 2 from Jung et al. (2010a). Left: latitudinal profile
of the relaxation parameter λ in h−1 for an experiment with tropical relax-
ation. Right: vertical profile of λ in h−1 for an experiment with relaxation in
the troposphere (solid) and the stratosphere (dashed). Note that in both panels,
values on the λ axis must be doubled to be applicable to our experiments.
of the model error at each time step. For a model time step of 30 minutes this results
in a relaxation time scale of 5 h. The relaxation parameter is a function of space
allowing for a limitation of the relaxation to certain parts of the atmosphere (e.g.
the tropics or the stratosphere). Since the correction is not physical and might not
be consistent with the model’s climate, it is important to have a smooth transition
from a relaxation to a non-relaxation region. This supposed to to reduce spurious
reflection and dissipation of atmospheric waves in the transition zones although
these cannot be eliminated entirely. In the horizontal, λ follows a hyperbolic tangent,
decreasing from a value λ0 = 15h
−1 in the relaxation region to 0 within 20◦ of latitude.
This is illustrated for tropical relaxation in Fig. 2.1a (taken from Jung et al., 2010a). In
the vertical this transition zone extends over approximately 13 model levels. This is
shown for relaxation in the troposphere and the stratosphere in Fig. 2.1b (also from
Jung et al., 2010a).
Relaxation experiments
Since we want to test for remote influences from different parts of the climate system
on the prediction of the extratropical seasonal circulation we apply the aforemen-
tioned relaxation technique in a variety of regions. These are only confined merid-
ionally but extend over all longitudes. The exact set-ups of the experiments (each
an ensemble of 9 members) and their names are listed in Table 2.1. The first part of
the experiment name specifies whether the boundary conditions for the atmospheric
model are daily climatological means of SST/SI (CLIM) or observed SST/SI anoma-
lies (OBS). This enables us to also identify forcings that arise due to the boundary
conditions. The second part of the experiment name specifies the relaxation region.
In CLIM-NO for example, the model is run freely with neither relaxation nor anoma-
lous boundary forcing. Thus, in this ensemble, not only the ensemble spread but also
the year-to-year variability arises from the varying initial conditions alone. OBS-NO
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TABLE 2.1: List of all relaxation experiments used in this study. Boundaries
of the relaxation regions refer to the latitude/height where λ = 0.5λ0, i.e. the
centre of the profile of λ as discussed in the text.
Experiment Relaxation Region, Relaxation Region, SST/SI
meridional vertical
troposphere
CLIM-ARC Arctic (75◦N-90◦N) approx. 320 hPa - surface climatological
(model levels 34-60)
CLIM-NO None None climatological
northern stratosphere
CLIM-STRA-NH hemisphere approx. 0.1 - 55 hPa climatological
(30◦N-90◦N) (model levels 1-22)
CLIM-TROPICS tropics (20◦S-20◦N) full atmosphere climatological
OBS-NO None None observed
OBS-TROPICS tropics (20◦S-20◦N) full atmosphere observed
on the other hand should produce a response to the yearly varying observed bound-
ary forcing of global SST/SI. In this regard it is also important to note that the dif-
ference between CLIM-TROPICS and OBS-TROPICS lies almost exclusively in the
specification of extratropical SST/SI in the latter. Prescribing lower boundary con-
ditions within the relaxation region (in this case the tropics) has little effect on the
relaxed atmosphere. Additionally, the relaxation itself should already contain the
signal of varying SST.
2.2 Methods
2.2.1 Linear regression
For the purpose of estimating the linear response of a variable Y to changes in a
variable X (i.e. the regression of Y onto X) we formulate a regression model. With
(x1, y1), ..., (xn, yn) as pairs of data ofX and Y , we define a linear model as:
yi = β0 + β1xi + ηi, i = 1, 2, . . . , n
where ηi are the residuals that are not captured by the linear model. The parameters
β0 and β1 of the model are estimated by minimizing the sum of squared deviations:
SS =
n∑
i=1
(yi − β0 − β1xi)2
which can be done by setting the first order partial derivatives of SS with respect to
β0 and β1 to zero.
In the case whereX refers to time, β1 will be called the linear trend.
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Removal of a signal
If there is a dominant signal in the data that we are not interested in describing or
relating to other variables, we will remove it applying the above formulated linear
model. In that case, the signal will beX and the "signal-removed" anomalies will be
simply the corresponding residuals η. Thus, when e.g. X is time, η is the detrended
data.
2.2.2 Correlation
In order to evaluate how well the model anomalies Y of a variable reproduce the
time evolution of the observed anomalies X , we estimate an anomaly correlation
coefficient (ACC) as:
ACC =
∑n
i=1XiYi√∑n
i=1X
2
i
∑n
i=1 Y
2
i
(2.2)
where the index i refers to time. Unless stated otherwise, X and Y are detrended
variables.
2.2.3 Pattern correlations
As a primitive measure of how alike two patterns S and T are that only have a
spatial dimension of length l, we estimate a pattern correlation coefficient (PCC). It
is defined as follows:
PCC =
Ĉov
w
(S, T )√
Ĉov
w
(S, S)Ĉov
w
(T, T )
(2.3)
with Ĉov
w
(S, T ) the weighted covariance of S and T :
Ĉov
w
(S, T ) =
∑l
j=1(Sj − S¯w)(Tj − T¯w)Wj∑l
j=1Wj
(2.4)
where the index j refers to the grid point and the Wj are the elements of the weight-
ing vectorW that is given by the cosine of latitude for each grid point j. The S¯w and
T¯w are the weighted means of S and T respectively:
S¯w =
∑l
j=1 SjWj∑l
j=1Wj
(2.5)
2.2.4 Significance testing
Correlations and regression coefficients are considered statistically significant if they
are significantly different from 0 on the 95% level based on a Student’s t-test with
degrees of freedom equal to the sample size minus 2. This is only valid if the single
time steps are independent of each other. This criterion is probably met to a fair
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degree when we consider seasonal means but it must be kept in mind that the time
series could be serially correlated.
Due to the large spatial auto-correlation of the fields of all climate variables con-
sidered here, we do not provide significance thresholds when we consider pattern
correlations.
2.2.5 Principal Component Analysis/Empirical Orthogonal Functions
Seeking to identify the dominant patterns of low-frequency variability in the extra-
tropical atmosphere, we apply a Principal Component Analysis (PCA). This mul-
tivariate technique has been widely used in climate science since it was first intro-
duced to the field by Lorenz (1956). We want to discuss briefly its purpose, theoret-
ical basis, application and some limitations. For an elaborate review of the method,
the reader is referred to von Storch and Zwiers (1999, chapter 13) and von Storch
and Navarra (1995, chapter 13).
In climate science one is often confronted with data of high dimensionality. Thus,
multivariate statistical techniques are needed that allow one to separate the part of
the variability that one is interested in (the signal) from the noise. Put differently, one
wants to describe the main part of the variability of a dataset by only a few patterns
or modes.
Following the notation by in chapter 13 of von Storch and Navarra (1995) we
assume an m-variate random vector ~X with first moment E[ ~X] = 0. We now want
to split the data into a signal part and a noise part by writing ~X as:
~Xt =
K∑
k=1
αk(t)~p
k + ~nt (2.6)
where theK ≤ m "guess patterns" ~p k and their expansion coefficients αk(t) describe
the signal and ~nt the noise subspace. Once we have determined the patterns ~p k, we
are able to derive the expansion coefficients by projecting the data ~X onto the adjoint
patterns ~p kA (for derivation, see von Storch and Navarra, 1995):
αk = 〈~p kA, ~X〉 (2.7)
where 〈, 〉 is the dot product.
In order to define the patterns, we need to formulate a condition that they need
to fulfil. In EOF analysis, we are interested in minimizing the variance of the noise ~n
under the constraint that all vectors ~p k are orthogonal to each other, i.e. 〈~p kT , ~p i〉 =
δik in which case the patterns are referred to as Empirical Orthogonal Functions
(EOFs). Thus, we are seeking those vectors that minimize the variance of the resid-
ual:
K = E
( ~X − K∑
k=1
αk~p
k
)2 (2.8)
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where αk = 〈 ~XT , ~p k〉 (from Eq. 2.7 under the condition that vectors ~p k are orthogo-
nal) are called the Principal Components (PC). With this, eq. 2.8 can be reformulated
to:
K = VAR
(
~X
)
−
K∑
k=1
λk (2.9)
where λk are the eigenvalues of the covariance matrix Σ = E[ ~X ~XT ]. Due to the
properties of the covariance matrix, the λk are positive. The eigenvectors of the
covariance matrix are exactly the EOFs (von Storch and Navarra, 1995). The first
K EOFs are constructed such that they capture a maximum of variance of ~X in a
minimum number of patterns.
In this thesis, we are mostly concerned with globally gridded data of length 35
years. In the majority of cases, we will deal with seasonal anomalies on a 2.5◦ by
2.5◦ grid, i.e. our random variable ~X has (spatial) dimension m = 360·180
2.52
= 10, 368
and we have a finite number n = 35 of realizations, i.e. ~X = {~x(1), ..., ~x(35)}. Prior
to performing PCA, any linear trend (see 2.2.1) in time is subtracted from the data
at each grid point, thus ~X is the matrix of detrended anomalies. Furthermore, we
multiply the data at each grid point by the square root of the cosine of latitude to
weigh its variance by area. We can now estimate the covariance matrix Σˆ:
Σˆ =
1
n
n∑
l=1
~x(l)~x(l)T (2.10)
of which we seek the eigenvectors ~ˆp k (our estimated EOFs), eigenvalues λˆk and the
coefficients αˆk(l) =
∑n
j=1 ~x(l)j pˆ
k
l which are the estimated PCs. We scale the EOFs
such that they have the same units as ~X , while the PCs are dimensionless and have
variance one.
We will only be concerned with the first few EOFs that explain the largest fraction
of the variance of the data. The fraction of variance explained by the EOF ~ˆp i is:
γˆi =
λˆi∑m
k=1 λˆk
This raises the question how many EOFs we should consider. North et al. (1982)
show that the sampling error of an eigenvalue λk is approximated by:
∆λk ≈
√
2
n
λk
with n the number of independent samples. They point out that if the spacing be-
tween two neighbouring eigenvalues is comparable in magnitude to ∆λk the sam-
pling error of the EOF is similar in magnitude to the EOF associated with the neigh-
bouring eigenvalue. This rule-of-thumb will serve as an indicator of whether an EOF
is well separated from the next higher one. It should be noted at this point that on
top of being just an approximation of the error, we are likely to underestimate the
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error by using the total number of time steps for n. Even when considering seasonal
anomalies, the assumption of independence of the realizations (i.e. the time steps) is
not entirely valid.
At this point, another important constraint of the technique should be stressed.
When using PCA in an attempt to separate modes of variability, the condition of the
EOFs being orthogonal to each other is a purely statistical one and is not based on
physical considerations. A comprehensive example of how this condition affects the
patterns and their interpretation is illustrated in Dommenget and Latif (2002).
Naming conventions
To avoid confusion about the terminology when discussing the results in the
following sections, we introduce some naming conventions here:
1. When we are concerned with anomalies these will be deviations from the
seasonal climatological mean of the same dataset. We thus neglect any bias
in the climatology but note that it is small in all cases.
2. To define the patterns of variability, we apply the PCA as described above
to the reanalysis data. The resulting EOF1/EOF2 will be called the ob-
served SNAO/SEA pattern.
3. The projection αˆiu of undetrended anomalies ~Xu onto the observed SNAO/
SEA pattern (~ˆp i) computed from detrended ERA-Interim anomalies ~X
will be referred to as the SNAO/SEA index, i.e:
αˆiu = ~X
T
u ~ˆp
i, i = {1, 2} (2.11)
This allows us to recover a trend towards the positive or negative phase
of the EOFs. If the index time series is detrended (equivalent to project-
ing the detrended anomalies onto the observed SNAO/SEA), this will be
explicitly pointed out.
• If ~X and ~Xu are ERA-Interim data, we will refer to their projections
onto the observed SNAO/SEA patterns as the observed SNAO/SEA
indices.
• The projection of undetrended model anomalies onto the observed
SNAO/SEA will be called the projected SNAO/SEA index.
4. The sign of the EOFs and PCs is arbitrary as long as it fulfils eq. 2.11. The
patterns/EOFs that are displayed in this thesis will always be referred to
as the positive phase of the respective pattern.
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2.2.6 Monte Carlo methods
When analysing the relaxation experiments in terms of possible forcings from the re-
laxation regions, we will apply a Monte Carlo method as in Greatbatch et al. (2012).
Consider a time series that has been simulated by the 9 model ensemble members.
At every time step, the realization simulated by any of the members should ide-
ally be as likely as that of a different member. We can thus generate a new realistic
(within the context of the model) time series by randomly selecting one out of the
9 possible values from each summer. That way, we can generate a sample of much
larger size than the ensemble. In our analysis we choose a number of 10,000 repeti-
tions of this random selection process.
We can now compute the correlation between all these realizations and the ob-
served time series, leaving us with a distribution of 10,000 correlation coefficients.
If the correlation histogram is centred around 0, we can conclude that there is no
predictive skill in this relaxation experiment. If the distribution is shifted towards
positive values, it is more likely that there is a forcing from the relaxation region.
When the distribution is shifted so strongly that correlations of 0 become rare, our
confidence in the importance of the forcing is high.
The same Monte Carlo technique can be applied to study how likely a certain
trend is under the forcing from the relaxation region. We can generate a distribu-
tion of trends that are possible within the context of a certain relaxation experiment.
Depending on where the observed trend lies within this distribution, we can judge
how likely it would be under the considered forcing.
2.2.7 Derived variables
In the following, two variables are briefly introduced. These are not part of the
ERA-Interim or model output fields but must be calculated. To reduce biases in the
seasonal means, we follow the suggestions of Shimizu and de Albuquerque Caval-
canti (2011) and compute these variables from daily wind fields and then average
seasonally.
Rossby wave source
The Rossby wave source (RWS) was first introduced by Sardeshmukh and Hoskins
(1988). Using their notation, at an upper tropospheric level, the non-linear vorticity
equation may be written as:(
∂
∂t
+ v ·∇
)
ζ = −ζ∇ · v + F (2.12)
where v is the horizontal flow field, ζ the absolute vorticity and F a frictional forcing
term. Based on the Helmholtz decomposition of any vector field F into the sum of a
curl-free and a divergence-free vector field as F = −∇Φ+∇×A (where Φ is a scalar
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potential and A a vector potential), we are able to split the flow into its rotational
(vψ) and divergent (vχ) components:
v =∇χ+ k ×∇ψ = vχ + vψ
where χ is the velocity potential, ψ the streamfunction and k the unit vector in z-
direction. We can thus rewrite eq. 2.12 as:(
∂
∂t
+ vψ ·∇
)
ζ = S + F (2.13)
where S is the RWS given by:
S = −∇ · (vχζ) = −vχ ·∇ζ − ζ∇ · vχ (2.14)
From this, it follows that a source of positive vorticity (i.e. S > 0) in a certain place in
the upper troposphere is due to the combined effect of advection of vorticity out of
that area by the divergent component of the flow (vχ ·∇ζ < 0) and vortex stretching
caused by convergence of the flow (ζ∇ · vχ < 0).
Stationary wave number
In order to analyse the possibility for the existence of stationary, planetary waves in
the troposphere, we will make use of a measure that was first introduced by Hoskins
and Ambrizzi (1993). This is the stationary wave number KS which is derived from
the dispersion relation for barotropic, stationary Rossby waves in background zonal
flow U :
KS =
√
β − Uyy
U
(2.15)
where β = ∂f∂y is the meridional gradient of planetary vorticity f and Uyy =
∂2U
∂y2
the
second derivative of the zonal wind U .
Following Hoskins and Ambrizzi (1993), this number can be interpreted as fol-
lows: where it is real, propagation of Rossby waves with zonal wave number k2 <
K2S is supported by the background flow. These waves will be refracted away from
the turning latitudes where k2 approaches K2S into regions of higher KS but will
break in the critical layers where KS → ∞. This implies that especially localized,
finite maxima of KS are vital since these act as guides for the Rossby waves.
Reflecting layers occur where KS → 0. In these, stationary waves are evanescent
since no Rossby wave can propagate into them. This situation occurs where either
the meridional planetary vorticity gradient β becomes weak, the background flow U
large or where the meridional curvature of the background flow Uyy is large. On the
other hand, KS becomes large where U → 0, i.e. in regions where the background
flow changes from westerly to easterly. Thus, the position of the zero wind line
(where U = 0) is important in determining where the critical layers are located.
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3 Observed boreal summer
variability in the North
Atlantic-European sector
Since boreal summer variability in the NAE sector has attained much less attention
than its winter counterpart, we want to focus on the main dynamics of the large-
scale boreal summer circulation in some detail here. To get an estimate of the domi-
nant modes of variability, we applied a PCA to JJA seasonally averaged geopotential
height anomalies at 500 hPa (z500) for the period from 1980 to 2014 from ERA-Interim
over the area from 40◦N to 70◦N and 90◦W to 30◦E (hereafter used equivalently with
the term NAE sector/region) as in Greatbatch and Rong (2006). In the following, we
will discuss the two dominant EOFs since only these can be considered well sepa-
rated from the higher modes (Fig. A.1); together they explain more than 50% of the
seasonally averaged boreal summer variance in z500.
3.1 Dominant mode of summer variability - the summer North
Atlantic Oscillation
Circulation pattern
The observed EOF1 of JJA z500 anomalies is displayed in Fig. 3.1 and accounts for
about 36% of boreal summer variance in the NAE sector. The amount of variance
explained is of similar magnitude as that of the winter NAO (Hurrell et al., 2003).
Despite the use of a different data product, z500 instead of slp and a different area
over which the PCA has been applied, the pattern bears close resemblance to the
summer NAO (SNAO) as described e.g. by Folland et al. (2009). Due to this similar-
ity, the EOF1 of ERA-Interim z500 anomalies will in the following be referred to as
the observed SNAO and its associated PC1 as the observed SNAO index.
Like its winter counterpart, two main centres of action constitute the SNAO pat-
tern. The stronger of the two centres is located slightly west of the British Isles with
geopotential height anomalies of up to 2.4 geopotential decameters (gpdam) asso-
ciated with one standard deviation in the SNAO index. The weaker node lies west
of the southern part of Greenland (anomalies up to 1.8 gpdam). The main height
gradient is thus oriented north-westward which shows that the SNAO corresponds
to anomalies in both the zonal and the meridional components of the geostrophic
18 Chapter 3. Observed boreal summer variability in the NAE sector
90°W 60°W 30°W 0° 30°E
50°N
70°N a) EOF1 of JJA mean Z500
1980 1990 2000 2010
-2
0
2 b) PC1
1.8 1.2 0.6 0.0 0.6 1.2 1.8
[gpdam]
FIGURE 3.1: (a) The observed SNAO pattern defined as the first EOF of JJA
mean ERA-Interim z500 anomalies over the NAE region (40◦N - 70◦N, 90◦W
- 30◦E) and (b) observed SNAO index time series (bars) and its linear trend
(black dashed line). White dashed line in the top panel indicates the position
of the meridional maximum of JJA mean wind speed at 500 hPa in the North-
ern Hemisphere as an approximation for the position of the jet stream. The
pattern shown is defined as the positive phase. EOF1 explains 36% of the bo-
real summer z500 variance.
wind. In the positive SNAO phase, the jet stream is redirected northward over east-
ern North America, the North Atlantic and Europe (Fig. A.2) and involves a signifi-
cant meridional component and meandering. This is in contrast to the winter NAO
whose positive phase corresponds to a more zonal jet stream. In the negative SNAO
phase, the geostrophic wind anomalies that follow from the height field suggest a
more southward position of the jet in the eastern part of the sector.
We examine the vertical structure of the SNAO by regressing slp and z200 onto
its index. The centres of action at the surface are shifted eastward compared to those
at 200 hPa but in general the regression patterns are highly similar at the surface and
in the upper troposphere over the entire NAE region (Fig. A.3). This suggests that
the SNAO is an equivalent barotropic phenomenon.
The time series of the SNAO index (Fig. 3.1b) has a tendency towards the nega-
tive phase (trend: -0.25 (decade)−1). This trend however, is not significantly different
from 0.
Relation to other climate variables
We now want to turn our attention to how other climate variables covary with the
SNAO circulation. When temperatures at 850 hPa (T850) are regressed onto the
SNAO index, strong positive and negative temperature anomalies of up to 0.9 K
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FIGURE 3.2: Regression of detrended ERA-Interim JJA mean temperature
anomalies at 850 hPa onto the detrended observed SNAO index (shading).
Units are K per one standard deviation of the SNAO index. Hatching shows
regression coefficients that are statistically significant at the 95% level based on
a t-test. White box indicates the area that the PCA was performed over.
arise over the NAE sector and partially beyond its limits (Fig. 3.2). In the posi-
tive SNAO phase, higher than normal temperatures are observed in a broad band
extending from the northernmost part of central Canada to the east coast of the
American continent and further over the North Atlantic broadening towards Eu-
rope and decreasing in magnitude towards north-eastern Scandinavia. The positive
SNAO is also related to below-average temperatures over the Labrador Sea, the sub-
tropical North Atlantic and the Mediterranean. The regression pattern bears much
resemblance to the SNAO pattern itself with strongest positive/negative tempera-
ture anomalies located in the anticyclonic/cyclonic centres of the SNAO. Even away
from the direct neighbourhood of the NAE sector, some significant correlations1 can
be found. Throughout the Arctic, below average temperatures occur during the pos-
itive phase of the SNAO while temperature anomalies in the Bering Sea are positive.
There are other areas with significant regression slopes but these are small in extent
and due to the large spatial autocorrelation of the temperature field our confidence
in their significance is low.
SST deviations from the JJA climatology (Fig. 3.3) regressed onto the observed
SNAO exhibit a pattern in the NAE sector that is very similar to the regression maps
of T850. The temperature tripole, with negative anomalies south of Greenland fol-
lowed by positive anomalies in the eastward extension of the Gulf Stream region
and again lower than normal SST in the subtropical North Atlantic, is organized in
narrower bands with smaller temperature deviations than when considering T850.
Within this pattern, maximum SST anomalies in the North Atlantic are up to 0.4 K
1Note that the regression coefficient shown in all regression figures is just the correlation scaled by
the standard deviation of the variable that is regressed onto the PC since the PC itself is normalized to
have standard deviation 1. Regions where the regression coefficient is significant are identical to areas
where correlations between the PC and the variable are significant.
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FIGURE 3.3: As in Fig. 3.2 but for SST regressed onto the SNAO index.
for one standard deviation of the SNAO index but the strongest deviations are ob-
served in the Baltic Sea and are as large as 0.5 K. Outside of the domain however,
SST does not covary strongly with the SNAO except in rather small areas in the
Bering and Beaufort Seas and the Gulf of Alaska. The SNAO does not appear to be
associated with anomalies in tropical SST on interannual time scales.
When regressing precipitation (Fig. 3.4) onto the SNAO index, a tripole pat-
tern with south-eastern to north-western orientation similar to the one in T850 arises
with above normal precipitation in the Mediterranean, anomalously dry conditions
over Scandinavia, north western Europe, the British Isles and the eastern North At-
lantic and again anomalously wet conditions over the Norwegian Sea over the north-
western North Atlantic to the Labrador Sea. Moving away from the NAE region we
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FIGURE 3.4: Regression of detrended CMAP precipitation onto the detrended
observed SNAO index. Units are mm/d per one standard deviation of the
SNAO index. Hatching indicates statistically significant regression coeffi-
cients. The white box marks the NAE region. Note the non-linear colour scale.
Colours between colour map labels are linearly spaced (e.g. 3 levels between
0.1 and 0.4, i.e. spacing is 0.1).
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find an area in the tropical east Pacific south of the Equator where small but signif-
icant positive deviations in precipitation arise together with positive SNAO index
values. The same is true over the southern part of the Arabian peninsula. In the
Caribbean, stronger wet anomalies are observed but these are not significant over a
large area. This is also the case for a number of areas over the Maritime Continent. It
is apparent that the largest SNAO related precipitation anomalies arise in the trop-
ics but most of these are not statistically significant. This is due to the much larger
variability of tropical precipitation. It can also be seen that there are no areas outside
of the NAE sector where significant regressions in SST and precipitation arise in the
same place.
3.2 Second dominant mode - the summer East Atlantic pat-
tern
Circulation pattern
The second EOF is displayed in Fig. 3.5 and explains about 18% of JJA z500 variance
in the NAE sector. It exhibits only one major centre of action located over the north-
eastern Atlantic that extends north-westward over Greenland with anomalies up to
1.9 gpdam associated with one standard deviation in the time series. Two much
weaker centres of opposite sign are found over the Baltic Sea and north-eastern Eu-
rope as well as over the western part of the North Atlantic right at the edge of the
NAE region. While the zonal component of EOF2 is weak it has a distinct meridional
component evident in the regression of meridional wind speed at 200 hPa (v200) onto
the PC2 time series (Fig. 3.6). Clearly, the PC2 is associated with significant north-
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FIGURE 3.5: As in Fig. 3.1 but for the observed SEA (a) pattern (EOF2) and (b)
index which explain approximately 18% of the summer z500 variance.
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FIGURE 3.6: As in Fig. 3.2 but here for meridional wind at 200 hPa (v200)
regressed onto the observed SEA index.
and southward anomalies within the NAE sector and well beyond. It is part of a zon-
ally oriented wave train which corresponds to a meandering jet stream. The positive
phase is strongly reminiscent of a blocking pattern. Furthermore, the main centre of
the pattern and the weaker node to its east have an equivalent barotropic structure
which is evident from the largely similar patterns of the regressions of slp and z200
onto the PC2 of z500 (Fig. A.4). West of the main centre however, the slp pattern is
somewhat different. Due to the similarity of the pattern with the East Atlantic pat-
tern (Barnston and Livezey, 1987), we will name the EOF2 of ERA-Interim JJA mean
z500 anomalies the summer East Atlantic (SEA) pattern.
The associated PC2 or SEA index (Fig. 3.5b) has a weakly positive linear trend of
about 0.20 (decade)−1 which is not statistically significantly different from 0.
Relations to other climate variables
Regressing T850 onto the SEA index (Fig. 3.7) results in a pattern inside the NAE
sector that has a structure almost identical to that of the SEA pattern. At the west-
ern and northern edges of the region, significant, positive temperature anomalies
extend well over the North American continent, Greenland and the Arctic. East of
the NAE sector, the strongest temperature anomaly of up to 0.9 K arises over the
Ural mountains, north of the Caspian and Aral Seas. In general, the temperature
anomalies reinforce the impression of a wave train associated with the SEA mode
as temperature anomalies of alternating sign are organized zonally along the extra-
tropical sector. Additionally, significant temperature anomalies can be found over
almost all longitudes in the tropical belt.
In Fig. 3.8, the SST anomaly associated with one standard deviation in observed
SEA index is displayed. The pattern is similar in structure to the T850 pattern. A
strong SST signal of large extent can be observed in the western to central North
Atlantic (north of 45◦N) with significant temperature anomalies of more than 0.5 K.
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FIGURE 3.7: As in Fig. 3.2 but here T850 regressed onto the observed SEA
index.
This centre is the northernmost and strongest part of a meridional SST tripole pattern
in the western North Atlantic. It involves a negative temperature signal just off the
east coast of the United States and another warm band in the tropical Atlantic around
the Caribbean and north of South America. Furthermore, small areas in the Beaufort
Sea and the Hudson Bay contain the strongest positive temperature anomalies of up
to 0.9 K. Another notable structure is observed in the Pacific Ocean. A significant,
negative SST anomaly is located in the central to eastern tropical Pacific which is
more pronounced north of the equator and extends well into the extratropical North
Pacific where it is mostly concentrated in the eastern part. The SST anomalies reach
magnitudes comparable to those arising in the tropical Atlantic.
Precipitation anomalies in the NAE sector when regressed onto the SEA index
(Fig. 3.9) are weaker and cover a smaller part of the NAE region than when re-
gressed onto the SNAO index (Fig. 3.4). However, in the east of the NAE sector
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
Reg ERA-I SST onto ERA-I SEA 
0.45 0.30 0.15 0.00 0.15 0.30 0.45
Regression [K]
FIGURE 3.8: As in Fig. 3.3 but here SST regressed onto the observed SEA index.
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FIGURE 3.9: As in Fig. 3.4 but here CMAP precipitation regressed onto the
observed SEA index.
they are also significant. Here, dry anomalies coincide with the major centre of pos-
itive z500 anomalies of the SEA pattern (North Atlantic and west of the British Isles)
whereas east of this, wet anomalies occur where the SEA has negative geopotential
height. As before, precipitation anomalies of the largest magnitudes arise through-
out the tropics but other than for the SNAO, they are also statistically significant.
The most outstanding structure in this regard is a zonal dipole with drier than nor-
mal conditions in the central to eastern tropical Pacific north of the Equator and wet
conditions over the easternmost tropical Pacific, Central America, southern Mex-
ico and the Caribbean. The wet anomalies even extend into the North Atlantic and
the tropical Atlantic up to the west coast of Africa. Centred around the Caribbean
wet anomaly, dry anomalies are observed to the south over northern South America
and to the north over Florida and the North American east coast. Comparing with
Fig. 3.8, it is clear that the area of wet/dry anomalies in the tropical Atlantic/Pacific
strongly overlaps with the region of significant, positive/negative SST anomalies re-
lated to the SEA index. The co-location of wet and warm SST anomalies is also strong
around the Maritime Continent. Note however, that here precipitation anomalies
are again among the strongest observed but the regions of significant regressions are
rather small and detached from each other.
3.3 Discussion
We have defined the SNAO here as the first EOF of JJA mean geopotential height
anomalies at 500 hPa in the NAE sector; it is a robust feature of the boreal summer
circulation and has previously been identified as the dominant mode of variability
in a number of other studies such as Barnston and Livezey (1987), Greatbatch and
Rong (2006), and Folland et al. (2009). The authors of the latter probably provide the
most extensive discussion of this mode and its climatic impacts. Even though our
definition of the SNAO deviates from that of Folland et al. (2009), the structure is
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FIGURE 3.10: Figure 1 from Cassou et al. (2005): summer z500 weather regimes
based on a cluster analysis of daily z500 over the region 20◦N - 80◦N, 90◦W -
30◦E from 1950-2003 in m (contour interval 15 m). Percentage in the top right
corner of each panel shows the relative occurrence of the pattern during that
period.
very similar. However, while they find it to explain about 28% of the July-August
slp variance, the pattern we define is able to explain as much as 36% of the JJA z500
variance. When slp is used to define the SNAO, the resulting pattern even explains
44% of slp variance.
The second mode that we name the SEA however, has attained little - if any -
attention to our knowledge. Folland et al. (2009) calculate the second EOF of summer
slp over the region 25◦N-70◦N and 70◦W-50◦E and find a strongly zonal pattern very
unlike our EOF2. In their weather regime analysis of the summer seasons from 1950-
2003, Cassou et al. (2005) identify four prevailing regimes of almost equal frequency
of occurrence using a non-linear cluster analysis (see Fig. 3.10). Two of these are the
positive and the negative phase of the SNAO but with slight spatial asymmetries
between them (Fig. 3.10a and c). While their Atlantic Ridge regime (Fig. 3.10d)
is very similar to the zonal pattern that arises as the second EOF in Folland et al.
(2009), their Atlantic Low regime (Fig. 3.10b) bears close resemblance to the negative
phase of our SEA mode. With a linear technique such as PCA we are always limited
to finding symmetric patterns, so it might not be quite appropriate in the summer
season to identify variability modes other than the SNAO. However, as the SEA
mode is a well separated feature in our analysis and its negative phase has been
detected by non-linear means of analysis we are confident that to a large part it
represents a physical mode of boreal summer variability.
Since from the regression patterns alone it is not possible to determine causality,
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FIGURE 3.11: JJA mean temperature advection u ·∇T in the NAE region from
ERA-Interim regressed onto the observed SNAO index in K day−1 per stan-
dard deviation in SNAO index. Red colour indicates warm air advection, blue
colour cold air advection. Hatching marks where regression coefficients are
statistically significant at the 95% level.
physical arguments supporting the influence of the SNAO and SEA on the summer
surface climate are brought forward.
Controls on the atmosphere
We consider the atmospheric temperature anomalies inside the NAE sector in Fig.
3.2 to be mostly a response to the anomalous SNAO circulation. Temperature anoma-
lies of one sign coincide with geopotential height anomalies of the same sign, i.e.
the structure of the T850/SNAO regression matches almost exactly the SNAO pat-
tern. The reason for this could be the following process: a centre of anomalous
anticyclonic/cyclonic flow is associated with large-scale subsidence/ascent which
suppresses/enhances cloud formation and thus enhances/suppresses sensible heat-
ing at the surface, raising/lowering the surface temperature2. This process is sup-
ported by Folland et al. (2009) who show that the SNAO is associated with de-
creased/increased cloud cover in regions of positive/negative slp anomalies. Our
precipitation regressions (Fig. 3.4) corroborate this as they mostly show dry/wet
conditions in areas of positive/negative height anomalies that are likely to be accom-
panied by reduced/enhanced cloud cover. However, there is also a notable differ-
ence between the SNAO pattern and the T850 regression: the temperature anomaly
over the British Isles is of larger meridional extent. This points to another control on
temperature via the advection of air masses. This is illustrated in Fig. 3.11 which
shows the regression of temperature advection onto the SNAO index. South of the
anticyclonic node, warm continental air is drawn over Europe by the associated
anomalous geostrophic easterly flow. To the north-west of the anomaly, there is a
stronger meridional component of the geostrophic flow which also advects poten-
tially warmer air from lower latitudes. This can create a warm anomaly associated
2Even though we consider temperature at 850 hPa here the surface heating should be manifest in
this variable, too.
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FIGURE 3.12: Time series of (green) the observed SNAO index (as in Fig 3.1b)
and (blue) Central England temperature (CET) as normalized JJA mean devia-
tions from the climatological JJA mean. As a result of the normalization, units
are standard deviations of the respective time series. Dashed lines show the
associated linear trend. Value of RSNAO (in brackets) is the correlation coeffi-
cient of the two displayed (detrended) time series. Asterisk denotes significant
correlation at the 95%-level.
with the SNAO over Iceland despite lying in a zone where the SNAO pattern itself
exhibits anomalies close to zero (Fig. 3.1a). The advection of moisture can also be a
relevant factor, e.g. to the south-east of Greenland where wet anomalies occur but
coincide with only weak SNAO related z500 anomalies. In general, the advective
effect, which is dominant for the winter NAO (Hurrell et al., 2003), is also found to
be important for the SNAO. However, in summer it is complemented by a radiative
effect on the surface heat balance through changes in cloud cover.
To further support the control of the SNAO on European summer surface tem-
peratures, we have considered the SNAO index obtained from ERA-Interim and JJA
averaged Central England temperature (CET, Parker et al., 1992) as a true observed
surface variable. It can be seen in Fig. 3.12 that both time series are significantly
correlated (0.57). Because both controls - the advection of warm air and enhanced
surface sensible heating - are at work here, the temperature follows the SNAO index
quite closely. Even though the SNAO can account for a large part of the surface tem-
perature variability, it certainly is not the sole process controlling it. This becomes
especially obvious if we consider the trend in both time series. While temperature
is increasing in the long term, the SNAO tends towards its more negative phase de-
spite the two being positively correlated on interannual time scales. This indicates
that on time scales longer than decadal, the SNAO is not the major control on CET.
We will return to this issue later.
The regressions of T850 and precipitation onto the SEA index (Fig. 3.7 & 3.9) can
be - at least in the NAE sector - interpreted in terms of the same mechanisms. In
most areas, anomalies of the same sign in z500 and T850 coincide pointing to the in-
fluence of surface sensible heating on temperature as a consequence of large-scale
vertical motions. Precipitation on the other hand is inversely related to z500 and
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T850, especially over the western North Atlantic and northern Europe. Additionally,
the advection of cold air by the anomalous southward geostrophic flow could be
a factor in driving the significant negative temperature anomalies over France and
northern Spain. Cassou et al. (2005) show that extremely high temperatures, espe-
cially in France but perhaps in Europe in general, are strongly associated with the
positive SNAO phase and the Atlantic Low configuration which resembles the neg-
ative phase of our SEA pattern. We note that the extreme summers of 2003 (Black et
al., 2004) and 2015 (Duchez et al., 2016) have also been related to large-scale regimes
that strongly resemble the negative SEA phase. Thus, there is evidence that also the
SEA has important implications for the European summer climate.
Controls on the ocean
The SNAO and SEA associated SST patterns (Fig. 3.3 & 3.8) roughly resemble those
of T850 (Fig. 3.2 & 3.7) in the NAE sector. It is likely that the sensible heating anoma-
lies associated with the anomalous large scale circulation influence the SST in the
same way as mentioned above. Hence, the SST patterns can be a response to the
atmospheric forcing. For instance, a difference between the SNAO related patterns
(Fig. 3.2 & 3.3) is that the positive SST anomaly around the British Isles is of much
smaller meridional extent than its T850 counterpart. Due to a lack of the relevant
data, we can only speculate about the causes for this. One reason could be related
to the different response of the ocean to an altered wind pattern. Ekman transport
in the upper ocean as a response to wind stress is directed at a 90◦ angle to the right
of the wind direction (in the northern hemisphere). This could explain the different
structure between Fig. 3.2 and 3.3 in the NAE sector. Anomalous geostrophic winds
associated with the positive SNAO phase have an eastward component over Iceland.
This will lead to anomalous southward Ekman transport of colder polar water, thus
creating a broader cold anomaly to the south-west of Iceland and a narrower warm
anomaly around the British Isles. Another possible reason is an increased/decreased
turbulent heat flux from the ocean to the atmosphere through higher/lower wind
speeds. In general of course, both mechanisms could be factors in generating the
SST anomalies associated with the SEA, too.
At this point, it is important to note that two-way interactions between the at-
mosphere and the ocean can also be reflected in the observed regressions. Czaja
and Frankignoul (1999) show that there can be an influence of summer SST anoma-
lies onto the NAO in the succeeding winter. Using a lead/lag maximum covariance
analysis (MCA), Gastineau and Frankignoul (2015) find that squared covariance be-
tween boreal summer SST and z500 is significant when the atmosphere leads by up to
3 months (and possibly beyond) but also when the ocean leads by up to 4 months. In
fact, we find strong resemblance between the z500 part of the dominant MCA mode
when the atmosphere leads the ocean by one month (Gastineau and Frankignoul,
2015) and the observed SNAO. This supports our reasoning that the observed SST
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regression pattern (Fig. 3.3) in the NAE sector shows the response of the upper ocean
to the atmospheric forcing by the SNAO. However, the authors also show a signifi-
cant atmospheric response to SST anomalies after 3 months that is also reminiscent
of the SNAO. We conclude from this that by considering simultaneous regressions
of seasonal means, our patterns may well include a signature of these two-way in-
teractions even though the atmospheric response should be smaller due to the ap-
proximate oceanic lead time of 3 months which is the upper limit of what we can
capture with seasonal averages.
Keeping this in mind, we point out another strikingly similar feature of the study
of Gastineau and Frankignoul (2015) and this thesis. The atmospheric part of their
dominant MCA mode when the ocean leads by 3 months has a pronounced z500
anomaly with its centre at approximately 53◦N and 20◦W which is much like our
observed SEA pattern. Furthermore, the oceanic part of their pattern is similar to the
regression of SST onto the SEA index (Fig. 3.8). Using reanalysis data, Duchez et al.
(2016) show that the 2015 European heat wave was accompanied by an atmospheric
circulation regime much like the negative SEA phase. They argue that it was a result
of an exceptionally cold SST anomaly in the North Atlantic. This SST anomaly also
projects well onto the SST/SEA regression (Fig. 3.8). This is an indication that this
regression pattern can also contain an imprint of local air-sea feedbacks inside the
NAE region.
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4 Remote impacts on the NAE
summer climate
In the regression maps of the previous sections, some areas outside of the NAE re-
gion where certain climate variables strongly covary with the dominant modes of
variability could be identified. Using a regression, it is not possible to separate a
response from a forcing. To overcome this issue, the relaxation experiments (section
2.1.3) are analysed using the techniques described in section 2.2.6. This will allow
us to identify forcings from the relaxation regions provided the models are able to
simulate these correctly. The plausibility of the identified forcings is then tested by
considering the possible mechanisms by which they influence the NAE summer cli-
mate.
4.1 Relaxation experiments
A measure of the skill of the relaxation experiments in predicting the full interannual
summer variability is the z500 anomaly correlation coefficient (ACC) which is shown
in Fig. 4.1. The ACC is the correlation of the detrended reanalysis with the detrended
ensemble mean time series at each grid point. For CLIM-ARC, CLIM-TROPICS and
OBS-TROPICS it is obvious where the models are relaxed towards ERA-Interim; in
these areas the ACC is effectively 1 (dark red).
As mentioned in section 2.1.3, the relaxation parameter is non-zero as far as ap-
proximately 10◦ outside of the boundaries given in Table 2.1. As a consequence, the
atmosphere north of 65◦N must be considered relaxed in CLIM-ARC. The NAE sec-
tor’s northern limit is 70◦N, so the two regions have an overlap of 5◦. This needs to
be kept in mind when evaluating the skill of this experiment. It is evident that there
is also significant skill in CLIM-ARC south of 65◦N. Over western Siberia, Green-
land and central to eastern Canada, strong correlations extend furthest south. Away
from these regions, significant correlations occur but are weak, of small spatial ex-
tent, and of positive and negative sign an approximately equal number of times;
these are likely to be false positive results.
Interestingly, there are more areas outside of the Arctic in CLIM-NO than in
CLIM-ARC in which the skill of the model is significant despite the lack of an anoma-
lous forcing in CLIM-NO. These are the eastern subtropical Atlantic, the southern
Mediterranean and the north of Libya and Egypt, the western Pacific east of Japan
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FIGURE 4.1: ACC for detrended JJA mean z500 between ERA-Interim and the
ensemble mean forecast of the experiment as indicated in the title. Only cor-
relations that are significantly different from 0 on the 95% level based on a
t-test without account of serial correlation are coloured. Latitudes are marked
by dashed grey circles in intervals of 30◦. Outer circle marks 20◦N. Blue line
indicates the NAE sector.
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and parts of the central North Pacific. The structure in the Pacific region is reminis-
cent of a wave train. The skill in CLIM-NO suggests that there is some predictability
arising from the memory of the initial conditions. Since these are the same for all ex-
periments, it is curious that neither in CLIM-ARC nor in the stratospheric relaxation
experiment the same areas show up.
Significant skill in CLIM-STRA-NH is found in a region extending from Green-
land to Svalbard and over the Barents Sea, one in central Canada, and one over the
north-western African coast. However, the correlations appear to be rather on the
order of false positive results that we would expect using a 95% significance thresh-
old.
CLIM-TROPICS exhibits many areas in the extratropics where the skill is signif-
icant. The effect of tropical relaxation is most pronounced over North America, the
central to western North Pacific and east Asia. The pattern is very similar when
SST/SI is prescribed, i.e. in OBS-TROPICS. The most marked difference in OBS-
TROPICS is over North America, where CLIM-TROPICS performs better while over
the western North Atlantic, OBS-TROPICS does.
Although the tropical atmosphere is not relaxed in OBS-NO, this set-up shows
high ACC in the tropical sector. This is due to the fact that the tropical circulation is
strongly governed by the underlying SST (Charney and Shukla, 1981). As a result
of reproducing the tropical atmospheric state well, this experiment also exhibits sig-
nificant skill in the extratropics much like the experiments with tropical relaxation.
However, the extratropical skill is generally weaker than, and does not extend as
far north as, in CLIM-TROPICS and OBS-TROPICS except over the eastern Mediter-
ranean and to its north-east.
Although there is clearly some extratropical skill in various regions in most ex-
periments, simulation of the summer variability inside the NAE sector is generally
poor. The skill of the Arctic and tropical relaxation experiments is perhaps most
promising, even though in the former it needs to be treated with care.
Up to now, we have considered the skill of the ensemble means of the relaxation
experiments in reproducing the full observed interannual boreal summer variability.
However, if there is a forcing from a relaxation region of one of the modes of variabil-
ity described in the previous chapter, we will gain some extra insight by considering
how the models forecast each of these individually.
Simulation of the SNAO
By comparing the blue and orange lines in Fig. 4.2, we can see how the ensem-
ble mean of each experiment reproduces the observed SNAO. It is obvious that the
ensemble mean SNAO in all experiments has smaller variance than the observed
SNAO. Since the observations represent a single realization, the observed SNAO
signal must contain internal variability. By ensemble averaging, we are reducing
the natural variability, so the ensemble mean simulated SNAO is expected to have
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FIGURE 4.2: Time series of observed and projected SNAO for relaxation exper-
iments as indicated in the title. Orange line: observed SNAO. Blue line: ensem-
ble mean projected SNAO. Number (in brackets) in the top right of each panel
is the correlation coefficient between these two (detrended) time series. Grey
area indicates two standard deviations around the ensemble mean projected
SNAO, given by the projected SNAOs of the 9 single members. The standard
deviation of the ensemble members averaged over time (std) is shown in the
bottom left of each panel. Variance of the full ensemble (〈var〉) is displayed in
the bottom right.
smaller variance. While it is very small in CLIM-NO and CLIM-STRA-NH (about
7% of the observed variance), it is larger in the other 4 experiments (11-14%).
The variance of the simulated SNAO based on all ensemble members is given
as 〈var〉 in the panels of Fig. 4.2. Since the simulated SNAO is normalized by the
standard deviation of the observed SNAO, this value expresses the fraction of vari-
ance of the observed SNAO that the ensemble reproduces. Curiously, even the full
ensembles of the experiments with the highest variance only capture 63% of the ob-
served SNAO variance.
The grey envelope around the blue line in Fig. 4.2 shows the spread of the en-
semble around the ensemble mean simulated SNAO in which approximately 95%
of the single ensemble projected SNAO values fall1. This serves to indicate how
likely an observed SNAO event is under the forcing present in the experiment. It
is notable that all but three events (1983, 1995 and 2012) are possible outcomes of
the experiment without anomalous forcing (CLIM-NO), indicating that most years
are consistent with what is mostly internal variability in this experiment. The two
strongest SNAO (1983, 2012) events exceed 2 standard deviations and fall outside of
the grey shading in all experiments, suggesting they are highly unlikely under any
of the considered forcings. The strongly positive SNAO of 1995 is a possible realisa-
tion of CLIM-STRA-NH and CLIM-TROPICS but is also smaller in magnitude than
the other two events.
1Note that this is based on only 9 members and thus a only a rough estimate
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FIGURE 4.3: Histograms (50 bins) of 10,000 bootstrapped interannual corre-
lations between detrended time series of observed and projected SNAO (as
explained in section 2.2.6). Blue dashed lines indicate the 1st, 5th, 95th and
99th percentile of the distribution, green dashed line the median. µ and σ in
the title of each panel are the empirical mean and standard deviation of the
correlation distribution respectively.
The mean width of the grey envelope is measured by std. This value is defined
as the spread of the ensemble around its mean at each time step averaged over the
35 year simulation period. This measure indicates how strongly the internal SNAO
variability in an experiment is constrained by the forcing. If there were a significant
forcing from one of the relaxation regions, we would expect to see a lower value of
std in that particular experiment compared to the other runs. For the SNAO, the
values of std are similar in all experiments. Only CLIM-ARC has slightly lower std
and can be said to more strongly constrain the internal SNAO variability than the
other experiments.
The skill of an experiment in simulating the observed SNAO is measured by the
correlation coefficient between the observed and ensemble mean simulated SNAO
(indicated in top right corner of each panel of Fig. 4.2). Out of the 6 experiments,
only CLIM-STRA-NH and CLIM-ARC exhibit significant skill while the rest mostly
fails to reproduce any of the SNAO variability at all (correlations ≤ 0.1). However,
the skill of CLIM-TROPICS, OBS-NO and OBS-TROPICS increases when both the
observed and the simulated SNAO are detrended (correlation value in brackets), i.e.
they do better at simulating the interannual variability. In these experiments the
long-term trend is positive rather than negative as in the observations. CLIM-ARC
and CLIM-STRA-NH on the other hand do not only reproduce the interannual but
also the long-term variability reasonably well.
In Fig. 4.3, we show the distribution of correlations between the detrended ob-
served SNAO and 10,000 bootstrapped detrended SNAO projections (see section
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FIGURE 4.4: Histogram (50 bins) of 10,000 bootstrapped SNAO trends (as ex-
plained in section 2.2.6) in units of one standard deviation of the bootstrapped
SNAO per 10 years. Blue dashed lines indicate the 1st, 5th, 95th and 99th per-
centile of the distribution, green dashed line the median. The red solid line
shows the linear trend of the observed SNAO in units of one standard devia-
tion of the observed SNAO per 10 years. µ and σ in the title of each panel are
the empirical mean and standard deviation of the trend distribution respec-
tively.
2.2.6 for a description of this procedure). If the distribution is strongly shifted away
from 0 towards positive values, we will take this as an indicator of a forcing for the
SNAO from the relaxation region. Our confidence in this will be higher, the larger
the mean µ of the distribution is compared to its standard deviation σ. Unsurpris-
ingly, correlations in CLIM-NO are centred approximately around 0. This is to be
expected considering that the single summers in this experiment only vary by their
different initial conditions. The distributions of CLIM-TROPICS, OBS-NO and OBS-
TROPICS are only slightly shifted towards positive values. Since µ < σ in these, a
forcing is not clearly distinguishable. Even though the distribution for the strato-
spheric relaxation experiment is more strongly shifted than in the aforementioned
cases, again µ < σ and correlations of 0 are not unlikely under this forcing. When
the analysis is repeated using monthly instead of seasonal anomalies, CLIM-STRA-
NH exhibits a shift that is rather weak and comparable in magnitude to that of all
other experiments except CLIM-ARC. Only under Arctic relaxation does the his-
togram have µ > σ (also on a monthly basis). It remains to be noted that the width
of all distributions (as measured by σ) is approximately equal in all experiments and
hence, none of the forcings constrains the internal SNAO variability.
When we consider the simulation of the SNAO time series in Fig. 4.2, we can see
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that even though the negative trend in the observed SNAO is not statistically signif-
icant, the models with tropical relaxation and prescribed SST/SI performed signif-
icantly better when considering the interannual variability alone while detrending
did not make a difference for CLIM-ARC or CLIM-STRA-NH. We now want to con-
sider how likely the observed trend is under the forcing of each experiment. In Fig.
4.4, we show the histogram of 10,000 bootstrapped linear trends of the SNAO for
the 6 relaxation experiments. The trend distribution of CLIM-NO is again centred
around 0 consistent with no anomalous forcing in this set-up. The observed trend
falls between the 1st and 5th percentile of its distribution and hence is quite unlikely
to occur as part of the model’s internal variability. The trend is also quite unlikely
under Arctic and stratospheric forcing. In both these experiments, bootstrapped
trends are generally centred around 0. This is different in the tropical relaxation and
prescribed SST/SI experiments. The distributions of these are rather strongly shifted
towards positive trends, for prescribed SST/SI even µ > σ. Curiously, tropical re-
laxation and prescribed SST/SI seem to force positive trends in the projected SNAO,
rendering any negative trend highly unlikely in these configurations. This raises
the question of how the observed trend is forced and why the tropical relaxation
experiments and OBS-NO produce a trend of opposite sign.
Simulation of the SEA index
The simulation of the observed SEA index is displayed in Fig. 4.5. As for the SNAO,
the ensemble mean of all experiments has a smaller variance than the observed index
but for the SEA large differences between the experiments are evident. The ensemble
mean SEA indices of CLIM-NO and CLIM-STRA-NH both have smallest variance
(5% and 6% resp.). Variance is larger in the ensemble means of CLIM-TROPICS
(11%), even greater in OBS-NO and OBS-TROPICS (17% and 18% resp.) and highest
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FIGURE 4.5: As in Fig. 4.2 but for the SEA index.
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FIGURE 4.6: As in Fig. 4.3 but for the SEA index.
in CLIM-ARC (36%). Moreover, the full ensemble variance of CLIM-ARC is 96% of
the observed SEA variance while all other experiments produce much lower SEA
variance (between 53 and 68% of the observed SEA variance). This indicates that
relaxation of the Arctic atmosphere imposes a rather strong constraint on the SEA
mode. As pointed out before, an influence from the overlap of the Arctic relaxation
region and the NAE sector cannot be ruled out as an influence.
Next, the spread of the ensembles is considered (grey envelope in Fig. 4.5). Only
the two strongly negative observed SEA events of 1992 and 1994 are found to lie
outside of the spread of the CLIM-NO ensemble. They both exceed two standard
deviations of the observed index. The stronger of the two (1992) is not captured by
the ensemble spread of any experiment. The 1994 SEA event on the other hand is
a possible outcome of the CLIM-ARC and CLIM-TROPICS ensembles. That they
simulate this event is partly due to the large spread of these ensembles. CLIM-ARC
and CLIM-TROPICS have the highest value of std out of all experiments.
In terms of skill of the ensemble mean, only OBS-NO stands out with a signifi-
cant correlation between observed and ensemble mean simulated SEA. Curiously, it
performs much better than OBS-TROPICS that uses the same lower boundary forc-
ing but contains extra information about the true tropical atmospheric state. The
same can be said about the skill in CLIM-NO and CLIM-TROPICS that are equally
related. Even though CLIM-ARC reproduces the largest part of the observed SEA
variance it does not exhibit significant skill in simulating its year-to-year variability.
Re-sampling of the projected SEA confirms the results of the analysis of the pro-
jected SEA time series: the standard deviation σ of the histograms does not differ
significantly between the experiments. Only in OBS-NO the distribution is signif-
icantly shifted away from 0 (µ > σ) towards positive values (see Fig. 4.6). It is
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FIGURE 4.7: As in Fig. 4.4 but for trends in the SEA index.
apparent that for simulating SEA related variability, specifying SST/SI is of impor-
tance.
The experiments without relaxation (CLIM-NO and OBS-NO) perform better
than their counterparts with tropical relaxation (CLIM-TROPICS and OBS-TROPICS),
independent of whether SST/SI is prescribed or maintained. This is surprising con-
sidering that these two experiments use the same boundary conditions but the tropi-
cal relaxation experiments actually contain a more accurate estimate of the true state
of the tropical atmosphere. The tropical relaxation clearly degrades the model’s skill
in simulating the SEA.
As for the SNAO, we also address the trend of the SEA index. When we consider
Fig. 4.7, we can see that the observed trend lies between the 95th and 99th percentile
of the simulated SEA trends and is thus rather unlikely in CLIM-NO. For all other
experiments, the observed trend is located between the 5th and the 95th percentiles
of the histograms and is a likely outcome under any of the forcings. It should also
be noted that under prescribed SST/SI and Arctic relaxation, a positive trend has
a high probability of occurring, perhaps pointing to an influence of sea-ice on the
long-term variability of the SEA.
4.2 A tropical forcing of the SEA?
4.2.1 Tropical precipitation
In chapter 3, we saw that there is a strong relationship of the observed SEA with
precipitation and SST in the Caribbean and the central tropical Pacific. Additionally,
in the previous section, it became evident that prescribing SST/SI has an effect on
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FIGURE 4.8: (a) Regression of JJA mean z500 from ERA-Interim onto CPPD
from CMAP. (b-e) Regression of z500 onto CPPD, both from the full ensemble
of the experiment indicated in the title. The z500 field and CPPD are detrended
prior to regressing. Units are gpdam per one standard deviation in CPPD in-
dex. Labels on the left of the colour bar refer to a); labels on the right apply
to b) - e). Hatching shows where regression coefficients are significantly dif-
ferent from 0. By using the full ensemble, the time series are 9 times as long
as for ERA-Interim, hence the lower significance threshold in b) - e) compared
to a). White box indicates the NAE sector, black boxes the region over which
precipitation was averaged for the CPPD (limits given in text). PCC between
the regression pattern of the respective dataset in the NAE region and the ob-
served SEA pattern is shown in parentheses in the title of each panel.
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predicting the observed SEA although the model results were not entirely conclu-
sive. Motivated by the robust statistical link between the SEA and Caribbean and
Pacific precipitation and SST, we calculate the regression of JJA mean z500 anoma-
lies onto an index of convective activity in both the central tropical Pacific and the
Caribbean. This index is defined as the normalized difference between precipitation
averaged over a region in the Caribbean (85◦E - 65◦E, 10◦N - 25◦N) minus precip-
itation averaged over a region in the central tropical Pacific (180◦E - 120◦E, 10◦N
- 20◦N)2 and is hereafter referred to as the Caribbean-Pacific precipitation dipole
(CPPD). When computed from CMAP precipitation, this index is highly correlated
with the observed SEA index (0.54, statistically significant at the 95% level). The re-
sults presented in the following are not sensitive to the choice of the box boundaries.
They hold similarly if only one of the boxes is used and also if SST is used instead of
precipitation to define the index.
The regression of ERA-Interim z500 anomalies onto the CPPD index computed
from CMAP is shown in Fig. 4.8a. It becomes evident that in several regions in
the extratropics, z500 significantly co-varies with the dipole. The regression pattern
resembles a wave train with zonal wave number 5 emanating from the central to
eastern North Pacific. This wave train stretches north-eastward and appears to be
refracted southward over the North American continent. Entering the NAE region,
it then extends further south-eastward and is reflected in the sub-tropical Atlantic
towards the eastern North Atlantic. It then extends beyond the eastern limit of the
NAE region into Siberia. Inside the NAE sector, the wave pattern projects strongly
onto the SEA pattern (PCC of 0.90). The z500 signal associated with one standard de-
viation in CPPD is even of similar magnitude as the z500 anomalies for one standard
deviation in SEA. This is a strong indication for a tropical diabatic forcing of the SEA
pattern which appears to be a part of a hemisphere-wide wave train.
To address the question why the tropical relaxation experiments fail at predicting
the SEA despite the apparent tropical forcing, we redo the regression analysis from
above but using anomalies of z500 and precipitation from the full model ensembles
(Fig. 4.8b-e). For this purpose, the output fields from the 9 ensemble members of
each experiment are concatenated along the time axis. By doing so, the number of
time steps is increased from 35 to 315.
Clearly, in CLIM-NO (Fig. 4.8b), regression coefficients are much smaller than in
the reanalysis. In the origin region of the wave train, CLIM-NO reproduces the ob-
served signal fairly well but only the negative height anomaly over western North
America is statistically significant. The pattern that arises in the NAE sector is only
weakly related to the observed SEA pattern. The failure of this experiment in simu-
lating the wave train is mostly owed to the fact that it does not predict precipitation
in the CPPD regions well (not shown) due to the use of climatological SST in this
set-up. OBS-NO (Fig. 4.8d) exhibits a wave train that originates in the North Pacific
2CMAP precipitation averages over these boxes are correlated at -0.43 which is statistically signifi-
cant at the 95% level.
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much like the observed one. The wave train in OBS-NO also bends eastward and
extends zonally into the NAE sector. East of the NAE sector, however, the signature
looks somewhat different from the z500 relation in ERA-Interim. There, significant
anomalies that extend around the globe back to the origin of the wave train are
found. The most important result of the regression pattern in OBS-NO is that the
pattern inside the NAE sector also projects strongly onto the observed SEA pattern
(PCC of 0.74) which explains why this experiment has significant prediction skill for
the SEA.
In Fig. 4.8c and e, it becomes obvious that the origin of the wave train over the
North Pacific is also reproduced by the tropical relaxation experiments. However,
over the North Atlantic, the signature is very different. Especially in OBS-TROPICS,
the wave train enters the NAE region extending south-eastward. Instead of being
reflected back towards the eastern North Atlantic like in ERA-Interim and OBS-NO,
the wave then extends into the tropics where it vanishes. As a result of the dissi-
pation of the wave, the tropical relaxation experiments cannot reproduce the main
anomaly of the SEA pattern.
To further analyse the reason for this we examined the skill in simulating the
precipitation in the CPPD boxes by calculating the correlation with CMAP. For OBS-
NO and OBS-TROPICS, the skill is similarly high (between 0.76 and 0.79) and thus
the simulation of tropical Pacific and Caribbean precipitation cannot be the main
problem in predicting the SEA mode. Under the assumption that the CPPD exerts
a major control on the SEA pattern, this indicates that the reason for the failure of
CLIM-TROPICS and OBS-TROPICS in predicting the SEA lies in the modification of
the CPPD related wave train. This modification must be associated with the relax-
ation itself since this is the only difference between OBS-NO and OBS-TROPICS.
4.2.2 Rossby wave source activity
As described in chapter 1, tropical convection is a major source for planetary Rossby
waves. In the presence of westerly winds and sufficient meridional potential vortic-
ity gradients, these can propagate well into the extratropics and as a result impose
a forcing on variability in areas far away from their source region. We were able to
identify a Rossby wave-like pattern related to precipitation in the tropical Pacific and
the Caribbean. We now seek to confirm that this mechanism is at work in inducing
the SEA pattern. This is done by examining if there is RWS activity in the vicinity
of the CPPD area related to variations in both the CPPD and the SEA index. The re-
gression of the seasonal mean RWS at 200 hPa onto the CPPD is shown in Fig. 4.9a,
where ERA-Interim was used to compute the RWS and CMAP for the CPPD. There
is significant, positive RWS activity over the tropical central to eastern Pacific inside
the zone of JJA climatological mean easterlies. Another significant, positive RWS
anomaly is found in the Arctic, north of the Beaufort Sea. The most pronounced
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FIGURE 4.9: Map of RWS at 200 hPa (computed from ERA-Interim) regressed
onto the a) CPPD (CMAP) and b) SEA index (ERA-Interim). Shading shows
the regression coefficient in days−2 per one standard deviation in the respec-
tive index. Blue indicates sources of positive (cyclonic) vorticity while red in-
dicates sources of negative (anticyclonic) vorticity. The solid black lines mark
the zero-line of climatological mean JJA zonal wind u200 with westerly zonal
winds north of the northern and south of the southern line and easterlies be-
tween them. The dashed black line shows the location of the meridional max-
imum of climatological mean JJA u200.
signal occurs over the eastern North Pacific, and stretches over the North Ameri-
can west coast and the coast of Alaska. This RWS lies in the vicinity of the upper
tropospheric jet stream (indicated by the black dashed line in Fig. 4.9) and is con-
sistent with the CPPD related wave train in Fig. 4.8a. It indicates that positive, i.e.
cyclonic vorticity (blue colour in Fig. 4.9a) is generated west of the North American
west coast. This is in agreement with the trough (blue colour in Fig. 4.8a) that lies
downstream of this source. It can be seen that sources of alternating sign are located
downstream of the main source well into the NAE region. It is notable that in general
the troughs/ridges (blue/red in Fig. 4.8) lie downstream of cyclonic/anticyclonic
RWSs (blue/red in Fig. 4.9a). These sources, though only partly statistically signifi-
cant, are entirely consistent with the anomalies of the wave train. Even though they
are not statistically significant, positive RWS anomalies north of the Caribbean can
be found in both panels. These are also accompanied by a downstream trough (Fig.
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4.8a). Although being slightly weaker and of smaller spatial extent, significant SEA
related source activity can be found basically in the same places (Fig. 4.9b). This co-
location of SEA and CPPD related RWS activity and the consistency with the wave
train are strong indicators of a tropical-extratropical teleconnection.
4.2.3 Rossby wave propagation in the summer northern hemisphere
Next, we attempt to confirm the previously proposed pathways for Rossby wave
propagation associated with the CPPD and the SEA. In chapter 1, we briefly intro-
duced the basis for horizontal and vertical planetary wave propagation in a zonal
mean background flow pointing out that easterly winds do not support the exis-
tence of stationary Rossby waves. Thus, any RWS inside the zone of JJA mean trop-
ical easterlies that we identified previously (Fig. 4.9) is unlikely to be connected
to Rossby waves propagating into the extratropics. As an indicator for possible
pathways of stationary Rossby waves, we consider the stationary wave number KS
(Hoskins and Ambrizzi, 1993) which is calculated as in section 2.2.7. Apart from the
background wind, this measure also takes into account the meridional gradient of
absolute vorticity. The climatological JJA average of KS is shown in Fig. 4.10. Re-
gions where KS has a finite local maximum can act as wave guides for stationary
Rossby waves. In the hatched areas of Fig. 4.10, KS is imaginary due to negative
absolute vorticity gradients. These regions act as reflecting surfaces. White regions
without hatching mark the critical layers where the zonal wind is easterly and non-
linear wave breaking occurs (Li et al., 2015).
With this in mind, it cannot be entirely ruled out that there is an influence from
the Beaufort Sea on parts of the NAE sector. There is a window over the Hudson
Bay that could allow propagation of Rossby waves out of the Arctic. However, KS
is quite small there allowing only very long waves to propagate. It is difficult to
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FIGURE 4.10: JJA climatological mean stationary wave number KS . Shading
shows KS where it is real. In white areas, the wave number is imaginary due
to easterly winds, while in the hatched regions this is due to the negative abso-
lute vorticity gradient. The wave number is given in wavelengths per latitude
band.
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identify a local maximum that is suggestive of a wave guide. Additionally, the polar
RWS associated with the SEA is located even further north where the weak planetary
vorticity gradient does not support planetary wave propagation (compare Fig. 4.9
and 4.10).
Extending north-eastward from north of the Caribbean into the North Atlantic
is a structure that is reminiscent of a wave guide with wave number 6. We want
to point out that in both panels of Fig. 4.9 in the region north of the Caribbean,
RWS activity could also be found even though being not statistically significant. It
is conceivable that this is connected to convective activity further equatorward, i.e.
inside the Caribbean part of the CPPD. Fig. 4.10 shows that there exists a pathway
for planetary waves to propagate from this source region into the NAE sector.
For the most pronounced RWS in the eastern North Pacific, a connection to the
NAE region is also possible. There is a weak wave guide over the North American
continent that extends into the much more pronounced wave guide over the North
Atlantic. This shows that the background flow field generally supports the propaga-
tion of planetary waves of wave number 5 between the Pacific and the NAE region.
4.3 Discussion
4.3.1 Is there a remote forcing of the SNAO?
Interannual SNAO variability
From the results of the relaxation experiments, only the Arctic and the stratosphere
could not be entirely ruled out to contain a forcing of interannual SNAO variability
(see Fig. 4.3) and we want to briefly discuss the plausibility of these links.
In case of the stratosphere, it is not obvious that there can be a forcing of sum-
mer variability from this part of the atmosphere at all. The winter NAO has been
shown to be influenced by the anomalous stratospheric circulation through a top-
down mechanism (Baldwin and Dunkerton, 1999; Baldwin and Dunkerton, 2001).
Ineson and Scaife (2009) showed that it is also an important pathway through which
tropical signals can propagate and exert a downward influence in the extratropics.
However, these mechanisms rely on the possibility of planetary waves to propagate
into the stratosphere. In the boreal summer season, easterly winds prevail in the
stratosphere (Fig. A.5). Following the arguments of Charney and Drazin (1961),
vertical propagation of planetary waves into the stratosphere is not possible under
these circumstances. This theoretical limitation reduces our confidence in the skill
of CLIM-STRA-NH in simulating the SNAO. Additionally, the skill of CLIM-STRA-
NH is lower when we consider monthly SNAO anomalies, challenging the reliability
of these results.
We want to point out that despite the limitation for planetary wave propaga-
tion into the stratosphere, there there could theoretically be a real influence from
the stratosphere on the extratropical summer troposphere. Since the Rossby waves
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FIGURE 4.11: Frequency of occurrence of JJA mean thermal tropopause
height above 100 hPa from ERA-Interim (1980-2014). In the white region, the
tropopause height is never above 100 hPa in the analysis period.
cannot propagate into the stratosphere they either have to be dissipated or reflected
as the zonal flow approaches 0 with height. The latter process is called downward
wave coupling and has been shown to be an influence in the winter to spring north-
ern hemisphere (Shaw et al., 2010). It is possible that both mechanisms also influence
the summer troposphere. By prescribing a realistic stratospheric circulation, the re-
flection and dissipation of Rossby waves could be represented more realistically.
If this process were at work, it could explain the better performance of the CLIM-
STRA-NH experiment. However, this is highly speculative and can be supported by
neither our results nor other studies.
Seeking to explain why the stratospheric relaxation experiments show the high-
est skill in simulating interannual SNAO variability, we examined the design of this
experiment more closely and found that there can be an overlap between the tran-
sition zone of the relaxation region in CLIM-STRA-NH (centred around approxi-
mately 50 hPa) and the troposphere. In Fig. 4.11, it is shown how often out of the
35 considered summers, a JJA mean thermal tropopause3 above 100 hPa was ob-
served in ERA-Interim. It is clear from this figure that even in the seasonal mean,
tropopause heights in a large region from 20◦N - 40◦N and 20◦E - 120◦E are almost
constantly above 100 hPa. In case the relaxation region and the troposphere over-
lap, we cannot be sure whether the observed skill arises from prescribing the strato-
spheric state or rather from prescribing part of the circulation of the extratropical
troposphere. In fact, the reason for the high tropopause in this region is likely to be
the strong convective activity associated with the Indian Summer Monsoon (ISM).
There is evidence that summer variability in the NAE sector is influenced by plan-
etary waves generated by the strong diabatic heating anomalies associated with the
ISM (Lin and Wu, 2012). Thus, it is possible that the stratospheric relaxation ex-
periment actually shows skill arising from the diabatic forcing of the ISM. Since a
stratospheric influence is questionable, we attribute the skill of CLIM-STRA-NH in
simulating the SNAO to the overlap of the troposphere and the relaxation region.
3The height of the thermal tropopause was calculated using the algorithm of Reichler et al. (2003).
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For the Arctic, an influence onto the SNAO cannot generally be ruled out. For
instance, Cohen et al. (2014) discuss how changes in Arctic sea ice and snow cover
can potentially influence the storm tracks, the jet stream and planetary waves in
the mid-latitudes. While they focus on the winter season, they also point out that
increased summer geopotential height anomalies over Greenland that project onto
the negative SNAO phase were observed along with record low sea ice in 2007-2012.
Screen (2013) relates the six wetter than average summers during that same period to
a southward displacement of the jet stream consistent with a more negative SNAO4.
By prescribing a sea ice forcing in an atmospheric model, they show that a reduction
in Arctic sea ice favours the negative SNAO configuration much like the one they
observe. Thus, Arctic sea ice and snow cover have the potential to influence the
boreal summer extratropical circulation but it is beyond the scope of this thesis to
analyse to what extent this is the case. Keeping in mind that there is some overlap
between the Arctic relaxation region and the NAE sector, the skill of CLIM-ARC in
simulating the SNAO is rather low. In the context of our experiments, we argue
that there is no significant remote forcing of interannual SNAO variability over the
ERA-Interim period.
Long-term SNAO variability
It became clear from Fig. 4.4 that all experiments fail to reproduce the observed
negative trend of the SNAO but at the same time suggest that it is unlikely to be
purely internal variability. We want to elaborate further on this issue.
The observed negative trend is consistent with the results of Knight et al. (2006)
who use a 500 year simulation of the Hadley Centre Coupled Model (HadCM3) to
show that during the positive phase of the AMV a cyclonic anomaly in slp over
the British Isles is prevalent. This corresponds to the negative phase of the SNAO.
The AMV-SNAO link is supported by Sutton and Hodson (2005) who compute the
observed composite difference in slp between one positive and one negative AMV
phase and recover the negative SNAO pattern. Since the AMV is mostly in an up-
ward/warming phase during the ERA-Interim period (1980-2014), a negative SNAO
trend is consistent with the aforementioned studies. We confirm this by regressing
8-year running means of ERA-Interim z500 anomalies onto the AMV index, shown
in Fig. 4.12. The pattern of the negative SNAO clearly arises in the NAE sector but
it should be stressed that by computing an 8-year running mean we decrease the
number of degrees of freedom and reduce the length of the time series that are cor-
related from 32 to 25 years5. In this context, the positive trend in CET (Fig. 3.12)
can also be understood. Even though the SNAO forces a large part of the interan-
nual surface temperature variability, on multidecadal time scales both respond to
the forcing of the AMV. While the AMV is negatively correlated with the SNAO, it
4Note that we also find the SNAO to be in its negative phase during these years except in 2010
when it is weakly positive, see Fig. 3.1.
5The AMV index is only available until 2011.
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FIGURE 4.12: Regression of an 8-year running mean of z500 (ERA-Interim)
onto an 8-year running mean of the AMV index calculated from the Ka-
plan SST dataset (available at https://www.esrl.noaa.gov/psd/data/
timeseries/AMO/, see Enfield et al., 2001). White box marks the NAE re-
gion.
is positively correlated with surface temperature. Thus, the observed positive CET
trend is consistent with the upward AMV phase. Despite the evidence from the re-
gression analysis (Fig. 4.12) and the literature we want to point out that not all of our
results regarding the link between the AMV and the SNAO fully support this. First,
the relaxation experiments with prescribed SST/SI are highly unlikely to simulate a
negative SNAO trend. Second, when no detrending is done prior to computing the
regression of SST onto the SNAO index, the SST pattern that results does not resem-
ble the AMV imprint (Fig. A.6). Hence, we conclude that further investigation of the
AMV-SNAO link is necessary but beyond the scope of this thesis, mostly because the
data of 35 years used here is not sufficient to analyse a multidecadal phenomenon.
4.3.2 Is the SEA remotely forced?
In the previous sections, the potential for successfully predicting the SEA mode
turned out to be higher than for predicting the SNAO. There is a robust link of the
mode with a dipole of convective activity between the Caribbean and the tropical
central Pacific and we were able to show that this dipole is associated with a Rossby
wave train that originates in the eastern North Pacific generating the SEA pattern in
the NAE sector. In the following, we want to discuss this teleconnection and relate
it to previous studies.
As mentioned above, the SEA pattern has been rarely discussed in the existing
literature. However, the authors of a number of studies on the summers of 2003
and 2015 find the extreme European temperatures and dryness during these years
to be related to a large-scale circulation anomaly that bears strong resemblance to
the negative SEA phase (Black et al., 2004; Douville et al., 2011; Duchez et al., 2016).
To our knowledge, Cassou et al. (2005) are the only authors that have identified this
structure as a recurring summer weather regime. Like in the case studies however,
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FIGURE 4.13: Modified Fig. 2 from Ding et al. (2011). The first (a, M1)
and second (b, M2) mode of an MCA of JJA northern hemisphere z200 (con-
tours, interval 3 m) and tropical (15◦S-30◦N) precipitation (shading, interval
0.3 mm day−1). z200 is obtained from the NCEP-NCAR reanalysis, precipita-
tion from the National Oceanic and Atmospheric Administration’s (NOAA)
global monthly precipitation reconstruction.The patterns show the anomalies
associated with one standard deviation in time series of the expansion coeffi-
cient of the MCA. The black boxes were added for reference and indicate the
approximate locations of the CPPD boxes.
they only find the negative SEA phase (see Fig. 3.10b) to be of relevance. They
also study the European heat wave of 2003 and show that it was associated with
the occurrence of this regime in June. Using observed outgoing longwave radiation
anomalies, they further argue that it was related to significant, positive precipitation
anomalies in the Caribbean (see also Douville et al., 2011). Note that this is contrary
to our finding that the negative SEA phase is accompanied by below normal pre-
cipitation in the Caribbean part of the CPPD. To resolve this contradiction, it would
be necessary to study the CPPD-SEA relationship on a monthly basis. Furthermore,
considering several occurrences of strong SEA phases as opposed to just one case as
in the aforementioned studies is necessary to resolve the nature of the relationship.
We found the SEA mode to be the NAE manifestation of a zonal wave number 5
stationary wave train that is generated in the eastern North Pacific. There, its source
is caused by upper level divergence as a response to a convective precipitation in the
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CPPD. As pointed out before, Ding et al. (2011) find the Circumglobal Teleconnec-
tion (CGT) - also a zonal wave number 5 pattern - to be the dominant teleconnection
in the summer northern hemisphere. It is displayed for reference in Fig. 4.13a. Apart
from having the same wave number, the two patterns do not resemble each other.
The second most dominant pattern is the western Pacific-North America (WPNA)
pattern (Ding et al., 2011) and is shown in Fig. 4.13b. Although this wave train lacks
a pronounced anomaly where the main centre of action of the SEA is located, its
negative phase strongly resembles our CPPD wave train. The similarity is especially
pronounced over the eastern North Pacific and the North American continent.
Ding et al. (2011) find the WPNA to be forced by the diabatic heating anomalies
over the Philippine Sea that accompany the western North Pacific summer monsoon
(WNPSM). The precipitation anomalies associated with the teleconnection patterns
are shown by the shading in Fig. 4.13. In fact, these relates well to the precipitation
anomalies north of the equator associated with the SEA index (Fig. 3.9). The interan-
nual variability of the WNPSM6 is highly correlated with the interannual East Asian
summer monsoon (EASM) variability (Ding et al., 2016). A measure for the EASM
variability is the index of the Pacific-Japan (PJ) pattern (Sun et al., 2010). Attempting
to test whether the CPPD wave train is also influenced by the WNPSM, we calculate
the correlation between the CPPD and the PJ index. If such a link exists, the indices
should be positively correlated. This is because the negative PJ pattern is connected
to the WNPSM (Wang et al., 2001) and thus the positive phase of the WPNA while
the CPPD is associated with a wave train that resembles the negative WPNA phase.
Indeed, the correlation is found to be weakly positive (0.26). The PJ index is also
weakly correlated with the SEA index (0.30). Both correlations are not statistically
significant and are not sufficient to provide evidence for a relationship between the
CPPD wave train and the WNPSM. To further test the link, we regress z500 anoma-
lies onto the PJ index (Fig. 4.14a). Even though most extratropical anomalies away
from the PJ region are not significant, we find the pattern that arises to be consis-
tent with the CPPD wave train and the negative WPNA phase. Hence, the CPPD
wave train appears to be weakly influenced by the WNPSM but the main forcing is
through rainfall anomalies in the Caribbean and tropical Pacific.
On top of being associated with rainfall anomalies in the Philippine Sea, the
WPNA is accompanied by a precipitation dipole between the central tropical Pacific
and Mexico, much like the CPPD whose boxes are indicated in Fig. 4.13. However,
also the CGT is accompanied by weak precipitation anomalies of opposing signs in
these areas. By correlating northern hemisphere z200 with precipitation over Mex-
ico, Ding et al. (2011) argue that there is an influence of the Mexican monsoon on the
CGT. We find the resulting correlation pattern (their Fig. 9c) to also carry some char-
acteristics of our CPPD wave train, especially over North America. As both the CGT
and the WPNA are associated with a precipitation dipole between the Caribbean
and the tropical Pacific (Fig. 4.13), it could be difficult to separate these two modes
6Measured by the WF (Wang and Fan) index (Wang and Fan, 1999)
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FIGURE 4.14: a) As in Fig. 4.8 but for ERA-Interim JJA mean z500 regressed
onto the PJ index. Number in parentheses in the title is the pattern correlation
between the observed SEA pattern and the regression pattern in the NAE sec-
tor (indicated by the white box). b) Lead/lag correlations between JJA mean PJ
and DJF mean Niño 3.4 index. Correlations that fall outside the red envelope
are statistically significant at the 95% level.
using just the CPPD. It is possible that our CPPD wave train is actually a manifes-
tation of a simultaneous occurrence of both patterns. The tight link with the SEA
could point to the fact that the SEA pattern is forced when the opposing phases of
the CGT and the WPNA coincide.
The CGT and the WPNA have been shown to be linked to developing and de-
caying ENSO events respectively (Ding et al., 2011). Because the CPPD regions lie in
the immediate vicinity of the strongest ENSO related anomalies, we test a possible
link between these two. It should be noted that all relationships that were shown
above hold equally well when a simultaneous ENSO signal (e.g. the JJA Niño 3.4
SST index) is linearly removed (not shown). This points to a negligible instanta-
neous ENSO influence. However, in the boreal summer season, the ENSO signal
is weakest. It is possible that there is a lagged influence that only becomes evident
when considering the relationship between the CPPD and a measure of winter (DJF)
ENSO activity. In Fig. 4.15, we show the lagged correlation between the JJA CPPD
and the DJF Niño 3.4 SST index. The maximum correlation is found when the CPPD
leads by a half year and is negative, indicating that positive CPPD anomalies are
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FIGURE 4.15: Lead/lag correlation between the JJA mean CPPD and the DJF
mean Niño 3.4 SST index. Correlations that fall outside the red envelope are
statistically significant at the 95% level.
associated with developing La Niña events. This is surprising when we consider
that the CPPD wave train is similar to the negative WPNA phase which has been
shown to occur in summers after a peak El Niño winter (Ding et al., 2011). Trying to
confirm the relationship of the WPNA with the ENSO cycle, we calculate lead/lag
correlations between DJF ENSO and the JJA PJ index as a measure of the strength
of the negative WPNA phase (Fig. 4.14b). The PJ index is most strongly correlated
with the developing ENSO phase confirming that the WPNA follows peak La Niña
events. Clearly however, the PJ index is also significantly correlated with ENSO at
lags -0.5 yrs and 1.5 yrs which confirms the results of Fig. 4.15.
Some of the results presented above contradict the findings of Ding et al. (2011)
concerning the WPNA teleconnection. It is conceivable that the different definition
of the CPPD teleconnection leads to these discrepancies. The use of different data
products and the different analysis period are also possible contributors. In general
however, it is evident that the CPPD wave train, and the SEA as its NAE part, are
closely linked to the WPNA.
4.3.3 Why do tropical relaxation experiments fail at reproducing the SEA?
In the previous sections, it became clear that the relaxation of the tropical atmosphere
degrades the model’s ability to simulate the SEA mode. Considering the evidence
for a tropical-extratropical teleconnection associated with the SEA, this is surprising.
It also stands in marked contrast to the results of Douville et al. (2011) who show
that the representation of the stationary waves in the northern hemisphere summer
benefits from relaxation in the tropics. Here, the reasons for the failure of the tropical
relaxation experiments will be discussed.
We have collected evidence for precipitation in the CPPD driving a significant
part of the SEA mode. The CPPD boxes lie between 10◦N and 25◦N, i.e. they are
located inside the tropical relaxation zones. As a consequence, CLIM-TROPICS and
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FIGURE 4.16: Regression of the JJA mean divergence at 200 hPa onto the CPPD
in units of s−1 per standard deviation in CPPD index. Red colour for diver-
gence and blue for convergence of flow. For the top panel, winds and pre-
cipitation from ERA-Interim were used, for the remaining panels data from
all ensemble members of respective experiment as indicated in the title was
used. Hatching indicates where the regression coefficients are statistically sig-
nificant. White line marks the climatological mean zero-wind line of the re-
spective dataset.
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OBS-TROPICS simulate the CPPD precipitation well. Since convergence in the mid-
latitudes as a consequence of convection in the tropics is a main contributor to the
RWS, we consider the divergence at 200 hPa related to the CPPD index in Fig. 4.16.
All model ensembles reproduce the divergence over the eastern tropical Pacific and
the Caribbean and the convergent flow over the central Pacific. This is to be ex-
pected since the divergence/convergence anomalies are physically linked to con-
vective precipitation anomalies in the tropics. All of the experiments also capture
the convergence around 30◦N. This convergence is the dominant contributor to the
RWS that is associated with the CPPD. While it is very weak in CLIM-NO, it is of
similar magnitude in CLIM-TROPICS, OBS-NO and OBS-TROPICS. Clearly, the fail-
ure of the tropical relaxation experiments at reproducing the SEA pattern does not
lie in the generation of the planetary wave train. This is confirmed by the tropical re-
laxation experiments being able to simulate the observed wave train response to the
CPPD forcing over the North Pacific and North America (Fig. 4.8). Additionally, the
stationary wave number in all experiments is very similar to ERA-Interim (Fig. A.7).
However, the signal gets strongly disturbed in CLIM-TROPICS and OBS-TROPICS
the further we move eastwards, i.e. downstream of the source region. The wave
train in these experiments appears to move south-eastward over eastern Canada
and then to vanish towards the tropics. This happens neither in ERA-Interim nor in
the experiments without relaxation. In both, the wave train is reflected back towards
Europe. We hypothesize that the relaxation of the tropical atmosphere leads to en-
hanced dissipation inside the relaxation zone. Since it is the only difference between
the successful OBS-NO ensemble and the failing OBS-TROPICS ensemble, it must
be the relaxation itself that causes the wave train to be altered.
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As it is the dynamically more active season, most studies of large-scale climate vari-
ability have been conducted for winter. The dominant mode of atmospheric winter
variability in the NAE sector, the NAO, explains up to 36% of seasonal slp variance
(Hurrell et al., 2003) and strongly determines winds, temperatures, and precipita-
tion in the region. There are indications that there also exist such large-scale modes
of variability in summer (Barnston and Livezey, 1987) and that these are accompa-
nied by characteristic anomalies in surface climate variables (Folland et al., 2009). In
this thesis, we have examined the summer circulation of the atmosphere in the NAE
region with a focus on the impacts of the characteristic large-scale modes. Further-
more, influences from remote regions on these modes have been investigated and
discussed in terms of their potential for improved prediction of the seasonal sum-
mer variability. In the following, we summarise the main findings of our study and
give some perspective for future work.
5.1 Characteristics of the SNAO and the SEA
5.1.1 The SNAO mode
Like Folland et al. (2009) have done previously, we have shown the existence of a
distinct mode of interannual geopotential height variability that is the summer coun-
terpart to the winter NAO. It is defined as the first EOF of JJA mean z500 anomalies
over the NAE region (40◦N to 70◦N and 90◦W to 30◦E) and explains 36% of JJA
z500 variance. This amount of explained variance is comparable to the winter NAO.
Like its winter equivalent, the summer NAO (SNAO) is associated with changes in
the zonal wind component. However, while the winter NAO is characterised by a
strictly meridional dipole in atmospheric mass between Iceland and the Azores, the
centres of action of the SNAO are located west of southern Greenland and over the
British Isles. Thus, both phases of the SNAO are also accompanied by anomalies in
the geostrophic part of the meridional wind and a meandering of the jet.
We have shown that the SNAO is accompanied by significant temperature and
precipitation anomalies in the NAE region. The main surface characteristics of the
positive SNAO phase are warm and dry anomalies over the British Isles, Scan-
dinavia and north-western continental Europe and warm anomalies over eastern
North America. Southern Europe and the Mediterranean region are governed by
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weakly cool and wet anomalies. West of Greenland, cold and wet anomalies pre-
vail while to its south-east warm and wet anomalies are associated with the positive
SNAO. Like its winter equivalent, the SNAO controls temperatures via anomalies
in temperature advection. A second driver of temperature anomalies are large-scale
rising and sinking motions in the main centres of action. These are associated with
cloud cover anomalies and thus influence the amount of solar radiation reaching the
surface (Folland et al., 2009). The enhanced/suppressed cloud formation associated
with the second mechanism also explains the main precipitation anomalies within
the NAE sector but advection of moisture can be an additional cause for the SNAO
related precipitation pattern. A quantification of the contribution of the processes
driving the surface anomalies could be gained for example by analysing advection,
cloud cover, and turbulent heat fluxes related to the SNAO. However, especially
concerning the latter two, the lack of reliable data can be problematic.
5.1.2 The SEA mode
Additional to the SNAO, another mode of summer variability could be identified.
This is the summer East Atlantic (SEA) mode which is defined as the second EOF
of JJA mean z500 anomalies over the NAE region and explains another 18% of JJA
z500 variance. It is characterised by one main centre of action over the northern
East Atlantic and a much weaker centre of opposite sign east of it. Its associated
circulation anomalies are mainly meridional. In fact, it is the NAE part of a wave
train along the climatological summer mean position of the northern hemisphere jet
stream. In its positive phase, the SEA is reminiscent of a blocking pattern over the
East Atlantic.
In the literature however, only the negative phase of the SEA has been addressed
(Cassou et al., 2005) - an issue that needs closer inspection. A linear approach such
as PCA will always return pairs of patterns that are symmetric. A second constraint
of the PCA is the orthogonality of the modes. In this regard, it can be revealing to
use a non-linear approach to overcome these constraints and more robustly identify
the circulation regimes.
It has been shown that the SEA is also accompanied by significant anomalies
in precipitation and temperature in the NAE region. The structure of the SEA re-
lated temperature anomalies is almost identical to the z500 pattern of the SEA itself.
Over the eastern North Atlantic and Europe, significant dry/wet anomalies are co-
located with positive/negative z500 and temperature anomalies. This indicates that
the mechanism causing these is the reduced/enhanced cloud cover in regions of
anomalous SEA related large-scale sinking/rising. Even though the SNAO related
precipitation and temperature anomalies are found to be stronger, the SEA can also
have a significant impact on the summer mean climate in Europe.
The most important influence of the SEA mode is perhaps on the likelihood of
extreme temperatures in Europe. Several studies show that the summers of 2003
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and 2015 that were accompanied by exceptionally high temperatures and dryness
are related to a circulation anomaly over the northern East Atlantic (Cassou et al.,
2005; Duchez et al., 2016). This anomaly clearly resembles the negative SEA phase.
Due to the great socio-economic impacts of such extreme events, it is an issue for
future studies to examine how the chances for temperatures and precipitation in the
tails of their summer distributions change under the SEA regime.
5.2 Potential drivers of summer variability
The second aim of this thesis was to find potential for the predictability of the sum-
mer variability in the NAE sector with a focus on the modes described above. For
this purpose, seasonal ensemble hindcast experiments have been carried out with
an atmospheric general circulation model. In these experiments, we have applied
a relaxation technique in different specified regions of the atmosphere in order to
identify possible forcings from these regions. As a first guess for remote influences
however, we have considered correlations between the summer variability modes
and other climate variables external to the NAE atmosphere. In this case, external
can also refer to an oceanic variable such as SST inside the NAE sector.
An indicator for influences that offer potential for an improved prediction are the
correlations of the SNAO/SEA with SST. It was found that the SNAO and the SEA
strongly co-vary with SST in the vicinity of the NAE region. The resulting patterns
were interpreted mostly as a response to the anomalous circulation. However, since
there is evidence for two-way interactions between the ocean and the atmosphere
(Gastineau and Frankignoul, 2015), an analysis of lead-lag relationships between the
monthly SST and SNAO/SEA could give insights into the nature of this relationship.
A forcing from a slowly-varying component such as the ocean bears some potential
for an improved prediction.
Similarly, lead-lag correlation analysis of the monthly SNAO/SEA and climate
variables outside of the NAE region, e.g. in the tropics, could resolve whether the
correlations between their seasonal means (chapter 3) actually represent forcings
from these regions.
Using the relaxation experiments, it could be shown that relaxing the tropical
atmosphere does not increase the skill in simulating the SNAO. The most successful
experiments were those that relax either the stratosphere or the Arctic troposphere.
However, we argued that the stratosphere is not a likely candidate since the prop-
agation of planetary waves in the summer stratosphere is strongly inhibited by the
predominance of easterly winds. We reasoned that the skill of the stratospheric re-
laxation experiments actually comes from the overlap of the relaxation region with
the troposphere in the region where the Indian summer monsoon (ISM) is located.
Since the ISM has been linked to NAE summer variability before (Lin and Wu, 2012),
further investigation of this possible tropical-extratropical pathway could reveal po-
tential for the prediction of the SNAO.
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Experiments in which the Arctic troposphere was relaxed exhibited the high-
est skill at reproducing the SNAO and there have been studies linking Arctic sea ice
anomalies with the large-scale circulation in the NAE region (Cohen et al., 2014). Yet,
due to the overlap of the relaxation region with the definition region of the SNAO,
we could not interpret the skill of the Arctic relaxation experiment entirely as a con-
sequence of a remote influence from the Arctic onto the SNAO. In fact, considering
that there is some overlap, the skill is small. In order to be able to more carefully
address an Arctic link, experiments with a clearer separation of the relaxation zone
and the analysis domain need to be designed.
Although studies indicate that the long-term SNAO variability is linked to the
Atlantic Multidecadal Variability (AMV) (Sutton and Hodson, 2005; Knight et al.,
2006) and reanalysis data corroborates this relationship, our experiments using ob-
served anomalies of SST/SI at the lower boundary did not show any skill at repro-
ducing the weakly negative SNAO trend. Thus, we could not find any potential for
predicting the leading mode of summer variability in the NAE region in our experi-
ments. Of course, the available data for our analyses only covers 35 years. Certainly,
the analysis of a multidecadal phenomenon requires much longer time series and is
an issue for future work.
As for the SNAO, the potential for predicting the SEA has been examined using
the same experiments. The only experiment that shows significant skill in predict-
ing the observed evolution of the SEA did not use a relaxation but had observed
anomalous instead of climatological SST/SI as lower boundary forcing. We collected
further evidence from the reanalysis that the SEA mode is the NAE part of a tropical-
extratropical teleconnection pattern. This is the most important result of this thesis.
The teleconnection pattern is a wave train of zonal wave number 5. We were able to
show that its origin lies in SST anomalies in the Caribbean and the tropical Pacific.
There, the anomalous SSTs cause diabatic heating associated with the anomalous
rainfall. This diabatic forcing results in upper level divergence anomalies above
these regions which are balanced by anomalous divergence of the opposite sign in
the eastern North Pacific. As a consequence, there is a Rossby wave source induced
in the vicinity of the jet stream. This excites planetary waves that propagate down-
stream and set up the teleconnection pattern. This robust physical link between the
tropical and the extratropical circulation offers potential for an improved prediction
of the evolution of the SEA mode.
Additional to the influence forcing from the Caribbean and the tropical Pacific,
we found this teleconnection to be also weakly influenced by the western North
Pacific summer monsoon (WNPSM). This is in concert with a study by Ding et al.
(2011) who find a boreal summer teleconnection pattern much like the one we identi-
fied and argue that this western Pacific-North America (WPNA) pattern is forced by
the WNPSM. However, while they show that it occurs in summers following a peak
ENSO event, we find indications for the wave train coinciding with the developing
phase of ENSO. It is possible that the teleconnection we consider here is a mixture
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of the two dominant teleconnection patterns that Ding et al. (2011) find. Thus, our
results are only partly in agreement with previous work and this has to be resolved
by further studies.
5.3 Failure of the tropical relaxation experiments at repro-
ducing tropical-extratropical teleconnections
Since the main potential for predicting the SEA related circulation originates from
rainfall anomalies in the tropics, we expected experiments with relaxation of the
tropical atmosphere to perform best at simulating it. However, we find these exper-
iments to have less skill at predicting the SEA than the ones without relaxation. We
were able to show that the problem does not lie in the excitation of the planetary
wave pattern - tropical relaxation experiments naturally predict precipitation very
accurately and consequently generate the correct Rossby wave source. In fact, the
characteristics of the wave train are strongly altered downstream of the source re-
gion. It is conceivable that the reason for the degradation of the forecast through the
relaxation of the tropics comes from the different dissipation characteristics inside
the relaxation zone. This result is in contrast to Douville et al. (2011) who find the
simulation of the stationary waves in boreal summer to be improved by relaxation
of the tropics. We conclude that, especially in the summer season when teleconnec-
tions are expected to be weaker than in winter, the relaxation technique might not
be ideal in the study of planetary waves.
As the relaxation technique itself has been found to be an issue for the correct
representation of planetary waves, it could be a task for future studies to design dif-
ferent relaxation experiments. For instance, applying a relaxation in the individual
monsoon regions instead of the whole tropical sector could help to reduce the in-
fluence of spurious dissipation. This was done by Douville et al. (2011) but did not
significantly change the results compared to relaxation of the whole tropical sector.
We have shown that the excitation of the waves is well predicted by the tropical re-
laxation experiments but the wave train gets altered further downstream. Confining
the relaxation zone zonally would reduce the area where the spurious dissipation oc-
curs and could improve the performance of the hindcasts with relaxation. It would
also allow to more clearly separate in which region a forcing has its origin. An al-
ternative to the relaxation technique would be to force the hindcasts with diabatic
heating anomalies that would have to be derived from precipitation data.
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FIGURE A.1: Screeplots showing the explained variance fraction of the respec-
tive EOF for the first 15 EOFs of JJA mean z500 anomalies (left) and of JJA mean
slp anomalies (right). Error bars shown are based on North’s rule-of-thumb
(North et al., 1982).
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FIGURE A.2: Shading: regression of ERA-Interim detrended JJA mean zonal
wind at 200 hPa (u200) onto the detrended observed SNAO index in m s−1 per
one standard deviation of the SNAO index. Hatching indicates where the re-
gression coeffiecient is significantly different from zero on the 95% level. White
box marks the NAE region over which the PCA has been conducted.
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FIGURE A.3: As in Fig. A.2 but regressing detrended slp (bottom) and z200
(top) onto the detrended observed SNAO.
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
Reg ERA-I msl onto ERA-I SEA
1.6 1.2 0.8 0.4 0.0 0.4 0.8 1.2 1.6
Regression [hPa]
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
Reg ERA-I z200 onto ERA-I SEA
2.7 1.8 0.9 0.0 0.9 1.8 2.7
Regression [gpdam]
FIGURE A.4: As in Fig. A.3 but regressions onto the detrended observed SEA
index.
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FIGURE A.5: Latitude-height section of ERA-Interim (1980-2014) JJA climatol-
ogy of zonal mean zonal wind 〈u〉. Solid contours indicate positive (westerly)
values; where 〈u〉 is negative (easterly) contours are dashed and background
colour is grey; zero contour is thick; contour interval is 10 ms−1.
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FIGURE A.6: As in Fig. 3.3 but here neither SST nor the SNAO have been
detrended prior to regressing.
64 Appendix A. Appendix
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
CLIM-NO
0 2 4 6 8 10 12
wave number
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
CLIM-TRPCS
0 2 4 6 8 10 12
wave number
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
OBS-NO
0 2 4 6 8 10 12
wave number
30°S
0°
30°N
60°N
180° 180°90°W 0° 90°E
OBS-TRPCS
0 2 4 6 8 10 12
wave number
FIGURE A.7: As in Fig. 4.10 but computed from the ensemble mean u200 of the
experiment indicated in the title of each panel.
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