This work treats the Mellin transform of multiple Jacobi-Piñeiro polynomials. This allows us to put a number of irrationality and Q-linear independence proofs into the framework of Hermite-Padé approximation. A similar approach is presented for the q-analogue: the q-Mellin transform of multiple little q-Jacobi polynomials and its applications in irrationality proofs.
Introduction
During the past decades an interesting extension of orthogonal polynomials received renewed attention. Multiple orthogonal polynomials are polynomials of one variable which satisfy orthogonality conditions with respect to several measures. Let µ 1 , . . . , µ r be r positive measures on the real line for which all the moments are finite. Let n = (n 1 , n 2 , . . . , n r ) be a multi-index with n j ∈ N for 1 ≤ j ≤ r , with length | n| = n 1 + n 2 + · · · + n r . Definition 1.1. The type I multiple orthogonal polynomials of multi-index n for the measure (µ 1 , . . . , µ r ) are given by the vector (A n,1 , A n,2 , . . . , A n,r ), where A n, j is a polynomial of degree at most n j − 1, for which the following orthogonality conditions hold x k r j=1 A n, j (x) dµ j (x) = 0, k = 0, 1, . . . , | n| − 2, (1.1)
x | n|−1 r j=1 A n, j (x) dµ j (x) = 1.
(1.2) If the linear system of equations for the unknown coefficients of the polynomials A n, j has a solution, then it is unique (because of the normalization (1.2)) and in that case we call the multiindex n a normal index.
Definition 1.2. The type II multiple orthogonal polynomial P n is the monic polynomial of degree | n| for which the following orthogonality conditions hold: P n (x)x k dµ 1 (x) = 0, k = 0, 1, . . . , n 1 − 1, (1.3)
. . .
(1.4) P n (x)x k dµ r (x) = 0, k = 0, 1, . . . , n r − 1.
(1.5)
The matrix of the linear system of equations for the unknown coefficients of P n is the transpose of the matrix for type I multiple orthogonal polynomials, hence if n is normal then the monic polynomial P n exists and is unique. Type I and type II multiple orthogonal polynomials arise in a natural way in Hermite-Padé rational approximation (near infinity) of the r functions dµ j (x) z − x , z ∈ R, j = 1, 2, . . . , r, (Nikishin and Sorokin [11] ) and as such they go back to the end of the nineteenth century. They recently received renewed attention because analytic tools have become available to analyze them in more detail. In particular the asymptotic distribution of their zeros can be obtained using an equilibrium problem from logarithmic potential theory for vectors of measures [6, 7, 11] , and the asymptotic behavior can be obtained by using a Riemann-Hilbert problem that characterizes the multiple orthogonal polynomials [17] .
In this paper we will study certain multiple Jacobi and little q-Jacobi polynomials in somewhat more detail. For the multiple Jacobi polynomials, the r measures will be supported on [0, 1] and they are all beta distributions, but with one parameter fixed: (1.6) where α j , β > −1. If we assume that α j − α i ∈ Z whenever i = j, then all multi-indices are normal, so that all type I and type II multiple orthogonal polynomials exist [2, 16] . These polynomials were first considered by Piñeiro [12] and they are nowadays called Jacobi-Piñeiro polynomials. In Section 2 we will show that the Mellin transform of Jacobi-Piñeiro polynomials for β = 0 are rational functions. The poles and zeros of the Mellin transform contain information about the parameters α j and the type of the multiple orthogonal polynomials. A Rodrigues formula is obtained and we show how one can express the Jacobi-Pinñeiro polynomials in terms of Jacobi polynomials. In Section 3 we will apply this in a proof that ζ (3) is irrational (Apéry [1] , Beukers [4] ). In Section 4 we will show that a more recent proof of Ball and Rivoal [3] uses certain Jacobi-Piñeiro polynomials, and in Section 5 we indicate that the Mellin transform may be used to simplify Rivoal's proof [13] that at least one of the nine numbers ζ (5) , ζ (7) , ζ (9) , ζ (11) , ζ (13) , ζ (15) , ζ (17) , ζ (19) , ζ (21) is irrational. In Sections 6-9 we will deal with a q-analogue of these polynomials: the multiple little q-Jacobi polynomials are orthogonal with respect to r measures on the q-exponential lattice {q k |k ∈ N 0 } on [0, 1] and these measures have the form
where α j , β > −1 and (a; q) n = n−1 j=0 (1 − aq j ). If we assume that α j − α i ∈ Z whenever i = j, then all multi-indices are again normal. Section 6 will be the q-version of Section 2, with the Mellin transforms of type I and II multiple little q-Jacobi polynomials. In other sections we show how rational approximations to q-series such as ζ q (s) can be seen in the framework of Mellin transforms of multiple little q-Jacobi polynomials [9] .
Mellin transforms for Jacobi-Piñeiro polynomials
We will now consider Jacobi-Piñeiro polynomials with β = 0, i.e., we consider weights on
Their Mellin transforms turn out to be rational functions. The Mellin transformf (s) of a measurable function f on [0, ∞) is given bŷ
for every δ > 0. In this paper we always use functions on [0, 1] so that Mellin transforms are defined for Rs ≥ 0. Theorem 2.1. Let (A n,1 , . . . , A n,r ) be the type I multiple orthogonal polynomials for Jacobi-Piñeiro weights with parameters (α 1 , . . . , α r ; β = 0). Then
where (a) n = a(a + 1)(a + 2) · · · (a + n − 1) are the Pochhammer symbols (rising factorials) and
Proof. Let us denote the polynomial A n, j by
a ( n, j) s + + α j + 1 = π n j −1 (s; n, j)
where π n j −1 is some polynomial of degree n j − 1. This means that
π n j −1 (s; n, j)
where π | n|−1 is some polynomial of degree | n| − 1. The orthogonality conditions (1.1) show that this Mellin transform is zero for s = 0, 1, . . . , | n|−2, which gives | n|−1 zeros of the polynomial π | n|−1 , and hence π | n|−1 (s) = Cs(s − 1)(s − 2) · · · (s − | n| + 2) = (−1) | n|−1 (−s) | n|−1 , with C a constant factor. The normalizing condition (1.2) shows that the Mellin transform at s = | n| − 1 is equal to 1, from which the value of the constant C can be determined.
Observe that the Mellin transform of this combination of type I Jacobi-Piñeiro polynomials is a rational function for which
• The poles are all simple and form r arithmetic sequences {−(α j + k) : k = 1, 2, . . . , n j },
(1 ≤ j ≤ r ). Hence once the poles are known, one can determine the parameters α 1 , . . . , α r and the multi-index n = (n 1 , . . . , n r ). • The zeros are at the integers 0, 1, 2, . . . , | n| − 2 and they give the appropriate orthogonality conditions.
The Mellin transform of the type II Jacobi-Piñeiro polynomials is given by the following theorem Theorem 2.2. Let P n be the type II multiple orthogonal polynomial for the Jacobi-Piñeiro weights with parameters (α 1 , . . . , α r ; β = 0). Then
where π | n| is some polynomial of degree | n|. The orthogonality conditions (1.4) show that this Mellin transform is zero for s = α j + k, k = 0, 1, . . . , n j − 1 and 1 ≤ j ≤ r , which gives | n| zeros for π | n| and hence π | n| (s) = C r j=1 (s − α j )(s − α j − 1) · · · (s − α j − n j + 1) = (−1) | n| r j=1 (−s + α j ) n j . We have normalized P n to be a monic polynomial, which makes b | n| ( n) = 1, and since this is the residue at s = −| n| − 1, we can determine the constant factor C by
which gives the constant in (2.4) .
Observe that the Mellin transform of type II Jacobi-Piñeiro polynomials is also a rational function:
• The poles are at the negative integers −1, −2, −3, . . . , −| n|−1, from which we can determine the length | n| of the multi-index.
• The zeros are simple and form r arithmetic sequences {α j + k : k = 0, . . . , n j − 1} for 1 ≤ j ≤ r . This allows us to determine the parameters α 1 , . . . , α r and the multi-index n = (n 1 , . . . , n r ). These zeros give the appropriate orthogonality conditions.
The roles of the zeros and poles are interchanged for type I and type II polynomials.
Multiple zeros or poles
If α i − α j ∈ Z then all the poles (for type I) and the zeros (for type II) of the Mellin transform of Jacobi-Piñeiro polynomials are simple. Multiple zeros or poles appear in the confluent case when α i − α j → 0. The weight functions x α i and x α j on [0, 1] then have to be replaced by x α i and − log(x)x α i in order to have enough independent orthogonality conditions. The following result holds Theorem 2.3. Let (A n,1 , . . . , A n,r ) be the type I multiple orthogonal polynomials for the weights
where α > −1. Then for n 1 ≥ n 2 ≥ · · · ≥ n r
Proof. Consider the Mellin transform Hence, for A n, j (x) = n j −1 =0 a ( n, j)x we then find
where π j (n j −1) is a polynomial of degree j (n j − 1). Adding all such terms together gives
where π | n|−1 is a polynomial of degree | n| − 1. The orthogonality conditions then show that this Mellin transform is zero for s = 0, 1, . . . , | n| − 2, which gives | n| − 1 zeros for π | n|−1 . The normalization determines the constant factor.
The condition n 1 ≥ n 2 ≥ · · · ≥ n r is needed in order to make
a Chebyshev system on [0, 1], so that there are enough independent orthogonality conditions for the multiple orthogonal polynomials.
Theorem 2.4. Let P n be the type II multiple orthogonal polynomial for the weights
where π | n| is some polynomial of degree | n|. If we take the kth derivative, then
The orthogonality conditions then show that π | n| has zeros at α, α +1, . . . , α +n 1 −1, the first n 2 of these zeros have at least multiplicity two, the first n 3 of these zeros have at least multiplicity three, etc. This gives all the zeros of π | n| with their appropriate multiplicity. The normalizing condition gives the correct value of the multiplicative factor.
Rodrigues formula
The advantage of working with the Mellin transforms of Jacobi-Piñeiro polynomials is that they are quite simple and contain the parameters and the multi-index in a very explicit way. One can derive several properties of Jacobi-Piñeiro polynomials from these Mellin transforms by using properties of the Mellin transform. The Mellin convolution f * g of two functions f and g on [0, ∞) is defined as
and it has the property that the Mellin transform of f * g is the product of the Mellin transformŝ f andĝ. For functions f and g on [0, 1] this Mellin convolution becomes
Hence if we can recognize a Mellin transform as a product of two other Mellin transforms, then the original function is a Mellin convolution. Take for instance the Mellin transform in (2.1): this is clearly the product of r functions multiplied with an extra polynomial of degree r − 1:
Each factor can be recognized as the Mellin transform of a Jacobi polynomial:
Proof. For k = 0 we use Lebesgue's dominated convergence theorem to find
For k > 0 we use integration by parts to find
from which the result follows.
which is the desired result.
Lemma 2.7. The Mellin transform of the density (1 − x) n on [0, 1] is given by
Proof. This Mellin transform is in fact a beta integral
and if we use Γ (n + s + 2) = (n + s + 1)(n + s) · · · (s + 1)Γ (s + 1), then the result follows.
Theorem 2.8. The type II Jacobi-Piñeiro polynomials are given by the following Rodrigues formula
where the product of the r differential operators can be taken in any order.
Proof. The Mellin transform in (2.3) can be written as
and hence by Lemmas 2.6 and 2.7 we find that
The product of the n r differential operators simplifies to
If we repeat this procedure, then the Rodrigues formula follows. The product of the differential operators can be taken in any order since the product of the polynomial factors in the Mellin transform is commutative.
Not only do we have this Rodrigues formula which gives an explicit expression for type I Jacobi-Piñeiro polynomials, we can also express type I and II Jacobi-Piñeiro polynomials as a convolution of the (simple) orthogonal Jacobi polynomials. In what follows, P α n (x) denotes the monic Jacobi polynomial with β = 0. Since a Jacobi polynomial can be seen as a special case (r = 1) of both type I and II Jacobi-Piñeiro polynomials, we choose its normalization as in the type II polynomials.
Theorem 2.9. The type I Jacobi-Piñeiro polynomials are given by the following formula
Proof. Theorem 2.1 gives us the Mellin transform of the left hand side; for the Mellin transform of the right hand side we write the (r − 1)-fold differentiation as the (r − 1)-fold application of a D α -operator. This way we can use Lemma 2.6 and the fact that the Mellin transform of a Mellin convolution of functions is the product of the Mellin transform of these functions, and we obtain the desired result.
Theorem 2.10. The type II Jacobi-Piñeiro polynomials are given by the following formula
Proof. The proof is analogous to the proof of Theorem 2.9.
Irrationality of ζ (3)
In 1979 Roger Apéry [1] published a proof that ζ (3) = ∞ k=1 1/k 3 is irrational. Later, Beukers [4] showed that Apéry's construction is related to Hermite-Padé approximation to three functions, and as such it uses multiple orthogonal polynomials [14] . In this section it will be shown that this proof uses Hermite-Padé approximation (a mixture of type I and type II) with Jacobi-Piñeiro polynomials, and the Mellin transform is useful to find the explicit polynomials in this rational approximation problem.
The main idea for this irrationality proof is to construct a sequence of rational numbers that approximate ζ (3) better than possible if one would assume ζ (3) to be rational. This approach is summarized in the following lemma. Lemma 3.1. Let x be a real number. Suppose that one can find integer sequences p n and q n (n ∈ N) such that 1. p n x − q n = 0 for all n ∈ N.
Then x is irrational.
The proof of this lemma is very simple and can be found in [14, p. 337 ]. We will now construct rational approximations to certain functions f 1 , f 2 , f 3 . Our rational approximants to ζ (3) will be the special case when we look at what happens for f 3 (1).
We will use three measures on [0, 1] with densities
Their Stieltjes transforms
We are interested in a simultaneous rational approximation problem for the three functions f 1 , f 2 , f 3 near infinity of the following kind: find polynomials A n , B n of degree n and polynomials C n , D n such that . The extra condition (3.1) will be needed since we are interested only in f 3 (1) and not in f 1 (1) (which is divergent) and f 2 (1). The solution of such a Hermite-Padé problem always uses multiple orthogonal polynomials: let A n , B n be such that
are polynomials of degree n − 1 and
The orthogonality conditions and the expansion of 1/(z − x) near z = ∞ then give the required behavior near infinity in (3.2)-(3.3). Lemma 2.5 shows that (3.1) holds. Hence, all the conditions for the proposed rational approximation problem are satisfied and the polynomials A n , B n can be obtained up to a common multiplicative factor. We can use Mellin transforms to find these polynomials explicitly. Let
Then the Mellin transform of F n is given by
Indeed, the double poles at −1, −2, . . . , −n − 1 appear because F n contains powers x k and x k log x for k = 0, 1, . . . , n as in Theorem 2.3. The double zeros at 0, 1, . . . , n − 1 appear because of the orthogonality conditions (3.4)-(3.5). The Mellin transform is O(1/s 2 ) as s → ∞ which, by Lemma 2.5, implies that F n (1) = A n (1) = 0. Hence everything is determined up to a constant multiplicative factor C n . Now that F n is known, one can obtain the required properties of F n that are needed to prove the irrationality of ζ (3), see [4, 14, 15] .
Infinitely many ζ (2n + 1) are irrational
At present ζ (3) is the only zeta value in an odd argument known to be irrational. However, Ball and Rivoal [3] proved that infinitely many ζ (2n + 1) are irrational. Using the Mellin transform, their construction can be interpreted as the result of a Hermite-Padé approximation problem. To deduce this result from the approximation problem, we need Nesterenko's criterion for linear independence [10] Lemma 4.1. Let θ 1 , . . . , θ r be r real numbers. Suppose there exist r sequences of integers ( p k,n : n ∈ N), k = 1, 2, . . . , r , such that
2. There exists β > 1 such that for all 1 ≤ k ≤ r one has | p k,n | ≤ β n+o(n) .
Then the dimension of the space spanned by θ 1 , θ 2 , . . . , θ r over Q is at least (log β − log α 1 )/ (log β − log α 1 + log α 2 ).
We will use r measures on [0, 1] with densities
As in Section 3, their Stieltjes transforms
We are interested in r polynomials A n, j of degree n and a polynomial B n of degree n − 1 that solve the following Hermite-Padé approximation problem, which is a mixture of type I and type II.
In this problem, < r/2 and B * n (z) = z n−1 B n (1/z). Moreover, by comparing the number of coefficients to be determined with the number of conditions, we conclude that this problem will have a unique solution up to a constant factor. The condition (4.1) is typical for approximating zeta values. However, since we only want a combination of odd zeta values, we need some symmetry that cancels the even zeta values. This symmetry implies the extra condition at z = 0 in (4.2). The introduction of allows us to place an additional number of interpolation conditions at x = 1, which is done in (4.3).
Finding explicit expressions for the polynomials can be done more easily again, using the Mellin transform. If we define F n (z) = r j=1 A n, j (z) log j−1 z (4.4) then the orthogonality conditions following from (4.1) are equivalent with the condition that F n (s) has zeros at s = 0, 1, . . . , n. The symmetry imposed on the polynomials A n, j now results in symmetry on the zeros of F n (s), namely the orthogonality conditions following from (4.2) are equivalent with the condition that F n (s) has zeros at s = − n − n − 1, − n − n, . . . , −n − 2.
Looking at (4.4), we see that F n (x) consists of terms with x k log j (x) for 0 ≤ k ≤ n and 0 ≤ j ≤ r − 1, so the poles of F n (s) should be −n − 1, −n, . . . , −1, all with multiplicity r . Finally, Lemma 2.5 assures us that the degree of the numerator of F n (s) can be no higher than 2 n, hence we obtain and again everything is determined up to the constant factor C n .
Letting r tend to infinity, the dimension of the Q-vector space spanned by {ζ (3), ζ (5), . . .} also tends to infinity, giving the desired result. It is worth remarking that the authors also used these same approximations, but now with fixed r = 167 and = 10, to prove that there exists an odd integer j with 5 ≤ j ≤ 169 such that 1, ζ (3), ζ ( j) are Q-linearly independent. 5. One of the numbers ζ (5), ζ (7), ζ (9), . . . , ζ (21) is irrational This result was originally due to Rivoal, but was subsequently (and in two stages) improved by Zudilin [18] [19] [20] who proved that one of the numbers ζ (5), ζ (7), ζ (9), ζ (11) is irrational. The approach used in these papers can be put in the Hermite-Padé framework: we will present an approximation problem that gives as a solution exactly the construction used by Rivoal. In this section we will use a generalization of Lemma 3.1.
Lemma 5.1. Let x 1 , x 2 , . . . , x r be real numbers. Suppose there exist r + 1 integer sequences ( p n,k : n ∈ N), k = 0, 1, 2, . . . , r such that 1. r k=1 p n,k x k − p n,0 = 0 for all n ∈ N. 2. lim n→∞ r k=1 p n,k x k − p n,0 = 0. Then at least one of the numbers x 1 , x 2 , . . . , x r is irrational.
The proof is a simple extension of the proof of Lemma 3.1, or this lemma can be seen as a special case of Nesterenko's criterion (Lemma 4.1). The rational approximation problem will involve two-point (at 0 and ∞) mixed type I,II Hermite-Padé approximation to functions
with extra interpolation conditions at 1 and some symmetry. Indeed, we want to find polynomials A n,1 , A n,2 , . . . , A n,r of degree at most n and B n , C n , D n of degree at most n − 1, such that near infinity
and near 1
and we require the symmetry property A * n, j (x) = (−1) j+1 A n, j (x), (5.8) where A * n, j (x) = x n A n, j (1/x). The latter condition actually imposes a lot of conditions on the coefficients of A n, j . However, the condition (5.8) with the conditions (5.1)-(5.3) imply the conditions (5.4)- (5.6) .
Observe that
As Obtaining the Mellin transform F n (s) is done in the same way as in Section 4. Note that here the triple conditions at 0 and ∞ imply that not only F n has zeros at 0, 1, . . . , n − 1 and at −n − 2, −n − 3, . . . , −2n − 1, but also its first and second derivatives have the same zeros. This leads us to factors (−s) 3 n (s + n + 2) 3 n in the numerator of F n (s). The structure of F n (x) implies rfold poles at −1, −2, . . . , −n−1. Lemma 2.5 allows only one more linear factor in the numerator of F n (s), which, according to (5.8) , can only be (s + n/2 + 1) (up to a constant). So we obtain and once again everything is determined up to the constant factor C n .
q-Mellin transforms for multiple little q-Jacobi polynomials
We will now consider multiple little q-Jacobi polynomials, i.e., we consider weights on the exponential lattice {q k , k ∈ N}
The basis q is such that 0 < |q| < 1, and in the irrationality applications further restrictions on q will be imposed. We will focus on the case β = 0 so that w j (x) = x α j . Their q-Mellin transforms turn out to be rational functions. The q-Mellin transformf (s) of a measurable function f on the q-exponential lattice on (0, 1] is given bŷ
where the q-integration means
and this transform is defined for any s for which the series ∞ k=0 q k(s+1) | f (q k )| is convergent. Theorem 6.1. Let (A n,1 , . . . , A n,r ) be the type I multiple orthogonal polynomials for multiple little q-Jacobi weights with parameters (α 1 , . . . , α r ; β = 0). Then
where (a; q) n = (1 − a)(1 − aq) 1 − aq 2 · · · 1 − aq n−1 are the q-Pochhammer symbols and
where π n j −1 is some polynomial of degree n j − 1. This means that 1 0 r j=1 A n, j (x)x α j x s d q x = r j=1 π n j −1 (q s ; n, j) (q s+α j +1 ; q) n j = π | n|−1 (q s ) (q s+α 1 +1 ; q) n 1 (q s+α 2 +1 ; q) n 2 · · · (q s+α r +1 ; q) n r , where π | n|−1 is some polynomial of degree | n| − 1. The orthogonality conditions (1.1) show that this q-Mellin transform is zero for s = 0, 1, . . . , | n| − 2, which gives | n| − 1 zeros of the polynomial π | n|−1 , and hence π | n|−1 (s) = C(1 − q s )(1 − q s−1 )(1 − qs − 2) · · · (1 − q s−| n|+2 ) = (q s ; q −1 ) | n|−1 , with C a constant factor. The normalizing condition (1.2) shows that the q-Mellin transform at s = | n| − 1 is equal to 1, from which the value of the constant C I n,q can be determined.
Observe that the q-Mellin transform of the appropriate combination of type I little q-Jacobi polynomials is a rational function in q s for which
• The poles are all simple and form r arithmetic sequences s = {−α j − k : k = 1, 2, . . . , n j },
(1 ≤ j ≤ r ). Hence once the poles are known, one can determine the parameters α 1 , . . . , α r and the multi-index n = (n 1 , . . . , n r ).
• The zeros are at non-negative integers: s = 0, 1, 2, . . . , | n| − 2 and they give the appropriate orthogonality conditions.
The q-Mellin transform of the type II multiple little q-Jacobi polynomials is given by the following theorem Theorem 6.2. Let P n be the type II multiple orthogonal polynomial for the multiple little q-Jacobi weights with parameters (α 1 , . . . , α r ; β = 0). Then
, Rs > 0, (6.5)
(6.6)
where π | n| is some polynomial of degree | n|. The orthogonality conditions (1.4) show that this q-Mellin transform is zero for s = α j + k, k = 0, 1, . . . , n j − 1 and 1 ≤ j ≤ r , which gives | n| zeros for π | n| and hence π | n| (q s ) = C r j=1 (q s−α j ; q −1 ) n j . We have normalized P n to be a monic polynomial, which makes b | n| ( n) = 1, and since this is the residue at s = −| n| − 1, we can determine the constant factor C II n,q by
, which gives the constant in (6.6).
Observe that the q-Mellin transform of type II little q-Jacobi polynomials is also a rational function in q s :
• The poles are found for s a negative integer: s = −1, −2, . . . , −| n| − 1, from which we can determine the length | n| of the multi-index. • The zeros are simple and form r arithmetic sequences s = {α j + k : k = 0, . . . , n j − 1} for 1 ≤ j ≤ r . This allows us to determine the parameters α 1 , . . . , α r and the multi-index n = (n 1 , . . . , n r ). These zeros give the appropriate orthogonality conditions.
Multiple zeros or poles
If α i −α j ∈ Z then all the poles (for type I) and the zeros (for type II) of the q-Mellin transform of little q-Jacobi polynomials are simple. Multiple zeros or poles appear in the confluent case when α i − α j → 0. The weight functions x α i and x α j on [0, 1] then have to be replaced by x α i and log q (x)x α i in order to have enough independent orthogonality conditions. The following result holds Theorem 6.3. Let (A n,1 , . . . , A n,r ) be the type I multiple orthogonal polynomials for the weights x α , log q x x α , . . . ,
where α > −1. Then for n 1 ≥ n 2 ≥ · · · ≥ n r 1 0 r j=1 A n, j (x) log
then it is an easy proof by induction to show that M k (s) = π k (q s )
where π j−1 and π n j −1 are polynomials of degree j − 1 and n j − 1, respectively. Adding all such terms together gives
where π | n|−1 is a polynomial of degree | n| − 1. The orthogonality conditions then show that this q-Mellin transform is zero for s = 0, 1, . . . , | n| − 2, which gives | n| − 1 zeros for π | n|−1 . The normalization determines the constant factor.
The condition n 1 ≥ n 2 ≥ · · · ≥ n r is needed in order to make 1, x, . . . , x n 1 −1 , log q x, (log q x)x, . . . , (log q x)x n 2 −1 , . . . ,
a Chebyshev system on [0, 1], so that there are enough independent orthogonality conditions for the multiple orthogonal polynomials. Theorem 6.4. Let P n be the type II multiple orthogonal polynomial for the weights
The orthogonality conditions then show that π | n| has zeros at s = α, α + 1, . . . , α + n 1 − 1, the first n 2 of these zeros have at least multiplicity two, the first n 3 of these zeros have at least multiplicity three, etc. This gives all the zeros of π | n| with their appropriate multiplicity. The normalizing condition gives the correct value of the multiplicative factor.
Rodrigues formula
The advantage of working with the q-Mellin transform of multiple little q-Jacobi polynomials is that it is quite simple and contains the parameters and the multi-index in a very explicit way. One can derive several properties of multiple little q-Jacobi polynomials from this q-Mellin transforms by using properties of the q-Mellin transform. The q-Mellin convolution f * g of two functions f and g on [0, 1] is defined as
and it has the property that the q-Mellin transform of f * g is the product of the q-Mellin transformsf andĝ. Hence if we can recognize a q-Mellin transform as a product of two other q-Mellin transforms, then the original function is a q-Mellin convolution. Take for instance the q-Mellin transform in (6.3): this is clearly the product of r functions multiplied with an extra polynomial of degree r − 1:
Each factor can be recognized as the q-Mellin transform of a little q-Jacobi polynomial:
where P (q x; q) n x s d q x = (q; q) n (q s+1 ; q) n+1 , Rs > −1.
Proof. Repeated (n times) summation by parts on the expression (q x; q) n x s will lower the index of the q-Pochhammer symbol, and raise the power of x. The fact that
then immediately gives the statement in the lemma. Theorem 6.9. The type II multiple little q-Jacobi polynomials are given by the following Rodrigues formula
where the product of the r difference operators can be taken in any order.
Proof. Using Lemma 6.8, the q-Mellin transform in (6.5) can be written as
and hence by Lemma 6.7 we find that q s−α r ; q −1 n r f | n| (s) is the q-Mellin transform of
The product of the n r difference operators simplifies to
If we repeat this procedure, then the Rodrigues formula follows. The product of the difference operators can be taken in any order since the product of the polynomial factors in the q-Mellin transform is commutative.
Not only do we have this Rodrigues formula which gives an explicit expression for type II multiple little q-Jacobi polynomials, we can also express type I and II multiple little q-Jacobi polynomials as a convolution of the (simple) orthogonal little q-Jacobi polynomials. For these simple orthogonal polynomials we choose to normalize them so that they are monic: in this way they follow the normalization of type II multiple little q-Jacobi polynomials, hence we denote them by P (α) n . Theorem 6.10. The type I multiple little q-Jacobi polynomials are given by the following formula r j=1 A n, j (x)x α j = C I n,q
Proof. Theorem 6.1 gives us the q-Mellin transform of the left hand side; for the q-Mellin transform of the right hand side we write the (r − 1)-fold differentiation as the (r − 1)-fold application of a D * α -operator. This way we can use Lemma 6.7 and the fact that the q-Mellin transform of a q-Mellin convolution of functions is the product of the q-Mellin transform of these functions, and we obtain the desired result. Theorem 6.11. The type II multiple little q-Jacobi polynomials are given by the following formula P ( α)
n 1 (x) * P (α 2 +n 1 +1) n 2 (x)x n 1 +1 * · · · * P (α r +n 1 +n 2 +···+n r −1 +r −1) n r (x)x n 1 +n 2 +···+n r −1 +r −1 .
Proof. The proof is analogous to the proof of Theorem 6.10.
Is ζ q (3) irrational?
When one tries to give a q-analogue (with q = 1/ p, p > 1, p ∈ N) of the irrationality proof of ζ (3), as is done in [9] , the most logical approach would be to pose a mixed (type I, type II) Hermite-Padé approximation problem to the functions
So we now want to find polynomials A n , B n of degree n and polynomials C n , D n of degree n −1, such that A n (1) = 0, (7.1)
2)
Introducing F n (x) = A n (x) + B n (x) log q (x), this gives rise to the orthogonality conditions 1 0 F n (x)x k d q x = 0, k = 0, 1, . . . , n − 1,
The definition of F n (x) implies that the q-Mellin transform of F n (x) has (q s+1 ; q) 2 n+1 as a denominator; because of (7.3) its numerator should be a polynomial of degree 2n in q s , and the orthogonality conditions (7.4)-(7.5) give us double zeros for s = 0, 1, . . . , n − 1. Hence
where we can put the constant C n equal to 1, since multiplying a solution F n of the approximation problem with a factor, still gives a solution of the problem. Putting
one can show that (see [9] ) S n = ln(q)[a n ζ (3) − b n ]. a n and b n are rational numbers, and one can find a factorD n such that a nDn , b nDn are integers. Unfortunately, the sequence S nDn ln(q) , which is then a sequence of linear combinations of 1 and ζ q (3) with integer coefficients, does not tend to zero, so the expected irrationality of ζ q (3) cannot be proved using this approximation.
8. Q-linear independence of 1, ζ q (1), ζ q (2)
In [8] a type II Hermite-Padé approximation problem is considered that gives the linear independence over Q of the values 1, ζ q (1), ζ q (2). Here ζ q (s) is a q-extension of the zeta value ζ (s). It is defined as The problem is to find polynomials P n,m of degree ≤ n+m and Q n,m , R n,m of degree ≤ n+m−1 such that P n,m (z) f 1 (z) − Q n,m (z) = O 1 z n+1 , z → ∞ (8.1)
where m, n are integers and m ≤ n is needed for normality. The orthogonality conditions that follow from this approximation problem are given by with Π n+m a polynomial of degree n+m. The first set of conditions gives n zeros at 0, 1, . . . , n−1 of P n,m (s), the second set implies that the m zeros at 0, 1, . . . , m − 1 are double zeros. Hence P n,m (s) = C q s ; q −1 n q s ; q −1 m q s+1 ; q n+m+1 .
Comparing this to (6.7) we see that the polynomial P n,m is, up to a constant factor, the type II multiple little q-Jacobi polynomial with parameters α 1 = α 2 = β = 0.
Irrationality of certain Lambert series
A simple Padé approximation problem used in [5] proves the irrationality of a family of Lambert series: h ± (q 1 , q 2 ) = ∞ k=1 q k 1 1 ± q k 2 where q 2 = 1/ p 2 , p 2 ∈ N \ {1}, q 1 ∈ Q, 0 < q 1 < 1. The function which has to be approximated is
Evaluating this function at z = ±1 gives the desired constants. The approximation problem is to find a polynomial P n = n i=0 a i x i of degree n and a polynomial Q n of degree n − 1 such that
The orthogonality conditions that follow from this problem, are given by where Π n is a polynomial of degree n. This polynomial can be determined by using the orthogonality conditions: the q-Mellin transform needs to have zeros at s = 0, 1, . . . , n − 1, hence we conclude that .
The polynomial P n that results from this expression, turns out to be a little q-Jacobi polynomial: P n (z) = 2 φ 1 p n 2 , q 1 q n 2 q 1 q 2 ; q 2 z = n k=0 ( p n 2 ; q 2 ) k (q 1 q n 2 ; q 2 ) k (q 1 ; q 2 ) k (q 2 ; q 2 ) k q k 2 z k .
