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Abstrak—Google play store adalah tempat untuk 
mengunduh aplikasi-aplikasi berbasis android. Namun, 
tidak semua aplikasi bisa mempunyai ulasan dan rating 
yang bagus. Pada paper ini, kami menggunakan metode 
K-Means untuk melihat ciri-ciri dari aplikasi 
berdasarkan atribut yang ada. Dataset google play 
diambil dari website kaggle. Tujuan dari penelitian ini 
adalah untuk menganalisa hasil cluster dari K-Means. 
Hasil dari penelitian adalah adanya sebuah cluster yang 
memiliki ciri-ciri aplikasi yang ideal dengan rating, 
jumlah unduhan dan jumlah ulasan yang tinggi beserta 
ukuran dan harga aplikasi yang kecil. 
Kata Kunci—Clustering, K-Means, Google play, 
Euclidean Distance, Elbow Method.  
I. PENDAHULUAN 
Bagi para pengguna android, salah satu tempat 
untuk mengunduh ratusan ribu aplikasi android adalah 
Google play Store. Google play store adalah pasar 
platform android yang  penting untuk pendistribusian 
aplikasi mobile. Pada tahun 2011, total pengunduhan 
aplikasi android pada google play sudah mencapai 10 
Milliar unduhan[1]. Google play store memungkinkan 
pengguna untuk mengunduh dan menggunakan 
aplikasi-aplikasi pihak ketiga secara bebas.  
Pada google play, aplikasi-aplikasi android di bagi 
menjadi kategori-kategori yang unik. Aplikasi android 
ini ada yang berbayar dan gratis. Dengan adanya 
kategori – kategori tersebut, pengguna bisa dengan 
mudah mencari aplikasi yang dibutuhkannya. 
Ratusan ribu developer mengunggah konten ke 
google play[2]. Namun, tidak semua aplikasi yang di 
unggah bisa memiliki rating dan jumlah unduhan yang 
tinggi. Developers harus meperhitungkan faktor-faktor 
yang dapat mempengaruhi rating dan jumlah unduhan 
tersebut. 
Pada penelitian lain yang juga mengambil data pada 
google play, kami mengetahui bahwa penelitian 
tersebut memiliki tujuan yang berbeda dengan 
penelitian yang akan kami lakukan. Penelitian tersebut 
meneliti strategi freemium pada pemasaran aplikasi di 
google play yang menggunakan  60.236 data dari 1.597 
produk dan menggunakan metode penelitian empirical 
research dengan hasil berupa data penilaian dampak 
dari strategi freemium  pada penjualan aplikasi 
android[3]. 
Pada penelitian ini, aplikasi-aplikasi pada google 
play store dikelompokkan dengan metode K-Means. 
Metode K-Means digunakan untuk mengelompokkan 
data sesuai dengan kemiripannya. Kemiripan ini 
dihitung dengan jarak euclidean. Metode K-Means 
memiliki kelebihan yaitu, mudah diimplementasikan  
dan mampu mengelompokkan data yang besar dengan 
waktu komputasi yang cepat dan efisien. 
II. METODOLOGI 
A. Dataset 
Pada penelitian ini, dataset yang dipakai adalah 
kumpulan data tentang aplikasi pada google play store. 
Dataset ini diambil pada website kaggle[4]. Dataset ini 
memiliki 10 ribu aplikasi pada google play store dan 13 
kolom atribut. 13 atribut ini berisi rating, jumlah 
ulasan, jumlah unduhan, ukuran aplikasi, harga, tipe, 
konten rating, kategori, versi terbaru, versi android, 
genre, waktu pembaruan terakhir dan nama aplikasi. 
 
Gambar 1. Distribusi aplikasi gratis dan berbayar 
Pada dataset ini, jumlah aplikasi gratis lebih banyak 
daripada aplikasi berbayar. Jumlah aplikasi gratis ini 
mendominasi sebanyak 92,8 % seperti pada gambar 1. 
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Jumlah rating pada aplikasi gratis dan berbayar yang 
mendominasi ada pada angka 4,0 sampai 4,6 seperti 
pada gambar 2.  
Sebelum data dipakai, data sudah dirapikan dengan  
membuang missing values dengan menggunakan 
metode mean imputation. Setelah itu, dataset 
dinormalisasikan dengan metode MaxMinScaling.  
Atribut yang di ambil untuk model K-Means ada 
sebanyak 5 atribut dengan tipe numerikal. Kelima 
atribut ini memiliki nilai mean, maksimal, minimal dan 
nilai yang bervariasi, seperti pada gambar 3. 
 
Gambar 2. Distribusi rating berdasarkan tipe 
 
Gambar 3. Deskripsi atribut numerikal 
 
B. Clustering dengan K-Means 
Penentuan jumlah cluster dilakukan dengan 
perhitungan jarak data dengan centroid. Perhitungan ini 
dilakukan dengan menghitung jarak dari setiap nilai 
pada data dengan jarak centroid-nya. Apabila nilai data 
berdekatan dengan centroid, data tersebut akan 
dimasukkan ke cluster dengan nilai centroid tersebut. 
Metode yang digunakan adalah jarak euclidean, seperti 
pada persamaan  1[5]. 
∑ ∑ (𝑑(𝑋𝑖, 𝑀𝑗))2𝑘𝑗=1𝑛𝑖=1 ………..(1)   
Penentukan nilai K terbaik dilakukan dengan 
metode elbow. Metode elbow menggunakan SSE(Sum 
of Squared Error) dalam penentuan K seperti pada 
persamaan 2[6]. 
𝑆𝑆𝐸 = ∑ ∑ ‖𝑋𝑖 − 𝐶𝑘‖ଶଶ௫௜ ∈ ௌ௞௞ଵ ……….(2) 
 
C. Penentuan nilai K dengan Elbow Method 
Metode elbow menentukan nilai K berdasarkan 
nilai SSE. Nilai K diuji dari 1 sampai angka yang 
ditentukan ke model K-Means. Setelah itu, nilai SSE 
dari setiap K-Means dihitung. 
Penentuan nilai K bisa dilihat dari nilai SSE yang 
menurun drastis dan membentuk siku pada K 
tertentu[6], [7]. 
 
D. Algoritma K-Means 
Perhitungan K-Means di mulai dengan menentukan 
jumlah cluster yaitu K cluster. Selanjutnya, tentukan 
centroid secara acak sesuai dengan jumlah cluster. 
Setelah itu, masukkan setiap data ke centroid yang 
terdekat dengan jarak euclidean. Maka akan terbentuk 
cluster sesuai dengan jarak data dengan centroid. 
Cluster yang terbentuk akan dihitung kembali nilai 
centroid-nya. Setelah itu, data akan dimasukkan lagi  
ke cluster centroid yang terdekat. Ulangi langkah-
langkah di atas sampai nilai centroid tidak berubah lagi 
dan stabil[5], [6]. 
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Gambar 4. Flowchart K-Means 
 
III. HASIL 
Pada penelitian ini, pengelompokkan data 
dilakukan dengan metode K-Means. Selanjutnya, 
analisis cluster dilakukan dengan menggunakan 
Cluster Means[8]. 
Sebelum menjalankan model K-Means, nilai K 
yang terbaik ditentukan dulu dengan metode elbow. 
Metode ini bekerja dengan menguji setiap nilai K 
sampai terlihat garis siku. Pengujian K dilakukan dari 
1 sampai 10. Pada nilai K ke 3 terdapat garis siku, 
itulah nilai K yang  terbaik. Seperti pada gambar 5. 
 
Gambar 5. SSE setiap K  
Dengan penentuan nilai K adalah 3 maka akan ada 
3 cluster yang terbagi. Hasil cluster dalam bentuk 
scatter plot bisa dilihat pada gambar  6.  
 
Gambar 6. Hasil cluster K-Means. 
Pada gambar 7, ada salah satu cluster yang jumlah 
datanya lebih besar dari pada cluster yang lainnya. 
Untuk lebih memahami isi dari setiap cluster, kami 
melihat nilai rata-rata setiap atribut pada setiap cluster. 
Hasil nilai rata-rata setiap atribut bisa dilihat pada tabel 
1. 
 
Gambar 7. Jumlah cluster setiap data 
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Pada tabel 1, cluster 1 memiliki nilai rata-rata 
rating, jumlah ulasan, jumlah unduhan, harga dan 
ukuran yang terendah dari ketiga cluster. Hal ini bearti 
bahwa cluster 1 dikelompokkan berdasarkan nilai 
yang terkecil. 
TABEL 1. RATA-RATA SETIAP CLUSTER 
Atribut Cluster 1 Cluster 2 Cluster 3 
Rating (1-5) 3,3 4,37 4,24 
Jumlah Ulasan 13.459 266.741 461.882 
Jumlah 
Unduhan(Juta) 
1,2 10,6 11,3 
Harga ($) 0,29 0,32 0,36 
Ukuran (MB) 13,4 14,2 61,5 
 
 Pada cluster ketiga, semua atribut memilki nilai 
rata-rata yang terbesar kecuali pada atribut rating dan 
ukuran yang lebih rendah dari cluster kedua. Namun , 
nilainya tetap di atas  nilai rata-rata cluster pertama. Hal 
ini menunjukan bahwa nilai dari cluster ketiga 
dikelompokkan berdasarkan nilai yang terbesar. 
 Pada cluster kedua, rata-rata dari semua atribut 
berada di antara cluster 1 dan cluster 3. Namun, nilai 
rata-rata ratingnya memiliki nilai yang paling tinggi. 
Pada table 1, terdapat cluster kedua dengan ciri-ciri 
aplikasi yang tergolong ideal. Ciri-ciri ini adalah rating 
, jumlah unduhan, dan jumlah ulasan yang tinggi dan 
juga harga dan ukuran aplikasi yang kecil. 
 
IV. KESIMPULAN 
 Hasil penelitian kami menunjukan bahwa setiap 
cluster yang telah kami bagi terdapat perbedaan pada 
nilai rata-rata antar setiap cluster-nya.  
 Pada cluster pertama, pengelompokkan dilakukan 
berdasarkan aplikasi yang tidak bagus karena nilai 
rating, jumlah ulasan dan jumlah unduhan sangat 
rendah. 
 Pada cluster kedua,  terdapat ciri-ciri aplikasi yang 
ideal, yaitu nilai rating, jumlah reviews dan jumlah 
unduhan yang tinggi dan di ikuti dengan harga dan 
ukuran yang rendah. 
 Pada cluster ketiga, ada ciri-ciri aplikasi yang 
cukup bagus, yaitu nilai rating, jumlah ulasan dan 
jumlah unduhan yang tinggi. Namun, dengan jarak 
harga dan ukuran yang jauh lebih besar dari pada 
cluster lainnya, nilai rating pada cluster ketiga 
bukanlah nilai rata-rata yang tertinggi. 
 Dengan  hasil ini kami berharap penelitian kami 
dapat digunakan pada penelitian-penelitian lainnya. 
Pembagian data menjadi 3 buah cluster diharapkan 
mampu membantu untuk menemukan perbedaan dan 
ciri-ciri yang berbeda pada tiap atribut pada setiap 
cluster  yang ada. 
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