Winter weather events with temperatures near 0
Introduction
In winter, the passage of warm fronts in mid-latitude regions can lead to a typical vertical temperature structure composed of a warm air layer ( T > 0
• C ) overlaying a cold-air layer ( T < 0
• C ) near the surface. Such vertical temperature structure may produce freezing rain, ice pellets or their combination (Cortinas 2000; Cortinas Jr et al. 2004; Groisman et al. 2016) . Some regions are particularly prone to such precipitation types, such as near St. Johns, Newfoundland, as well as mountainous areas of northeastern North America. For example, the US Appalachian region (Rackley and Knox 2016) is often influenced by the phenomena of cold air damming that could lead to freezing precipitation. Furthermore, the St. Lawrence River Valley (SLRV) is also prone to freezing precipitation because of wind channeling effects (Carrera et al. 2009 ). Cortinas (2000) conducted a freezing rain climatology in the Great Lakes region in North America. He stated that storm track, the proximity of the Atlantic Ocean, the lakes and the topography create a large spatial and temporal variability of freezing rain in that region. Cortinas Jr et al. (2004) extended this study on the occurrence of freezing precipitation, freezing drizzle and ice pellets between 1976 and 1990 to the continental United State and Canada. They showed that the highest frequency of freezing rain and ice pellets occurs in St. Johns area as well as in the SLRV, as confirmed by the studies of Stuart and Isaac (1999) and Groisman et al. (2016) . The maximum reported in the SLRV is due to a combination of factors such as the relative location of the extratropical storm track, water source proximity and topographical features (Bernstein 2000; Roebber and Gyakum 2003; Cortinas Jr et al. 2004 ). Although topography is not considered a sufficient condition for freezing precipitation 1 3 formation, many studies have mentioned its importance on producing the favorable near-surface conditions (Stuart and Isaac 1999; Cortinas 2000; Cortinas Jr et al. 2004; Henson et al. 2011) . For example, the high frequency of freezing precipitation in the SLRV is related to wind channeling of cold air near the surface (Whiteman and Doran 1993; Roebber and Gyakum 2003) .
The measurement and simulation of freezing rain and ice pellets is challenging because they are often composed of both liquid and solid, and they mainly occur at temperatures near 0
• C . Two main approaches can be used to determine the precipitation types in atmospheric models. The first approach is diagnostic, which involves using the current state of the atmosphere by using variables such as the temperature and the relative humidity on different pressure levels (Reeves et al. 2014; Bourgouin 2000; Baldwin and Contorno 1993; Cantin and Bachand 1993; Czys et al. 1996; Ramer 1993) . The second approach uses microphysics equations to predict the mass mixing ratio and number concentration of the different types of precipitation (Milbrandt and Yau 2005a, b; Morrison and Grabowski 2008; Morrison and Milbrandt 2015) . Although this approach is more physically based, it is computationally expensive. It is thus more affordable to use diagnostic methods to conduct climate studies.
Few studies have been focusing on freezing rain in a context of climate change (Cheng et al. 2007 (Cheng et al. , 2011 Lambert and Hansen 2011; Klima and Morgan 2015) . Cheng et al. (2011) studied freezing rain occurrences over eastern Canada by statistically downscaling several general circulation models at the location of observing stations. They found a projected increase of freezing rain during the coldest months and a decrease during the transition seasons (fall and spring). Lambert and Hansen (2011) used a different approach. They post-processed the third-generation Canadian Coupled Climate Model to diagnose the future freezing rain occurrences. Their study suggested a poleward shift of the freezing precipitation, which is explained by the poleward shift of the 0
• C isotherm. Nevertheless, they also mentioned that their coarse spatial and temporal resolutions were probably not sufficient to highlight key factors producing freezing rain. Finally, Klima and Morgan (2015) performed an idealized experiment using vertical historical temperature profiles on which they applied several warming scenarios to explore how freezing rain may change under these conditions. They also found a poleward shift of the freezing rain as well as an increase in winter rather than in the transition seasons.
High-resolution climate simulations are required for an adequate representation of local topography and key processes leading to freezing and frozen precipitation formation (Lucas-Picher et al. 2016 ). These would be, however, very expensive to run with Global Circulation models (GCMs). The use of nested limited-area Regional Climate Models (RCMs) to dynamically downscale GCM simulations allows drastically reducing the computational cost while benefiting from the value added by an increased of resolution. At very high spatial resolution, the computational cost of RCM can be further reduced using multiple dynamical downscaling (e.g., Cholette et al. 2015; Matte et al. 2016) . The study of Cholette et al. (2015) has shown that the wind channeling in the St. Lawrence River Valley is fairly well represented with a grid spacing of ≤ 9 km . Matte et al. (2016) have shown that multiple nesting was not only technically feasible but also appropriate, to some extent, to conduct high-resolution climate modeling.
The main goal is to conduct high-resolution regional climate simulations to study the evolution of freezing rain, ice pellets and their mixture (hereinafter referred as mixed precipitation) associated with climate change. The study focuses over the Québec Province during past and projected future climate (2070-2099) under a Representative Concentration Pathway (RCP) 8.5 future scenario (Meinshausen et al. 2011) . The RCP 8.5 was chosen to address the changes in mixed precipitation in warmest conditions. This paper is organized as follows. The experimental design, a description of the regional climate model, its configurations and a brief description of the algorithms used to diagnose the precipitation types are presented in the next Section. The past simulated climate is discussed in Sect. 3 and the future simulated climate and its associated climate change is discussed in Sect. 4. Finally, the main results are summarized and discussed in Sect. 5.
Experimental design

CRCM5 configuration
The simulations have been performed with the fifth-generation Canadian Regional Climate model (CRCM5; see Hernández-Díaz et al. 2013 for a detailed description). The physical parameterization of the CRCM5 is mostly based on the 33-km meso-global Global Environmental Model (GEM, Bélair et al. 2005 Bélair et al. , 2009 ) employed for numerical weather prediction by the Canadian Meteorological Centre: Kain-Fritsch deep convection parameterization (Kain and Fritsch 1990 ), Kuo-transient shallow convection (Kuo 1965; Bélair et al. 2005 ), Sundqvist resolved-scale condensation (Sundqvist et al. 1989) , correlated-K terrestrial and solar radiation schemes (Li and Barker 2005) , subgrid-scale orographic effects following the mountain gravity-wave drag of McFarlane (1987) and low-level orographic blocking scheme of Zadra et al. (2003) for the turbulent kinetic energy closure planetary boundary layer and vertical diffusion (Benoit et al. 1989; Delage and Girard 1992; Delage 1997) . On the other hand CRCM5 uses the most recent version of the Canadian Land Surface Scheme (CLASS 3.5; Verseghy 2000 Verseghy , 2008 that allows a detailed representation of vegetation, landsurface types, organic soil and a flexible number of ground layers, and lakes are represented by the 1-D FLake model (Martynov et al. 2012 ).
Hindcast simulation setup
The domain for the hindcast simulation is shown by the green square in Fig.1a . The grid mesh is 0.11
• and the domain contains 160 × 160 grid points (including the Davies sponge zone). The integration is performed with a time step of 300 s and 56 terrain-following levels in the vertical. The hindcast simulation (noted CRCM5/ERA) was driven by ERA40 reanalysis data from 1975 to 1978 and continued with ERA-Interim reanalysis data (ERA-I) for the period 1979-2009, on a 0.75
• grid, at a 6-h interval. The study starts in 1980 to ensure enough time for spin up. The jump of resolution between the lateral boundary conditions and the RCM mesh is about seven; as suggested by the study of Matte et al. (2017) , a lateral spin-up region should be taken into consideration to make sure that the fine-scale features can fully develop (Fig. 1, green region) . The analysis region centered on Montréal, Québec, Canada, encompasses 80 × 90 grid points (Fig. 1a, b ).
Historical and projected climate simulations setup
The Max-Planck Institute for Meteorology Earth System model (MPI-ESM-LR) with a linear transform grid of a 2.8
• , is used as boundary conditions to drive the CRCM5. For computational cost considerations (Matte et al. 2016) , the GCM-driven simulations have been realized using a two-step dynamical downscaling approach. In the first step a 0.45
• grid mesh CRCM5 simulation is driven by MPI-ESM-LR, resulting in a jump of resolution of about six, over a domain covering a 110 × 110 grid-point area (blue square in Fig. 1a ) with a time step of 20 min; this simulation is denoted as RCM45. In the second step, the RCM45 data is used to provide the lateral boundary conditions at hourly intervals to the CRCM5 on a 0.11
• mesh, resulting in a jump of resolution of about 4, covering a 130 × 130 grid-point domain (black square in Fig. 1a) , with a time step of 300 s; this simulation is denoted CRCM5/MPI. The analysis domain is the same as that for the hindcast simulation; the CRCM5 domains for the two steps have been chosen to follow the optimal configuration suggested by the study of Matte et al. (2017) , and the lateral spin-up regions are shown by the colored bands in 
Diagnostic of precipitation types
Five precipitation-type algorithms have been used to provide a range of estimates in the distribution of mixed precipitation at the surface. The study focuses on mixed precipitation, rather than freezing rain and ice pellets separately, to overcome issues about their distinction in both the algorithms and the observations (Reeves et al. 2014 ). Most calculations have been computed on model levels, except for the partial thickness method of Cantin and Bachand (1993) . Short descriptions of the five algorithms are provided below.
The Bourgouin (2000) algorithm is based on calculating, in an aerological diagram, the positive and negative area (in J kg
−1
). By comparing those two areas and using defined thresholds, precipitation types can be diagnosed as snow, ice pellets, freezing rain and rain. The thresholds have been defined by Bourgouin (2000) using a database of collocated surface precipitation observations and upper air sounding for two cold seasons (1989-1990 and 1990-1991) over North America. Mixed precipitation is defined when freezing rain or/and ice pellet are diagnosed. This scheme is already implemented in GEM for weather forecast, and it has been tested in CRCM5 on past climatology over the province of Québec and demonstrated good comparison with observations (Bresson et al. 2017) .
The Czys approach (Czys et al. 1996 ) is a physically based algorithm using a non-dimensional parameter to distinguish freezing rain and ice pellets. The residence time of a 400-m frozen hydrometeor falling in a warm layer is compared to its melting time. The onset melting temperature derives from the theory of Drake and Mason (1966) , which is based on the rate of energy supplied by the environment to the particle and the rate of energy required to melt the frozen particle. The mixed precipitation is defined when freezing rain or ice pellets occurs.
The Ramer (1993) scheme is based on a calculation of the ice fraction using basic parameters such as the temperature, wet-bulb temperature and relative humidity. It differentiates among snow, ice pellets, mix of snow and rain, mix of freezing rain and ice pellets, snow, freezing rain and rain. The mixed precipitation with this method is defined when ice pellet, mix of freezing rain and ice pellets or freezing rain occurs.
The partial thickness method developed by Cantin and Bachand (1993) scheme (CB) compares the thickness of the 1000-850 hPa and the 850-700 hPa layers. Mixed precipitation is diagnosed when the precipitation falls within a 850-700 hPa layer with a thickness greater than 154 dam, followed by a 1000-850 hPa layer with a thickness less than 131 dam. An additional criterion, requiring that the 2-meter temperature be below freezing temperature has been added. This 2-m temperature criterion is a necessary but not sufficient condition for mixed precipitation.
The method of Baldwin and Contorno (1993) diagnoses the precipitation level and then calculates diagnosed ice crystals if the temperature is below 269 K. Those ice crystals, then, evolve through different phases changes according to the wet-bulb temperature and the near-surface temperature. In this study, we have followed the modifications suggested by Cortinas et al. (2002) , which use a similar decision tree but have modified the thresholds. Mixed precipitation with this method includes both ice pellets and freezing rain.
Available observations
To evaluate the precipitation type diagnostic, observation data from the Environment and Climate Change Canada surface stations (MANOBS for Manual Observations) were used. The database provides hourly occurrences of the precipitation types. The observations were carefully qualitycontrolled. Only the stations with hourly observations were used. Also, the stations associated with missing data for more than a month over the study period were rejected, as well as other data that were not validated by the National Climate Archive. The stations retained in this study are shown in Fig. 1b. 
Methodology
As suggested by Lambert and Hansen (2011) , a minimal threshold of 1 mm/day is applied to consider a precipitation event. An event is defined when mixed precipitation was diagnosed at the surface, as defined for each of the 5 algorithms in Sect. 2.4. If less than 6 h without precipitation occurred between two mixed precipitation episodes, they are counted as a single event. For observations, mixed precipitation is defined when freezing rain or/and ice pellets were reported. The closest grid point associated with a similar topographic height is used to compare model results with a specific station. Appendix 1 is discussing the sensitivity of the chosen grid point. The next section evaluates the CRCM5 skills by comparing the observations with the CRCM5/ERA simulation. To evaluate the boundary forcing errors, Appendix 1 is showing the differences between CRCM5/MPI and CRCM5/ERA for the 1980-2009 period.
Past climatology of mixed precipitation
Occurrence of mixed precipitation
The mean annual number of hours of mixed precipitation at the stations (disks) and using the 5 algorithms in the CRCM5/ERA simulation are shown in Fig. 2 . All algorithms captured the main mixed-precipitation occurrence pattern, such as the maximum values over the Appalachian Mountains, the Charlevoix Mountains, the Laurentian Mountains, the Saguenay River, as well as a relative maximum near the SLRV area. Relatively higher number of hours of mixed precipitation is found at higher elevations where the surface temperature is often below 0
• C during winter. The average of all five algorithms is shown in panel 2f. Unfortunately, it is difficult to confirm the numerical results as few observations are available in the area. Panel 2g displays the annual standard deviation calculated around the average value, showing a wider range of occurrences in complex terrain, confirming that the occurrence of mixed precipitation is sensitive to the topography. Figure 3 shows the mean annual hourly occurrence of mixed precipitation at 4 observation stations. To give an insight of the sensitivity of the selected grid point, the standard deviation of the nine nearest grid points of the MANOBS station is also indicated by the black lines for each algorithm. There are some differences and similarities among the results of the 5 algorithms. Although that the Bourgouin, the Czys, the Ramer and the Baldwin algorithms reproduce modestly well the observations at Mirabel (YMX), Montréal (YUL) and Québec City (YQB), substantial differences can be noted between the algorithms. The Czys algorithm produced an underestimation of mixed precipitation over the SLRV (see also Fig. 2b ), which could be due to the temperature at which the melting of the 400-m frozen hydrometeor starts. The CB algorithm also underestimates mixed precipitation occurrences for all four stations (Fig. 3) . Since that CB compares two fairly large atmospheric layers, when the melting occurs within the 1000-850 hPa layer, this scheme did not capture it, and hence no mixed precipitation was diagnosed (not shown). This explains partly the underestimation of mixed precipitation for the CB show in Fig. 2c . Although that the Ramer and the Baldwin algorithms reproduced well the number of hours of mixed precipitation for YUL and YMX, they overestimated it at YQB and YBG. Some areas are also associated with higher values. This is because the temperature threshold at the top of the precipitation layer diagnosed in Ramer ( T w = − 6.6
• C ) and Baldwin ( T = − 4
• C ) are colder than the other algorithms, allowing more supercooled liquid precipitation to form.
The frequency distribution of events duration at Dorval, Québec (YUL) is shown in Fig. 4 . The distribution for events with duration between 1 and 10 h shown in Fig. 4a . In general, the observation and most of the algorithms reveal that the shortest duration events are the most frequent and the number of events decreases monotonically as their duration increases. The Ramer and the Czys algorithms overestimated the occurrence of 1-h events by around 12 and 20 events, respectively. But the large standard deviation of the nearest grid point suggests a sensibility in the chosen grid point for such short duration. The CB scheme, however, produced a flat distribution for the shortest duration events, and it underestimated the events that last less than 6 h. For example, for the events lasting from 1 to 5 h, the occurrences are underestimated by 78, 68, 54, 58 and 63% , respectively. This underestimation correlates with the mean annual number of hours diagnosed by that method (Fig. 2c and the blue color of Fig. 3) .
The number of events with a duration from 11 to 30 h and from 31 to 60 h are shown in Fig. 4b , c, respectively. Those long-duration events are less frequent. For example, less than five events for duration between 11 and 30 h, and 1 event of duration between 31 and 60 h, although they vary among algorithms. This is due to the difficulty of the model to diagnose the duration of the events. For example, the observation may report an 11-h duration event when the model did not capture it because of no precipitation or/ and no production of a melting/refreezing layer. Observational errors are also possible. Furthermore, the algorithms can diagnose different duration events. That being said, all algorithms diagnosed long-duration event meaning that the model correctly reproduced the long-duration atmospheric conditions associated with those events, which are discussed in the next subsection. In summary, similar statements can be made for the other stations. It is worth mentioning that the large standard deviation of the nine nearest grid point shows that the distribution is quite sensitive to the chosen grid point.
Atmospheric conditions associated with longand short-duration events
To study the atmospheric conditions in which mixed precipitation events occur, short-( < 6h ) and long-( ≥ 6 h ) duration events have been analyzed separately. Long-duration events are important because of the potential for severe conditions resulting from large accumulations despite the fact that freezing rain events are usually associated with light precipitation (Ressler et al. 2012 ).
The synoptic scale pattern of the mean sea level pressure (MSLP) has been compiled for both short-and longduration events (Fig. 5a-d) . Figure 5a , b show composites of the ERA-Interim MSLP at the nearest time associated with the beginning of events observed at YUL. The composite MSLP patterns are similar for short-and long-duration events, with a low pressure centered over Lake Huron and a ridge of high pressure over the Gaspé Peninsula. The pressure gradient over the SLRV, however, is much higher during the long-duration events. Figure 5c , d show composites of the monthly 2-m temperature anomalies, 2-m 0
• C isotherm, MSLP and 10-meter winds simulated by CRCM5 at the beginning of the mixed precipitation events diagnosed at YUL with the Bourgouin method. For both types of event, there is an area of cold air extending from the northeast to the southwest, as well as a gradient of MSLP in the SLRV. This pattern is much stronger for the long-duration events. These suggest warm air advection aloft (Cortinas Jr et al. 2004) . Figure 5e , f show maps of the frequency ( % ) of occurrence of mixed precipitation over the domain of interest at the beginning of events diagnosed at YUL. The patterns indicate a localized nature of the phenomenon, with the region of high frequency extending to more than 50-100 km farther from YUL for both types of event. For the longduration events, however, an elongated north-west to southeast region of modest frequency is clear and could be associated with warm frontal passages (Cortinas 2000) . Warm air advection is confirmed by the wind veering during both types of events (Fig. 5g, h ), although much stronger for the long-duration events. Finally, a northeasterly 10-m wind (Fig. 5i, j) is dominant at the beginning of the long-duration events, which supports the surface-based cold layer needed to produce mixed precipitation. No predominant wind direction is noted at the beginning of the short-duration events.
In summary, the MSLP and temperature anomaly patterns are similar for both types of event with a stronger signal associated with the long-duration ones. Northeasterly winds are predominant and stronger for the long-duration events. These provide favorable conditions to maintain the cold layer near the surface that is necessary for freezing rain. Figure 6 shows the monthly number of hours and number of short-and long-duration events at four locations (YUL, YMX, YQB and YBG) indicated on Fig. 1b . There is a maximum in both December and March. Although that fewer long-duration events occurred, they are responsible for a large proportion of annual mixed precipitation. 
Seasonal variation
Projected climate change of mixed precipitation
In this section, the climate changes (i.e. future -past) of mixed precipitation projected by CRCM5/MPI was analyzed. An additional analysis (Appendix 1) shown that the historical simulation reproduced well the overall results from the hindcast simulation. Only differences with statistical significance greater of 95% (using a Wilcoxon rank-sum test) are shown. The mean of the 5 algorithms for the past, future and climate change for the mean annual number of hours and the number of occurrences of short-duration events are given in Fig. 7 . The pattern of the future number of hours (Fig. 7c) is comparable to the past (Fig. 7a) , but the number is reduced to the south and slightly increased to the north. Such a south to north migration of the number of annual hours of mixed precipitation follows the migration of the 0
• C isotherm (not shown). The climate change (Fig. 7e) indicates a small decrease of mixed precipitation in the SLRV near YUL, YMS and YQB. Figure 7f shows that the change in number of events follows a similar pattern as the change in the number of hours. In the SLRV the change correlated with the topography (not shown) while correlated less over the remaining of the domain.
For the long-duration events, Fig. 8 suggests a projected reduction of the mean number of hours and the number of events, but no clear northward migration of mixed precipitation in the future.
The climate-change projected number of hours and the number of short-and long-duration events per month at YUL, YMX, YQB and YBG are shown in Fig. 9 . The changes of the number of hours (Fig. 9a-g ) are different for short-and long-duration events. Small changes are suggested for short-duration events (generally less than 4 h) in the future, whereas the long-duration events are projected to decrease by down to 12 h. The maximum difference would occur between December and April depending on the location and the precipitation-typing algorithm. The average of all precipitation-typing algorithms suggest that the maximum decrease in occurrences occurs during the month of maximum occurrences identified in the historical simulation (not shown).
The projected changes in the number of long-duration events (Fig. 9b-h ) are small at most locations, with the largest decrease occurring in January at YUL and YMX. The number of short-duration events will generally increase in December but decrease in fall (October, November), as well as at the end of the winter and early spring (February, March and April) at all locations except at YUL where all algorithms project a decrease. The general changes for shortduration events are probably due to the warmer temperatures that produced more favorable conditions for freezing rain during the winter, but less favourable conditions during the transition seasons.
Conclusions
This study focused on the occurrences of mixed precipitation (i.e. freezing rain and/or ice pellets) and its changes in the future over southern Québec. The fifth-generation Canadian Regional Climate Model has been used to downscale the Era-Interim reanalysis for hindcast and a simulation of the Max-Planck Institute (MPI) for Meteorology Earth System Model for the historical 1980-2009 and future 2070-2099 periods. Mixed precipitation has been diagnosed by postprocessing the CRCM5 simulation using five algorithms. Short ( < 6 h ) and long ( ≥ 6 h ) duration events have been analyzed separately to characterize their associated atmospheric conditions. For comparison with the observations, the closest grid point associated with a similar topographic height has been used when the occurrence of precipitation is compared at specific stations. But there is a great variability amongst the nearest grid points, which is discussed in Appendix 2.
The climatology of the hindcast simulation has been studied using five diagnostic algorithms and the results were found to agree reasonably well with the observations. The algorithms captured the main pattern of mixed-precipitation occurrences, with some differences in the annual number of hours. The Bourgouin, the Czys, the Ramer and the Baldwin algorithms captured the relative maximum in the SLRV whereas partial thickness method of CB did not capture it. This is probably because this method compares the mean temperature of a layer, which cannot capture the shallow sub-freezing layer adequately near the surface during the short-duration events ( < 6 h).
The combination of the surface pressure gradient and the temperature advection suggested that mixed precipitation generally occurs during a passage of a warm front.
The high occurrence of northeasterly wind in the SLRV suggested that the long-duration events are maintained by the low-level cold air advection as discussed by Roebber and Gyakum (2003) . It has also been shown that there are two maxima of occurrences, a main one in December and a second one in March, for both types of events. Although that the long-duration events are rare, they are responsible for the largest number of hours of mixed precipitation.
Finally, the projected changes indicated a poleward migration of the mixed precipitation occurrences, and a general reduction of long-duration events, both in their number of hours and in their number of occurrences. Despite the benefits of using high-resolution climate simulations to realize a climate-change study of mixed precipitation, there remain numerous sources of modeling errors, such as the use of empirical diagnostic algorithms to discriminate precipitation types, the parameterization of subgrid-scale physical effects, internal structure of the model, imperfections in boundary conditions that drive the regional model, and the nesting technique. The low spatial density of observational datasets and the limited information about the precipitation types and intensity makes difficult the objective evaluation of simulated results. If diagnostic precipitationtype algorithms were to continue being used, they should at least be adjusted to optimize their performance for the region where they are applied. For example, drier climate conditions may need a different algorithm compared to a maritime moist climate. Eventually the diagnostic approach should be replaced by a physically based representation using detailed cloud and precipitation microphysical algorithm when computing resources allow it. An actionable assessment of projected changes of mixed precipitation would require using an ensemble of models and simulations to estimate the associated uncertainty.
This study takes place in an international endeavor to better understand climate using high-resolution climate simulations. To our knowledge, no study has investigated future mixed precipitation occurrence using such high spatial resolution. Although that our study brings a more detailed spatial and temporal description of this type of precipitation, further effort is needed to improve physically based representation of such precipitation types into climate models. bias south of the domain, which is more pronounced for the long-duration events mainly from December to February (not shown). Figure 11 shows the corresponding results for the number of events. The short-duration events show a positive bias in the south of the domain, with a maximum bias of 3 events per year. This positive bias in the number of events does not, however, have a strong impact on the number of hours, as noted in Fig. 10 . On the other hand it is worth noting that the maximum occurrence of mixed precipitation happens in January in the historical simulation rather than in December as in the hindcast simulation (not shown). This shift in the maximum results from a warm bias of low atmospherics layers in the historical simulation driven by the MPI-ESM-LR.
Overall, the historical simulation is reproducing fairly the mixed precipitation climatology, which increases the confidant with the climate projection. 
