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Abstract 
Demkowicz, L., J.T. Oden, M. Ainsworth and P. Geng, Solution of elastic scattering problems in linear acoustics 
using h-p boundary element methods, Journal of Computational and Applied Mathematics 36 (1991) 29-63. 
A simplified model problem reduced from the general class of elastic scattering problems is analyzed. Both 
classical Helmholtz and hypersingular formulations are discussed and a general h-p boundary element method 
based on the Burton-Miller combination of both approaches is formulated. A simple I,*-residual a posteriori 
error estimate is discussed as a basis of adaptive h- or p-refinements. 
Keywords: Acoustics, scattering, boundary element methods, error estimates, adaptive methods. 
1. Introduction. Elastic scattering problems, a simplified model problem 
The problems of scattering by an elastic structure submerged in a fluid, acoustical medium 
have long been subjects of both fundamental-theoretical and practical investigations (see, e.g., 
[11,12]). Recently, in [7], a new practical approach has been proposed, coupling finite elements to 
resolve the elastic structure with the classical Helmholtz boundary integral formulation for the 
acoustical fluid. In this paper we report some initial investigations pursuing essentially the same 
idea, directed (eventually) at a development of fully automatic, self-adaptive, h-p adaptive 
strategies to resolve the problem. 
The idea of applying adaptive finite (boundary) element methods, including h-p methods 
delivering exponential rates of convergence, to boundary integral equations is not new and has 
been intensively studied recently (see, e.g., [3,20-23,28,29,32]). However, for both rigid and 
elastic scattering problems for a full range of wave numbers, several complications add to the 
complexity of this particular problem. 
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Fluid 
Fig. 1. Formulation of the fluid-structure interaction problem. 
The first is that of forbidden frequencies. For some wave numbers, the classical Helmholtz 
formulation breaks down (becomes singular) and has to be modified. Several solutions to the 
problem have been proposed, including the use of modified Green’s functions (see, e.g., [8,24,30]) 
or the Burton-Miller approach [4], which we follow in this paper. For these classes of problems, 
special difficulties exist in deriving a posteriori error estimates and in developing adaptive 
strategies to cope with the multiple boundary integral formulations of the same problem. This 
issue is also addressed in this work. 
The plan of the presentation is as follows: we conclude this introduction with a formulation of 
a simplified model problem which is to be the subject of this paper. In Section 2, the classical 
Helmholtz and hypersingular formulations are discussed and, in Section 3, the numerical 
solution of these equations is addressed. Section 4 presents some simple experiments. The issue 
of error estimation and adaptive h- and p-refinement is taken up in Section 5 and some 
elementary analyses of the a posteriori error estimation scheme are given in Section 6. We 
conclude with some illustrative numerical experiments in Section 7. 
Formulation of the problem 
Restricting ourselves, for simplicity, to two-dimensional simulations, we formulate the prob- 
lem as follows (see Fig. 1). Given a closed curve r, we consider the interior domain 9’ and the 
exterior domain 1(2’ and wish to determine: 
l the displacement field u(x, t) of an elastic structure occupying the interior domain, i.e., 
x E LY u r; 
l the total velocity V( X, t) and pressure p( x, t) of an acoustical medium occupying the exterior 
domain, i.e., x E tie U r, where 
0 = Jnc + u”, p =pi”C +p”, O-1) 
with &“’ and pinC (given) the incident velocity and pressure fields defined on the whole plane Iw* 
and u” and ps the unknown scattered velocity and pressure fields defined in the exterior domain, 
respectively. 
Equations to be satisfied include: 
l equations of motion for the linear, elastic body, 
P?k,tt - (Eklrs~rs),l= 0 in Gi, (1.2) 
where p, is the density of the solid, Eklrs denotes the elasticities satisfying the customary 
ellipticity and symmetry assumptions, and 
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denotes the strain tensor. As usual, the commas indicate the differentiation with respect to time 
(.),, or space (e)., variables; 
. equations of linear acoustics, 
P., + PrC2V,,, = 0 
v~,t + kP,j = O I in LY, (1.4) 
where pf is the density of the fluid and c denotes the sound speed; 
l compatibility conditions on the boundary T, 
u =-v n,t n 
%(4 = -P on r, (1.5) 
U,(U) = 0 
where 
i 
u, = Uknk, v, = vkn; (1.6) 
denote the normal displacement and velocity, respectively, (n’ and ne stand for the outward 
normal unit vectors for the interior and exterior domains, respectively, see Fig. l), and a,(u) and 
u,(u) stand for the normal and tangential components of the stress vector corresponding to the 
displacement U, 
0.7) 
with T = ( rk) the tangential unit vector (compare Fig. 1) 
7, = -n;, i r2= n,; 
l conditions at “ infinity”, 
us, ps=o 
in the sense of the Sommerfeld radiation condition. 
Elimination of the acoustic velocity vector leads to the wave equation replacing the equations 
of acoustics 
P ,fl - c2P,jj = OY 
and the first of the compatibility conditions replaced by 
U 
lap 
n.rt = P, an, ’ 
(1 .lO) 
(1.11) 
Finally, assuming the harmonic time variation, 
pinC(x, t) = eiwtpinc( X), ps(x, t) = eiw’p”(x), u(x, t) = e’“‘u(x), (1.12) 
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we obtain the following boundary value problem: 
Find u = U(X), p =p(x) such that ’ 
psw2u, + ( Ektrs44),I = 0 in Q, 
k2p+pTjj=0 in s2”, 
aP 
p+J2u, = - x > 
e 
e,(u) = -P 
I 
on r, 
u,(u) = 0 
plus the Sommerfeld condition at cc.) 
(1.13) 
Here u(x) and p(x) are the spatial variations of the displacement vector and pressure in (1.12), 
respectively, and k = w/c is the wave number. 
In this paper we focus our attention on a further simplified problem, replacing the linear 
elasticity model with a “spring-like” relation 
u,(u) = -Eu,. (1.14) 
This leads simply to the Helmholtz equation for the pressure, 
-Ap - k2p = 0 in a’, (1.15) 
accompanied by the Cauchy boundary condition 
aP 
z + 6p = 0 on r, 
e 
and the Sommerfeld condition at infinity. Here A stands for the Laplace operator and 
w2 
E=pf---. 
E 
(1.16) 
(1.17) 
In the case of rigid scattering, 6 = 0 and the problem reduces to the exterior Neumann problem 
for the Helmholtz equation. 
2. Boundary integral (BI) formulations 
In this section we show how the problem (1.15), (1.16) may be formulated as an integral 
equation. The integral equation formulation is not unique and alternative schemes offer various 
advantages and disadvantages both theoretically and numerically. We shall derive both the 
classical boundary Helmholtz and the hypersingular integral equations. The derivations are 
standard (see, e.g., [14,17]) but we shall repeat the arguments since it will serve to introduce the 
various types of integrals and notations used, in addition to keeping the current work self-con- 
tained. 
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Helmholtz integral equation 
We begin by recalling that the 2-D fundamental solution of the Helmholtz equation (1.15) is: 
@(x,y)=iiH$‘(kr), r#O, (2.1) 
where k is the wavenumber, i2 = - 1 and Y = 11 x - y 11. The function HA”(z) is the zeroth-order 
Hankel function of the first kind. We may decompose @(x, y) as 
@b, Y) = &J&r) log ; + $(kr), 
where + E C”(W) and J, is the Bessel function of the first kind: 
(2.2) 
(2.3) 
Together, (2.2) and (2.3) show that the singular behavior of @(x, y) as Y + 0 is the same as the 
fundamental solution of Laplace’s equation: 
where !I$ is a regular contribution. 
Let u = u( y) denote a classical solution of the model problem (1.15), (1.16) along with the 
Sommerfeld radiation condition at infinity. The typical assumption regarding the regularity of u 
is 2.4 E C2( a) n C1,a( ;2), where C’v*(@ is the space of functions whose first derivatives are 
Holder continuous with exponent a E (0, 1). 
Firstly, let x E 52” be such that the ball 
B,(x)= { yER2: (Ix-yll a} (2.5) 
is completely contained in s2” for some sufficiently small 6 > 0 (see Fig. 2). The surface of this 
ball is denoted by S,(X): 
s,(x) = { yER? (Ix-yll =e}. (2.6) 
Fig. 2. Derivation of the boundary integral equations. Fig. 3. Definition of /l(y). 
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Applying Green’s second theorem to the functions u(a) and @(x, . ) in the domain SZe\B,( x) 
gives 
(2.7) 
where n,( y) denotes the unit outward normal vector for the domain LP\B~(x). Notice in 
particular that n,( y) is directed towards the center of the domain B,(x). In deriving (2.7) we 
have omitted the integral over the surface at infinity since it vanishes due to the Sommerfeld 
conditions. The volume integral in (2.7) vanishes since both u( .) and @(x, .) satisfy the 
Helmholtz equation in the domain P\BJ x). 
From (2.4) we have for y E S<(x), 
(2.8) 
since n,( y) points in the opposite direction of r. Therefore, 
where we have applied the mean value theorem to the first term, whilst for the second term we 
used Q0 E C’(lR *) and the uniform boundedness of u. Furthermore, since u E C’( L?), 
+O as 6+0. 
Combining (2.7)-(2.10) yields the result that for x E Sz”, 
(2.10) 
44=~(4u)&w &( Y)@(x, Y)) ds( _v>, (2.11) 
where n( y) = -n,( y) is the unit outward normal vector for the interior domain @. 
The Helmholtz boundary equation can be derived now in two different ways. In the first 
approach we converge with the point x to the boundary r and use the continuity (or 
discontinuity) properties of the single and double layer potentials present in (2.11) (e.g., [17, 
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p.681). In an alternative approach we simply place the point x on r right from the very 
beginning and reproduce the same arguments as in the derivation of (2.11). 
Our starting point is the analogue of (2.7): 
/oe,B [ 4 Y)A,,@(x, Y> - A#( Y)‘% Y)] dy 
< 
(2.12) 
Here, with a slight abuse of notation, we denote r\( r n B,) by I’\ B,. Assuming additionally 
that the boundary r is Cl-continuous, we get for the first part of the second boundary integral 
(2.13) 
as E -+ 0, since for the Cl-boundary 
8,-e, +. (2.14) 
The second part, as before, converges to 0. 
Passing to the limit with e + 0 in the first boundary integral in (2.12), we interpret it in the 
Cauchy principal value (CPV) sense, i.e., 
However, 
Indeed, 
(2.15) 
a closer look at both terms in the integrand reveals that they are (Lebesgue) integrable! 
a,a;4v, (X> Y) = - 
e 
&(x9 Y) = - F(X> Y)&-+X> Y) 
= -$x, y)‘-n~y) = -F(x, y)cos/qy) 
= 27rr i 
-L 1 - @i(r)) cos /3(y), (2.16) 
where p( y) is the angle between the relative position vector r = y - x and the normal n( y) (see 
Fig. 3). As for Cl-boundaries both the distance r and cos /?( y) converge to zero at the same rate, 
the normal derivative (2.16) is not only Lebesgue integrable but continuous at x as well (and 
therefore bounded on r). 
The second contribution in (2.15) is only weakly singular, i.e., the integrand is Lebesgue 
integrable and consequently there is no need for the CPV integral as 
~~j--Bi.l ds(y) =/[-I ddy). < r (2.17) 
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Thus, we have arrived at the classical Helmholtz boundary integral equation in the form 
b4-4 =~[~(~~~b~ Y> - &(Y)@(x, Y)] ds(d> x E I-, (2.18) 
where 
@(x, y) = Q(r) = & ln( $) + QO(r), 
a@ -= -&-+@;(r)) cos/3(y). 
MY) i 
(2.19) 
Hypersingular formulation 
We begin by selecting a point f on boundary r. Taking n(Z), the outward unit vector for the 
interior domain, we differentiate both sides of formula (2.11) in the direction of n(i) giving 
Note the difference between the points x and i! 
Again two different techniques in deriving the hypersingular formulation are possible. In the 
first approach (see, e.g., [19]) one can pass with x + f in (2.20) and examine carefully the proper 
sense of the limit. Again, an alternative approach is possible, by placing point x right from the 
very beginning on boundary r. Our starting point is once again the second Green’s identity 
applied to the solution u( y) and, this time, to the derivative 
j$&)(X> Y), XEr, (2.21) 
with the point x placed on boundary r and the exterior domain modified by subtracting a ball 
B, (recall Fig. 2). We have 
As before, if u is a solution to the Helmholtz equation, the first integral must vanish. 
Next, similar to (2.16) we have 
--g&(x, y)= -g(x,y)r’n;x) =-F(x, y)cosj?(x) 
= 2nr i 
L L - @i(r)) cos p(x), (2.23) 
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Fig. 4. Definition of angles p(x), p(y). Fig. 5. Derivation of the hypersingular formulation. 
where, this time, fi( x) is the angle between the relative position vector Y = y - x and the normal 
n(x) (see Fig. 4). Differentiating (2.23) we get 
(2.24) 
But 
where 
cos y=n(y)*n(x), 
and therefore (2.24) leads to 
&z,( y”;“a,cx) cx, y)
= 
[ 
-$(x, Y) + fgcx> Y)] cos p(x) cos P(y) - f px, y) cos y 
= 
i 
-- 1 ‘-@;‘(r)+~(-~f+@;(r)j]COsB(X)cosp(y) 
2ll y2 
+;[&;-@;(r,] cosy 
(2.25) 
(2.26) 
= -- :, $ - @(y(r) + f@;(r)] cos P(x) cos P(y) + [ & -$ - $@x~J] cm Y- 
(2.27) 
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Note that the only singular contribution to (2.27) on a C’-continuous boundary r is 
1 1 
-1 cos y, 
27 r (2.28) 
whereas all the other terms are bounded at x. 
We now are ready to investigate the limiting behavior of the second boundary integral in 
(2.22). For points y E S, (Fig. 5), in the local polar system of coordinates r, 8, centered at x, we 
have 
P(Y) =o, p(x)=+e, y=+e. (2.29) 
Thus we have (Fig. 5) 
(2.30) 
For Cl-continuous boundary r, as c + 0, 8, - 8, converges to IT and 
l the first term behaves as - u( x)/( 7~); 
l the second term converges to zero; 
l the third term converges to - ~~u(x)/~n(x). 
By the same reasoning we conclude that the limiting behavior of the second part of the second 
boundary integral in (2.22) 
(2.31) 
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Turning back now to the interpretation of the first boundary integrals in (2.22), we introduce 
l the Hadamard finite-part integral defined as 
f u( Y> r an,( ;;;+) (x3 Y> ds( Y) 
def 
(/ 
2 
= lim u(x) 
r-0 I\4 
4 Y) &,(;&*) (x, Y) d4 Y) - Tc 
i 
= j~{~qB4y)[;$ cow] ds(y)- +) 
+ u(y) 
J r[ r 
-3&z l 1 - @i’(r) + +=$(r)] cos P(x) cos P(y) 
+[-;@;(r,] cw) ds(y); 
l the CPV integral 
(2.32) 
(2.33) 
However, as in the Helmholtz formulation, the function a@/an( x) is Lebesgue integrable 
(compare (2.23)) and therefore the CPV integral reduces to the usual Lebesgue integral. 
Finally, let us note that for a C’-Holder continuous solution of the Helmholtz equation, the 
Hadamard finite-part integral must converge as the left-hand side of (2.22) is zero and the 
second boundary integral (with the singularity removed) converges. 
The operator characterizing the final hypersingular formulation reads as follows: 
;j+, - j-$4.) an(xa)‘;n(y) CT Y> MY) + j-&(Y) 
j$+> Y> d&v) =O. (2.34) 
A summary 
Both Helmholtz and hypersingular formulations have been derived so far for any function 
satisfying the Helmholtz equation and the Sommerfeld condition at infinity. Thus they are both 
applicable only to the scattered pressure field. In order to obtain formulations in terms of the 
total pressure, one has to repeat both derivations for the incident pressure, except that the 
integration will take place now over the interior domain (thus no Sommerfeld condition for the 
incident pressure is required). This results in a sign change in the final formulas of the form 
-:pi”“(x) - JP’“‘(Y)&(X> Y) - &(Y)@(“’ Y)] WY) (2.35) 
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for the Helmholtz formulation, and 
1 api”’ 
- - ___ + rpi”( y)2 an(x) f an(x;2;n(y) (1, y) My) + #&( y) 
x &(T y) d4 y). (2.36) 
Applying (2.35) and (2.36) to the scattered pressure field and summing up (2.18) with (2.35) and 
(2.34) with (2.36), we obtain the final formulations in the form: 
Helmholtz boundary integral formulation 
Find p such that 
iP(X) - LP(Y)& 
aP 
ds(y) + im ( y)@(x> y) ds( y) =pinC(4 
aP ~ =cp(x). 
an(x) 
Hypersingular boundary integral formulation 
Find p such that 
(2.37) 
(2.38) 
The calculation of the hypersingular integrals is discussed below. 
We conclude this section with the Burton-Miller formulation which is obtained formally by 
simply taking a linear combination of the Hehnholtz formulation and the hypersingular formula- 
tion premultiplied by an imaginary factor of i/k where k is the wave number. 
Burton-Miller formulation 
Find p such that 
n(ip(x) -h(Y) &(“. Y) ds( y) + /,&( Y)@(T Y) ds( y)) 
+ (1 -a)i 1 ap 
k i 
3 an(,)(“) + fP( Y) ancx:*rn( y) (xy Y) ds( Y) 
+ ran(Y) J 
*(Y) j$+ Y) d4 Y)) 
= (ypinc(X) + (l ia)i &(x), 
&(x) = CP(4 
(Y E [o, 11. 
) (2.39) 
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3. Numerical implementation 
In what follows, only the Burton-Miller approach will be discussed, since the two previous 
formulations can be obtained by selecting CY = 1 or (Y = 0. 
Variational formulation 
Multiplying both sides of the two equations of (2.39) by a test function q(x) and integrating 
over r, we obtain the following variational formulation: 
Find p such that 
for every q = q(x). 
Galerkin approximation 
(3.1) 
Approximating p, ap/dn and q with linear combinations of the same basis functions 
dx> = F pkek(x)y $ftx) = g ( z)kek(x)y dx)= F qkek(x), (3-2) 
k=l k=l k=l 
where ek = ek(X) are real-valued basis functions and pk, ( ap/an)k, qk are complex coefficients 
we arrive at a system of (complex) linear equations to be solved for pk, (ap/an)k. (Note that the 
second equation is not interpreted pointwise but only in the weak sense suggesting a type of 
mixed variational formulation.) If c = const., the second of equations (3.1) reduces to 
(3.3) 
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and leads to a direct relation between the degrees of freedom, 
i 1 ap *=cpy an (3.4) 
This allows us to eliminate ( ap/L3n)k from the calculations and leads to the final system of 
equations in the form 
: aklp k=b,, I-1 ,..., N, (3.5) 
k=l 
where the “load vector” is given by 
b, = 
J[ r 
(3-6) 
and the stiffness matrix is defined by 
a kl = ff 
+E SJ I‘ $y) $$-h Y> ds(~)e,b) ds(x)). (3 4 
h-p approximation 
A one-dimensional version of the h-p approximation discussed in [6] has been implemented. 
The principal features of the method are as follows. 
l Each element has at most three nodes, two endpoints starting with linear approximation and a 
middle node for orders of approximation p 2 2 (this spectral order p should not be confused 
with the pressure). The geometry of the element is defined only by its nodes resulting in a 
piecewise linear approximation for linear elements and piecewise parabolic for p 2 2. 
l Hierarchical shape functions discussed in [28] are implemented. 
l The approximation is continuous. The linear degrees of freedom are common for neighboring 
elements. 
l Approximation of geometry (Jacobians, outward normal unit vectors, angles p(x), j?( y), y) is 
straightforward. Thus, the approximate boundary is not, in general, C’-continuous (jumps in 
normal unit vectors across the interelement nodes). 
Most of the implementation (except for the singular integration discussed next) is standard 
and resembles that for finite elements. Essential differences include a double loop through 
elements (due to the double integral in the formulation, the element stiffness matrices are defined 
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for pairs of elements) resulting in a fully populated stiffness matrix. A simple, direct Gaussian 
solver is used to solve the system of algebraic equations. 
Singular integration 
Let K, and K, be two elements. A typical contribution to the element stiffness matrix 
corresponding to K, and K, is of the form 
(3.8) 
where xi are shape functions for element K,, j = 1, 2. In the case when K, = K,, the kernel 
function +(x, y) may be singular. The following numerical procedure for evaluating integrals 
(3.8) has been implemented. 
Case 1: K, # K, 
Both integrals are evaluated using Gaussian integration with the number of integration points 
N, = p + 1 for the outer integral and a simple self-adaptive integration procedure is used for the 
inner integral. In the adaptive integration, element K, is subdivided into 2” equal subelements 
and Gaussian quadrature with N, = p + 1 integration points is used to calculate the integral. 
Proceeding with n = 0, 1,. . . , the integration is continued until agreement is obtained between 
consecutive approximations (up to machine accuracy). By implementing such a simple (and very 
inefficient) procedure, we merely want at this point to eliminate the effects of approximate 
integration. 
Case 2: K, = K, 
The outer integral is again evaluated using Gaussian quadrature with NI = p + 1 integration 
points. Integration of the inner integral changes with the type of singularity of the kernel 
function +(x, y) in (3.8). A typical situation is illustrated in Fig. 6. For every Gaussian 
integration point used to evaluate the outer integral, the integration of the inner integral has to 
deal with the (possibly) singular behavior of +(x, y) at this point. To cope with this, the element 
is divided into two parts: integrate from one endpoint to the singular point and from the 
singularity to the other endpoint and the integration is performed separately on each part. Three 
particular cases are taken into account. 
(a) Regular (bounded) integrand. For bounded contributions +(x, y), each of the two subin- 
tegrals is evaluated using Gaussian quadrature with NI = p + 1 integration points. 
(b) Weakly singular (logarithmic) integrand. Each of the two subintegrals is converted into an 
integral from 0 to d,, j = 1, 2, with respect to the distance between an integration point and the 
singular point. A special integration rule for logarithmic kernels of Gaussian type is then used 
with the number of integration points (too large again) N, =p + 1. An additional complication 
arises due to the lack of an explicit relationship between the integration variable (distance s) and 
the master element coordinate, say 77. This is solved in practice by starting with an initial value 
for 17 corresponding to a linear element and performing Newton-Raphson iterations until 
agreement to machine accuracy is reached. With quadratic elements, the number of iterations is 
typically equal to 2. 
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rlntegration point 
Fig. 6. Evaluation of singular integrals. 
(c) Hypersingulur integrand. The procedure advocated in [8] has been implemented. The inner 
integral is first converted into an integral with respect to the distance variable (compare Fig. 6) 
J- d2 ‘(‘) dr -d, Y2 ’ (3.9) 
and then the standard regularization is applied to (3.9) by subtracting from U(Y) its first-order 
Taylor approximation at r = 0, i.e., 
J 
d, U(Y) 
r2 dr=/ 
d, U(T) - u(0) - u’(O)r 
-d, -d, r2 
dr + u(O)/_;; 
I 
$ + z/(O)/:; $. (3.10) 
1 
PRFSSURE (REAL COMPONENT) 
ak= 1.ooo 
MiN= 0.612 
MAX= 1.186 
Fig. 7. A typical h-p finite-element mesh and,a corresponding approximation solution compared with the exact one for 
the test problem. Different shades indicate different orders of approximation. 
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The first contribution is then integrated using the Gaussian quadrature (from -d, to 0 and 0 to 
d, separately) whereas the two remaining integrals are evaluated using the closed forms 
J 4dr 1 1 6 dr --_--- 
-d, r2 
d, d,’ f _d -Jo =h &-In 4. 
1 
(3.11) 
Note that function u(r) in (3.9)-(3.11) incorporates contributions from both the shape functions 
of element K and geometrical quantities (Jacobian). 
The regularization (3.10) could be performed globally extending the integration over the entire 
boundary r (the singular contribution in such a case would then vanish), but then the algebraic 
structure of the approximate problem would have changed significantly, at least when compared 
with the Helmholtz formulation. 
We conclude this section with Fig. 7 presenting a typical solution to the test problem of 
scattering of a plane wave by an elastic cylinder. The finite-element mesh is drawn along the 
boundary of the cylinder with shades indicating different orders of approximation. The lower 
line indicates an exact solution discussed in the next section and the other line corresponds to the 
BI solution. 
4. Numerical experiments 1 
A test problem 
The classical scattering problem (see Fig. 8) for a plane wave impinging on an elastic cylinder 
(in the sense of our simplified model) of radius a was used to test the method and code. Using 
the polar coordinates (r, 19), the exact solution to the problem is of the form 
p =pi”C +p”, 
(4.1) 
where the incident pressure 
pinc( r, 0) = pi,, eikrcoso, (4.2) 
with a constant coefficient Pin=, and the scattered pressure pS is evaluated using the series 
representation 
p’(r, 0) = E B,fQ)(kr) cos(mO), (4.3) 
m=O 
Fig. 8. Scattering of a plane wave by an elastic cylinder. Test problem definition. 
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with H(i) Hankel functions of the first kind of order m and coefficients B, given by m 
B, = - Pi,,c,im (4.4 
where J,,, are Bessel functions of the first kind of order m, a is the radius of the cylinder, and 
I 1 crn= , for m=O, for m=1,2,... . (4.5) 
assumed to be a quadratic function of the wavenumber k: 
co ’ 0, (4.6) 
with (1.17). In the case co = 0 the problem reduces to the classical rigid 
\L 
The constant e was 
e = eOk2, 
which is consistent 
scattering problem. 
Rates of convergence 
Convergence of the Galerkin method for boundary integral equations have been carefully 
analyzed in a series of works by Wendland, Stephan et al. [28,29,31]. The main idea is based on 
an abstract result by Hildebrandt and Wienholtz [9] showing convergence of the Gale&in 
approximations for (abstract) linear equations of the type 
Au=f, (4.7) 
where A is a linear, continuous operator from a Hilbert space X into itself, which can be 
decomposed into two parts, A = P + K, where P is a linear, continuous and positive definite 
operator from X into itself and K is compact (completely continuous). Frequently we say that A 
is a compact perturbation of the positive definite operator P. 
Identification of the Hilbert space X and operators P and K for a particular boundary 
integral equation is nontrivial. For instance, for the rigid scattering problems (co = 0) and the 
hypersingular formulation, X is identified as the fractional Sobolev space H’12(IJ and an 
explicit decomposition of A into positive definite and compact parts is difficult to implement in 
practice (see comments in [31]). The situation is easier for the Helmholtz formulation: X is 
identified as the space L2(r) and P is a scalar multiple of the identity operator (corresponding 
to the term :p on the left-hand side of (2.37)). (No rigorous discussion of the Burton-Miller 
formulation in a functional analysis setting is known to the authors at this point.) 
An additional conclusion arising from the Hildebrandt and Wienholtz [9] result is that the 
Galerkin procedure is (asymptotically) optimal, i.e., for a given sequence of approximation 
subspaces X, c X, h + 0 and h small enough, the approximation error can be bounded by a 
product of an h-independent constant c and the distance between the true solution u and the 
subspace X,: 
11 u- uh 11 X G c,i,nf, 11u- vh 11 X- 
h h 
(4.8) 
Here uh is the approximate solution and I] - 11 x denotes the norm on X. Typically, to obtain an a 
priori error estimate we substitute for vh an interpolant of u and express the same fact saying 
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Fig. 9. Example 1. Experimental rates of convergence 
for uniform p-refinements. 
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Fig. 10. Example 1. Experimental rates of convergence 
for uniform h-refinements. 
that the approximation error can be bounded by the interpolation error. Thus, whatever the 
particular rate of convergence that exists for the interpolation error, using h-, p-, h-p, uniform, 
or adaptive finite elements, exactly the Same (asymptotic) rate of convergence should be 
delivered by the Galerkin boundary element method. Using inverse estimates one can show that 
the interpolation error attains the optimal rate. 
The natural (energy) X-norms are the L2-norm for the Helmholtz formulation and the 
H’12-norm for the hypersingular case. In our numerical examples, we take the Aubin-Nitsche 
type argument for granted and consider for both formulations only the L2-norm. 
Example 1 (Rates of convergence for the Helmholtz formulation). Selecting 
co = 0 (rigid scattering), Pi*c = 1 3 a= 1, k = 4. (4.9) 
The test problem was solved using uniform meshes of 8, 16, 32 and 64 elements with order of 
approximation p = 1, 2, . . . , 6. The corresponding rates of convergence for h-refinements are 
summarized in Fig. 9 and for the p-refinements in Fig. 10. The rates of convergence for the 
h-method are very close to the theoretical rate p + 1, increasing in particular with the order of 
approximation p. The rates of convergence for the p-extensions seem to deliver the superlinear 
(exponential) rate of convergence until the error due to the approximation of the boundary (the 
exact circle is approximated only with quadratic parabolas) dominates the picture. 
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Fig. 12. Example 2. Experimental rates of convergence 
for uniform h-refinements. 
Example 2 (Rates of convergence for the hypersingular formulation). With the same data and the 
same h-p meshes as in the first example, the test problem was solved once again using the 
hypersingular formulation. The results, summarized in Figs. 11 and 12, are less satisfactory. The 
observed rates of convergence for the h-method are all close to 1 independent of the order of 
approximation and the p-method shows no signs of exponential convergence. 
The source of these suboptimal rates of convergence is not clear at this writing. 
Forbidden frequencies 
Restricting our discussion temporarily to only rigid scattering, we recall that the spectrum of 
the Laplace operator (with Neumann boundary condition) in an exterior domain reduces to its 
continuous part (no eigenvalues) and, consequently, the exterior Neumann problem for the 
Helmholtz equation with sufficiently regular data (see, e.g., [l]) always has a unique solution. 
In contrast, both boundary integral formulations satisfy only the Fredholm alternative and the 
nonuniqueness occurs for discrete sets of wave numbers k, frequently called the forbidden 
frequencies. Consequently, for such k, both Helmholtz and hypersingular formulations are not 
equivalent to the original problem and the formulations fail. One can show (see, e.g., [4]) that the 
forbidden frequencies for the Helmholtz formulation can be identified as the eigenvalues of the 
corresponding interior Dirichlet problem for the Laplace equation, whereas for the hypersingular 
formulation they are found to be the eigenvalues of the Neumann problem for the Laplace 
operator. In particular, the hypersingular formulation will always fail for the limiting static case 
of k = 0. 
In [4] Burton and Miller proposed the combination of the two formulations in the form 
presented in Section 1. The resulting formulation admits a unique solution and is equivalent to 
the original Helmholtz equation for all wave numbers k. 
For another approach to avoid the forbidden frequencies for the Helmholtz formulation, 
consisting of a modification of the free-space Green’s function used in the formulation, see [24]. 
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Fig. 13. Example 3. Solution at a field point as a function of wave number for the Helmholtz formulation. 
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Fig. 14. Example 3. Solution at a field point as a function of wave number for the hypersingular formulation. 
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Fig. 15. Example 3. Solution at a field point as a function of wave number for the Burton-Miller formulation. 
Example 3 (Illustration of the forbidden frequencies for the rigid scattering problem). Theoretically, 
as long as the wave number k does not coincide exactly with a forbidden frequency, the 
corresponding stiffness matrix is nonsingular and the approximate problem has a unique 
solution. In practice, for wave numbers k close to the forbidden frequencies, the condition of the 
matrix deteriorates and the quality of the solution drastically decreases. The situation is 
illustrated in Figs. 13 and 14 showing the variation of the approximate and exact solutions at a 
field point ( - 3, 0) as a function of wave number k. The following data have been chosen: 
e. = 0 (rigid scattering), Pine = l, 
a= 1, Ak=0.002 ( increment in wave number). 
(4.10) 
For each k, the test problem was solved on the same uniform mesh of 8 quadratic elements. The 
numerical solution was evaluated using representation formula (2.11) and the approximate 
solution uh in place of the exact one. For an element of order p, a ( p + l)-point Gaussian 
quadrature rule was used. 
Finally, Fig. 15 shows calculations based on the Burton-Miller approach. The method delivers 
consistently stable results for the whole range of wave numbers k. 
Example 4 (Illustration of the forbidden frequencies for the elastic scattering problem). Figures 16, 
17 and 18 present analogous results for the same test problem as in Example 3, except for the 
elasticity constant 
e - 1. 0- (4.11) 
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Fig. 16. Example 4. Solution at a field point as a function of wave number for the Helmholtz formulation. 
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Fig. 17. Example 4. Solution at a field point as a function of wave number for the hypersingular formulation. 
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Fig. 18. Example 4. Solution at a field point as a function of wave number for the Burton-Miller formulation. 
Notice that this time the original problem experiences some natural frequencies (eigenvalues), 
closely followed by all three formulations. 
5. A posteriori error estimation and adaptivity 
In this section we shall restrict ourselves to the rigid scattering case (co = 0). 
Helmholtz formulation 
Rewriting (2.37) in an operator form typical for integral equations of the second type, we have 
Ap = (I - 2K)p = 2pinc, (5 4 
where K is the compact operator from L2(r) into itself: 
WP)(X) = ~&(X> Y)P( Y) d4 Y)* (5.2) 
According to the Fredholm alternative for A, if k is not a forbidden frequency, A admits a 
unique solution for every pinC E L2(r) and consequently, by the Banach theorem, must be 
bounded below in L2( r), i.e., there exists a constant c > 0 such that 
II P II L>(r) i c II AP II ~qr). (5.3) 
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Let u,, denote now any approximate solution to (5.1) obtained using some arbitrary method. As 
long as u,, is an element of L2( r), the error eh = u - uh satisfies the inequality 
The L2-residual on the right-hand side of (5.4) is a computable quantity and therefore (5.4) can 
be considered as probably the simplest global a posteriori error estimate. Representing it as a 
sum over all elements 
11 2Pi”c - AP, l&r) = c II2p’“’ - Ap, &Kj, (5.5) 
K 
we may use the element contributions, i.e., the element L2-residuals, as the simplest error 
indicators. We analyze mathematically this estimate in the next section. 
A forbidden frequency case 
When k coincides with a forbidden frequency, according to the Fredholm alternative for 
operator A in (5.1), the corresponding gradient operator x defined on the quotient space 
L2( I’)/.N( A) ( JV( A) is the finite-dimensional nullspace of A) is still bounded below, i.e., 
II [PI II Lqr)/.N(A) G c II AP II L>(r), (5.6) 
or recalling the definition of norm in the quotient space 
II [ PI II L2(r)/_w(A) = yi${Aj II P - 4 II L*(r) = II flP II LZ(r)9 (5.7) 
where II is the L2-orthogonal projection of p onto the orthogonal complement of N(A). 
Substituting for p the approximation error p - ph, where ph is again any element of L2( r), we 
have 
II neh II L2(r) G Cl1 2P’“” - APh IIL2crj- (5.8) 
Thus even in the case when k is a forbidden frequency, the L2-residual gives an indication of at 
least a component of the error. 
Hypersingular and Burton-Miller formulations 
The a posteriori error estimates (5.4) and (5.8) can be used for any element ph, in particular 
for ph resulting from the hypersingular or Burton-Miller formulations. Thus instead of develop- 
ing a separate error estimation technique based on the hypersingular formulation [32], one can 
simply use only the Helmholtz formulation for the error estimation, no matter how the 
approximate solution is obtained. 
An adaptive strategy 
We conclude this section with a simple adaptive procedure based on the L2-residual estimate 
and the equidistribution principle. 
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Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
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Select an initial problem 
Solve the problem 
Calculate: 
. the elements L2-residuals n/, and the maximum indicator qmax = max qk 
l the global L2-residual 
0 the L2-norm of the approximate solution ph, 11 ph 11 
Check the global error: 
IF 77 < 0.05 11 p,, 11 THEN 
STOP 
ELSE 
GO TO Step 5 
ENDIF 
Proceed with local refinements 
FOR every element K such that q/, 2 0.5 qrnax refine K 
ENDFOR 
GO TO Step 2 
6. Asymptotic exactness of the a posteriori error estimates 
In this section, we establish several mathematical properties of the estimates described in the 
previous section. In particular, we focus on the problem of obtaining reliable a posteriori error 
estimates for the Galerkin approximation to the second-kind integral equation: Find p(x) E X 
(Hilbert space) :
P(X) - i7K(x, Y)P( Y> ds( y> =f(d, x E r, (6.1) 
where K( x, y) is some known kernel function and f(x) is given data on the boundary I’. 
Recall that the Helmholtz formulation (2.37) ,reduces to the form (6.1) if we assume rigid 
scattering (co = 0). That is, (2.37) becomes (since ap(x)/an(x) = 0 on F): 
+p(x) - /,?$;;‘P(Y, ds(y) =P%)~ x E r. (6.2) 
Returning to (6.1), we again assume that the kernel K(x, y) determines an operator, which we 
also denote by K: X + X, which is compact. Moreover, we shall assume that I - K: X + X is 
injective. Under these conditions the classical Fredholm alternative may be invoked to deduce 
the existence of a bounded inverse (I - K)-l and consequently (6.1) has a unique solution. Some 
remarks were made in the previous section concerning the case of forbidden frequencies which 
correspond to a nontrivial null space of I - K. 
We let (S,,) c X be any sequence of nested finite-dimensional subspaces of X. That is, 
s, c s, c . . . c s, * * * c x. (6.3) 
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Such a sequence of subspaces is typically generated by the h-, p- or h-p versions of the boundary 
element method. The space S, is usually composed of low-degree basis functions defined on a 
relatively coarse partition of I’ serving to model the geometry of the domain. The subspaces 
S,, S,,... are then obtained by enriching the subspace S, in various ways: 
(1) h-refinement - the partitioning of r is refined by subdividing elements, either uniformly 
or by selecting elements on which the error is largest (as indicated by an a posteriori error 
indicator). 
(2) p-refinement - the partition of r is retained and the subspace S, enriched by employing 
basis functions of increasing degree either uniformly or selectively. 
(3) h-p refinement - combines the h- and p-refinement schemes. 
In order to maintain maximal overall generality, we shall make only a very general assumption 
regarding the way in which the subspaces (S,) are generated amounting to a density assumption: 
(D) For any u E X there exists a sequence ( uk) E X such that uk E S, and 
$mWIlc-u,/),=O. 
+ (64 
Let us remark immediately that (D) will be satisfied for the cases of uniform h- or p-refinement 
schemes. The case of adaptive h-p refinement, however, will not be covered in general. 
The Galerkin approximation pk from the subspace S, is defined by: 
Find pk E Sk: (pk, uk) = (f, uk) + (KP,, uk), vv, E Sk. (64 
Introducing the operator II k : X + S, to be the orthogonal projection onto the subspace S,: 
(&P, v/J = (P, v/J, Vv,ES,, (6.6) 
we may combine (6.1) and (6.5) to obtain the relations 
Pk=n(f+KPk) (6.7) 
and 
Pk=&(P-KP+KPk)* (6.8) 
The residual is defined to be 
r/c=P1:-Kpk-f> (6.9) 
which is readily computable given pk, since the evaluation of Kp, employs routines already 
present in the code used to calculate the approximation pk itself. The proposed global error 
estimator is simply taken to be the norm of the residual 
qk = 11 rk 11 X’ (6.10) 
The local error indicators are taken to be the corresponding element-based quantities 
qk,,\ = 11 rk 11 X$; (6.11) 
Supposing that the norm on X is additive, we obtain 
(6.12) 
For our applications, the norm will be the L2-norm on the boundary which is readily seen to be 
additive. 
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Residual type error estimators similar to (6.12) have been proposed and used by several 
authors (see [20,32,33]). In the latter references the estimators are shown to be equivalent to the 
discretization error, i.e., there exist numbers cr and c2 such that 
c1 11 rk 11 X G 11 ek 11 X = iI P -Pk II X G ‘2 II rk II X. (6.13) 
However, c1 depends upon the maximum mesh spacing h and c1 -+ 0 as h + 0. Also, (6.13) is 
subject to rather strong assumptions which have been verified only in the case of piecewise 
constant and piecewise linear approximation schemes on uniform meshes (see [32, Assumptions 
1, 21). Finally, the numbers c1 and c2 are not known explicitly and consequently lead to 
difficulties in using (6.13) as the basis of a stopping criterion for adaptive analysis. The analysis 
which we shall present is much simpler than in [32] and requires only the assumptions made 
hitherto. However, problems arising from the nonlocal nature of the operator K are not 
discussed. 
Lemma 6.1. Suppose K : X -+ X is compact and (I - K) : X --) X is injective; then there exist 
constants cl and c2 which are independent of (Sk) such that 
clqk 6 II ek II X 6 c2qk. (6.14) 
Proof. Observe from (6.9) and (6.1) that 
rk=Pk-Kpk-f=pk-Kpk-P+Kp= -(I-K)e,, 
so that, since K is compact and therefore bounded, 
11 rk 11 X G 11 1 - K 11 ’ iI ek 11 X9 
(6.15) 
and the left-hand inequality holds with cr = ]I I - K II -l. Since I - K is injective, by the 
Fredholm alternative, ( 1- K) - * : X -+ X exists and is bounded. Therefore from (6.15) we obtain 
li”kIIX~ II(l-K)-lii’ IirkllX~ 
and the right-hand inequality holds with c2 = ]I (I - K)-’ II. 0 
The result of Lemma 6.1 is well known and was also shown in [32]. In the following, we work 
toward a stronger result which shows that the effectivity index 8,, under assumption (6.4), 
Ok= 1,~~1, +l ask+cc. (6.16) 
This property is known as asymptotic exactness. In terms of practical computation, it means that 
we may use q)7/, as a stopping criterion for the adaptive algorithm and that qk gives realistic 
estimates of the error. The key step in the analysis is to interpret the residual estimation 
technique in terms of a recovery-based estimation technique (see [2]). This interpretation then 
allows one to demonstrate asymptotic exactness. 
The iterated Gale&in technique [26,27] is a postprocessing technique used for improving the 
Gale&in approximation to solutions of second-kind integral equations. The first iterate is 
defined by 
ijk =f + KP,, (6.17) 
where pk E Sk is the Galerkin approximation. 
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Lemma 6.2. Suppose (D) holds, K : X + X is compact and (I - K) : X + X is injective; then for k 
sufficiently large we have 
IIP -All,& p(k) II P -ok II x, (6.18) 
where p(k) -+ 0 as k + 00. 
Proof. Under the hypotheses it may be shown (see, e.g., [17]) that (I - KIIk)-’ exists and is 
bounded. Moreover, from (6.17) and (6.1) 
(I-K~T,)(~-~,)=p-d,-Kn,p+Kn,d,=K(p-p,)-K~~,(p-d,). 
Further, from (6.17) 
IT,(p-J,)=17,(p-f-Kp,)=flI,p-17,f+IT,Kp,=IT,p-fl7,p, from(6.7) 
= IIke,. 
Therefore, 
and hence 
where 
/-+I = ll(I- K&)-‘II . II K Il. II I- fl, II. 
The result follows since by (D), 
\]I-II,]I = sup ]~v--III,v(]~+O as k+oo. 0 
VEX 
IlullA=l 
Our main result is as follows. 
Theorem 6.3. Suppose (D) holds, K : X -+ X is compact and (I - K ) : X -+ X is injective; then 
lim f3,= 1, (6.19) 
k-m 
where ek = q,Jll ek II x is the effectivity index. 
Proof. 
77k=IIrkIIX=IIPk-(f+Kpk)IIX=IIpk-~kIIX from (6.17) 
G bk-PiIX+IIP-PkIIX~ {l+/-+)) IIP-PkIlx byJ-emma6.2. 
Furthermore, 
Hence for sufficiently large k 
i-P(k)~ok~i+PL(k), 
and by Lemma 6.2 we have 
lim 8,=1. 0 
k-w 
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7. Numerical experiments 2 
Example 5 (Global effectivity of the L2-residual estimate). We begin with a simple comparison of 
the L*-error and L2-residual for the test problem with data and meshes discussed in Examples 1 
and 2. Table 1 summarizes results for the Helmholtz formulation and Table 2 for the hypersingu- 
lar formulation. The following conclusions can be drawn. 
l For the Helmholtz formulation the L*-residual seems to give an asymptotically exact error 
estimate for the h-refinements, as predicted by Theorem 6.3. 
l For the p-refinements and the Helmholtz formulation, the effectivity index decreases for large 
p, supposedly because of the domination of the error due to the geometry approximation (not 
taken into account in the discussion in the previous section). 
l For the hypersingular formulation, the global effectivity index stays bounded but, as expected, 
does not converge to 1. 
Example 6 (Local effectivity of the L2-residual estimates). With the same data as in Example 5, 
Table 3 presents the comparison of local L2-errors and L2-residuals for a mesh of 8 quadratic 
elements and Helmholtz and hypersingular formulations. In both cases the local effectivity 
indices stay very close to the corresponding global ones indicating the rationality of using the 
local L2-residuals as a basis for refinements. 
Example 7 (Global effectivity of the L2-residual estimate for a forbidden frequency). Table 4 
presents the results of the error estimation for the test problem for the first forbidden frequency 
Table 1 
Example 5. Comparison of global L2-errors with L2-residuals for the Helmholtz formulation 
Number of 
elements 
8 
8 
8 
8 
8 
8 
16 
16 
16 
16 
16 
32 
32 
32 
32 
64 
64 
P L2-error squared L*-residual squared 
1 3.214 2.173 
2 6.708.10P2 6.782.10-2 
3 5.838.10-3 5.934.10-3 
4 1.743.10-4 1.279.10-4 
5 7.152.10-5 8.323.10-6 
6 7.096.10-5 3.878.10-6 
1 0.144 0.143 
2 2.009.10-3 2.038.10-3 
3 2.819.10-5 2.769.10P5 
4 1.222.10m6 1.753.10-’ 
5 1.147.10-6 6.187.10-’ 
1 5.835.10-3 5.761.10-3 
2. 5.284.10-5 5.329.10-5 
3 9.423.10-’ 78.192.10-’ 
4 1.984.10-’ 5.317.10-‘” 
1 3.245.10-4 2.972.10-4 
2 1.006.10-6 1.010. 1o-6 
Global effectivity 
index 
0.82 
1.01 
1.01 
0.85 
0.34 
0.23 
1.00 
1.01 
0.99 
0.38 
0.99 
1 .oo 
0.87 
0.05 
0.96 
1.00 
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Table 2 
Example 5. Comparison of global L2-errors with L2-residuals for the hypersingular formulation 
Number of P L2-error squared L*-residual squared Global effectivity 
elements index 
8 1 3.218 4.512 1.18 
8 2 0.489 1.439 1.71 
8 3 4.114.10-2 0.129 1.77 
8 4 6.001.10F3 1.716.10-* 1.69 
8 5 4.495.10-3 1.521.10-2 1.84 
8 6 2.837.10-3 9.732.10-3 1.85 
16 1 0.294 0.600 1.43 
16 2 9.336.10K3 2.722.10-* 1.71 
16 3 6.206.10P3 2.054.10-* 1.82 
16 4 2.507.10-3 8.591.10-3 1.85 
16 5 1.270.10-3 4.371’10-3 1.85 
32 1 5.040.10-2 0.118 1.53 
32 2 3.004.10-3 1.063.10-* 1.88 
32 3 1.454.10-3 4.970.10P3 1.85 
32 4 6.338.10P4 2.184.10F3 1.86 
64 1 1.140.10P2 2.720.10-2 1.55 
64 2 9.176.10-4 3.207.10-3 1.87 
Table 3 
Example 6. Comparison of local L*-errors and Ls-residuals for a mesh of 8 quadratic elements and both the 
Helmholtz and hypersingular formulations 
Element 
Number 
1 
2 
3 
4 
Helmholtz formulation 
L2-error L2-residual 
2.303.10-* 2.383.10-3 
1.156.10-2 1.178.10P2 
1.382.10-2 1.396.10F2 
5.845.10-2 5.781.10F2 
Effectivity 
index 
1.02 
1.01 
1.01 
0.99 
Hypersingular formulation 
L*-error L*-residual 
3.640.10P2 0.128 
7.405.10P2 0.216 
5.984.10m2 0.183 
7.438.10-* 0.191 
Effectivity 
index 
1.87 
1.71 
1.75 
1.60 
Global quantities 
6.708.10P2 6.782.10-* 1.01 0.489 1.439 1.71 
Table 4 
Example 7. Comparison of global L2-error and L2-residual for the hypersingular formulation and k = 2.4048 (the first 
forbidden frequency for the Helmholtz formulation) on a sequence of meshes of quadratic elements 
Number L2-error L2-residual Effectivity 
of elements squared squared index 
8 1.295.10P2 1.711.10-2 1.15 
16 9.563.10-4 2.441’10-3 1.60 
32 2.587.10-4 7.005.10-4 1.64 
64 7.405.10-5 1.918.10-4 1.61 
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PRESSURE (REAL COMPONENT) 
ak = 1o.ooo 
MIN= -1.794 
MAX= 2.176 
Fig. 19. Example 8. Initial approximate solution on a mesh of 8 quadratic elements. 
PRESSURE (REAL. COMPONENT) 
ak = 10.ooo 
ME?= -1.615 
MAX= 2.206 
Fig. 20. Example 8. An intermediate, self-adaptive approximate solution. 
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PRESSURE (REAL COMPONENT) 
ak = 1o.cul 
MIN= -1.559 
MAX = 1.890 
61 
Fig. 21. Example 8. Final adaptive mesh and corresponding approximate solution compared with the exact one. 
+ 
I 
0 1.00 i 5.00 ~ 10.00 20.0( 
Fig. 22. Example 8. Solution at a field point using adaptive boundary elements as a function of wave number. 
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for the Helmholtz formulation (the first root of the Bessel function of the first kind and order 
zero, k = 2.408), obtained using hypersingular formulation. The displayed values of the global 
effectivity indices stay consistently in the same range as in Table 2, indicating that the 
L*-residual corresponding to the Helmholtz formulation can be used for the entire range of 
frequencies, provided the JV( A)-component of the error is eliminated by an appropriate (in this 
case hypersingular) formulation. 
Example 8 (Example of an adaptive solution). As an illustration for the adaptive procedure 
discussed in the previous section, we present a p-adaptive solution to the test problem with data 
60 = 0, a=l, Pint = l, k=20. (7-U 
Figures 19, 20 and 21 present the initial, intermediate, and final solution with the error less than 
5 percent of the L*-norm of the solution. Finally, Fig. 22 presents the comparison of the exact 
and adaptive, approximate solutions in the wave number range from 0 to 20 using the 
Burton-Miller formulation. 
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