Recent advances of video captioning often employ a recurrent neural network (RNN) as the decoder. However, RNN is prone to diluting long-term information. Recent works have demonstrated memory network (MemNet) has the advantage of storing long-term information. However, as the decoder, it has not been well exploited for video captioning. The reason partially comes from the difficulty of sequence decoding with MemNet. Instead of the common practice, i.e., sequence decoding with RNN, in this paper, we devise a novel memory decoder for video captioning. Concretely, after obtaining representation of each frame through a pretrained network, we first fuse the visual and lexical information. Then, at each time step, we construct a multi-layer MemNet-based decoder, i.e., in each layer, we employ a memory set to store previous information and an attention mechanism to select the information related to the current input. Thus, this decoder avoids the dilution of long-term information. And the multi-layer architecture is helpful for capturing dependencies between frames and word sequences. Experimental results show that even without the encoding network, our decoder still could obtain competitive performance and outperform the performance of RNN decoder. Furthermore, compared with one-layer RNN decoder, our decoder has fewer parameters.
Introduction
For video captioning, the state of the art methods often follow the encoder-decoder or sequence-to-sequence framework [Sutskever et al., 2014] . Particularly, in the encoder, they first employ an RNN unit to obtain the representation of the whole video clip. And based on the video representation, in the decoder, they often use a RNN, e.g., LSTM [Hochreiter and Schmidhuber, ] and GRU [Chung et al., 2014] , to generate captions. Although LSTM decoder has memory unit to memorize information and obtains good performance of the task [Jia et al., 2015; Vinyals et al., 2015] , as is shown in Weston et al. [Weston et al., 2014] , memorized information in the LSTM cell is limited to several time steps, because the long-term information is gradually diluted at each time step.
Recent methods [Gehring et al., 2017; Kaiser et al., 2017 ] explored the utilization of CNN for sequence modeling. As is constrained by the convolutional kernel, the one-layer structure could not model sequences. The CNN model often employs a hierarchical structure, i.e., stacking multiple convolution layers, to model sequences. Although the hierarchical CNN structure has been demonstrated to be effective in tasks like machine translation [Gehring et al., 2017] , the performance is constrained by the size of the convolutional kernel and cannot fully capture the information of each layer. Thus, for image captioning, sequence modeling with CNN does not obtain comparable performance [Aneja et al., 2018] .
Recent efforts have demonstrated that MemNet [Weston et al., 2014; Sukhbaatar et al., 2015] is effective in many tasks, e.g., video question answering [Tapaswi et al., 2016] and natural language processing [Sukhbaatar et al., 2015] . As MemNet has a mechanism of storing long-term information, it has the ability to capture important elements from the input sequence and alleviate the loss of memory information. Based on the ability, we explore to employ the MemNetbased method to construct the decoder.
In this paper, we devise a hierarchical memory decoder for video captioning. The framework is shown in Fig. 1 . Particularly, after obtaining the representation of each frame, we first fuse the visual and lexical features. Here, we devise a new multi-modal fusion method, i.e., cross-convolution multi-modal fusion (CCMF). Then, at each time step, we construct a MemNet-based decoder. Meanwhile, to fully capture the sequential information, we stack five memory layers as the decoder. And in each layer, we employ the soft-attention mechanism [Yao et al., 2015] to obtain elements which are related to the current input. Finally, in order to reduce the risk of vanishing gradients, we use a multi-layer cross-entropy loss to train this decoder.
In experiments, we evaluate our method on two benchmark datasets of MSVD [Chen and Dolan, 2011] and MSRVTT [Xu et al., 2016] . To the best of our knowledge, ours is the first memory sequence decoder for video captioning. And compared with several baseline methods which use a single kind of visual feature as input, our method could obtain competitive performance and outperforms the performance of RNN decoder. 
Fusion Module
Figure 1: (a) is the flowchart of the hierarchical memory decoder. At each time step, we construct a MemNet to generate the word of the next time step. Here we take the decoder consisting of three memory layers as the example. It is worth noting that our network only has the decoder and not have the encoder. (b) indicates the detail of the first memory layer. Here 'G' indicates the gated activation. indicates the convolution operation. ⊕ indicates the element-wise sum.
Related Work
The goal of video captioning is to generate a sentence to describe the video content. The state of the art methods often follow encoder-decoder framework [Venugopalan et al., 2015] . Thus, most methods improve the encoder or the decoder to improve the performance.
Particularly, for the encoder, Pan et al. [Pan et al., 2016a] proposed a hierarchical recurrent neural encoder to fully capture the sequential information of the input video. And Baraldi et al. [Baraldi et al., 2017] proposed a hierarchical boundary-aware encoder for video captioning. This encoder could fully capture the discriminative feature among video frames. Besides, Wang et al. [Wang et al., 2018b] designed a memory network-based framework to leverage much more video content. The work [Chen et al., 2018] designed a method to pick informative frames to generate caption. In short, the role of the encoder is to fully leverage video content to improve the quality of the generated caption.
Compared with encoder, the work about the improvement of decoder is relatively less. The commonly used decoder is still LSTM-based framework [Hochreiter and Schmidhuber, ] . The work [Yao et al., 2015] proposed an attention mechanism to help the decoder capture the video content which is related to the generated word. Song et al. [Song et al., 2017] proposed a hierarchical LSTM as the decoder. However, as using multiple LSTM units in the decoder, this method increased the number of parameters and computational costs. Recently, Mehri et al. [Mehri and Sigal, 2018] proposed a middle-out decoding method to improve the LSTM. Though this method improves the decoding efficiency, it still could not solve the problem of long-term information dilution. In this paper, we propose a MemNet-based hierarchical decoder. As the MemNet has the advantage of storing longterm information, our decoder avoids losing long-term information. Moreover, employing the hierarchical structure and multi-layer loss could not only promote the decoder to model sequences and reduce the risk of vanishing gradients but also help the decoder gradually learn to generate accurate captions. Experimental results on two benchmark datasets demonstrate the effectiveness of our decoder.
Hierarchical Memory Decoder
In this section, we delve into the main contribution of this paper, i.e., a hierarchical memory decoder with a new multimodal fusion method.
Feature Extraction. Given a video including m frames, we first employ a pre-trained deep convolutional neural network [Szegedy et al., 2015; He et al., 2016] to extract feature for each of the m frames, which results in a vector X i ∈ R q for the i-th frame. In order to reduce parameters and computational cost, we employ a filter W c ∈ R 1×q×n (n ≤ q) to obtain lower dimensional representation Z i ∈ R n of X i . Meanwhile, we use V ∈ R n to indicate the mean of these lower dimensional representations.
Cross-Convolution Multi-modal Fusion
As shown in Fig. 1(a) , the input of our hierarchical memory decoder includes the visual and lexical information. Thus, we should first fuse these two multi-modal information. The common used multi-modal fusion methods mainly include element-wise addition, element-wise product, concatenation, bilinear pooling [Fukui et al., 2016] and circulant fusion [Wu and Han, 2018] . And recent work [Fukui et al., 2016] has shown that bilinear pooling is an effective fusion method. This inspires us that exploiting complex interactions among the feature dimensions is helpful for capturing the common semantics of multi-modal features.
To better exploit complex interaction and reduce the number of parameters, we design a CCMF method (Fig. 2) . Given two feature vectors in different modalities, e.g., the visual feature V ∈ R n and the lexical feature C ∈ R n . We respectively take the visual feature and the lexical feature as the 1-dimensional convolution kernel to make 1-dimensional convolution operation. The details are shown as follows:
Here, for the convenience of calculation, we set the dimensions of the visual feature and lexical feature the same. The goal of convolution operation is to make the multi-modal elements fully interact.
Hierarchical Memory Decoder Architecture
In this paper, we stack five identical memory layers to form the memory sequence decoder. In the following, we denote the predicted word sequence byŶ = {Ŷ 1 , ...,Ŷ T }. We denote the target word sequence by Y = {Y 1 , ..., Y T }, where T denotes sequence length. ' ' is an element-wise product operation. Z = {Z 1 , Z 2 , · · · , Z m }. σ(·) is a sigmoid function. In this paper, we use gated activation unit [Oord et al., 2016] . attention(Q, S) represents the attention operation based on the query vector Q and the feature set S.
First Memory Layer. At each time step t, we take the fusion result M t as the input of the first layer. The operations of this layer are shown as follows:
where M t represents the fusion result. S 1 t−1 is the set of fusion result from the time step 1 to t − 1. w 1 f and w 1 g denote convolutional filters on the first layer, which are used to adjust the number of channels of M t and A 1 t . b 1 f and b 1 g denote bias on the first layer.
Second Memory Layer. For the second layer, we first use the output h 1 t of the first layer to compute visual attention ϕ 1 t (Z). Then we take the concatenation of ϕ 1 t (Z) and h 1 t as the input. The operations of this layer are shown as follows:
where w 2 is a learnable filter to convert the channel of concatenated representation. |a, b| represents the concatenation of a and b. w 2 f and w 2 g denote convolutional filters on the second layer, which are used to adjust the number of channels of I 2 t and A 2 t . b 2 f and b 2 g denote bias on the second layer. Then, the operations of the next two layers are as:
where h l t represents the output of l-th layer at the time step t. S l t−1 is the set of the output of (l − 1)-th layer from the time step 1 to t − 1. w l f and w l g denote convolutional filters on the l-th layer, which are used to adjust the number of channels of h l−1 t and A l t . b l f and b l g denote the bias on the l-th layer. Output Layer. For the output layer, we first use the output h 4 t of the fourth layer to compute visual attention ϕ 4 t (Z). Then we take the sum of h 4 t and ϕ 4 t (Z) as the input. The operations of this layer are shown as follows:
where w 5 f and w 5 g denote convolutional filters on the 5th layer, which are used to adjust the number of channels of I 5 t and A 5 t . b 5 f and b 5 g denote the bias. Finally, the t-th generated wordŶ t is computed as follows:
where w p and b p are learnable projection matrix and bias.
Cold-start Processing. For video caption generation, there is no future information available for the decoder. Besides, for the time step 1, as there is no previous information using for attention computation, we need to make some special process for this step. Particularly, we generate a random vector H which is from a normal distribution and has the same shape as V . Then we take the sum of H and V as the input of the first layer. And for the next four layers, we all generate a random vector for each layer and take the sum of the vector and h l 1 as the input of next layer. Attention Mechanism. In the decoder, there are two types of attention, i.e., visual attention and memory attention (as shown in Fig. 1(b) ). And for these two types of attention, we all use soft attention mechanism [Yao et al., 2015] . Concretely, for memory attention, at step t, based on the set S l t−1 , we first compute the dynamic attention weight α
where w, W a , U a , and b a are learnable parameters. w T is the transpose of w. h l−1 t represents the output of (l − 1)-th layer. Finally, we take the dynamically weighted sum of the set S l t−1 as the attention result of the l-th layer.
And the process of visual attention is same as that of memory attention. Here we replace the set S l t−1 with Z = (Z 1 , Z 2 , ..., Z m ).
Training Loss. In order to reduce the risk of vanishing gradients, inspired by the work [Zhang et al., 2016] , we enforce intermediate supervision for some hidden layers. In this paper, we empirically enforce supervision for the first, third, and fifth memory layer. For each layer j ∈ {1, 3, 5}, we employ a cross-entropy loss.
where Y t is the ground-truth word at time t, p(Y t |Y 1:t−1 , Z) is the output probability of word Y t given the previous word Y 1:t−1 and encoding output Z. By summing the loss of each layer, we obtain the training loss of memory decoder:
where λ 1 , λ 3 , and λ 5 are hyper-parameters. Here we keep the sum of λ 1 , λ 3 , and λ 5 is 1. Besides, as the fifth layer is the output layer, we should keep λ 5 is larger than λ 1 and λ 3 .
Experiments
In the following, we first compare our method with some baseline methods. Then we make some ablation analysis about our method. All results are evaluated by metrics of BLEU [Papineni et al., 2002] [Szegedy et al., 2015] and ResNet-152 [He et al., 2016] to extract a 1,024 and 2,048-dimensional framewise representation. For the MSRVTT dataset, we select 20 equally-spaced frames from each video and feed them into GoogLeNet and ResNet-152 to extract 1,024 and 2,048dimensional representation, respectively.
Parameters Setting. In the experiment, we set the channel n of Z i to 512. For each memory layer, we set w (Eq. (4) ). The parameter settings of visual attention are same as those of the memory layers.
Training Details. The vocabulary size is 12,596 for MSVD and 23,308 for MSRVTT, respectively. During training, all parameters are randomly initialized. We use Adam optimizer with an initial learning rate of 1 × 10 −3 and a momentum parameter of 0.9. We empirically set λ 1 , λ 3 , and λ 5 to 0.2, 0.2, and 0.6, respectively. Note that we do not conduct beam search in testing.
Experiment Results
As our method is only a decoder with attention mechanism, here for fair comparison, we compare some baseline methods, e.g., the work [Yao et al., 2015] and the work [Song et al., 2017] . And these methods include different types of the decoder and rarely encode the video content.
MSVD Dataset. On MSVD dataset, we compare our method with some baseline methods. The results are shown in Table 1 . Particularly, compared with the work [Yao et al., 2015] which only includes LSTM decoder and visual attention, our method outperforms its performance obviously. This shows that our decoder is very effective. Although the methods [Ballas et al., 2015; Pan et al., 2016b; Yu et al., 2016] use different types of RNN as the decoder, the performance of our method also outperforms them. Moreover, the work [Song et al., 2017] stacks multiple LSTM layers as the decoder. However, its performance is also weaker than us on the metric of 'METEOR'. Besides, stacking multiple LSTM layers often leads to the increase of training time and computational cost. These all demonstrate our decoder could obtain comparable performance as RNN decoder. Meanwhile, the amount of parameter in our decoder is 4.13 M, which is fewer than that of one-layer LSTM whose amount of parameter is 4.28 M. This shows our hierarchical memory decoder is effective. Besides, the Middle-out [Mehri and Sigal, 2018 ] is a newly proposed decoder. Compared with Middle-out decoder, our method still outperforms it. And we do not use encoding network. This further shows the effectiveness of our decoder.
MSRVTT Dataset. On MSRVTT dataset, we compare our method with some state of the art methods. Compared with the work [Song et al., 2017] , our method also outperforms its performance on the metric of 'METEOR'. Compared with the work [Venugopalan et al., 2014] which uses the GoogLeNet GT: a girl is exercising Dot: a man is dancing Soft: a girl is doing exercise GT: a man is playing a guitar Dot: a man is playing Soft: a man is playing a guitar GT: a person is pouring oil in the pot Dot: a man is pouring pan Soft: a person is pouring oil into a pot GT: a man is pouring some sauce into a pot Dot: a man is pouring pot Soft: a man is pouring sauce into a pot Dot: a dog is running GT: a woman is slicing a tomato Dot: a woman is cutting a carrot Soft: a woman is slicing a tomato GT: a tiger is running Soft: a tiger is running GT: a man is playing basketball Dot: a man is playing a ball Soft: a boy is playing a basketball GT: a boy is playing a piano Dot: a boy is playing a guitar Soft: a boy is playing a piano GT: a panda is playing Dot: a dog is playing Soft: a panda is playing [Venugopalan et al., 2015] -29.20 -VGG+LSTM-E [Pan et al., 2016b] 40.20 29.50 -C3D+LSTM-E [Pan et al., 2016b] 41.70 29.90 -VGG+p-RNN [Yu et al., 2016] 44.30 31.10 62.10 C3D+p-RNN [Yu et al., 2016] 47.40 30.30 53.60 Tempor-attention [Yao et al., 2015] 41.92 29.60 51.67 G+Bi-GRU-RCN1 [Ballas et al., 2015] 48.42 31.70 65.38 G+Bi-GRU-RCN2 [Ballas et al., 2015] 43.26 31.60 68.01 G+hLSTMat [Song et al., 2017] 48.50 31.90 -C3D+hLSTMat [Song et al., 2017] 47.50 30.50 -MAMRNN [Li et al., 2017] 41.40 32.20 53.90 R+PickNet [Chen et al., 2018] 46.10 33.10 76.00 MCF [Wu and Han, 2018] 46.46 33.72 75.46 RecNet [Wang et al., 2018a] 51.10 34.10 80.30 Middle-out [Mehri and Sigal, 2018] 40.80 30.90 68.60 Middle-out+self [Mehri and Sigal, 2018] 47 feature as input, our method obviously outperforms its performance. For the work [Xu et al., 2017] which uses multiple kinds of features as input, our method also outperforms its performance on the three metrics. Besides, the work [Phan et al., 2017] uses the reinforcement learning (RL) method for video captioning, which is much more complex than our method. However, we can see that our method is similar to its performance. These all show that our method is effective.
Ablation Analysis
In the following, we make some ablation analysis about our method on the MSVD dataset. We use GoogLeNet feature. Fusion Method. In order to make the decoder fully leverage the video features, at each time step, the input of the decoder includes the lexical feature and the mean representation [Xu et al., 2017] 36.5 26.5 41.0 G+LSTM [Venugopalan et al., 2014] 34.6 24.6 -C3D+SA [Yao et al., 2015] 36.1 25.7 -R+S2VT [Sutskever et al., 2014] 31.4 25.7 35.2 R+hLSTMat [Song et al., 2017] 38.3 26.3 -R+Consensus [Phan et al., 2017] 37.5 26.6 41.5 M3-VC [Wang et al., 2018b] 38.1 26.6 -G+Memory 35.7 26.1 37.8 R+Memory 37.5 26.9 41.7 of video features ( Fig. 1(a) ). This requires us to use a proper method to fuse the visual and lexical feature. To demonstrate CCMF is effective for our decoder, we compare our method with two effective fusion method, i.e., bilinear pooling [Fukui et al., 2016] and circulant fusion [Wu and Han, 2018] . We can see from Table 3 that for our decoder, our fusion method outperforms the compared methods. This shows our fusion method is effective for our decoder. Attention Mechanism. Dot-product attention [Vaswani et al., 2017] and soft attention [Yao et al., 2015] are the two commonly used attention mechanisms. In order to demonstrate the soft attention used in our decoder is effective, here we replace the soft attention with the dot-product attention GT: a woman is exercising First: a man is dancing Third: a girl is doing a basketball Output: a girl is doing exercise GT: a man is pouring some sauce into a pot First: a man is cooking Third: a man is pouring sauce Output: a man is pouring sauce into a pot GT: a man is cutting carrot First: a man is cutting a man Third: a man is cutting a piece Output: a man is cutting carrot GT: a man is slicing a tomato First: a man is slicing a potato Third: a man is slicing a knife Output: a man is slicing a tomato First: a man is doing a man Third: a man is doing a car GT: a man is cutting a fish First: a man is cutting a potato Third: a man is cutting a potato Output: a man is cutting a fish GT: a man is lifting a car Output: a man is lifting a car and keep other components of the decoder invariant. The results are shown in Table 4 . We can see that in our decoder, the performance of soft attention outperforms dot-product attention. This shows that for our decoder, the soft attention mechanism is effective. In Fig. 3, we show some examples of dot-product attention and soft attention. We can see that the results generated by the soft attention are better than those of dot-product attention. Taking the fifth and seventh results as examples, our method successfully recognizes the 'tiger' and 'panda'. This further shows that the soft attention mechanism is effective.
Performance of Each Memory Layer. In the following, we analyze the performance of different memory layer. Here, we choose the first, the third, and the output layer (Eq. (10)). The results are shown in Table 5 . We can see that the results from the first memory layer to the output memory layer continuously improve. This shows that stacking multiple memory layers is helpful for capturing the sequence information and improving performance. In order to further show stacking multiple layers is helpful, we show some examples in Fig. 4 . We can see that from the first layer to the output layer, the ac-curacy of the generated caption is increasingly getting better. Besides, from the bottom of each example, we can see that as the layer getting deeper, the attention weight of each memory layer changes towards the more important word. Taking the first and the second result as example, when generating the last word 'exercise' and 'pot', the main attention of output layer is 'girl', 'doing', and 'pouring', 'sauce', which are important for the generating of the last word. These all show that the hierarchical memory decoder could capture the relevance corresponding to a generated word. The relevance is helpful for capturing much more important memory and generating accuracy captions. 
Conclusion
In this paper, we propose a new hierarchical memory decoder for video captioning. We first design a new multi-modal fusion mechanism, i.e., CCMF, to fuse visual and lexical information. Then, at each time step, taking the fusion result as the input, we construct a memory network-based decoder to generate captions. Experimental results on two benchmark datasets demonstrate the effectiveness of our method.
