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Abstract
In this paper, we study the existence and the concentration behavior of
minimizers for iV (c) = inf
u∈Sc
IV (u), here Sc = {u ∈ H1(RN )|
∫
RN
V (x)|u|2 <
+∞, |u|2 = c > 0} and
IV (u) =
1
2
∫
RN
(a|∇u|2 + V (x)|u|2) + b
4
(∫
RN
|∇u|2
)2
− 1
p
∫
RN
|u|p,
where N = 1, 2, 3 and a, b > 0 are constants. By the Gagliardo-Nirenberg
inequality, we get the sharp existence of global constraint minimizers for 2 <
p < 2∗ when V (x) ≥ 0, V (x) ∈ L∞loc(RN ) and lim
|x|→+∞
V (x) = +∞. For the case
p ∈ (2, 2N+8
N
)\{4}, we prove the global constraint minimizers uc behave like
uc(x) ≈ c|Qp|2
(mc
c
)N
2
Qp
(mc
c
x− zc
)
.
for some zc ∈ RN when c is large, where Qp is up to translations, the unique
positive solution of −N(p−2)4 ∆Qp+ 2N−p(N−2)4 Qp = |Qp|p−2Qp in RN and mc =
(
√
a2D21−4bD2i0(c)+aD1
2bD2
)
1
2 , D1 =
Np−2N−4
2N(p−2) and D2 =
2N+8−Np
4N(p−2) .
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1
1 Introduction and main result
In this paper, we study the existence and the concentration phenomenon of normal-
ized solutions to the following Kirchhoff equation
−
(
a + b
∫
RN
|∇u|2
)
∆u+ (V (x)− ρ)u− |u|p−2u = 0, x ∈ RN , ρ ∈ R, (1.1)
where N ≤ 3, a, b > 0 are constants and 2 < p < 2∗ := 2N
N−2
, 2∗ = 6 if N = 3 and
2∗ = +∞ if N = 1, 2. The potential V : RN → R is a suitable function.
In the past years, equation (1.1), which is a nonlocal one as the appearance of
the term
∫
RN
|∇u|2, has attracted a lot of attention. (1.1) is no longer a pointwise
identity, which causes some mathematical difficulties and makes the study particu-
larly interesting. see [1, 2, 3, 5, 6, 15, 20, 22] and the references therein. The first
line to study (1.1) is to consider the case where ρ is a fixed and assigned parameter.
see e.g. [12, 14, 17, 18, 19, 25]. In such direction, the critical point theory is used to
look for nontrivial solutions, however, nothing can be given a priori on the L2-norm
of the solutions. Recently, since the physicists are often interested in “normalized so-
lutions”, solutions with prescribed L2-norm are considered. A solution with |u|2 = c
corresponds to a critical point of the following C1-functional
IV (u) =
1
2
∫
RN
(a|∇u|2 + V (x)|u|2) + b
4
(∫
RN
|∇u|2
)2
− 1
p
∫
RN
|u|p, u ∈ H, (1.2)
constrained on the L2-sphere
Sc = {u ∈ H| |u|2 = c > 0}
in H, where H is defined as
H =
{
u ∈ H1(RN)|
∫
RN
V (x)|u|2 < +∞
}
with the associated norm ‖u‖H = [
∫
RN
(|∇u|2 + |u|2 + V (x)|u|2] 12 . Set
iV (c) := inf
u∈Sc
IV (u). (1.3)
We see that minimizers of iV (c) are critical points of IV |Sc and the parameter ρ is no
longer fixed but appears as an associated Lagrange multiplier. If V (x) ≡ 0, then the
minimization problem (1.3) can be rewritten as
i0(c) = inf
u∈S˜c
I0(u), (1.4)
where S˜c = {u ∈ H1(RN)| |u|2 = c} and
I0(u) =
a
2
∫
RN
|∇u|2 + b
4
(∫
RN
|∇u|2
)2
− 1
p
∫
RN
|u|p, u ∈ H1(RN).
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When b = 0, equation (1.1) does not depend on the nonlocal term any more, i.e. it
becomes the following typical Schro¨dinger equation (for simplicity, we may assume
that a ≡ 1)
−∆u + (V (x)− ρ)u = |u|p−2u, x ∈ RN , ρ ∈ R, N ≥ 1. (1.5)
In the literature, there are some papers studying the existence and the concentration
behavior of normalized solutions to (1.5), see e.g. [7, 13, 21, 23, 24]. Similarly,
a solution with |u|2 = c can be obtained by looking for a minimizer of eV (c) =
inf
u∈Sc
EV (u) (or e0(c) = inf
u∈S˜c
E0(u) for the case V (x) ≡ 0), where
EV (u) =
1
2
∫
RN
(|∇u|2 + V (x)|u|2)− 1
p
∫
RN
|u|p, u ∈ H.
It is showed that p = 2N+4
N
is the L2-critical exponent for e0(c), i.e. for all c > 0,
e0(c) > −∞ if 2 < p < 2N+4N and e0(c) = −∞ if 2N+4N < p < 2∗ (see e.g. [7, 13, 24]).
Moreover, if 2 < p < 2N+4
N
, then e0(c) < 0 and e0(c) has a minimizer for all c;
if 2N+4
N
≤ p < 2∗, then e0(c) has no minimizers for all c. In [21], Maeda shows
that up to translations, the minimizer of e0(c) is unique (see also [9][15]) and gets a
scaling property of the minimizer of e0(c) for 2 < p <
2N+4
N
, i.e. suppose that uc is a
minimizer of e0(c), then up to translations,
uc(x) = c
4
2N+4−Npu1(c
2(p−2)
2N+4−Npx) and e0(c) = c
4N−2p(N−2)
2N+4−Np e0(1). (1.6)
When V (x) 6≡ 0, Maeda in [21] proves that eV (c) has a minimizer for all c > 0 if
2 < p < 2N+4
N
and V (x) satisfies that 0 = inf
x∈RN
V (x) < lim
|x|→+∞
V (x) = sup
x∈RN
V (x) ≤
∞. In addition, if V (x) ∈ C1(RN) satisfies |∇V (x)| ≤ C(1 + V (x)) for some positive
constant C, by using the essential scaling property (1.6) and a special L2-preserving
scaling, [21] shows that there exists yc ∈ RN such that the minimizer of eV (c), denoted
by u˜c, satisfies c
− 4
2N+4−Np u˜c(c
− 2(p−2)
2N+4−Npx+ yc)→ u1 in H1(RN) as c→ +∞, where u1
is the minimizer of e0(1) given in (1.6). For p =
2N+4
N
, when V (x) is locally bounded
and V (x) → +∞ as |x| → +∞, Guo et. al. in [8][10][11] proved that eV (c) has a
minimizer if and only if 0 < c < c0 for some c0 > 0. Moreover, the minimizer of eV (c)
concentrates at the flattest minimum of V (x) as cր c0.
When b > 0, due to the effect of the term (
∫
RN
|∇u|2)2 appeared in the energy
functional, p = 2N+4
N
is now L2-subcritical for (1.3) and (1.4). The existence of nor-
malized solutions to equation (1.1) may be different from the Schro¨dinger one. When
V (x) ≡ 0, by the L2-preserving scaling and the well-known Gagliardo-Nirenberg
inequality with the best constant [26, 16]:∫
RN
|u|p ≤ p
2|Qp|p−22
|u|
2N−p(N−2)
2
2 |∇u|
N(p−2)
2
2 , ∀ u ∈ H1(RN ), (1.7)
3
when either p ∈ [2, 2N
N−2
) with N ≥ 3 or p ∈ [2,+∞) with N = 1, 2, where the
equality holds for u = Qp and Qp is, up to translations, the unique positive least
energy solution of
−N(p− 2)
4
∆Qp +
2N − p(N − 2)
4
Qp = |Qp|p−2Qp, x ∈ RN , (1.8)
it is showed in [27, 28] that p = 2N+8
N
is the L2-critical exponent for the minimization
problem (1.4) in the sense that for each c > 0, i0(c) > −∞ if 2 < p < 2N+8N and
i0(c) = −∞ if 2N+8N < p < 2∗. Moreover, we collect some known results in the
following proposition concerning the minimizers of i0(c).
Proposition 1.1. ([27], Theorem 1.1) Assume that 2 < p < 2∗ and N ≤ 3.
(1) If 2 < p < 2N+8
N
, then
(i) there exists
c∗ = 0, 2 < p <
2N+4
N
,
c∗ = a
N
4 |Q 2N+4
N
|2, p = 2N+4N ,
c∗ ∈ (0,+∞), 2N+4N < p < 2N+8N ,
such that i0(c) = 0 for all 0 < c ≤ c∗ and i0(c) < 0 for all c > c∗.
(ii) i0(c) has a minimizer if and only if c ∈ T , where
T =

(0,+∞), 2 < p < 2N+4
N
,
(a
N
4 |Q 2N+4
N
|2,+∞), p = 2N+4N ,
[c∗,+∞), 2N+4N < p < 2N+8N .
(1.9)
(2) If p = 2N+8
N
, then i0(c) = 0 for all 0 < c ≤ ( b2 |Q 2N+8N |
8
N
2 )
N
8−2N and i0(c) = −∞
for all c > ( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N . Moreover, i0(c) has no minimizer for all c > 0.
(3) If 2N+8
N
< p < 2∗, then i0(c) = −∞ and i0(c) has no minimizer for all c > 0.
If V (x) 6≡ 0, then the case becomes totally different from the autonomous one
since the L2-preserving scaling argument fails here. As far as we know, there is no
paper on this respect. In this paper, we study the existence and the concentration
behavior of minimizers for iV (c) when V (x) satisfies the following condition:
V (x) ∈ L∞loc(RN), inf
x∈RN
V (x) = 0 and lim
|x|→+∞
V (x) = +∞. (V )
We call (uc, ρc) ∈ Sc × R a couple of solution to the equation (1.1) if (uc, ρc)
satisfies (1.1) and |uc|2 = c.
Our first result is as follows.
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Theorem 1.2. Suppose that V (x) satisfies (V ), 2 < p < 2∗ and N ≤ 3.
(1) For each  c > 0, 2 < p <
2N+8
N
,
0 < c ≤ ( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N , p = 2N+8
N
,
iV (c) has at least one minimizer. Moreover, there exists a couple of solution (uc, ρc) ∈
Sc × R to (1.1) with IV (uc) = iV (c).
(2) For each c > ( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N if p = 2N+8
N
or c > 0 if 2N+8
N
< p < 2∗,
iV (c) = −∞ and iV (c) has no minimizer.
Note that iV (c) ≥ i0(c) for all c > 0. Under condition (V ), the embedding
H →֒ Lq(RN), q ∈ [2, 2∗) is compact (see e.g. [4]). To prove Theorem 1.2 (1), it is
enough to show the boundedness of each minimizing sequence for iV (c), which can be
obtained by using the inequality (1.7). By using the least energy solution Qp as a test
function and a suitable L2-preserving scaling, we succeeded in obtaining Theorem 1.2
(2).
Our main result concerns the concentration phenomena of minimizers uc of iV (c)
as c → +∞ for 2 < p < 2N+8
N
. Since lim
c→+∞
i0(c) = −∞ (see Lemma 2.7 below), it is
reasonable to conjecture that iV (c)→ −∞ as c→ +∞. To do so, we need to study
the property of minimizers for i0(c). The theorem below summarizes some properties
of i0(c).
Theorem 1.3. Let 2 < p < 2N+8
N
and c ∈ T . Suppose that vc ∈ S˜c is a minimizer
of i0(c).
(1) Up to translations,
vc(x) =
c
|Qp|2 (
mc
c
)
N
2 Qp(
mc
c
x),
where mc = (
√
a2D21−4bD2i0(c)+aD1
2bD2
)
1
2 , D1 =
N(p−2)−4
2N(p−2)
and D2 =
2N+8−Np
4N(p−2)
. That is to
say, i0(c) has a unique minimizer for each c ∈ T . Moreover,
i0(c) = aD1m
2
c − bD2m4c .
(2) lim
c→+∞
i0(c)
c2
= −∞.
(3) If p 6= 4, then either mc
c
→ +∞ or mc
c
→ 0 as c→ +∞.
If p = 4, then mc
c
→ ( N
2b|Q4|22
)
1
4−N as c→ +∞.
(4) There exists µc = −2N−p(N−2)4 c
p−2−
N(p−2)
2
|Qp|
p−2
2
m
N(p−2)
2
c < 0 such that (vc, µc) satis-
fies the following equation
−
(
a+ b
∫
RN
|∇vc|2
)
∆vc − |vc|p−2vc = µcvc, x ∈ RN .
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Then our main result is as follows.
Theorem 1.4. Suppose that V (x) satisfies (V ), N ≤ 3 and p ∈ (2, 2N+8
N
)\{4}. For
any sequence {cn} ⊂ (0,+∞) with cn → +∞ as n → +∞, let (ucn, ρcn) ∈ Scn × R
be the couple of solution to (1.1) obtained in Theorem 1.2. Then there exists a
subsequence of {cn} (still denoted by {cn}) and a sequence {zn} ⊂ RN such that
|Qp|2
cn
(
cn
mcn
)N
2
ucn
(
cn
mcn
(x+ zn)
)
−→ Qp(x)
in Lq(RN ) for all 2 ≤ q < 2∗ and[
1
cn
(
cn
mcn
)
N
2
]p−2
ρcn → −
4|Qp|p−22
2N − p(N − 2)
as n→ +∞.
Remark 1.5. Although the equation (1.1) is “nonlocal”, the concentration behavior
of the solution to (1.1) given in Theorem 1.4 when the L2-norm of the solution is
“large”, is similar to that of the solution to (1.5), which is “local” (see Lemma 4.6
in [21]). However, our argument is different.
We give the main idea of the proof of Theorem 1.4. As the problem we deal with is
nonlocal, the approach of [21] considering mass concentration of Schro¨dinger equation
with the L2-subcritical exponent cannot be applied directly for two reasons. First,
since the terms in I0(u) or in IV (u) scale differently in space, one cannot hope to get
rid of the nonlocal term by scaling in space. Then we cannot follow the argument in
[21] to show that the minimizer of i0(c) possesses a property like (1.6), which makes
it difficult to study the convergence of iV (c) as c→ +∞. To overcome this difficulty,
the key point is to prove the uniqueness of the minimizer vc of i0(c) and to
give the accurate expression of vc (see Theorem 1.3). This is not easy and it
needs much more analysis. Based on this property, we show that
lim
n→+∞
∫
RN
V (x)[ϕ(x− x0)vcn(x− x0)]2
c2n
= lim
n→+∞
(
mcn
cn
)N
∫
RN
V (x+ x0)[ϕ(x)Qp(
mcn
cn
x)]2 = 0,
(1.10)
where x0 ∈ RN and ϕ ∈ C∞0 (RN) is a cut-off function. Then iV (cn)c2n −
i0(cn)
c2n
→ 0 as n→
+∞. By Theorem 1.3 (2) we get an essential estimate for iV (cn), i.e.
lim
n→+∞
iV (cn)
i0(cn)
= 1. (1.11)
Indeed, to show (1.10), it requires that mcn
cn
converges to either 0 or +∞,
which is the reason why p 6= 4 is assumed in Theorem 1.4 (see Theorem 1.3
6
(3)). Second, due to the effect of the nonlocal term, property (1.6) no longer holds
for i0(c) and the minimizer of i0(c) (see Theorem 1.3 (1) above for details), which
makes that the special L2-scaling using in [21] to get the mass concentration cannot
be used here. We overcome this difficulty by using the estimate (1.11) to obtain the
following optimal energy estimates for each minimizer ucn of iV (cn):∫
RN
|∇ucn|2
mcn
→ 1,
∫
RN
|ucn|p
i0(cn)
→ − 8p
2N + 8−Np (1.12)
and ∫
RN
V (x)|ucn|2
i0(cn)
→ 0 (1.13)
as n → +∞, i.e. I0(ucn)
i0(cn)
→ 1, which gives us a cue that ucn might behave like
the minimizer of i0(cn). It is necessary to point out that the nonlocal term plays
an important role in the proof of (1.12) and (1.13). Finally, for any c ∈ T , we
set wn(x) :=
c
cn
u
cnmc
mcnc
cn (x), by (1.12) (1.13) we see that {wn} is a bounded minimizing
sequence of i0(c) and then wn converges strongly to the minimizer of i0(c) in H
1(RN).
So the theorem is proved.
Throughout this paper, we use standard notations. For simplicity, we write
∫
Ω
h
to mean the Lebesgue integral of h(x) over a domain Ω ⊂ RN . Lp := Lp(RN) (1 ≤
p ≤ +∞) is the usual Lebesgue space with the standard norm | · |p. We use “ → ”
and “ ⇀ ” to denote the strong and weak convergence in the related function space
respectively. C will denote a positive constant unless specified. We use “ := ” to
denote definitions and Br(x) := {y ∈ RN | |x− y| < r}. We denote a subsequence of
a sequence {un} as {un} to simplify the notation unless specified.
The paper is organized as follows. In § 2, we prove Theorem 1.3. In § 3, we prove
Theorem 1.2 and Theorem 1.4.
2 Proof of Theorem 1.3
In this section, we will present an accurate description of i0(c) = inf
u∈S˜c
I0(u), where
I0(u) =
a
2
∫
RN
|∇u|2 + b
4
(∫
RN
|∇u|2
)2
− 1
p
∫
RN
|u|p, u ∈ H1(RN),
2 < p < 2N+8
N
and N ≤ 3. Recall that i0(c) has a minimizer if and only if c ∈ T ,
where T is defined in (1.9).
For simplicity, in what follows we denote
D1 :=
N(p− 2)− 4
2N(p− 2) , D2 :=
2N + 8−Np
4N(p− 2) . (2.1)
Note that D2 > 0 for each 2 < p <
2N+8
N
.
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For any u ∈ H1(RN) and any t > 0, in what follows we denote
ut(x) := t
N
2 u(tx). (2.2)
Then ut ∈ S˜c if u ∈ S˜c.
By (1.7)(1.8) and the corresponding Pohozaev identity we see that∫
RN
|∇Qp|2 = 2
p
∫
RN
|Qp|p =
∫
RN
|Qp|2. (2.3)
It is proved in [9] that Qp is decreasing away from the origin and
Qp(x), |∇Qp(x)| = O(|x|− 12 e−|x|) as |x| → +∞.
The following lemma, which will be useful in the main proof, can be easily ob-
tained, so we omit the proof.
Lemma 2.1. Suppose that vc ∈ S˜c is a minimizer of i0(c), then vc is positive.
Lemma 2.2. Let 2 < p < 2N+8
N
and c ∈ T , suppose that vc ∈ S˜c is a minimizer of
i0(c), then up to translations,
vc(x) =
c
|Qp|2Q
mc
c
p (x),
where mc = (
√
a2D21−4bD2i0(c)+aD1
2bD2
)
1
2 .
Proof. By the Lagrange multiplier theorem, there exists µc ∈ R such that (vc, µc)
satisfies the following equation
−
(
a + b
∫
RN
|∇vc|2
)
∆vc − |vc|p−2vc = µcvc, x ∈ RN . (2.4)
By Lemma 2.1 in [17], we see that vc satisfies the following Pohozaev identity
N − 2
2
[
a
∫
RN
|∇vc|2 + b
(∫
RN
|∇vc|2
)2]
− N
2
µcc
2 − N
p
∫
RN
|vc|p = 0.
Hence
a
∫
RN
|∇vc|2 + b
(∫
RN
|∇vc|2
)2
=
N(p− 2)
2p
∫
RN
|vc|p. (2.5)
So
µc = −2N − p(N − 2)
N(p− 2)c2
(
a+ b
∫
RN
|∇vc|2
)∫
RN
|∇vc|2 (2.6)
and
i0(c) = I0(vc) = aD1
∫
RN
|∇vc|2 − bD2
(∫
RN
|∇vc|2
)2
. (2.7)
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Since D2 > 0 and i0(c) ≤ 0, we have∫
RN
|∇vc|2 =
√
a2D21 − 4bD2i0(c) + aD1
2bD2
= m2c . (2.8)
Therefore, by Lemma 2.1 and (2.4)-(2.8) we see that vc ∈ S˜c is a positive solution of
the following equation
−N(p− 2)
4
∆vc +
2N − p(N − 2)
4
(
mc
c
)2vc =
N(p− 2)
4(a+ bm2c)
|vc|p−2vc, x ∈ RN .
Set vc(x) :=
[
4a+4bm2c
N(p−2)
] 1
p−2
(
c
mc
)N(p−2)−4
2(p−2)
w
mc
c (x), then w satisfies the equation
−N(p − 2)
4
∆w +
2N − p(N − 2)
4
w = |w|p−2w, x ∈ RN . (2.9)
By the fact that w is positive together with the uniqueness of positive solutions (up
to translations) to the equation (2.9), we conclude that w = Qp, i.e.
vc(x) =
[
4a+ 4bm2c
N(p− 2)
] 1
p−2
(
c
mc
)N(p−2)−4
2(p−2)
Q
mc
c
p (x).
By direct calculation, we see that
c2 =
∫
RN
|vc|2 =
[
4a+ 4bm2c
N(p− 2)
] 2
p−2
(
c
mc
)N(p−2)−4
p−2
|Qp|22,
then
[
4a+ 4bm2c
N(p− 2) ]
1
p−2 (
c
mc
)
N(p−2)−4
2(p−2) =
c
|Qp|2 . (2.10)
Therefore, up to translations, vc =
c
|Qp|2
Q
mc
c
p is the unique minimizer of i0(c).
Corollary 2.3. (1) We conclude from the proof of Lemma 2.2 that
i0(c) = aD1m
2
c − bD2m4c
and
a+ bm2c =
N(p− 2)
4
c
2N−p(N−2)
2
|Qp|p−22
m
N(p−2)−4
2
c . (2.11)
(2) There exists µc = −2N−p(N−2)4 c
p−2−
N(p−2)
2
|Qp|
p−2
2
m
N(p−2)
2
c < 0 such that ( c|Qp|2Q
mc
c
p , µc)
is a couple of solution to the equation (2.4).
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(3) In particular, if p = 2N+4
N
, then we can give accurate expressions of i0(c) and
mc, i.e.
i0(c) = − 1
4b
[
(
c
|Q 2N+4
N
|2 )
4
N − a
]2
,
mc = b
− 1
2
[
(
c
|Q 2N+4
N
|2 )
4
N − a
] 1
2
and
µc = − 2
Nbc2
(
c
|Q 2N+4
N
|2 )
4
N
[
(
c
|Q 2N+4
N
|2 )
4
N − a
]
.
Proof. (1)(2) follow from (2.4), (2.6)-(2.8) and (2.10).
(3) When p = 2N+4
N
, D1 = 0 and D2 =
1
4
. By (2.11) we see that m2c =
1
b
[( c
|Q 2N+4
N
|2
)
4
N − a]. So by (1)(2) we have i0(c) = − b4m4c = − 14b [( c|Q 2N+4
N
|2
)
4
N − a]2
and
µc = − 2
Nc2
(
c
|Q 2N+4
N
|2 )
4
Nm2c = −
2
Nbc2
(
c
|Q 2N+4
N
|2 )
4
N
[
(
c
|Q 2N+4
N
|2 )
4
N − a
]
.
The following proposition follows from Theorem 1.1 in [27] and Lemma 2.2.
Proposition 2.4. Let 2 < p < 2N+8
N
and c ∈ T . Suppose that {un} ⊂ S˜c is a
minimizing sequence of i0(c), then there exists a subsequence of {un} (still denoted
by {un}), and {yn} ⊂ RN such that
un(x+ yn)→ c|Qp|2Q
mc
c
p (x) in H
1(RN).
Based on Corollary 2.3, we could get the exact value of c∗ defined as in Proposition
1.1 when 2N+4
N
< p < 2N+8
N
, which is not obtained in [27].
Lemma 2.5. If 2N+4
N
< p < 2N+8
N
, then c∗ = [
4a|Qp|
p−2
2
2N+8−Np
(
2a
b
N(p−2)−4
2N+8−Np
) 4−N(p−2)
4
]
2
2N−p(N−2) .
Proof. By Proposition 1.1 (1), when 2N+4
N
< p < 2N+8
N
, i0(c∗) = 0 and i0(c∗) has a
minimizer. Then by Corollary 2.3 (1) we see that mc∗ =
√
aD1
bD2
. Hence we conclude
from (2.11) and the definitions of D1, D2 that
c∗ =
[ 4a|Qp|p−22
2N + 8−Np
(
2a
b
N(p− 2)− 4
2N + 8−Np
) 4−N(p−2)
4 ] 2
2N−p(N−2)
.
Note that 2 < 4 < 2N+8
N
when N ≤ 3.
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Lemma 2.6. Let 2 < p < 2N+8
N
and c > c∗, where c∗ is given in Proposition 1.1
(1). Then
(1) lim
c→+∞
i0(c)
c2
= −∞.
(2) If p 6= 4, then either mc
c
→ +∞ or mc
c
→ 0 as c→ +∞.
If p = 4, then mc
c
→ ( N
2b|Q4|22
)
1
4−N as c→ +∞.
Proof. (1) It is proved in Lemma 2.5 of [27] that c 7→ i0(c)
c2
is strictly decreasing on
(c∗,+∞). For readers’ convenience, we give a detailed proof of this fact here.
For any c1, c2 ∈ (c∗,+∞) with c1 < c2, let {un} ⊂ S˜c1 be a minimizing sequence
for i0(c1). By Proposition 1.1 (1), we have i0(c1) < 0. Then there exist 0 < k1 < k2
independent of n such that
k1 ≤
∫
RN
|∇un|2 ≤ k2.
Set θ := c2
c1
> 1 and un,θ(x) := un(θ
− 2
N x). Then un,θ ∈ S˜θc1 and we have that
I0(un,θ) = θ
2I0(un) + θ
2
[
(θ−
4
N − 1)a
∫
RN
|∇un|2
2
+ (θ2−
8
N − 1)b(
∫
RN
|∇un|2)2
4
]
≤ θ2I0(un)− θ2
[
(1− θ− 4N )ak1
2
+ (1− θ2− 8N )bk
2
1
4
]
.
Let n→ +∞ and notice that the second term of r.h.s. above is strictly negative and
independent of n, it follows that i0(θc1) < θ
2i0(c1), i.e.
i0(c2)
c22
<
i0(c1)
c21
.
So the function c 7→ i0(c)
c2
is strictly decreasing on (c∗,+∞).
To prove the lemma, since i0(c)
c2
< 0 for all c > c∗, we see that either
i0(c)
c2
→ −∞
or i0(c)
c2
→ −A0 for some A0 > 0 as c → +∞. If i0(c)c2 → −A0 for some A0 > 0, then
by the definition of mc, we see that
mc
c
1
2
→ A1 for some constant A1 > 0. By (2.11)
we have
a+ bm2c
c
=
N(p− 2)
4|Qp|p−22
c
(4−N)(p−2)
4 (
mc
c
1
2
)
N(p−2)−4
2 . (2.12)
Since N ≤ 3 and p > 2, letting c → +∞ in (2.12) we get that bA21 = +∞, which is
impossible. So i0(c)
c2
→ −∞ as c→ +∞.
(2) Similarly to (2.12), by (2.11) we see that a+bm
2
c
c2
= N(p−2)
4|Qp|
p−2
2
cp−4(mc
c
)
N(p−2)−4
2 , i.e.
a
c2
(
mc
c
)
2N+4−Np
2 + b(
mc
c
)
2N+8−Np
2 =
N(p− 2)
4|Qp|p−22
cp−4. (2.13)
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Let us consider the following two cases.
Case 1: p 6= 4.
If 2 < p < 4, then 2N+8−Np
2
> 0 and it follows from (2.13) that
b(
mc
c
)
2N+8−Np
2 ≤ N(p− 2)
4|Qp|p−22
cp−4 → 0 as c→ +∞,
which implies that lim
c→+∞
mc
c
= 0. If 4 < p < 2N+8
N
, then we conclude from (2.13)
again that either a
c2
(mc
c
)
2N+4−Np
2 → +∞ or b(mc
c
)
2N+8−Np
2 → +∞ as c → +∞, which
both imply either lim
c→+∞
mc
c
= +∞ or lim
c→+∞
mc
c
= 0.
Case 2: p = 4.
If p = 4, then (2.13) is simplified to be
N
2|Q4|22
=
a
c2
(
mc
c
)2−N + b(
mc
c
)4−N =
(
a
m2c
+ b
)
(
mc
c
)4−N ,
i.e.
(
mc
c
)4−N =
N
2|Q4|22(ac cm2c + b)
.
By (1) and the definition of mc, we see that lim
c→+∞
m2c
c
= +∞. Then mc
c
→ ( N
2b|Q4|22
)
1
4−N
as c→ +∞. Therefore the lemma is proved.
Lemma 2.7. Let 2 < p < 2N+8
N
, then

i0(c)→ −∞,
mc → +∞,
µc → −∞,
as c→ +∞.
Proof. By Lemma 2.6 (1), one easily sees that lim
c→+∞
i0(c) = −∞. Then by Corollary
2.3 (1) we have mc → +∞ as c→ +∞. Hence by Corollary 2.3 (1)(2) and (2.11) we
see that
µc = −2N − p(N − 2)
N(p− 2)
am2c + bm
4
c
c2
=
2N − p(N − 2)
N(p− 2)
a+ bm2c
bD2m2c − aD1
i0(c)
c2
→ −∞
as c→ +∞.
Proof of Theorem 1.3
Proof. Theorem 1.3 follows directly from Lemmas 2.2, 2.6 and Corollary 2.3.
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3 Proof of Theorems 1.2 and 1.4
In this section, we first consider the minimization problem (1.3) when V (x) satisfies
condition (V ). We need the following compactness result, see e.g. [4].
Lemma 3.1. Suppose that V (x) ∈ L∞loc(RN) with lim
|x|→+∞
V (x) = +∞. Then the
embedding H →֒ Lq(RN), 2 ≤ q < 2∗ is compact.
Proof of Theorem 1.2
Proof. (1) Since V (x) ≥ 0, we have IV (u) ≥ I0(u) for any u ∈ H. Then iV (c) ≥ i0(c)
for each c ∈ T˜ , where
T˜ =
 (0,+∞), 2 < p <
2N+8
N
,
(0, ( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N ], p = 2N+8
N
.
So we see from Proposition 1.1 that iV (c) is well defined for c ∈ T˜ .
For any c ∈ T˜ , let {un} ⊂ Sc be a minimizing sequence for iV (c), i.e. IV (un) →
iV (c) as n→ +∞. By Lemma 3.1, to prove that iV (c) has a minimizer it is enough
to prove that {un} is uniformly bounded in H.
Indeed, if {un} is uniformly bounded in H, then up to a subsequence, there exists
uc ∈ H such that un ⇀ uc in H. Lemma 3.1 shows that un → uc in Lq(RN), 2 ≤ q <
2∗, which implies that |uc|2 = c, i.e. uc ∈ Sc. By the weak lower semicontinuity of the
norm in H, we have iV (c) ≤ IV (uc) ≤ lim inf
n→+∞
IV (un) = iV (c), i.e. uc is a minimizer
for iV (c). So iV (c) has at least one minimizer for each c ∈ T˜ .
Let us next prove the boundedness of {un}. If 2 < p < 2N+8N , for any c > 0, since
IV (un)→ iV (c), by (1.7) we have for n large enough
iV (c) + 1 +
c
2N−p(N−2)
2
2|Qp|p−22
(∫
RN
|∇un|2
)N(p−2)
4
≥ IV (un) + c
2N−p(N−2)
2
2|Qp|p−22
(∫
RN
|∇un|2
)N(p−2)
4
≥ b
4
(∫
RN
|∇un|2
)2
+
1
2
∫
RN
V (x)u2n,
(3.1)
which and 0 < N(p−2)
4
< 2 imply that {un} is uniformly bounded in H.
If p = 2N+8
N
, since 0 < c ≤ ( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N , we deduce from (1.7) that
N
2N + 8
∫
RN
|un| 2N+8N ≤ b
4
(∫
RN
|∇un|2
)2
.
Then for n large enough, we see that
iV (c) + 1 ≥ IV (un) ≥ a
2
∫
RN
|∇un|2 + 1
2
∫
RN
V (x)u2n,
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which implies that {un} is uniformly bounded in H.
Since iV (c) has a minimizer uc, by the Lagrange multiplier theorem there exists
ρc ∈ R such that (uc, ρc) ∈ Sc × R is a couple of solution to the equation (1.1).
(2) Let ϕ ∈ C∞0 (RN) be a radial cut-off function such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 on
B1(0), ϕ ≡ 0 on RN\B2(0) and |∇ϕ| ≤ 2.
For each c > ( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N if p = 2N+8
N
or c > 0 if 2N+8
N
< p < 2∗, set
ut(x) :=
cAt
|Qp|2ϕ(x)t
N
2 Qp(tx), ∀ t > 0, (3.2)
where At > 0 is chosen to satisfy that ut ∈ Sc. In fact, By direct calculations and
the Dominated Convergence Theorem we have
c2
A2t
= c2 +
c2
|Qp|22
∫
RN
[ϕ2(
x
t
)− 1]Q2p(x)→ c2 as t→ +∞,
i.e. lim
t→+∞
At = 1. Since V (x)ϕ
2(x) is bounded and has compact support, we see
that lim
t→+∞
∫
RN
V (x)|ut|2 = V (0)c2. So by (2.3) and the exponential decay of Qp and
|∇Qp|, we see that if p = 2N+8N , then
iV (c) ≤ IV (ut)
=
ac2A2t
2
t2 −
[( c
( b
2
|Q 2N+8
N
|
8
N
2 )
N
8−2N
) 8−2N
N − 1 + ot(1)
]bc4A4t
4
t4 +
V (0)c2
2
+ ot(1)
→ −∞ as t→ +∞
and if 2N+8
N
< p < 2∗, then
iV (c) ≤ IV (ut) = a(cAt)
2t2
2
+
b(cAt)
4t4
4
−(cAt)
pt
N(p−2)
2
2|Qp|p−22
+
V (0)c2
2
+ot(1)→ −∞ as t→ +∞,
since N(p−2)
2
> 4, where lim
t→+∞
ot(1) = 0. Then iV (c) = −∞. So the theorem is
proved.
Next we give some preliminary lemmas to prove Theorem 1.4.
Lemma 3.2. Let 2 < p < 2N+8
N
, c > 0 and V (x) satisfy (V ).
(1) The function c 7→ iV (c) is continuous on (0,+∞).
(2) iV (c)→ 0 as c→ 0+.
(3) If p 6= 4, then iV (c)
i0(c)
→ 1 as c→ +∞.
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Proof. (1) For any c > 0 and any sequence {cn} ⊂ (0,+∞) satisfying that cn → c
as n → +∞, let uc ∈ Sc be a minimizer of iV (c), then cnc uc ∈ Scn and iV (cn) ≤
IV (
cn
c
uc) = IV (uc) + on(1), where on(1)→ 0 as n→ +∞. So
lim sup
n→+∞
iV (cn) ≤ iV (c). (3.3)
On the other hand, let {ucn} ⊂ Scn be a sequence of minimizers for iV (cn). Since
(3.3) shows that {iV (cn)} is upper bounded, similarly to the proof of (3.1) we see that
{ucn} is uniformly bounded in H. Then iV (c) ≤ lim inf
n→+∞
IV (
c
cn
ucn) = lim inf
n→+∞
iV (cn). So
by (3.3) again we see that lim
n→+∞
iV (cn) = iV (c).
(2) Note that iV (c) ≥ i0(c) for any c > 0 when 2 < p < 2N+8N . For c = 1, suppose
that u1 is a minimizer of iV (1), then for any c→ 0+, cu1 ∈ Sc and
i0(c) ≤ iV (c) ≤ IV (cu1)→ 0 as c→ 0+. (3.4)
By Proposition 1.1 we have to discuss the following two cases.
Case 1: 2 < p < 2N+4
N
.
By Proposition 1.1, if 2 < p < 2N+4
N
, then i0(c) < 0 and i0(c) has a minimizer
vc ∈ S˜c for all c > 0. Hence by (1.7) we see that
a
2
∫
RN
|∇vc|2 + b
4
(∫
RN
|∇vc|2
)2
≤ c
2N−p(N−2)
2
2|Qp|p−22
(∫
RN
|∇vc|2
)N(p−2)
4
,
which and 0 < N(p−2)
4
< 1 imply that lim
c→0+
|∇vc|2 = 0. Then lim
c→0+
i0(c) = 0. So
combining (3.4) we have lim
c→0+
iV (c) = 0.
Case 2: 2N+4
N
≤ p < 2N+8
N
.
By Proposition 1.1, if 2N+4
N
≤ p < 2N+8
N
, then i0(c) = 0 for c > 0 small. Then we
conclude from (3.4) that lim
c→0+
iV (c) = 0.
(3) For any c > 0, we have iV (c) − i0(c) ≥ 0. Since c → +∞, we may assume
that c > c∗, then i0(c) < 0 and i0(c) has a unique minimizer for all 2 < p <
2N+8
N
.
Let ϕ ∈ C∞0 (RN) be a radial cut-off function as given in the proof of Theorem 1.2
(2). For any x0 ∈ RN and R > 0, Set
uR,c(x) := AR,cϕ(
x− x0
R
)Qc(x− x0),
where Qc(x) =
c
|Qp|2
Q
mc
c
p (x) is the unique minimizer of i0(c) given in Theorem 1.3 and
AR,c > 0 is chosen to satisfy that uR,c ∈ Sc. In fact, 0 < AR,c ≤ 1 and lim
R→+∞
AR,c = 1.
It is standard to show that uR,c → Qc in H1(RN) as R→ +∞ for each c > c∗. Then
by continuity, we see that for any c > c∗,
I0(uR,c)→ I0(Qc) = i0(c) as R→ +∞. (3.5)
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For any fixed R > 0, since p 6= 4, by Lemma 2.6 (2) we see that either lim
c→+∞
mc
c
= +∞
or lim
c→+∞
mc
c
= 0.
If lim
c→+∞
mc
c
= +∞, then we have
0 ≤
∫
RN
V (x)u2R,c =
c2A2R,c
|Qp|22
∫
RN
V (
c
mc
x+ x0)ϕ
2(
c
mcR
x)Q2p(x)
≤ c
2
|Qp|22
∫
RN
V (
c
mc
x+ x0)ϕ
2(
c
mcR
x)Q2p(x).
We see that 0 ≤ lim
c→+∞
∫
RN
V (x)u2R,c
c2
≤ V (x0) holds for almost every x0 ∈ RN . Taking
the infimum over x0 yields∫
RN
V (x)u2R,c
c2
→ 0 as c→ +∞. (3.6)
If lim
c→+∞
mc
c
= 0, then
∫
RN
V (x)u2R,c
c2
=
A2R,c
|Qp|22
(
mc
c
)N
∫
RN
V (x+ x0)ϕ
2(
x
R
)Q2p(
mc
c
x)
≤ 1|Qp|22
(
mc
c
)N
∫
B2R(0)
V (x+ x0)Q
2
p(
mc
c
x)
≤ |V (x)|L∞(B2R(x0))|Qp|22
(
mc
c
)N
∫
B2R(0)
Q2p(
mc
c
x)
→ 0 as c→ +∞,
(3.7)
where we have used the fact that Qp(x) is continuous.
Therefore for any ε > 0, by (3.5)-(3.7) there exists Rε > 0 large enough such that
iV (c)− i0(c)
c2
≤ IV (uRε,c)
c2
− i0(c)
c2
=
I0(uRε,c)
c2
− i0(c)
c2
+
∫
RN
V (x)u2Rε,c
2c2
≤ ε
for sufficiently large c > 0. So lim
c→+∞
( iV (c)
c2
− i0(c)
c2
) = 0, i.e.
lim
c→+∞
(
iV (c)
i0(c)
− 1
)
i0(c)
c2
= 0.
We conclude from Lemma 2.6 (1) that iV (c)
i0(c)
→ 1 as c→ +∞.
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Corollary 3.3. Let 2 < p < 2N+8
N
and p 6= 4.
(1) iV (c)
c2
→ −∞ as c→ +∞.
iV (c)→ −∞ as c→ +∞.
(2) Suppose that uc is a minimizer of iV (c) obtained in Theorem 1.2. Then∫
RN
|uc|p → +∞ and
∫
RN
|∇uc|2 → +∞ as c→ +∞.
Proof. (1) follows directly from Lemma 3.2 and Lemmas 2.6, 2.7.
(2) Since IV (uc) = iV (c), by the definition of IV (uc) we have
1
p
∫
RN
|uc|p+ iV (c) >
0, which and (1) implies that
∫
RN
|uc|p → +∞ as c → +∞. Moreover, we have
1
p
∫
RN
|uc|p+iV (c)
c2
> 0, then
1
p
∫
RN
|uc|p
c2
→ +∞. By the Gagliardo-Nirenberg inequal-
ity (1.7), we see that
1
p
∫
RN
|uc|p
c2
≤ p
2|Qp|
p−2
2
(
|∇uc|2
c
) (N−2)(p−2)
2 |∇uc|p−22 , from which we
conclude that
∫
RN
|∇uc|2 → +∞ as c→ +∞.
In order to prove Theorem 1.4, we need the following two crucial lemmas.
Lemma 3.4. Let p ∈ (2, 2N+8
N
)\{4}, c > 0 and V (x) satisfy (V ). Suppose that
uc ∈ Sc be a minimizer of iV (c) obtained in Theorem 1.2, then∫
RN
|∇uc|2
m2c
→ a
b
,
∫
RN
|uc|p
am2c + bm
4
c
→ 2p
N(p− 2)
and ∫
RN
V (x)u2c
am2c + bm
4
c
→ 0
as c→ +∞, where mc is given in Theorem 1.3.
Proof. As c→ +∞, for c > 0 sufficiently large, by the Gagliardo-Nirenberg inequal-
ity (1.7) and (2.11) we have
0 <
1
p
∫
RN
|uc|p
(a+ bm2c)
∫
RN
|∇uc|2 ≤
c
p−
N(p−2)
2
2|Qp|
p−2
2
(∫
RN
|∇uc|2
)N(p−2)−4
4
a+ bm2c
≤
c
p−
N(p−2)
2
2|Qp|
p−2
2
(∫
RN
|∇uc|2
)N(p−2)−4
4
N(p−2)
4
c
p−
N(p−2)
2
|Qp|
p−2
2
m
N(p−2)−4
2
c
≤ 2
N(p− 2)
(∫
RN
|∇uc|2
m2c
)N(p−2)−4
4
.
(3.8)
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Then we see that
IV (uc)
(a+ bm2c)
∫
RN
|∇uc|2 =
a
2(a+ bm2c)
+
b
∫
RN
|∇uc|2
4(a+ bm2c)
+
1
2
∫
RN
V (x)u2c
(a+ bm2c)
∫
RN
|∇uc|2
−
1
p
∫
RN
|uc|p
(a+ bm2c)
∫
RN
|∇uc|2
≥ b
∫
RN
|∇uc|2
4(a+ bm2c)
− 2
N(p− 2)
(∫
RN
|∇uc|2
m2c
)N(p−2)−4
4
≥ − 2
N(p− 2)
(∫
RN
|∇uc|2
m2c
)N(p−2)−4
4
+
∫
RN
|∇uc|2
m2c
bm2c
4(a+ bm2c)
.
(3.9)
Moreover, by IV (uc) = iV (c) and Corollary 2.3 (1) we have
IV (uc)
(a + bm2c)
∫
RN
|∇uc|2 =
iV (c)
i0(c)
m2c∫
RN
|∇uc|2
aD1 − bD2m2c
a+ bm2c
. (3.10)
Up to a subsequence, we assume that
∫
RN
|∇uc|2
m2c
→ +∞ as c → +∞, then by
Lemmas 3.2 and 2.7, (3.9) and (3.10) we see that
0 = lim
c→+∞
IV (uc)
(a + bm2c)
∫
RN
|∇uc|2
≥ lim
c→+∞
{[
− 2
N(p− 2)
(
m2c∫
RN
|∇uc|2
) 2N+8−Np
4
+
bm2c
4(a+ bm2c)
] ∫
RN
|∇uc|2
m2c
}
→ +∞ as c→ +∞
(3.11)
since 2 < p < 2N+8
N
, which is a contradiction. Therefore, {
∫
RN
|∇uc|2
m2c
} is uniformly
bounded. Set
A := lim
c→+∞
∫
RN
|∇uc|2
m2c
,
then A ∈ [0,+∞). If A = 0, then similarly to (3.11), by D2 > 0 we have
0 = lim
c→+∞
bm2c
4(a + bm2c)
∫
RN
|∇uc|2
m2c
≤ lim
c→+∞
IV (uc)
(a+ bm2c)
∫
RN
|∇uc|2 +
2
N(p− 2)
(∫
RN
|∇uc|2
m2c
)N(p−2)−4
4
≤ lim
c→+∞

iV (c)
i0(c)
−bD2m2c + aD1
a + bm2c
+
2
N(p− 2)
(∫
RN
|∇uc|2
m2c
)N(p−2)
4
 m2c∫
RN
|∇uc|2

→ −∞ as c→ +∞,
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which is also a contradiction. So 0 < A < +∞. Moreover, set
B := lim
c→+∞
1
p
∫
RN
|uc|p
(a + bm2c)
∫
RN
|∇uc|2
and
D := lim
c→+∞
1
2
∫
RN
V (x)u2c
(a+ bm2c)
∫
RN
|∇uc|2 ,
then it follows from (3.8)-(3.10) that B ∈ (0, 2
N(p−2)
A
N(p−2)−4
4 ] and D ∈ [0,+∞). We
conclude from (3.9)(3.10) again that A satisfies the following two conditions:
1
4
A2 + (D − B)A+D2 = 0 (3.12)
and
1
4
A2 − 2
N(p− 2)A
N(p−2)
4 +D2 ≤ 0. (3.13)
Consider the following C1-function f : [0,+∞)→ R defined by
f(t) =
1
4
t2 − 2
N(p− 2)t
N(p−2)
4 +D2.
Since 2 < p < 2N+8
N
and f ′(t) = 1
2
(t− tN(p−2)−44 ), f(t) has a unique critical point t = 1
which corresponds to its minimum, i.e. f(t) > f(1) = 0 for all t 6= 1. So combining
(3.13) we see that f(A) = 0, which implies that A = 1. Then by (3.12) and the
definition of D2 we have
2
N(p− 2) ≤ D +
2
N(p− 2) = B ≤
2
N(p− 2) ,
then D = 0 and hence B = 2
N(p−2)
. Therefore the lemma is proved.
Lemma 3.5. For 2 < p < 2N+8
N
and p 6= 4, let uc ∈ Sc be a minimizer of iV (c).
Then I0(uc)
i0(c)
→ 1 as c→ +∞.
Proof. As c → +∞, we may assume that c > c∗. Then by Corollary 2.3 (1),
Lemmas 3.4 and 2.7, we see that
I0(uc)
i0(c)
=
1
p
∫
RN
|uc|p
bD2m4c − aD1m2c
−
a
∫
RN
|∇uc|2
m2c
2(bD2m2c − aD1)
−
b
( ∫
RN
|∇uc|2
m2c
)2
4(bD2 − aD1m−2c )
→
(
2
N(p− 2) −
1
4
)
1
D2
= 1
as c→ +∞.
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Proof of Theorem 1.4
Proof. For any sequence {cn} ⊂ (0,+∞) with cn → +∞ as n→ +∞, by Theorem
1.2, there exists (ucn, ρcn) ∈ Scn × R a couple of solution to the equation (1.1) with
IV (ucn) = iV (cn). Then ucn is a minimizer of iV (cn).
Without loss of generality, we may assume that cn > c∗ for all n. By Lemma 3.4
we see that ∫
RN
|∇ucn|2
m2cn
→ 1 and
∫
RN
|ucn|p
am2cn + bm
4
cn
→ 2p
N(p− 2) (3.14)
as n→ +∞.
Since ρcnc
2
n = 〈I ′V (ucn), ucn〉, by Corollary 2.3 (2), (2.11) and Lemma 3.4 we have
ρcn
µcn
= − ρcnc
2
n
2N−p(N−2)
4
cn
2N−p(N−2)
2
|Qp|
p−2
2
m
N(p−2)
2
cn
= − N(p− 2)
2N − p(N − 2)
〈I ′V (ucn), ucn〉
am2cn + bm
4
cn
=
N(p− 2)
2N − p(N − 2)
∫
RN
|ucn|p − a
∫
RN
|∇ucn|2 − b(
∫
RN
|∇ucn|2)2 −
∫
RN
V (x)u2cn
am2cn + bm
4
cn
→ N(p− 2)
2N − p(N − 2)
(
2p
N(p− 2) − 1
)
= 1
as c→ +∞.
For any c ∈ T , set
vn(x) :=
c
cn
u
cnmc
mcnc
cn (x),
where mc = (
√
a2D21−4bD2i0(c)+aD1
2bD2
)
1
2 is given in Theorem 1.3. Then vn ∈ S˜c and by
(3.14) we see that ∫
RN
|∇vn|2 = m2c
∫
RN
|∇ucn|2
m2cn
→ m2c (3.15)
and by (2.11)(3.14) we have∫
RN
|vn|p = cp−
N(p−2)
2 m
N(p−2)
2
c
∫
RN
|ucn|p
c
p−
N(p−2)
2
n m
N(p−2)
2
cn
=
N(p− 2)|Qp|2−p2 cp−
N(p−2)
2 m
N(p−2)
2
c
4
∫
RN
|ucn|p
(a+ bm2cn)m
2
cn
→ pc
p−N(p−2)
2 m
N(p−2)
2
c
2|Qp|p−22
=
2p(am2c + bm
4
c)
N(p− 2) .
(3.16)
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as n→ +∞. Hence
I0(vn)→ a
2
m2c +
b
4
m4c −
2(am2c + bm
4
c)
N(p− 2) = aD1m
2
c − bD2m4c = i0(c),
i.e. {vn} is a bounded minimizing sequence for i0(c). So by Proposition 2.4, up to a
subsequence and up to translations, there exists {yn} ⊂ RN such that vn(· + yn) →
c
|Qp|2
Q
mc
c
p in H1(RN) as n→ +∞. So by the embedding theorem, we see that
|Qp|2
cn
(
cn
mcn
)N
2
ucn
(
cn
mcn
(x+ zn)
)
−→ Qp(x)
in Lq(RN) for all 2 ≤ q < 2∗, where zn = mcc yn.
Acknowledgments: After our paper is submitted, Zeng X. Y. and Zhang Y. M.
publish a paper [29] which also studies the uniqueness of mass minimizers for (1.4)
by an alternative method, however, our uniqueness theorem (Theorem 1.3) is more
delicate.
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