ABSTRACT
Introduction
It is being increasingly recognized that the electronic stopping power (S e ) component of the energy losses of ion-beams impinging on dielectric materials may cause a largely enhanced damage in comparison with that associated to nuclear collisions, as illustrated for LiNb0 3 [1] . This (electronic) damage is particularly relevant for high-energy medium-mass ions for which S e is overwhelmingly dominant on the nuclear stopping power (S n ). Moreover, the electronic damage in LiNb0 3 and possibly other dielectric (KGW, Ti0 2 ) and semiconductor (InP,...) crystals presents peculiar characteristics [1] [2] [3] [4] [5] [6] [7] [8] that are very different from those corresponding to nuclear colusión damage, namely, the abrupt non-linear damage generation as a function of stopping power, the abrupt appearance of amorphous single tracks (common in many insulators) when S e exceeds a threshold valué and the cumulative character of damage generation. On the other hand, the spatial distribution of damage is quite different for both mechanisms [1, 4, 9] . Electronic damage may occur over most range of the ion and becomes almost negligible at low ion energies (<100 keV), whereas nuclear damage concentrates at these low energies, at which the ion is cióse to its stop and implantation [10] [11] [12] . Actually, the nature of electronic damage and its operative mechanisms are still not sufficiently known. This is at variance with nuclear colusión damage, where advanced simulation codes [10] are available and provide a satisfactory quantitative description of the amount and morphology of the damage regions.
For the electronic damage a phenomenological non-radiative exciton model has been recently developed [13, 14] . It provides a quantitative estimation for the rate of irradiation-induced defects. The model results from the synergy between the spikes generated by irradiation, i.e., the thermal spike (due to the deposited energy converted into heat) and the exciton spike (due to deposited energy stored in electron-hole pairs). The thermal spike refers to the formation of a high temperature región around the ion trajectory that can, even, lead to melting. The concept was developed in detail by to successfully describe the formation of latent amorphous tracks by ion impacts [19, 20] . However, the thermal spike model alone cannot explain the cumulative character of damage and several features of the structure of the tracks, e.g. the existence of a defective surrounding halo. The exciton-decay model, initially suggested by Itoh [21] , in combination with the thermal spike concept allows us to calcúlate the concentration of point defects generated by ion-beam irradiation. Moreover, the model, complemented with a defect-driven phase-transformation, also accounts for lattice amorphization. Under a number of simplifying assumptions, it leads to analytical formulae that satisfactorily reproduce a large set of experimental data on LiNb0 3 . However, such analytical formulation is deterministic and it does not take into account the random statistical nature of ion impacts. Therefore, it does not provide a precise quantification of damage accumulation as a function of ion fluence, particularly at low fluences and stopping powers cióse to threshold where spatial fluctuations of damage are very relevant.
The goal of this work was to develop a MonteCarlo approach within the excitonic framework to simúlate the amount and morphology of swift-ion damage in LiNb0 3 as a function of fluence. It considers both the damage generated in over-threshold conditions (amorphous tracks) [2, 22] and the damage generated in subthreshold conditions (point defects) [1] . In addition, the formation of uniform amorphous layers [1, 3] at high enough fluence is explained. This occurs either by amorphous track overlapping or by the accumulation of defects generated in sub-threshold conditions that eventually lead to amorphization (cumulative character). Moreover, the kinetics of damage measured by Rutherford Backscattering Spectroscopy in channeling geometry (RBS-C), which yield complex Avrami's type laws [23] , can be well reproduced. For future work the statistical nature of the stopping power could also be considered in order to give an even better picture of the initial structure of the amorphous core tracks. Another advantage of the MonteCarlo approach is the possibility to deal with the synergy between nuclear and electronic damage by combining SRIM and MonteCarlo codes. The formalism is, in principie, applicable to other materials besides LiNb0 3 .
In Section 1 we will briefly summarize the exciton model. Then, the MonteCarlo approach will be described and finally the morphological and kinetical evolutions will be discussed and compared to experiments.
Non-radiative exciton-decay model
The model assumes that point defects, possibly consisting of broken or distorted, Nb-0 6 octahedra [24] , are formed by nonradiative decay of localized excitons. This decay channel competes with other radiative (and maybe non-radiative) channels. The competition between the two channels is schematically described by a simple energy level diagram shown in Fig. 1 . It is essentially similar to that discussed for color center formation in alkali halides [25, 26] . The excited state presents a certain energy barrier (e) that separates the bound and unbound (dissociative) regions in the configuration coordínate (Q). The excitons are formed at a final thermalization state of the electrón and hole carriers created by the electronic excitation associated to the electronic stopping power, S e . In brief, the processes following ion impact are as follows. First, electrons and holes are created through Coulomb scattering from the incoming ion with the electrons of the material. The electrons, after a short time, present an energy and radial distribution obtained by Waligorski et al. [27] that extends a few nanometers from the ion trajectory. Then, they undergo collisions with other electrons to reach thermalization at an effective temperature, T e . After this stage, electron-phonon interactions come into play to attain a common electron-lattice temperature, T 0 . The process can be described by a set of two coupled rate equations [2] and leads to a roughly gaussian radial distribution with a width, a, of around 4.5 nm. This thermal profile will be taken as the starting point (t = 0) for our model that will follow the approximate analytical treatment by Szenes [18] . Simultaneously and given the high excitation density, one may consider that all electrons and holes have been coupled into pairs (excitons) with a concentration N x and that they are localized (or self-trapped) in the crystal lattice. From that moment on (t > 0), the phonon system cools down and the excitons decay (recombine). In cylindrical coordinates (r, z), z being the track axis, the overall rate of exciton-decay including the defectgeneration and radiative decay channels is [14]
where, v 0 is a frequency factor, T the radiative lifetime and T(z, r, t) stands for the evolution of the temperature profile in the spike. Focusing on the defect-generation channel of Eq. (1) one can write the rate of defect-generation as
After time integration one obtains for the overall radial distribution of the density of defects,
that is illustrated in Fig. 2 for two input stopping powers.
Once we have the expression to calcúlate the defect concentration profile the model goes a step further. It assumes that when that concentration overcomes a certain threshold valué, n th , (see Fig. 2 ), a defect-driven phase-transformation into an amorphous phase is triggered [1, 14, 28] . Consequently, the región of the track that fulfills that condition corresponds to the so-called amorphous track core. Outside that región the track contains an insufficient defect concentration to induce amorphization (track halo). The condition, n = n th , defines the threshold stopping power (S th ) required to reach amorphization (thresholding). In the standard thermal spike model this transformation is considered to be melting, but our condition is more general.
MonteCarlo approach
As it was described in the previous section, the excitonic model provides the defect concentration n(r, z) originated by a single ion. In order to account for the damage evolution in a múltiple track scenario we have developed a MonteCarlo algorithm that operates as follows (Fig. 3 is a schematic illustration):
• The sample is divided in thin slabs, typically 50-100 nm thick, parallel to the surface. Each slab starts at a depth z from the surface.
• Each slab consists of a grid of 100 x 100 cells. Each cell has an área (parallel to the surface) of 1 nm 2 .
• Ions are assumed to hit the sample perpendicular to the surface at a random position X, Y (0<X, y< 100 nm), see red line in Fig. 3 .
• Each ion impinging the sample corresponds to a fluence of 10-4 nm-2 = 10 10 cnr 2 .
• The distance from the center of every cell to the track axis is evaluated in every slab as indicated by the yellow lines in Fig. 3 . • The effect of the ion passage to every cell of the sample is given by the defect concentration, n(r, z), calculated by the excitonic model (Fig. 2 ). Now r, represents the distance of every cell to the track axis. Since the electronic damage is cumulative, the damage generated by the incoming ion in every cell is added up to the damage generated by previous ions.
• If the critical defect concentration n th is exceeded, we assume that the cell becomes amorphous and thus, its defect concentra- . The red line represents an ion trajectory. In order to consider the damage generated by every ion in every cell, the distance to the ion trajectory axis is calculated as it is indicated with the yellow lines for every cell. (For interpretation of the references in colour in this figure legend, the reader is referred to the web versión of this article.) tion equals the molecular density of the sample (JV). The critical defect concentration, n th , corresponds to the damage concentration generated at the surface by a single ion with stopping power S th .
This procedure provides the defect concentration at any given cell as a function of ion fluence. In addition, it predicts the appearance of amorphous regions not only as an effect of an ion passage with S e > S th but as an effect of damage accumulation produced by several ions.
Evolution of damage morphology with stopping power and ion fluence: MonteCarlo simulations
The MonteCarlo approach allows us to build two-dimensional maps where the local damage level and the morphology of amorphized áreas at a given depth from the crystal surface are easily visualized. With regard to stopping power one can consider two cases.
Stopping power at the map plañe is above threshold
As an example, defect concentration maps of the surface of a LiNb0 3 crystal irradiated with Cl ions at 45.8 MeV (S e = 6.8 keV/ nm at the surface) are given in Fig. 4 (left) for different fluences. Based on previous works [1] we take as threshold stopping power S th = 6 keV/nm. For the lowest fluence only one impact (corresponding to a fluence of 10 10 cnr 2 ) is registered. Since S e >S th , the ion impact produces a single amorphous track (white área) that is surrounded by a colored halo containing point defects whose concentration is below the critical valué n th . On increasing fluence more tracks appear and the extensión and morphology of the amorphous región is markedly modified. At low fluences the amorphous regions present a cylindrical symmetry surrounded by a defective región (colored área) because they stem from one single ion impact. As the fluence increases, track overlapping takes place and the regular cylindrical shape of the amorphous regions becomes more blurry. Note that the overlap of regions with certain concentration of defects leads to amorphization. This clearly illustrates the cumulative character of the electronic damage. The resulting amorphous fraction for the surface layer is 0.1%, 15.4% and 80.2% for the fluences 10 10 , 10 12 and 5 x 10 12 cnr 2 , respectively. The MonteCarlo simulations also predict the depth of the amorphous tracks, Fig. 4 (right) . At a fluence of 1 x 10 12 cnr 2 the amorphous tracks reach a depth of around 6 um. In overlapping track regime (5 x 10 12 cnr 2 ), one observes that the amorphous depth increases approaching 7 |j.m. It is the cumulative character of the electronic damage that makes both the amorphous depth (right) and the amorphous área (left) increase with fluence. Fig. 5 (left) illustrates defect concentration maps at the surface of a LiNb0 3 crystal irradiated with Si ions at 5 MeV (S e = 4.2 keV/ nm at the surface). In this case, single ions do not form amorphous tracks but only defective spots, as observed in Fig. 5a corresponding to a fluence of 10 10 cnr 2 (only one impact). The amorphous regions appear as a consequence of defect accumulation after every ion passage. At a fluence of 5 x 10 12 cnr 2 , some amorphous regions start to develop. They do not present cylindrical symmetry because they occur as a result of múltiple track overlapping. This is more evident at higher fluence. At 10 13 cnr 2 , the amorphous fraction amounts to 20.6% and the shape of amorphous regions do not resemble a set of single ion tracks at all. One sees from the sequence 5a -> 5b -> 5c, that for S e < S th a certain mínimum flu-X(nm) ence is needed before amorphization starts (incubation fluence). Note that the amorphous depth (right) is now very small (<300 nm). The role of defect-generation is important in this case. On the other hand, when S e > S th , every impinging ion generates an amorphous track. Then, the role of the amorphous core of the track is dominant from the point of view of sample properties or defect analysis, while the surrounding defective regions play a minor role, as will be discussed below. Appropriate experiments to observe the morphology patterns predicted by our MonteCarlo approach are difficult. A possibility would be to use high resolution SNOM that would easily distinguish the crystalline and amorphous regions of the pattern due to the very different refractive Índices (n a = 2.10 for the amorphous phase, and n 0 = 2.28 and n e = 2.20 for the crystalline phase). However, the attainable resolution (~50 nm) is still insufficient for adequate observation. Alternatively, one may appreciate that the patterns resemble those achieved after suitable selective chemical etching treatments [29] that excávate the amorphous regions of the surface while leaving essentially undisturbed the crystalline zones. Although the comparison is suggestive, the etching is an aggressive technique that strongly modifies and broadens the features initially present in the irradiated surface.
Stopping power below threshold
However, one can focus on a particular relevant feature of the simulations. For irradiations below threshold and low enough flu- enees, amorphous spots are not generated as observed in Fig. 5a . A certain incubation fluence is needed to make them appear as a consequence of track overlapping. This incubation fluence to induce amorphization has been, indeed, confirmed [23] by data of damage kinetics obtained by means of RBS-C. A detailed discussion of this point will be addressed in the next section.
Kinetics of damage
The described MonteCarlo approach is suitable to obtain the kinetics for the two components of damage, namely amorphized and disordered (non amorphous) regions. These two cases will be now discussed.
Kinetics of amorphization
From the defect concentration maps one can plot the quantitative evolution of the amorphous fraction for every slab as a function of fluence for a given incident ion. amorphization. In addition, it is very interesting to note that the shape of the curve corresponding to irradiations with 45.8 MeV Cl ions differs with respect to the other two curves. The reason is that the latter curves correspond to irradiations in sub-threshold conditions, i.e., an incubation fluence is needed to produce amorphous phases. In contrast, when irradiations are performed with 45.8 MeV Cl ions every single ion is able to produce an amorphous track. In other words, every single ion contributes directly to increase the amorphous fraction. The features observed in Fig. 6 are essentially in agreement with the results of detailed RBS-C experiments. However, one has to be aware that this technique measures disorder and not only amorphization. Therefore, for a meaningful comparison between theory and experiment one has to carefully discuss the information gathered in the RBS-C experiments.
Kinetics of disorder: RBS-C experiments
Most data on the evolution of damage with ion-beam fluence are derived from RBS-C experiments. In them, samples are probed with a hydrogen or helium beam aligned along a crystallographic axis or planar direction, and the reduction in RBS yield in comparison to that obtained under random incidence is measured. The problem with the technique is that it does not distinguish between fully amorphous or defective áreas, so it yields information on the disorder. In order to properly analyze the data one should introduce a filter function as in Ref. [30] . A suitable filter function would require a detailed knowledge of the backscattering yield of each of the point defects generated by irradiation. This problem is not simple. A reasonable and useful approximation for LiNb0 3 considers that the yield corresponds to an atomic (Nb) size cross-section, i.e., a filter function is introduced: n* = / n for n < na, n* = N for n > n^
where n* is the effective concentration of backscattering centers, n is the real concentration of defects generated by irradiation,/is the backscattering factor, which represents the enhancement/reduction factor in the scattering cross-section for each individual point defect in comparison to the área of the atomic cell, N is the density of atoms in the sublattice mostly contributing to RBS-C, i.e., 18.9 Nb atoms nm~3 for LiNb0 3 . When n > n th , the whole volume becomes amorphized and contributes to random scattering. The filter function is plotted in Fig. 7 . The use of the filter function allows one to compare the experimental de-channeled fraction obtained by RBS-C with the results of our model. For every possible valué of/, we can get the de-channeled fraction that RBS-C would provide as n*/JV. Fig. 8 shows disordered areal fractions obtained by RBS-C and by the exciton model for different valúes of the backscattering factor,/. The results obtained by the model reproduce well the experimental valúes. Note that phenomena like the so-called "velocity effect" [31, 32] are not included in the model and may play an important role. The curves obtained for/= 0 are identical to those presented in Fig. 6 because/= 0 implies that only amorphization is considered and the defective regions produced by irradiation are neglected. From Fig. 8a and b it is clear that neglecting the defective regions leads to a bad agreement with the experimental results. On the other hand, the curves obtained from the model for various valúes of / in the case of 45.8 MeV Cl irradiation (Fig. 8c) are very cióse to each other. The reason is that such an irradiation leads to the production of single amorphous tracks by every single ion, which become dominant over the defective halos. This fact evidences that in the presence of amorphous regions the surrounding defective regions play a minor role.
Generation of uniform amorphous layers: some statistical features
Our MonteCarlo model predicts full (100%) amorphization of a surface for stopping powers above threshold and high enough fluences (see saturation stage in Figs. 6 and 8) . Moreover, all slabs of the crystal subjected to those conditions become amorphous so that, an homogeneous amorphous layer is produced by the irradiation. To deal with this situation an analytical formulation of the exciton model that ignores statistical aspects is appropriate and has been developed in [14] . The model predicts that the thickness of the homogeneous amorphous layer increases appreciably with fluence, i.e. the crystalline-amorphous interface propagates into the crystal. The amorphous thickness as a function of fluence was satis factorily described within the analytical model for the case of LiNb0 3 . In fact, the tailoring of these layers provides a useful technique to fabrícate optical waveguides as an advantageous alternative to the standard ion implantation technique [33] . Then, which are the advantages of a MonteCarlo vs. an analytical approach in relation to those amorphous thick layers? The MonteCarlo approach is the only suitable tool to deal with several relevant features that are associated to the statistical nature of the ion-matter interaction. There is one particular aspect that may play a relevant role for photonic (waveguide) applications, namely the definition (boundary) of the amorphous-crystalline interface. In fact, the MonteCarlo method provides a unique way to simúlate the microstructure of the interface, i.e. its roughness and abruptness. Let us compare the situation for irradiations with Si at 5 MeV and Cl at 45.8 MeV. From the MonteCarlo results we can extract the local amorphous depth at any (x,y) position for every fluence as shown in the right side of Figs. 4 and 5. Averaging the local amorphous depth to all the (x, y) positions (10,000 cells), we get the average amorphous depth together with its standard deviation. In Fig. 9 we plot the average amorphous depth for the two considered irradiation cases as a function of fluence using the standard deviation as error bars. Note that the homogeneous amorphous depth obtained from the analytical model gives the thickness of fully amorphous uniform layers. The average amorphous depth calculated now with the MonteCarlo formalism does not consider whether a fully amorphous layer is formed or not, it simply gives an idea about the depth evolution of the amorphous-crystalline interface as a function of depth. Moreover, one can use the standard deviation of the average amorphous depth as a parameter of roughness. In other words, it is an useful estimation of the width of the crystalline-amorphous boundary. In Fig. 10 it is plotted for irradiations with both ions. One should note that the coexistence of crystalline regions within the amorphous layer has been confirmed by micro-Raman spectroscopy [3, 33] . As expected, one sees that the boundary is much better defined for high fluences and that the definition is bad for low fluences where the layer is not yet truly amorphous. The importance of these results for the optimization of waveguide performance (e.g. losses) appears very relevant.
Summary and conclusions
A MonteCarlo approach to the non-radiative exciton-decay model has been developed. It takes into account the statistical spatial distribution of the ion impacts at any depth in the sample (in particular, at the sample surface). At variance with the previous analytical formulation, the new method is able to describe adequately the range of low irradiation fluences where overlapping is still poor and statistical divergences of the true amorphized área with regard to the average valúes are quite significant. A good representation of the Avrami's type kinetics for amorphization has been achieved. On the other hand, the thickness of the layers having a mixed amorphous-crystalline composition has been obtained as a function of fluence. We consider that the MonteCarlo approach will be a useful tool to deal with other pending ion-beam damage problems such as the coupling between the disorders caused by nuclear elastic collisions and electronic excitations.
