A novel hypothesis posits that levels of genetic diversity in a population may partially explain variation in the development and success of countries. Our paper extends evidence on this novel question by subjecting the hypothesis to an alternative context that eliminates many alternative hypotheses by aggregating representative data to the high school level from a single state (Wisconsin) in 1957, when the population was composed nearly entirely of individuals of European ancestry. Using this sample of high school aggregations, we too find a strong effect of genetic diversity on socioeconomic outcomes. Additionally, we check an existing mechanism and propose a new potential mechanism of the results for innovation: personality traits associated with creativity and divergent thinking.
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Introduction
Novel and controversial research at the intersection of the macroeconomics, economic growth, and population genetics literatures posits that both contemporary and historic differences in country-level economic development could be tied to population level genetic processes. Specifically, the hypothesis is that levels of genetic diversity, at the population-(i.e. country-) level, shape long term patterns of economic development. The hypothesized mechanisms of this relationship are twofold: genetic diversity increases the ability of a society to innovate, but genetic variation also increases ethnic fractionalization and decreases trust within a population.
2 Taken together, these two effects create a non-linear (hump shaped) effect of genetic diversity in determining economic success-a hypothesis supported in a theoretical framework and empirically in an initial and thorough analysis by Ashraf and Galor (2013a; hereafter AG) and further confirmed and extended by ongoing research (Ager and Brueckner 2016; Arbalti, Ashraf, and Galor 2015; Ashraf and Galor 2013b; Kemp 2014 and and Depetris-Chauvin and Özak 2016) .
These findings have been the focus of a multidisciplinary debate Galor 2013c, 2013d; Callaway 2012; d'Alpoim Guedes et al. 2013; and Gelman 2013) , though much of the discussion has focused on the conceptual framing and interpretation of the original analysis rather than on specifying and attempting to rule out alternative hypotheses consistent with the results. In the current paper, we propose a strong test of the robustness of the relationship between genetic diversity and indicators of economic development through leveraging a unique setting that limits several of the remaining empirical challenges to the results of AG. These challenges include: (i) Accounting for the potential of unmeasured country-level factors related to genetic diversity and economic success (i.e.
confounding) (ii) Accounting for the potential influence of population stratification-the conflation of impacts of genetics and race/ethnicity/ancestral origin on outcomes of interest, which could result in cryptic associations between genetic diversity and ancestry that confound the analysis (iii) Clarifying 2 and further exploring the proposed mechanisms, particularly increases in innovation from genetic diversity, which lack previous human evidence and are difficult to measure.
To accomplish our goals, we leverage a novel dataset from a single country (eliminating acrosscountry confounders) comprised entirely of European ancestry (limiting issues of population stratification) to assess the robustness of the key findings in AG in an entirely different context. Thus, we consider our analysis to be a strong test of their original hypothesis, while ruling out several important alternative hypotheses consistent with their results. We also pursue initial findings in this literature by further exploring the mechanisms of genetic diversity. Specifically, we take advantage of measures of the Big Five personality traits in our sample to examine whether openness-to-experience and extraversion, which have associations with creativity and divergent thinking (Hirsh et al. 2009; Kaufman et al. 2016) , may be affected by genetic diversity in a way consistent with the hypothesis of AG and the diversity literature more generally. 3 We also provide new evidence consistent with a prior hypothesis of genetic diversity's role in task specialization (Depetris-Chauvin and Özak 2016).
Our analysis will use survey-level data to measure both the genetic diversity of a high school and its impact on the socio-economic outcomes of its students. High school genetic diversity intends to measure the general social environment and interactions faced by the student and represents a time in life in which personality and beliefs are flexible (Costa & McCrae, 1994; McCrae & Costa, 1999; McCrae et al. 2000) . 4 Our hypothesis is that these early-life interactions help to shape personality and other beliefs in a similar way to other forms of diversity.
Background: The benefits of diversity
Following the theory and evidence provided by AG, the beneficial effects of genetic diversity are similar to those of other identity-based diversity measures-e.g., sex, race, ethnicity, etc. (Kemeny 2017) . In short, diversity introduces novel perspectives that increases both the set and quality of solutions in problem solving (Hong and Page 2001, 2004) .
Our motivating theory is derived from Hong and Page (2001) , who show that the increased number of perspectives from a group of diverse individuals is more likely to lead to novel solutions to problem solving. In adapting this theory to the current work, we argue that exposure to diversity in 3 early-life increases the set of perspectives held by an individual, and that this increase in perspective operates in a similar manner at the individual level as Hong and Page's theory at the group level.
Furthermore, this increase in perspective is likely to be measured by changes to personality; hence, our focus on openness to experience and extraversion and the shared variation between the two personality traits.
Empirically, the benefits of diversity are explored in a recent study by Freeman and Huang (2015) , who show that research articles from an ethnically diverse set of authors are more highly cited than those from ethnically homogeneous authors. This finding is extended into the private sector.
Firms with more diverse workplaces are shown to have a greater quantity and diversity of patent applications (Parrotta et al. 2014) as well as greater revenue from sales, more customers, increased market share, and larger relative profits (Herring 2009) . Lazear (1999) proposes and finds evidence that the costs of the globalization of firms-i.e., cultural differences, etc.-are offset by beneficial crosscultural complementarities.
The ideas of the current work are also echoed in the immigration and urban economics literature that routinely show beneficial effects from immigration, which is representative of an influx of ethnically diverse groups that is likely correlated with increased genetic diversity. While addressing obvious concerns of endogeneity, increased immigration (primarily of groups ethnically distinct from the native population) is shown to increase innovation, total factor productivity, wages, and the rental price of housing (Alesina et al. 2016; Hunt and Gauthier-Loiselle 2010; Ottaviano and Peri 2006; Peri 2012) .
Furthermore, Peri and Sparber (2009) find evidence that immigration spurs task diversity; this is similar to the hypothesis posed by Özak and Depetris-Chauvin (2017) that is tested in Table 7 .
In contrast to identity-based diversity measures, we argue that genetic diversity more accurately measures differences within and across groups. For example, traditional ethnic fractionalization measures do not account for the degree of difference between ethnic groups: ethnic diversity from a country (or other aggregation) with a 50/50 composition of people ancestral to the United Kingdom and Germany would be identical to a 50/50 composition of people ancestral to the United Kingdom and China. Genetic diversity accounts for the degree of difference of all individuals within the group. It does so by calculating root differences amongst individuals through measured differences in individual genetic markers. Furthermore, ethnic, or ancestry, based measures of diversity may be biased by errors in the self-reporting of ethnicity. This is especially likely in countries with long running histories of migration and intermingling; e.g., the "one-drop rule" in the United States.
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Data and Empirical Methodology Data and Limitations
We use a unique sample, clustered at the level of secondary school, that contains data on a wide array of variables throughout the life course. The Wisconsin Longitudinal Study (hereafter WLS) is a prospective longitudinal data set collected from a one-third random sample of 1957 high school graduates in Wisconsin.
Importantly, for the 2004 wave of the WLS, genetic biomarker data were collected for both WLS graduates and selected siblings, which consists of roughly 95 single nucleotide polymorphisms (SNPs).
We are able to aggregate this individual-level survey data to the high school-level in order to create population-level measures for schools. 5 This allows us to treat high schools as distinct aggregate groups in which to measure the effects of genetic diversity. In so doing, allele frequencies for each high school are used to calculate a population-level measure of expected heterozygosity, our primary measure of genetic diversity, which is defined as the probability that two randomly selected individuals possess different alleles for a specified locus. Summary statistics of this variable and all other variables used are found in Table 1 , and detailed descriptions and sources of each variable are found in the Variable Appendix.
One point that needs to be mentioned is the selection of SNPs within the WLS is not random nor genome-wide. Genetic biomarkers were chosen from previous candidate gene and genome-wide association studies that link particular loci, or SNPs, to a range of phenotypic outcomes (e.g., IQ and cognitive performance, BMI, risk for certain types of cancer, etc.). Previous measures of expected heterozygosity are measured by neutral genetic variants in order to measure population differences that have arisen due to populations being separated over time (AG, Cavali-Sforza 2005) . An important assumption of the current paper is that expected heterozygosity that is calculated from the non-random genetic variants found within the WLS serves as a valid proxy to heterozygosity calculated from neutral variants. 6 As a check of this potential source of bias, robustness exercises in Table 8 control for each individual SNP. 5 To increase sample size, school-level gene frequencies are calculated from genetic data for both graduates and siblings. Appendix Section 5 replicates all estimations using a genetic diversity score that is calculated only from WLS graduates. 6 One potential source of bias from violating this assumption may be tied to favorable interactions amongst the population of possessing a particular trait tied to cognition. However, complicated phenotypes, such as those of differential economic wellbeing, are not likely to be linked to singular genetic variations (Chabris et al. 2012 and Chabris et al. 2013 ).
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As a check of this assumption, we compute a county-level measure of genetic diversity from the non-neutral SNPs of the WLS. We then compare this county-level measure to Ager and Brueckner's county-level data that is constructed from ancestral shares and the country-level genetic diversity measure from AG. The correlation coefficient between the two measures is 0.33 and is significant at the 1% level. This statistical relationship provides support for our assumption that genetic diversity from the non-neutral variants of the WLS serves as a valid proxy for a similar measure calculated from neutral genetic variants. Both county-level measures of genetic diversity are given in Figure 1 . Going further, we will leverage this independent source of genetic diversity to semi-replicate our base findings in a sample of the WLS graduate's parents, who were of high school age for the 1920 measure of Ager and
Brueckner's county genetic diversity.
Another major concern with our data is sample selection. 7 Genetic biomarker data were collected in the 2004 wave, a time period in which the graduates were approximately 65 years of age.
Individuals possessing genetic variants that were favorable for economic or cognitive outcomes are likely to survive at a greater rate than those with alleles that provide no clear advantage. 8 For our purposes, however, this scenario likely leads to a reduction in heterozygosity as survivors will possess identical alleles for a particular locus, leading to bias in the opposite direction of the primary hypothesis of this paper. Additionally, our base set of controls includes a measure for individual IQ, accounting for this potential mechanism.
A secondary concern related to selection is that our variable of interest, high school heterozygosity, is positively correlated with other characteristics of the high school that may increase the average later-life income or wealth associated with a particular high school. Higher educated and higher earning parents self-select into neighborhoods and school districts (Sampson and Sharkey 2008) .
If this mechanism of selection is related to a particular genetic endowment shared amongst parents, and in turn offspring, the level of genetic diversity within a school is potentially accounting for other school level factors that are associated with the economic outcomes of the school population. To partially account for this potential selection our base set of controls include measures for county fixed effects, parent economic well-being, parent education, and the WLS graduate's IQ, which intends to proxy more 6 favorable early life environments and heritable benefits that are unrelated to the high school environment.
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Estimation Strategy
While our measure of genetic diversity is at the school level, our base analysis is at the individual level with our primary estimating equation being of the following form:
The primary analysis considers the effect of school level genetic diversity on a range of economic outcomes for individuals in school . Our coefficient of interest is the measure of genetic diversity for high schools. Individual and family level controls are denoted by . These controls are entered in a piecemeal fashion for most analyses. The set of "Individual" controls include measures for IQ, sex, birth year, WLS graduate's cohort's size, and an indicator for being in either Madison or Milwaukee (urban areas with more than 100K in population). The set of "Family" controls an index of family socioeconomic status in 1957 and mother and father's education.
One way to account for the potential selection in our set of genes is to account for ancestral geo-climatic environments that may be associated with potentially omitted cultural traits that are correlated with both our outcomes of interest and our measure of genetic diversity. To create these variables in our data set, we first match country-level historic geo-climatic characteristics to the WLS graduate's reported father's ancestral country. We then average these variables at the high school level, creating our set of "Historic" controls represented by in the above equation. These include absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river.
Finally, to further mitigate selection effects and to account for hard-to-measure spatial differences in culture and lifestyle across Wisconsin, our base analysis includes county fixed effects, which are denoted in the above estimating equation by .
Of note, our estimation strategy differs from that of AG in that we hypothesize a positive linear effect of genetic diversity instead of non-linear hump-shaped effect. The proposed linear association is due to our focus on the relatively homogenous population of Wisconsin. The population is composed 7 nearly entirely from Northern European ancestry, so the negative channel of genetic diversity-mistrust and ethnic conflict-is likely to be substantially weakened in this setting. 10 This argument in supported in the recent work of Ager and Brueckner (2016) , who find linear increases in economic growth from genetic diversity of European immigrants to US counties. This narrow range of genetic diversity is further reduced by our empirical strategy of estimating within county effects. 11 Additionally, the population of Wisconsin in 1957 is likely to be assimilated into a common American-based culture, further limiting the possibility of ethnic based conflict and mistrust.
Our analysis follows a standard form: column (1) simply regresses our outcome of interest on the measure for high school heterozygosity; column (2) includes county fixed effects; columns (3)- (5) piecemeal add individual, family, and ancestral-origin controls to the estimation of column (2); and column (6) includes all controls, comprising our baseline estimation. Within-county associations between genetic diversity and our socioeconomic and personality outcomes of interest are plotted in 
Results
Socioeconomic Effects of Genetic Diversity
The first outcome of interest we explore is years of schooling. In regards to this measure of education, substantial selection is present in the WLS. This is due to the nature of the WLS, which again, is a random one-third sample of high school graduates, therefore the minimum level of education in our primary sample is high school graduates. This selection may lead to concerns about generalizability; however, we do not expect bias from this selection. 12 Our sample consists solely of high school graduates, so we are testing the effect of genetic diversity on years of schooling in excess of high school.
As shown in Table 2 , high school genetic diversity has a statistically significant positive association with a WLS graduate's years of schooling. Going from the simple bivariate regression of column (1) to the inclusion of a large number of relevant controls in our baseline specification of column (6), the magnitude of the coefficient is slightly reduced; however, a positive, statistically significant effect is found throughout. From our baseline estimates of column (6), a one standard deviation 8 increase in a high school's expected heterozygosity (0.01) results in an increase of roughly one month of schooling. Going from the bottom 10% of genetically diverse schools to the top 10% (0.32 to 0.34) is associated with roughly a 3 month increase in schooling on average.
Following the findings of Table 2 and the previous literature on the benefits of diversity, we test in Table 3 whether individuals that were exposed to higher levels of genetic diversity in high school selected into more prestigious occupations. Occupations at the higher end of the prestige scale tend to be those that require higher years of schooling that provide higher earnings-e.g., architects, dentists and physicians, engineers, lawyers and judges, etc. Each panel of Table 3 considers a different measure of prestige for the WLS graduate's first job. Summary statistics for each measure are given in Table 1 , and a fuller description and source of each variable is given in the variable appendix.
The pattern of Table 2 is seen again in the findings of Table 3 : the point estimate reduces slightly with the inclusion of relevant controls, but genetic diversity has a consistent positive and statistically significant effect on each measure of job prestige. WLS graduate's that went to high schools with more genetically diverse populations tended to seek out more cognitively challenging and more admired occupations.
Building off Tables 2 and 3, Table 4 considers the effect of genetic diversity on the natural log of family income in two different waves of the WLS-1974 (respondent age ~ 35) and 1992 (respondent age ~ 53). For income in both waves, the coefficient of genetic diversity has a positive and significant effect (at conventional levels) for all specifications. For the baseline estimate of 1974 (column (6) of Panel A), increasing genetic diversity by one standard deviation is associated with roughly a 2% increase in income.
A larger estimated coefficient is seen for the 1992 wave. This is likely due to differential earning profiles in later age, i.e., due to cumulative advantages as incomes diverge over the life course. This is shown in the standard deviations of income for the two periods (Table 1) . For the base estimation, increasing genetic diversity by a standard deviation is associated with a 6% increase in family income in the 1992 wave. Though it is difficult to directly compare results across studies, Ager and Brueckner find a similar (10%) increase for a standard deviation increase in county-level genetic diversity.
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13 The closest estimations to those of the current work are found in Table 2 (p.29), which regress contemporary county incomes on county-level genetic diversity for 1870 while controlling for income in 1870.
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The findings of Tables 2-4 taken together are highly supportive of the hypothesis posited by AG.
Our estimations consistently find that WLS graduates that attended more genetically diverse schools had higher levels of education, more prestigious jobs, and larger earnings later in life.
An Examination of Mechanisms: Personality
Our use of a rich survey-level data set that is focused on a wide range of variables throughout the lifecourse presents a unique opportunity to examine the possible mechanisms of genetic diversity in affecting differential economic outcomes. In particular, we are interested in the beneficial effects of diversity. 14 AG propose that the positive channel of genetic diversity is tied to a diversity in ideas that can increase technological innovation, raising the production possibilities frontier. In short, AG argue that more genetically diverse populations are likely to be more creative populations. This is similar to the diversity literature in Section 2 that shows diversity is associated with novel solutions. As a test of this idea, we test the relationship between genetic diversity and personality traits tied to creativity:
openness to experience and extraversion.
AG's empirical evidence for genetic diversity's role in increasing creativity is shown by a strong positive effect from a country's level of genetic diversity on its total scientific publications. Relating this finding to personality, the two biggest personality predictors of creativity amongst scientist are openness and extraversion (Feist 1998; Hirsh et al. 2009; Kaufman et al. 2016) . Further studies also find beneficial effects from both extraversion and openness for both creativity and divergent thinking (Furnham and Bachtiar 2008 , Furnham and Chamorro-Premuzic 2004 , King et al. 1996 . Tables 5 and 6 regress indices for the big five personality traits on our measure of high school genetic diversity. 15 Panel A tests our hypothesis of genetic diversity's role in influencing the personality trait of openness, from which a generally positive and statistically significant effect of genetic diversity is observed. The inclusion of our baseline set of controls reduces the coefficient of genetic diversity, but a positive effect is still estimated that is statistically significant at conventional levels. This reduction in 14 A number of studies have focused on the negative effects of genetic diversity on income, paying particular attention to the formation of ethnic groups and resulting ethnic conflict (Arbalti, Ashraf, and Galor 2015; Ashraf and Galor 2013b) . To our knowledge, only one other study focuses on the positive aspects of diversity (DepetrisChauvin and Özak 2016). 15 Personality indices are recorded for the 1992 and 2004 wave of the WLS. We take the average of each index for individuals that responded to both waves, while including individuals that contain data for only one of the waves.
the coefficient of genetic diversity can be attributed to the inclusion of IQ, which has a strong relationship with openness (McCrae and John 1992).
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Panel B tests the association between the personality index of extraversion and our measure of high school genetic diversity. As with openness, a positive and statistically significant coefficient is estimated. Furthermore, the estimated relationship with extraversion is consistent across all specifications.
Given the role of both openness and extraversion in creativity and divergent thinking, Panel C regresses the shared variation (i.e., the first principal component) between these two personality measures on our measure of high school genetic diversity. Again, a statistically significant effect is seen for all specifications, providing evidence for individual increases in creativity and divergent thinking from greater exposure to more diverse individuals.
The effect on remaining personality traits is examined in Table 6 . In general, genetic diversity exhibits no consistent relationship with these other personality measures. Of note is the negative bivariate relationships with agreeableness and neuroticism. The negative effect on agreeableness may be symptomatic of the negative channel of diversity, which is associated with reduced cooperation or being less agreeable. And neuroticism has been previously found to have a negative association with creativity, which we hypothesize to have a positive association with diversity (Pickering et al. 2016 ).
These two associations do not retain statistical significance when accounting for county fixed effects and our baseline set of controls.
The estimates of Tables 5 and 6 support genetic diversity's role in creativity. The two personality traits that have been routinely related to creativity and divergent thinking have statistically significant positive association with genetic diversity, while indices for other personality traits that have no associations with creativity are unrelated to genetic diversity.
An Examination of Mechanisms: Task Diversity
In recent work, Depetris-Chauvin and Özak (2016) propose and provide evidence that genetic diversity has a positive association with the number of individualized tasks performed within a society prior to European colonization. The idea being that variation provides comparative advantages to differential tasks within a society, leading to unique specialization by members of the society. We propose an additional test of this potential mechanism by using the occupation code of first job for the WLS graduates. Using this occupation code, a high school job diversity score is created.
Following the hypothesis of Depetris-Chauvin and Özak, a positive linear relationship is expected between our genetic diversity measure and task specialization, measured by our job diversity score. Table 7 presents evidence of this relationship. Table 7 follows a similar form as previous tables, but due to the job diversity score also being an aggregate measure, the analysis is conducted at the high school level instead of for individuals. As is shown, a positive statistically significant relationship is found between a high school's genetic diversity and the number of unique jobs its graduates find. This relationship holds for the previously mentioned specifications. Again, our unique and independent sample produces results consistent with prior evidence, providing support for the role of genetic diversity and a previously proposed mechanism. Table 8 examines the robustness of our previous findings to a set of ethnic and genetic controls. Column
Robustness
(1) replicates our baseline findings (col. (6) of previous tables). Column (2)-(4) include a number of ethnic/ancestry based controls. These include an indicator for the WLS graduate's father's ancestry in column (2), an ethnic fractionalization score calculated from this ancestry in column (3), and both in column (4). Comparing the estimate of column (1) to those of columns (2)-(4), the magnitude of the point estimates of genetic diversity is not significantly altered for any outcome, suggesting our results are not being driven by the presence of one ethnicity or a high school's specific ethnic makeup.
Columns (5) and (6) include gene-specific controls. First, column (5) includes an additive score for a particular variant (i.e., 0, 1, or 2) for each SNP used to calculate our high school measure of genetic diversity. 17 In general, the inclusion of all individual specific genetic variants does not qualitatively change our estimated coefficients. 18 In place of the gene-specific controls of column (5), column (6) 12 controls for the shared variation across all SNPs. Controlling for the first principal component of each genetic variant does not substantially alter the coefficient of genetic diversity.
Columns (7) and (8) control jointly for the additional ethnic and genetic variables. Both columns include ethnic indicators and high school ethnic fractionalization, whereas column (7) includes additive markers for each SNP and column (8) includes the first principal component of these SNPs. As with the previous columns, the inclusion of these additional controls does not substantially alter the previously estimated coefficients of genetic diversity. We have no strong reason to believe that our results are driven by either a particular ethnicity or a particular genetic variant.
Replication
In an extension of our main findings, we explore the effects of genetic diversity in a similar but distinct sample: the WLS graduate's parents. In so doing, we will use the county-level measure of genetic diversity for 1920 from Ager and Brueckner (2016) . On average, WLS graduate's fathers were born in 1907 and mothers were born in 1911, so genetic diversity in 1920 is representative of the environment faced by both parents in early life. The use of parents also generalizes our base findings, since the parents were not selected as being in a graduating high school class. The baseline analysis shows a positive statistically significant effect of genetic diversity for all parental outcomes. In comparing the estimates of Panel A to those of the WLS graduates, a standard deviation increase in a county's genetic diversity is associated with roughly a 5.3 month increase in father's years of schooling and 1.6 months for mothers. This is in line with the estimates of WLS graduates in Table 2 , which show that a standard deviation increase in high school diversity is associated with a 2.5 month increase in schooling for the simple within-county estimation and a 1.8 month increase 19 It is possible that those parents with high school graduates differ from those without high school graduates.
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for our baseline estimation. In comparing Duncan occupational prestige, a respective one standard deviation increase in genetic diversity is associated with roughly 0.22 of a standard deviation increase in father's job prestige and a 0.07 standard deviation increase in the WLS graduate's job prestige. And finally, for occupational diversity a respective one standard deviation increase in genetic diversity leads to roughly identical increases for fathers and WLS graduates (~0.04 vs. 0.03).
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A concern is that the WLS parents do not reside in the county where their children eventually graduate high school from in 1957. Given that the focus of the WLS is on the high school graduates and not their parents, no data exists that documents how long a particular family has lived in the 1957 county. To try and correct for measurement error associated with moving, Panels B-D make a few sample adjustments. 
Discussion
Using novel and independent populations that extend the previous literature, we find a statistically significant relationship between genetic diversity and socioeconomic outcomes that supports the hypothesis posited by AG. Our analysis provides a strong test of this hypothesis by considering microoriented aggregations that avoid potential confounders by country or ethnic level differences. The use 20 In creating comparisons, we use the coefficients from the simple within-county estimations (column 2 in specified table) for WLS graduates. The standard deviation for the individual sample is used for individual estimates-i.e., education and job prestige, and the standard deviation for the aggregate sample is used for occupational diversity. 21 The 1940 Census is the most recent census with full coverage. Ideally, we'd use a census that is closer to the 1957 graduation date; however, 1% and 5% samples for the years 1950 and 1960 do not contain spatial data for areas with under 100,000 in population. This would exclude a majority of the rural counties that are central to our study.
14 of schools in place of countries as the relevant "populations" allows us to avoid potential confounding factors of institutional quality, human capital, and cultural differences that may be tied to both the level of genetic diversity and the economic outcomes across countries. The elimination of these potential confounders allows for more accurate measurement and interpretation of the effect proposed by AG.
Given the level of separation between the country-level results reported in the literature and the findings of the current work, the statistically significant association between genetic diversity and socioeconomic outcomes does indeed appear to be non-spurious.
Ashraf and Galor do not ascribe their findings strictly to genomic differences; rather, they argue that the observed genetic variation may be accounting for unobserved cultural variation. We too cannot rule out that our measure of genetic diversity is simply accounting for cultural differences that are strongly tied to the measured genetic diversity score. However, our use of relatively homogeneous (i.e., European ancestry), small, and local population aggregations as well as the inclusion of ethnic -specific controls does help reduce the overlap between the genetic and cultural channels, strengthening the argument of genetic diversity's role in influencing economic outcomes.
The precise mechanism for the relationship between genetic diversity and economic productivity remains debatable; but, as first argued by AG, creativity and divergent thinking is a likely channel. A further potential mechanism is offered by Özak and Depetris-Chauvin. The use of survey data allows us to leverage ideas of societal interaction being driven by underlying genetic compositions to show evidence linking (local) genetic diversity with the development of non-cognitive skills such as an orientation towards openness to new experiences or task specialization.
We, along with others (Ager and Brueckner 2016) , provide a further step in validating the relationship between genetic diversity and economic development. Our findings are immune to most previous criticisms of Ashraf and Galor's initial empirical evidence. The relevance of this research to policy applications will likely be controversial, and given the infancy of the empirical evidence, further replications and extensions are needed to verify this contentious relationship, with particular attention
given to the precise mechanism through which genetic diversity is operating. However, the evidence so far suggests that the underlying genetic composition of groups does have an impact on behaviorpersonality and cooperation (Ashraf and Galor 2013b)-with a resulting impact on economic outcomes of interest. 
Variable Appendix Regressors of Interest
High School Genetic Diversity: An expected heterozygosity score calculated from high school gene frequencies. Beginning in 2007, the Wisconsin Longitudinal Survey began collecting data on 96 single nucleotide polymorphisms. These data were collected for roughly half of the original WLS respondents and selected siblings (~7,000). In constructing our high school level genetic diversity score, we first tabulate the high school frequency of each SNP variant using all available genetic data (graduates and siblings). These high school specific gene frequencies are then used to calculate expected heterozygosity as specified in Ashraf and Galor (2013) . This gives us a high school specific measure of genetic diversity.
County Genetic Diversity: This measure is for 1920 and comes from Ager and Brueckner (2016) . It is found by matching the ancestry of European immigrants to the estimated genetic diversity score for 1500 CE from Ashraf and Galor (2013) .
Outcomes
Years Tables 8 and 9 , the high school mean is used. From WLS variable bmmaedu.
Historic
All historic controls are found by matching the WLS graduate's father's ancestry to country-level data in Ashraf and Galor (2013) . These data are then averaged at the high school level. The set of country-level variables includes absolute latitude, the fraction of arable land, the mean temperature, mean precipitation, mean elevation, an index of roughness, the mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or a navigable river. All variables and prior sources are found in Ashraf and Galor (2013) .
Robust
Indicator for Father's Nationality: The WLS graduate's reported father's ancestral nationality. For the high school level sample of Table 9 , the high school fraction of each reported ancestry is used. From the WLS variable natfth.
Ethnic Fractionalization: An ethnic fractionalization score derived from the high school frequency of father's nationality. Calculated in identical manner as high school genetic diversity and high school occupational diversity. From the WLS variable natfth.
Genetic Markers: An additive score (e.g., 0,1, or 2) of the variant for each SNP in the WLS. These data are for roughly 4,500 WLS graduates. To prevent a loss in sample size, missing graduates are assigned the mean for each SNP; an individual-level indicator for those with missing genetic data is also included. For the high school level sample of Table 9 , the high school frequency is used.
Principal Component of Genetic Markers: The first principal component of all SNPs used to calculate high school genetic diversity.
Industry Diversity: A measure of diversity based on the WLS graduate's industry associated with their first job. Graduates are assigned to one of twelve industry classifications. The fraction of the high school within each industry is then used to calculate a measure of diversity. From WLS variable inmx1u. Summary & Notes: Our primary hypothesis is that attending more genetically diverse high school is positively associated with later-life socioeconomic outcomes. To test this hypothesis, Table 2 regresses an individual's years of schooling on the genetic diversity score of their 1957 Wisconsin high school. Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. Summary & Notes: Exposure to diverse individuals is hypothesized to increase creativity and aptitude associated with a more prestigious occupation. As a test of this, Table 3 regresses an individual's job prestige on the genetic diversity score of their 1957 Wisconsin high school. Panel A considers the measure of prestige from Duncan (1961); Panel B considers a similar measure from Siegel (1971); and Panel C considers the fraction with one or more years of college for a given occupation. Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. Table 3 examines the relationship between an individual's family income in two waves of the WLS on the genetic diversity score of their 1957 Wisconsin high school. Panel A considers the natural log of family income in the 1974 wave of the WLS, while Panel B considers an equivalent measure for the 1992 wave. Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. Table 5 tests the relationship between high school genetic diversity and individual personality traits. Particular attention is given to the traits of openness and extraversion, which have been routinely associated with individual creativity and divergent thinking-two traits at the root of AG's proposed beneficial effect of diversity. Panel A considers the index for openness to experience; Panel B considers the index for extraversion; and Panel C considers the first principal component between openness and extraversion: this shared variation attempts to more accurately measure divergent thinking. Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. Table 6 . Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. As a second test of the mechanisms behind genetic diversity's beneficial role in later-life economic well-being, Table 7 tests the relationship between high school genetic diversity and a measure for high school job diversity. This test follows the framework originally proposed by Depetris-Chauvin andÖzak (2015) . Individual/School controls include mean high school IQ, mean birth year, fraction of female students, high school size class size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include the high school mean of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. 
Summary & Notes: Table 8 examines the robustness of the previously estimated effect of genetic diversity. Column (1) replicates the baseline estimation (col. (6) in above tables). Columns (2)-(4) introduce controls to account for potential broad-based ethnic differences. These include controlling for an indicator of ancestral background (col. 2) and the level of high school fractionalization from this indicator (col. 3). Columns (5) and (6) attempt to account for gene-specific effects by controlling for each individual's genetic markers that are used to construct the diversity scores (col. 5) and the shared variation of these markers (col. 6). Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. 
Summary & Notes: Table 8 examines the robustness of the previously estimated effect of genetic diversity. Column (1) replicates the baseline estimation (col. (6) in above tables). Columns (2)-(4) introduce controls to account for potential broad-based ethnic differences. These include controlling for an indicator of ancestral background (col. 2) and the level of high school fractionalization from this indicator (col. 3). Columns (5) and (6) attempt to account for gene-specific effects by controlling for each individual's genetic markers that are used to construct the diversity scores (col. 5) and the shared variation of these markers (col. 6). Individual controls include IQ, sex, birth year, high school size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include an index of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. Table 9 mirrors the robustness excercises of Table 8 except that the unit of observation is the high school. Individual/School controls include mean high school IQ, mean birth year, fraction of female students, high school size class size, and an indicator for being in either Madison or Milwaukee-the two major urban areas of Wisconsin. Family controls include the high school mean of socioeconomic status in 1957, father's years of schooling, and mother's years of schooling. Historic controls include ancestral high school averages of absolute latitude, fraction of arable land, mean temperature, mean precipitation, mean elevation, roughness index, mean distance to the coast or navigable river, and the fraction of land within 100km of the coast or navigable river. County fixed effects are included in columns (2)-(6). Standard errors are clustered by county. Statistical significance at the 10%, 5%, and 1% levels is respectively denoted by *, **, and ***. 
