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Capítulo 1
Introducción
Capítulo 1 2
1.1.- INTRODUCCIÓN
Caracterizar el comportamiento dinámico de variables económicas, tanto a nivel
índividual como conjunto, cuando disponemos de Series temporales suficientemente
amplias, exige tener en cuenta aspectos relacionados con su carácter estacionario o no, o
lo que es igual, con el orden de integración de las mismas. Además, también es de crucial
ímportancia plantearse silos parámetros que caracterizan alproceso generador de datos que
estádetrás de cada una de las series, permanecen constantes a lo largo del período temporal
analizado. En el supuesto de no serlo, nuestro interés se ha de centrar en conocer la
naturaleza de la posible inestabilidad del proceso.
Podemos preguntamos si la inestabilidad obedece a un cambio gradual de los
parámetros a lo largo de un período de tiempo determinado, o bien, es debida a variaciones
más o menos bruscas en fechas concretas que pueden considerarse conocidas o
desconocidas. Los aspectos anteriores abren un nuevo interrogante, en el sentido de que
es preciso saber cómo afecta este hecho al comportamiento de los estadísticos que analizan
el orden de integración de la serie temporal económica, en panicular a los contrastes de
raíces unitarias. En lamayoría de los trabajos que tratan este aspecto (Perron (1989, 1990),
Rappoport y Reichlin (1989), Hendry y Neale (1990), Chen y O. Tiao (1990), Perron y
Vogelsang (1992), Balke y Fomby (1991), Frances y Haldrup (1994), entre otros) se llega
a la conclusión de que el contraste estándar Dickey-Fuller aumentado (ADF) [Dickey y
FulIer (1979)] presenta muy poca potencia frente a alternativas estacionarias inestables.
1.2.- MARCO GENERAL
El análisis del comportamiento de los contrastes de raíces unitarias en presencia de
cambios estructurales, cobra especial interés a raíz del artículo de Nelson y Plosser
(1982). Estos autores analizan si el comportamiento de un conjunto de series
macroeconómicas está mejor caracterizado porfluctuaciones estacionarias alrededor de una
tendencia determinista o, por el contrarío, a través de un proceso no estacionario con una
raiz unitaria. La conclusión a la que llegan es que, a excepción de la tasa de desempleo,
para el conjunto de series analizadas, no pueden rechazar la hipótesis de raíz unitaria y por
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tanto, los shocks aleatorios tienen un efecto permanente en la evolución de la serie.
A raíz de sus resultados, han surgido nuevas líneas de investigación tanto a nivel
teórico como empírico. Así, Perron (1989), centra su análisis en el estudio del
comportamiento de los contrastes de raíces unitarias en series temporales permitiendo un
cambio estructural exógeno conocido en nivel de la serie, en su tasa de crecimiento o en
ambos a la vez. La conclusión principal a la que llega es que los estadísticos estándar que
contrastan la existencia de raíz unitaria frente a alternativas estacionarias alrededor de una
tendencia determinista, no tienen potencia para rechazar la hipótesis nula cuando la
alternativa presenta un punto de corte en la tendencia determinista en fecha conocida. Por
esta razón, cuando analiza el orden de integración en 14 de las 15 series económicas
utilizadas por Nelson y Plosser (1982), en 11 de ellas, rechaza la hipótesis nula de
existencia de raíz unitaria en favor de estacionariedad alrededor de una tendencia
determinista con cambio estructural en el nivel (8 series), en la pendiente (Iserie) o en
ambos a la vez (2 sedes), admitiendo portanto, que los efectos de los shocks aleatorios son
transitorios para la mayoría de ellas.
Complementando el trabajo anterior, Perron (1990) pone de manifiesto que el
contraste estándar de raíces unitarias ADF está sesgado hacia el no rechazo de la hipótesis
nula de existencia de raíz unitaria cuando la alternativa es estacionaria con un cambio
exógeno en la media en una fecha conocida. Aun así, dicho contraste es consistente cuando
se introducen variables ficticias en la especificación para tener en cuenta la influencia del
cambio estructural analizado.
En la línea de los trabajos de Perron (1989, 1990), Rappoport y Reichlin (1989)
también investigan el comportamiento de los contrastes de raíces unitarias en presencia de
cambios estructurales exógenos en fechas conocidas. De su trabajo se deduce que el
comportamiento de gran parte de las series temporaleseconómicas está mejor caracterizado
por un proceso estacionario alrededor de una tendencia determinista con cambios en una
fecha determinada. Al igual que Perron (1989), señalan que el ADF tiende a no rechazar
la hipótesis nula de existencia de raíz unitaria cuando estamos frente a procesos con
características similares a las anteriores.
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En el contexto de análisis univariante de series temporales, Chen y Tiao (1990)
llegan a una conclusión similar a la señalada por Perron (1990). Su trabajo se centra en la
determinación de la manera más apropiada de modelar cambios en el nivel de las series
temporales así como en la cuantificación de su influencia sobre la predicción si no son
tenidos en cuenta. Ponen de manifiesto que un proceso ARMA con cambio de nivel
aleatorio puede ser mal especificado como un proceso ARIMA. A pesar de ello, este
proceso es robusto para predecir futuras observaciones.
La literatura revisada pone de manifiesto el comportamiento sesgado de los
contrastes de raíces unitarias. En general se tiende a sobreaceptar la hipótesis nula de
existencia de una raíz unitaria, fi-ente a alternativas estacionarias con cambios exógenos en
la media del proceso o en la tendencia determinista en una fecha conocida. Por esta razón,
analizar si realmente el comportamiento de una series está guiado por un proceso con una
raíz unitaria, exige diseñar procedimientos que sean capaces de distinguirlo de procesos
estacionarios con cambios estructurales en la media o, en su caso, en la tendencia
determinista. Además, se presenta un problema adicional pues considerar puntos de corte
exógenos en el diseño de los procedimientos, supone otorgar cierto grado de subjetividad
al investigador. Este hecho, puede condicionar el resultado final del análisis e incluso,
conducir a resultados también contradictorios. Para evitar este problema, las
investigaciones posteriores han ido dirigidas a proporcionarprocedimientos de análisis que
incorporen de forma endógena el posible punto de ruptura. De esta forma, éste se puede
considerar como un parámetro más a estimar dentro delmodelo, liberando al contraste de
los posibles efectos perniciosos que puedan surgir de la selección a priori del período en
que se produjo el punto de corte, evitando el problema conocido como “data-mining”. Por
esa razón, se han propuesto métodos de contraste que van situando el posible cambio
estructural en cada una de las observaciones la muestra. Dichos métodos implican tres
enfoque alternativos: el recursivo, ‘<rolhng” (o deslizante) y secuencial.
Habitualmente, el contraste de raíz unitaria se lleva a cabo sobre la especificación
de un modelo autorregresivo en primeras diferencias. Dicha especificación viene dada por
la siguiente expresión,
+ yt + py~
1 + (1.1)
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El Dickey-Fuller estándar, contrasta la hipótesis nula “H0: p = O” (existencia de
raíz unitaria) mediante el cálculo del seudo t-ratio” ¡~,“ utilizando toda la información
muestral, suponiendo que no hay cambios estructurales en el resto de los parámetros “ji”
y “y”. En cambio, los procedimientos señalados anteriomente si tienen en cuenta ese
hecho. La forma de implementarlo, es justamente la que define el carácter de cada uno de
ellos.
Los procedimientos de contraste basados en los dos primeros enfoques (recursivo
y ‘rolling”), aplicados al análisis de la existencia de raíces unitarias, se llevan a cabo de
la siguiente manera. Dado el modelo (1.1), la recursividad viene dada por el hecho de que,
dicho modelo, se estima repetidamente considerando una submuestra inicial, de tamaño “tú
— jt0Tl”. Los corchetes hacen referencia a la parte entera de dicho producto. A “t” se le
llama parámetro de “tri¡nming” el cual pertenece al intervalo (0, 1). Habitualmente, la
literatura empírica lo sitúa dentro del intervalo (.15, .85), así controla que el tamaño
muestral en la iteración inicial no sea demasiado pequeño. La primera estimación se aplica
a una muestra de datos de amplitud t = t6. En las etapas de estimación sucesivas se añade
una observación adicional, obteniéndose muestras de tamaño “t = t0 + 1, t0 + 2, ...,“ hasta
llegar a considerar en la última iteración la totalidad de los datos disponibles. En cada
iteración, y por consiguiente para cada tamaño muestral (t = 4, 4 + 1, 4 + 2,..., T), se
contrasta lahipótesis nula de existencia de raíz unitaria, “H0: p = O”, mediante el cálculo
del seudo t-ratio “ t?,(t)” asociado al parámetro p. Terminado el proceso total de
estimación, habremos generado una secuencia de seudo t-ratios de tamaño “1 - 4”. Una
vez que hemos ordenado esa secuencia, se toma un indicador de la misma, por ejemplo el
valor mínimo de todo el conjunto, es decir
tREc = miE~.=~=Ttt,(t) (1.2)
El enfoque basado en “rolling regression “ es muy similar al anterior. El parámetro
de “trim¡ning” determina el tamaño de la muestra inicial. Dicho tamaño muestral va a
permanecer fijo durante todo el proceso. Esto es debido a que en cada iteración, a la
muestra inicial se le quita una observación del principio y se le añade otra al final. Así, si
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la estimación inicial se realizó con un tamaño muestral de: 1 = 1, ... , t~, la segunda
estimación se realizará con otra muestra de igual tamaño, pero con información diferente
a la anterior, es decir ahora 1 = 2, ... , t0 + 1. Como en el enfoque recursivo, en cada
iteración, asociado al parámetro p, se calcula el valor del estadístico correspondiente al
contraste de la hipótesis nula de existencia de raíz unitaria. Al final de la estimación
también dispondremos de la secuencia ordenada de seudo t-ratios, de la que se toma como
índicador el valor mínimo de la misma,
tROL = ““~½=t=(~½)t~(t) (1.3)
Aunque los procedimientos anteriores suponen una muy buena aproximación a la
endogeneización el punto de corte, cuentan con el “handicap” de que el cálculo de los
seudo t-ratios se lleva a cabo con información diferente (el procedimiento recursivo va
alterando el tamaño muestral y en el “rolling”, aunque el tamaño se mantiene, cambia el
período muestral utilizado).
El procedimiento secuencial considera siempre la muestra completa, utilizando en
cada iteración la misma información. Parte de la siguiente especificación,
= 1½+ -~- y0t + y1D~(t0) + P~-1 + t = 2 1 . (1.4)
Para analizar cambios estructurales sólo en la media o sólo en la pendiente, basta
con considerar las versiones restringidas del modelo anterior cuando se impone i’~ = O o
bien, v~ = O respectivamente. En cada iteración, se considera t~ como posible punto de
corte. Para introducirlo dentro del modelo, y admitir la posibilidad del cambio en la media
de la serie, se define la variable ficticia “D~”,donde, D~ = 1 si 1 >t0yD~=Oen caso
contrario. Con el regresor “D~(t~)“~ definido a partir de “D~”de la siguiente forma: “D~(t0)
— (1 - t~) ~ se captura la posibilidad del cambio en la pendiente. En los dos casos, el
punto de corte se sitúa en laventana de datos comprendida entre las observaciones “10” y
- te”, evitando así los problemas derivados de su situación muy al principio o muy al
final de la muestra. Dicha ventana está determinada, como en los enfoques anteriores, por
el parámetro de “trimming” u En cada iteración la variable ficticia altera su composición,
ampliando el número de ceros y disminuyendo el número de unos. De esta forma se recorre
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el punto de ruptura a lo largo de la ventana seleccionada, situándolo en cada iteración en
la observación siguiente a donde se situó en la inmediatamente anterior. Al igual que los
procedimientos antenores, cuanto termine el proceso de estimación, tendremos toda una
secuencía de seudo t-ratios asociados al parámetro correspondiente. Por ejemplo si
queremos contrastar la nula de existencia de raíz unitaria, “Ha: p o”, obtendremos la
secuencia de seudo t-ratios asociados al parámetro p y una vez ordenada, se toma su valor
mínimo. Este será considerado el estadístico secuencial,
t~1~ =min~=~«1~>%(t) (1.5)
El hecho diferencial de éste último contraste frente a los dos anteriores, es decir el
considerar en todo momento toda la información muestral, hace que haya sido el preferido
por la mayor parte de los investigadores. Perron y Vogelsang (1991), Christiano (1992),
Zivot y Andrews (1992) utilizan el procedimiento secuencial en sus trabajos. Si bien el
enfoque de estos estudios es similar, el primero analiza cambios en el nivel de la serie en
una sola observación y cambios graduales, ambos en fechas desconocida; el segundo se
apoya en métodos de boostraping y, Zivot y Andrews (1992) emplean una versión del
contraste de raíces unitarias propuesto por Perron (1989) para el caso en el que punto de
ruptura en la tendencia no se conoce a priori. Para el análisis utilizan el procedimiento
secuencial basado en contraste ADF de raíz unitaria. Recomiendan tomar como estimador
del punto de ruptura, al igual que Perron y Vogelsang (1991), la observación asociada al
mínimo de la secuencia de estadísticos, pues es éste el resultado menos favorable respecto
a la aceptación de la hipótesis nula de existencia de una raíz unitaria. Aplicado este
contraste a las series utilizadas por Nelson y Plosser (1992), no encuentran tanta evidencia
en contra de la existencia de raíz unitaria como la detectada por Perron (1990), aunque si
más que los primeros. Chu y White (1992) llegan a un resultado similar al aplicar
contrastes que ellos proponen a las series anteriores. Estos autores diseñan dos tipos de
contrastes en los que consideran como hipótesis nula procesos estacionarios alrededor de
una tendencia determinista estable. Cada uno de los dos contrastes que proponen toman
como hipótesis alternativa procesos estacionanos con cambio estructural en la tendencia
determinista. Esta inestabilidad en la función de la tendencia determinista, puede estar
motivadapor un cambio en elparámetro que determina su pendiente, por un cambio en el
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parámetro que determína su nível o, por ambos a la vez.
El empleo de procedimientos recursivos y secuenciales se puede encontrar en el
trabajo de Banerjee, Dolado y Galbraight (1990). En él estudianpropiedades asintóticas
de ambos tipos de estadísticos y, tras aplicarlos a dos series largas del GNP per cápita
americano, no encuentran evidencia en favor de cambio en la tendencia. Un estudio más
detallado acerca del comportamiento de las distribuciones empíricas de los tres
procedimientos, ha sido llevado acabo recientemente por Montañés (1996a, 1 996b). En
estos trabajos, que son una extensión del desarrollado por Banerjee, Lumsdaine y Stock
(1992), se confirman resultados previos indicando que el procedimiento secuencial supera
a los otros dos al contrastar estacionariedad. Montañés analiza cómo se ve afectada la
distribución empírica de un contraste secuencialde raíz unitariapor el grado de correlación
serial y por la magnitud del cambio en la tendencia estocástica o determinista. En sus
simulaciones muestra que el poder del contraste aumenta con el tamaño del salto y decrece
con el grado de correlación serial. También destaca que la alteración del punto de ruptura
en modelos con tendencia estocástica o, el cambio en el parámetro de “trímnzing”, tienen
poca influencia sobre la potencia del contraste. Sin embargo, su estudio queda un tanto
incompleto en el sentido de que no analiza las distorsiones del tamaño del contraste cuando
estamos frente a modelos con tendencia estocástica no nula estable o inestable.
En resumen, hemos planteado como el análisis del comportamiento de los
estadísticos que permiten caracterizar el verdadero orden de integración de series
temporales económicas, generadas por procesos univariantes inestables, es de crucial
importancia. Sin embargo, dadas las interrelaciones existentes entre las variables
económicas, no sólo son relevantes las consecuencias que se puedan derivar a nivel
individual si dicho orden no se identifica correctamente. También, podemos estar
condicionando las posibles relaciones en los procesos multivariantes que caracterizan el
comportamiento conjunto de las series tanto a corto como a largo plazo.
Es precisamente en el contexto del largo plazo donde el análisis cobra un mayor
interés. Podemos preguntamos si existen relaciones de equilibrio a largo plazo entre dos
o más series que, aun siendo no estacionarias (1(d) con d > 0), tienen el mismo orden de
íntegración. En caso afirmativo, se pueden encontrar una o varias combinaciones lineales
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entre ellas que presentan un orden de integración más pequeño (J(d-b) con b > 0)por lo que
decimos que dichas series están cointegradas de orden (d, b). Por ejemplo, si las series
tratadas son todas 1(1) y están cointegradas de orden (1, 1), entonces las combinaciones
lineales que caracterizan las relaciones de equilibrio a largo plazo serán 1(0). Por eso
volvemos a destacar la importancia que tiene caractenzar correctamente el comportamiento
de los estadísticos que analizan el orden de integración de las series, puespodemos admitir
que no están cointegradas cuando efectivamente si lo están o al contrario.
Básicamente existen dos procedimientos para detectar relaciones de cointegración
entre series temporales. El procedimiento uniecuacional, propuesto por Engle y Granger
(1987), y el multiecuacional desarrollado por Johansen (1988, 1991). El primero de ellos
se basa en la estimación por MCO de una única ecuación que caracteriza la relación de
equilibrio a largo plazo de las variables del sistema. Por ejemplo, dado un vector de series
económicas X~1 = [x~, x2~, ... ,XNtI, una vez que se ha analizado la relación de causalidad
y que se ha comprobado que el orden de integración individual de las variables es el mismo
[supongamos que son 1(1)], si efectivamente están cointegradas, de orden (1, 1), los
residuos de la regresión que caracteriza la relación de equilibrio a largo plazo,
~1
= con [x1~,x11~, x1>1~... ,XNt], deberán ser 1(0). El vector de
parámetros, ~,no es más que la estimación de la relación de equilibrio del largo plazo o
relación de cointegración. Lógicamente podremos encontrar como máximo N- 1 relaciones
de cointegración. Dadoeste enfoque uniecuacional, estas relaciones sólo se podrán estimar,
sí existen, de una en una y no conjuntamente. Además, no se consideran los efectos de las
posibles relaciones dinámicas a cofto plazo entre las variables del sistema. Ambos aspectos
sí son tenidos en cuenta en enfoque multiecuacional desarrollado por Johansen (1988).
El análisis de cointegración propuesto por Johansen (1988) parte de una
representación VAR (vector autorregresivo) no restringido de orden “k” de la forma,
X=AX # (0,2)1 ti +AkXtk +u u—N (1.6)1 t
y se reformula en la forma del modelo de corrección de error (MCE) el cual adopta la
siguiente expresión,
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AX zzTAX + +1 AX +ll3(1 tI k—I t—k~I t—k + (1.7)
con:
La representación en forma de MCE, proporciona información tanto del corto píazo
(a través de las matrices de parámetros” Ti”) como del número de relaciones de equilibrio
a largo píazo, calculadas y detenninadas en un número igual al rango de la matriz “II”, el
cual, no puede ser mayor que N-1 si efectivamente, las N variables del sistema están
cointegradas.
Una vez que se ha detectado la posible relación (o relaciones) de equilibrio a largo
plazo parece lógico preguntarse si los parámetros que determinan dicha relación,
permanecen constantes o no en todo el período muestral. La inestabilidad puede venir
generada por lapropia inestabilidad de alguna de las variables introducidas en el modelo,
o bien porque la estructura del sistema cambie en un momento del tiempo. Si
efectivamente la relación es inestable, tendremos que detectarlo teniendo presente que la
potencia de los contrastes de cointegración seve alterada en contextos de inestabilidad. Asi
podemos considerar erróneamente que no existen relaciones de equilibrio a largo píazo
cuando efectivamente si las hay, pero cambian en algún momento del tiempo. Habrá que
determinar que existen una o varias relaciones de cointegración, si son inestables y, en la
medida de lo posible, determinar en qué momento del tiempo se sitúa el punto de ruptura
o cambio estructural. Los trabajos de 1-lansen (1992), Hansen y Johansen (1993), Gregory
y Hansen (1996), Campos, Ericsson y Hendry (1993) y Gregory, Nason y Watt (1996)
entre otros, abordan este tipo de cuestiones.
Los contrastes propuestos por Hansen (1992) y Hansen y Johansen (1993) son
recursivos, mientras que el de Gregory y Hansen (1996) es secuencial. A pesar de que la
hipótesis nula que contrastan cada uno de ellos es diferente, tienen en común que ninguno
supone conocido el punto de corte en la relación de cointegración. Hansen (1992), propone
tomar el supremo y la media de una secuencia de estadísticos similares al contraste de
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Wald de igualdad de parámetros en dos períodos de tiempo calculados con el “fully
modWed estimator” propuesto por Phillips y Hansen (1990). El estadísitico propuesto por
Hansen y Johansen (1993) analiza recursivamente la constancia de la relación de largo
plazo (vector de cointegración) suponiendo constante la dinámica del cono píazo. Se trata
en un contraste de razón de verosimilitud para el vector de cointegración propuesto por
Johansen y Juselius (1992). Por último, en el contraste de Gregory y Hansen (1996) se
toma el mínimo de una secuencia de estadísticos calculados a partir del contraste ADF
aplicado a los residuos de la relación de cointegración, de forma análoga a la descrita en
Bugle y Granger (1987).
Gregory, Nason y Watt (1996), evalúan el comportamiento del contraste de Hansen
(1992), en relaciones cointegradas en un marco lineal cuadrático con costes de ajuste y del
ADF. De su trabajo se desprende que el contraste de Hansen (1992) tiene un tamaño
adecuado cuando la relación de cointegración es estable, sin embargo, su potencia
diminuye a medida que los costes de ajuste son mayores. Un comportamiento similar
detectan en el ADE, para el que la frecuencia de rechazos de la hipótesis nula de no
cointegración, disminuye en presencia de cambios estructurales. De manera análoga,
Campos, Ericsson y Hendry (1993), examinan cómo se comportan básicamente dos tipos
de contrastes de cointegración (convertidos en cuatro según sea el vector de cointegración
conocido o no) en presencia de cambios estructurales. El primero de ellos está basado en
el procedimiento de dos pasos propuesto por Engle y Granger (1987) y, el segundo es el
t-ratio asociado al parámetro de ajuste del mecanismo de corrección de error, propuesto por
Banerjee, Dolado, Hendry y Smith (1986). Concluyen que el tamaño de los contrastes no
sufre grandes distorsiones ante cambios estructurales y, en general, el segundo grupo de
contrastes es más potente que el primero.
1.3.- CONTENIDO DE LA TESIS
Esta tesis doctoral, se enmarca en el contexto anterior, retomando aspectos que no
han sido tratados en la literatura revisada. En particular, nos centramos en la influencia de
la inestabilidad paramétrica sobre los contrastes de raíces unitarias y sobre los contrastes
de cointegración en presencia de cambios estructurales. Respecto a los primeros,
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analizamos su comportamiento cuando la inestabilidad se manifiesta en dos direcciones.
La primera, aparece cuando se producen cambios en la tendencia estocástica del proceso
generador de la serie y, lasegunda cuando cambia el orden de integración. En ambos casos,
además de estudiar en profundidad el comportamiento de algunos de los estadísticos
propuestos en la literatura e ilustrar algunos resultados paradójicos, proponemos
estadísticos más robustos los cuales también proporcionan estimaciones acerca de la
localización del punto de corte. Adicionalmente, para el caso en el que la inestabilidad
paramétrica es debida a un cambio en la tendencia estocástica, presentamos un
procedimiento metodológico para detectar el orden de integración del proceso generador
de la serie. Finaliza esta parte del estudio, aplicando los contrastes al índice de producción
industrial de Alemania, Canada, España, Estados Unidos, Francia, Italia, Japón y Renio
Unido y, al producto interior bruto de Alemania, Canada, Estados Unidos, Italia, Japón y
Renio Unido.
Un estudio similar al anterior ha sido llevado a cabo para el caso de los contrastes
de cointegración en presencia de cambios estructurales. En general, además de hacer un
estudio comparativo entre tres tipos de contrastes de cointegración, para determinar cuál
de ellos es más robusto frente a distintas alternativas de interés, también, como en el caso
anterior, se proponen nuevos estadísticos. La aplicación empírica de esta parte del trabajo
la hemos centrado en analizar la influencia de la inestabilidad paramétrica de la demanda
de dinero sobre el cumplimiento, a largo píazo, del modelo monetario. Para ello utilizamos
los tipos de cambio bilaterales de la peseta y el G-7 junto con Suiza. Dada la amplitud del
trabajo, lo presentamos como último capítulo de la tesis.
Los dos casos sobre los que hemos centrado el análisis de la influencia de la
inestabilidad paramétrica siguen una estructura similar. Hemos calculado y tabulado las
distribuciones empíricas de todos y cada uno de los contrastes utilizados, también hemos
analizado las posibles distorsiones en su tamaño y, por último, se ha estudiado su potencia
frente a una gama amplia de alternativas relevantes según el escenario considerado. A
continuación, presentamos brevemente el contenido de cada uno de los capítulos.
En el segundo capítulo, “Un Contraste ADF Secuencial para la Detección de
Cambios en la Tendencia Estocástica”, analizamos en proÑndidad el comportamiento
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del contraste ADF de raíces unitarias ante cambios estructurales. En este estudio,
ampliamos la investigación realizada hasta el momento en varias direcciones. Tomando
la versión del contraste secuencial para el contrastes de raíz unitaria con tendencia
cambiante propuesto por Banerjee, Lumsdaine y Stock (1992), proponemos dos tipos de
contrastes secuenciales. En el primero de ellos se contrasta la existencia de raíz unitaria y
un posible cambio en la tendencia estocástica del proceso generador de laserie. El segundo
es una versión restringida del anterior en el sentido de que se impone la existencia de raíz
unitaria y, por tanto, se contrasta sólo la inestabilidad en la tendencia. De las secuencias
de estadísticos generadas se toman, como Hansen (1992) propone, el supremo y la media.
El supremo permitirá disponer de contrastes con potencia frente a cambios unitarios en la
tendencia y, la media frente a cambios graduales, además de aminorar los efectos de los
valores atípicos. Siguiendo la recomendación de Zivot y Andrews (1992), se estudia el
comportamiento de la observación asociada al supremo, como posible estimador del punto
de corte.
Comenzamos el estudio tabulando las distribuciones empíricas de los seis
estadísticos mediante simulaciones de Monte Carlo, para diferentes tamaños muestrales.
La hipótesis nula considerada es paseo aleatorio, sin cambio en la tendencia estocástica.
Dados los valores críticos calculados, examinamos las posibles distorsiones de tamaño de
cada contraste cuando existe una tendencia estocástica no nula a la vez que analizamos,
como en todos los ejercicios de simulación, el comportamiento del contraste ADF estándar.
En general, los contrastes son muy conservadores en presencia de tendencia no nula. A
continuación, investigamos el comportamiento de los seis estadísticos (siete, considerando
el ADF) bajo alternativas integradas de orden uno con cambio en la tendencia estocástica.
El resultado del análisis muestra que el comportamiento de los estadísticos depende de
manera muy directa de la concavidad o convexidad de las series. El comportamiento del
ADF resulta ser muy errático pudiendo considerar una serie 1(1) cóncava como
estacionaria. Dado que, gráficamente las series inestables integradas de orden uno son muy
parecidas a las series estables integradas de orden dos, también hemos analizado el
comportamiento de los estadísticos ante este tipo de alternativas. A excepción del ADF,
que puede considerar una serie 1(2) cóncava como si fuera estacionaria, el resto de los
estadísticos se comportan de forma similar ante los dos tipos de alternativas. Fruto de este
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análisis proponemos un procedimiento que, empleando todo el grupo de estadísticos, nos
permitirá caracterizar el proceso que guía el comportamiento de la serie que se analiza.
Una vez que hemos analizado el comportamiento de los contrastes para detectar
cambios en la tendencia estocástica’, les aplicamos a las series del índice de producción
industrial de Alemania, Canada, España, Estados Unidos, Francia, Italia, Japón y Reino
Unido y, al producto interior bruto de Alemania, Canada, Estados Unidos, Italia, Japón y
Renio Unido. En general, se pone de manifiesto que siempre que se detecta un cambio en
Ja tendencia estocástica de la serie, se produce un rechazo de la hipótesis nula de raíz
unitaria en favor de estacionariedad por parte del ADF y, al contrario.
Siguiendo la línea anterior, en el capítulo tercero de la tesis$Un Contraste ADF
Secuencial para la Detección de Cambios en el Orden de Integración”, se aborda el
estudio de un segundo tipo de inestabilidad paramétrica. Dicha inestabilidad estada
generada por los distintos órdenes de integración que pueden presentar las series
económicas suficientemente amplias. Pensemos, por ejemplo, en el comportamiento de los
diferenciales de las tasas de inflación (o cualquier otra macromagnitud relevante: tipos de
Interés, índices de producción, etc) de los países miembros de la Unión Europea antes y
después del establecimiento de los criterios de convergencia. Inicialmente, las políticas
económicas de los diferentes países perseguían la consecución de objetivos individuales.
Eso hizo que variables económicas evolucionasen por sendas diferentes, dependiendo de
cada país. Tras el establecimiento de los criterios de convergencia, los objetivos de política
macroeconómica pasaron a tomar una dimensión comunitaria y, para su consecución, hubo
que reorientar las políticas individuales. Como consecuencia, se produjo un mayor
paralelismo en la evolución a lo largo del tiempo de las anteriores variables económicas.
Por tanto, es de esperar que el diferencial de alguna de estas variables de un determinado
país respecto a otro, experimente un cambio de comportamiento antes y después de la fecha
en la que se establecieron tales criterios, manifestándose en un orden de integración
diferente.
No empleamos tendencias temporales deterministas en la especificación de los contrastes pues, su interpretación
económica no es sencilla. Además pueden tener asociadas consecuencias poco agradables debido a la reversibilidad
del tiempo. En consecuencia, centramos nuestro análisis en el contexto de inestabilidad dc la tendencia estocástica
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Para llevar a cabo el análisis, proponemos tres tipos de contrastes secuenciales. En
el primero de ellos, se contrasta simultáneamente la existencia de raíz unitaria en la primera
y segunda mitad del proceso. Los otros dos, son versiones restringidas del anterior pues
surgen al imponer la existencia de raíz unitaria en la primera parte de la muestra en un caso
y, en la segunda parte en el otro. Como en el capitulo anterior, nos centramos en el
supremo y la media de la secuencia de estadísticos generados. Una vez tabuladas sus
distribuciones empíricas bajo la hipótesis nula de paseo aleatorio sin tendencia estocástica,
analizamos su potencia bajo distintos escenarios de estacionariedad, parcial o total,
comparándola siempre con la del ADF. En primer lugar, consideramos alternativas
caracterizadas por series temporales guiadas durante unperíodo de tiempo por un proceso
estocástico integrado de orden uno, con y sin tendencia estocástica, y la otra parte por un
proceso estacionario. En el segundo lugar, analizamos la potencia de los contrastes bajo
alternativas totalmente estacionarias que pueden aparecer en tres grupos: 1) tanto el
coeficiente de correlación como la media de la serie son invariantes en todo el periodo
temporal, 2) sólo es invariante la media pero no el coeficiente de correlación y, por último,
3) cambia la media de las series pero no el coeficiente de correlación.
En el cuarto capitulo de la tesis, “Análisis Comparativo de 3 Estadísticos para
la Contrastación de Inestabilidad Paramétrica en Relaciones de Cointegración”, nos
centramos en comparar el comportamiento de los contrastes de Hansen (1992), Hansen y
Johansen (1993) y Gregory y Hansen (1996), los cuales, como antes señalamos, tienen en
común el desconocimiento del punto de corte en la hipótesis nula.
En las simulaciones, utilizamos el proceso generador de datos habitual en esta
literatura (véase Banerjee et al. (1996), Engle y Granger (1987), Phillips y Hansen (1990)
y Gonzalo (1994), por ejemplo). Siguiendo el ejemplo de Hansen (1992), tabulamos, por
prímera vez, la distribución asintótica de la media de la secuencia de los estadísticos
generada a partir del contraste de Gregory y Hansen (1996). Para el contraste de Hansen
y Johansen (1993),hemos hecho lo mismo tanto para lamedia como para el supremo, pues
en el trabajo inicia] sólo se deriva teóricamente la distribución asintótica para el caso en
el que punto de corte es conocido. Una vez que tenemos tabuladas todas las distribuciones
asintóticas para todos los estadísticos, analizamos surobustez respecto a variaciones en los
parámetros del proceso generador de datos.
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En la siguiente parte del trabajo se estudian las posibles distorsiones del tamaño
nominal de los contrastes, debidas al tamaño muestral, y su potencia bajo cuatro
alternativas relevantes: 1) ausencia cointegración y estabilidadparamétrica, 2) existencia
de cointegración con estabilidad paramétrica, 3) existencia de cointegración e inestabilidad
paramétrica: 3a) con sólo un punto de corte y, 3b) con dos puntos de corte. El análisis nos
permitirá evaluar la potencia de los contrastes a la hora de distinguir entre modelos
cointegrados y no cointegrados. También podremos evaluar el sesgo y precisión del
estimador del punto de corte (uno o más). Éste nos permitirá determinar muestras más
estables. Por último, dado que hemos usados varios tamaños muestrales, también
analizamos su comportamiento en muestras finitas. Anticipamos que de los tres contrastes
analizados, es el propuesto por Gregory y Hansen (1996) el que mejor comportamiento
presenta.
Por último, se cierra la tesis con el capitulo quinto “Inestabilidad de la Demanda
de Dinero y Comportamiento del Modelo Monetario para la Peseta”. Durante el
período de tipos de cambio flexible, analizamos empíricamente la validez del enfoque
monetario para explicar, a largo plazo, el comportamiento del tipo de cambio bilateral de
España y otro grupo de países. Consideramos que el poco soporte empírico que ha tenido
este enfoque puede ser debido a la inestabilidad de uno de sus componentes principales:
la demanda de dinero.
Se ha calculado la relación teórica de largo plazo para el tipo de cambio bilateral
nominal, la oferta relativa de dinero y larenta real relativa de bienes a partir de la versión
del modelo monetario de precios rígidos propuesta por Dombusch (1996). Según el
método de solución propuesto porBlanchard y Khan (1980), especificamos dicha relación
de largo plazo y, utilizamos el procedimiento de Engle y Oranger (1987) y Phillips y
Hansen (1990> para estimar la relación de cointegración, la cual no se detecta en el total
de la muestra. Para analizar en qué medida lo anterior estádeterminado por la inestabilidad
de la demanda de dinero, especificamos una relación de largo píazo de la demanda de
dinero diferente a la utilizada habitualmente en la literatura y, con el contraste de Gregory
y Hansen (1996) analizado en el capítulo anterior, seleccionamos los períodos muestrales
en los que parece más estable, submuestras en las que reestimamos la relación de largo
plazo del tipo de cambio. Los resultados parecen ser concluyentes, en el sentido de que
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aparecen relaciones de cointegración con coeficientes significativos y los signos adecuados
en la mayoría de las relaciones bilaterales. La inestabilidad paramétrica tiende a disminuir,
lo cual refrenda la verificación de la hipótesis planteada.
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11.1.- INTRODUCCIÓN
La investigación sobre la naturaleza estacionaria o no estacionaria de series
temporales económicas iniciado por Nelson y Plosser (1982), ha conducido en épocas
recientes al desarrollo de procedimientos de contraste capaces de enfrentarse a las
situaciones más típicas de inestabilidad paramétrica, tales como valores atípicos y cambios
estructurales. La abundante literatura reciente se ha centrado principalmente en los efectos
que tienen los cambios estructurales sobre el comportamiento de los contrates de
estacionariedad. El resultado común en muchos de ]os trabajos (Rappoport y Reichilin
(1989), Hendry y Neale (1990), Perron (1989, 1990), Chen y Tiao (1990), Perron y
Vogelsang (1992) entre otros), es que la presencia de cambios estructurales tiende a
producir una sobre aceptación de la hipótesis nula en los contrastes de raíces unitarias
estándar, tales como el contraste de Dickey-Fuller aumentado (ADF)’. Consecuentemente,
numerosos investigadores han dirigido sus esfuerzos hacia el diseño de procedimientos de
análisis con potencia frente a alternativas estacionarias inestables.
La literatura inicial se centró en analizar el efecto sobre los contrastes de raíces
unitarias de un simple cambio estructural en la tendencia [Rappoport y Reichilin (1989),
Perron (1989), Hendry y Neal (1990) y Chu y White (1992)] determinista y/o estocástica
[Perron(1990) y Chen y Tiao (1990)] del proceso de la serie temporal, en una fecha
conocida. Como se indicó, el resultado básico conseguido en esta literatura es que, en
presencia de tendencias segmentadas, el comportamiento del contraste de raíz unitaria está
sesgado hacia la hipótesis nula de no estacionariedad. En relación a este tema, varios
procedimientos fueron propuestos para tener en cuenta el cambio en la tendencia. Sin
embargo, la controversia sobre los diferentes resultados económicos conseguidos
dependiendo de la elección exógena del punto de corte [Cristiano (1992), Zivot y Andrews
Sin embargo, hay excepciones a la conclusión general. Por ejemplo, Montañés (1996b> muestra que en series
económicas temporales con un cambio estructural en la tendencia determinista, el comportamiento asintótico del
contraste ADF no está sistemáticamente sesgado en favor de la hipótesis nula. También, la literatura sobre
contrastes de raices unitarias en presencia de valores atipicos acepta un resultado similar. Por ejemplo, Frances y
L-laldrup (1994) muestran que la presencia de ‘addiuve outlier’> o ‘tenzporary change outlier” tiendea producir
estacionariedad espúrea.
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(1992)], condujo a los investigadores a desarrollar procedimientos que incorporasen
endógenamente la elección del punto de corte, evitando así los fallos de la literatura
anterior.
Para analizar el tema del contraste de raíces unitarias en series temporales con
cambio estructural en una fecha desconocida, los investigadores han desarrollado varios
procedimientos recursivos, secuenciales y “rolling regressions “. Sin embargo, estudios
comparativos [Banerjee,Lumsdaine y Stock (1992) y Montañés (1996a)J indican que los
procedimientos secuenciales tienen generalmente más potencia en contrastes sobre
estacionariedad pues usan toda la información muestral. Consecuentemente, en este
articulo nos centraremos en contrastes secuenciales. El procedimiento secuencial básico
usado en la literatura [Banerjee, Lumsdaine y Stock (1992), Zivot y Andrews (1992),
Perron yvogelsang (1992) y Montañés (1996)] estábasado en el contraste de raíz unitaria
ADE, y selecciona el supremo (minimo) de la secuencia de estadísticos-t del ADE para
todos los posibles puntos de corte en la muestra2. Además, algunos autores toman la
posición muestral asociada a este estadístico como la mejor elección para la localización
del punto de corte. En general, los análisis empíricos que usan estos procedimientos
secuenciales tienden a revertir los primeros resultados señalados por Perron (1989, 1990),
no encontrando evidencia significativa en contra de la hipótesis de raíz unitaria en muchas
de las series temporales económicas consideradas.
Los resultados de las simulaciones llevadas a cabo por Banerjee, Lumsdaine y
Stock (1992) y Montañés (1996a), indican que los estadísticos secuenciales de raíces
unitarias tienen buenapotencia frente a alternativas estacionarias estables e inestables. La
potencia de los contrastes, en muestras finitas, depende del grado de correlación serial y
de la magnitud del salto en las tendencias deterministas y/o estocásticas. La potencia
incrementa con el tamaño muestral y la magnitud del salto, y decrece con el grado de
En general, sólo un subconjunto de todos los posibles puntos de corte son considerados, ignorando los que están
localizados en los extremos de la muestra. Es práctica común en la literatura aplicar un porcentaje de eliminación
simétrico del 15%, aunque algunos autores están afavor de porcentajes más grandes, especialmente para tamaños
muestrales pequeños. Este porcentaje de ‘trinuning” se conviene en una parámetro ruidoso en las distribuciones
asintóticas de los estadísticos, aunque Montañés (1996a) ha mostrado que para el caso considerado en el capítulo
(cambiosen la tendencia estocástica) la potencia del contraste es bastante robusta aun amplio rango de valores de
“trimtning”.
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correlación serial, sin embargo, este comportamiento no es siempre monotónico. Además,
la potencia de los contrastes también se ve afectado por otros parámetros ruidosos tales
como la posición relativa del punto de corte y por el tamaño de la ventana muestral en la
que se va situar el posible punto de corte dado por el parámetro de “trimming”. Una
revisión de la literatura reciente se presenta en Noriega-Muro (1993).
Los contrastes de estacionariedad no agotan las posibilidades ofrecidas por los
procedimientos de contraste secuencial. Además, para contrastar raíces unitarias, los
procedimientos que incorporan una constante y/o una tendencia temporal en la regresión
de la raíz unitaria permiten elcontraste directo de la estabilidad de la tendencia, una opción
que debería ser usada conjuntamente con el contraste de raíz unitaria para complementar
sus resultados. Por ejemplo, Banerjee, Lumsdaine y Stock (1992) consideran dos contrastes
secuenciales para un cambio de tendencia, obtenidos como la versión restringida y no
restringida de un contraste de estabilidad paramétrica para el término constante (o
tendencia temporal) en la regresión ADF de raíz unitaria. Estos dos contrastes son útiles
para determinar la estabilidad de la tendencia bajo las hipótesis alternativas de
estacionariedad y no estacionariedad. Sin embargo, ninguno de los artículos mencionados
estudia posibles distorsiones en el tamaño de los contrastes de raíces unitarias bajo
alternativas no estacionarias con tendencias inestables. Esto es, no tenemos todavía
criterios definitivos para determinar si un rechazo de la hipótesis nula de raíz unitaria es
debido a que verdaderamente existe estacionariedad o por el contrario se debe a un cambio
en la tendencia.
Este trabajo intenta ampliar nuestro conocimiento sobre el comportamiento de
contrastes secuenciales para raíces unitarias en varias direcciones. Primera, siguiendo una
práctica común en otros tipos de contrastes secuenciales [Hansen (1992)], además del
supremo de la secuencia de estadístico, aqui también se considera su media. Se cree
generalmente que el supremo tiene más potenciapara detectarpuntos de corte individuales,
mientras que el estadístico de la media tiene más potencia frente a cambios graduales.
Además, el estadístico secuencial de la media es más robusto que el supremo en presencia
de valores atipicos. La segunda dirección engloba un análisis muy extenso de las
propiedades del tamaño y potencia de los estadísticos secuenciales bajo todas las
alternativas relevantes: procesos estacionarios y no estacionarios con tendencias estables
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e inestables. Un resultado interesante recogido en este trabajo es que el contraste de raíces
unitarias estándar ADF puede erróneamente rechazar la hipótesis nula de una raíz unitaria
en favor de estacionariedad bajo ciertas alternativas 1(2) e 1(1) inestables. Dadas estas
aparentes contradicciones en la interpretación de los resultados del contraste, terminamos
el análisis proponiendo un procedimiento de contraste general para discriminar entre todas
las alternativas relevantes de estacionariedad y no estacionariedad.
El capitulo se organiza como sigue. En la sección 11.2 presentamos el
procedimiento básico de contraste, mientras que en la sección11.3 desarrollamos todos los
ejercicios de simulación. Comenzamos nuestras simulaciones tabulando las distribuciones
para muestras finitas de los seis estadísticos considerados. Con los valores críticos
estimados procedemos a analizar las posibles distorsiones de tamaño bajo vanas
alternativas de no estacionariedad. En particular, examinamos el comportamiento del
contraste bajo alternativas 1(1> estables e inestables, y para procesos 1(2). Nuestro análisis
concluye con un estudio de las propiedades de la potencia del contraste en entornos
estacionarios estables e inestables. En la sección 11.4 se resumen los resultados de las
simulaciones y sepropone una metodologia general para el contraste de raices unitarias con
cambio en la tendencia. Finalmente, en la sección 11.5 llevamos a cabo una aplicación
empírica de estos contrastes secuenciales al Índice de Producción Industrial de Alemania,
Canadá, Francia, España, Estados Unidos, Italia, Japón y Reino Unido y a su Producto
InteriorBruto excepto para Francia y España. En el apéndice 11.1 se exponen las tablas con
los resultados de las simulaciones, de las aplicaciones empíricas y, los gráficos de las
variables.
El presente trabajo no explora todas las dimensiones de los contrastes de raíces
unitarias bajo cambios estructurales. Hay dos direcciones en las cuales esta literatura esta
expandiéndose actualmente. En primer lugar, existe un importante esfuerzo orientado hacia
e] desarrollo de una metodologia general para los contrastes de raícesunitarias en presencia
de varios puntos de corte (véase, por ejemplo, Lumsdaine y PapeIl (1997), Bai y Perron
(1998) y, numeroso material aun no publicado). Además, otra línea de investigación aun
no explotada ampliamente en la literatura es la posibilidad de contrastar la estacionariedad
parcial. Existen numerosas ejemplos económicos en los cuales una variable no estacionaria
llega a ser estacionaria en un momento del tiempo, posiblemente debido a posibles
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coordinaciones de políticas o el intento de alcanzar convergencia. Bajo estacionariedad
parcial, se espera que los contrastes de raíces unitarias estándar estén sesgados hacia no
rechazar la hipótesis nula, consecuentemente, será útil desarrollar herramientas en este tipo
de escenarios. Esta otra alternativa sitúa la inestabilidad en el comportamiento del
coeficiente de correlación y no en el parámetro de la tendencia. El siguiente capitulo de la
tesis, está centrado en el análisis de cuestiones de este tipo.
11.2.- UN CONTRASTE ADE SECUENCIAL PARA UN CAMBIO EN LA
TENDENCIA ESTOCASTICA
Para contrastar la hipótesis nula de existencia de una raíz unitaria en una serie
temporal Y~, el contraste ADF estándar calcula el estadístico “t” asociado al parámetro 8
en la regresión:
4
= + pt + 3- 2 YIAYtÁ 3- (lEí)
donde áY~ es la primera diferencia del proceso, g es una constante que captura la posible
presencia de una tendencia estocástica y ~3es el parámetro que recoge la tendencia
temporal dada por t. El parámetro q representa el número de retardos (a ser determinado)
y e~ es un proceso de error i.i.d. con media cero. El estadístico calculado se compara con
los valores de la cola inferior de su distribución empírica tabulada bajo la hipótesis nula
= 8 = 0), por eso un rechazo de la hipótesis nula favorece la alternativa estacionaria.
En lo que sigue, consideraremos la versión más común del contraste anterior que no
incluye tendencia lineal determinista (P 0), aunque los resultados pueden extenderse
3fácilmente a este caso
La versión secuencial del contraste ADF usualmente considerado en la literatura
En muchosmodelos económicos las tendencias estocásticas son más frecuentemente empleadas, ya que sc pueden
interpretar como tasas de crecimiento. Por el contrario, las tendencias temporales deterministas son un instrumento
instrumentoestadístico con dificil interpretación económica y, en algunas ocasiones, con consecuencias
desagradabes debido a la reversibilidad del tiempo.
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[Baneijee,Lumsdaine y Stock (1192), Zivot y Andrews (1992), Perrony Vogelsang (1992)
y Mantafiés (1996)] considera el siguiente conjunto de regresiones,
A1’~ ¡~#»‘D ±óY~1 + Y1AY~1 (11.2)
¡=1
donde
lo t<[tT]
[1 t=[tT]
es una vanable “dummy” que selecciona las últimas (1-t)% observaciones del final de la
muestra, y [ ] indica la parte entera. Para cada posible punto de corte en la muestra,
indexado por ‘u, se calculan dos estadísticos a partir de la regresión (11.2): t~ y ¡t~j. t~ es el
seudo estadístico t estándar para el contraste de la hipótesis nula de raíz unitaria 5 = O,
mientras que ¡taj es el valor absoluto del estadístico t para la hipótesis nula g’= 0; es decir,
se trata de un contraste para la estabilidad de la tendencia estocástica introducido
ínicialmente por Banerjee, Lumsdaine y Stock (1992). Además, estos autores consideran
un segundo contraste para un cambio en la tendencia, ¡t(~)~, que no es más que el valor
absoluto del estadístico t para la hipótesis nula jt’ = O en la regresión restringida,
= + p
1D + Yv~Yt~
1 + (11.4)
¡=1
equivalente al estadístico ItA calculado en la regresión (11.2) bajo la restricción de raíz
unita~a 5 = 0.
En general, la búsqueda de posibles puntos de ruptura está restringida a un
subconjunto que excluye aquéllos que están situados en los extremos de lamuestra, pues
se incrementa lavarianza de los estimadores de los parámetros debido a multicolinealidad
aproximada. Siguiendo una pauta común, restringimos nuestra búsqueda al subconjunto
u E (.15, .85) que implica un corte simétrico de la muestra del 15%. No obstante, Montañés
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(1996a) ha demostrado que para un cambio en la tendencia estocástica, como el
considerado en este trabajo, la potencia del contraste es bastante robusta a un amplio rango
de valores del parámetro de “trimming”. Además, siguiendo las recomendaciones de Said
y Dickey (1994), consideramos un número de retardos fijo, siendo éste igual a la raíz
cúbica del tamaño muestral, es decir q = T”3. Esta elección del número de retardos hace
que el contraste de raíz unitaria sea más conservador que en el caso en el que q = O o en el
procedimiento de selección recomendado por Perron y Vogelsang (1992)~.
El conjunto de regresiones proporciona una secuencia de valores ¡tH¡(’r), t
6Qu) y
de las cuales calculamos dos estadísticos resumen: el supremo y la media. Los seis
estadísticos están etiquetados de la forma siguiente: Sup t~¡, Mean ¡t~¡, Inft ~, Mean t ~,
Sup It(~t)! y Mean It<~>I. El estadístico secuencial de raíz unitaria Inf t~ es el más
comúnmente considerado en esta literatura y su comportamiento es bien conocido [véase,
por ejemplo Banerjee, Lumsdaine y Stock (1992), Zivot y Andrews (1992), Perron y
Vogelsang (1992) y Montañés (l996a)]. Por otro lado, los estadísticos secuenciales
restringido y no restringidos del cambio en la tendencia, Sup Itg’! y Sup It(p»I, fueron
propuestos inicialmente por Banerjee, Lumsdaine y Stock (1992) y aplicados
empíricamente por estos autores y por Banerjee, Dolado y Galbragiht (1990). Finalmente,
el estadístico secuencial Mean, sigue la sugerencia formulada por Hansen (1992) en el
contexto del análisis de regresión. Por tanto, la primera contribución de este artículo es
considerar la media de la secuencia además del supremo.
Los estadísticos secuenciales están diseñados para tener potencia frente a
alternativas con cambio en la tendencia estocástica en una fecha desconocida. El estadístico
basado en el supremo de la secuencia tiende a tener potencia contra la hipótesis nula en
presencia de un único cambio en la tendencia, mientras que el estadístico basado en la
media, más estable, debería tener potencia contra la hipótesis nula en presencia de un
cambio suave en la tendencia, incluso si ese cambio es naturaleza no estacionaria
5. Para
Perron y vogelsang (1992) recomiendan un procedimiento que conlíeva la estimación de la regresión de raíz
unitaria para varios posibles retardos, pues así se incrementa la potencia del contraste. Sin embargo, esta opción
habría incrementado sustancialmente los 27 días de uso continuado, de “Pentium Pro>’ a l 80Mz, necesitados para
realizar las simulaciones que se presentan en este capítulo.
Es bastante probable que el estadístico del supremo se vea afectado por la presencia de valores atipicos.
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evaluar las potenciales ventajas que estos contrastes ofrecen, su comportamiento respecto
al tamaño y potencia se comparan con el del contraste ADF estándar frente a varias
alternativas de estacionariedad y no estacionariedad.
Nuestro estudio revela dos posibles anomalías en el comportamiento del contraste
del contraste ADF. La primera es que bajo ciertas alternativas 1(1) e 1(2), puede aparecer
correlación espúrea entre la primera diferencia y el nivel de la serie que origina un falso
rechazo de la hipótesis nula en favor de estacionaríedad. La segunda manifiesta que existen
ciertos escenarios de no estacionariedad en los cuales el contraste ADF no tiene potencia
para discriminar entre procesos 1(1) inestables y procesos 1(2) estables. Por el contrario,
este tipo de problemas es mucho menos frecuente con los contrastes secuenciales de raíces
unitarias. Por tanto, el trabajo concluye proponiendo un procedimiento general basado en
los contrastes secuenciales para discriminar entre procesos 1(2), 1(1), 1(1) con cambio en
la tendencia y procesos 1(0).
Los estadísticos secuenciales son útiles para contrastar un posible punto de corte
en una fecha desconocida, pues consideran el punto de corte más probable dentro de la
muestra. Una cuestión interesate a analizar es cuan informativos son los diferentes
estadísticos basados en el supremo la secuencia acerca de la localización del punto de
corte. Para explorartal aspecto, siguiendo las indicaciones de Zivot y Andrews (1992), este
trabajo también examina el comportamiento de la observación asociada al supremo como
un posible estimador del punto de corte. Las observaciones asociadas con los supremos
están etiquetadas como Nsup It~, Ninft8 y Nsup tA. En las simulaciones evaluamos el
comportamiento de cada estimador de la siguiente forma. Cada vez que un supremo
rechaza su correspondiente hipótesis nula, la observación asociada con ese estadístico se
almacena. Al finalizar las iteracionestenemos todo un vector de posiciones muestrales del
que calculamos sumedia y su desviación estándar. Así podemos evaluar la precisión y el
sesgo de cada uno de los estimadores del punto de corte.
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11.3.- RESULTADOS DE LAS SIMULACIONES
En esta sección llevamos a cabo una series de simulaciones dirigidas a analizar el
comportamiento en muestras finitas de los diferentes contrastes secuenciales propuestos
anteriormente, comparándolos con el contraste estándar ADF6. El análisis comienza
estimando las distribuciones empíricas bajo la hipótesis nula de paseo aleatorío sin
tendencia estocástica. Las distribuciones empíricas, algunas de las cuales están tabuladas
aquí por primera vez, se han calculado para cuatro diferentes tamaños muestrales. Dados
los valores críticos estimados, examinamos la posible distorsión en el tamaño inducida por
una tendencia estocástica no nula. Como en el contraste ADF estándar, el contraste
secuencial es muy conservador en presencia de una tendencia estocástica estable no nula,
sin embargo, esto no es un problema relevante para contrastar estacionariedad. A
continuación, examinamos el comportamiento de los contrastes de cambio en la tendencia
y de raíz unitaria bajo alternativas 1(1) inestables con un sólo punto de corte en la mitad de
la muestra. El resultado obtenido manifiesta que el comportamiento de los estadísticos
depende crucialmente de la concavidad o convexidad que presenta la senda de la sene.
Como consecuencia, dadas las similitudes observadas entre series temporales 1(1)
inestables y series 1(2) estables, estudiamos si este comportamiento extraño también se da
en series temporales 1(2). Finalmente, estimamos la potenciade los diferentes estadísticos
frente alternativas estacionarias. Consideramos primero alternativas estacionarias estables
para buscar así posibles ventajas de potencia respecto del contraste estándar ADF y,
finalmente chequeamos sucomportamiento cuando se introduce un cambio en la media del
proceso.
11.3.1. CÁLCULO DE LAS DISTRIBUCIONES EMPÍRICAS
Las distribuciones empíricas de los seis estadísticos secuenciales están calculadas
bajo la hipótesis nula de paseo aleatorio sin tendencia estocástica (j = j3 5 = y = 0) con
innovaciones i.i.d. N(O,l). Hemos considerado cuatro tamaños muestrales, T=500, 250, 100
y 50 observaciones y el número de replicaciones utilizado ha sido inversamente
6 Todos los programas han sido escritos con GAUSS y están disponibles para cualquier solicitud.
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proporcional al tamaño muestral7, es decir 10000, 20000, 50000 y 50000 respectivamente.
En todos los casos, se descartan las primeras 20 para evitar patrones recurrentes en el
generador del número aleatorio inicial. El número de retardos de la regresión de la raíz
unitaria (11.2) se ha establecido igual a la raiz cúbica del tamaño muestral, q = Vf’Q y el
porcentaje de “trbnming” seleccionado ha sido del 15%.
LaTabla 11.1 presenta los percentiles relevantes de las distribuciones empíricas para
cada estadístico y tamaño muestral. Para evaluar el tamaño y potencia de los contrastes,
en las simulaciones hemos tomado los valores críticos correpondientes al 90% y 95%.
Además, con el propósito de realizar comparaciones con contrastes estándar hemos
recalculado la distribución del contraste ADE estándar con el mismo número de retardos
que los anteriores contrastes secuenciales. Comentamos brevemente estos resultados.
Como es bien conocido en este tipo de contextos no estacionarios, las
distribuciones no son estándar, presentando siempre los estadísticos del supremo valores
críticos mayores que los de la media. Las distribuciones empíricas del Sup t~’~ y de la
Mean t ~>}parecen ser robustas ante cambios en el tamaño muestral puesto que los
percentiles correspondientes apenas sufren modificaciones. Sin embargo, las distribuciones
empíricas de los estadísticos restringidos de cambio en la tendencia, Sup t(~) y Mean
parecen ser menos robustos frente a variaciones en el número de observaciones, aunque
exhiben una varianzamenor que sus homólogos no restringidos debido a que la restricción
impuesta es cierta bajo la nula. Finalmente, las distribuciones empíricas de los estadísticos
secuenciales de raiz unitaria, mf t~ y Mean t~, son también robustas frente a variaciones en
el tamaño muestral, aunque exhiben un mayor grado de asimetría y varianza que las del
contraste ADE. Por ejemplo, los valores críticos del 5% y 10% para el estadístico Mean t~
son siempre ligeramente superiores a los correspondientes para el ADF.
Los valores de las distribuciones de la Tabla 11.1 no son directamente comparables
con los calculados por Banerjee, Lumsdaine y Stock (1192), Zivot y Andrews (1992) o
Dado el coste computacional de los procedimientos secuenciales que utilizamos, admitimos que el criterio elegido
para la selección del número de iteraciones presenta cierta arbitrariedad. Aun asi, hemos constatado que, en el caso
de producirsealguna variación cuando alteramos el número de replicaciones, ocurre en el tercer decimal y es de
escasamagínitud. Esto nos permite asegurar que e! número de itereciones empleado muestra resultados de análisis
de potencia de los contrastes con suficiente fiabilidad.
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Perron y Vogelsang (1992>, debido a las diferencias en las especificaciones en sus
procedimientos de contraste. En particular, hay algunos aspectos en nuestras simulaciones,
como la ausencia de tendencias deterministas, la elección del tamaño muestral, la selección
del parámetro de “trimming” y del número de retardos de la primera diferencia en la
regresión del ADF que hacen que los percentiles que aquí presentamos sean diferentes a
los que muestra la literatura previa. No obstante, los valores de los percentiles tabulados
en la Tabla 11.1, son similares a los calculados por otros autores para estadísticos similares,
11.3.2. DIsTORsIONEs EN EL TAMAÑO NOMINAL BAJO TENDENCIAS EsTocÁslícAs NO
NULAS
Las distribuciones empíricas han sido calculadas bajo la hipótesis nula de una raíz
unitaria sin tendencia estocástica. Consecuentemente, laprimera tarea consiste en examinar
las posibles distorsiones en el tamaño de los contrastes inducidas por una tendencia
estocástica no nula. Así,el proceso generador de datos (PGD) en nuestras simulaciones es
un paseo aleatorio con valores para la tendencia de ji = .5, 1 y 2. Dado que las
innovaciones tienen varianza unitaria, estas valores de la tendencia son consistentes con
•8los más comúnmente observados en las variables económicas con tendencia.
La Tabla 11.2 presenta el porcentaje de rechazo de la hipótesis nula para los
diferentes estadísticos y tamaños muestrales, usando los valores críticos del90% y del 95%
de la Tabla 11.1. Estos porcentajes (tantos por uno que aparecen en las tablas multiplicados
por 100) están calculados usando la mitad del número de iteraciones empleadas en el
cálculo de las distribuciones empíricas, esto es 5000, 10000, 25000 y 25000 para los
tamaños muestrales de 500, 250, 100 y 50 observaciones respectivamente9. Los resultados
indican que sólo los estadísticos restringidos de cambio en la tendencia, Sup It(p)’I y la
Mean It(~)I, mantienen el tamaño correcto, dado que la restricción de raíz unitaria impuesta
es exactamente cierta. Sin embargo, el resto de los estadísticos Inft~, Mean t~, Sup ~ y
Mean t~,[ sufren una distorsión importante en el tamaño. Todos ellos llegan a ser muy
8 Nos referimos a los valores de la tendencia estandarizados en series temporales económicas,
Este número de replicaciones se mantendrá constante en el resto de los ejercicios de simulación.
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conservadores, pues apenas rechazan su correspondiente hipótesis nula. La distorsión en
el tamaño incrementa con la magnitud de la tendencia estocástica y decrece con el tamaño
muestral.
La tendencia estocástica ji es un parámetro de mido en la distribución asintótica del
estadístico ADF, por tanto también contamina las distribuciones en muestras finitas de los
estadísticos secuenciales basados en los contrastes de raíz unitaria. Sin embargo, este
comportamiento no debería causar una especial preocupación pues ambos tipos de
contrastes, el de raíz unitaria y el de cambio en la tendencia, no rechazan sus
correspondientes hipótesis nulas cuando no se incumplen. Esto es, la elección de los
valores críticos de la nula de raíz unitaria y sin tendencia estocástica minimiza e] error de
tipo 1, un rechazo de la nula cuando es cierta. A continuación exploramos el
comportamiento de los estadísticos cuando una o ambas hipótesis nulas se incumplen.
11.3.3. PoTENcIA FRENTE A ALTERNATIVAS 1(1) INESTABLES
Nuestra primer paso consiste en analizar el comportamiento de los estadísticos
cuando sólo se viola la estabilidad en la tendencia estocástica; esto es, estudiamos el
comportamiento de los contrastes bajo la alternativa de raíz unitaria con un punto de corte
en la tendencia. Para ello, necesitamos considerar un PGD que contenga tendencia
estocástica no nula. Por otra parte es probable que los contrastes secuenciales de raices
unitarias estarán sujetos a distorsiones de tamaño evidenciadas en la sección previa.
Perseguimos dos objetivos en esta sección. El primero de ellos consiste en evaluar la
potencia de los contrastes de estabilidad en la tendencia cuando ésta presenta un punto de
corte, así como la precisión de los estimadores del punto de corte a la hora de identificarlo.
Nótese que bajo esta hipótesis alternativa no hay violación de la nula respecto a la raíz
unitaria; por tanto, nuestro segundo objetivo aborda el análisis de las distorsiones del
tamaño nominal de los contrastes de raíz unitaria cuando la tendencia estocástica presenta
un punto de corte. Estamos especialmente interesados en la magnitud del error de tipo 1 y
la posibilidad de rechazar la hipótesis nula cuando el verdadero problema es la
inestabilidad de la tendencia.
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El PGD usado en estas simulaciones es un paseo aleatorio con un sólo punto de
corte en la tendencia situado en mitad de la muestra (‘u = .5),
+ 3- E~ twl,2,...,T/2 (11.5)
~ + c~
con perturbaciones í.i.d. N(0,1). Como en la sección anterior, elegimos los valores
paramétricos económicamente sensatos, con cambios en la tendencia de magnitud
moderada. Tenemos en mente variables económicas tales como nivel de precios o el
producto interior bruto real, cuya senda de comportamiento parece haber exhibido un
cambio durante los años 70 o los 80. La Tabla 11.3 presenta los resultados de las
simulaciones para diferentes tamaños muestrales y cuatro conjuntos de valores de (i.t1, u).
(0, 1), (0, 2), (1, 0) y (2, 0). Los primeros dos capturan un incremento en la tendencia
mientras que los dos últimos capturan un decremento. La razón para considerar los dos
tipos de rupturas en la tendencia está relacionada con el aspecto que presentan las sendas
de las series económicas. Series con una tendencia creciente (en valor absoluto) son
convexas, con apariencia explosiva, mientras que series con tendencia decreciente son
cóncavas, con aparíencia de convergencia. Además, la Tabla 11.3 también presenta la media
y la desviación típica para las diferentes estimaciones del punto de corte ‘u.
El resultado más notable en la Tabla 11.3 es la relevancia de la naturaleza del
cambio en la tendencia en el comportamiento de los estadísticos. Para series que
experimentan una tendencia creciente en términos absolutos (convexa), los estadísticos de
raíz unitaria, ADF, Inft6 y Mean t~, fracasan al rechazar la hipótesis nula para todos los
tamaños muestrales y para todos los saltos en las tendencias. Sin embargo, para las series
temporales que experimentan un decrecimiento en la tendencia en términos absolutos
(cóncavas), los contrastes de raíz unitaria rechazan la hipótesis nula en un porcentaje
proporcionalmente mucho más alto que el nivel de significación. Por ejemplo,
consideremos el contraste de raíz unitaria al 90% de nivel de confianza en series
temporales con 250 observaciones y un cambio en la tendencia. Para series convexas (ji1
0, u== 1) ninguno de los tres estadísticos de raíz unitaria rechaza nunca la hipótesis nula;
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sin embargo, para series cóncavas (ji1 = 1, ji2 0) el porcentage de rechazos de la hipótesis
nula es del 97.57% para el contraste ADF, del 71.13% para el estadístico Inft~ y sólo el
23.23% para el estadístico Mean t~.
Para series cóncavas, el contraste ADF tiene las tasas de rechazo más elevadas (casi
el 100% para tamaños muestrales grandes) de los tres estadísticos, mientras que el
secuencial Mean ta es el que las tiene más bajas. Por tanto, el estadístico Mean tA es el más
robusto de los tres frente a alternativas de raíz unitaria inestables. La probabilidad de
rechazo aumenta con el tamaño muestral y disminuye con la magnitud del salto en la
tendencia. Este último resultado parece contradictorio pues esperaríamos un incremento
en el número de rechazos a medida que aumenta el grado de concavidad. Sin embargo,
como se indicó en la sección previa, un incremento en la magnitud del cambio en la
tendencia aumenta la distorsión en el tamaño nominal causada por el parámetro ruidoso ji,
por tanto actúa como contrafuerza. Consecuentemente, la relación entre la concavidad y
las distorsiones en el tamaño no es monotónica. En el caso de series convexas ambos
efectos sobre el tamaño nominal de los contrastes operan en la misma dirección.
El primer mensaje importante que surge de estas simulaciones es la precaución que
se debe tener al analizar los resultados de los contrastes de raíces unitarias. Se puede llegar
a interpretar mecánicamente el resultado del contraste de raíz unitaria como favorable a la
estacionariedad, cuando de hecho el problema no es la ausencia de una raíz unitaria sino
la inestabilidad en la tendencia. No obstante, una primera inspección visual de las series
será suficiente para darse cuenta de la frente del problema.
Para explicar este intrigante resultado, hay que entender la frente de la correlación
negativa expúrea entre la primera diferencia y el nivel de las series que conduce al rechazo
de la hipótesis nula en favor de estacionariedad. Considérese unaproceso cóncavo 1(1) con
unatendencia decreciente. En media, la serie temporal será creciente a lo largo del tiempo,
mientras que la primera diferencia será estacionaria alrededor de una media decreciente
(escalón descendente). Habrá, por tanto, una correlación negativa que conduce a un
estadístico t negativo y significativo sobre 6, comunmente intepretado como un signo de
estacionariedad. Nótese que con procesos 1(1) convexos la correlación serápositiva, y así
el valor positivo del estadístico t no conducirá a rechazar la hipótesis nula en contra de tal
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alternativa.
Volviendo al primer objetivo de esta sección, la Tabla 11.3 indica que los
estadísticos de ruptura en la tendencia estocástica Sup ¡tJ, la Mean t4-’¡, Sup t(g)I y Mean
t(inI, presentan una potencia excelente, con tasas muy altas de rechazo en el caso
restringido. Para contrastar cambios en la tendencia, la concavidad o convexidad de las
series temporales no es tan determinante como en el caso del contraste de raíz unitaria. El
comportameinto del estadístico no restringido está algo afectado por el signo en el salto,
con tasas de rechazo más altas para las series convexas. Sin embargo, este no es el caso
para los estadísticos restringidos pues la hipótesis impuesta de raíz unitaria es exactamente
cierta. Por ejemplo, si observamos el contraste de cambio en la tendencia al 90% de nivel
de confianza en series temporales de 250 observaciones y un salto unitario en la tendencia,
los estadísticos restringidos de cambio en la tendencia, Sup [t(w)y Mean [t(<)~,rechazan la
hipótesis nula de estabilidad en la tendencia el 100% de las veces tanto para series
cóncavas como convexas. Por otra parte, los estadísticos no restringidos de cambio en la
tendencia, Sup It~.¡ y Mean s1I, presentanporcentajes de rechazos más reducidos; 90.37%
y 68.98% en el caso convexo (ji1 = 0, ji2 = 1) y, 71.18% y 50.23% respectivamente para
series cóncavas (ji1 = 1, ji2 = 0). En general, la potencia de los estadísticos de cambio en
la tendencia aumenta con el tamaño muestral y con la magnitud del salto en la tendencia.
Finalmente, observamos el comportameiento de los estimadores del punto de corte,
Nsup t~J, Ninf t~ y Nsup It(p»I, obtenidos como la posición de la muestra asociada al
correpondiente estadístico del supremo. La Tabla 11.3 ofrece dos conclusiones básicas. La
primera es que el estimador asociado con el estadístico de raíz unitaria, Ninft~, tiene un
mal comportamiento en el caso convexo cuando las tasas de rechazo son más bajas
10. Por
el contrario, los dos estimadores asociados con los estadísticos de mptura en la tendencia,
Nsup It~I y Nsup It(~)I, parecen ser insesgados y precisos. El punto estimado está siempre
muy próximo al verdadero valor, ‘u = .5, mientras que la precisión está directamente
determinada por las tasas de rechazo de la hipótesis nula de estabilidad en la tendencia
asociadas a los estadísticos del supremo. Consecuentemente, la precisión es más grande
para el estimador restringido y, aumenta con el tamaño muestral y con la magnitud del
O No presentamos las estimaciones del punto de corte debido a que no se rechaza la hipótesis nula de raíz unitaria.
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salto en la tendencia. Sin embargo, basándonos en la experiencia de los estadísticos
secuenciales, anticipamos que para cambios alejados del punto medio habrá un mayor
sesgo y una menor precisión.
11.3.4. POTENCIA FRENTE A ALTERNATIVAS 1(2)
El resultado de la Tabla 11.3 revela cómo es de sensible el comportamiento de los
contrastes de raíces unitarias en presencia de cambios en la tendencia. El aspecto más
interesante de todos los resultados es la posibilidad de rechazar la hipótesis nula frente a
estacionariedad en el caso de series 1(1) inestables con aspecto cóncavo. Sin embargo, en
muestras pequeñas el aspecto de procesos 1(1) inestables es observacionalmente
indistinguible de algunos procesos 1(2). Consecuentemente, en esta sección exploramos si
problemas similares surgen en la aplicación de los contrastes de raíces unitarias a senes
temporales 1(2). Para considerar tal posibilidad, evaluamos su potencia separadamente
frente a alternativas 1(2) cóncavas y convexas.
La Tabla 11.4 presenta los resultados de la simulación usando como POD un
proceso AR(2) con dos raíces unitarias y sin tendencia:
Y~=2Y~ Y~2 ~-C~ (11.6)
La información está recogida en dos tablas, una para series convexas y otra para
series cóncavas. Para separar las series 1(2) cóncavas de convexas, usamos un criterio de
selección muy simple. Dado que las series 1(2) son asintóticamente explosivas, una serie
1(2) será considerada cóncava si satisface el siguiente criterio,
I2Y~j > Y1 + (11.7)
y convexa en otro caso. Asumiendo que la explosividad de una serie 1(2) implica que todos
los valores en muestras finitas son o positivos o negativos’
1, la condición de concavidad
La uniformidad de eí signo está garantizada porque el PGD comienza con el valor cero y se omiten las 100
primeras observaciones.
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requiere que la observación que ocupael punto medio, Y712, esté sobre la media (pendiente)
de la primera y la última observación en la muestra, en valor absoluto. Obviamente, una
serie 1(2) puede ser localmente cóncava o convexa en la misma muestra, sin embargo,
estamos interesados sólo en el aspecto global de la serie temporal.
Como en el caso de sedes 1(1) con un cambio en la tendencia, los resultados de la
Tabla 11.4 indican que, para series cóncavas, los contrastes de raíces unitarias ADF y mf
t6 rechazan la nula en favor de estacionariedad a tasas por encima de su nivel de
significación, mientras que para series convexas los porcentajes de rechazo de la hipótesis
nula son mucho más pequeños que su nivel de significación. Por ejemplo, consideremos
el contraste de raíz unitaria al 90% de nivel de confianza en senes temporales 1(2) con 250
observaciones. Para series convexas los tres estadísticos de raíz unitaria rechazan la
hipótesis nula entre el 1.41% (Mean t~) y 3.90% (mf t~) de las veces; sin embargo, para
series cóncavas estos porcentajes varían entre el 7.56% (Mean t~) y 23.08% (ADF). Por
otra parte, estos resultados parecen ser muy robustos a cambios en el tamaño maestral.
Nótese que en este experimento no podemos controlar el grado de curvatura de las series,
por tanto no deberiamos esperar los mismos niveles de rechazo que aparecen en la Tabla
11.3 en donde teniamos control sobre la curvatura de los series por medio de la elección de
ji,yde ji~
En conclusión, los investigadores deberían estar avisados de que los contrastes
típicos de raíces unitarias conducen erróneamente a rechazar la hipótesis nula de existencia
de raíz unitaria en favor de estacionariedad cuando las series son 1(1) inestables o 1(2) con
aspecto cóncavo. Entre los tres estadísticos de raíz unitaria considerados, el secuencial
Mean t~ parece ser el más robusto en ambos casos con muchos menos rechazos que los
otros dos.
Finalmente, la Tabla 11.4 adicionalmente refleja las similitudes en el
comportamiento de las series 1(2) e 1(1) inestables, pues en ambas se tiende a rechazar la
hipótesis nula de tendencia estable. En particular, los estadísticos restringidos para un
cambio en la tendencia, Sup ¡t(p)I y Mean It(p»I, rechazan la nula de estabilidadpara series
1(2) cóncavas y convexas aproximadamente a las mismas tasas. Por ejemplo, en el
contraste de cambio en la tendencia al 90% de nivel de confianza en series temporales 1(2)
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con 250 observaciones, los estadísticos de cambio en la tendencia restringidos, Sup tJ
y Mean t(~j, rechazan la hipótesis nula de estabilidad en la tendencia el 58.48% y 45.86%
de las veces respectivamente para series cóncavas y, el 57.35% y 33.02 % para series
convexas. Por otra parte, los estadísticos no restringidos de cambio en la tendencia, Sup
tA y Mean t~4, presentan un porcentaje de rechazos mucho más pequeño: 12.41% y 32.37
en el caso cóncavo, y 16.94% y 6.66% para el convexo. Los porcentajes de rechazo son
muy significativos y aumentan con el tamaño muestral.
II.3~5. POTENCIA FRENTE A ALTERNATIVAS ESTACIONARIAS ESTABLES
En las secciones previas hemos estudiado el comportamiento de los diferentes
estadísticos bajo la nula de raíz unitaria con tendencia estocástica estable e inestable, y
ahora pasaremos a examinar su comportamiento bajo la alternativa de estacionariedad. En
la presente sección consideramos un proceso estable estacionario donde sólo se incumple
la nula de raíz unitaria, mientras que en la próxima sección consideramos el caso inestable
en donde se incumplen las dos hipótesis nulas. Hay un doble objetivo en estas
simulaciones: primero, evaluar las posibles ganancias de potencia en el contraste
secuencial de estacionariedad y segundo, explorar las distorsiones del tamaño nominal de
los contrastes de cambio en la tendencia bajo la alternativa de estacionariedad. Dado que
las distribuciones empíricas fueron generadas bajo una hipótesis nula combinada, estamos
especialmente interesados en la posibilidad del rechazo de la hipótesis nula de estabilidad
en la tendencia cuando sólo se incumple la hipótesis de raíz unitaria.
Para examinar la potencia de los diferentes estadísticos bajo la alternativa de
estacionariedad, llevamos a cabo las simulación con un PGD que caracterizaun proceso
AR(l) con un coeficiente de correlación p, p< <1. La Tabla 11.5 presenta los porcentajes
de rechazo de la hipótesis nula para los diferentes contrastes, al 90% y 95% de nivel de
confianza, para varios tamaños muestrales y valores del coeficiente de correlación. En
particular, consideramosun amplio espectro de grados de persistencia con p = .95, .90, .80
y .50, donde es más interesante distinguir entre estacionariedad y no estacionariedad.
Los resultados en la Tabla 11.5 indican que los estadísticos de raíz unitaria ADF y
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Mean t~ exhiben una potencia similar bastante buena con rechazos frecuentes de la
hipótesis nula, aunque el estadístico secuencial de la media parece ser ligera y
uniformemente más potente que el ADE. La diferencia de potencia entre los dos es muy
pequeña cuando los porcentajes se aproximan a los extremos 0% o 100%, y es más grande
cuando esos porcentajes están alrededor del 50%. Esta última circunstancia es más
probable en muestras pequeñas. El otro estadístico secuencial, mf t~, tiene un
comportamiento mucho más pobre, con una potencia significativamente más baja,
especialmente en pequeñas muestras y en alternativas próximasa lano estacionariedad. Por
ejemplo, para senes temporales estacionarias estables de 250 observaciones y un
coeficiente de correlación de .95, la hipótesis de raíz unitaria es rechazada, al 90% de nivel
de confianza, el 61.27% por el estadístico Mean t~, el 57.30% por el contraste ADE y sólo
el 22.97% por el estadístico Inf%. La potenciade los tres estadísticos crece con el tamaño
muestral y disminuye con el grado de correlación serial p.
Los estadísticos restringidos y no restringidos de cambio en la tendencia Sup It»I,
Mean t~,¡, Inft8, Mean t~, Sup Ij~4 yMean u)I~ para los cuales no se incumple la hipótesis
nula bajo la alternativa considerada en el presente experimento, exhiben importantes
distorsiones en el tamaño nominal. Los cuatro estadísticos son conservadores, con
porcentajes de rechazo por debajo del nivel de significación, aunque en el caso restringido
la distorsión en el tamaño está exacerbada debido al hecho de que la restricción impuesta
de raíz unitaria es falsa. Por ejemplo, la Tabla 11.5 muestra que para muestras de 250
observaciones con un coeficiente de correlación de .95 y al 90% de nivel de confianza, la
hipótesis nula de estabilidad en la tendencia es rechazada el 2.80 y el 6.35% de las veces
por los estadísticos no restringidos de cambio en la tendencia, Sup ¡tJ Mean tJ, mientras
que las tasas de rechazo caen a sólo el 0.26% y 0.19% para los estadísticos restringidos de
cambio en la tendencia, Sup y) y Mean ~ Como en el caso de 1(1) con tendencia no
nula, las distorsiones de tamaño son muy poco relevantes ya que la hipótesis nula casi
nunca es rechazada cuando es cierta (se minimizan los errores de tipo 1). En ambos casos,
restringido y no restringido, las distorsión del tamaño se incrementa con el tamaño
muestral y decrece con el grado de correlación serial p.
En resumen, los estadisticos secuenciales no mejoran significativamente el
comportamiento de potencia del contraste estándar ADF cuando el verdadero modelo es
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estacionario. Además los estadísticos de cambio estructural en la tendencia son
conservadores y no añaden ningún signo espúreo de tendencia inestable. Porotra parte, su
uso para el propósito de contrastar estabilidad es inocuo12.
¡1.3.6. POTENCIA FRENTE A ALTERNATIVAS ESTACIONARIAS INESTABLES
En nuestro último experimento analizamos el comportamiento de los estadísticos
bajo alternativas estacionarias inestables. Como señalamos en la introducción, ha habido
un amplio consenso en la literatura acerca del comportamiento de los contrastes de raíces
unitarias bajo alternativas estacionarias inestables. En particular, está bien documentado
que la potencia del contraste ADF decrece significativamente cuando hay un salto en el
nivel de una serie estacionaria. La intuición es clara; la media muestal está entre dos
mveles, por tanto las desviaciones respecto a la media serán consistentemente positivas o
negativas y la estimación del coeficiente de correlación de primer orden estará próximo a
la unidad. Los estadísticos secuenciales propuestos en este trabajo están especialmente
diseñados para tener potencia frente a alternativas estacionarias inestables. Nuestro
objetivo se centra en evaluar la potencia individual de ambos tipos de contrastes cuando
las dos hipótesis nulas se incumplen y compararlo con el caso en el que sólo una de ellas
es falsa.
En este ejercicio de simulación el PGD sigue un AiR(1) con coeficiente de
correlación p, 0< p <1, y con una tendencia estocástica (nivel) ji que cambia en el punto
medio de la muestra (t = .5),
+ ‘4- e~ t=1,2,...,T/2
= 4- PY,q + C~ tzT/2+I,...,T (ILE)
Dado este PGD, las series tendrán una media incondicional y una varianza dadas
por la expresiones g/(l-p) y l/(l-p2) en cada subperiodo. Por otra parte, para un cambio
¡¼ - ji
2, el salto en el nivel de la serie incrementa con p.
[2 Sin embargo, nuestra experiencia en aplicaciones empíricas nos conduce a creerque quizá debido al promedio,
el estadístico secuencial Mean t~ es más robusto que el contraste ADE frente a valores atipicos.
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La Tabla 11.6 presenta los resultados de la simulación para los diferentes tamaños
muestrales considerados y, para dos conjuntos de valores de la media (ji1, ji2) = (0, .5) y
(0, 1). Esta parametrización captura un salto moderado en el nivel de la serie temporal y
evita los casos extremos donde el salto puede ser insignificante o se puede detectar a
simple vista. Por ejemplo, para series temporales con coeficiente de correlación de primer
orden de .8, el salto en la media de las series está entre 1.5 y 3 veces su desviación típica
incondicional.
Una comparación con el caso de estacionariedad estable de la Tabla 11.5 muestra
unos resultados contrarios para los contrastes de raíces unitarias. Mientras que los
estadísticos ADF y Mean t~ sufren una importante pérdida de potencia en presencia de un
cambio en el nivel de las series, el estadístico Jnft6 experimenta igualmente un incremento
significativo en la potencia. Por ejemplo, para tamaños muestrales de 250 observaciones
y un coeficiente de correlación de .9, un salto de .5 en el nivel de las series hace caer la
potencia del contraste ADF del 92.73% al 18.08%, mientras que el estadístico Mean t~
decrece de del 93.16% al 53.24%, al 90% de nivel de confianza. Por el contrario, la
potencia del estadístico del supremo, Inft6 , incrementa del 48.48% al 60.25%. En media,
el estadístico Inft~ muestra mejor potencia que el estadístico Mean t~ cuanto más grandes
son el tamaño muestral, el valor de p y el tamaño del salto ji1 - ji2. En definitiva, el
estadístico Mean t~ es uniformemente y significativamente más potente que el estadístico
ADF.
Los resultados de la simulación para los estadísticos de cambio en la tendencia
también cambian cuando un salto en el nivel está presente en series temporales
estacionarias. Comparado al caso estable en la Tabla 11.5 donde los estadísticos no
restringidos, Sup tJ y Mean It».!, eran típicamente conservadores, en el caso que nos
ocupa, ambos muestran una potencia significativa. Para grandes valores del salto, ji1 - ji2,
el estadístico del supremo tiene más potencia que el estadístico de la media, mientras que
parapequeños valores del salto esto sólo es cierto cuando p es grande. En esteúltimo caso
la diferencia en la potencia es particularmente significativa en grandes muestras. Por
ejemplo, para tamaños muestrales de 250 observaciones y un coeficiente de correlación
de .9, un salto unitario en el nivel de las series incrementa la potencia del estadístico Sup
del 1.73% al 82.32%, mientras que para el estadístico Mean it »J incrementa sólo del
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4.28% al 16.23%, al 90% de nivel de confianza. Como los estadísticos restringidos de
cambio en la tendencia, Sup t<,J y Mean It(v)I, continúan siendo extremadamente
conservadores, especialmente en grandes períodos muestrales. Esto es causado, otra vez,
por el hecho de que la restricción de raíz unitaria impuesta es falsa.
La Tabla 11.6 también contiene los resultados relativos al comportamiento de los
estimadores del punto de corte, Nsup ¡t»,¡, Ninft~ y Nsup It(»»I, obtenidos como la posición
asociada con el correspondiente estadístico del supremo. Sólo los dos primeros
estimadores ofrecen resultados significativos ya que el estadístico restringido Sup It(p)I no
tiene potencia bajo la alternativa considerada. Muestran aproximadamente igual sesgo y
precisión. La precisión del Nsup ¡t~.¡ es mejor para pequeños saltos mientras que paraNinf
ocurre lo contrario. En ambos casos la precisión incrementa con el tamaño muestral. Los
dos estimadores muestran un sesgo similar que decrece con el tamaño muestral y con el
tamaño del salto. El estimador Nsup It»¡ tiende a ser ligeramente mejor que el estadístico
Ninf t~, especialmente en pequeños tamaños muestrales con gran salto y alto grado de
correlación serial.
En resumen, como ya ha sido señaladopreviamente en la literatura, estos resultados
de simulación confirman la falta de potencia del contraste ADF bajo alternativas
estacionarías inestables. Esta pérdida de potencia está también presente en el
comportamiento del estadístico secuencial Mean t~. Sin embargo, el estadístico secuencial
Inf t~ está especialmente aconsejado para ese tipo de alternativas, exhibiendo buena
potencia incluso bajo tamaños de salto moderado. El estadístico no restringido de cambio
en la tendencia Sup ¡ t»,¡ es también bastante potente para detectar el cambio y debería
usarse conjuntamente con el estadístico secuencial de raíz unitaria Inft~ para confirmar la
presencia de estacionariedad de naturaleza inestable. Finalmente, el estimador del punto
de corte asociado con el estadístico secuencial de cambio en la tendencia, Nsup ¡
muestra en media una buena precisión y sesgo pequeño.
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11.4.- UN PROCEDIMIENTO GENERAL PARA CONTRASTAR RAÍCES
UNITARIAS
Las simulaciones desarrolladas en el presente capítulo muestran una variedad de
resultados aparentemente conflictivos. Por ejemplo, en las secciones 11.3.3 y 11.3.4 se
mostró que los contrastes de raíz unitaria pueden rechazar la hipótesis nula en favor de
estacionariedad cuando el modelo verdadero es no estacionario. Por otro lado, la sección
11.3.6 mostró lo opuesto, un fracaso a la hora de rechazar la nula cuando el modelo
verdadero es estacionario. Este comportamiento afecta tanto al contraste de raíz unitaria
estándar como al secuencial, aunque en diferente grado. Los resultados para los estadísticos
de cambio en la tendencia son más robustos, con un rechazo de la nula sólo en casos de
inestabilidad paramétrica. La excepción surge bajo alternativas 1(2) donde la nula de
estabilidad puede ser rechazada erróneamente. Las secciones 11.3.4 y 11.3.5 ilustran un
problema añadido como es la dificultad para distinguir entre alternativas inestables 1(1) y
alternativas estables 1(2). En general, una inspección visual de los gráficos de las series
temporales puede proveer una buena guía respecto a qué alternativa, estacionaria o no
estacionaria, es más probable. Sin embargo, distinguir visualmente entre las alternativas
1(1) o 1(2) es más dificil.
En principio, los estadísticos secuenciales introducidos en este trabajo son útiles
para discriminar entre las alternativas relevantes. Primero, porque tienden a ser más
robustos que el contraste estándarADF bajo alternativas cóncavas 1(2), donde rechazan la
nula muy pocas veces. Segundo, porque su comportamiento, y especialmente el del
estadístico ¡nfta, es marcadamente diferente bajo alternativas inestables 1(1) y alternativas
estables 1(2). Sin embargo, estos hechos distintivos no son totalmente satisfactorios y uno
querríatener disponible un procedimiento más transparente para discriminar entre las cinco
alternativas relevantes, procesos ¡(2), procesos estables 1(1), procesos inestables ¡(1),
procesos estables 1(0) y procesos inestables 1(0), que sea independiente de la curvatura de
las series temporales
Para resolver las ambigtiedades que estos contrastes manifiestan a la hora de
identificar el correcto orden de integración, proponemos un procedimiento que incluye la
aplicación de los seis estadísticos secuenciales a las series temporales tanto en niveles
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como en primeras diferencias. No obstante, antes de describir el procedimiento conviene
revisar brevemente el comportamiento de los diferentes estadísticos en cada uno de los
posibles casos:
1) Si una serie es estacionaria, los estadísticos secuenciales lo indicarán
tanto en niveles como en primeras diferencias, y no habrá signos de inestabilidad
paramétrica.
2) Si además, las series estacionarias presentan un cambio en la media, los
estadísticos no restringidos de cambio en la media, y especialmente el Sup ¡t~¡,
tendrán buena potencia para detectarlo.
3) Si una serie temporal es un proceso 1(1) puro, la primera diferencia será
estacionana. Además, los estadísticos de cambio en la tendencia no indicarán
signos de inestabilidad en la tendencia.
4) Si un proceso 1(1) contiene un cambio en la tendencia, los estadísticos
secuenciales pueden o no rechazar la nula en niveles, dependiendo de la forma
particular de la serie. Sin embargo, rechazarán la nula (especialmente el estadístico
¡nf tj cuando sea aplicado a la primera diferencia, como se indicó en la sección
11.3.6. Además, el estadístico restringido de cambio en la tendencia Supt It(~.>k
rechazará la nula de estabilidad en niveles, mientras que el estadístico no
restringido de cambio en la tendencia Sup !t,A hará lo mismo en primeras
diferencias.
5) Finalmente, si un proceso es ¡(2), los estadísticos secuenciales de raíces
unitarias pueden o no rechazar la nula en niveles. Sin embargo, no la rechazarán en
primeras diferencias. Por otra parte, como en el caso de un proceso 1(1) inestable,
los estadísticos no restringidos de cambio en la tendencia tenderán a rechazar la
nula en niveles. Sin embargo, en primeras diferencias ambos conjuntos de
estadísticos de cambio en la tendencia no mostrarán ningún signo de inestabilidad.
A continuación, explicamos la metodología de contraste propuesta:
A) Si la primera diferencia muestrasignos de estacionariedad, las series son
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1(1) o 1(0) pero nunca son 1(2). El contrario también es cierto: si la raíz unitaria no
puede ser rechazada en primeras diferencias el proceso debe ser 1(2)13.
B) Condicional a que no sea 1(2), una falta de rechazo de la nula en niveles
indica que el proceso no es 1(0). Si es un proceso 1(1) estable, los estadísticos de
cambio en la tendencia no rechazarán la nula mientras que si es inestable, si lo
harán. En este último caso, si estamos frente a un proceso 1(1) convexo, los
estadísticos restringidos de cambio en la tendencia son los que exhiben mayor
potencia. Por otra parte, la primera diferencia de un proceso inestable se
comportará como el nivel de un proceso 1(0) inestable.
C) Todavía, un rechazo de la hipótesis de raíz unitaria en niveles no indica
estacionariedad, aunque un proceso 1(1) inestable puede conducir a tal resultado.
Si el proceso es 1(1) con un cambio en la tendencia, el estadístico restringido de
cambio en la tendencia Sup It(pj rechazará casi con certidumbre su nula en niveles.
Esto nunca sucederá bajo cualquiera de las dos alternativas 1(0). Para procesos
estables 1(0), los estadísticos que rechazarán la nula de raíz unitaria serán el
estadístico Mean t~ y el ADF, mientras que frente a procesos inestables 1(0), el
estadístico que muestra significativamente más potencia es el Inft~. Además, un
proceso estable 1(0) no mostrará signos de inestabilidad en la tendencia, mientras
que en caso de ser 1(0) inestablesólo el estadístico restringido de cambio en la
tendenciarechazará la nula.
La habilidad de la metodología propuesta para discriminar entre alternativas
depende crucialmente de todas las circunstancia que inducen a un buen comportamiento
de la potencia de estos contrastes. Por otra parte, en muestras pequeñas y para pequeños
cambios, habrá siempre una dificultad intrínseca para obtener resultados concluyentes.
“ En este estudio no tenemos en cuenta procesos 1(2) inestables. En tal caso, las primeras diferencias son procesos
inestables «1) y para series con una forma cóncava tendríamos un rechazo de la nula. Para haber considerado tal
posibilidad, tendríamos que haberconsiderado el análisis de las segundas diferencias.
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11.5.- APLICACIÓN EMPÍRICA
En esta sección mostramos los resultados de la aplicación del procedimiento de
contraste secuencial descrito anteriormente al Índice de Producción Industrial (IPI) de los
8 principales países de la OCDE (Alemania, Canada, España, Francia, Italia, Japón, Reino
Unido y Estados Unidos) y a su Producto Interior Bruto (PIE), excepto para el caso de
España y Francia debido a la carencia de datos suficientes. La elección de las variables
objeto de estudio obedece a dos objetivos. El primero se debe a que los gráficos de las
series temporales del 191 y del PIE muestran claros signos de cambios en la tendencia para
muchos de los países, presentándose así la oportunidad de contrastar el comportamiento
de los estadísticos secuencíales con datos reales. El segundo de los objetivos reside en que
para muchos de los países se observa un cambio en la tendencia en tomo al año 1973, fecha
en la cual se centra el debate sobre “the greatproductivity slowdown “. Desde que Perron
(1989) manifestó haber encontrado evidencia de cambio en la tendencia para el PIE de
Estados Unidos alrededor de esa fecha, numerosos autores han llegado a conclusiones a
favor y en contra de tal resultado. En particular, Banerjee, Dolado y Galbraith (1990) y
Baneijee, Lumsdaine y Stock (1992), empleando algunas de las técnicas descritas en este
trabajo, encontraron evidencia de cambio en la tendencia del PIE de algún país europeo
(Alemania, Francia e Italia) pero no en el de Estados Unidos. El hecho de que el IPI refleje
el comportamiento de uno de los componentes principales del PIE hace de esta aplicación
empírica una contribución a tal debate.
Los datos están corregidos de variación estacional’4. Tienen frecuencia mensual
(1985 = 100) para los Índices de Producción Industrial y cuatrimestral (1990 = 100) para
‘~ Este tipo de series ya han sido empleadas en la literatura. Ejeznpios de ello son los trabajos de Banedee, Lumsdaine
y Stock (1992), Perron (1997) entre otros. Sin embargo, los filtros utilizados generalmente para corregir las series
temporales de variaciones estacionales pueden porvocardistorsiones en las propiedades subyacentes de los datos.
Si esto sucede, el ADF tiende a rechazar la hipótesis nula de no estacinariedad menos frecuentemente de lo que
debiera [Maravalí (1993), Davison y MacKinnon (1993)]. Es posible detectar si este problema está presente
analizando la estructura de autocorrelaciónde los residuos de la regresión de raíz unitaria, dado que en ese caso,
dichos residuos no serán ruidoblanco. Por este motivo, para aseguramos de que en nuestra aplicación empírica
no tenemos este tipo de problemas, analizamos las funciones de autocorrelación simple y parcial de los residuos,
y calculamos eí estadístico de Ljung-Box (para las alternativas de autocorrelaciór, de orden 1 a 24). Los resultados,
que no se presentan por motivos de espacio aunque están disponibles para cualquier lector interesado, parecen
indicar que los residuos de todas las regresiones de raiz unitaria son ruido balco.
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el Producto Interior Bruto. Han sido obtenido de las Estadísticas Financieras
Internacionales del FMI y, de los Principales Indicadores Económicos de la OCDE. Los
períodos temporales varían según el país dependiendo de la disponibilidad de datos. Por
ejemplo, respecto al primera de las variables (IPI), para Alemania, Francia, Italia, Reino
Unido y Estados Unidos usamos una muestra de 491 observaciones que cubre el periodo
de 1957:1-1997:10, para Canada el período muestral es 1957:1-1997:9 (490
observaciones), para Japón los datos expanden el período 1959:1-1997:10 (467
observaciones), para España abarcan 1961:1-1997:10 (443 observaciones). Los datos
correspondientes a Francia han sido corregidos de los dos principales valores atípicos de
Marzo de 1966 y Mayo de 1968. Los gráficos de las series temporales para los ocho paises
se presentan en las Figuras 11.1 y 11.2.
En relación a lasegunda de las variables utilizadas, las series del PIB para Canadá,
Estados Unidos, Japón y Reino Unido comprenden el periodo desde 1957:1 a 1997:3 con
un total de 163 observaciones, mientras que para Italia y Alemania disponemos de 153
observaciones correspondientes al período 1960:1 a 1997:3. Los gráficos de esta variable
para todos los países aparecen en las figuras 11.3 y 11.4.
Las Tablas 11.7 y 11.8 presentan los resultados de la aplicación de los contrastes de
raíces unitarias (ADF, Inft~ y Mean t5) y de cambio en la tendencia (Sup t»,¡, Mean
Sup It(1l)i y Mean t(~.)I) a los niveles y las primeras diferencias de las series del IPI y del PIE
de los paises considerados.
Al 5% de nivel de significación, la hipótesis nula de raíz unitaria es rechazada en
primeras diferencias para las ochos series del IPI, pero no en niveles. El aparente rechazo
de la hipótesis nula por parte de contraste ADE en los niveles de las series de Alemania,
España, Francia, Italia y Japón, refleja la tendencia hacia el rechazo “espúreo” en presencia
de series con aspecto cóncavo, que este estadístico manifestaba en los resultados de las
simulaciones. Este hecho no es corroborado por los estadísticos secuenciales más robustos.
Consecuentemente, no podemos rechazar que las ocho series del IPI son 1(1). Lo mismo
se puede afirmar en el caso delPIB. También aquí, en los niveles de cinco de las seis series
no se puede rechazar la hipótesis nula de raíz unitaria por parte de los estadísticos
secuenciales. El ADF tampoco rechaza la hipótesis nula de raíz unitaria en todos ellos
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excepto para Italia. Este resultado, como en el caso anterior, puede ser interpretado como
un rechazo “espúreo” debido al aspecto cóncavo de la serie. En el caso de Japón, en
niveles, rechazan la hipótesis nula como el ADF, los estadísticos secuenciales y los
estadísticos restringidos de cambio en la tendencia. Sin embargo, en primeras diferencias,
sólo los estadísticos secuenciales de contraste de raíz unitaria (más potentes) continúan
rechazando la hipótesis nula, lo cual, tal y como se puso de manifiesto en la simulaciones,
nos permite afirmar que también la serie correspondiente a Japón es 1(1) con cambio en la
tendencia estocástica.
El comportamiento de los estadísticos restringidos y no restringidos de cambio en
la tendencia en esta aplicación empírica, confirman el hecho de que bajo la existencia de
raíz unitaria son los primeros (restringidos) los que tienen más potencia para detectar
cualquier punto de corte. Respecto a la primera de las variables analizadas (el IPI), en la
Tabla 11.7 se aprecia que los estadísticos no restringidos nunca rechazan la hipótesis nula
de estabilidad en niveles, en cambio, los dos estadísticos restringidos de cambio en la
tendencia pueden hacerlo para cinco de los ocho países, Alemania, España, Francia, Italia
y Japón. En general, el estadístico de cambio en la tendencia Mean ItQljI, rechaza la
hipótesis nula a un nivel de confianza mayor que el estadístico del supremo Sup t~».>I. Algo
similar ocurre en caso del PIB, pues como se puede observar en la Tabla 11.8, los
estadísticos no restringidos en ninguno de los casos rechazan la hipótesis nula, en cambio,
lo restringidos lo hacen en todos los países considerados excepto para el Reino Unido.
También aquí el estadístico Mean jt<~.>~ rechaza con un nivel de confianza mayor. En
primeras diferencias la potencia relativa de los estadísticos restringidos y no restringidos
se revierte (la restricción de raíz unitaria impuesta no es cierta en primeras diferencias) y
es significativamente más pequeño, confirmando así los resultados de las simulaciones. En
sólo dos casos para las series del IPI (España e Italia) y uno en las series del PIE (Italia),
los estadísticos no restringidos de cambio en la tendencia puedenrechazar la hipótesis nula
de estabilidad en la media.
En las dos variables analizadas, las estimaciones del punto de corte se corresponden
con la observación asociada al rechazo de la hipótesis nula por parte del estadístico del
supremo. Para lavariable IPI en niveles, sólo es el estadístico restringido Sup tt»)I (y Mean
jt<~»j) el que rechaza la hipótesis nula. En los casos en los que esto sucede y, en primeras
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diferencias se produce el rechazo de la hipótesis nulapor parte de alguno de los estadísticos
no restringidos (o por ambos) y por el Inf t~, se observa una gran similitud entre las dos
estimaciones del punto de corte. Para cinco países en los que la estabilidad en la tendencia
fue rechazada, los puntos de corte estimados se corresponden con la siguientes fechas:
1970:6 para Alemania, 1974:1 para España, 1974:8 para Francia, 1973:8 para Italia y
1972:12 para Japón. Como se aprecia, todas la fechas están próximas a 1973. Incluso en
el caso de Canadáy el Reino Unido, donde no se encontró evidencia significativa en contra
de la nula de estabilidad en la tendencia, el estadístico Sup It(»)I señala como estimación
del punto de corte fechas similares: 1973:3 y 1973:5 respectivamente. La única
discrepancia aparece en el caso de Alemania, donde el punto de corte se sitúa en 1970:6.
Sin embargo, como se dijo antes, dado que los estadísticos Inft~ y Sup ItA, aplicados a las
primeras diferencias de la series de los otros siete países, señalan aproximadamente el
mismo punto de corte estimado por el estadístico Sup It~~>I aplicado a los correspondientes
níveles, para el caso de Alemania, dichos estadísticos estiman como punto de corte la
observación 1973:1, más razonable que la anterior. Para la variable PIB, en cinco de los
seis paises analizados se deteeta inestabilidad en la tendencia estocástica, tal y como
señalan los estadísticos restringidos. El estadístico del Sup It(~)I lo hace en tres ocasiones,
de la cuales dos de ellas (Italia y Japón) lo hace al 5% de nivel de significación y, en la
tercera (Alemania) lo hace marginalmente al 10% de nivel de significación. Para Japón e
Italia, señala como punto de corte la observación correspondiente a la fecha 1974:3 y
1973:4 respectivamente y, en Alemania, lo sitúa en 1972:4. El estadístico Mean
además de los países anteriormente señalados, también refleja un cambio en la tendencia
en Estados Unidos y en Canadá. En todos los casos lo hace con el 5% de nivel de
significación excepto para Estados Unidos que lo hace al 10%. En estos dos países,
tomamos como punto de corte la observación que detecta estadístico Inft5 aplicado a las
primeras diferencias, pues como vimos para el caso del IPI, el punto de corte que este
estadístico señalaba al rechazar la hipótesis nula era el mismo que el del Sup It(lflI. Por
tanto, para Estados Unidos el cambio en la tendencia se producida entorno a 1967:4 y para
Canadá en 1975:4.
En resumen, los estadísticos secuenciales de raíz unitaria y de cambio en la
tendencia estudiados en este capitulo indican que el IPI de los ocho principales países de
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la OCDE son 1(1), y cinco de ellos, Alemania, España, Francia, Italia y Japón presentan
evidencia significativa de cambio en la tendencia alrededor de 1973. Para Canada y el
Reino Unido el punto de corte estimado también está en tomo a esa fecha, si bien para
estos países los contrastes no puede rechazar la hipótesis nula de estabilidad en la
tendencia. Por otro lado, estos resultados son similares con los encontrados por Banerjee,
Lumsdaine y Stock (1992) para datos cuatrimestrales del 1MB.
De los resultados referentes al PIB extraídos en este capítulo, no encontramos
evidencia en contra de la existencia de raíz unitaria en ninguno de los seis países
analizados. Además en cinco de el]os, Alemania, Italia, Japón, Canadá y Estados Unidos,
el estadístico Mean t(~.) detecta signos claros de inestabilidad en la tendencia estocástica.
El Sup It(p)I remarca este mismo hecho en los tres primeros. En todos los casos la
inestabilidad (al igual que en las series del IPI) está situada en la primera mitad de los años
70, excepto para Canadá que se sitúa en la segunda mitad y para Estados Unidos donde se
establece a finales de los 60. Este tipo de conclusiones no son por tanto coincidentes con
las que señalan los autores antes referenciados, según los cuales no se aprecia inestabilidad
en la tendenciapara el caso de los Estados Unidos.
Podemos preguntarnos también en qué sentido son comparables los resultados de
los estadísticos con la intuición que aportan los gráficos. Observando las Figuras 11.1, 11.2,
11.3 y 11.4 vemos que comparten algún hecho en común. Por ejemplo, con una simple
inspección visual se aprecia que el comportamiento de las series parece cambiar en la
primera mitad de los años 70. Para comprobar si la intuición gráfica se corresponde con
el resultado de la estimación del período en el que se produce el cambio en la tendencia,
hemos incluido en todos los gráficos de ambas variables una línea vertical con la que
señalar tal observación. Además, en los casos donde los estadísticos Mean It01) yio Sup
1 t~.>¡ rechazan la nula de estabilidad en la tendencia, se incluyen otras dos representaciones
que capturan la evolución de la tendencia de la serie antes y después del cambio. Como se
puede apreciar en las figuras 11.1 y 11.2, las inspecciones visuales se corresponden
ampliamente con el resultado que arrojan los contrastes, confirmando así la bondad del
procedimiento estadístico propuesto.
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APÉNDICE 11.1: TABLAS Y GRÁFICOS.
TABLA ILI
DISTRIBUCIONES EMPIRICAS.
T=500
PERC Sup t~j Mean t~~I InI t~ Mean t8 SupIt(~.4 Mean t(p)t ADF
1% 1.484 0.495 -4.869 -3.650 0.931 0.297 -3.538
2.5% 1.656 0.573 -4.592 -3.300 1.034 0.330 -3.183
5% 1.806 0.655 -4.347 -3.021 1.128 0.363 -2.884
10% 2.033 0.751 -4.082 -2.727 1.253 0.417 -2.582
20% 2.337 0.891 -3.738 -2.391 1.425 0.496 -2.198
50% 2.954 1.217 -3.158 -1.842 1.867 0.725 -1.548
80% 3.579 1.588 -2.576 -1.309 2.431 1.105 -0.829
90% 3.911 1.790 -2.277 -1.028 2.765 1.360 -0.385
95% 4.192 1.989 -2.036 -0.761 3.066 1.607 0.000
97.5% 4.455 2.183 -1.828 -0.524 3.323 1.827 0.373
99% 4.741 2.378 -1.525 -0.153 3.616 2.082 0.740
T = 250
PERC Sup ItA Mean It».I mf t~ Mean t~ SnpIyI Mean jt~»,>~ ADF
1% 1.488 0.515 -4.819 -3.523 0.948 0.308 -3.428
2.5% 1.618 0.583 -4.574 -3.225 1040 0.342 -3.096
5% 1.790 0.655 -4.331 -2.979 1.141 0.378 -2.841
10% 2.021 0.756 -4.042 -2.705 1.261 0.428 -2.548
20% 2.319 0.898 -3.725 -2.386 1.437 0.507 -2.197
50% 2.924 1.218 -3.136 -1.820 1.882 0.739 -1.552
80% 3.540 1.581 -2.562 -1.298 2.444 1.108 -0.822
90% 3.886 1.786 -2.268 -1.009 2.772 1.359 -0.376
95% 4.175 1.947 -2.021 -0.752 3.075 1.606 -0.005
97.5% 4.424 2.144 -1.795 -0.492 3.344 1.812 0.320
99% 4.702 2.350 -1.523 -0.176 3.660 2.035 0.705
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1 = 100
PERC Sup ~ Mean 1t~,I InI t~ Mean t~ Sup~t<>~,>j Mean It(~)I ADF
1% 1.416 0.524 -4.921 -3.545 0.964 0.339 -3.467
2.5% 1.577 0.594 -4.592 -3.235 1.059 0.372 -3.124
5% 1.747 0.665 -4.329 -2.975 1.157 0.407 -2.858
10% 1.964 0.760 -4.039 -2.686 1.279 0.458 -2.548
20% 2.264 0.898 -3.700 -2.356 1.467 0.536 -2.198
50% 2.882 1.215 -3.088 -1.776 1.928 0.764 -1.541
80% 3.510 1.570 -2.504 -1.225 2.530 1.152 -0.802
90% 3.868 1.779 -2.192 -0.913 2.892 1.415 -0.326
95% 4.159 1.966 -1.920 -0.636 3.199 1.647 0.068
97.3% 4.430 2.144 -1.676 -0.372 3.484 1.855 0.436
99% 4.772 2.367 -1.359 -0.021 3.815 2.083 0.863
T =50
PERC Sup t~¡ Mean ItA InI t8 Mean t8 Sup¡t~.>j Mean Itt,.~)I ADF
1% 1.329 0.513 -5.033 -3.543 0.959 0.365 -3.532
2.5% 1.496 0.585 -4.660 -3.201 1.065 0.405 -3.186
5% 1.662 0.656 -4.380 -2.923 1.167 0.443 -2.881
10% 1.888 0.754 -4.057 -2.623 1.303 0.495 -2.563
20% 2.188 0.889 -3.681 -2.289 1.500 0.578 -2.180
50% 2.827 1.209 -3.027 -1.698 1.991 0.811 -1.510
80% 3.495 1.557 -2.407 -1.124 2.652 1.210 -0.719
90% 3.881 1.766 -2.070 -0.806 3.035 1.481 -0.228
95% 4.218 1.946 -1.776 -0.494 3.370 1.704 0.193
97.5% 4.509 2.118 -1.501 -0.202 3.671 1.894 0.566
99% 4.871 2.340 -1.136 -0.188 4.044 2.107 1.009
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TABLA 11.2
DISTORSIONES EN EL TAMAYO NOMINAL DE LOS CONTRASTES EN FUNCIÓN
DEp.
T=500
p=1, it=O.5 p=1, ii=1 pl, ~i=2
90% 95% 90% 95%
ADF 0.0098 0.0048 0.0082 0.0032 0.0050 0.0024
Sup jt~j 0.0108 0.0040 0.0078 0.0018 0.0114 0.0040
Mean ItA 0.0066 0.0022 0.0044 0.0004 0.0064 0.0024
¡uIt
8 0.0050 0.0016 0.0024 0.0012 0.0024 0.0012
Mean t~ 0.0002 0.0002 0.0000 0.0000 0.0000 0.0000
Sup fI<>I~4 0.0928 0.0460 0.1020 0.0508 0.0944 0.0444
Mean It(p)I 0.0988 0.0486 0.1012 0.0510 0.0988 0.0446
T=250
p=1, p=O.5
90% 95% 90% 95% 90% 95%
ADF 0.0132 0.0069 0.0100 0.0042 0.0086 0.0041
Sup t~,I 0.0125 0.0057 0.0139 0.0057 0.0114 0.0054
Mean t»~I 0.0063 0.0025 0.0060 0.0020 0.0060 0.0024
IIII~ 0.0068 0.0029 0.0061 0.0015 0.0035 0.0017
Mean t5 0.0004 0.0000 0.0001 0.0000 0.0000 0.0000
Sup lt<,,,>I 0.1034 0.0510 0.1003 0.0496 0.1011 0.0509
Mean jt~~>¡ 0.1050 0.0515 0.1009 0.0494 0.1075 0.0526
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T = 100
p=1, ~=0.5 p=1, g=l p=1, !z=2
90% 95% 90% 95% 90% 95%
ADF 0.0174 0.0083 0.0138 0.0060 0.0120 0.0043
Sup It»I 0.0303 0.0140 0.0246 0.0120 0.0214 0.0092
Mean (t~,f 0.0054 0.0012 0.0056 0.00 10 0.0062 0.0012
¡nf 0.0158 0.0066 0.0080 0.0038 0.0074 0.0033
Meant6 0.0017 0.0007 0.0006 0.0001 0.0004 0.0001
Sup jt<~.>I 0.0988 0.0487 0.0987 0.0502 0.0948 0.0484
Mean jt<,..,i 0.1001 0.0500 0.1010 0.0506 0.0993 0.0497
T =50
p=1, ~t=0.5 p=1, g=1 p=1, g2
90% 95% 90% 95% 90% 95%
ADF 0.0286 0.0142 0.0182 0.0086 0.0149 0.0072
Sup t~,I 0.0502 0.0229 0.0332 0.0133 0.0331 0.0138
Mean it.~.I 0.0081 0.0020 0.0056 0.0010 0.0056 0.0009
mIt8 0.0290 0.0140 0.0141 0.0063 0.0114 0.0053
Mean t5 0.0080 0.0038 0.0021 0.0007 0.0013 0.0004
Sup t~~>I 0.0939 0.0464 0.0923 0.0468 0.0924 0.0456
Mean t< 4 0.1005 0.0506 0.0977 0.0497 0.0970 0.0500
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TABLA 11.3
ANÁLISIS DE POTENCIA.
T=500
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T = 100
T =50
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ESTIMACIÓN DEL PUNTO DE CORTE.
1=500
p=1, pi,=0, ~ip1 p1, ~t1=0,ui~=2 p=1p1=l, ~t~=0 p=l, !I~=2, ~I20
§~~95%
0.5024 0.5024
(0.0138) (0.0135)
j~~jJ~5%
0.5021 0.5021(0.0027) (0.0027)
§E1~~%0.5019 0.5022(0.0229) (0.0027)
90% 95%
Nsup ItA 0.5021 0.5021
(0.0027) (0.0027)
Ninft8 ---- ----
(---O (----)
---- ----
(----) (----)
0.2049 0.2039
(0.0804) (0.0767)
0.1926 0.1929
(0.0285) (0.0285)
Nsup jt<1.>I 0.5023 0.5023
(0.0110) (0.0110)
0.5020 0.5020
(0.0026) (0.0026)
0.5021 0.502 1
(0.0110) (0.0110)
0.5020 0.5020
(0.0027) (0.0027)
1=250
p1’ j~~=0, pi~1 p1, p~=0, ~¡~=2 p=lp¡~=I, m
0 p=1, p
1=2, &t~=0
90% 95% 90% 95% 90% 95% 90% 95%
Nsup tj 0.5054 0.5057
(0.0057) (0.0057)
0.5040 0.5040
(0.0057) (0.0057)
0.4970 0.4994
(0.0599) (0.0518)
0.5044 0.5044
(0.0075) (0.0057)
Ninft6 ---- ----
(----) (----)
---- ----
(----) (----)
0.2390 0.2215
(0.1084) (0.1002)
0.2020 0.2017
(0.0398) (0.0388)
Nsup ¡t~,1I 0.5044 0.5044
(0.0234) (0.0233)
0.5039 0.5039
(0.0055) (0.0055)
0.5040 0.5040
(0.0234) (0.0234)
0.5041 0.5041
(0.0072) (0.0072)
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T=100
p=l, ~=0, p~=1 p1, p~O, p!=2 p=1p~=l, p~—0 p=l’ »~=2,srO
Nsup itA
§~E~~%0.5176 0.5184(0.0518) (0.0473) §E~Z~~ §~95% 90% 950.5108 0.5111 0.4791 0.4888 0.5105 0.5119(0.0155) (0.0142) (0.1159) (0.1034) (0.0298) (0.0209)
Ninft6 ---- ----
(----) (----)
---- ---- 0.2533 0.2488 0.222 1 0.2245
(----) (---0 (0.1289) (0.1193) (0.0693) (0.0688)
Nsup fI<~4 0.5128 0.5132
(0.0613) (0.0587)
0.5102 0.5103 0.5123 0.5129 0.5103 0.5103
(0.0149) (0.0148) (0.0599) (0.0578) (0.0151) (0.0150)
T=50
p4, ~IJO~~i,1 pM, ~ ~t,—2 p1~¡1l, p~0 p1, iI~2, i~0
~95%~95%~95%
0.5242 0.5249 0.44648 0.4740 0.5 175 0.5213
(0.0285) (0.0237) (0.1552) (0.1489) (0.0611) (0.0481)
Nsup itA 0.5426 0.5447
(0.0819) (0.0747)
Ninft8 ---- ----
(----) (----)
---- ---- 0.2937 0.2926 0.2565 0.2602
(----) (----) (0.1547) (0.1481) (0.1081) (0.1119)
Nsup t~L,1I 0.5280 0.5308
(0.0916) (0.0843)
0.5218 0.5225 0.5283 0.5283 0.5215 0.5224
(0.0311) (0.0282) (0.0924) (0.0847) (0.0312) (0.0284)
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TABLA 11.4
SERIES ¡(2) CONVEXAS
90% 95%
0.0262
0. 1342
0.0449
0.03 12
0.0100
0.3756
0.2357
0.0139
0.0651
0.0161
0.0164
0.0058
0.2356
0.1124
90%
T=50 T=100 T=250 T=500
0.0303
0. 15 84
0.0524
0.035 1
0.0118
0.4803
0.2842
0.0 158
0.0826
0.0211
0.0198
0.0054
0.3195
0.1294
F 90%
0.0322
0. 1694
0.0666
0.03 90
0.0141
0.5 73 5
0.3302
ADF
Sup (t~,I
Mean It~,I
InI
Mean t~
Sup jt~~,>j
Mean
0.0190
0.0833
0.0287
0.0193
0.0067
0.4074
0.1425
90%
0.0324
0.1732
0.0648
0.0368
0.0 148
0.6018
0.33 80
0.0 178
0.0876
0.0256
0.0194
0.0068
0.4366
0.1440
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TABLA 11.5
T = 500
ADF
Sup 1t4
Mean
InI
¡ Mean t8
¡ Sup tQflI
¡ Mean ~
90% f ~
0.5730
0.0280
0.063 5
0.2297
0.6127
0.0026
¡ 0.0019
0.3806
0.0123
0.0336
0.1215
0.4213
0.0002
0.0000
90%
T = 250
p=~.95, ¡ii=0 p=.9O, p=’O p=.SO, g=0 p=.50, j¡=O
0.9273
0.0173
0.0428
04848
0.93 16
0.0004
0.0000
0.815 1
0.0081
0.0228
0. 309 1
0.8254
0.0000
0.0000
90%
0.9986
0.0087
0.0354
0.8852
0.9982
0.0000
0.0000
0.9933
0.0039
0.0190
0.7489
0.9934
0.0000
0.0000
90%
1.0000
0.0052
0.0288
0.9987
1.0000
0.0000
0.0000
0.9999
0.0020
0.0162
0.9909
0.9999
0,0000
0.0000
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T = 100
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TABLA 11.6
T=500
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T=250
Capítulo II 67
T=100
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T=50
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ESTIMACIÓN DEL PUNTO DE CORTE.
T=500
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T=250
p.95, >0, ~ p=.9O, $~O, $2~ p~.8O, tt~=~O, sf=~5 ~=.SO’ g~=O, sr•5
90% 95% 90% 95% 90% 95%
Nsup ItA 0.5218 0.5233
(0.0606) (0.0561)
0.5158 0.5167
(0.0606) (0.0562)
0.5078 0.5109
(0.0689) (0.0644)
0.5047 0.5033
(0.0719) (0.0664)
Ninft
6 0.5258 0.5283
(0.0624) (0.0568)
0.5157 0.5168
(0.0746) (0.0710)
0.5076 0.5087
(0.0869) (0.0851)
0.5027 0.5027
(0.0900) (0.0898)
Nsupit<~>I ---- ----
(————) (————)
---- ----
(————) (————)
---- ----
(————) (————) (————) (———-)
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T=5O
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TABLA 11.7
RESULTADOS DE LA APLICACIÓN DE LOS CONTRASTES AL ÍNDICE DE
PRODUCCIÓN INDUSTRIAL (¡PI).
AY, Y AY
-2.275
-2.934
67:4
-1.580
2.076
67:4
0.604
2.958*
74:7
1.572*
~5~7Q3**
~6.408**
74:6
~5.924**
2.838
74:6
1.502
1.029
74:11
0.190
CANADÁ E.E. U.U. JAPÓN FRANCIA
-1.133
-2.129
75:12
-0.994
1.806
82:9
0.5 16
1.264
69:2
0.623
~6.568**
~6.7l9**
69:1
~6.612**
1.428
69:1
0.733
0.624
64:9
0.204
~3.378**
-3.787
65:9
-2.219
2.124
65:9
0.644
3474**
72:12
2.109**
~3.965**
~5.003**
73:1
-4.355**
3.014
73:1
1.753
1.209
74:12
0.206
ADF
¡nf t8
Ninft5
Mean t5
Sup ItA
Nsup ¡t~.j
Mean
Sup jt<~I
Mean lt<~.5I
Yt
-1.895
-2.828
82:11
-1.492
2.096
82:11
0.493
2.113
73:2
1.157
5377**
~5.835**
73:11
~5.370**
2.250
73:11
1.260
0.898
63:12
0.296
ALEMANIA REINO UNIDO ITALIA ESPAÑA
Y AY AY~ Y~ AY~
ADF -3.11 ~ ~6.246** -1.355 ~7.527** ~3.066** ~6.623** ~3.466** 5434**
luN5 -3.906 ~6.786** -2.414 ~7.705** -3.152 ~7,33~** -3.967 ~7.204**
Ninft8 67:4 73:1 72:1 73:4 64:7 73:7 68:4 73:12
Mean t8 -2.591 ~6.448**-1.288 ..7575** -2.328 ~6.951** -2.305 ~5937**
Sup ItA 2.648 2.564 1.995 1.609 1.593 3.077 3.444 4579**
Nsup[t~~i 67:4 73:1 72:1 73:4 64:7 73:7 74:1 73:12
Mean It~I 0.756 1.492 0.623 0.778 0.482 1.963* 0.819 2.191**
Sup ¡t<~1 2.915* 0.741 1.446 0.614 3.015* 0.575 4.864** 1.163
Nsup It~,>I 70:6 74:11 73:5 71:12
Mean It(p)I 1.746** 0.202_1_0.654 0.167
73:8
2.009**
69:9
0.149
74:1
2.399**
67:11
0.363
(*) Significativo al 90% de nivel de confianza.
(**) Significativo al 95% de nivel de confianza.
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TABLA 11.8
RESULTADOS DE LA APLICACIÓN DE LOS CONTRASTES AL PRODUCTO
INTERIOR BRUTO (PIB).
AY AY~
CANADÁ E.E. U.U. JAPÓN
~4.299**
~5.004**
75:4
~4.61l**
2.461
75:4
1.554
1.134
90:3
0.248
-1.950
-3.078
82:3
-1.371
2.364
82:3
0.729
2.434
65:4
1.366*
~4.51l**
~4979**
67:4
-4.663 * *
2.071
65:3
1.093
0.835
74:4
0.248
ADF
¡nf
Ninf 18
Mean 18
Sup jt~.i
Nsup jt,~j
Mean
Sup It(~.)I
Nsup jt<».>I
Mean It<~>I
-2.002
-2.308
82:3
-1.138
1.412
77:1
0.63 1
2.462
77:1
1.593*
~4.482**
~5.87l**
65:3
¡ ~3592<””
3.820
65:3
1.563
4.741**
74:3
2.877**
AY
-2.005
~4.936*’<~
74:2
~3.45l*’<’
4.626**
74:2
2.805
1.290
68:2
0.542
ALEMANIA REINO UNIDO ITALIA
Y, AY< AY~ AY<
ADF -2.331 ~4.077** -1.450 ~4.1l4*’<’ ~3.372*<’ ~5.098**
InI t~ -3.003 ~4.88l** -2.737 ~4,474*~’ -3.278 -6.409”‘”’
Ninft8 86:4 72:3 82:2 72:3 71:2 70:3
Mean 18 -1.749 4347** -1.271 ~4.182*~<’ -2.319 ~5.820*~~
Sup it»,I 1.901 2.576 2.313 1.934 1.523 3.589
Nsup ¡1<1 86:4 72:3 82:2 72:3 71:2 70:3
Mean ¡t~.l 0.756 1.386 0.786 0.735 0.449 2.579**
Sup jt<»,j 2.736 0.754 2.138 0.922 3.325*~~ 1.175
Nsup [1<~>( 72:4 74:3 72:4 72:3 73:4 68:1
Mean It(p~)I 1.511* 0.227 0.869 0.258 2.359** 0.203
(*) Significativo al 90% de nivel de confianza.
(‘<“’9 Significativo al 95% de nivel de confianza.
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GRÁFICOS DEL ÍNDICE DE PRODUCCIÓN INDUSTRIAL «PI).
FIGURAII=
ESTADOS UNIDOSCANADÁ
57 ~< 6’ 43 65 67 6’ 75 73 73 77 79 9, •I 65 67 ‘9 Sl 92 93 97
REINO UNIDO JAPÓN
57 59 61 63 65 67 6’ 71 73 75 77 79 II 83 65 67 89 65 43 95 97 39 ‘8 93 65 67 99 7’ 73 75 31 79 •l 63 65 87 69 95 93 95 91
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FIGURAJLZ
ALEMANIA
ITALIA
FRANCIA
fi 6! 6* 0 67 69 II 73 7’ 77 79 II ES LS ST 59 91 9, 9, 9, 57 5~ SI 65 65 67 6’ 7$ 73 75 77 79 65 63 3 •7 69 92 95 9197
ESPANA
57 59 6] 63 65 57 69 7] 73 ~5 77 79 Di •5 iS 67 59 9> 95 9’ 97 61 65 65 67 69 71 7’ 75 79 Ji 65 65 67 59 ‘2 93 ‘3 »
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GRÁFICOS DEL PRODUCTO INTERIOR BRUTO (FUi).
FLGIIRAÁLA
CANADÁ
REINO UMDO
ESTADOS UNIDOS
JAPÓN
37 $9 ‘2 63 65 <7 6972 73 75 77 79 9$ 6> 63 •7 29 92 93 95 97 ‘7 59 62 6$ 65 67 6971 7’ 75 77 79 II 9$ 6> 67 69 96 95 95 91
37 59 62 63 63 67 69 72 75 75 77 79 II 65 25 *7 69 92 93 95 91 57 ¶9 66 63 6% 67 69 72 7$ 73 77 79*2 63 83 67 29 92 9>93 97
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IIGURKIIA
ALEMANIA ITALIA
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Capítulo III
Un contraste ADF secuencial para la
detección de cambios en el orden de
integración
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111.1.- INTRODUCCIÓN
A raíz de los trabajos de Lucas (1988) y Romer (1986), en los que se analizan las
propiedades del largo píazo de los modelos dinámicos, la literatura económica tanto a nivel
empírico como teórico, especialmente la Teoría del Crecimiento [de la Fuente (1997)] ha
puesto especial interés en estudiar el comportamiento relativo de variables económicas
entre países. Una de las implicaciones de dicho comportamiento ha sido el estudio de la
convergencia económica, puesta de manifiesto a través de los procesos de integración de
los mercados financieros, y en general, de los factores productivos. Esto posibilita una
evolución similar de los niveles y¡o los diferenciales de renta (“per cápita”), de índices
de producción industrial, de tipos de interés y de tasas de inflacion.
Elproceso de integración y globalización al que se ve sometida la economía a nivel
mundial, hace que las interrelaciones entre los diferentes países sean cada vez más fuertes.
En los últimos años, los países más desarrollados están involucrados en un proceso de
convergencia gradual, el cual, se traduce en un comportamiento cada vez más similar de
las variables macroeconómicas fimdamentales a lo largo del tiempo. La serie temporal que
recoge el diferencial de una misma variable económica entre distintos paises,
probablemente experimente comportamientos claramente diferenciados dependiendo del
grado de materialización del proceso de convergencia. Así, elproceso estocástico que guía
dicha serie temporal tendrá distintos órdenes de integración. Períodos de tiempo en los que
sea no estacionario, podrían estar poniendo de manifiesto el comportamiento dispar entre
los países analizados. Por el contrario, cuando el proceso sea estacionario, se puede
interpretar que dichos paises han convergido a un senda de comportamiento comun.
Desde el punto de vista del análisis económico en general, y econométrico en
particular, determinar si efectivamente aparecen distintos órdenes de integración dentro de
una misma serie temporal, así como las épocas en tomo a las cuales se producen la
transición de uno a otro, abren vías de investigaciónbastante interesantes [véase MeCabe
y Tremayne (1996), Granger y Swanson (1997) y Maeso (1997)].
Los trabajos de Leyboume, McCabe y Tremayne (1996) y Maeso (1997) proponen
contrastes para detectar distintos órdenes de integración en el proceso que caracteriza el
comportamiento de series económicas. Ambos consideran en su hipótesis nula un paseo
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aleatorio con coeficiente invariante. La alternativa, por el contrario, es diferente, pues para
el primero de ellos dicho coeficiente es aleatorio y, en el segundo suponen que es
constante, pero con distinto nivel a partir de una determinada fecha conocida a priori. En
el trabajo de Maeso (1997) se utiliza una metodología similar a la que aquí presentamos,
si bien este autor se basa en procedimientos “rollíng” y recursivo para caracterizar las
distribuciones y lapotencia de los contrastes, además se centra en el análisis de tendencias
deterministas.
En este capitulo, vamos a aplicar una metodología similar a la desarrollada en el
capitulo anterior con el objetivo de analizar un posible cambio en el orden de integración
en el proceso que guía el comportamiento de una serie económica. Para ello, diseñaremos
contrastes secuenciales que permitan detectar un posible cambio en el coeficiente de
correlación del proceso. De manera análoga al capítulo anterior, en la sección 111.2
describimos los contrastes con los que vamos a realizar las simulaciones. En la sección
111.3, describimos los resultados obtenidos en dichas simulaciones. La sección 111.4, resume
las conclusiones generales. En el apéndice final se presentan las tablas con los resultados
de las simulaciones.
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111.2.- UN CONTRASTE ADF SECUENCIAL DE INTEGRACIÓN PARCIAL
Como sabemos, para contrastar la existencia de una raíz unitaria en un posible
proceso 1(1) mediante elcontraste ADF consiste en calcularel t-ratio asociado alparámetro
8 en la siguiente regresion:
q
AYtzzM+Pt46YUÁ 4- >jj y1AY~--c~ (111.1)
donde ,áY~ representa la primera diferencia del proceso, “g’, es un parámetro constante
que permite capturar la posible tendencia estocástica, el regresor “t” recoge la tendencia
lineal determinista del proceso, “q” representa el número de retardos de la primera
diferencia del proceso y, por último “El” es un proceso i.i.d. N(0, o). Asociado al
parámetro “8” se calcula un estadístico que no es más que un seudo 1-ratio cuyo valor se
compara con la cola inferior de la distribución empírica tabulada bajo la hipótesis nula (k
— = 8 = O). En el resto del trabajo, consideraremos la versión más común del anterior
contraste la cual no incluye tendencia lineal determinista (13 = O)’. No obstante, los
resultados que aquí se obtienen se pueden extender fácilmente al caso en el que se incluye
este componente determinista.
De acuerdo con la regresión anterior (111.1), la existencia de raiz unitaria ono en
un proceso estocástico, implica la aceptación o rechazo respectivamente de la hipótesis
nula H0: ~ = o. En cualquiera de los dos escenarios anteriores, estacionariedad o no,
se está suponiendo que el comportamiento de la serie está caracterizado por un proceso
estocástico que en todo momento del tiempo tiene el mismo orden de integración, es decir
no se admiten variaciones del parámetro “6” en tomo a ninguna fecha. Para considerar la
posibilidad en la que tal parámetro no sea constante a lo largo de toda la muestra y, por
tanto, el orden de integración del proceso estocástico cambie según la submuestra que se
considere, podemos plantear el análisis considerando el siguiente conjunto de regresiones:
En la mayoría de los casos, las tendenciasdeterministas carecen de interpretación económica clara y en ocasiones
genera desagradables consecuencias debido a reversibilidad temporal.
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= 4- Y1D«YÁ-, + yjí —D~jY~, + E + (111.2)
k
+ a2[1D~~]Y1~, + E 8~ ~“~-i + (111.4)
con: { O t<[tT]
D~~r tc(O,1) (111.5)1 t=[tT]
La expresión (111.5) define a una variable ficticia que permite seleccionar laventana
dentro de cual se va a ir recorriendo el posible punto de corte. Dicha ventana estará
comprendida entre las t% observaciones iniciales y las (1-’r)% observaciones del final de
la muestra. La expresión [tT] indica la parte entera de :T.
Deigual manera a como se procede con el contraste ADF indicado en la expresión
(111.1), en el resto de las regresiones [(111.2),(111.3) y (111.4)] se lleva a cabo un contraste
similar pero con matices diferentes. En la (111.2), se consideran simultáneamente las dos
panes complementarias en las que la variable ficticia divide a la muestra completa. Dada
la metodología secuencial utilizada y la definición de la variable ficticia, a medida que una
de esas partes aumenta su tamaño muestral la otra lo disminuye. Al no imponerningún tipo
de restricción en ninguna de las dos submuestras, lo que se pretende con esta regresión es
contrastar simultáneamente la existencia de raíz unitaria frente a estacionariedad en las dos
partes de lamuestra, por lo que, por ejemplo, una de ellas puede ser integrada de orden uno
y la otra integrada de orden cero. Para las otras dos regresiones, se impone la existencia de
raíz unitaria en una parte dc la muestra [en la primera según la regresión (111.3) o, en la
segunda de acuerdo con la regresión (111.4)] admitiéndose la posibilidad de que la variable
sea estacionaria en la submuestra no restringida.
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Para cada posible punto de corte en la muestra, indiciado por -u según la variable
de la expresión (111.5), se calculan los siguientes estadísticos tv,, t~2, t~1, t~2. De éstos, los
dos primeros, es decir t~1 y t~2, representan el estadístico t asociados a las hipótesis nulas
y O y y2 = O en la expresión (111.2), es decir la existencia de una raíz unitaria en la
primera o en la segunda parte de la muestra respectivamente. El siguiente, t«1, es e]
estadístico t asociado a la hipótesis nula a1 = O en la regresión (111.3). En ella se contrasta,
como se dijo antes, la existencia de una raíz unitaria en la primera parte de la muestra. Por
último, t«2, representa el estadístico t para la hipótesis nula a2 O en la cuarta regresión,
o lo que es lo mismo, existencia de una raíz unitaria en la segunda parte de la muestra.
El intervalo de aplicación de los contrastes más usado en la literatura empírica, para
labúsqueda de los posibles puntos de corte se encuentra en el subeonjunto (.15, .85). No
se tienen en cuenta por tanto lo posibles puntos de corte situados en los extremos de la
muestra. La selección de retardos incluidos en las regresiones, medidos por el parámetro
se fija como la raíz cúbica del tamaño muestral, es decir q = 11/3 tal y como
recomiendan Said y Dickey (1984). Sin embargo, tal elección hace que los contrastes se
vuelvan más conservadores que cuando se elige la opción de q = O o bien, el criterio
recomendado por Perron y Vogelsang (1992), según el cual se consideran tantos retardos
de la primera diferencia como parámetros significativos “8~” haya en la regresión
especificada para el contraste.
Dado que el enfoque bajo el que vamos a aplicar los contrastes es el secuencia, para
cada una de las series simuladas obtendremos las siguientes secuencias de estadísticos:
(<~ t72(r), t«,(z), ta2tr). El número de estadísticos, dados por los valores de los t-ratios
que contienen cada una de las secuencias, será igual al tamaño muestral de la ventana
seleccionada a través del parámetro de “trbnming” “‘u”. Para cada una de las secuencias
calculadas, los dos estadísticos resumen se toman son: el supremo y la media
correspondiente, tal y como sugiere Hansen (1992). A estos valores se les va a denominar
de la siguiente forma: Supt~1 , Meant~1, Supt~2 , Meant~2, Supt«1, Meant«1, Supt«2 y
Meant«2. En general, los estadísticos secuenciales están diseñados para tener potencia
frente a alternativas con cambio en la raíz unitaria en un período desconocido. El supremo
de la secuencia tiende a tener potencia frente a la alternativa de un único cambio en la raíz
unitaria, mientras que la media se espera que tenga potencia frente a alternativas con un
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cambio gradual en la raíz unitaria.
Como sabemos, los estadísticos secuenciales consideran el punto de corte más
probable dentro de la muestra, Por ello, ofrecen información sobre la posible situación del
cambio en el parámetro considerado dentro del intervalo de aplicación que se ha
seleccionado. También se analiza la información que proporciona el supremo de la
secuencia de estadísticos para detectar la posible situación del punto de corte. En este
sentido, se siguen las indicaciones de Zivot y Andrews (1992) y se toma como estimador
delpunto de corte a la observación en la que se produce el supremo. Dichas observaciones
van a venir referenciadas de la siguiente manera: Nsupt~1, Nsupt~2, Nsupt«1 y Nsupt~2,
donde los dos primeros recogen las observaciones correspondientes a los supremos de las
secuencias de estadísticos calculados a partir de la regresión (111.2) y, los dos últimos lo
hacenpara las regresiones (111.3) y (111.4) respectivamente.
También se incluye al ADF estándar en el conjunto de las simulaciones realizadas.
Esto nos va a permitir comparar si su comportamiento supera o no al que manifiestan el
resto de los estadísticos secuenciales en el conjunto de escenarios considerados. Dichos
escenarios abordan todas las posibles combinaciones entre procesos estocásticos parcial
o totalmente estacionarios. A su vez, dentro de los procesos parcialmente estacionarios se
distinguen dos grupos: los que tienen tendencia estocástica en la parte no estacionaria y
los que no la tienen. Además, en cada una de estas dos subdivisiones se altera el orden en
el que se sitúa la estacionariedad, es decir si son considerados 1(O) [1(1)]en la primera
(segunda) mitad de la muestra, posteriormente lo serán en la segunda (primera). Por otro
lado, en lo que se refiere a los escenarios que engloban procesos totalmente estacionarios,
se distinguen tres posibilidades: aquéllos procesos en los que ni el coeficiente de
correlación ni su media cambian a lo largo de toda la muestra; procesos en los que en la
primera mitad de la muestra el coeficiente de correlación es diferente al de la segunda
mitad y, por último, procesos en los que sólo la media de la primera submuestra es
diferente a la media de la segunda submuestra.
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111.3.- RESULTADOS DE LAS SIMULACIONES
Al igual que se hizo en el Capítulo II, los ejercicios de simulación se van a agrupar
básicamente en tres grupos. En el primero de ellos, dado que los contrastes anteriores se
proponen aquí por primera vez, se calculan sus distribuciones empíricas para diferentes
tamaños muestrales. Como tales distribuciones han sido calculadas bajo la hipótesis nula
de paseo aleatorio sin tendencia estocástica, es decir el PGD en este caso se define a partir
de imponer la restricción: “it = 13 = 8 = y, = ... = Yq = 0” en la expresión (111.1), en el
segundo de los ejercicios de simulación se analizan, para los percentiles del 90% y 95%,
Jas posibles distorsiones de tamaño nominal de todos los contrastes (incluido el ADF
estándar) cuando la tendencia estocástica es no nula. Por último, en el tercer grupo de
simulaciones se concentra el análisis de potencia frente a un conjunto de alternativas
agrupadas en dos tipos de escenarios: 1) procesos 1(1) en la mitad de la muestra e 1(0) en
la otra mitad, y 2) procesos totalmente 1(0).
Por tanto, el hecho de que en los ejercicios de simulación se van a considerar
escenarios en los que las alternativas pueden estar caracterizadas por dos partes con
propiedades estadísticas diferentes, obliga a definir el PGD de la siguiente forma,
‘Y M24-P2~~, + t= T/2-’-1,...,T (111.6)
Según esta expresión, el orden de integración, bien sea de una submuestra o de las dos, está
caracterizado por los posibles valores de los parámetros p, y p2. Cuando toman el valor
unitario, la submuestra correspondiente será integradas de orden uno, y será integrada de
orden cero si toman un valor inferior a la unidad. Consecuencia de lo anterior, basta con
considerar el valor de uno de ellos igual a la unidad y el otro inferior para caracterizar
procesos con los órdenes de integración en los que estamos interesados. El resto de los
parámetros, i, y ji2, permiten determinar la media de la submuestra cuando ésta es
estacionaria (pi < 1 con i = 1 y/o 2) o, la tendencia estocástica si por el contrario la
submuestra es 1(1) (p~ = 1 con i = 1 y/o 2). Según lo anterior, con la manipulación del
conjunto de parámetros se van a caracterizar todas las hipótesis alternativas sobre las que
vamos a realizar los ejercicios de simulación. Por ejemplo, la hipótesis nula bajo la que se
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calculan las distribuciones empíricas estará dada por,
p, =0, ~2 O
p1=1, p2=l
(111.7)
Para analizar las posibles distorsiones del tamaño nominal de los contrastes cuando
la tendencia estocástica es no nula, basta con dar valores distintos de cero e iguales entre
si, a los parámetros ji1 y ji2 permaneciendo iguales a la unidad p, y p2. El resto de hipótesis
alternativas en las que se basa el análisis de potencia de los contrastes, están caracterizadas
de la siguiente forma. Para el primero de los escenarios: alternativas 1(1) en lamitad de la
muestra e 1(0) en la otra mitad, los parámetros deben satisfacer las siguientes restricciones,
a) sin tendencia estocástica:
al) H,: ii,=O, 1120
p<cl, p2=l
y a2) H~: p«O, ~2O
p1=l, p2<cl
b) con tendencia estocástica
bl) H,: I.i,=0, ¡.i2!=0
p1.c1, p2=1
y b2) H,: ~ ~
pu, p2<l
En el segundo de los escenarios considerados, procesos totalmente 1(0), las
hipótesis alternativas se concentran en tres grupos:
e) H1: 11k0, 112r0 ; d) H,: ji,rO, ~ y e) Hp lijO. 112!=0
p1<l, p2<1 p,<l, p2<l
pl ~
(111.8)
(111.9)
pl = pl =
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Considerar toda la gama de hipótesis alternativas que se pueden derivar a medida
que vamos alterando los valores paramétricos (satisfaciendo éstos siempre las restricciones
requeridas en cada caso), nos permite abordar todos los procesos estocásticos cuyo orden
de integración estamos interesados en diferenciar. Por ejemplo, se puede variar el tamaño
del salto en la tendencia estocástica dando distintos valores a ji2 en bí) o a ji1 en b2),
también podemos considerar distintos valores para las medias de las submuestras sin más
que variar el parámetro 1½en e), o si se prefiere podemos considerar distintos “grados” de
estacionariedad sin más que asignar valores diferentes a en bí), a p2 b2) o, a ambos en
d). Con todo ello, se podrá reflejar cuál, o cuáles de los contrastes propuestos para cada
situación es más potente en cada caso. De ese modo, su aplicación conjunta ayudará a
diferenciar los posibles órdenes de integración (si es que se dan) dentro de un mismo
proceso estocástico.
111.3.1. CÁLCULO DE LAS DISTRIBUCIONES EMPÍRICAS
En primer lugar, tabulamos las distribuciones empíricas de los nueve estadísticos
para cuatro tamaños muestrales T = 500, 250, 100 y 50 observaciones. Las distribuciones
empíricas han sido calculadas suponiendo que PGD sigue un proceso paseo aleatorio sin
tendencia estocástica, es decir ~‘Á = + u~ , con las innovaciones i.i.d N(O,1). En la
Tabla 111.1 se presentan los percentiles relevantes de las distribuciones de los estadísticos
para cada tamaño muestral. Se han realizado 10000 replicaciones para las series con 500
observaciones, 20000 para las series de 250 observaciones y, 50000 para las de 100 y 50
observaciones. El número de retardos para la primera diferencia es igual a la raíz cúbica
del tamaño muestral (q = T”3) tal y como recomendaron Said y Dickey (1984).
Como es lógico, la magnitud de los percentiles para estadístico del supremo es
siempre mayor que el correspondiente para la media. Todos los estadísticos considerados
son bastante robustos ante cambios en el tamaño muestral, si bien presentan evoluciones
diferentes. Si nos fijamos en los valores críticos del 5% y 10%, observamos que para los
estadísticos obtenidos a partir de la regresión (111.2) (Supt~,, Meant~
1, Supt~2 y Meant~2),
aumentan a medida que lo hace el tamaño muestral. Por el contrario, para los estadísticos
calculados en las regresiones (111.3) y (111.4), es decir Supt«,, Meant«,, Supt«2, Meant«2,
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esos mismos percentiles disminuyen ligeramente cuando el tamaño muestral se incrementa.
Aunque las variaciones de magnitud no son excesivamente grandes, éstas son mayores en
los estadísticos Supt«1, Meant~,, Supt ¿nY Meant «, presentan una varianza ligeramente
superior a la del otro grupo. También, apreciamos que los valores de los percentiles
correspondientes a los estadísticos que consideran la segunda parte de la muestra, Supt~2,
Meant~2, Supt~2 yMeant«2, son ligeramente superiores a los que consideran la primera
parte de la muestra, es decir Supt~1, Meant~1, Supte, y Meanta, respectivamente.
111.3.2. DísroRsIoNEs EN EL TAMAÑONOMINAL BAJO TENDENCIAS ESTOCÁSTICAS NO
NULAS
Como señalamos antenormente, las distribuciones han sido calculadas bajo la
hipótesis nula de existencia de una raíz unitaria sin tendencia estocástica, es decirpaseo
aleatorio. Nos preguntamos ahora sobre cuáles pueden ser los efectos distorsionantes sobre
dichas distribuciones originados porla existencia de una tendencia estocástica no nula. Los
resultados de tal análisis aparecen en la Tabla 111.2. Al igual que en las tablas restantes, la
primera fila refleja la parametrización utilizada en la alternativa para la que queremos
calcular lapotencia de los contrastes. En la fila segunda aparecen reflejados los percentiles
para los que se van a llevar a cabo las simulaciones. La primera columna muestra los
estadísticos que vamos a utilizar y, por último en el resto de las columnas, están los
porcentajes de rechazo de la hipótesis nula para cada uno de los contrastes. Con los valores
críticos del 10% y del 5% que aparecen en la Tabla 111.1, correspondientes a cada
estadístico, calculamos el porcentaje de rechazos de la hipótesis nula frente a una hipótesis
alternativa que contempla un proceso paseo aleatorio con tendencia estocástica no nula.
Los distintos valores empleados en las simulaciones para la tendencia estocástica no nula
se corresponden con los asignados al parámetro ji, siendo éstos .5, 1 y 2 respectivamente.
El número de replicaciones que hemos realizado para calcular la potencia, ha sido la mitad
del usado para tabular las distribuciones empíricas, es decir 5000, 10000, 25000 y 25000
para los tamaños muestrales de 500, 250, 100 y 50 observaciones respectivamente.
En general, ninguno de los estadísticos mantiene el tamaño conecto cuando aparece
una tendencia estocástica no nula en el proceso. Todos son muy conservadores y, como se
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puede apreciar tal carácter se acentúa a medida que aumenta el tamaño muestral y cuanto
más grande es el parámetro que captura la tendencia estocástica. Aun así, son los
estadísticos Meant~1, Meant~2, Meantai y Meant«2 los que rechazan un porcentaje de veces
menor la hipótesis nula. Un comportamiento similar es el que presenta el ADF, aunque éste
es un resultado ya conocido en la literatura pues, el parámetro de tendencia estocástica se
considera “ruidoso” en su distribución asintótica. La distorsión que hemos detectado no
es alarmante, ya que al elegir los valores críticos correspondientes a la hipótesis nula de
raíz unitaria y sin tendencia estocástica, lo que se origina es una minimización del error de
tipo 1, es decir se rechaza menos la hipótesis nula cuando es verdadera.
Presentamos también en la Tabla 111.1, la estimación delpunto de corte cuando éste
no se ha introducido en el PGD. En general, todos lo sitúan alrededor del punto medio,
pero con cierto sesgo si pensamos que en estas circunstancias deberían situarlo en la mitad
de la muestra. Se aprecia un comportamiento regular de los estimadores Nsupt~,, y
Nsupt~2. El primero, siempre presenta un sesgo negativo con y sin tendencia estocástica,
excepto para muestras de 50 observaciones. Para el segundo, por el contrario, es positivo
cuando el proceso tiene tendencia estocástica y negativo si no la tiene. En el caso de
muestras grandes apenas existe sesgo.
111.3.3. ALTERNATIVAS PARCIALMENTE ESTACIONARIAS Y SIN TENDENCIA
ESTOCÁSTICA EN LA PARTE NO ESTACIONARIA
El siguiente análisis nos vamos a centrar en estudiar el comportamiento de todos
los contrastes frente a alternativas caracterizadas por series con una primera parte
estacionaria y media nula y, otra segunda parte no estacionaria y sin tendencia estocástica.
Para realizar el análisis utilizamos un PGD que contiene ambas características. Por otro
lado, el hecho de que la parte no estacionaria del PGD no presente tendencia estocástica
no viola la hipótesis nula. Esta se incumple en la parte del proceso que es estacionaria. Esto
nos va a permitir realizar una doble labor, pues por un lado podremos reflejar el porcentaje
de rechazos de la hipótesis nula y por otro, obtendremos información acerca de la
estimación del punto de corte, o lo que es lo mismo, del momento en el que el
comportamiento de la serie pasa de estar caracterizado por un proceso estacionario a otro
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proceso integrado de orden uno.
Las simulaciones se han realizado con un PGD con un sólo punto de corte en la
mitad de la muestra. Así delimitamos la parte estacionaria de la no estacionaria. Dicho
PUD es el siguiente,
Y¿ g1+p1Y ~ + t Ir..,T/2
(111.11)
‘Y i.’24-P2¼-,+ t T12+1,...,T
con la perturbación aleatoria, E~ ruido blanco en todo momento del tiempo. En la
parametrización utilizada, hemos considerado valores del coeficiente de correlación que
aproximen las series simuladas a las que se observan en la realidad. Adicionalmente,
consideramos el caso en el que se aleja bastante de la raíz unitaria. De esta forma,
podremos observar claramente cuál es el comportamiento de los contrastes en este
contexto de simulación considerado.
En la Tabla 111.3, recogemos los resultados de las simulaciones correspondientes
a los diferentes tamaños muestrales y los valores del vector de parámetros (p,, p2, ji,. ji2)
— (.95, 1, 0, 0), (.8, 1, 0, 0) y (.5, 1, 0, 0). También aquí presentamos los resultados
referentes a la estimación del punto de corte en la raíz unitaria. Para cada iteración, se
selecciona y almacena la observación asociada al supremo del estadístico correspondiente.
De esta forma al final del proceso iterativo, obtenemos un vector tenemos todo un vector
en el que se han recogido todas las posibles localizaciones del punto de corte. De ese vector
calculamos la media y la desviación típica y, dado que sabemos a priori dónde se ha
situado el cambio, podemos evaluar el sesgo y la precisión con la que se ha estimado dicho
punto de corte.
Del conjunto de estadísticos, los que rechazan la hipótesis nula un porcentaje de
veces mayor, son justamente aquellos que contrastan la existencia de raíz unitaria en la
pnmera parte del proceso, es decir Supt~,, Meant~,, Supt «~ y Meant «., Aunque los
porcentajes de rechazo son bastante similares para los cuatro estadísticos, son ligeramente
superiores en los dos primeros. Además, los supremos siempre rechazan H~ un porcentaje
de veces mayor. Para tamaños muestrales de 500 observaciones, los porcentajes rondan el
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42% cuando la primera mitad del PGD presenta un coeficiente de correlación próximo a
la unidad. A medida que el coeficiente de correlación se hace más pequeño, el porcentaje
llega a ser del 100%. La potencia disminuye a medida que lo hace el número de
observaciones considerado aunque el orden se mantiene. Así, para series con 100
observaciones, los supremos (medias) pasan de rechazar el 13% (12%) aproximadamente,
cuando p1 toma el valor de .95, a un rechazo del 76% (52%) si su valordesciende a .5. El
grupo de estadísticos que contrastan la existencia de una raíz unitaria en la segunda parte
de la muestra, Supt~2, Meant ~> Supt02 y Meant a~ mantienen el mismo orden que el
indicado en los anteriores, sin embargo, dado que en estaparte del proceso no se incumple
la hipótesis nula, el porcentaje de rechazos es menor y se mantiene cercano a su tamaño
nominal cuando el número de observaciones se reduce. Por el contrario, para tamaños
muestrales más amplios, todos se muestran muy conservadores, acentuándose ese
comportamiento a medida que disminuye el coeficiente de correlación muestral en la parte
estacionaria de la serie simulada. Por ejemplo, para tamaños muestrales de 500
observaciones y p1 igualaS, tenemos porcentajes de rechazo del 0.03% aproximadamente
para Supt~2, Meant~2 y Supt~2 y, próximos al 0.004% para Meant«2.
El contraste ADF estándar presenta muy poca potencia frente a series generadas
en el escenario que estamos considerando. El porcentaje de rechazo siempre está próximo
a su tamaño nominal sin grandes oscilaciones a medida que aumenta el tamaño muestral
o disminuye el coeficiente de correlación muestral. La pequeña excepción se presenta con
tamañosmuestrales grandes y un coeficiente de correlaciónpróximo a la unidad y, aun así,
elporcentaje derechazos de la hipótesis nula apenas supera el 15%. Curiosamente, cuando
la parte estacionana del proceso está caracterizada por el coeficiente de correlación más
pequeño, es decir p, toma el valor de .5, el porcentaje de rechazos de la nula está muy
próximo a su tamaño nominal. Estos resultados ponen de manifiesto que, al analizar la
estacionariedad de las series parcialmente integradas de orden uno, hay mirar con
precaución los resultados generados por los contrastes de ralees unitarias y, en particular
los del ADF que es el más comúnmente utilizado. Podemos estar aceptando que la serie
no es estacionaria en su totalidad cuando en realidad no lo es en una parte de la misma.
Respecto a la estimación del punto de corte, como se puede apreciar hay un
comportamiento similar en los estimadores Nsupt~1, Nsupt~2 y Nsupt~1. Todos ellos
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presentan un sesgo positivo cuya magnitud varía en función de los tamaños muestrales y
es desigual para los tres estimadores. Para tamaños muestrales de 50 y 100 observaciones,
el estimador que presenta un menor sesgo es Nsupt~2, seguido de Nsupt~1 y por último
NSUPt«I. Para tamaños muestrales de 250 y 500 observaciones, el orden de menor a mayor
sesgo parece ser Nsupt~,, Nsupt~1 y Nsupt rEí estimador restante, Nsupt ,«~iempre
presenta un sesgo negativo para el percentil del 95%. Para el de 90% puede ser positivo.
En relación a la precisión con la que se estima el punto de ruptura, destacan Nsupt~1 y
Nsupt~2 porpresentar la menor vananza cuando la parte estacionaria está próxima a la raíz
unitaria. El siguiente estimador con menor varianza en este contexto es el Nsupta, y, por
último, el más impreciso es Nsupt~2. Cuando el carácter estacionario se acentúa, es decir
cuando Pi toma el valor .8 ó .5 siempre presentan menor varianza los que proceden del
contrate de raíz unitaria en la primera parte de la muestra, es decir Nsupt~1 y Nsupt«,.
Después está Nsupt~2 y finalmente, el que muestra una mayor varianza es Nsupt«2.
Puesto que los contrastes están diseñados específicamente para considerar
simultánea o alternativamente distintas submuestras dentro de una misma serie temporal,
podemos alterar orden de la estacionariedad del proceso estocástico dentro del escenario
que se considera en este apartado. Eso nos permitirá apreciar si existen diferencias de
comportamiento entre el grupo de estadísticos considerados, y si los que han sido
diseñados para detectar la estacionariedad en una parte en concreto de la serie, varían su
potencia respecto a la que mostraron en el conjunto de simulaciones realizadas
anteriormente. Por tanto, en el PGD del caso anterior, es decir
~= ~ + e, tz 1 T/2
Y¿ h4-P2~t-1 + t= T12+1,...,T (111.12)
se alteran los valores paramétricos del vector (pr, p2, j~, >‘2), de forma que ahora serán
respectivamente: (1, .95,0,0), (1, .8,0,0) y (1, .5,0,0). Según estos valores, las series que
se simulan serán integradas de orden uno sin tendencia estocástica, en la primera mitad y
estacionarias con media nula en la segunda, pues como en el caso inmediatamente anterior,
el punto de corte está situado en la mitad de la muestra.
Los resultados, tal y como se esperaría, cambian sustancialmente respecto a los del
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caso anterior. Como se aprecia en la Tabla 111.4, la potencia del ADF aumenta
considerablemente en relación a la mostrada cuando el proceso es estacionario al principio.
Para tamaños muestrales de 500 observaciones, rechaza la hipótesis nula alrededor del
33% de los casos para el percentil del 90% y, en tomo al 20% para el percentil del 95%.
Estos porcentajes disminuyen ligeramente cuando el tamaño muestral es de 250
observaciones. Para el resto de tamaños muestrales considerados, la potencia es menor que
en los casos anteriores, pero ahora se aprecia una gran dependencia respecto al coeficiente
de correlación, es decir cuanto más pequeño es éste y, por tanto más evidencia hay en
contra de la nula, mayor es el número de veces que se rechaza la hipótesis y al contrario
(para 100 observaciones y al 90%, rechaza el 16% cuando p2 toma el valorde .95 y el 30%
cuando p2 vale .5). Resumiendo, podemos decir que en el caso que nos ocupa la potencia
es mayor que en el anterior y, en ambos aumenta con el tamaño muestral y disminuye a
medida que se incrementa el coeficiente de correlación p.
El resto de los contrastes exhiben un comportamiento contrario al señalado en el
caso anterior. Los que contrastan la existencia de una raíz unitaria en la primera parte de
la muestra, Supt~,, Meant~1, Supt~, y Meant«1, rechazan la hipótesis nula un porcentaje
ligeramente superior a su tamaño nominal (11%, 15%, 13% y 16% respectivamente)
cuando el valor de p2 es .95 y 1 = 500 observaciones. Para el resto de los tamaños
muestrales, en general, los porcentajes se aproximan más al tamaño nominal de los
contrastes. Si nos fijamos en el percentil del 90%, observamos que siempre el contraste
basado en el Supt~, rechaza la hipótesis nula en todas las situaciones consideradas, un
porcentaje menor que el basado en la Meant~,, en cambio, para los otros dos, Supt~1 y
Meant~,, eso sólo ocurre cuando el valor de p F~ .95. Ello es debido a que los dos
primeros proceden de la regresión que tiene en cuenta las dos partes del proceso
simultáneamente, mientras que los dos últimos se obtienen a partir de la regresión que
considera únicamente la parte inicial del proceso (la que no incumple la hipótesis nula).
Los estadísticos que contrastan la existencia de una raíz unitaria en la segunda parte
de la muestra, es decir Supt~2, Meant~2, Supt~2 y Meanta2, tienen una potenciamuy superior
a la del caso anterior (estacionariedad al principio de la muestra). Los porcentajes de
rechazo aumentan cuanto más grande es el tamaño muestral y a medida que disminuye el
parámetro p. Como se puede ver en la Tabla 111.4, cuando los tamaños muestrales son
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pequeños (50 y 100 observaciones) y el valor de P2 es .95, los supremos rechazan la nula
un 14% y las medias un 17%. Esos porcentajes pasan a ser del 49% (24%) y 67% (36%)
respectivamente cuando consideramos tamaños muestrales de 500 (250) observaciones.
En general, se puede apreciar que el comportamiento de este grupo de estadísticos es muy
similar al de sus homólogos que contrastan la existencia de una raíz unitaria al principio
de la muestra cuando elPGD es estacionario en suprimera mitad. La diferencia está en que
cuando la estacionariedad se situa en la segunda parte de la series, la potencia es superior
en todos los casos y son ahora los estadísticos Meant~2 y Meant«2 los que rechazan un
número de veces mayor que los estadísiticos Supt~2 y Supt«2
El análisis conjunto de los dos tipos de alternativas consideradas en cadauno de los
casos anteriores, permite reafirmar de nuevo el comportamiento tan errático del ADF, el
cual puede llevar a aceptar que el proceso es no estacionario en su totalidad y, sin embargo,
no ser ese el caso. Este hecho se acentúa en los casos en los que la estacionariedad se sitúa
al final del proceso. Por tanto, se han de interpretar con mucha cautela los resultados de
este contraste. El resto de los estadísticos, tienen un comportamiento adecuado, en el
sentido que detectan correctamente en que parte de la muestra está situada la
estacionariedad.
La estimación del punto de corte muestra que todos los estimadores presentan
sesgo cuya magnitud aumenta tanto con el tamaño muestral como con el coeficiente de
correlación serial. Esto parece ser una consecuencia lógica delhecho de que al aproximarse
la parte estacionaria a la no estacionaria y aumentar la información disponible (T mayor),
los estimadores tienden a situar el posible punto de corte alrededor del punto medio de la
muestra. Cuando alguno de los dos supuestos anteriores (coeficiente de correlación serial
alto y tamano muestral grande) se rompe, entonces el cambio en al serie no es brusco sino
gradual, de ahí que, en general, el sesgo que muestran todos los estimadores sea mayor.
Apreciamos un comportamiento regular en todos ellos, de forma que para el Nsupt~1, y el
N5UPtai el sesgo es positivo y para los otros dos, Nsupt~2 y Nsupt ~es negativo. La
precisión con la que se estima dicho punto de corte, también muestra cierta regularidad.
Obsevamos que, en todos los casos que aqui se consideran, el estimador que menor
varianza tiene es el Nsupt~~ Después, para tamaños muestrales pequeños (50 y 100
observaciones) le sigue Nsupt~, y, para muestras más grandes (250 y 500 observaciones)
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el siguiente estimador con menor varianza es Nsupt~2. Por último, también podemos
apreciar que, si el sesgo es positivo, aumenta con el tamaño muestral para cualquier valor
del coeficiente de correlación serial y, en general, la varianza de estos estadísticos
disminuye. Cuando el sesgo es negativo, siempre disminuye con el valor de P2 igual a .8
y .5 y aumenta cuando pasa a tener un valor de .95. Para Nsupt~2 y Nsupt02 la varianza
siempre disminuye al incrementar el tamaño muestral.
111.3.4. ALTERNATIVAS PARCIALMENTE ESTACIONARIAS Y CON TENDENCIA
ESTOCÁSTICA EN LA PARTE NO ESTACIONARIA
En la Tabla 111.5 presentamos los resultados de las simulaciones correpondientes
un escenario distinto al considerado en el apartado anterior. Ahora se consideran series que
son estacionarias con media nula, en la primera mitad delperíodo muestral, y en la segunda
mitad son integradas de orden uno con tendencia estocástica no nula. Para caracterizar
series con ese comportamiento, la parametrización que hemos utilizado en el PUD viene
dadapor (p, p2, 11i~ 112,) = (.8, 1,0, .5), (.8, 1,0, 1) y (.8, 1,0,2). Dado que el parámetro
que captura la tendencia estocástica es positivo (>12 > 0), estamos estudiando el
comportamiento del conjunto de estadísticos ante sedes cuyas gráficas muestranun aspecto
convexo.
Los resultados reflejan elhecho sorprendente de que el ADE no rechaza lahipótesis
nulaen niguno de los escenarios planteados, a pesar de que las series son estacionarias en
la primera parte de la muestra. Este comportamiento, el cual también se puso de manifiesto
en el Capítulo II en el que se consideran series integradas de orden uno, inestables y con
aspecto convexo, puede explicarse por la existencia de correlación espúrea positiva entre
la primera diferencia de la serie y el nivel de la misma. Esto hace que valor del t-ratio,
asociado al parámetro 8 de la regresión del ADF sea positivo y, por ello no conduce al
rechazo de la hipótesis nula de existencia de una raíz unitaria. Tampoco rechazan la
hipótesis nula ninguno de los estadísticos que contrastan la existencia de una raíz unitaria
en la segunda parte de la muestra. Téngase en cuenta que en esta parte de la serie no se
incumple lahipótesis nula y, aunque se incluye una tendencia estocástica, ésta es estable.
Como vimos en la Tabla 111.2, dicha tendencia acentúa el carácter conservador de los
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contrastes. Por el contrario, los estadísticos del supremo correpondientes a los contrastes
de raíz unitaria en la primera parte de la muestra, Supt~, y Supt~1, rechazan la hipótesis
nula el 100% de las ocasiones para muestras de 500 observaciones. Para el resto de los
tamaños muestrales, el segundo de los estadísticos siempre supera en porcentaje de
rechazos al primero. Así en muestras de 250 observaciones, los porcentajes están en tomo
al 95% y 96% respectivamente llegando al 100% a medida que aumenta el parámetro de
la tendencia estocástica. Dichos porcentajes se reducen a medida que los tamaños
muestrales son más pequeños, y aun así llegan a alcanzar valores del 73% y 82% (28% y
41%) respectivamente para muestra de tamaño 100 (50) y con ji2 = 2. Presentan, pues un
comportamiento excelente para detectar estacionariedad en series con características
similares a las mostradas en esta sección. Por el contrario, los estadísticos basados en la
media de la secuencia de los supresmos, tanto los referidos a la primera parte de la muestra
como a la segunda, no detectan estacionariedad en ninguna parte de la serie.
La estimación del punto de corte en series de estas caracterísiticas mejora
ostensiblemente para algunos de los estimadores. Los relacionados con tos estadísticos de
la primera parte de la muestra, Nsupt~1 y Nsupt~1, porporcionan estimaciones bastante
fiables del punto de corte alrededor del punto medio, que es donde está situado a priori, con
muy poca vananza siempre menor en el primero. Generalmente, su sesgo es positivo en
todos los tamaños muestrales cuando el parámetro de la tendecia es pequeño (ji2 = .5) y,
negativo cuando dicho parámetro aumenta (ji2 = 1 ó 2). A pesar dc esa variación en signo
sumagnitud disminuye a medida que aumenta el tamaño muestral. El comportamiento de
los otros dos estimadores, Nsupt~2 y Nsupt«2, es muy errático y no aportan información
relevante acerca de la localización del punto de corte a medida que se incrementa la
tendencia estocástica y el tamaño muestral.
Al igual que hicimos en el apartado anterior, también aqui estamos interesados en
analizar si es relevante dónde situamos la parte estacionaria de la serie. En este caso, la
primera mitad de la serie será no estacionaria con tendencia estocástica no nula y la
segunda será estacionaria con media igual a cero. Por tanto, el POD estará caracterizado
por los valores paramétricos (Pi’ p2, ~ ji2) (1, .8, .5, 0,), (1, .8,1,0) y (1, .8,2,0). De
acuerdo con esta parametrización, gráficamente las series generadas en las simulaciones
tienen un aspecto cóncavo. De esta forma se podrá observar, al igual que se hizo en el
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Capítulo II, en qué medida el aspecto cóncavo o convexo de las series afecta al
comportamiento de los estadísticos.
Como se puede observar en la Tabla 111.6, se aprecia una diferencia relevante de
comportamiento en el ADF. Su potencia aumenta con el tamaño muestral y con el
parámetro de la tendencia estocástica. Para el percentil del 90%, y tamaños muestrales de
250 y 500 (50, 100) observaciones y valores del parámetro de la tendencia estocástica de
.5, los porcentajes de rechazo que alcanza son del 85% y 99% (28.5% y 46%)
respectivamente. Si nos fijamos en valores de la tendencia superiores, por ejemplo ji, = 2,
estos mismos porcentajes se elevan a 98% y 99.9% (42.7% y 62.6%). No obstante, aunque
la potencia que presenta este estadístico es elevada, la información que nos proporciona
puede confundir, pues estaríamos rechazando que el proceso es no estacionario
globalmente y, sin embargo, sólo lo es parcialmente. Este comportamiento también fue
destacado en el Capítulo II al considerar escenarios con series 1(1) e incluso 1(2) con
aspecto cóncavo. En ambos casos, la correlación espúrea negativa entre el nivel de la serie
y la primera diferencia ocasionarará un estadístico t negativo y significativo asociado al
parámetro 8, lo cual puede ser interpretado como un signo de estacionaried global.
En el resto de los estadísticos, hay un comportamiento bastante dispar. Para los
obtenidos a partir de los contrastes que tienen en cuenta la primera parte de la muestra, es
decir Supt~,, Meant~1, Supt«1 y Meantai, la potencia es muy escasa en términos generales
en cualquiera de los alternativas consideradas. El otro grupo, es decir Supt72, Meant~2,
Supt«2 y Meanta2, es más potentes. Rechazan el 100% de los casos en muestras de 250 y
500 observaciones y para cualquier valor de la tendencia estocástica. Estos porcentejes se
reducen cuando consideramos los otros dos tamañosmuestrales (50 y 100 observaciones).
Por ejemplo, para 50 observaciones cuando ji, = .5 (ji~ = 2), la potencia para los cuatro
estadísticos es de 27%, 27.3%, 40.6% y 48.7% (44%, 44.7%, 64.9% y 77.8%)
respectivamente, y pasa a ser del 60.5%, 63%, 74.3% y 82.6% (74.8%, 83.7%, 84% y
96.3%) en sedes de 100 observaciones. Como podemos apreciar, siempre los dos últimos
estadísticos tienen una potencia superior a los dos primeros y, además siempre están por
encima del porcentaje de rechazos asociados al ADF.
De la información que proporcionan los estimadores del punto de corte, sólo es
relevante la que muestran el Nsupt~2 y Nsupt«2, pues para los otros dos Nsupt~1 y Nsupt«1
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el sesgo es excesivamente elevado y positivo. Para los estimadores Nsupt~2 y Nsupt02, el
sesgo es negativo y, cuando ji1 aumenta, su magnitud se hace más pequeña, al que la
varianza. Lo mismo ocurre cuando se incrementa el tamaño muestral. Por tanto, podemos
afirmar que al producirse un cambio más brusco entre la parte estacionana y la no
estacionaria y, al aumentar el tamaño muestral, se reduce el sesgo (aproximándose a 0) y
la varianza con la que se estima el punto de corte de la tendencia estocástica. En general,
aunque el comportamiento de los estimadores es bastante aceptable el del Nsupt~2 es
ligeramente superior al del Nsupt«2.
111.3.5. ALTERNATIVAS ESTACIONARIAS.
En las Tablas 111.7 y 111.8, recogemos los resultados correspondientes al
comportamiento de los estadísticos en un escenario de estacionariedad total. Dentro de
este, hemos considerado los siguientes grupos de alternativas:
1) “Series con media nula y correlación serial (p) invariante”. Para analizar
cómo alteran los resultados iniciales valores alternativos de dicho parámetro, hemos usado
la siguiente parametrización en el PGD: (p, p2, ji,, ji) = (.95, .95,0, 0), (.8, .8, 0, 0) y (.5,
.5, 0, 0). Los resultados de las simulaciones aparecen en la Tabla 111.7.
2) “Series con media nula y parámetro p cambiante”. También aqui, hemos
analizado si la magnitud y posición del cambio afecta al comportamiento de los
estadísticos. Para teneren cuenta ese tipo de alternativas, hemos considerado la siguiente
parametrización en el PGD: (Pi, P2, ~ ji2) = (.7, .9,0,0) y (.9, .7,0,0). Los resultados
obtenidos, junto con los del siguiente escenario, aparecen en la Tabla 111.8.
3) “Series estacionarias con distinta media y coeficiente de correlación serial
constante”. El PGD viene caracterizado por los parámetros siguientes: (p,, p2, ji1, ji2) =
(.8, .8, 0, 1) y (.8, .8, 0, 2). De esta forma podemos analizar el efecto de las distorsiones
ocasionadas por variaciones en la magnitud de la media sobre el comportamiento de los
estadísticos.
Respecto al primer conjunto de alternativas, se puede apreciar un incremento de la
potencia de los contrastes a medida que aumentamos el tamaño muestral y disminuimos
Capítulo 111 100
el parámetro p. En general, ninguno de los estadísticos considerados destaca por tener una
potencia excesivamente baja. Todos tienen buena potencia frente a alternativas
estacionarias estables, especialmente los estadísticos Supty¡, Meant~1, Supt~2yMeant~2.
Para valores del parámetro p próximos a launidad, su potencia es ligeramente inferior a
la del ADF, sin embargo, para valores intermedios y pequeños, la superan ampliamente.
Por ejemplo, para muestras de 500 observaciones, el percentil del 90% y con parámetro p
— .8, la potencia del ADF es del 93% y, la de los estadísticos anteriores es del 99.54%,
99.1%, 98.9% y 99.7% respectivamente. A medida que se reduce el tamaño muestral, la
potencia disminuye y aun así sigue siendo superior a la del ADF, excepto para el Supt~2
cuyo porcentaje de rechazos está ligeramente por debajo. Para el resto de estadísticos,
aunque su comportamiento es aceptable, la potencia es ligeramente inferior a la del ADF.
En las cuatro primeras columnas de la Tabla 111.8 están reflejados los resultados
correspondientes al segundo grupo de alternativas que se han considerado. Como se puede
ver, el comportamiento del ADF no se ve afectado de forma negativapor distorsiones en
el parámetro p. Su potencia es ligeramente superior a la del caso aterior, pues rechaza la
hipótesis nula el 90% de las veces para muestras de 500 observaciones y, en tomo al 70%,
25% y 14% para las de 250, 100 y 50 respectivamente. Para el resto de los estadísticos,
apreciamos ligeras modificaciones en cuanto a potencia se refiere respecto al caso anterior.
Cuando el valor de p es más pequeño en la primera parte de la muestra,
independientemente del número de observaciones considerado, son los estadísticos Supt~1
y Meant~, los que más veces rechazan la nula, seguidos por Supta, y Meantai y, en
cualquiera de los casos, siempre es superior a la potencia del ADF. El otro grupo de
estadísticos, Supt~2, Meant~2, Supt«2 yMeant«2, aunque presentan una potencia más alta
que en el caso anterior (rechazan alrededor del 65%, 88%, 52% y 52% respectivamente
para muestras grandes) ésta es ligeramente inferior a la del ADF. La situación se invierte
cuando el valor de p es más pequeño en la segunda parte de la muestra, pues aunque el
ADF se ve afectado, ahora son los estadísticos Supt~2, Meant~2, Supt«2 y Meant losno ¿¿2’
que rechazan un mayor número de veces (99% de rechazos aproximadamente) y, siempre
superior en los dos primeros. El resto, es decir Supt~1, Meant~1, Supt~1 y Meant~1, en este
escenario rechazan la hipótesis nula un menor número de veces, 84%, 86%, 73% y 55%
repectivamente para 500 observaciones. Son porcentajes éstos inferiores a los que arroja
el ADF y a los presentados por ellos mismos en el escenario anterior.
Capítulo III 101
Los resultados del siguiente ejercicio de simulación que engloba el tercer conjunto
de alternativas estacionarias, aparecen en las cuatro últimas columnas de la Tabla 111.8. Si
nos fijamos en senes de tamaño muestral grande, llama la atención la pérdida de potencia
que se produce en el ADF, pues pasa de ser del 94% cuando la series no cambia su media,
tal y como vimos en la Tabla 111.7, al 30% cuando vanamos su media del proceso en 5
unidades. Además disminuye drásticamente, llegando a ser nula cuando incrementamos
aun más la media. Esta alteración en la potencia del contraste, es debida a que al cambiar
la media del proceso en la segunda parte de la nuestra, la media total de la serie ocupa una
posición intermedia entre O y 5 ó O y 10, según el caso analizado. Este hecho hace que
prácticamente, la mitad de las observaciones estén por debajo de la media y la otra mitad
por encima, lo cual conduce a coeficientes de correlación elevados, que hacen pensar que
la sene no es estacionaria cuando realmente si lo es pero con cambio en lamedia. El resto
de los estadísticos presentan un aumento en el porcentaje de rechazos si los comparamos
con los que aparecen, para el mismo valor de p, en la Tabla 111.7. En muestras de 500
observaciones, los porcentajes se sitúan alrededor del 99% para Supt~1, Meant~1, Supt~2
y Meant~2, al 70% para Supt«,, Meant«,, Supt«2 y Meant E general dichosyen torno a2~ n
porcentajes se incrementan cuando lo hace la media delproceso, pero disminuyen a medida
que el tamaño muestral se hace más pequeño. Estadisminución del tamaño muestral afecta
de manera desigual al conjunto de los estadísticos. Si nos fijamos en series de 100
observaciones, destacan los estadísticos Supt~2, Supt~2, los cuales mantienen porcentajes
de rechazo próximos al 70% cuando la media del proceso en la segunda parte de lamuestra
es 10. Si por el contrario, la media del proceso en su segunda mitad vale 5, entonces
parecen mostrar un mejor comportamiento los dos anteriores más el Supt~,.
En general los estimadores del punto de corte tienen un sesgo excesivo, positivo
o negativo dependiendo del estimador. Para el caso de alternativas estacionarias estables
(primer grupo), los estimadores Nsupt~1 y Nsupt0, sobreestiman generalmente el punto de
corte aumentando el sesgo cuanto más gande es el tamaño muestral. En cambio, ocurre
lo contrario con los estimadores Nsupt~2 y Nsupt «, Dado ese comportamiento, si
calculamos la media aritmética del resultado para Nsupt71 y Nsupt~2, obtenemos una
estimación con menos sesgo que el mostrado individualmente. Lo mismo sucede con el
Nsupt~1 y Nsupt«2.
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Cuando la media del proceso es nula, pero hay cambios en el coeficiente de
correlación (grupo segundo), sistemáticamente el Nsupt~1 y Nsupt~1 presentan sesgos
elevados y positivos. Los otros dos estimadores Nsupt~2 y Nsupt~2 tienen un sesgo
negativo, el cual, como los anteriores, aumenta su magnitud con el tamaño muestral. Al
variar la media del proceso, tal y como hacemos en el tercer grupo, laestimación del punto
de corte se aproxima bastante a la posición en la que ha sido situado en las simulaciones.
El sesgo se reduce prácticamente a cero a medida que aumenta el tamaño muestral y,
además la varianza es bastante pequeña. Este comportamiento se ve acentuado cuando el
salto en la media es más pronunciado.
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111.4.- CONCLUSIONES
En este capítulo proponemos una metodología para detectar raíces unitarias en
procesos estocásticos que presentan distintos órdenes de integración. Es decir, se considera
la posibilidad de que en un mismo proceso se puedan distinguir dos partes, una de las
cuales sea 1(1) y la otra 1(0). Para analizar este tipo de comportamiento, proponemos tres
contrastes secuenciales. El primero de ellos contrasta simultáneamente la no
estacionariedad en las dos partes en las que divide la muestra. Los dos restantes, lo hacen
en la primera y en la segunda submuestra respectivamente. De hecho, dos de ellos son
versiones restringidas del primero cuando se impone la hipótesis de existencia de raiz
unitaria en una parte de la muestra en concreto.
Las submuestras se generan al recorrer el punto de corte a lo largo de una ventana
donde se supone que, en algún momento del tiempo, el proceso estocástico cambia de
orden de integración. En cada una de esas submuestras se contrasta la hipótesis nula de
existencia de raíz unitaria frente a estacionariedad de forma similar a como lo hace el
contraste ADF estándar. Por tanto, para cada contraste tendremos asociadas una secuencia
de seudo t-ratios de tamaño igual al número de submuestras consideradas. De dichas
secuencias de estadísticos se toman dos representativos que son el supremo y la media. Al
haber considerado tres tipos de contrates, de los que el primero de ellos se aplica a dos
submuestras consecutivamente y los otros dos a una cada uno, tendremos cuatro secuencias
o lo que es lo mismo, ocho estadísticos2: Supt~1, Meant ~ Supt ~ Meant
correspondientes al primer contraste, Supt51, Meant«1, Supt~2 y Meant«2 conespondientes
al segundo y tercero de los contrastes respectivamente.
Asociados al estadístico del supremo, se toma como posible estimador del punto
en el cual el proceso cambia de orden de integración, a la observación que caracteriza a
la submuestra en la que dicho valor del supremo se ha producido. Dado e] número de
supremos, tendremos un total de cuatro posibles estimadores del punto de corte, a los que
se ha denominado: Nsupt~1, Nsupt~2, Nsupt«1 y Nsupt~2.
En los ejercicios de simulación llevados a cabo, también se ha considerado el contraste ADF estándar. Esto
permitirá comparar su potencia (frente a las distintas alternativas consideradas) con la de los contrastes que aquí
se proponen.
Capítulo III 104
El análisis de potencia de los estadísticos propuestos se ha estructurado de la
siguiente forma. Inicialmente, y para tamaños muestrales 500, 250, 100 y 50
observaciones, se han tabulado las distribuciones empíricas de los ocho estadísticos, bajo
la hipótesis nula de paseo aleatorio sin tendencia estocástica. El siguiente paso ha
consistido en analizar las distorsiones en el tamaño nominal de los contrastes, para los
percentiles del 90% y 95% cuando el paseo aleatorio presenta una tendencia estocástica
estable. Hecho lo anterior, pasamos a analizar lapotencia de los ocho estadísticos junto con
el ADF estándar en los dos escenarios considerados:
1) Estacionariedad parcial, caracterizado por los siguientes grupos de alternativas:
1.1 Primera parte 1(0) y segunda 1(1) sin tendencia estocástica.
1.2 Primera parte 1(1) sin tendencia estocástica y segunda 1(0).
1.3 Primera parte 1(0) y segunda 1(1) con tendencia estocástica.
1.4 Primeraparte 1(1) con tendencia estocástica y segunda 1(0).
2) Estacionariedad total, recogido en las alternativas caracterizadas por:
2.1 Media y coeficiente de correlación constastes.
2.2 Media constante y coeficiente de correlación no constante.
2.3 Media no constante y coeficiente de correlación constante.
Dentro de cada uno de los grupos de alternativas, se consideran varios valores
parámetricos, de esa manera podemos poner de manifiesto como varía lapotencia de cada
uno de los estadísticos ante cambios en un determinado parámetro. Además, para todas y
cada uno de ellas se analiza el sesgo y precisión de los estimadores del punto de corte.
En cuanto a la la tabulación de las distribuciones y al análisis de las distorsiones
en el tamaño nominal, se destaca, por un lado la robustez de las distribuciones empíricas
ante variaciones en el tamaño muestral y, por otro, el carácter conservadorque manifiestan
todos los estadísticos (incluido el ADF), el cual se acentúa a medida que aumentan el
tamaño muestral y el parámetro que captura la tendencia estocástica.
En relación a los análisis de potencia de todos los estadísticos frente a las
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alternativas que pertenecen al escenario 1), se pone de manifiesto, en primer lugar, el mal
comportamiento del ADF estándar frente a cuales quiera de las alternativas de este tipo.
Supotencia sólo es aceptable, como también sepuso de manifiesto en el capítulo anterior,
cuando las series presentan un aspecto cóncavo (alternativas 1.4), debido a la correlación
espúrea negativa entre la primera diferencia y el nivel de la serie. En los demás grupos de
alternativas, aunque las series son parcialmente 1(1), siempre las considera 1(1) en su
totalidad. Respecto al resto de los estadísiticos cabe destacar lo siguiente. Si la no
estacionariedad está situada en la segunda (primera) mitad de la muestra y no hay
tendencia estocástica, es decir series del grupo 1.1 (1.2) los estadísticos del Supt~1 y
Meant~1 (Supt~2, Meant~2) son los más potentes, seguidos del Supt«1 y Meant01 (Supt02 y
Meant«2). Cuando se introduce la tendencia estocástica, en las series del grupo 1.3 (de
aspecto convexo), serán los supremos Supt~1 y Supt~1 los que las detecten. Por el contrario,
cuando se trata de series 1.4 (de aspecto cóncavo), van a rechazar la hipótesis nula el
Supt~2, Meant~2, Supt«2, Meant«2 y ADF. Los estadísticos Supt~1 y Supt«1, manifiestan
cierta potencia, siempre inferioral grupo anterior y menos robusto frente a cambios en el
nivel de la tendencia estocástica. Por tanto, de lo anterior se deduce que:
a) Si las series son parcialmente estacionarias y sin tendencia estocástica, lo
detectarán los estadísticos diseñados para este tipo de alternativas: Supt~1, Meant~1,
Supt~2 y Meant~2 dependiendo de dónde se sitúe la estacionariedad.
b) Si presentan tendencia estocástica y tienen aspecto convexo, lo detectarán el
Supt~1 y el Supt~1 y, si tienen aspecto cóncavo lo harán el Supt~2, Meant~2 Supt«2,
Meant«2 y el ADF
Cuando se trata de series pertenecientes al escenario 2), también se pone de
manifiesto la dificultad del ADF para distiguir entre alternativas 1(1) e 1(0) con un cambio
en la media. De hecho considera iguales a ambos tipos de series. Frente a alternativas del
grupo 2.1, en general destaca el buen comportamiento de todos los estadísticos. De entre
ellos, son las medias las más potentes (y dentro de éstas la Meant~2, superada sólo por el
ADF cuando la alternativa más se aproxima a la raíz unitaria). Si se consideran cambios
en el coeficiente de correlación serial (series del grupo 2.2), también se aprecia buena
potencia en el total de los estadísticos (incluido el ADF). Sin embargo, si se cambia de
posición al menor coeficiente de correlación, son los estadísiticos deseñados para el
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contrastes de estacionariedad en esa parte en concreto los que mejor se comportan. Es
decir, si el menor coeficiente de correlación se sitúa en la primera mitad de la muestra,
serán los estadisticos Supt~1, Meant~1, Supt~1 y Meant«1 los más potentes y, si se sitúa en
la segunda mitad, lo serán el Supt~2, Meant~2, Supt«2 y Meant~. En series del grupo 2.3,
todos los estadísticos [a excepción del ADF que las considera 1(1)] presentan muy buena
potencia. Si el cambio no es muy elevado, los más potentes son el Supt~1, Supt~2, Meant~2
y Meant~1 respectivamente.
Repecto a la localización del punto de corte, los estimadores no muestranresultados
concluyentes. Téngase en cuenta que la transición de un orden de integración a otro,
aunque en el trabajo se supone a partir de una observación en concreto, en la realidad es
un cambio gradual, de ahí la dificultad que presentan los estimadores a la hora de situarlo
en una observación en particular. Cuando aparecen tendencias estocásticas, el sesgo y
varianza son pequeños. Admitimos la posibilidad de que la introdución de tendencias
deterministas ayude a situarlo en fechas próximas a donde se produce, sin embargo, dado
que se aumenta el número de regresores puede que la potencia de los contrastes se vea
disminuida. No obstante, ambos aspectos quedan emplazados para un trabajo de
investigación posterior.
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APÉNDICE 111.1 TABLAS.
TABLA 111.1
DISTRIBUCIONES EMPÍRICAS
T=500
PERC Supt~ Meant~> Supt~2 Meant~2 Supt«1 Meant~, Supt«2 Meanta2
1% -4.196 -3.060 -4.670 2.991 -4.132 -2.954 -4.627 -2.874
2.5% -3.899 -2.807 -4.379 -2.767 -3.849 -2.695 -4.355 -2.662
5% -3.632 -2.581 -4.178 -2.560 -3.858 -2.477 -4.130 -2.469
10% -3.368 -2.341 -3.896 -2.355 -3.324 -2.252 -3.886 -2.267
20% -3.052 -2.057 -3.588 -2.095 -3.021 -1.980 -3.589 -2.030
50% -2.511 -1.533 -2.994 -1.615 -2.496 -1.474 -3.012 -1.570
T=250
PERC SUPtTI Meant~1 Snpt~2 Meant~2 Supt~1 Meaut«1 Snpt«2 Meant~2
1% -4.183 -3.105 -4.627 -2.969 -4.093 -2.938 -4.592 -2.791
2.5% -3.889 -2.813 -4.332 -2.764 3.795 -2.683 -4.304 -2.600
5% -3.643 -2.606 -4.100 -2.566 -3.562 -2.478 -4.056 -2.437
10% -3.371 -2.352 -3.834 -2.351 -3.301 -2.233 -3.797 -2.238
20% -3.066 -2.063 -3.523 -2.094 -3.005 -1.959 -3.506 -1.999
50% -2.492 -1.532 -2.951 -1.621 -2.456 -1.457 -2.948 -1.557
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¶P=100
PERC Supt~l Meant~1 Supt~2 Meant~2 Snpt«1 Meant~1 Supt«2 Meant«,
1% -4.303 -3.202 -4.661 -3.052 -4.092 -2.912 -4.527 -2.750
2.5% -3.967 -2.893 -4.345 -2.803 -3.780 -2.645 -4.214 -2.543
5% -3.705 -2.655 -4.092 -2.596 -3.522 -2.402 -3.967 -2.373
10% -3.414 -2.389 -3.815 -2.376 -3.239 -2.168 -3.703 -2.177
20% -3.064 -2.080 -3.485 -2.116 -2.913 -1.892 -3.392 -1.953
50% -2.489 -1.548 -2.896 -1.646 -2.371 -1.399 -2.824 -1.518
T=50
PERC Supt~1 Meant,1 Supt~2 Meant~2 Supt~1 Meant«, Supt«2 Meant«2
1% -4.443 -3.233 -4.759 -3.065 -4.118 -2.881 -4.522 -2.647
2.5% -4.063 -2.913 -4.408 -2.797 -3.766 -2.575 -4.185 -2.453
5% -3.761 -2.644 -4.120 -2.587 -3.482 -2.346 -3.906 -2.277
10% -3.439 -2.370 -3.803 -2.362 -3.175 -2.089 -3.599 -2.085
20% -3.072 -2.063 -3.441 -2.095 -2.838 -1.798 -3.258 -1.858
50% -2.458 -1.518 -2.810 -1.607 -2.266 -1.308 -2.659 -1.419
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TABLA 111.2
DISTORSIONESEN EL TAMANO NOMINAL DE LOS CONTRASTESEN FUNCIÓN DE
~t.
T=500
95% 90% 95 % 95% 90%I 950/o
0.0076
0.0156
0.0008
0.0042
0.0006
0.0176
0.00 12
0.0040
0.0012
0.0028
0.0068
0.0004
0.0020
0.0004
0.0082
0.0004
0.00 18
0.0000
p1=p2=l, ~t1=p2=0 P¡P2 1, I’1P1 .5 PiPz 1, IJfl~2l Pi=Pf 1, ~‘=~¡~=2
0.0458
0.0426
0.0428
0.0454
0.0442
0.043 8
0.0456
0.0482
0.0422
0.0116
0.0 184
0.0030
0.0106
0.0012
0.0208
0.0034
0.01 14
0.00 18
0.0058
0.0078
0.0010
0.0042
0.0000
0.0092
0.0012
0.0044
0.0004
0.0032
0.0080
0.0008
0.0026
0.0000
0.0084
0.0004
0.0024
0.0000
ADF
SuptYI
Meant~1
Supt~2
Meant12
Supt«1
Meant«1
SUPt«2
Meant~2
90%
0.0940
0.0894
0.0926
0.0890
0.0902
0.09 18
0.09 10
0.0954
0.0932
90%F
0.0066
0.0 158
0.0020
0.0052
0.0004
0.0180
0.0016
0.0064
0.0000
T=250
p1=p2=1, ~~1=~=0p1=~=t !‘t>’z~
5 P¡P
2
1’ !ii9Ifl P0Pz1~ !Iff~L2=2
90% 95% 90% 95% 90% 95% 90% 95%
ADF 0.1044 0.0552 0.0103 0.0038 0.0075 0.0036 0.0090 0.0037
Supt~
1 0.1032 0.0506 0.0246 0.0113 0.0215 0.0100 0.0196 0.0092
Meant~1 0.0999 0.0517 0.0041 0.0016 0.0018 0.0002 0.0018 0.0005
Snpy 0.0973 0.0480 0.0172 0.0076 0.0097 0.0051 0.0064 0.0031
Meant!Z 0.0947 0.0481 0.0020 0.0004 0.0011 0.0003 0.0012 0.0005
Supt~1 0.1006 0.0525 0.0284 0.0131 0.0232 0.0117 0.0225 0.0108
Meantai 0.1005 0.0508 0.0042 0.0014 0.0015 0.0005 0.0015 0.0006
Snpt«2 0.1013 0.0505 0.0171 0.0080 0.0096 0.0045 0.0063 0.0023
Meant«2 0.0968 0.0470 0.0028 0.0007 0.0009 0.0002 0.0009 0.0003
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T=100
P?P~=1~ i’cflr O PiPz 1, gj~L2 .51 PiPz 1, g~p~t p1p2 1, g1g2 2
ADF
suptYl
Meant~1
Supty2
Meant~2
SUPt~I
Meant«,
Meant~2
90%
0.0992
0.0954
0.0918
0.0946
0.095 8
0.0997
0.0984
0.0959
0.0987
95%
0.0493
0.0469
0.0480
0.0498
0.0412
0.0473
0.05 18
0.0505
0.0474
90%
0.0177
0.0289
0.0093
0.0343
0.0052
0.0454
0.0 132
0.0432
0.0101
95 %
0.0089
0.0 144
0.0037
0.0168
0.00 11
0.0226
0.0063
0.0219
0.0031
90%
0.0143
0.0259
0.0034
0.0181
0.0011
0.0358
0.0052
0.02 10
0.0021
95%
0.0066
0.0120
0.0010
0.008 1
0.0001
0.0 177
0.00 14
O.0094
0.0003
90%
0.0 116
0.0226
0.0018
0.0135
0.0010
0.0326
0.0034
0.0151
0.0011
0.0052
0.0106
0.0007
0.0063
0.0001
0.0155
0.0008
0.0076
0.0004
T=50
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Nsupt~,
995~~ 90%
p>=1, P2nl, p,=~0.5, PC0~5
T=500 T=250 ‘[=100 T=50 ¡
Nsupt~
2
Nsupt~1
Nsupt~2
0.4504
(0.2527)
0.5840
(0.2091)
0.5 100
(0.2928)
0.5087
(0.2769)
0.4087
(0.2056)
0.63 18
(0.1999)
0.4490
(0.2462)
0.6121
(0.2266)
0.4165
(0.2030)
0.6232
(0.1820)
0.4565
(0.2410)
0.663 8
(0.1977)
0.4487
(0. 1918)
0.6037
(0. 1852)
0.5005
(0.2473)
0.5742
(0.2210)
0.4407
(0.1882)
0.5921
(0. 1867)
0.49 14
(0.2398)
0.5630
(0.2243)
90%
0.4314
(0.2231)
0.6254
(0.1835)
0.4888
(0.2774)
0.6030
(0.2406)
90%
0.5477
(0.1850)
0.5592
(0. 1768)
0.5967
(0.2364)
0.5080
(0.2221)
0.5542
(0.1844)
0.5540
(0.1784)
0.6080
(0.2349)
0.4951
(0.2199)
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Nsupt~,
Nsupt~2
Nsupt«1
Nsupt«2
90% 90% 90% 95% 90%
0.5281
(0. 19 14)
0.5950
(0.1814)
0.5787
(0.2363)
0.5453
(0.2285)
113
p1=l, P2=
1’ IIi=1, !‘~~
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.4554
(0.2125)
0.6625
(0.1382)
0.5041
(0.249 1)
0.5759
(0.2520)
0.4583
(0.2110)
0.6762
(0.1045)
0.5010
(0.2524)
0.5702
(0.2479)
0.4417
(0.2104)
0.6102
(0.2016)
0.4685
(0.2398)
0.5 888
(0.2259)
0.4259
(0.2066)
0.6254
(0.1888)
0.4545
(0.2343)
0.5963
(0.2103)
0.4682
(0. 1994)
0.6206
(0.1928)
0.53 13
(0.2470)
0.5794
(0.2343)
0.4626
(0.2045)
0.6004
(0.1933)
0.5 172
(0.2451)
0.5746
(0.2292)
0.5425
(0.1863)
0.5979
(0.1789)
0.5943
(0.2335)
0.5506
(0.2292)
p
1=1, P2=’, g1=2, 112=2
‘[=500
~
0.4206 0.4628
(0.2164) (0.2155)
T=250
ZEIZ~~
0.4578 0.4480
(0.1947) (0.1857)
‘[=100
]EIZ~~
0.4641 0.4620
(0.1960) (0.1968)
‘[=50
90%
Nsupt~1 0.5229 0.5 168
(0.1843) (0.1780)
Nsnpt~2 0.5910 0.6270
(0.2286) (0.1922)
0.5967 0.5752
(0.1891) (0.1858)
0.5954 0.6006
(0.1793) (0.1634)
0.5838 0.5810
(0.1855) (0.1834)
Nsupt«1 0.4917 0.5185 0.5078 0.4968 0.5222 0.5068 0.5816 0.5922
(0.2712) (0.2670) (0.2406) (0.2388) (0.2439) (0.2467) (0.2382) (0.2327)
Nsnpt«2 0.6134 0.6418 0.5500 0.5663 0.5563 0.5603 0.5207 0.5328
(0.2104) (0.1982) (0.2337) (0.2386) (0.2194) (0.2174) (0.2296) (0.2185)
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TABLA 111.3
ANALISIS DE POTENCIA.
T=500
90% 95%
0.1592
0.4322
0.4256
0.0760
0.0896
0.4052
0.3594
0.0662
0.0746
0. 1002
0.2794
0.2740
0.0344
0.0526
0.2544
0.2224
0.0326
0.0428
90% j 95%
0. 1248
0.9992
0.9246
0.0538
0.0570
0.9982
0.8228
0.0488
0.0230
0.0768
0.9938
0.8496
0.0258
0.0334
0.9912
0.7190
0.0254
0.0118
90% 95%
0.0950
1.0000
0.9986
0.0364
0.03 14
1.0000
0.9896
0.0324
0.0040
0.055 8
1.0000
0.9970
0.0164
0.0 170
1.0000
0.9736
0.0202
0.00 12
p1=.95, p2=t ~~=~‘~=O p1=.8, Pz=
1, 111=112=0 p~=.5~ p
2=1, ~i1=p{0
ADF
Supt,1
Meant~1
Snpt~2
Meant~2
SUPt~,
Meant«1
SUPt«2
Meant«2
‘[=250
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‘[=100
ADF
SuptYl
Meant~1
Supty2
Meant~2
SUpt~,
Meant«1
Supt«2
Meanta2
90% ¡ 95%
0.093 1
0.1197
0. 1203
0.0984
0. 1025
0.1104
0. 1037
0.0912
0.0856
0.0476
0.0604
0.0624
0.0482
0.0530
0.0522
0.0502
0.0418
0.0427
95 % 90%
0.0929
0.3 885
0.3097
0.0616
0.0716
0.3295
0.2223
0.0327
0.0157
0.0449
0.2492
0. 1867
0.0317
0.0378
0.205 1
0.1189
0.0156
0.0065
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p1.95, Pi’~
1’ !ICPCO ~ PM~ !I=11,=O p
1==.5, p2=l, !I1=112=0
90% ¡
0.0890
0.1877
0.1757
0.0809
0.09 10
0.1572
0. 1289
0.0572
0.0495
0.0467
0.1013
0.0948
0.0421
0.0496
0.0828
0.0602
0.0273
0.0230
‘[=50
Capítulo III 116
ESTIMACIÓN DEL PUNTO DE CORTE.
117Capitulo III
PI=-S, P~1~ 11iO, pi,=O
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.52 10
(0.0543)
0.5305
(0.1915)
0.5199
(0.0554)
0.4033
(0.3168)
Nsupt~
1
Nsupt~2
NSUPtai
Nsupt~2
90% ~ 90%
0.5 103
(0.0257)
0.5764
(0.2102)
0.5096
(0.0248)
0.5 148
(0.3 112)
0.5 103
(0.0257)
0.5839
(0.2155)
0.5096
(0.0248)
0.4944
(0.3218)
0.52 lO
(0.0544)
0.5469
(0. 1958)
0.5199
(0.0556)
0.4441
(0.3119)
90% 95%
0.5506
(0.1131)
0.5761
(0.1616)
0.55 16
(0.1306)
0.4340
(0.2870)
0.5507
(0.1115)
0.5629
(0.1637)
0.55 12
(0.1279)
0.4172
(0.29 19)
90%I ~
0.5748
(0.1429)
0.5603
(0,1627)
0.5947
(0.185 3)
0.3979
(0.2520)
0.5768
(0.1434)
0.5485
(0.1584)
0.59 17
(0.1834)
0.3713
(0.2446)
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TABLA 111.4
‘[=500
‘[=250
90% 95%
0.3345
0.0955
0.1177
1.0000
0.9999
0.1292
0.0820
1.0000
0.9998
0.2305
0.0549
0.0692
0.9999
0.9995
0.08 15
0.0450
0.9993
0.9982
Pf~1~ p2=.95, ~t1piO ¡ Pi=
1, P
2’
8~ !‘tPÉ0 p
1=1, Pt.
5~ 11111z0
90% 95 %
ADF
Supt~>
Meant~
1
Supt~2
Meant~2
Supte,
Meant~,
Supt~2
Meant~2
90%
0.2605
0.1124
0.1348
0.2448
0.3594
0.1099
0.14 10
0.2497
0.3630
0.1534
0.0617
0.0729
0.13 66
0.2120
0.0568
0.073 8
0. 13 52
0.2135
0.3452
0.1044
0.1341
0.8838
0.943 1
0. 1297
0.1129
0.8545
0.925 1
0.23 19
0.05 85
0.0727
0.7608
0.8603
0.0757
0.06 18
0.7223
0.8 188
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‘[=100
p1=l, p2=.95, g>=g~=0 p1=1, p2=.8, ~1=qt2=0 p~=l, p2=~.5, %t~=p2=O
90 % 95 %
ADF 0.1600 0.0846 0.2620 0.1557 0.3028 0.1983
Snpt~, 0.1046 0.0523 0.1065 0.0556 0.0943 0.0498
Meant71 0.1163 0.0576 0.1291 0.0696 0.1182 0.0653
Supt~, 0.1357 0.0697 0.3744 0.2297 0.8533 0.7244
Meant12 0.1704 0.0921 0.4923 0.3219 0.8985 0.7917
Supt~1 0.1011 0.0485 0.1079 0.0559 0.1159 0.0658
Meant«1 0.1172 0.0614 0.1091 0.0604 0.0776 0.0442
Supt~2 0.1371 0.0705 0.3576 0.2168 0.8138 0.6796
Meant«2 0.1745 0.0911 0.4850 0.3134 0.8787 0.7690
‘[=50
p~=t, p2=.95, 1111120 PM’ P2~
8, 1111120 Pi=1, p
2.5, 11x9~2’~
90% 95% 90% 95% 90% 95%
ADF 0.1126 0.0566 0.1789 0.0969 0.2445 0.1443
Supt1, 0.1002 0.0498 0.1055 0.0529 0.1010 0.0517
Mcant~1 0.1066 0.0551 0.1213 0.0620 0.1226 0.0658
Supt~2 0.1157 0.0595 0.2039 0.1109 0.4570 0.2930
Meant~2 0.1287 0.0660 0.2571 0.1497 0.5511 0.3866
Supt~1 0.0965 0.0476 0.0950 0.0473 0.1043 0.0566
Meant«1 0.1000 0.0500 0.1001 0.0503 0.0836 0.0456
Supt«, 0.1190 0.0590 0.1945 0.1023 0.4276 0.2723
Meant«2 0.1313 0.0679 0.2584 0.1475 0.5393 0.3848
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90% ¡ 95% 90% 90% ¡ 95% 90% ¡ 95%
0.5941
(0.1864)
05245
(0.1792)
0.7069
(0.2539)
0.4289
(0.2234)
0.5981
(0.1853)
0.5234
(0.1769)
0.7246
(0.2482)
0.4197
(0.2 195)
p1=1, p2.95, g~0, 1120
‘[=500 ‘[=250 T=100 ‘[=50
0.5905
(0.2574)
0.4101
(0.1540)
0.8117
(0.2912)
0.3635
(0. 1829)
0.6052
(0.2465)
0.4110
(0.1552)
0.82 14
(0.2807)
0.3612
(0.1842)
0.5525
(0.2401)
0.4350
(0.1857)
0.6998
(0.3063)
0.3650
(0.2151)
0.5476
(0.2370)
0.4250
(0.1780)
0.7083
(0.3035)
0.3594
(0.2064)
0.5761
(0.2085)
0.4930
(0. 1875)
0.6882
(0.2765)
0.4084
(0.2280)
0.5805
(0.2031)
0.4868
(0.1830)
0.6918
(0 .27 13)
0.3999
(0.222 1)
p1=1, p2=.8, 11i=0, 112=0
‘[=500 ‘[=250 ‘[=100 ‘[=50
Nsupt~1
Nsupt~2
NsuPt~,
Nsupt«2
0.7209 0.7388
(0.2245) (0.2091)
0.4461 0.4462
(0.0745) (0.0745)
0.9450 0.9514
(0.1875) (0.1773)
0.4389 0.4392
(0.0881) (0.0877)
0.6804 0.6931
(0.2317) (0.2274)
0.4198 0.4201
(0.1154) (0.1139)
0.9232 0.9365
(0.2054) (0.1877)
0.3941 0.3952
(0.1375) (0.1349)
0.6145 0.6216
(0.2148) (0.2148)
0.4388 0.4363
(0.1549) (0.1524)
0.8417 0.8522
(0.2500) (0.2399)
0.3682 0.3669
(0.1834) (0.1799)
0.6119 0.6202
(0.1908) (0.1852)
0.4895 0.4869
(0.1674) (0.1634)
0.8013 0.8071
(0.2434) (0.2374)
0.3908 0.3830
(0.2000) (0.1957)
Nsupt~1
Nsupt~2
Nsupt«1
NsuPt~.
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90% ¡ 95% 90% ¡ 95% 90% j 95% 90% ¡ 95%
0.6383
(0.1894)
0.4647
(0. 1372)
0.9223
(0. 1630)
0.39 14
(0. 1660)
0.6467
(0.1842)
0.4652
(0.1353)
0.9320
(0. 1440)
0.39 13
(0. 1642)
p1=l, p2=.5, 11~=0, 112=0
‘[=500 T=250 ‘[=100 ‘[=50
0.7640
(0.1781)
0.4849
(0.0279)
0.9694
(0. 13 92)
0.4844
(0.028 1)
0.7830
(0. 1703)
0.4849
(0.0279)
0.9725
(0.1331)
0.4844
(0.0281)
0.7451
(0.1912)
0.4658
(0.0616)
0.9596
(0.1541)
0.4610
(0.0694)
0.7462
(0.1923)
0.4658
(0.0616)
0.9655
(0. 1426)
0.4610
(0.0694)
0.6742
(0.2064)
0.4419
(0.1131)
0.9535
(0. 1428)
0.4087
(0.1372)
0.6866
(0.20 10)
0.4434
(0.1121)
0.9572
(0.1350)
0.4114
(0.1349)
Nsnpt~1
Nsnpt~2
Nsupt«1
Nsupt~2
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TABLA 111.5
‘[=500
Pi=.8, Pz=:1, p~0, 11?~~ PI=.8, P~t !‘i~~, ~=l p1=.8, p2=l, 111=0, I½2
90% 95% 90% 95% 90% 95%
ADF 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Supt~, 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Meant~1 0.1136 0.0428 0.1950 0.0586 0.7480 0.4512
Supt~2 0.0024 0.0012 0.0000 0.0000 0.0000 0.0000
Meant72 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Supt«1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Meant«1 0.0020 0.0004 0.0000 0.0000 0.0164 0.0008
Supt«2 0.0010 0.0002 0.0000 0.0000 0.0000 0.0000
Meant~2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
T=250
p1=.
8, p
2=1, 111=0, !‘?.5 pf.8, Pz
t’ 11i0, II?1 P0’~.8, P
2=t 1t~=0, 11f
2
90% 95% 90% 95% 90% 95%
Al» 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Supt~
1 0.9461 0.8780 0.9979 0.9911 1.0000 0.9988
Meant~1 0.0540 0.0224 0.0245 0.0055 0.0956 0.0228
Supt~2 0.0052 0.0017 0.0000 0.0000 0.0000 0.0000
Meant~2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
SUPt~1 0.9630 0.9125 0.9988 0.9951 1.0000 0.9995
Meantaí 0.0062 0.0022 0.0001 0.0000 0.0006 0.0000
SUPt«2 0.0040 0.0014 0.0000 0.0000 0.0000 0.0000
Meant«2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Capítulo III 123
‘[=1 00
p1=.8, p2=I, 11~=0, ~ p1=.8, P~’l’ Ihi=i~, 11~=l p1=.8, p2=1, g~0, p~2
90% 95% 90% 95% 90% 95%
ADF 0.0007 0.0004 0.0000 0.0000 0.0000 0.0000
Supt~1 0.3080 0.1842 0.5474 0.3869 0.7339 0.5823
Meant~1 0.0507 0.0200 0.0100 0.0028 0.0063 0.0006
Supt~, 0.0095 0.0036 0.0004 0.0002 0.0000 0.0000
Meant~2 0.0006 0.0004 0.0000 0.0000 0.0000 0.0000
Supt«1 0.4153 0.2646 0.6614 0.4991 0.8163 0.6798
Ment«1 0.0234 0.0098 0.0013 0.0001 0.0001 0.0000
Supt«2 0.0132 0.0055 0.0003 0.0001 0.0000 0.0000
Meantai 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000
‘[=50
p,.8, P2
1’ ~I~=0,p{.5 p
1=.8, P2=
t’ g~=0, 112=1 p
1=.8, p2=1, p~=O,g~=2
90% 95% 90% 95%
ADE 0.0082 0.0045 0.0000 0.0000 0.0000 0.0000
Supt~1 0.1303 0.0638 0.1829 0.0953 0.2898 0.1719
Meant~> 0.0636 0.0276 0.0182 0.0065 0.0055 0.0013
Supt~2 0.0 186 0.0077 0.0020 0.0007 0.0002 0.0000
Meant~2 0.0092 0.0041 0.0001 0.0000 0.0000 0.0000
SUPt~I 0.1888 0.1019 0.2935 0.1673 0.4125 0.2672
Meant«, 0.0495 0.0209 0.0066 0.0020 0.0006 0.0001
SUPt«2 0.0202 0.0091 0.0032 0.0014 0.0003 0.0001
Meant«2 0.0050 0.0019 0.0000 0.0000 0.0001 0.0000
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90% 950/o 90%
p1=.8, P2=t tt=
0, p~=•~
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.5029
(0.0264>
0.7892
(0.0495)
0.5022
(0.0293)
0.7412
(0.1088)
0.5029
(0.0264)
0.8003
(0.0373)
0.5022
(0.0293)’
0.7720
(0.0000)
L~úJ 95%
0.5022 0.5030
(0.0550 (0.0535)
0.7837 0.7908
(0.0696) (0.0644)
0.4992 0.4998
(0.0602) (0.0592)
0.7727 0.7580
(0.0914) (0.1039)
0.5146
(0.1050>
0.7325
(0.0989)
0.5048
(0.1108>
0.7070
(0.1144)
0.5192
(0.1027)
0.7286
(0.0982)
0.5070
(0. 1086>
0.7130
(0. 1085)
90%
0.5662
(0.1437)
0.6621
(0.1420)
0.5462
(0.1519)
0.6266
(0.1942)
0.5743
(0. 1429>
0.6495
(0.1434)
0.5465
(0.1509)
0.6189
(0.1952)
p,=.8, p
2=1, 11<0, 1121
‘[=500 ‘[=250 ‘[=100 ‘[=50
00,4987 0.4987(0.0196) (0.0196)
§~95%
0.4950 0.495 1
(0.0410) (0.0406)
90% 95% 90% 95%
Nsupt~1 0.4958 0.4980
(0.0699) (0.0660)
0.5210 0.5223
(0.0910) (0.0892)
Nsupt~, 0.0180 0.0180
(0.0000) (0.0000)
0.0280 0.0280
(0.0000) (0.0000)
0.7950 0.8050
(0.0568) (0.0265)
0.7800 0.7857
(0.0989) (0.0854)
Nsupt~j 0.4981 0.4981 0.4922 0.4923 0.4880 0.4909 0.5087 0.5121
(0.0241) (0.0214) (0.0467) (0.0465) (0.0795) (0.0762) (0.0962) (0.0944)
Nsupt~2 0.0180 0.0180 0.0280 0.0280 0.7983 0.8300 0.7744 0.8014
(0.0000) (0.0000) (0.0000) (0.0000) (0.0668) (0.0283) (0.1052) (0.0827)
Nsupt~,
Nsupt~2
Nsupt«,
Nsupt~2
125
90% ¡ 95% 90%
0.4964
(0.0 192)
0.0 180
(0.0000)
0.4966
(0.0193)
0.0 180
(0.0000)
¡ 90% y~o4
0.4850
(0.0641)
0.060
(0.0000)
0.4822
(0.0696)
0.0600
(0.0000)
p>=.8, p2=1, JtJ=0, $2~
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.4964
(0.0192)
0.0180
(0.0000)
0.4966
(0.0193)
0.0 180
(0.0000)
0.4918
(0.0372)
0.0280
(0.0000)
0.4914
(0.0392)
0.0280
(0.0000>
0.4918
(0.0372)
0.0280
(0.0000)
0.49 14
(0.0392)
0.0280
(0.0000)
0.4877
(0.0603)
0.0600
(0.0000)
0.4849
(0.0663)
0.0600
(0.0000)
Capítulo III
Nsupt~1
Nsupt~2
NSUPt«I
Nsupt~2
?!?04
0.5023
(0.0712)
0.6280
(0.3261)
0.4973
(0.0791)
0.7880
(0.13 90>
0.5062 ¡
(0.0675)’
0.1000
(0.0000)
0.5011
(0.0755),
0.8400 ¡
(0.0000)
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TABLA 111.6
‘[=500
‘[=250
95 % 95%
p1=4, p2=.8, g~=.5, ~=0 Pi=
1’ p
2=.8, 11~’1, ,i<0 pt=1, p<.8, 11<2, prO
0.7287
0.0922
0.0066
0.980 1
0.9872
0.3799
0.0604
0.9926
0.9976
90% ¡
0.9920
0. 1 741
0.0003
0.9995
1.0000
0.8 168
0.0540
1.0000
1.0000
0.9623
0.0704
0.0000
0.9966
0.9996
0.6601
0.0150
0.9998
1,0000
ADF
SuptYj
Meant1,
SIIptYz
Meant~2
SUPt«,
Meant«1
Supt«2
Meant~2
90%
0.850 1
0.1710
0.0 192
0.9955
0.9969
0.5 161
0. 1233
0.9985
0.9997
90%
0.9806
0.0019
0.0000
0.9988
0.9998
0.4 100
0.0007
0.9997
1.0000
0.8449
0.0005
0.0000
0.9946
0.9984
0.1657
0.0001
0.9967
0.9999
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‘[=100
Pr1’ Pz’.8~ !~<-5, Pz<> ~ ~2=.8’»<1, >i~=O p<l, p2=.8, ut<2, ~t=0
90 O/o 1
0.4476
0.0270
0.0110
0.4239
0.4257
0.1722
0.07 16
0.6532
0.7550
Al»
Supt
11
Meant
Supt12
Meant72
SUpt«1
Meant~1
Supt~2
Meant«2
90%
0.285 1
0.0524
0.0503
0.2707
0.2732
0. 1202
0.1071
0.4065
0.4875
95%
0.1646
0.0244
0.0255
0. 1459
0.1452
0.0628
0.0585
0.2392
0.3 197
95 %
0.2672
0.0100
0.0046
0.2445
0.2478
0.0889
0.03 16
0.4300
0.5745
90% j 95%
0.4273
0.0063
0.0020
0.4422
0.4477
0.1088
0.0284
0.6492
0.7778
0.2009
0.0015
0.0004
0.2707
0.2621
0.0413
0.0094
0.4235
0.5958
‘[=50
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90% ¡ 95% 90% 95% 90% ¡ 95%
p1=1, p2=.8, g~=.5, 1120
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.8454
(0.0339)
0.4781
(0.0526)
0.9917
(0.0156)
0.4682
(0.0876)
0.8454
(0.0354)
0.478 1
(0.0526)
0.9919
(0.095)
0.4682
(0.0876)
0.8189
(0.13 17)
0.4247
(0.0976)
0.9820
(0.0550)
0.3950
(0.1407)
0.8211
(0.1268)
0.4252
(0.0976)
0.9839
(0.0402)
0.3953
(0.1406)
0.7332
(0.2242)
0.3925
(0.1215)
0.9470
(0.1442)
0.3466
(0.1573)
0.7398
(0.2214)
0.3941
(0.1174)
0.9548
(0. 1255)
0.3484
(0.1553)
90%
0.6577
(0.2202)
0.4225
(0.1399)
0.8952
(0. 195 5)
0.3593
(0. 1722)
95%
0.6553
(0.2 168)
0.4197
(0. 1348)
0.903 8
(0.1825)
0.3555
(0.1652)
p,=1, p2=.8, p~=1, 112=0
‘[=500 ‘[=250 ‘[=100 ‘[=50
Nsupt~1
Nsupt~2
Nsupt~1
Nsupt«2
0.8480 0.8484
(0.0052) (0.0049)
0.5038 0.5038
(0.0255) (0.0255)
0.9935 0.9936
(0.0076) (0.0076)
0.5041 0.5041
(0.0345) (0.0345)
0.8498 0.8504
(0.0180) (0.0077)
0.4840 0.4842
(0.0745) (0.0740)
0.9900 0.9903
(0.0121) (0.0119)
0.4635 0.4636
(0.1235) (0.1234)
0.8263 0.8303
(0.1222) (0.1142)
0.4303 0.4366
(0.1184) (0.1159)
0.9809 0.9819
(0.0356) (0.0330)
0.3842 0.3919
(0.1659) (0.1640)
0.7445 0.7291
(0.2084) (0.2178)
0.4200 0.4247
(0.1222) (0.1196)
0.9645 0.9667
(0.0872) (0.0820)
0.3617 0.3676
(0.1611) (0.1597)
Nsupt~,
Nsupt~2
Nsnpt«1
Nsupt«2
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p>=l, p2=.8, 110:2, s<0
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.0180
(0.0000)
0.5 103
(0.0227)
0.9919
(0.0082)
0.5111
(0.0238)
0.8504
(0.0022)
0.5194
(0.0431)
0.9902
(0.0 109)
0.0260
(0.0002)
0.7700
(0.2310)
0.5 178
(0.0817)
0.9829
(0.0 197)
0.5086
(0.113 6)
Nsupt~1
Nsupt~2
Nsupt«1
Nsupt«,
90%
0.5720
(0.4798)
0.5 103
(0.0227)
0.9920
(0.0082)
0.5111
(0.0238)
292M
0. 85 12
(0.0056)
0.5 195
(0.0435)
0.9889
(0.0122)
0.5209
(0 .05 19)
94V0
0.7702
(0.2070)
0.5 132
(0.092 1)
0.98 14
(0 .02 13)
04972.
(0.1311)
90%
0.7090
(0.2161)
0.4753
(0.1150)
0.9693
(0.0540)
0.4306
(0.1604)
0.6853
(0.2288)
0.4821
(0. 1039)
0.97 17
(0.0475)
0.4490
(0. 1475)
Capitulo III 130
TABLA 111.7
‘[=500
P0:P<’95, 11<11<0 p<p2.8, Pí9~<0 P0:P0:-
5’ !10:!120
90% 95% 90% 95% 90% 95%
A!» 0.7046 0.5602 0.9346 0.8886 0.9194 0.8636
Supt~
1 0.5206 0.3614 0.9954 0.9878 1.0000 1.0000
Meant~1 0.6484 0.4754 0.9910 0.9730 0.9968 0.9882
Supt~2 0.3830 0.2412 0.9892 0.9652 1.0000 1.0000
Meant~ 0.7074 0.55430 0.9968 0.9904 0.9988 0.9962
Supt«1 0.4858 0.3442 0.9128 0.8390 0.9014 0.8392
Meantai 0.5942 0.4206 0.9366 0.8654 0.8630 0.7728
Supt~2 0.3522 0.2154 0.8518 0.7606 0.8366 0.7610
Meant«2 0.6522 0.4720 0.9618 0.9100 0.9080 0.8330
‘[=250
p<p,.95, g~=p20 p,=p2=.8, 11x9t0O P<P<~
5’ I~CI~f0
90% 95% 90% 95% 90% 95%
ADF 0.3767 0.2383 0.8102 0.7184 0.8362 0.7699
Supt
11 0.2562 0.1482 0.8458 0.7210 0.9959 0.9874
Meant~, 0.3133 0.1856 0.8639 0.7577 0.9565 0.9171
Supt~2 0.2030 0.1162 0.7498 0.5958 0.9878 0.9680
Meant~ 0.3671 0.2276 0.9120 0.8255 0.9850 0.9597
Supt«1 0.2178 0.1209 0.6645 0.5367 0.7562 0.6735
Meant«, 0.2761 0.1449 0.6796 0.5052 0.6715 0.5199
SUPt~I 0.1755 0.0907 0.5553 0.4122 0.6901 0.5857
Meant«~ 0.3129 0.1825 0.7473 0.5992 0.7432 0.6101
Capitulo 111 131
‘[=100
p1=p2=.95, ~1=p,=0 p1=p2=.8, ~tfq~=0 ~ 11<112=0
90% 95% 90% 95%
ADF 0.1615 0.0852 0.3918 0.2572 0.5463 0.4261
Supt~1 0.1449 0.0779 0.3498 0.2135 0.7021 0.5411
Meant1, 0.1584 0.0825 0.3910 0.2485 0.6597 0.5130
Supt,<2 0.1270 0.0653 0.2736 0.1633 0.6005 0.4386
Meant~2 0.1704 0.0945 0.4505 0.3065 0.7312 0.5964
Supte, 0.1206 0.0622 0.2321 0.1305 0.3760 0.2592
Meant«1 0.1339 0.0677 0.2210 0.1163 0.2385 0.1342
SUPt~2 0.1062 0.0537 0.1704 0.0932 0.2774 0.1792
Meant«2 0.1385 0.0712 0.2525 0.1436 0.2799 0.1704
‘[=50
132Capitulo III
ESTIMACIÓN DEL PUNTO DE CORTE.
90% 95%
0.653 1
(0.1970)
0.3964
(0.1816)
0.83 89
(0.2276)
0.2475
p1=.95, p2=.9
5, it<0, 11<0
90% 95% 90%I 95% 90%
0.5903
(0.1824)
0.5 96 1
(0. 1775)
0.5174
(0. 1710)
0.6956
(0.2473)
0.4226 0.4090
0.5290
<0. 1728)
0.6924
(0.2520)
(0.2 15 7)
¡ ‘[=500 ‘[=250 T=100 ‘[=50
0.6607
(0.1935)
0.3848
(0.1762)
0.8505
(0.2176)
0.2305
0.5989
(0.2 114)
0.4611
(0.1972)
0.7427
(0.2681)
0.3595
0.6035
(0.2108)
0.4550
(0. 1963)
0.753 1
(0.2662)
0.3475
0.5734
(0. 1999)
0.5066
(0. 1908>
0.6745
(0.2711)
0.41 85
0.5748
(0.1951)
0.5054
(0.1906>
0.6805
(0.2657)
0.4118
(0.2243) (0.2136) (0.2468) (0.2406) (0.2391) (0.2371) (0.2203)
p
1=.8, p2=.8, p~0, 11<0
‘[=500 ‘[=250 ‘[=100 ‘[=50
90% 95% 90% 95% 90% 95%
Nsupt~1
Nsnpt,~
NSIIPt~i
Nsupt~2
0.6411 0.6416
(0.1546) (0.1545)
0.3787 0.3778
(0.1406) (0.1409)
0.8945 0.9096
(0.1935) (0.1793)
0.1518 0.1322
(0.1871) (0.1738>
0.6409 0.6462
(0.1676) (0.1665)
0.3958 0.3923
(0.1533) (0.1526)
0.8932 0.9119
(0.1875) (0.1669)
0.1795 0.1588
(0.1861> (0.1709>
0.6023 0.6045
(0.1817) (0.1786)
0.4624 0.4581
(0.1672) (0.1642)
0.8192 0.8357
(0.2386) (0.2285)
0.2876 0.2696
(0.2123) (0.2041)
0.5904 0.5924
(0.1756) (0.1755)
0.5115 0.5084
(0.1667) (0.1638)
0.7556 0.7631
(0.2534) (0.2526)
0.3752 0.3663
(0.2154) (0.2093)
Nsupt~,
Nsupt,2
Nsupt~i
Nsupt«2
95%
90% 95% 90% 95% 1
0.5 8 85
(0.1545)
0.4649
(0.1384)
0.9147
(0. 1675)
0.1840
(0.1685>
90%
¡ 0.5869
(0.1579)
0.5059
(0.1443)
0.8372
(0.2242)
0.2980
(0. 1910)
133
P<.S, P<-5~ $<O, ~t,—0
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.5939
(0.1416)
0.4244
(0.1295)
0.9 128
(0.1761)
0.13 72
(0.1736)
0.5944
(0. 1417)
0.4243
(0. 1294)
0.9283
(0. 15 85)
0.1163
(0.1555>
0.5 867
(0. 1546>
0.4649
(0.1399)
0.8945
(0.1890)
0.20 13
(0.1806)
0.5883
(0.1579>
0.5062
(0.1436)
0.85 12
(0.2134)
0.2889
(0.1889)
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¡ 90%
Nsupt
71
Nsupt~2
Nsupt«
0.5814
• (0. 1305)
0.4307
• (0 1213)
0.8966
(0.1983)
01250
(0.1813)
0.5814
(0.1305)
0.4307
(0.1213)
0.9114
(0. 185 1)
0.1090
(0.1680)
Nsupt«2
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TABLA 111.8
‘[=500
T=250
90% 95% 90% 90% j 95%
0.0000
0.6870
0.084 1
0.9830
0.55 12
0.4836
0.0089
0.9406
0.2571
0.0000
0.5275
0.0182
0.9537
0.283 8
.3255
0.00 10
0. 8708
0.086 1
p1=.7, p<.9, p1=p2=O p1=.9, p2=.7, p,p2i) p1=p2=.S, 111=0,112=1 p1=p2=.8, l’?~, p22
0.730 1
0.4744
0.5472
0.9657
0.9874
0.4405
0.27 18
0.9006
0.6140
0.32 17
0.3 894
0.9 152
0.9632
0.3195
0. 1421
0. 80 18
0.9601 0.9005
0.049 1
0.7257
0.4546
0.7683
0.6840
0.2558
0.1654
0.3693
0.3607
95 ¾
0.5448
0.9280
0.8797
0.1706
0.4101
0.7945
0.7615
0. 13 95
0.2438 0.1340
95 %
0.0 100
0.5684
0.2390
0.6 168
0.4679
0. 1381
0.0545
0.2289
0.1705
90% ¡
ADE
Supt~,
Meant~1
Supt~2
Meant~2
SUPt«,
Meant«1
Supt~2
Meant«,
0.6698
0.9725
0.9428
0.2796
0.5582
0.8978
0.8772
0.2184
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T=100
p1=.7, p2=.9, Iii 11~0 p1=.9, p2.
7~ ~1t~0 PíPí~8, pr0,11,1 p<rp
2<.8, p,=0, 11~<—
~95%~95%~95%~95%
0.2698 0.1662 0.3749 0.2427 0.0086 0.0019 0.0000 0.0000ADF
Supt~, 0.5190 0.3576 0.1965 0.1104 0.2253 0.1234 0.1674 0.0889
Meant~1 0.5016 0.3365 0.2455 0.1454 0.0791 0.0259 0.0067 0.0014
Supt~2 0.1281 0.0669 0.5108 0.3486 0.3118 0.1903 0.6828 0.5255
Meant72 0.2244 0.1351 0.6622 0.5025 0.1701 0.0689 0.1290 0.0414
Supt~1 0.3544 0.2160 0.1601 0.0917 0.0944 0.0442 0.1895 0.1004
Meant~1 0.3602 0.2125 0.1206 0.0619 0.0292 0.084 0.0022 0.0004
SUPtai 0.0690 0.0338 0.3898 0.2477 0.1683 0.0950 0.6947 0.5452
Meant«2 0.0764 0.0357 0.5360 0.3726 0.0764 0.0255 0.0794 0.0208
‘[=50
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ESTIMACIÓN DEL PUNTO DE CORTE.
90% j 95% 90% ¡ 95%
p~’=.7, p2=.9, 11<0, prO
‘[=500 T=250 ¡ ‘[=100 ‘[=50
0.5629
(0.1188)
0.3726
(0.1888>
0.6350
(0.19 19)
0.0695
(0.1129)
0.5843
(0.1536)
0.5 160
(0.1843)
0.66 14
(0.2242)
0.2794
(0.2576)
0.5866
(0.1523)
0.5122
(0.1841)
0.6679
(0.2236)
0.2536
(0.2443)
90% j
0.5911
(0.1616)
0.5421
(0.1701)
0.6768
(0.2358)
0.3723
(0.2337)
0.5915
(0.1615)
0.54 17
(0.1680)
0.6765
(0.2364)
0.3750
(0.2345)
p<.
9, p,=.7, g~=0, ~12=O
‘[=500
ZZII~5~
0.7224 0.7322
‘[=250
~
0.7053 0.7125
T=100 ‘[=50
90% 95%
Nsupt~1 0.6223 0.625 1 0.6099 0.6126
(0.1652) (0.1613) (0.1845) (0.1816) (0.2005) (0.1966) (0.1816) (0.1772)
Nsupt~2 0.4546 0.4547 0.4355 0.4363 0.4461 0.4468 0.4885 0.4858
(0.0799) (0.0799) (0.1098) (0.1091) (0.1426) (0.1408) (0.1562) (0.1535)
Nsupt«1 0.9918 0.9935 0.9782 0.9838 0.9025 0.9138 0.8320 0.8500
(0.0483) (0.0381) (0.0912) (0.0730) (0.2024) (0.1887) (0.295) (0.2160)
NSUPtUI 0.3968 0.3970 0.3695 0.3685 0.3572 0.3536 0.3802 0.3751
(0.1433) (0.1431) (0.1596> (0.1599> (0.1807) (0.1795) (0.1917) (0.1876)
90%
Nsupt~1
Nsupt~2
Nsupt~1
Nsupt~2
0.5392
(0.0808)
0.3 181
(0.165 8)
0.5959
(0.1641)
0.0341
(0.0525)
0.5392
(0.0808)
0.3050
(0.1615)
0.5966
(0.1639)
0.03 16
(0.0429)
0.5628
(0.1196)
0.3831
(0.1923)
0.63 17
(0.1922)
0.0858
(0.1444)
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p~=.8, p2=.8, 11i=
0’ Pi=2
‘[=500 ‘[=250 ‘[=100 ‘[=50
0.4955
(0.0445)
0.5058
(0.0124)
0.4690
(0.0664)
0.5052
(0.0171)
Nsupt,
1
Nsupt12
Nsupt«1
Nsupt«,
90% 1 2~’~
0. 503 1
(0.0124)
0.5023
(0.0034)
0.4816
(0.0462)
0.50 18
(0.0115)
0.5032
(0.0123)
0.5023
(0.034)
O.48 19
(0.0448)
0.5019
(0.0115)
90% ¡
0.4949
(0.0456)
0.5057
(0.0127)
0.4685
(0.0679)
0.505 1
(0.0 173)
90% ¡ 95~Vo
0.4668
(0.0859)
0.5200
(0.0342)
0.4509
(0.0907)
0.5 180
(0.0328)
0.4680
(0.0847)
0.5192
(0.0312)
0.45 14
(0.0904)
0.5 173
(0.0299)
90%
0.4811
(0.0953)
0.546 1
(0.0586)
0.4615
(0.0932)
0.5453
(0.0580)
95%
0.48 14
(0.0893)
0.5436
(0.0537)
0.4652
(0.0900)
0.5429
(0.0538)
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IV.1 .- INTRODUCCIÓN
El análisis de la estabilidad paramétrica (cambios estructurales) debe constituir
parte integral de cualquier estudio de series temporales que considere períodos
suficientemente amplios. Unapráctica habitual consiste es estimar el modelo en diferentes
submuestras, o bien estimarlo recursivamente, con objeto de comparar el comportamiento
de los valores estimados en el tiempo. Un análisis más formal del problema requiere la
aplicación de contrastes específicos para la estabilidad paramétrica, la mayor parte de los
cuales han sido diseñados para operar en contextos estacionarios. Sin embargo, la mayoría
de las series económicas son integradas de orden 1 o superior, con lo que la relación entre
estas variables tiene dos posibles dimensiones, de corto y de largo plazo, esta última
llamada habitualmente la relación de cointegración. Es precisamente en el contexto del
largo plazo donde el problema de la inestabilidad paramétrica se manifiesta más
frecuentemente.
Un aspecto relevante en el contraste de la inestabilidad paramétrica es la propia
caracterización de esta inestabilidad. La inestabilidad puede serresultado de la evolución
más o menos suave de los parámetros en el tiempo, o de cambios más o menos bruscos en
fechas precisas. El tratamiento del primer caso es dificil, y generalmente suele conflindirse
con la falta de cointegración entre las variables (inestabilidad de tipo no estacionario). En
el segundo caso, el más frecuentemente tratado en la literatura, sc presentan dos posibles
escenarios; que se conozca o que no se conozca la localización exacta de los posibles
puntos de corte. Mientras que la teoría estadística para contrastar cambios estructurales en
fechas conocidas está bastante desarrollada, tanto en contextos estacionarios como no
estacionarios, la teoría para los casoscon punto de cortedesconocido lo está mucho menos.
La práctica habitual consiste en calcularestadísticos para todos los posibles puntos de corte
en una muestra, y seleccionar el supremo o la media de todos ellos. En general, la
distribución asintótica de estos contrastes es compleja, y se recurre a su tabulación
empírica mediante simulaciones de Monte Carlo.
En el presente capítulo se comparan los comportamientos de 3 estadísticos
recientemente desarrollados para la contrastación de inestabilidad paramétrica en
regresiones con variables cointegradas. Estos 3 estadísticos han sido propuestos por
Capítulo IV 140
Hansen(1992), II, HansenyJohansen (1993), IIJ, yHansen y Gregory (1996), HG. Todos
tienen en común en su hipótesisnula el desconocimiento del posible punto de corte, y son
calculados como el supremo (o la media) de un mismo estadístico aplicado a todos los
puntos de corte posibles. La distribución asintótica de los estadísticos H y HG está
tabulada en los trabajos originales, sin embargo, Hansen y Johansen sólo derivan la
distribución teórica del estadístico HJ para el caso con punto de corte conocido, porlo que
ha sido necesario tabular previamente la distribución asintótica para el supremo del
estadístico HJ.
El análisis de simulación pretende obtener información acerca de la potencia de
cada uno de los contrastes, así como de las posibles distorsiones en su tamaño nominal para
muestras pequeñas. En las simulaciones consideramos 4 posibles escenarios: 1) ausencia
de cointegración (sin cambio estructural), 2) cointegración sin cambio estructural, 3)
cointegración con un sólo cambio estructural, y 4) cointegración con más de un cambio
estructural. La razón para considerar estas 4 alternativas reside en que los contrastes
considerados no mantienen la misma hipótesis nula. Por una parte, los estadísticos Iii y LIJ
contrastan la hipótesis nula de cointegración sin cambio estructural. Por tanto, si
interpretamos ausencia de cointegración como un caso especial de inestabilidad
paramétrica en regresiones cointegradas, es importante conocer la potencia relativa de los
contrastes frente a las dos posibles alternativas de ausencia de cointegración y de
cointegración con cambio estructural. De manera análoga, el estadístico HG contrasta la
hipótesis nula de ausencia de cointegración, por lo que es posible que el rechazo de la
hipótesis nula se produzca tanto por la existencia de cointegración, como en el estadístico
de Dickey-Fuller tradicional, como por la existencia de cambios estructurales.
Por motivos que aparecerán más claros posteriormente, en modelos con un sólo
cambio estructural consideramos tres posibles localizaciones del punto de corte iT, í =
.25, .5 y .9, donde T es el tamaño muestral. Es decir, cambios al principio, en la mitad y
al final de la muestra, fuera del rango de posibles puntos de corte considerados. Un
problema frecuente que puede afectar el comportamiento de los estadísticos propuestos es
la presencia de más de un cambio estructural en la muestra. Para analizar las consecuencias
de este fenómeno se consideran dos modelos adicionales, con dos cambios estructurales
localizados en <u1 = .33 y í2 = .66. En el primer modelo el segundo cambio revierte a la
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situación inicial, mientras que en el segundo modelo el segundo cambio acentúa el
pnmero.
El valor supremo de los estadísticos corresponde a una observación determinada,
cuya posición en lamuestra puede interpretarse, en el caso de un sólo punto de corte, como
una estimación de éste. Por tanto, en las simulaciones también obtenemos información
acerca del sesgo y precisión en este estimador potencial del punto de corte. En particular,
cada vez que un estadístico rechaza la hipótesis nula almacenamos la posición, <u, de la
observación a la que corresponde el supremo, y al final de las iteraciones calculamos la
media y la desviación típica de estos indicadores del punto de corte. Es de particular interés
conocer el carácter del sesgo en este estimador del punto de corte cuando hay más de un
cambio estuctural, ya que es habitual utilizar la información sobre la fecha de cambio para
subdividir la muestra en subperiodos más estables.
La organización del capítulo es la siguiente. En la secciónIV.2 se expone el modelo
que caracteriza al PGD. La descripción de los contrastes utilizados y de las simulaciones
realizadas aparecen en las secciones IV.3. y IV.4 respectivamente. En la sección IV.5 se
analizan los resultados y, finalmente en la sección IV.6 y en el apéndice IV.1 se recogen
respectivamente las principales conclusiones y se tabulan los resultados de las
simulaciones.
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IV.2.- EL MODELO
Elproceso de generaciónde datos utilizado en el análisis de simulación es similar
al empleado en muchos otros trabajos en la literatura, como Banerjee et al. (1986), Engle
y Granger (1987), Phillips y Hansen (1990) y Gonzalo (1994). Se trata de un modelo
bivariante, con variables 5< e Y que satisfacen,
donde
zt = P~~-i + 6zt
W + 6,,~ , (JV.2)
y
lid N [(~fl~] . (IV.3)
es el coeficiente de cointegración, p es el coeficiente de correlación en las desviaciones
temporales del equilibrio a largo plazo 4, 0 corr(E~, Ej. es el coeficiente de correlación
entre las perturbaciones en el componente transitorio Z~ (cuya varianza se normaliza a 1)
y las perturbaciones en la tendencia común (componente no estacionario) W~, y donde a
se puede interpretar como la escala relativa de 6wt con respecto a 6zt• Si a
1 !=~, 54 será
endógena con respecto a f3.
El sistema (1)-(2) también puede ser expresado en forma de modelo de corrección
de error (MCE),
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( ) Z~ + Cz)
donde
«2 «1
‘y2 = <lp-’>— ‘ (IV.5)
d
y d = («~ <3 - «2) es el determinante del sistema (1). Nótese que «1>0 y «2<0 garantizan
que 7~ > O y 72 ‘~ 0, con lo que tanto la dinámica de Y como la de 5< contienen un
mecanismo de corrección del error.
Para generar variables cointegradas bajo el supuesto de cambio estructural en la
fecha rT, generamos primero T observaciones de las variables fundamentales 4 y W~
según (IV.2) y (IV.3), ya que en ellas no interviene el parámetro <3, y seguidamente
obtenemos los valores de X e Y invirtiendo (IV.1),
~, —« 1z, ~, = __________ f~=<31, t=i,..,rr . (IV.6)Pr <32’
Nótese que y~ y y , las velocidades de ajuste hacia el equilibrio, y u y 1u, la§
perturbaciones del MCE, dependen de <3k. Por tanto, en el MCE las respuestas de 54 e
a las desviaciones temporales del equilibrio (Z~) y la matriz de varianzas y covarianzas de
las perturbaciones u11 y u21 variarán con f3~ (habrá por tanto heterocedasticidad bajo el
supuesto de cambio estructural). Para limitar el efecto de este problema en nuestras
simulaciones, imponemos la restricción a, O (exogeneidad de X>, con lo que ahora sólo
u11 (y portanto Y3 dependerán del valor del coeficiente de cointegración <3k. Por tanto, el
modelo de referencia en nuestras simulaciones tiene la siguienteparametrización:, 1-p,
720, 5<r=-W1a2 e Y1 =Z1- RW/%.
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El modelo descrito en las ecuaciones (IV.2), (IV.3) y (IV.6), permite generar datos
bajo las 4 hipótesis de interés. Series no cointegradas de 5< e Y se pueden obtener bajo las
restricciones paramétricas p = 1 y <3, It (t = l,...,T). Series cointegradas de 5< e Y sin
cambio estructural se pueden obtener bajo las restricciones paramétricas p <1 y <3~ It
(t = 1 T). Series cointegradas de X e Y con un cambio estructural en la fecha tT se
pueden obtenerbajo las restricciones paramétricas p <1, ~ <31(t l,...,t<T) y PñP2
(t = tT—i-1,...,T). Finalmente, series cointegradas deX e Y con dos cambios estructurales
en las fechas, z1T y r2T, se pueden obtener bajo las restricciones paramétricas p ~ 1, <3~
IV.3.- DESCRIPCIÓN DE LOS CONTRASTES
IV.3.t. EL CONT¡usm DE HANSEN
Ilansen (1992) considera el modelo y~ f3ix~ + u11, donde x~ x11 + u21 y, u11 y u2~,
son procesos estacionarios en sentido débil, proponiendo el siguiente contraste de
inestabilidad paramétrica,
FTt =vee(STI)/(O¶2®VTtylvec(STt) = tr{S.
4Vfl’STIO¿} (IV.7)
tal que,
5Tt = (IV.8)
i=1
VTt =MTt~<M -I (IV.9)TÉMTT M
71
MTt >1? xix;
i=1
(IV.lO)
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donde ~ son los “scores “, x, ti1, obtenidos a partir del estimador de Phillips y 1’{ansen
(1990) (‘fuIl>’ modWed estbnator”>, corregidos del posible sesgo por endogeneidad de los
regresores, y ~í2 es una estimación semiparamétrica [Andrews y Monahan (1992)] de la
llamada varianza a largo plazo de u1~ condicionada a u2~,
O = hm 1>3>3 E[u.u~’] . (IV.11)
T-<’
Nótese que E1 = 0. Para el caso en que el punto de corte es desconocido, Hansen
propone los contrastes,
SupF = sup F~1
gr e
MeanF = >3 FTt (IV.12)tq’c.~
donde £.S es un subconjunto compacto del intervalo (0,1). Hansen sugiere considerar los
estadísticos FTt en el intervalo ~ = [.15,85] (6 = .7), para evitar las distorsiones inducidas
por puntos de corte próximos a los extremos de la muestra. La observación asociada a
SupF, NsupF, puede interpretarse como un indicador del posible punto de corte. Hansen
mantiene que el estadístico SupF tiene potencia contra cambios estructurales en fecha
desconocida, mientras que el estadístico MeanF la tiene frente a cambios continuos o
inestabilidad paramérica de tipo no estacionario. La distribución asintótica de ambos
contrastes es desconocida y se hace preciso tabularía empíricamente.
El estadístico FTt es análogo al contraste clásico de Chow, donde se estima el
parámetro ¡3 para dos submuestras, y se verifica su igualdad mediante un contraste de Wald
que utiliza estimaciones de la varianza obtenidas a partir de la muestra completa. De las
expresiones del estadístico es fácil derivar que,
-1 (A1’1 1AMTt 5T1 yLx
1x1) N’»1 = Pt—P . (IV.13)
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Es decir, el estadístico FT~ es equivalente a un contraste de Wald que verifica la igualdad
entre i\~ el estimador corregido para la muestraparcial (1, t), y ¡3, el estimador corregido
para la muestra completa. Por lo tanto, se trata de un método de contraste recursivo, que
como se demuestra en las simulacionestiende a tener mejor potencia asintótica parapuntos
de corte al principio de la muestra.
VI.3.2. EL CONTRASTE DE HANSEN Y JOHANSEN
El contraste de inestabilidad paraniétrica de Hansen y Johansen (1993), es un
contraste recursivo aplicable al procedimiento máximo verosímil de estimación de vectores
de cointegración propuesto por Johansen (1988, 1991). El contraste de Hansen y Johansen
no examina directamente la estabilidad de los parámetros, sino la de los autovalores
asociados al llamado modelo de corrección del error (MCE), que miden la correlación
canónica entre el vector de variables en niveles y el vector de variables en primeras
diferencias (los vectores de cointegración se derivan de los autovectores asociados a dichos
autovalores).
Un vector X con p variables 1(1), cuya dinámica viene definida por un VAR de
orden k, tiene la siguiente representación en forma de MCE,
«P’Xt~i + Aí (IV. 14)
donde
A = (A1,...,A~1,4r) (IVíS)
siendo D un conjunto de variables ficticias (estacionales), ¡3 el vectorde cointegración y
~ el vector de coeficientes de ajuste (que miden la velocidad de respuesta de las diferentes
variables (endógenas) frente a desviaciones temporales de la relación a largo píazo
representada por <3).
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Regresando AX< y 541 sobre Z~, se obtienen los residuos R01 y R1~. Hansen y
Johansen proponen fijar la dinámica a corto plazo del sistema, con lo que el análisis se
efectúa exclusivamente a partir de estas variables filtradas. A partir de estos residuos, se
definen las matrices de momentos = ER#RJ.t’, que van a pennitir determinar los
autovalores y autovectores asociados,
>X>o
(IV.16)
como resultado de resolver la ecuación,
O . (IV.17)
Finalmente, estos autovalores y autovectores permiten estimar la matriz de vectores de
cointegración, 3, y determinar su rango, r, a partir de los estadísticos propuestos por
Johansen.
Una vez determinado el rango de cointegración para toda la muestra, Hansen y
Johansen proponen el siguiente estadístico recursivo,
r ¡ ~—~4~
)
HJ(t) = _____ 1 = T0,....T (IV.18)
1=1 [1 —2$)
donde los X~(t) son los autovalores (sin restricciones) obtenidos según (IV.17) para la
submuestra de observaciones 1 t, mientras que los ~4t) son los autovalores obtenidos
para lamisma submuestra según,
— P¡S10(t)S~í(t)S01(OI3~ = O , t = T0 ,...,T; (IV.19)
es decir, imponiendo la restricción de que la matriz de vectores de cointegración en la
submuestra 1,...,t, sea igual a <3, la matriz de vectores de cointegración de la muestra
completa.
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Para cada posible punto de corte en la muestra (t = T0,. ..,T), el estadístico HJ(t> es
un contraste de razón de verosimilitudes que compara autovalores obtenidos con y sin
restricciones en los vectores de cointegración. Bajo la hipótesis nula de cointegración y
estabilidad paramétrica, el estadístico 11.1(t) se distribuye asintóticamente como una con
(p-r)r grados de libertad. Nótese que a medida que t se aproxima al final de la muestra, el
estadístico converge a 0. Por tanto, al igual que en el contraste de Hansen, cabe esperar que
su potenciaasintótica sea mayor para cambios estructurales al principio de lamuestra. Para
el caso en el que el punto de corte sea desconocido, se propone considerar el supremo de
los estadísticos 113(t), SupHJ, con su correspondiente observación asociada, NsupHJ, o
la media de dichos estadísticos, MeanHJ. Bajo la hipótesis nula, las distribuciones
asintóticas del supremo y de la media de los 113(t) difieren de la del estadístico para un
punto de corte concreto. Hansen y Johansen no tabulan dichas distribuciones, y por tanto,
ha sido necesario calcularías para el presente estudio.
IV.3.3. EL CONTRASTE DE GRECORY Y LIANSEN
Gregory y Hansen (1996) proponen un estadístico para contrastar la hipótesis nula
de ausencia de cointegración diseñado para tenerpotencia contra alternativas cointegradas
en presencia de cambios estructurales. Este estadístico es una extensión del contraste de
cointegración propuesto por Engle y Granger (1987), que verifica la presencia de raíces
unitarias en los residuos de la regresión de cointegración. Gregory y Hansen parten del
modelo,
+ tLYt ii.i + I
1
29zt ~ + c~ , t = 1,...,T (IV.20)
donde 54 es un vector de regresores 1(1), e~ es 1(0) y, <p~1 es una variable ficticia definida
de la siguiente forma:
= ift=[tTj , (IV.21)
con IItT] denotando la parte entera de “-rT”, y <u es un parámetro desconocido
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perteneciente al intervalo (0,1).
Una vez estimado el modelo por MCO, se aplica un contraste de raíces unitarias
sobre ~, el residuo estimado de la ecuación. En particular, hemos elegido el popular
contraste de Dickey-Fuller aumentado (ADF), basado en el estadístico t sobre el parámetro
a, en la ecuación
k
= b0+aÉ~ +>3 &.A&~1+~~ , (IV.22)
i~i
donde k se determina siguiendo el criterio propuesto por Perron y Vogelsang (1992). Por
tanto, para cada posible punto de corte t, dentro del intervalo <u ejj 15, .85], se calcula se
calcula un estadístico ADF(t), que bajo la hipótesis nula tiene la distribución de Dickey-
Fuller. Sin embargo, cuando el punto de corte es desconocido, Gregory y Hansenproponen
calcular,
InfADF = miii ADF(t) (IV.23)
tC(.15,.8S)
es decir, el ínfimo entre todos los valores calculados. Estos autores han tabulado la
distribución asintótica del estadístico InfADFpara varias especificaciones alternativas de
la regresión de cointegración. A diferencia de Gregory y Hansen, nosotros también
consideramos el estadístico de la media,
MeanADF >3 ADF(t), (IV.24)
.71’ tEF(.i5,.83)
cuya distribución tenemos que tabular. Finalmente, asociada al estadístico InfADF estará
la posición muestral NinfADF, como posible estimador del punto de corte.
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IV.4.- DESCRIPCIÓN DE LAS SIMULACIONES
El primer objetivo de las simulaciones es verificar la validez de las distribuciones
asintóticas tabuladas en la literatura, y en el caso de los contrastes, MeanADF, SupRJ y
MeanHJ estimar dichas distribuciones al no hallarse tabuladas en la literatura. Estas
distribuciones se calculan mediante simulaciones de Monte Carlo sobre un total de 10000
replicaciones, usando muestras de 1000 observaciones. Para los contrastes SupF, MeanF,
SupHJ y MeanllJ, la simulación se realiza bajo la hipótesis nula de cointegración sin
cambio estructural, mientras que para los contrastes IufADFy MeanADF, se realizan bajo
la hipótesis nula de ausencia de cointegración. Unajustificación adicional de la necesidad
de volver a calcular estas distribuciones es la posible influencia de los llamados parámetros
ruidosos en estas distribuciones. Para analizar la estabilidad de las distribuciones
asintóticas frente a los parámetros del modelo, tabulamos dichas distribuciones bajo
diversos escenarios paramétricos, utilizando las mismas muestras en todos los cálculos.
En el caso de los contrastes SupF, MeanF, SupllJ y MeanllJ, cuyahipótesis nula
es cointegración, consideramos 7 modelos diferentes, MI-M7, con las siguientes
especificaciones paramétricas: MI-M7 (¡3 = 1, a2 = -1), Ml (a1 0, 0 = 0, o = 1 y p
0), M2 (a1 = 1, 0 = 0, o = 1 y p = 0), M3 (oc1 0, 0 = 0, o = 2 y p = 0>, M4 (a1 = 0,6
—0, o=.Syp=0),M5(a1=0,6=-.5,a=l yp=0),MÓ(a1=0, 6=0,o=2yp=.8),
y M7 (a~ = 0, 6 -.5, u = 2 y p .8). Por contra, para los contrastes InfADF y
MeanADF, cuya hipótesis nula es ausencia de cointegración, consideramos sólo 5
modelos, los modelos Ml-MS con p = 1.
Un segundo objetivo de las simulaciones es analizar la potencia relativa de los
contrastes. En particular, exploramos la potencia de los contrastes para: a) discriminar entre
modelos no cointegrados (inestabilidad paramétrica no estacionaria) y modelos con
cambios estructurales,b) reconocer la presencia de cambios estructurales en diversas panes
de la muestra (por ejemplo, al principio, <u = .25, la mitad, <u = .5, o al final de la muestra,
<u = .9), y c) rechazar la hipótesis nula cuando hay más de un punto de corte. Finalmente,
las simulaciones también servirán para evaluar el comportamiento de los contrastes en
muestras finitas, con T = 250, 100 y 50 observaciones, con objeto de identificar el grado
de distorsión en el tamaño nominal de los contrastes al usar los valores críticos de la
151Capítulo IV
distribución asintótica.
Tanto para el análisis de la potencia como el del comportamiento en muestras
finitas, seguimos el ejemplo de algunos trabajos anteriores y elegimos como modelo de
referencia la parametrización, ¡3 = 1, cc, = 0, «~ = -1, 0 = -.5 y o = 1, con p .8 en la
hipótesis nula de cointegración (M7), y p = 1 en la hipótesis nula de no cointegración
(MS). Para los modelos con un sólo punto de corte, SCI (<u = .25), 5C2 (<u .5) y SC3 (<u
— .9), elegimos la parametrización ¡3, = 1 y <3<2, mientras que para los modelos con dos
puntos de corte, <u .33 y t2 .66, elegimos los valores <3~ 1, j3,= 2.5 y ¡33 = 1, DSC1,
y ¡3, = 1, ¡32=1.5 y ¡33=2, DSC2, dondelamediadelos valores de<3 en lamuestraes 1.5,
la misma que en el modelo con un sólo cambio estructural.
IV.5.- ANALISIS DE LOS RESULTADOS
A continuación presentamos las distribuciones asintóticas de los diferentes
estadísticos bajo sus respectivas hipótesis nulas, así como los resultados de las
simulaciones realizadas para el modelo de referencia (I~ = 1,a, = 0, a2 -l,6-.Syo
1) bajo diversas alternativas con inestabilidad paramétrica.
IV.5.1. DISTRIBUCIONES ASINTÓTICAS
Las Tablas IV. 1 y IV.2 presentan los percentiles más significativos para la
distribución asintótica (T = 1000) de los 6 estadísticos, bajo su correspondiente hipótesis
nula, tabulada para cada una de las especificaciones paramétricas elegidas. La Tabla IV. 1
presenta los resultados para los estadísticos del supremo, mientras que la Tabla IV.2
presenta los resultados relativos a la media.
En primer lugar, debemos señalar que las distribuciones asintóticas de los
contrastes SupF y MeanF para los modelos Ml-MS, apenas difiere de la tabulada por
Hansen en su trabajo original, 16.2 (1%), 12.4 (5%), 10.6 (10%), y 6.78 (1%), 4.57 (5%)
y 3.73 (10%), respectivamente, mientras que las distribuciones tabuladas bajo los valores
paramétricos de los modelos M6 (0 = 0, p = .8) y M7 (0 = -.5, p = .8), difieren
significativamente de aquellas. Por tanto, estos resultados todavía parecen indicar que estas
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distribuciones no son independientes de los parámetros ruidosos, y en particular, parece
bastante sensible al valor del parámetro p, la correlación serial en las desviaciones
temporales del equilibrio a largo plazo, a pesar del preblanqueo incorporado en el
procedimiento de Andrews y Monahan.
En segundo lugar, se comprueba que las distribuciones asintóticas de los contrastes
SupHJ y MeanHJ no son una con 1 grado de libertad, la distribución derivada porlos
autores para el caso de punto de corte conocido’. Al igual que para los estadísticos de
Hansen, las distribuciones tabuladas para los modelos M6 y M7 difieren notablemente de
las calculadas para los restantes modelos.
Finalmente, la distribución obtenida para el estadístico InfADF apenas varía entre
modelos (que ahora comparten el mismo valor, p = 1), siendo muy similar a la tabulada
porGregory y Hansen en su artículo original, -5.47(1%), -5.28 (2.5%), -4.95 (5%) y -4.68
(10%), por lo que este contraste parece bastante robusto alproceso generador de los datos.
Una situación similar ocurre con el estadístico MeauADF, cuya distribución se tabula aquí
por primera vez.
Con estos datos preliminares, y a falta de evaluar con mayor precisión la influencia
en la distribución asintótica de los diferentes contrastes de otros parámetros ruidosos
potenciales (orden de retardos, ventana de puntos de corte potenciales, etc.), utilizamos en
el estudio de la potencia y tamaño de los contrastes valores críticos tabulados
específicamente para el modelo de referencia.
IV.5.2. POTENCIA ASINTÓTICA DE LOS CONTRASTES
Para analizar la potencia de los diferentes contrastes se consideran 7 modelos
alternativos: un modelo no cointegrado (NC), un modelo cointegrado sin cambio
estructural (C), 3 modelos cointegrados con un sólo cambio estructural en <u = .25 (SC1),
<u = .5 (SC2) y <u = .9 (SC3), y finalmente 2 modelos cointegrados con doble cambio
El motivo por el que se comprueba que las distribuciones de dichos contrastes no sean una x 2 con un grado de
libertad es debido a que aquí se propone un escenario diferente al que plantean ¡-lansen y Johansen. En nuestro caso
el punto de corte es desconocido.
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estructural, en <u, = .33 y t2 = .66, con cambio reversible (DSC1) y con cambio creciente
(DSC2).
En esta sección analizamos la potencia asintótica de los contrastes (1 = 1000),
mientras que en la siguiente sección analizaremos lapotencia en muestras finitas. La Tabla
IV.3, filas 1-5, y la Tabla IV.4, filas 1-2, presentan información sobre el porcentaje de
rechazos de la hipótesis nula en los tres estadísticos del supremo, SupF, InfADFy SupHJ,
en cada uno de los modelos considerados, para muestras de tamaño 1 = 1000, obtenidos
a partir de los percentiles 90 y 95 de la correspondiente distribución asintótica. Estos
porcentajes de rechazo han sido estimados sobre un total de 5000 replicaciones.
El contraste SupF no muestra poder frente a alternativas no cointegradas (NC), con
porcentajes de rechazo menores que bajo la hipótesis nula (C). La potencia asintótica del
contraste frente a alternativas con un sólo cambio estructural es significativa, aunque
disminuye con la localización del punto de corte, tal y como habíamos anticipado en la
sección JV.3. 1. Frente a alternativas con 2 cambios estructurales, la potencia del estadístico
disminuye en comparación con el escenario anterior, siendo significativamente mayor en
el caso de cambio reversible.
El contraste InfAiDF tiende a mostrar una gran potencia, el 100% de rechazos, en
la mayor parte de los modelos alternativos, potencia que sólo se ve reducida ligeramente
cuando el punto de corte se halla fuera del intervalo considerado <u e(.15,.85), o existe más
de un punto de corte. Estapotencia impide discriminar entre modelos cointegrados con y
sin cambio estructural. En los modelos con doble cambio estructural, el estadístico sigue
exhibiendo una potencia significativa, mayor en el segundo caso, DSC2, cuando elcambio
estructural es creciente. La ligera distorsión asintótica en el tamaño nominal del contraste
parece deberse al criterio de selección de retardos en el contraste ADF (Dickey-Fuller
aumentado). Mientras que en la derivación de la distribución asintótica se usa el número
de retardos correspondiente al modelo teórico (0 en nuestro caso), en el análisis de la
potencia se permite que el programa seleccione de manera automática el número de
retardos en el contraste AiDF según la recomendación de Perron y Vogelsang (1992).
Finalmente, el contraste SupHJ presenta mayor potencia cuanto más tarde en el
tiempo se produce el cambio, aunque rechaza la hipótesis nula de manera apreciable bajo
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la alternativa de ausencia de cointegración. Es decir, este contraste, más que ningún otro,
apenas distingue entre formas alternativas de inestabilidad paramétrica. Este contraste
también muestra una potencia significativa en presencia de 2 cambios estructurales, siendo
significativamente mayor en el primer caso, DSCI, donde se producía un cambio en
reversion. La mayor potencia frente a cambios al final de la muestra resulta paradójica, ya
que al igual que en el contraste H, esperaríamos encontrar mayor potencia frente a cambios
tempranos en lamuestra. Aparentemente, este resultado parece estar causado por el sesgo
en el estimador de Johansendel vector de cointegración, [3,cuando hay cambio estructural.
La Tabla IV.5, filas 1-5, y la Tabla IV. 6, filas 1-2, presentan información sobre el
porcentaje de rechazos de la hipótesis nula en los 3 estadísticos de la media, MeanF,
MeanADF y MeanllJ. Estos estadísticos tienen un comportamiento similar al de sus
homólogos del supremo, aunque con una leve disminución en la potencia. Las dos únicas
circunstancias reseñables son una mayor potencia de MeanF (relativa a SupF) en los
modelos con dos cambios estructurales (tal y como sugiere Hansen en su artículo), y una
menorpotencia de MeanADF (relativa a IUfADF) en el modelo DCSI (segundo cambio
reversible).
IV.5.3. COMPORTAMIENTO EN MUESTRAS FINITAS
Pasamos ahora acomentar como varían losresultados de la secciónanterior cuando
se utilizan muestras más pequeñas. Las filas 6-20 de la Tabla IV.3 y las filas 3-8 de la
Tabla IV.4 recogen información sobre el porcentaje de rechazos de la hipótesis nula que
se producen, en cada uno de los siete escenarios alternativos, al utilizar los valores críticos
asintóticos en muestras de 250, 100 y 50 observaciones, de los tres estadísticos del
supremo.
Al igual que ocurría en los resultados asintóticos, el contraste SupF sigue sin
mostrarpoder frente a alternativas no cointegradas, NC, aunque el porcentaje de rechazos,
ahora ya mayores que para la hipótesis nula, C, aumenta levemente al disminuir el tamaño
muestral. Sin embargo, es sorprendente, que bajo la hipótesis nula, el porcentaje de
rechazos disminuye con el tamaño muestral, por lo que sospechamos que hay importantes
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sesgos en la distribución empírica del estadístico en muestras finitas. La potencia del
contraste frente a alternativas con cambio estructural tiende a disminuir con el tamaño
muestral, aunque este fenómeno es más acusado para los modelos con punto de corte en
<u = .25 y <u = .5, donde la potencia inicial era alta. Por tanto, la mayor potencia asintótica
frente a cambios tempranos en la muestra no parece extenderse a muestras pequeñas. Por
ejemplo, para muestras de tamaño 100, la potencia del contraste es baja y más o menos
uniforme en las seis alternativas a la hipótesis nula consideradas.
El contraste InfADF sigue mostrando una potencia apreciable, incluso en muestras
muy pequeñas, si bien el tamaño nominal del test aumenta a medida que disminuye el
tamaño muestral. Por ejemplo, para muestras de 100 observaciones, el porcentaje de
rechazos bajo la hipótesis nula se duplica. La distinción entre las alternativas de
cointegración y de cointegración con un cambio estructural es más evidente en muestras
pequeñas, mostrando el contraste mayorpotencia frente a éstas últimas, especialmente para
los modelos SC1 (<u = .25) y SC2 (<u = .5» Por ejemplo, para muestras de 100
observaciones, la potencia del contraste para estos dos modelos es superior al 70%,
disminuyendo al 55% en los modelos C, 5C3 y DSC2. Por contra, la potencia del contraste
para el modelo DSC1, donde hay reversión en el segundo cambio, disminuye
sensiblemente con el tamaño muestral, siendo equiparableal tamaño nominal del contraste
para T~50.
El comportamiento del contraste SupHJ en muestras finitas es bastante errático.
El tamaño nominal del contraste no evolucionamonotónicamente con el tamaño muestral,
aumentando primero (1 = 250) para posteriormente disminuir por debajo de los valores
asintóticos. Por contra, la potencia del contraste frente a las diferentes alternativas, si
disminuye monotónicamente con el tamaño muestral en todos los casos. En cuanto a la
potencia relativa, mientras que asintóticamente el contraste rechazaba más frecuentemente
en los modelos con cambio estructural (y dentro de éstos, más frecuentemente cuanto más
tarde ocurriera el cambio), en muestras finitas la potencia en estos modelos (cuya jerarquía
se sigue manteniendo) disminuye más rápidamente que en la alternativa de no
cointegración. Por ejemplo, para muestras de 100 observaciones, el contraste rechaza la
hipótesis nula en elmodelo sin cointegración, NC, más frecuentemente que en los modelos
SC1 y 5C2 con un cambio estructural. La potencia del contraste frente a alternativas con
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2 cambios estructurales se mantiene aceptablemente alta, excepto para muestras con 50
observaciones, aunque contrariamente a lo que ocurre con los otros dos contrastes, la
mayor potencia se centra en el modelo DSCI.
Las filas 6-20 de la Tabla IV.5 y las filas 3-8 de la Tabla IV.6 recogen la
información correspondiente al porcentaje de rechazos de lahipótesis nula que se producen
al utilizar los valores críticos asintóticos de los tres estadísticos de la media. De esta
información merecen destacarse las siguientes pautasde comportamiento. En primer lugar,
la potencia del estadístico MeanF es mayor que la de su homólogo SupF, tanto en los
modelos con un sólo punto de corte como en los de dos. Por ejemplo, para muestras con
100 observaciones, el porcentaje de rechazos en los modelos con algún cambio estructural
se duplica.
En segundo lugar, la potencia del estadístico MeanADF, que disminuye con el
tamaño muestral, es menor que la de su homólogo InfADF, excepto frente a alternativas
con cointegración, C, donde la potencia es mayor. Como consecuencia, el estadístico
MeauADF muestra mayor potencia frente a alternativas sin cambio estructural que frente
a alternativas con él. Por ejemplo, en muestras con T — 100, el estadístico MeanADF
rechaza la hipótesis nula de no cointegración un 70% de las veces cuando el modelo está
cointegrado, C, una potencia sensiblemente superior a la del estadístico ADF para la
contrastación de cointegración. Por tanto, este estadístico tiene un uso potencial en la
contrastación de la existencia de cointegración, más que en la contrastación de
inestabilidad paramétrica.
Finalmente, el tamaño nominal del contraste MeanHJ es mayor que la de su
homólogo SupHJ, con los que su potencia aparente es mayor. Sin embargo, su potencia
relativa, la que compara el porcentaje de rechazos frente a las alternativas con el porcentaje
de rechazos bajo la hipótesis nula, es muy similar.
IV.5.4. ESTIMACIÓN DEL PUNTO DE CORTE
Asociada a los estadísticos SupF (Hansen), SupHJ (Hansen y Johansen) e InfADF
(Gregory y Hansen), hay una observación cuyaposición muestral puedeconsiderarse como
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un estimador indirecto del punto de corte. El estudio del comportamiento de los diferentes
estimadores delpunto de corte se realiza sólo cuando éstos van asociados a un rechazo de
la correspondiente hipótesis nula. Las Tablas IV.7 y IV.8 presentan información sobre la
media y la desviación estándar de dichos estimadores, en los diferente escenarios
considerados, a partir de los cuales puede evaluarse el sesgo y la precisión de cada uno de
ellos.
En primer lugar, cabe destacar que el estimador del punto de corte asociado al
contraste SupRJ presenta, para cualquier tamaño muestral, un sesgo acusado y escasa
sensibilidad a cambios en el punto de corte, situandose el punto de corte estimado siempre
al principio de la muestra (para T = 50, debido a los requerimientos del estimador de
Johansen, el primer punto de corte posible es t = 30, es decir la posición .6). Por ello, nos
concentraremos en el análisis de los resultados para los contrastes SupF y InfADF.
Asintóticamente, elcomportamiento de los dos estimadores es similar, exceptuando
los modelos con 2 cambios estructurales. En modelos sin cambio estructural, NC y C, la
media de las estimaciones es aproximadamente el punto medio de la muestra (<u .5). El
estimador de Hansen es ligeramente más preciso en modelos cointegrados, mientras que
el estimador de Gregory y Hansen lo es en modelos no cointegrados. Sin embargo, en
modelos con cambio estructural, la precisión de este último es siempre mayor, ya que es
también el contraste con mayor potencia (proporción de rechazos). Ambos estadísticos no
presentan apenas sesgo en los modelos SCI y SO, cuando el punto de corte se encuentra
al principio de la muestra. Sin embargo, en el modelo SC3, donde el punto de corte se halla
fuera del intervalo analizado por los estadísticos, ambos estimadores son sesgados por
construcción, siendo sustancialmente mayor el sesgo del estimador de Hansen. En los
modelos con 2 cambios estructurales (Tabla IV.5) el estimador está obviamente sesgado,
tiende a concentrarse hacia la mitad de la muestra en el modelo DSC1 (la media de los
puntos de corte es precisamente .5), desplazandose hacia la segunda parte de la muestra en
el modelo DSCZ, donde también es más preciso.
En muestras más pequeñas la superioridad del estimador InfADF se hace más
patente. En los modelos sin cambio estructural, la media de las estimaciones sigue siendo
la mitad de la muestra, aunque debido al descenso de la potencia en el contraste Sup]?, la
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varianza de su estimador asociado va en aumento. Como era de esperar, según los
resultados obtenidos para los modelos C y NC, el sesgo del estimador para el modelo 5C2
es despreciable, aunque la varianza del estimador de InfADF es sustancialmente más
pequeña. En los otros dos modelos con un sólo cambio estructural, SCI y SO, hay sesgo
evidente en los dos estimadores, siendo el estimador InfAD]? el menos sesgado y más
preciso de los dos. Finalmente, el comportamiento en muestras finitas del estimador del
punto de corte, para los modelos con 2 cambios estructurales, apenas difiere de su
comportamiento asintótico.
IV.6.- CONCLUSIONES
Resumimos aquí los resultados del análisis comparativo de 3 contrastes para la
inestabilidad pararnétrica en relaciones cointegradas. Estos tres contrastes, propuestos por
Hansen (1992), Hansen y Johansen (1993), y Gregory y Hansen (1996), tienen un carácter
recursivo y pueden calcularse como el supremo o lamedia de los valores estimados sobre
todos los posibles puntos de corte en la muestra.
En una primera instancia hemos vuelto a tabular las distribuciones asintóticas de
los tres contrastes, que por estar basados en el supremo de una secuencia recursiva de
estadísticos tiene una distribución no estándar. La distribución asintótica del contraste de
Gregory y Hansen es muy similar a la tabulada por estos autores, sin embargo, la
distribución del contraste de Iziansen parece no ser independiente de ciertos “parámetros
ruidosos”. Finalmente, la distribución del contraste de Hansen y Johansen, que se tabula
aquí por primera vez, no es la x> que dichos autores proponen para el caso de punto de
corte conocido, presentando el mismo problema de dependencia paramétrica que el
contraste de Hansen.
Como era de esperar, el tamaño nominal de los contrastes se ve afectado por el
tamaño muestral. Este efecto es monotónico en los contrastes de Hansen, y Gregory y
Hansen, pero no así en el de Hansen y Johansen, cuyo comportamiento bajo la hipótesis
nula es errático. El contraste de Hansen se muestra conservador en muestras finitas
(rechaza con poca frecuencia), mientras que por el contrario el de Gregory y Hansen se
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muestra liberal (rechaza más frecuentemente).
La potencia asintótica de los contrastes es buena, aunque presenta dos notas
destacadas. En primer lugarestá la dificultad que tienen todos los contrastes paradistinguir
entre alternativas con cambio estructural y sin él. Por ejemplo, los contrastes de Hansen,
y Hansen y Johansen, que contrastan la hipótesis nula de cointegración, no tienen potencia
para distinguir entre modelos cointegrados con cambio estructural y modelos no
cointegrados, que pueden interpretarse como modelos con inestabilidad paramétrica no
estacionaria. Por otro lado, el contraste de Gregory y flansen, que contrasta la hipótesis
nulade no cointegración, no tiene potencia paradistinguir entre modelos cointegrados con
y sin cambio estructural. En segundo lugar, la potencia de los contrastes varía según la
localización del punto de corte. Mientras que los contrastes de Hansen, y Gregory y
Hansen, parecen tener más potencia asintótica cuando el punto de corte está al principio
de la muestra, el contraste de Hansen y Johansen la tiene cuando el punto de corte está al
final de la muestra. Finalmente, en modelos con dos cambios estructurales, la potencia
asintótica de los contrastes de Hansen, y Gregory y Hansen, disminuye apreciablemente
con relación a los modelos con un sólo cambio estructural.
En muestras finitas los resultados favorecen claramente al contraste de Gregory y
Hansen. Aunque la potencia de todos ellos disminuye con el tamaño muestral, este
contraste es ahora uniformemente superior, manteniendo buenapotencia en todos los casos,
y especialmente cuando el punto de corte se sitúa en la primera mitad de la muestra. Por
contra, la potencia del contraste de Ransen sufre una merma, mientras que le contraste de
Johansen sólo mantiene cierta potencia en el caso de punto de corte final. La potencia de
los contrastes de Hansen, y Gregory y Hansen, sigue disminuyendo en presencia de más
de un punto de corte.
En general, los estadísticos calculados a partir del supremo tienen mayorpotencia
que aquellos obtenidos a partir de la media, a excepción del contraste de Hansen. Otro
hecho destacable es que el estadístico MeanAD]? demuestra tener una excelente potencia
en muestras finitas frente a la alternativa de cointegración, donde tiene un comportamiento
superior al de contrastes de cointegración más tradicionales como el ADE.
Finalmente, los resultados para los estimadores del punto de corte asociados a cada
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uno de los contrastes, indican que el estimador de Hansen y Johansen presenta serios
problemas de sesgo. Los otros dos estimadores presentan sesgo mínimo cuando el punto
de corte está en la mitad de la muestra, pero cuando el punto de corte no está en esa
posición ambos contrastes estánsesgados. Sin embargo, el estimador de Gregoryy Hansen,
debido a la mayor potencia del contraste, presentamenor sesgo y menor varianza, tanto si
el punto está al principio o al final de la muestra.
En resumen, los resultados relativos a la potencia de los contrastes y a la precisión
de los estimadores del punto de corte, sugieren que el estadístico de Gregory y Hansen
presenta ventajas indudables frente a los otros dos para cl análisis de inestabilidad
paramétrica en relaciones cointegradas.
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APÉNDICE IV.1: TABLAS.
TABLA IV.1
PERCENTILES DE LA CORJIESPONDIENTE DISTRIBUCIÓN ASINTÓTICA DE LOS
ESTADÍSTICOS SupE, SupIIJ e InfADFBAJO SU HIPÓTESIS NULA.
PERCENTILES del estadistico SupE de HANSEN
MODELO 1% 2.5% 5% 10% 20% 50%
Ml 15.520 13.665 12.067 10.465 8.704 6.014
M2 15.250 13.367 11.866 10.359 8.594 5.942
M3 15.491 13.698 12.070 10.449 8.712 6.013
M4 15.505 13.691 12.064 10.457 8.707 6.011
MS 15.434 13.572 12.001 10.430 8.678 5.987
MG 13.142 11502 10.338 8.961 7.420 5.058
M7 13.193 12.098 10.815 9.379 7.790 5.341
PERCENTILES del estadístico SupRJ de HANSEN y JOHANSEN
MODELO 1% 2.5% 5% 10% 20% 50%
Ml 7.390 5.924 4.807 3.691 2.625 1.356
M2 7.390 5.924 4.807 3.691 2.625 1.356
M3 7.390 5.924 4.807 3.691 2.625 1.356
M4 7.390 5.924 4.807 3.691 2.625 1.356
MS 7.390 5.924 4.807 3.691 2.625 1.356
MG 8.658 6.977 5.472 4.160 2.990 1.513
M7 8.316 6.652 5.286 4.084 2.873 1.465
PERCENTILES del estadístico InfADF de GREGORY y HANSEN
MODELO 1% 2.5% 5% 10% 20% 50%
Ml -5.462 -5.121 -4.908 -4.633 -4.344 -3.753
M2 -5.463 -5.171 -4.906 -4.643 -4.337 -3.746
M3 -5.462 -5.121 -4.908 -4.633 -4.344 -3.753
M4 -5.462 -5.121 -4.908 -4.633 -4.344 -3.753
MS -5.462 -5.121 -4.908 -4.633 -4.344 -3.753
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TABLA IV.2
PERCENTILES DE LA CORRESPONDIENTE DISTRIBUCIÓN ASINTÓTICA DE LOS
ESTADÍSTICOS MeanF, MeanflJ e MeanADF BASO SU HIPÓTESIS NULA.
PERCENTILES del estadístico MeanF de RANSEN
MODELO 1% 2.5% 5% 10% 20% 50%
Ml
M2
M3
M4
MS
M6
M7
6.609 5.404 4.553 3.694 2.789 1.681
6.572 5.299 4.463 3.632 2.786 1.662
6.622 5.425 4.554 3.694 2.791 1.682
6.612 5.405 4.554 3.692 2.784 1.686
6.581 5.394 4.534 3.692 2.774 1.676
6.219 5.007 4.313 3.489 2.649 1.596
6.210 5.141 4.368 3.540 2.710 1.619
0.976 0.686 0.450 0.201
0.976 0.686 0.450 0.20 1
0.976 0.686 0.450 0.201
1.062 0.755 0.495 0.222
1.028 0.736 0.480 0.217
PERCENTILES del estadístico MeanADF de GREGORY y HÁNSEN
MODELO 1% 2.5% 5% 10% 20% 50%
Ml
M2
M3
M4
MS
-4.270 -4.003 -3.783 -3.517 -3.222 -2.719
-4.260 -4.024 -3.797 -3.530 -3.226 -2.720
-4.270 -4.003 -3.783 -3.517 -3.222 -2.719
-4.270 -4.003 -3.783 -3.517 -3.222 -2.719
-4.270 -4.003 -3.783 -3.517 -3.222 -2.719
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TABLA IV.3
PORCENTAJES DE RECHAZO DE LA mpÓl7ESíS NULA EN LOS ESTADÍSTICOS
SupF, SupHJ e InfADF.
90%
SupF
95% 90%
InfADF
95% 90%
SupHJ
95%
T=1000
NC
C
SC1
5C2
5C3
0.086 0.066
0.092 0.046
0.885 0.843
0.641 0.568
0.428 0.368
0.115 0.058
1.000 1.000
1.000 1.000
1.000 1.000
0.849 0.805
0.474 0.334
0.098 0.048
0.462 0.363
0.677 0.584
0.936 0.911
T=250
NC
C
SC1
SC2
5C3
0.089 0.069
0.046 0.020
0.471 0.320
0.314 0.198
0.138 0.097
0.168 0.092
0.990 0.970
0.997 0.991
0.998 0.993
0.774 0.683
0.446 0.309
0.189 0.116
0.385 0.278
0.510 0.377
0.759 0.654
1=100
NC
C
SC1
5C2
5C3
0.106 0.081
0.036 0.019
0.107 0.064
0.087 0.052
0.115 0.094
¡ 0.192 0.114
. 0.555 0.395
0.720 0.595
0.788 0.673
0.546 0.417
0.280 0.178
0.169 0.101
0.158 0.095
0.253 0.162
0.451 0.318
NC
C
SC1
5C2
5C3
0.155 0.128
0.076 0.054
0.112 0.080
0.111 0.084
0.175 0.146
0.229 0.142
0.343 0.225
0.510 0.389
0.617 0.502
0.408 0.296
0.066 0.034
0.062 0.03 1
0.034 0.016
0.039 0.021
0.180 0.105
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TABLA IV.4
PORCENTAJES DE RECHAZO DE LA HIPÓTESIS NULA EN LOS ESTADÍSTICOS
SupF, SupHJ e InfADF EN UN MODELO CON DOS CAMBIOS ESTRUCTURALES.
90%
SupF
95%
InfADF
90% 95% 90%
SupHi
95%
T=IOOO
DCS1
DSC2
0.147 0.098
0.710 0.622
0.626 0.552
0.966 0.946
0.873 0.772
0.658 0.546
T=250
DCS1
DSC2
0.096 0.070
0.256 0.146
0.370 0.270
0.840 0.754
0.711 0.568
0.454 0.328
T=100
DCS1
DCS2
0.087 0.068
0.078 0.050
0.297 0.217
0.535 0.387
0.480 0.341
0.227 0.142
T=5O
DCS1
DCS2
0.118 0.095
0.110 0.085
0.269 0.186
0.377 0.257
0.064 0.032
0.040 0.019
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TABLA IV.5
PORCENTAJES DE RECHAZO DE LA HIPÓTESIS NULA EN LOS ESTADÍSTICOS
MeanF, MeanHJ y MeanADF
MeanADF
95% ¡90%
MeauHJ
90% 95%
T=1000
NC
C ¡
SC1
5C2
5C3
0.090 0.061
0.098 0.050
0.790 0.699
0.673 0.579
0.393 0.315
0.092 0.042
1.000 1.000
0.960 0.919
0.804 0.724
0.571 0.518
0.458 0.320
0.098 0.048
0.395 0.305 ¡
0.0587 0.474 ¡
0.953 0.933
1=250
NC
C
SC1
SC2
5C3
0.099 0.063
0.080 0.037
0.441 0.302
0.473 0.344
0.194 0.127
0.114 0,058
0.999 0.998
0.772 0.663
0.567 0.457
0.432 0.354
0.452 0.318
0.171 0.095
0.313 0.199
0.423 0.304
0.825 0.761
T=tOO
NC
C
SC1
SC2
5C3
0.112 0.073
0.067 0.031
0.192 0.108
0.201 0.111
0.141 0.098
0.122 0.066
0.724 0.567
0.490 0.337
0.330 0.203
0.286 0.192
0.357 0.248
0.224 0.139 ¡
0.187 0.117
0.265 0.175
0.623 0.512
1=50
NC
C
SCI
SC2
SO
0.150 0.103
0.089 0.051
0.149 0.086
0.145 0.087
0.175 0.128
0.148 0.082
0.389 0.248
0.317 0.193
0.204 0.112
0.200 0.122
0.205 0.134
0.176 0.110
0.119 0.074 ¡
0.177 0.070
0.400 0.297
TABLA 131.6
MeanF
90% 95%
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PORCENTAJES DE RECHAZO DE LA HIPÓTESIS NULA DE LOS ESTADÍSTICOS
MeanF, MeanHJy MeanADF EN UN MODELO CON DOS CAMBIOS ESTRUCTURALES
90%
MeanF
95%
MeanADF
950/o90% 90%
MeanflJ
95%
1=1000
DCSI
DSC2
0.198 0.155
0.811 0.724
0.327 0.233
0.859 0.786
0.825 0.729
0.626 0.516
1=2500
DCS1
05C2
0.127 0.075
0.557 0.407
0.214 0.143
0.625 0.500
0.697 0.541
0.443 0.319
T=100
DCSI
DCS2
0.103 0.066
0.223 0.121
0.160 0.096
0.354 0.217
0.475 0.310
0.266 0.172
1=1000
DCS1
DCS2
0.114 0.079
0.159 0.095
0.135 0.076
0.203 0.112
0.160 0.095
0.126 0.076
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TABLA IV.’?
MEDIAS Y DESVIACIONES TÍPICAS DE LOS ESTADÍSTICOS NsnpF, NinfADF y
NsupflJ PARA LA ESTIMACION DEL PUNTO DE CORTE
NsupF NInfADF f NsnpflJ
90% 95% 90% 95% 90% 95%
NC 0.509 0.517 0.513 0.516(0.231) (0.235) (0.188) (0.188)
C 0.504 0.493 0.496 0.496 J(0.221) (0.224) (0.236) (0.236)
0.277 0.269(0.149) (0.137)
0 ‘60 0.249(0.124) (0.115)
1=1000 SCI 0.253 0.253 0.248 0.248(0.041) (0.038) (0.016) (0.016) 0.229 0.229(0.068) (0.063)
5C2 0.504 0.504 0.497 0.497 0.295 0.303(0.063) (0.060) (0.013) (0.013) (0.137) (0.137)
5C3 0.708 0.782 0.829 0.529 0.539 0.538(0.164) (0.163) (0.045) (0.046) (0.271) (0.270)
NC 0.506 0.506 0.518 0.510 0.285 0.279(0.244) (0.243) (0.182) (0.182) (0.142) (0.132)
C 0.514 0.514 0.497 0.497 0.257 0.251(0.213) (0.209) (0.227) (0.227> (0.125> (0.110)
T=250 SCJ 0.263 0.265 0.269 0.269 0.237 0.236
(0.082) (0.083) (0.102) (0.102) (0.076) (0.071)
5C2 0.505 0.510 0.490 0.490
(0.093) (0.094> (0.064> (0.064)
0.292 0.297
(0.131) (0.132)
SC3 0.619 0.579 0.770 0.766
(0.248) (0.254) (0.139) (0.142)
0.486 0.482
(0.254) (0.250)
NC 0.503 0.499 0.518 0.511
(0.248) (0.251) (0.179) (0.177)
0.392 0.383
(0.135) (0.120)
C 0.505 0.504 0.509 0.507
(0.229) (0.238) (0.209) (0.207)
0.384 0.377
(0.125) (0.113)
‘r=íoo SC1 0.350 0.354 0.318 0.310
(0.187) (0.192> (0.159> (0.151>
0.356 0.353
(0.109> (0.099>
5C2 0.518 0.523 0.488 0.488
(0.185) (0.199) (0.092) (0.084)
0.385 0.383
(0.110) (0.104)
5C3 0.520 0.508 0.741 0.747
(0.241> (0.241) (0.164) (0.158)
0.475 0.465
(0.189> (0.179)
NC 0,514 0.517 0.517 0.514
(0.269) (0.273) (0.178) (0.177)
0.664 0.641
(0.114) (0.095)
C 0.505 0.512 0.517 0.519
(0.263) (0.269) (0.189) (0.186)
T=50 SC1 0.408 0.422 0.336 0.322
(0.254) (0.262) (0.179) (0.170)
SCZ 0.514 0.517 0.485 0.484
(0.253) (0.263) (0.094) (0.086)
5C3 0.499 0.491 0.710 0.719(0.259) (0.260) (0.165) (0.160)
0.658 0.652
(0. 110) (0.095)
0.645 0.633
(0.104) (0.095)
0.636 0.617
(0.103) (0.083)
0.684 0.671(0.126) (0.120)
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TABLA 131.8
MEDIAS Y DESVIACIONES TÍPICAS DE LOS ESTADÍSTICOS NsupF, N¡nfADF y
NsupllJ PARA LA ESTIMACIÓN DEL PUNTO DE CORTE EN UN MODELO CON DOS
CAMBIOS ESTRUCTURALES
90%
NsupF
95% 90%
NinfATblZ
95% 90%
Nsup145
95%
T=l000
DCSI
05C2
0.502 0.493(0.189) (0.202)
0.570 0.568(0.152) (0.151)
0.596 0.599(0.137) (0.132)
0.557 0.558(0.147) (0.147)
0289 0.273(0.109) (0.099)
0.293 0.290(0.156) (0.147)
T=tO0O
DCS1
DSC2
0.466 0.461(0.220) (0.227)
0.550 0.552(0.169) (0.170)
0.562 0.566(0.157) (0.153)
0.535 0.537(0.157) (0.157)
0.301 0.297(0.154) (0.109)
0.272 0.273(0.123) (0.118)
T=1000
DCS1
DCS2
0.451 0.443(0.237) (0.241)
0.526 0.528(0.219) (0.228)
0.545 0.550(0.164) (0.162)
0.532 0.534(0.166) (0.165)
0.365 0.359(0.093) (0.086)
0.368 0.361(0.115) (0.104)
T=1000
DCS1
DCS2
0.491 0.489(0.266) (0.273)
¡ 0.500 0.499(0.265) (0.270)
0.531 0.537(0.157) (0.154)
0.524 0.527(0.161) (0.159)
0.635 0.629(0.083) (0.075)
0.660 0.645(0.115) (0.106)
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TABLA IV.9
PORCENTAJES DE RECHAZO DE LA HIPÓTESIS DE NO COINTEGACIÓN POR EL
CONTRASTE DE DICKEY-FULLER AUMENTADO
T=t000
90% 95% 90%
113=250
95% 90%
T=100
95% 90%
T=50
95%
NC 0.100 0.050 0.090 0.047 0.084 0<041 0.073 0.038
C 1.000 1.000 0.982 0.939 0.416 0.263 0.157 0.087
SCI 0.600 0.497 0.504 0.385 0.239 0.146 0.129 0.070
SC2 0.281 0.195 0.240 0.153 0.118 0.064 0.066 0.033
SC3 0.242 0.205 0.221 0.172 0.107 0.063 0.059 0.029
DSCI 0.145 0.090 0.146 0.085 0.089 0.044 0,049 0.024
DSC2 0.279 0.190 0.245 0.154 0.115 0.058 0.063 0.032
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V.1 .- INTRODUCCIÓN
El modelo monetario es considerado por numerosos autores como el modelo
fundamental para el estudio de la determinación del tipo de cambio. Fundamentado en los
trabajos pioneros de Frenkel (1976) y, Frenkel y Johnson (1978), el modelo monetario ha
recibido considerable atención en la literatura teórica. Sin embargo, desde la perspectiva
empírica, el buen comportamiento inicia] del modelo no se ha visto materializado en años
recientes, cuando se ha podido disponer de amplia información estadística sobre el periodo
de tipos de cambio flexibles iniciado en 1973. Por ejemplo, Meese y Rogoff (1983a,
1983b) demostraron que la capacidad predictiva fiera de la muestra del modelo, a
principios de los ochenta, era superada por un simple modelo univariante de paseo
aleatorio. Los estudios empíricos más recientes sobre el modelo monetario se han centrado
en establecer su posible validez como relación a largo plazo, más que como un modelo de
las fluctuaciones del tipo de cambio en el corto plazo.
Varios autores han examinado la validez a largo plazo del modelo monetario
mediante análisis de cointegración en sistemas parecidos al que se utiliza en este trabajo.
Una gran parte de estos autores, por ejemplo, Baillie y Selover (1987), McNown y Wallace
(1989), Baillie y Peechenino (1991), no encuentran cointegración en los modelos
bilaterales entre las principales monedas durante elperíodo de tipos de cambio flexibles.
Por contra, existe otro grupo de autores que sí encuentran evidencia de cointegración en
algunas relaciones bilaterales. Por ejemplo, MacDonald y Taylor (1991,1993,1994)
encuentran cointegración en algunos tipos de cambio para el dolarUSA durante el periodo
1976-1990, mientras que Sarantis (1994) encuentra sólo evidencia parcial al estudiarcuatro
relaciones bilaterales de la libra esterlina durante el periodo 1973-1990. Así mismo, van
den Berg y Jayanetti (1993) encuentran evidencia de cointegración en modelos monetarios
para el mercado negro del tipo de cambio en 3 países no industrializados.
Sin embargo, esta evidencia parcial no es totalmente satisfactoria. Por ejemplo,
MacDonald y Taylor (1991,1993,1994) y Sarantis (1994) emplean los contrastes de
cointegración de Johansen en sistemas con muchas variables (hasta 7 variables), con
especificaciones dinámicas muy amplias del modelo de corrección del error (hasta 12
retardos) y en períodos muestrales relativamente cortos (15 años). Es bien sabido que el
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tamaño nominal de estos contrastes puede verse senamente afectado por la dimensión de
la muestra, el tamaño del sistema y el número de retardos en el modelo de corrección del
error. Por tanto, la evidencia favorable a la presencia de cointegración debe considerarse
con cautela.
Además, en la mayor parte de estos estudios aparecen varios vectores de
cointegración, cuyos valores estimados no se suelen presentar, con lo que es dificil evaluar
si la magnitud de las elasticidades estimadas es o no razonable. Salvo contadas
excepciones, tampoco se realizan contrastes de exclusión paradeterminar la naturaleza de
las múltiples relaciones de cointegración descubiertas. Finalmente, aun en el caso de que
el tipo de cambio nominal perteneciera a alguna de las relaciones de cointegración, este
vector puede no representar una relación de equilibrio para el tipo de cambio. Para realizar
tal reivindicación es necesario probar que el tipo de cambio no es una variable exógena del
sistema, contraste que ningún autor realiza’. Sólo MaeDonald y Taylor (1994) llegan a
estimar un modelo de corrección del error, aunque la especificación utilizada para probar
el poder predictivo de esta formulación contrasta por su sencillez con la dimensión del
modelo utilizado para estimar el vector de cointegración. En definitiva, la evidencia
positiva en favor del modelo monetario como modelo del tipo de cambio a largo plazo es
todavía demasiado limitada y con serios problemas en cuanto a su interpretación.
Sorprendentemente, existen pocos trabajos empíricos que analicen la idoneidad del
modelo monetario para la peseta, y menos aun los que utilizan técnicas econométricas
similares a las nuestras. Por ejemplo, Dolado y Durán (1983), Gámez Amián (1985), Bajo
Rubio (1986, 1987), Aguado (1986) y Sosvilla-Rivero (1990), han estudiado cuestiones
relacionadas al comportamiento del mercado de divisas español, aunque difieren mucho
en cuanto a las relaciones bilaterales consideradas, los modelos teóricos contrastados, y las
técnicas econométricas empleadas. En general, los resultados empíricos a los que llegan
los diversos autores son muy poco favorables para el modelo monetario.
Tampoco en este tabajo se realiza ningún contraste de exogeneidad. La razón principal es que no pretendemos
validar los fundamentos teóricos del modelo monetario de precios rigidos, sino que partiendo de éstos, lo que
queremos es verificar si la evidencia de cointegración se ve mejorada por la existencia de posible inestabilidad en
uno de los componentes fundamentales de dicho modelo, es decir la demanda de dinero.
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Además de los problemas econométricos existen problemas teóricos con los
modelos utilizados. Por ejemplo, el modelo monetario con precios flexibles ampliamente
utilizado en la literatura hace uso del supuesto de la paridad del poder adquisitivo (PPP),
lo que implica que las ofertas monetarias y las rentas reales son información suficiente para
caracterizar el comportamiento a corto y largo plazo del tipo de cambio. Sin embargo, este
supuesto tiene poco refrendo empírico. Por contra, el modelo monetario con precios rígidos
utilizado en este trabajo no requiere este supuesto, que se obtiene como resultado del
modelo sólo cuando las perturbaciones son de carácter estrictamente monetario.
En época reciente, algunos autores han señalado que una de las posibles razones del
bajo poder explicativo del modelo monetario reside en la falta de estabilidad en uno de sus
componentes principales, la demanda de dinero, debido a las rápidas innovaciones
tecnológicas ocurridasen el sistema bancario durante las dos últimas décadas. Por ejemplo,
Boughton (1988) y Boothe y Poloz (1988) han investigado la relevancia de la posible
ínestabilidad en la demanda de dinero sobre el comportamiento del modelo monetario,
aunque sus resultados no son concluyentes ya que apenas logran mejorar el ajuste intra-
muestral del modelo monetario.
La estabilidad de la demanda de dinero en los países industriales es todavía una
proposición contenciosa que ha sido estudiada por numerosos autores, sin que hasta la
fecha se hayan obtenido resultados concluyentes. Por ejemplo, Boughton y Tavías (1991),
Stock y Watson (1993) y Friedman y Kuttner (1992) encuentran evidencia de inestabilidad
en la demanda de dinero de los paises industriales durante las dos últimas décadas,
mientras que Hendry y Ericsson (1991), Haffer y Jansen (1991), Hoffman y Rasche (1991)
y Hoffman, Rasche y Tieslau (1995) encuentran evidencia de cointegración y estabilidad
en la demanda de dinero de Estados Unidos y Gran Bretaña en series históricas extensas.
En este capitulo se pretende evaluar la capacidad del enfoque monetario para
explicar el comportamiento a largo píazo de los tipos de cambio bilaterales entre la peseta
y las monedas de los países del G-7 y Suiza, durante el periodo de tipos de cambio
flexibles. Para ello, se utiliza el método de estimación corregida de Phillips y Hansen
(1990) y el procedimiento de contrastación de Engle y Granger (1987), para verificar la
existencia de una relación de cointegración entre el tipo de cambio, la oferta monetariay
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la producción real. También empleamos el contraste de inestabilidad paramétrica de
Gregory y Hansen (1996) para estudiar la estabilidad temporal de las ecuaciones del tipo
de cambio, y de la ecuación de la demanda de dinero. El método de Gregory y Hansen
también proporciona una estimación de los posibles puntos de corte en la muestra. Los
puntos de corte estimados para la ecuación de demanda de dinero son utilizados para
definir submuestras más estables en cada relación bilateral, en las que volvemos a
reestimar el modelo monetario del tipo de cambio.
El capítulo se organiza de la siguiente manera. En la sección V.2 se desarrolla el
modelo teórico que da lugar a las ecuaciones que se estiman en el apartado empírico. La
sección V.3 describe le metodología econométrica usada en la estimación y el contraste de
las diferentes hipótesis. La sección V.4 presenta los resultados empíricos en la muestra
completa. El análisis de las posibles submuestras estables aparece en la sección V.5. En La
sección V.6 aparecen las conclusiones y, finalmente en el apéndice V.1 se encuentran los
resultados tabulados y los gráficos de las variables utilizadas.
V.2.- MODELO TEÓRICO
En estasección derivamos la ecuación del tipo de cambio que estimaremos para las
diferentes relaciones bilaterales. Se parte de una formulación del modelo monetario del tipo
de cambio con precios rígidos, ya que ésta no exige el supuesto de la paridad del poder
adquisitivo, de dudosa validez empírica. Además, esta formulación permite resaltar las
diferencias entre las dinámicas a corto y largo plazo del tipo de cambio. Consideremos la
siguiente versión del modelo monetario del tipo de cambio con precios rígidos, Dombusch
(1976), para dos países:
= a1y~—ct2i~ (V.1)
* * * 4
mt —a05 = %Y~ ~2’t (V.2)
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~/~( P0(& v)) + I32y~— P3i~+ P4y~~
— j31(s~4’ P0(p~ P)) + — + P4Y~
Apt+í
APt+í =
., e
= 1 +~t t t+t
(V.3)
(V.4)
(V.5)
(V.6)
(V.7)
donde las diferentes variables representan:
m: la masa monetaria
el nivel de precios
y: la renta real
1: el tipo de interés nominal
la demanda real de bienes
s: el tipo nominal de cambio
$: la expectativa de inflación a largo píazo
Todas las variables, excepto el tipo de interés, están expresadas en logaritmos, los
asteriscos caracterizan las variables del país extranjero y el tipo de cambio está expresado
en unidades de moneda nacional por unidad de moneda extranjera. Las ecuaciones (V.l)
y (V.2) representan las condiciones de equilibrio en los mercados monetarios nacional y
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extranjero, donde a0, a~ y «2 miden las elasticidades o semielasticidades de la demanda
de dinero con respecto al nivel de precios, la renta y el tipo de interés, respectivamente.
Las ecuaciones (V.3) y (V.4) describen los determinantes de la demanda agregada
en términos reales, nacional y extranjera, donde f31 mide la elasticidad de la demanda con
respecto al tipo de cambio real, f~2 la elasticidad con respecto a larenta real del propio país,
~la elasticidad con respecto a la renta real del otro país, y 33 es la semielasticidad con
respecto al tipo de interés. En presencia de bienes no comercíalizables, el tipo de cambio
real, s + pt p, puede no ser lavariable más apropiada para medir la competitividad de los
bienes comercializables en los mercados internacionales. Por ello hemos introducido el
parámetro ~ para capturar la posible no homogeneidad del tipo de cambio real con
respecto a los precios relativos.
Las ecuaciones (V.5) y (V.6) describen el ajuste en el nivel de precios de cadapaís
como una fUnción del exceso de demanda y de las expectativas de inflación a largo plazo.
Finalmente, la ecuación (V.7) representa la condición de paridad descubierta del tipo de
interés, donde las expectativas se asumen formadas racionalmente, ~ = Ejs~1], siendo
E el operador esperanza matemática
2. Por economía notacional asumimos un modelo
simétrico con idénticas elasticidades en ambos países.
De las ecuaciones (V.1), (V.2) y (V.7) se puede derivar una expresión para las
expectativas del tipo de cambio en función de las variables endógenas del modelo (p, p%
s) y de las exógenas o fUndamentales (m, m y, j). De manera análoga, incorporando las
expresiones de las demandas agregadas (V.3) y (V.4) en las ecuaciones (V.5) y (V.6),
previa sustitución del tipo de interés obtenido de las ecuaciones (V.l) y (V.2), obtenemos
expresiones para la dinámica de ajuste de los dos niveles de precios. Consiguientemente,
la dinámica global del sistema puede representarse mediante la siguiente ecuación en
diferencias multivariante de primer orden:
La consideración de los supuestos de sustituibilidad y movilidad perfecta de los activos financieros entre paises,
exige tener en cuenta el cumplimiento de la paridad descubierta de tipos de interés. Es por esta razón por la que
el operador esperanza matemática se incluye en la resolución del modelo.
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1 ~ 13 .133cí la)
¡ ptfl +
Ejs ~I a/a
1 it
+ 1, oit I3ja~
11%
it
a la12
x13~I3~ [~1
1 ) I~ s~j
I13~ mtyt-a ¡ci12
y,
En un entorno de precios rígidos, la dinámica del tipo de cambio tiene dos
componentes; uno derivado directamente de la dinámica de las variables fundamentales y
otro derivado del lento ajuste en los precios. El primer componente determina el
comportamiento de equilibrio del tipo de cambio mientras que el segundo componente
determina ladinámica de desequilibrio de esa variable. Por tanto, puede interpretarse que
la versión con precios flexibles del modelo monetario hace énfasis en la dinámica de
equilibrio, y la versión con precios rigidos en la dinámica de desequilibrio.
La dinámica de equilibrio de las variables endógenas puede derivarse de la
ecuación en diferencias imponiendo la condición de que los cambios esperados coincidan
con las tasas de crecimiento constantes a largo píazo, O~, O~, y O,, a su vez función de las
tasas de crecimiento en las variables fundamentales. Sustituyendo las condiciones de
equilibrio, ~~+i = p, +
0p, pt+I* = p¿ + 6,. y s,+
1e = 5 + O,, en la ecuación en diferencias,
resulta la siguiente solución de equilibrio,
a2<j32±134—t> a1
2P3aD %
a2(~ + 13 —1
)
2133%
1+P4~132 j30a1
213~ a»
a2(132+ 1341
2133%
a2(132±134—1) a,
2133% a»
a» 213,
(V.8)
pl
1/a»
Pu
a»
1
a0
«0
(31.9)
y’
yt
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donde por simplicidad los términos constantes han sido omitidos. Nótese que
contrariamente al resultado típico en modelos monetarios, los precios y el tipo de cambio
no son necesariamente linealmente homogéneos en la masa monetaria a largo plazo. La
homogeneidad depende crucialmente del supuesto de homogeneidad de la demanda de
dinero respecto a los precios, a0 = 1, y del supuesto de homogeneidad del tipo de cambio
real con respecto al índice de precios relativos, 130 = 1. Ambos supuestos son
empíricamente cuestionables.
Alternativamente, el sistema puede ser formulado en términos de los tipos de
interés en vez de los niveles de precios a partir de las condiciones de equilibrio (31.1) y
(31.2) del mercado monetario. En ese caso, la solución a largo plazo del sistema es,
~ 132+j34-i I3~+134-I
2133 2133
13+13-y 13~~134~ mt (31.10)Vi] ________ ________2133 213313» ~ 132 13»ct, 13»a, 1+134—132 y~
a» ci» 213, ci» ci» 213,
Nótese que el tipo de interés no depende de la cantidad de dinero en el largo plazo, sólo
depende de los niveles de renta. Además, en nuestro modelo simétrico el diferencial de
interés es estacionario en el largo plazo al no depender de ninguna de las variables
fundamentales del sistema.
Pasamos ahora a derivar la dinámica de las variables endógenas en el corto plazo.
La ecuación en diferencias tiene el siguiente formato:
( ~~+1
tsj + Tz~ • (V.ll)
donde Pt es el vector bivariante que contiene los precios de los dos países, s, es la variable
escalar tipo de cambio y Z~ es el vector que contiene las cuatro variables exógenas del
modelo. Para obtener la solución al anterior sistema de ecuaciones en diferencias con
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expectativas particionamos las matrices de parámetros de la siguiente manera:
A11 A1 (p1~3 21A21 A2 k~t)
Sea A BJW’ la descomposición de Jordan de la matriz A, donde J es la matriz diagonal
que contiene los tres valores propios de A ordenados de menor a mayor en valor absoluto,
y particionamos estas matrices del mismo modo que hicimos con A,
B~C) 21 tt) (31.13)
donde J, y J2 son matrices de dimensión 2x2 y lxi respectivamente. Para que el sistema
tenga solución única, J1 debe contener todos los valores propios dentro del circulo unidad
mientras que J2 debe contener todos los que se hallen fuera de él. Si la condición de
unicidad se verifica, la solución del sistema para t>0 es, según Blanchard y Kahn (1980),
pl B1íJ1B¡¡íp,,+ríz,1~A12c2;sJ2~~(c21T~1 c r2)B1[z11] , (31.14)
1=0
y
— C22
1Z 321 ‘(0
21P1 +CZZI’2)Bt[Zt+íl . (31.15)
1=0
Para obtener soluciones explicitas de estas dos ecuaciones debemos especificar el
comportamiento dinámico de las variables fundamentales. Por ejemplo, supongamos que
el vector Z, puede ser representado por un proceso autorregresivo de orden p,
Z =e+wz +‘Pz + +Wz +~ (31.16)
1 z 1 t-t 2 t—2 i> t-p 1
Se puede probar que las sumas infinitas en las ecuaciones (31.14) y (31.15) también
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tienen una representación autorregresiva de orden p. Por tanto, utilizando dicha
representación autorregresiva, las ecuaciones pueden expresarse como,
~=e,+A1~~ +r11z +F12z2 +... +F1z (31.17)
st = ®2+A2p~±F21z~+F22Z~±... (31.18)
donde las matrices de parámetros, 9, A y Y, son funciones no lineales de los parámetros
estructurales en (V.1)-(V.7) y de los coeficientes autorregresivos en (31.16). Finalmente,
sustituyendo (31.16) y (31.17) en la ecuación (31.18), podemos obtener una expresión global
de la dinámica conjunta de todas las variables del sistema, X = {p, p~, s, m, ml y,
como un proceso autorregresivo de orden p multivariante,
Algunos de los supuestos restrictivos utilizados para derivar las ecuaciones (31.9)
y (31.19) pueden ser fácilmente relajados sin que los resultadosbásicos del análisis se vean
afectados. Por ejemplo, se puede relajar el supuesto de simetría internacional, se puede
utilizarcomo deflactor de la demanda de dinero un índice de precios al consumo, ap + (1-
en vez del deflactor de la producción, p, la demanda de dinero puede incluir saldos
reales retardados, se puede usar en la ecuación de la demanda de bienes el tipo real de
interés en vez del tipo nominal, y finalmente se puede usar una versión más Keynesíana
del modelo y distinguir entre producción a corto plazo y producción potencial, sin que los
resultados cualitativos del análisis empírico se vean comprometidos.
Si las expectativas se forman racionalmente, el proceso multivariante en (31.19)
debe satisfacer un conjunto de restricciones paramétricas: nulidad de algunos coeficientes
y restricciones interecuacionales. Estas restricciones, dificiles de derivar en contextos
uniecuacionales [por ejemplo, Hoffman y Schmidt (1981) y Hoffman y Schlagenhauf
(1983)], lo son aun más en nuestro modelo multiecuacional y por ello no se contrastan en
el presente estudio. Además, DeJong y Husted (1993) han mostrado que los contrastes
tradicionalmente utilizados para comprobar estas restricciones carecen de potencia y
tienden a no rechazarlas con frecuencia. Existe sin embargo un conjunto de importantes
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implicaciones que permiten distinguir la presente formulación de anteriores versiones del
modelo monetario.
En primer lugar, el modelo multivariante en (31.19) captura la dinámica conjunta
de la variable endógena, s, las variables predeterminadas, p y p (i e i<), y las variables
fundamentales, m, E, y e y , mientras que el sistema (V.9) representa el equilibrio a largo
plazo entre las variables. Dado que las variables fundamentales son integradas de orden
uno, los sistemas (31.9) y (31.10) pueden ser interpretados como un conjunto de cinco
relaciones de cointegración presentes en el modelo general (y. 19). De entre estas
relaciones nos interesa primordialmente la que determina el comportamiento a largo plazo
del tipo de cambio. Es decir, la relación entre el tipo de cambio bilateral, las masas
monetarias y las rentas reales de los dos países. Nótese que para analizar tal relación no es
necesario considerar el sistema completo (31.19), salvo quizás para obtener una
representación dinámica parsimoniosa. Más adelante volveremos a tratar el tema de la
especificación del modelo.
Elobjetivo del presente capítulo es evaluar empíricamente, en qué medida el pobre
comportamiento del modelo monetario del tipo de cambio está inducido por la posible
inestabilidad en uno de sus componentes fundamentales; la ecuación de demanda de
dinero. En general, el análisis de la estabilidad de la demanda de dinero empieza con la
especificación y estimación de una ecuaciónde demanda de dinero a largo plazo. Lamayor
partede los autores elige formulaciones de la demanda de dinero similares a las propuestas
en (V.l) y (V.2); es decir, estudian la posible cointegración de un sistema que engloba la
ofertade dinero, el nivel de precios, la renta real y el tipo de interés. Conviene señalar que
estas ecuaciones capturan el equilibrio a corto plazo del mercado monetario, en el que el
nivel de precios y el tipo de interés no tienen porqué adoptar su valor de equilibrio a largo
plazo. Este hecho puede enturbiar el análisis de la estabilidad ya que, desde el punto de
vista teórico, dos de las cuatro variables del sistema pueden estar en permanente estado de
desequilibrio lo que dificultaría la estimación de las elasticidades a largo plazo de la
demanda de dinero.
Existe afortunadamente una vía alternativa para examinar el problema de la
estabilidad de la demanda de dinero; es decir, la estabilidad de los coeficientes a » a~ y
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«2. Restando las expresiones del comportamiento a largo plazo de p y p~ en (31.9)
obtenemos,
1 *
—(m~-m~ >-—<y~-y,) (31.20)
a a
o o
que es una relación de largo píazo que involucra exclusivamente las elasticidades «o y a
de la demanda de dinero. Esta formulación, que explota la estacionariedad a largo plazo
del diferencial del tipo de interés, incorpora variables relativas en las que el componente
tendencial suele neutralizarse y ofrece ventajas desde la perspectiva de la estimación. Por
tanto, la estrategia de contrastación de inestabilidad en la demanda de dinero, difiere
notablemente de la utilizada con frecuencia en la literatura.
V.3.- METODOLOGÍA ECONOMÉTRICA
La metodología econométrica empleada en el presente capítulo tiene tres objetivos
básicos: (1) obtener estimaciones de vectores de cointegración, (2) calcular contrastes de
cointegración y, (3) realizar contrastes de inestabilidad paramétrica en vectores de
cointegración. En cuanto al primer objetivo, existen numerosas técnicas para la estimación
de vectores de cointegración. Estas técnicas se pueden dividir en dos grandes grupos:
técnicas multivariantes de estimación, cuyo exponente más popular es el método de
Johansen (1988, 1991), y técnicas de estimación uniecuacionales, como por ejemplo el
método mínimo cuadrático de Engle y Granger (1987). Por consistencia interna entre los
diferentes apartados del análisis econométrico, hemos elegido la segunda vía. En particular,
en nuestro estudio utilizamos un estimador propuesto por Phillips y Hansen (1990) (‘ful/y
modifled estimator9, que tiene la ventaja de proporcionar estimadores del vector de
cointegración corregidos del posible sesgo por endogeneidad de los regresores y
autocorrelacion.
Consideremos la regresión multivariante, y~ = x ~ + u,~, donde xt es un proceso
multivariante no estacionario, por ejemplo, x~ = ~ + u2~ , siendo u,~ y u2~ procesos
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estacionarios en sentido débil. El método original de Engle y Granger (1987)~ consiste en
estimar (de manera superconsistente) el vector de parámetros J3 por mínimos cuadrados
ordinarios (MCO). Sin embargo, en presencia de autocorrelación o endogeneidad de los
regresores, los estimadores MCO pueden estar sesgados. Para corregir este posible sesgo
Phillips y Hansen (1990) derivan un estimador corregido (‘ful/y mod¿fiedestimator’3, ¡Y.
Definamos primero el vector de perturbaciones u~ = (u1~, u2~’), y
0= iii» ~
— ——
T-~ T t=í j=í
A = hm ~ tÉE[uju,’i
T-= T t=~ j=
(31.21)
(31.22)
las llamadas matrices de varianzas y covarianzas del largo plazo uni y bidireccionales
(“one <sided” y “two sided”). Estas matrices pueden particionarse, según u~, como
0 ¶2) A=(” 2)~ (31.23)
apartir de las cuales se construyen las siguientes expresiones de interés,
012 =0-00’0
11 12 22 21
A21A220~021.
(31.24)
(31.25)
Aunque dicho método, al contrario que el de Johansen, tiende a aceptar la ausencia de cointegración, lo utilizamos
por consistencia con el procedimiento propuesto por Oregory y Hansen para detectar inestabilidad en la relación
de largo plazo.
y
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012 puede interpretarse como la varianza a largo plazo de u1~ condicionada a u2L, mientras
que A21~ representa el sesgo por endogeneidad de los regresores.
El estimador corregido tiene la siguiente expresión,
(t(~;(o kí»)(txíxij -t , (31.26)
donde
0
1u12 22 2t (31.27)
En la práctica, las matrices del largo plazo 0 y A se estiman no paramétricamente según
el método propuesto porAndrews y Monahan (1992).
Para la contrastación de hipótesis lineales se propone un estadístico modificado de
Wald, similar al utilizado en regresión lineal,
O (R13—rY’ R (o
11 2®(jtxtxt’j J R’ f’(RP—r) . (31.28)
donde (R~ - r) es la restricción lineal objeto del contraste. En particular, una de las
aplicaciones básicas del estadístico es en la contrastación de la significatividad individual
de los parámetros. Bajo lahipótesis nula, el estadístico G se distribuye asintóticamente x2~
con tantos grados de libertad como restricciones independientes haya (rango de R).
Para la contrastación de raíces unitarias se utilizan tres estadísticos diferentes: 1)
el contraste de Dickey y Fuller aumentado (AiDF) [Said y Dickey (1984)], 2) el contraste
de Phillips y Perron (1988) (PP), y 3) el más reciente contraste simétrico ponderado (WS)
[Pantula et al. (1994)]. La selección de retardos en el contraste ADF se realiza siguiendo
la recomendación de Perron y Vogelsang (1992). Una vez estimado el modelo según el
método corregido de Phillips y Hansen, se aplica un contraste de raíces unitarias sobre u
1)
- ~ los residuos estimados de la ecuación. En particular, hemos elegido el popular
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estadístico ADF, basado en el estadístico t sobre el parámetro a, en la ecuación
lc
Au¿S0.i-au,71±Z c51Au¿1÷~, (31.29)
donde k se determina siguiendo el criterio propuesto por Perron y Yogelsang. La
distribución en muestras finitas de dicho estadístico ha sido tabulada por MacKinnon
(1991).
En el capitulo anterior, hamos examinado el comportamiento comparado de varios
contrastes de inestabilidad paramétrica en relaciones de cointegración. De entre ellos,
destaca por su robustez y potencia el contraste de inestabilidad paramétrica propuesto por
Gregory y Hansen (1996), el cual empleamos en el presente capitulo.
Gregory y Hansen (1996) proponen un estadistico para contrastar la hipótesis nula
de ausencia de cointegración diseñado para tener potencia contra alternativas cointegradas
en presencia de cambios estructurales. Este estadístico es una extensión del contraste de
cointegración propuesto por Engle y Granger (1987), que verifica la presencia de raíces
unitarias en los residuos de la regresión de cointegración. Gregory y Hansen parten del
modelo,
+ p2(p + a -F 4- C~ , t 1,..,T ‘ (31.30)
donde X~ es un vector de regresores 1(1), e~ es 1(0) y, q ~ es una variable ficticia definida
de la siguiente forma:
si t=[tTJ{1 , si t>[tT] (31.31)
con [ti] denotando la parte entera de “ti”, y t es un parámetro desconocido
perteneciente al intervalo (0, 1).
Una vez estimado el modelo por MCO, se aplica un contraste de raíces unitarias
sobre 4~, el residuo estimado de la ecuación. En particular, hemos elegido el popular
contraste de Dickey-Fuller aumentado (ADF). Para cada posible punto de corte t, dentro
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del intervalo ‘u 4.15, .85], se calculaun estadístico ADF(t), que bajo lahipótesis nula tiene
la distribución de Dickey-Fuller. Sin embargo, cuando el punto de corte es desconocido,
Gregory y Hansen proponen calcular,
InfADF mm ADP(t) (31.32)
rc(,iS, .85)
es decir, el ínfimo entre todos los valores calculados. Estos autores han tabulado la
distribución asintótica del estadístico InfADF para varias especificaciones alternativas de
la regresión de cointegración. Finalmente, asociada al estadístico InfADF estará la
posición muestral NInfADF, que puede ser interpretado como un posible estimador del
punto de corte. El estudio de Monte Carlo llevado a cabo en el capítulo anterior, mostró
que este estimador parece ser bastante preciso y con escaso sesgo.
En este capítulo hemos tabulado los valores críticos más usuales de los estadísticos
ADF, InfADF y MeanAiDF usando el criterio de selección de retardos de Perron y
Vogelsan, en muestras finitas de Soy 100 observaciones y para ecuaciones con uno y dos
regresores. El resultado es el siguiente:
ADE InfADF MeanADF
¡ 1~ 1 1 1 1
1=50 1171201 Th50 Thl00 T=501 T=I0O T==50 Th100 Th50 W100 T50 T100
nvar=1 nvar=2 ¡ nvar=1 nvarl nvar=1 nvar=2
3609 3.515 -4.070 -3.947 -5.403 -5.249 -6.012 -5.821 -3.985 -3.876 -4.532 -4.414
10% 3256 3.180 -3.713 -3,614 -5.082 -4.947 -5.678 -5.534 -3.696 -3.599 -4.243 -4.143
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V.4~ RESULTADOS EMPÍRICOS
El análisis empírico está organizado en los siguientes apartados. En un primer
apartado examinamos la evidencia empírica favorable a una ecuación del tipo de cambio
a largo píazo como la derivada en (31.9), típicamente estimada en la literatura. En un
segundo apartado examinamos la evidencia empíricaacerca de la estabilidad de la demanda
de dinero en ecuaciones del largo plazo, como la derivada en la expresión (31.20).
Finalmente, una vez se hayan establecido subperiodos muestrales de mayor estabilidad en
la demanda de dinero, en un tercer apartado se vuelve a examinar la ecuación del tipo de
cambio a largo plazo en las submuestras estables.
En cada uno de estos apartados se realizantres operaciones. La primera consiste en
aplicar a las variables de la ecuación contrastes de raíces unitarias. Por motivos de espacio,
sólo se presentan los resultados correspondientes al contraste simétrico ponderado (WS),
por su contrastadabuena potencia4 [Pantula et al. (1994)]. La segunda operación consiste
en la estimación de la relación de cointegración mediante el procedimiento corregido de
Phillips y Hansen (1990), y por último, en una tercera etapa se calcula el contraste de
inestabilidad parámetrica de Gregory y Hansen (1996). En las tablas se presenta
información acerca del vector de cointegración, f3, de la significatividad de dichos
coeficientes, obtenida mediante un contraste corregido de Wald, G, del contraste de
cointegración ADF (Dickey-Fuller aumentado), de los contraste de inestabilidad
paramétrica de Gregory y Hansen, InfADF y MeanADF, así como del punto de corte
estimado, Ninf. Los ocho modelos bilaterales estudiados vendrán referidos por las iniciales
de los países extranjeros: Alemania (AL), Canada (CN), Francia (FR), Italia (IT), Japón
(JP), Suiza (SU), Reino Unido (RU) y Estados Unidos (EIJ).
Empezamos nuestro análisis con la descripción de los datos, a continuación
obtenemos los resultados para la muestra completa, y finalmente realizamos el estudio en
las posibles submuestras estables.
También, por motivos de espacio, tampoco presentamos los resultados de los contrastes de estabilidad en la
tendencia estocástica para el conjunto de variables utilizado. Tras su análisis, podemos afirmar que no existe
evidencia clara de inestabilidad en ninguna de ellas. Además, téngase en cuenta que en el trabajo se plantea cl
análisis de estabilidad en la relación de cointegracién. Esta no tiene por qué verse alterada por la inestabilidad
individual de las series que componen la relación de cointegración.
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V.4.1. FUENTES ESTADISTICAS
Aunque el comienzo del actual sistema de tipos de cambios flexibles se suele situar
a principios de 1973, cuando seproduce el abandono oficial del sistema de Bretton Woods,
los tipos de cambio empezaron a fluctuar de forma moderada desde principios de 1970. Por
ello, en este estudio se utilizan datos trimestrales correspondientes al periodo 1970:1-
1993:4, que han sido obtenidos de las Estadísticas Financieras Internacionales del Fondo
Monetario Internacional. Los tipos de cambio nominales representan las medias
trimestrales a partir de datos diarios, y están expresados en dólares por unidad de cuenta
nacional. La oferta monetaria corresponde al dato de final de trimestre del agregado Ml
desestacionalizado. Para Francia y el Reino Unido, la no disponibilidad de la serie anterior
nos obliga a utilizar un índice de dicho agregado monetario, que en el caso de Inglaterra
solo existe hasta 1992:4. Los tipos de interés a corto píazo están anualizados, y representan
las tasas del mercado monetario o de las letras del tesoro, dependiendo del país. Las series
de tipos de interés no están completas en todos los países. Por ejemplo, para Italia se
disponen de datos para el periodo 1971:1-1993:4, para España en el periodo 1974:1-
1993:4, y para Suiza en el periodo 1975:4-1993:4. Finalmente, la renta real está medida por
el PIB a precios constantes corregido de estacionalidad, y el nivel de precios por el IPC.
V.4.2. MUESTRA COMPLETA
V.4.2.1. ECUACIÓN DEL Tiro DE CAMBIO
Empezamos el análisis investigando las propiedades de la ecuación del tipo de
cambio a largo plazo5 (31.9). Bajo el supuesto de simetría internacional, esta ecuación
contiene tres variables: el logaritmo del tipo de cambio bilateral nominal, NXRT, el
logaritmo de la oferta relativa de dinero, RMl = m - m*, y el logaritmo de la renta real
Téngase en cuenta que esta es la relación de largo píazo. La diferencia básica entre las dos versiónes (precios
rigidos y flexibles) del modelo monetario reside en la dinámica de comportamiento a corto plazo de las variables.
Por tanto, la “ventaja” relativa de la versión de precios rígidos frente a la de pecios flexibles es que permite tener
en cuenta su dinámica de ajuste.
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relativa, RRY = y - y,
NXRT y0 + y1RMl + y2RRY , (31.33)
donde ~y Y2 representan la elasticidad monetaria y la elasticidad renta del tipo de cambio
a largo plazo, respectivamente. Los Gráficos 31.1 y 31.2 presentan la evolución temporal
de las variables, NXRT, RM1 y RRY para cada una de las relaciones bilaterales analizadas.
Los resultados de aplicar los contrastes de raíces unitarias a las tres variables del
sistema, NXRT, RM1 y RRY, para cada una de las 8 relaciones bilaterales entre los nueve
países, se presentan en la Tabla 31.1. Estos resultados indican que para la inmensa mayoría
de estas variables, no puede rechazarse la presencia de al menos una raíz unitaria en su
dinámica temporal. Sólo la renta real relativa de Alemania (AL) parece rechazar la
hipótesis nula de una raíz unitaria en favor de la alternativa de estacionariedad al 10% de
significación. Estos contrastes se vuelven a aplicar a las primeras diferencias de las
variables (indicadas por el símbolo A). Para la mayor parte de las variables, puede
rechazarse la presencia de más de una raíz unitaria, aunque la oferta monetaria relativa de
Japón (JP), y marginalmente, la renta real relativa de Suiza (SU), parecen ser variables
integradas de orden superior a uno.
La Tabla 31.2 presenta los resultados del análisis de cointegración para la ecuación
monetaria del tipo de cambio (31.33) en la muestra completa. De los ocho modelos
bilaterales considerados, no hay evidencia de cointegración (ADF) al 10% de nivel de
significación en ninguno de ellos. La variable RMl es significativa en cinco de los
modelos. También, en cinco de ellos no puede rechazarse la hipótesis nula de
homogeneidad monetaria del tipo de cambio (y1 = 1), mientras que en otros dos su
coeficiente tiene el signo equivocado. Por otro lado, la variable RRY no es significativa
en cuatro de las ocho relaciones bilaterales. Los contrastes de estabilidad de Gregory y
Hansen (InfADF y MeanA.DF) indican evidencia clara de inestabilidad en el modelo de
Italia (IT), aunque en otros dos, FR y RU, hay también indicio marginal de tal fenómeno.
Cunosamente, el estimador del punto de corte, Ninf, señala en todos los modelos una fecha
parecida, alrededor del año 1984.
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En la mayor parte de los modelos monetarios del tipo de cambio se asume
homogeneidad tanto en la demanda de dinero como en el tipo de cambio real, a
1, con lo que se obtiene tambiénhomogeneidad monetaria para el tipo de cambio nominal,
y1 = 1. En la Tabla 31.2 hemos podido comprobar que dicha restricción no podía ser
rechazada en cinco de los modelos. Por consiguiente, examinamos a continuación el
modelo que incorpora esta restricción, en el que la dimensión del sistema se reduce de
cinco a dos variables y donde la nueva variable dependiente es NXRT-RMl. La evolución
temporal de esta variable está representada en los Gráficos 31.1 y 31.2.
La Tabla 31.1 recoge los resultados de aplicar el contraste de raíces unitarias a las
nuevas variables. En tres de los modelos, AL, CN y EU, el estadístico WS se muestra
favorable a la estacionariedad de la variable NXRT-RMl, con niveles de confianza
superiores al 95%, mientras que en otros cuatro, aunque no se rechazade la hipótesis nula,
los percentiles del estadístico son superiores al 70%. Para los modelos AL y EU, estos
resultados son consistentes con los obtenidos en la Tabla 31.2, no así para el modelo CN,
que presentaba un coeficiente estimado ~ significativamente diferente de la unidad.
Finalmente, en ningún caso existe evidencia de integración de orden superior a uno.
La Tabla 31.3 reproduce la información estadística de la Tabla 31.2 para el modelo
con homogeneidad monetaria,
NXRT-RM1 y0 + y2RRY. (31.34)
Los resultados de ambas tablas son parecidos, con coeficientes y2 negativos y
generalmente poco significativos, ausencia de cointegración, y cierta evidencia de
inestabilidad paramétrica. Además, aunque los puntos de corte estimados cambian, siguen
permaneciendo mayoritariamente dentro del intervalo 1982-1986. Por tanto, del examen
conjunto de las Tablas 31.1 a 31.3, puede decidirse que sólo en dos de las relaciones
bilaterales (Alemania y los EE.UU), el modelo monetario parece validarse.
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V.4.2.2. ECUACIÓN DE DEMANDA DE DINERO
Ahora estudiaremos la posible conexión entre inestabilidad en la demanda de
dinero y el pobre comportamiento del modelo monetario del tipo de cambio exhibido en
el apartado anterior. Para examinar la inestabilidad de la demanda de dinero utilizamos la
ecuación (31.20) del texto, que relaciona el comportamiento del logaritmo de los precios
relativos, RIPC, el logaritmo de la ofertarelativa de dinero, mvii, y el logaritmo de la renta
real relativa, RRY,
RIPC PO + P1RMl 4- I32RRY (31.35)
y donde sólo intervienen los parámetros a0 y a1 de la demanda de dinero. Por tanto, de
acuerdo a nuestros supuestos, los coeficientes de la ecuación (31.35) deben satisfacer las
restricciones, 131 > O y 132 < 0. El otro parámetro de la demanda de dinero, a2, no aparece
en la ecuación como consecuencia de la estacionariedad implícita del diferencial de interés
en nuestro modelo.
El índice de precios relativos es la única variable de la ecuación (31.35) cuya
estacionariedad no ha sido analizada todavía. Los resultados de aplicar contrastes de raíces
unitarias a dicha variable, en la Tabla 31.1, indican que entre los ocho índices de precios
relativos considerados, sólo en el de Italia (IT), puede rechazarse la hipótesis nula de una
raíz unitaria en favor de la alternativa de estacionariedad al 10% de significación. Ademas,
en otros dos modelos, AL y SU, el orden de integración de la variable es mayor que uno.
Adicionalmente, la Tabla 31.1 confirma la estacionariedad de los diferenciales deinterés
a corto plazo, RTIC, en todos los modelos, en consonancia con los resultados obtenidos
en el apartado teórico.
La Tabla 31.4 presenta los resultados del análisis de cointegración para la ecuación
(31.35), que caracteriza el comportamiento a largo plazo de la demanda de dinero, en la
muestra completa
6. En ella se muestra que todos los coeficientes estimados tienen el signo
Téngase en cuenta que el modelo monetario de precios rígidos a largo píazo, también supone el cumplimiento de
la paridad del poder adquisitivo. Por este motivo, el análisis de la estabilidad de la demanda de dinero en este
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correcto. En general, el valor de dichos coeficientes es aceptable, aunque no siempre es
estadísticamente significativo. Además, en cuatro de las ecuaciones no es posible rechazar
la hipótesis de homogeneidad monetaria, ¡~1 = 1. Sin embargo, los resultados indican que
no hay evidencia de cointegración en ninguna de las ocho relaciones bilaterales, aunque
hay signos inequívocos de inestabilidad paramétrica. En dos modelos, AL y RU, los
contrastes de Gregory y Hansen rechazan la estabilidad al 10% de nivel de significación,
y en otros tres, CN, FR y EU, su valor es elevado sin ser significativo. Como ocurria en
las ecuaciones del tipo de cambio, la mayor parte de los puntos de corte estimados se
agrupan en tomo a 1984.
Al igual que ocurría con la ecuación del tipo de cambio, el supuesto de
homogeneidad en la demanda de dinero y en el tipo de cambio real, a0 = 130 = 1, implica
homogeneidad monetaria para los precios relativos, j3~ = 1. Examinamos a continuación
el modelo que incorpora esta restricción,
RIPC-RMl fi0 + j32RRY . (31.36)
Como puede observarse en la Tabla 31.1, la nueva variable dependiente, RIPC-
RM1, es en general, integrada de orden 1, excepto en los modelos CN y EU, donde es
estacionaria. La Tabla 31.5 presenta los resultados del análisis de cointegración en el
sistema formado por las variables RIPC - RM1 y RRY. En ninguna de las ocho relaciones
bilaterales hay evidencia de cointegración. Por otra parte, los estadísticos de Gregory y
Hansen sólo muestranevidencia de inestabilidad paramétrica en el modelo IT, aunque hay
síntomas más débiles en otros tres modelos, FR, SU y RU. Los puntos de corte estimados
bajo homogeneidad monetaria de la demanda de dinero varía significativamente según el
modelo, aunque entre los cuatro modelos que presentan mayor evidencia de inestabilidad,
ésta parece concentrarse de nuevo en torno a 1984.
Los resultados obtenidos en el análisis de las ecuaciones del tipo de cambio y de
la demanda de dinero, permiten deducir unas primeras conclusiones. El fenómeno más
notable es la presencia de síntomas inequívocos de inestabilidad paramétrica, más
contexto no implica una contradición de los fundamentos teóricos de dicho modelo.
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significativa en la ecuación de demanda de dinero. Esto nos lleva a pensar que esta
ínestabilidad paramétrica puede ser la causa de los pobres resultados obtenidos en el
análisis de cointegración para el modelo monetario para el tipo de cambio. Además, esta
inestabilidad paramétrica parece producirse en tomo a 1984, época en la que la política
monetaria española adopta criterios más rigurosos de control de la inflación, que
permitieron la incorporación de lapeseta al Sistema Monetario Europeo en 1986. Por otro
lado, hay señales mixtas sobre el supuesto de homogeneidad monetaria, cuya imposición
apenas alivia los síntomas de inestabilidad paramétrica. El siguiente paso en nuestro
análisis consiste en utilizar los puntos de corte estimados para las ecuaciones de los precios
relativos, Ninf, en las Tablas 31.4 y 31.5, para identificar en cada relación bilateral
subperíodos muestrales con mayor estabilidad monetaria, subperíodos en los cuales
volveremos a estimar la ecuación básica del tipo de cambio.
V.4.3 SURMUESTRAS ESTABLES
Las Tablas 31.4 y V.5 proporcionan información acerca del posible o posibles
puntos de corte en cada relación bilateral, así como una indicación de la severidad del
problema de inestabilidad paramétrica en cada uno de ellos. Con estos puntos de corte se
ha reestimado la ecuación del tipo de cambio en cadauna de las submuestras, provisto que
estas tuvieran una mínima dimensión, eliminando aquellas variables explicativas que no
eran significativas, e imponiendo la condición de homogeneidad monetaria cuando no era
rechazada. Además, se ha investigado la posibilidad de que hubiera puntos de corte en los
extremos de la muestra, ya que los contrastes secuenciales usados tienen poca potencia
para detectarlos. Los resultados finales de ese análisis se presentan en la Tabla 31.6.
Comentamos a continuación el resultado obtenido para cada relación bilateral, y el proceso
seguido para llegar a él.
La estimación por submuestras de los modelos para Alemania y Canada no arrojó
ningún resultado significativo. Sin embargo, tal y como indicamos al describir los
resultados de la Tabla 31.1, la variable NXRT - RM1 es estacionaria en ambos casos. Por
consistencia interna, la Tabla 31.6 se presentan los valores del contraste ADF para raíces
unitarias, en vez del más potente simétrico ponderado (WS). Para Alemania, el valor del
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estadístico ADF para dicha variable es, -2.612, que corresponde al percentil .091 de su
distribución bajo la nula, mientras que para Canada el valor del estadístico es, -3.324, que
corresponde al percentil .014 de su distribución. El estadístico WS presenta percentiles
incluso menores, .026 y .0 12, respectivamente. Por tanto, cabe concluir que el modelo
cointegrado apropiado para estas dos relaciones bilaterales, incluye sólo la variable
monetaria, RMl, e incorpora la condición de homogeneidad monetaria.
En el modelo de Francia, los dos puntos de corte estimados son parecidos, por lo
que terminamos eligiendo un único punto intermedio, 84:4. En la submuestra 70:1-84:4,
el modelo elegido incorpora las dos variables explicativas, y además satisface la condición
de homogeneidad monetaria. El valor del estadístico ADF permite rechazar la hipótesis de
ausencia de cointegración al 5% de nivel de significación. Además, en esta submuestra ya
no hay evidencia significativa de inestabilidad paramétrica. Por contra, la submuestra 84:4-
93:4 no ofrece ningún resultado significativo. Por tanto, concluimosr que en esta relación
bilateral, el modelo monetario es válido para la primera parte de la muestra, pero no para
la segunda.
La estimaciónpor submuestras de Italia no proporciona resultados positivos. Sin
embargo, al analizar posibles puntos de corte al inicio de la muestra, descubrimos que el
tipo de cambio es estacionario durante el periodo 73:1-93:4, con un estadístico WS
correspondiente al percentil .028 de su distribución. Por tanto, el análisis de cointegración
no es apropiado para este modelo. Curiosamente, Italia es también la única relación
bilateral en la que la variable precios relativos, RIPC, es estacionana en toda la muestra.
Esta coincidencia puede interpretarse como una consecuencia del cumplimiento de la
paridad del poder adquisitivo. De los nueve países considerados, España e Italia son los
que exhiben mayores tasas de inflación, por lo que cabe esperar que el precio relativo sea
una variable relevante para el tipo de cambio. En el modelo monetario, esa relación se
captura implícitamente a través de la presencia de laoferta relativa de dinero. Sin embargo,
en este caso, la relación entre precios y masas monetanas no parece existir.
En la ecuación del tipo de cambio para Japón, ninguna de las variables explicativas
es significativa en la muestra completa, porlo que hemos procedido a eliminar una variable
al tiempo de la ecuación. Como consecuencia, el modelo que incluye sólo la renta relativa
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resulta estar cointegrado en la muestra completa, con un coeficiente altamente
significativo. Además, los estadísticos de inestabilidad no son significativos, con un punto
de corte potencial en 84:4. Al reestimar esta ecuación en las submuestras, el coeficiente
estimado apenas varía, y además, el nivel de cointegración disminuye como consecuencia
de la disminución del tamaño muestral. Por tanto, el modelo elegido para Japón es el de
la muestra completa.
En el caso de Suiza, al analizar los gráficos de los residuos, se descubre un
comportamiento anómalo al principio de la muestra, que coincide con el de la variable
RRY. Por eso eliminamos las dieciséis primeras observaciones muestrales. En la nueva
muestra, 74:1-93:4, aparece cointegración con el modelo que incluye las dos variables
explicativas, y se vuelve a cumplir la condición de homogeneidad monetaria. El coeficiente
de RRY es altamente significativo, y no existen síntomas claros de inestabilidad
paramétrica. De hecho, en el análisis por submuestras de este modelo, desaparece le
evidencia de cointegración por la reducción del tamaño muestral.
Las ecuaciones de demanda de dinero para el Reino Unido ofrecen dos fechas de
cambio, 77:4 y 83:2. La primera puede asociarse a la segunda subida de precio del
petróleo y el comienzo de la explotación del petróleo del Mar del Norte, mientras que la
segunda fecha puede estar ligada al comienzo de la política monetaria restrictiva
emprendida durante el gobierno Thatcher. Como las tres submuestras que generan estos
puntos de corte son muy reducidas, se investigó la posibilidad de ampliar la primera
submuestra a costade la segunda, así las dos submuestras finalmente analizadas cubren los
períodos 70:1-79:4 y 82:4-92:4 (que coinciden aproximadamente con los puntos de corte
en las Tablas V.2 y V.3). En aníbos casos el modelo elegido incluye ambas variables
explicativas y la condición de homogeneidad monetaria, con evidencia clara de
cointegración. Sin embargo, el coeficiente de la renta relativa es diferente en cada
submuestra, lo que corrobora los signos claros de inestabilidad paramétrica detectados en
las Tablas 31.2, 31.3 y 31.4. En la segunda submuestra, el InfADF y MeanADF presentan
valores altos. Sin embargo, este rechazo de la hipótesis nula de ausencia de cointegración,
debe ser interpretado aqui como evidencia de cointegración y no de inestabilidad
paramétrica.
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La Tabla 31.1 refleja que, para Estados Unidos, la variable NXRT-RM1 era
estacionaria. Sin embargo, las Tablas 31.4 y 31.5 apuntan a dos posibles puntos de corte,
76:4 y 83:4. Dado que los resultados para los periodos 76:4-93:4 y 83:4-93:4 son muy
similares, seleccionamos el primero de ellos. El modelo elegido para la submuestra 76:4-
93:4 incorpora las dos variables explicativas y la condición de homogeneidad monetaria,
con valores significativos para el estadístico de cointegración, pero no así para los
estadísticos de inestabilidad paraniétrica.
V.5.- CONCLUSIONES
El análisis empírico del modelo monetariopara la peseta desarrollado en elpresente
trabajo ofrece resultados bien definidos. Consistentemente con muchos otros trabajos
empíricos sobre el modelo monetario para varias divisas, no es posible encontrar una
relación estable a largo plazo entre el tipo de cambio nominal, la oferta monetaria y la renta
real, en la muestra completa, 1970:1-1993:4. Lahipótesis mantenida en este estudio, es que
la causa del mal comportamiento empírico del modelo monetario del tipo de cambio se
halla en la posible inestabilidad de un factor subyacente al modelo; la ecuación de demanda
de dinero. Por ello, en una segunda fase hemos analizado la inestabilidad de ambas
ecuaciones, la del tipo de cambio y la de la demanda de dinero. Los resultados empíricos
avalan la hipótesis de inestabilidad apreciable en ambas ecuaciones, con puntos de corte
estimados que no difieren mucho entre ecuaciones.
Usando los puntos de corte estimados para la demanda de dinero, se ha vuelto a
analizar la ecuación monetaria del tipo de cambio en las submuestras resultantes. Los
resultados del análisis en las submuestras ofrecen una perspectiva mucho más favorable
al modelo monetario, que resumimos a continuación. En primer lugar, salvo el modelo de
Italia, donde el tipo de cambio y los precios relativos son estacionarios, el resto de las
relaciones bilaterales presentan evidentes signos de cointegración, con coeficientes
significativos y signos adecuados. Además, en seis relaciones bilaterales no es posible
rechazar la hipótesis de homogeneidad monetaria, y en otras cinco la renta real es una
variable significativa en la relación del tipo de cambio. En segundo lugar, la inestabilidad
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paramétrica tiende a descender en las submuestras, lo que ayala el supuesto de que son los
cambios en la demanda de dinero los que causan el pobre comportamiento del modelo en
la muestra completa.
Finalmente, los períodos de inestabilidad parecen concentrarse al principio y a
mediados de la muestra, en torno a 1984. Aunque la estimación del punto de corte no es
muy precisa, las dos fechas mencionadas tienen una clara justificación económica. Por un
lado, el principio de lamuestra coincide con el comienzo del sistema de cambios flexibles,
periodo en el que posiblemente los agentes económicos estaban aprendiendo a operar en
el nuevo entorno. La segunda fecha coincide a “grosso” modo con un período de
turbulencia en los mercados monetarios. Las innovaciones tecnológicas en el sistema
bancario, y los cambios de política monetaria experimentados por los diversos países a
principios de los ochenta para contener la inflación, o en el caso de España para
incorporarse al Sistema Monetario Europeo, son la posible causa del errático
comportamiento de la demanda de dinero, que en muchos países obligó a las autoridades
monetarias a abandonar el agregado Ml como variable intermedia en sus políticas.
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APÉNDICE V.b TABLAS Y GRÁFICOS.
TABLA V.1
CONTRASTES DE RAÍCES UNITARIAS (1970:1-1993:4). PERCENTIL DEL
ESTADÍSTICO “WEIGHTED SYMMETRJC’ PARA VARIABLES ORIGINALES Y
PRIMERAS DIFERENCIAS.
ALEMANIAI CANADA ¡ FRANCIA ¡ ITALIA ¡ JAPÓN ¡ SUIZA ¡ R.U. ¡ EE.UU.
NXRT 0.996 0.498 0.978 0.405 0.984 0.997 0.540 0.649
ANXRT 0.000 0.000 0.001 0.002 0.047 0.000 0.003 0.001
RM1 0.861 0.953 0.972 0.380 0.482 0.992 0.582 0.981
ARMí 0.001 0.005 0.009 0.004 0.422 0.002 0.012 0.006
RRY 0.035 0.500 0.159 0.227 0.969 0.497 0.971 0.143
ARRY 0.012 0.000 0.003 0.000 0.000 0.127 0.000 0.002
RIPC 0.827 0.989 0.994 0.030 0.929 0.788 0.984 0.977
ARIPC 0.564 0.090 0.009 0.004 0.073 0.381 0.001 0.028
RTIC 0.007 0.001 0.001 0.002 0.037 0.015 0.005 0.001
ARTIC 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
NXRT-RM1 0.026 0.012 0.285 0.206 0.291 0.221 0.471 0.012
A(NXRT-RM1) 0.000 0.000 0.001 0.001 0.000 0.000 0.002 0.002
RIPC-RMI 0.693 0.008 0.538 0.311 0.393 0.761 0.257 0.042
A(RIPC-RMX) 0.000 0.037 0.014 0.006 0.003 0.012 0.028 0.003
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TABLA V.2
ANÁLISIS DE COINTEGRACIÓN (1970:1-1993:4)
NXRT = y0 + y1 RM1 + y2 RRY
y, y, y,=l ADF InfADF Ntnf MeanADF
ALEMANI 1.225 -1.446 1.596 -2.666 -4.610 84:1 -3.040
A
CANADA -0.450 -3.294.. 31.64~’ -1.477 -3.825 81:2 -2.641
FRANCIA 0.653 -4.460 2.908 -3.098 -5.210 84:2 -3.469
ITALIA -0.524 0.926’ 64.65” -3.224 -5.479’ 78:1 -4.198
JAPÓN 0.732 -3.089 0.196 -3.231 -4.511 84:2 -3.461
SUIZA 0.692 -0.582 0.608 -1.750 -4.110 84:1 -3.203
R.U. 0.080 -1.571 2.124 -0.891 -5.472’ 80:4 -2.530
EE.UU. 0.749 -5.587” 1.642 -2.390 -4.275 81:4 -2.733
TABLA V.3
ANÁLISIS DE COINTEGRACION (1970:1-1993:4)
NXRT-RMí =y>+y2RIIY
y2 ADF InfADF Ninf MeanADF
ALEMANIA -0.308 -2.185 -3.758 83:1 -2.571
CANADA 0.157 -2.528 -3.654 80:3 -2.721
FRANCIA -6.337” -2.639 -5.190 85:2 -3.458
ITALIA -1.199 -1.574 -4.135 76:4 -2.453
JAPÓN -0.668 -2.442 -3.664 88:3 -2.892
SUIZA -5.384” -2.568 -4.604 75:4 -3.468
R.U. -0.924 -1.722 -5.569 81:4 -2.641
EE.UU. -10.91~ -2.333 -3.424 77:3 -2.570
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TABLA V.4
ANALISIS DE COINTEGRACIÓN (1970:1-1993:4)
RIPC = 130 + fi, RM1 + 132 RRV
132 j3~=1 ADF IInfADF Ninf MeanADF
LEMANI 1.515 ~3.15f* 3549fl -3.089 -5.530’ 84:1 -3.773
CANADA O.403** ~2.519** 9.540~ -0.783 -4.999 83:4 -2.588
FRANCIA 0.842 -2.737~ 1.024 -2.020 -4.781 84:3 -3.351
ITALIA 0.094 -0.265 98.99 -2.664 -3.613 80:4 -3.031
JAPÓN O.544’ -2.655” 28.10” -2.484 -4.406 84:2 -3.497
SUIZA 0.817” -0.231 0.789 -2.114 -4.318 86:1 -3.456
R.U. 0.035 -1.103 1.703 -0.906 -6.61< 77:4 -2.970
EE.UU. 0.950” -3.431” 0.976 -2.887 -4.897 83:4 -3.390
TABLA V.5
ANÁLISIS DE COINTEGJIACIÓN (1970:1-1993:4)
RIPC-RM1 = Po+ 132RRY
Pi ADF InIADF Nin! MeanADF
ALEMANIA -5.477 -2.121 -3.368 79:1 -2.102
CANADA -0.974 -2.429 -3.795 84:2 -2.628
FRANCIA -5.127 -2.518 -4.665 85:2 -3.023
ITALIA -2.199 -2.086 -4.566 83:4 -3.639’
JAPÓN -0.241 -1.697 -3.846 89:1 -2.702
SUIZA -5.075 -2.730 -4.594 80:1 -3.510
R.U. 2.722 -2.467 -4.750 83:2 -2.090
EE.UU. -4.956 -2.712 4.346 76>4 -3.080
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TABLA V.6
ANÁLISIS DE COINTEGRACIÓN EN SUBMUESTRAS ESTABLES
NXRT = y0 + y1 RMl + y2RRY
PERÍODO y1 y2 ADF InfADF MeanNADF
ALEMANIA 70:1-93:4 1 0 -2.612 -
CANADA 70:1-93:4 1 0 -3.324” -
FRANCIA 70:1-84:4 1 -3.430 -3.809 -4.662 -3.680
ITALIA 73:1-93:4 0 0 -3.366” -
JAPÓN 70:1-93:4 0 -6.630 -3.243 -4.424 -3.459
SUIZA 74:1-93:4 1 -8.710” -3.575” -4.139 -3.167
R.U. 70:1-79:4 1 5176” -4.149” -4.114 -3.407
R.U. 82:4-92:4 1 -2.959 -4.408 -5.717 -5.101”
EE.UU. 76:4-93:4 1 -11.18 -3.243 -3.105 -2.214
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GRÁFICOS DE LAS VARIABLES.
flGJ)BAYA
ESPANA - ALEMANIA ESPANA - ESTADOS UNIDOS
ESPAÑA - REINO UNIDO ESPANA - JAPÓN
74 72 74 74 74 •4 43 4* 54 — 43 74 fl 7’ 74 74 44 43 44 44 44 43
— NXRT — ¡ML — -¡¡Y (NKRT-RMLJ — NX¡T ¡Ml — -¡¡Y <NXRT.RMIJ
fl 72 74 74 74 41 U O 44 • 42 7 72 74 74 7 81 43 44 44 fl 43
— NXRT -- ¡Ml — -¡¡Y [NXRT.RMI3 — NX¡T -.- ¡MI — -KRY [NKRT-RMII
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IIGVR&L2
ESPAÑA - CANADA
ESPAÑA - ITALIA
ESPAÑA - FRANCIA
ESPAÑA - SUIZA
74 73 74 74 74 ‘4 43 40 44 44 43
— NXRT ¡Ml — .RRY -.— [NXRT-RMII — NXKT — -RRY -.-- [NKRT-RMIJ
7~ ‘3 74 74 7* fl 43 45 55 u it
—NXRT --RMI — -ny [NXRT.RMI) — NXRT ¡Ml — -¡¡Y P4XRT.RMII
