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 We present a new stochastic analysis for steady and transient one-dimensional heat 
conduction problem based on the homogenization approach. Thermal conductivity is 
assumed to be a random field K consisting of random variables of a total number N. Both 
steady and transient solutions T are expressed in terms of the homogenized solution T  and 
its spatial derivatives ( )  ( ) 
1
,
n n
n
n
T x t T L x T x
∞
=
= + ∂ ∂∑ , where homogenized solution T  is 
obtained by solving the homogenized equation with effective thermal conductivity. Both 
mean and variance of stochastic solutions can be obtained analytically for K field consisting 
of identically distributed (i.i.d) random variables. The mean and variance of T are shown to 
be dependent only on the mean and variance of these i.i.d variables, not the particular form of 
probability distribution function of i.i.d variables. Variance of temperature field T can be 
separated into two contributions: the ensemble contribution (through the homogenized 
temperature T ); and the configurational contribution (through the random variable ( )nL x ) . 
The configurational contribution is shown to be proportional to the local gradient of T . 
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Large uncertainty of T field was found at locations with large gradient of T  due to the 
significant configurational contributions at these locations. Numerical simulations were 
implemented based on a direct Monte Carlo method and good agreement is obtained between 
numerical Monte Carlo results and the proposed stochastic analysis.  
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I. Introduction 
 The modeling and analysis of heat conduction for any mechanical systems is a 
fundamental problem that is critical to standard engineering design. Traditional deterministic 
modeling is based on the assumption that problem input parameters (material properties, 
boundary and initial conditions, and problem geometry etc.) are known and fully 
deterministic [1]. However, only using the mean values from the deterministic study for 
design variables is generally not enough for most engineering practice and a safety factor 
must be introduced in order to take into account the uncertainty associated with the physical 
properties, initial, and boundary conditions. This factor of safety provides a measure of the 
reliability of a particular design. An accurate estimation of the safety factor to be used in the 
design will significantly reduce the manufacturing and operating cost. Therefore, there is an 
increasing interest in stochastic analysis and modeling for engineering problems, where 
uncertainty quantification and sensitivity analysis can be implemented in order to estimate an 
optimized factor of safety.  
 As the use of probabilistic design methodology becomes a standard practice for most 
engineering design, a number of stochastic modeling methods have been developed in 
different ways. A popular approach is to employ a large number of Monte Carlo simulations 
(MCS) over a sufficiently large probability space. Statistical information can then be 
extracted from the outcome of MCS. Since the standard deviation is inversely proportional to 
the number of samples (Nsim), a Nsim≈500 is usually required in order to estimate the 
cumulative distribution function (CDF) [2]. Therefore, this statistical approach often suffers 
from the enormous computational effort that is required for sufficiently large samples.  
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 Some non-statistical approaches have also been developed to overcome the 
computational hurdles associated with the direct statistical approach. The Galerkin method 
applied to stochastic systems has been proposed in [3]. The stochastic version of Taylor 
expansion, where the stochastic fields are discretized around mean values by a Taylor series 
expansion, is also known in the literature as the perturbation method [4-6]. As a powerful 
tool for solving the stochastic partial differential equations (PDEs), the stochastic finite 
element method (SFEM), an extension of the standard finite element method to the stochastic 
framework, has been put forward and applied to a number of examples [7-9], where the 
underlying formulation uses the second-order perturbation for the expansion of the random 
fields. Another popular approach, called polynomial chaos, is based on the decomposition of 
the random inputs and solutions into chaos polynomials which do form a complete and 
orthogonal basis. The original version employs a spectral expansion using Hermite 
orthogonal polynomials for Gaussian random variables. These approaches have been applied 
to the uncertainty analysis of heat conduction by a number of authors [10-12]. In contrast to 
the method mentioned, the new approach is based on the homogenization through expansion 
of dispersion relation. The original problem is reduced to quantify the uncertainty associated 
with the ensemble and configurational contributions. Significant computational savings can 
be achieved, as demonstrated in the numerical examples.  
 The homogenization approach was applied in our previous work [13, 14] to derive the 
effective properties and homogenized solutions. Reduction of problem dimensionality can 
also be achieved through the cross-sectional homogenization using the reduced-boundary-
function method [15, 16]. The objective of this paper is to present a stochastic analysis based 
on the homogenization approach (employing the dispersion relations) presented in [13, 14] to 
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provide some insights of uncertainties associated with steady-state and transient heat 
conduction, where the thermal conductivity can be any arbitrary random field in principle.  
The paper is organized as follows. We first present the analysis for steady problem in Section 
II, followed by the analysis for transient problem using a homogenization approach in 
Section III. Numerical examples are presented in Section IV.  
   
II. Stochastic Analysis for Steady-State Heat Conduction 
 In this section we consider the steady-state heat conduction problem subject to 
uncertainty in the thermal conductivity. We consider a one-dimensional model problem 
where the thermal conductivity K(x) is a random field that consists of random variables at 
different location of x. The equation for this problem is written as, 
0d dTK
dx dx
 
=  
, [ ]0,1x ∈ ,       (1) 
with Dirichlet boundary conditions  
( ) 00T x T= =  and ( ) 11T x T= = ,       (2) 
where x is the position and T is the temperature field. The steady-state temperature T is also 
a stochastic field because of the randomness in thermal conductivity K. The objective is to 
find the statistical properties of T for given random field K. From Eq. (1), we can easily find 
that  
dTK A
dx
= ,          (3) 
where A is a constant that can be determined from boundary conditions, where 
( ) 0 0 1
1 1
1 11
N N
n n
dT AT x T T T
N dx N K
= =
= = + = + =∑ ∑ .     (4) 
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Here N is the total number of discretized random variables in the interval [ ]0,1  after 
discretization. K is a random field in space. Equation (4) leads to the constant A, 
( )1 0
1
1N
n
A N T T
K
=
= − ∑ .        (5) 
The temperature field T can be explicitly written as,  
( ) ( )1 1 10 0 0 1 0
1 1 1 1
1 1 1 1N N N N
n n n n
dT AT x T T T T T
K KN dx N K
= = = =
= + = + = + −∑ ∑ ∑ ∑ ,  (6) 
where 1N Nx=  represents the number of random variables between [0, x]. By substitution of  
1
11 1 1
1 1 1NN N
n n n NK K K= = = +
= +∑ ∑ ∑         (7) 
into Eq. (6), we arrive 
( ) ( ) ( ) ( ) ( )
1 0
0 0 1 0 1 0
2 2
1 1
1
11
· 1
T T
T x T T T T x T T xN S x
zN S x
 
 
−
= + = + − + − − 
− + +
  
,  (8) 
where random variables 1S , 2S , and Z  are defined as 
1
1
11
1 1N
n
S
N K
=
= ∑  , 
1
2
12
1 1N
n N
S
N K
= +
= ∑ ,       (9) 
and 
2 1z S S= .          (10) 
From Eq. (8), the temperature field can be simply written as  
( ) ( ) ( ) ( )0 1 0 1 0
1 2
T x T T T x T T W x= + − + − −
 
,      (11) 
where we introduced another random variable W that is a function of random variable z, 
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( )
1
1 2
1
11 1
xSW
xxS x S z
x
= =
−+ − +
.       (12) 
The temperature field T has two contributions (indicated in Eq. (11) as 1 and 2). Obviously, 
term 1 represents the homogenized solution by solving the homogeneous heat conduction 
problem and term 2 represents the stochastic contribution due to the randomness of K.  
 Up to this stage, we do not use any statistical information of the random field K. solutions 
(11) and (12) are applicable to any arbitrary random field K. For the purpose of 
demonstration, thermal conductivity K  at any given position x is assumed to follow an 
independent and identical distribution Kf  (i.i.d) with a mean of Kµ  and a standard deviation 
of Kσ . Next, we can find the probability distribution function for 1 Kξ = , 
( )
2
1 Kf
K
ξξ ξ= ∼ .         (13) 
Clearly, 1S  and 2S  are the means of ξ  in the range of [0, x] and [x, 1], respectively, and 
independent of each other. The mean ξµ  and variance 2ξσ  of random variable ξ  can be 
found for any arbitrary distribution Kf , 
( ) ( )
0 K
E f dξµ ξ ξ ξ ξ∞= = ∫ ,         (14) 
and  
( ) ( ) ( ) ( )( )22 2 2 0 0K KE E f d f dξσ ξ ξ ξ ξ ξ ξ ξ∞ ∞= − = −∫ ∫ .     (15) 
Two Random variables 1S  and 2S  are the sum of many independently and identically 
distributed variable ξ  (Eq. (9)). Therefore, we can make use of the central limit theorems 
(CLT) if both numbers 1N  and 2N  are sufficiently large. The distributions of variables 1S  
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and 2S are approximately normal for sufficiently large 1N and 2N  regardless of the functional 
form of probability distribution of variable ξ ,  
2
1
1
1
,S N
Nξ ξ
µ σ →  
 
 and 22
2
1
,S N
Nξ ξ
µ σ →  
 
,     (16) 
where →  denotes convergence in the probability distribution. Since 1S  and 2S  represent two 
normal random variables independent of each other, the random variable z  from Eq. (10) 
should follow the Gaussian ratio distribution and the corresponding probability distribution 
function is: 
( ) ( ) ( )( )
( )
( )
( )( )
( )
2 2 2 2
1 1 2 2
3 2
1 21 2
exp 21 2 1
2
S S S S
Z
S SS S
b z c z b zf z
a z a z a z
µ σ µ σ
piσ σpiσ σ
− −  
= ⋅ Φ − +  
   
,(17) 
where  
1 2S S ξµ µ µ= = , 21 1S Nξσ σ= , 22 2S Nξσ σ= ,     (18) 
( )
2
2 2
1 2
1
S S
z
a z
σ σ
= + ,  ( ) 1 22 2
1 2
S S
S S
b z zµ µ
σ σ
= + ,      (19)   
( ) ( )( )
2 2 2
1 2
2 2 2
1 2
1 1
exp
2 2
S S
S S
b z
c z
a z
µ µ
σ σ
  
= − +  
  
 and ( ) 2 1 2
2
x erf x  Φ = +  
   
.  (20) 
After simplification, we obtain the distribution function for random variable 2 1z S S= , 
( ) ( )
( ) ( )2 2 * 2 22 21 2
2
12 1
2
2
2 2
N N
Z
N Nf z e erf e
N z N
ξ ξ ξ ξµ σ µ σpi α α
pi
− −
 
   
= + ⋅ ⋅  
+   
  


,  (21) 
where two dimensionless number α  and *N  are defined as 
2 1
2
2 1
N z N
N z N
ξ
ξ
µ
α
σ
+
=
+
,         (22)  
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and  
( )2*
2
1 2
1
1
z
N
z N N
−
=
+
.         (23) 
Figure 1 presents a plot of variation of *N  with z. It can be shown that *0 N N≤ ≤  and the 
second term (term 2) in Eq. (21) is dominating over the first term for 1z ∼ . An approximate 
PDF around 1z ∼  is obtained, 
( ) ( ) ( ) ( )2 2 21 2 1 21 2
2
N N z N
Z Z
N N
F z e f z
N
ξ ξµ σξ
ξ
µ
σpi
− −
= ⋅ ≈
⋅
.     (24) 
In order to find the distribution function for random variable W that is a function of z, we 
make use of the characteristic function Wϕ  of W,  
( ) ( ) ( )i W i WW ZE e e f z dzω ωϕ ω ∞
−∞
= = ∫ ,       (25) 
where ω  is the frequency. From Eq. (12), we obtain 
1 1
1
x
z
W x
 
= − 
− 
,         (26) 
and 
2
1
1
dz x
dW W x
= − ⋅
−
.         (27) 
Substitution of Eqs. (26) and (27) into Eq. (25) leads to the characteristic function  
( ) ( )2
1 1
1 1
i W
W Z
x x
e f dW
W x W x
ωϕ ω
∞
−∞
  
= −  
− −  
∫ ,     (28) 
and the distribution function for W (namely Wf ) is written as  
( ) ( )2
1 1
1 1W Z
x xf W f
W x W x
  
= −  
− −  
.       (29) 
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After we substitute the approximate distribution ( ) ( )z Zf z F z≈  for z (Eq. (24)) into Wf  (Eq. 
(29)), we obtain the probability distribution for random variable W 
( )
( )2
221
2
W
W
W
W
W
f W e
µ
σ
piσ
−
−
= ,        (30) 
where the mean and standard deviation are 
W xµ =  and 
( )1
W
x x
N
ξ
ξ
σ
σ
µ
−
= ⋅ ,       (31) 
with ξµ  and ξσ  determined from Eqs. (14) and (15) for any given distribution Kf . The 
distribution of W simply follows a normal distribution with position-dependent mean and 
variance. The distribution of W is only dependent on ξµ  (first order moment) and ξσ  (second 
order moment), instead of the entire probability distribution function of ξ (namely fξ ). 
Especially, the variance is decreasing with increasing number of random variables N 
( 2 1W Nσ ∼ ), and the largest variance of T is found at the middle point where 1 2x = .  
 The statistical properties of steady-state temperature field T can be eventually found 
through Eq. (11) for any arbitrary random field of K consisting of i.i.d variables with given 
distribution Kf . Obviously T also follows a normal distribution regardless of the probability 
distribution form of random field K. The mean and standard deviation of T are written as, 
( )0 1 0T T T T xµ = + −  and ( ) ( ) ( )1 0 1 0 1T W x xT T T T N
ξ
ξ
σ
σ σ
µ
−
= − = − ⋅ .  (32) 
It is noted that both mean and variance of temperature field are position-dependent, with 
largest variance at the middle location 0.5x = . For random field K consisting of i.i.d 
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variables, all we need to determine the variance of temperature T are the ξµ  (first order 
moment of fξ ) and ξσ  (second order moment fξ ).  
 
III. Stochastic Analysis for Transient Heat Conduction 
 In this section, results from our previous study on the homogenization of heat conduction 
with arbitrary position-dependent thermal conductivity by employing the dispersion relation 
[13, 17] will be used in order to simplify the stochastic analysis. The main results are first 
summarized and introduced here. The transient heat conduction equation and the 
corresponding boundary and initial conditions used here are written as 
dT d dTC K
dt dx dx
 
=   
 for [ ]0,1x ∈ ,       (33) 
with Dirichlet boundary conditions  
( )0, 0T x t= =  and ( )1, 0T x t= = ,      (34) 
and the initial condition  
( ) 0, 0T x t T= = ,         (35) 
where C is the product of material density and the heat capacity. Both C and K can be 
random fields. We use the Dirichlet boundary conditions (Eq. (34)) for the purpose of 
demonstration. The general solution for Eq. (33) can be written as [17] 
( )  ( )

1 1
2
,
n
n n
n
TT x t T L x
x
∞
=
∂
= +
∂∑

       (36) 
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By making use of the expansion of dispersion relation. Here T  is the homogenized solution 
by solving the homogenized equation with effective properties (refer to [17]), namely 
equation 



2
2
dT d TC K
dt dx
=
 for [ ]0,1x ∈        (37) 
subject to the same boundary and initial conditions (Eqs. (34) and (35)). Effective thermal 
conductivity K  and C  are written as  
 

1
0
1 1K K dy= ∫  and  
1
0
C Cdy= ∫ .      (38) 
( )nL x  in Eq. (36) are bounded functions of x  satisfying ( ) ( )0 1 0n nL L= = . The first three 
( )nL x  are given in [17], 
( )1 1L G x= − ,         (39) 
( )( )22 2 1 22 1 1 2L F x G x F= + − + − ,      (40) 
( ) ( ) ( )( )2 33 4 1 2 4 2 22 2 1 2 1 1 2 1 6 6L F G F F x F x x F x x= − + + − + − − − − , (41) 
where integral functions 1G  and 1F , 2F , and 4F  are defined as 
( ) 1 0 1
x
G x K K dy= ∫ ,         (42) 
( ) 1 0
x
n n
F x C dy C= ∫ ,         (43) 
( ) 2 10
x
F x K F K dy= ∫ ,         (44) 
( ) 4 1 10
x
F x K FG K dy= ∫ .        (45)  
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Homogenized temperature filed T  can calculated based on the effective properties K  and C  
for any given set of random variables { }iK  and { }iC , where i = 1 to N. On the other hand, 
the same set of { }iK  and { }iC  leads to the same effective properties K  and C  according to 
eq. (38), but ( )nL x  will be different due to different permutations. This stochastic 
contribution (configurational) through ( )nL x  cannot be represented by homogenized 
solution T  because T  is same for all configurations as long as the effective properties  K  
and C  are the same, while  ( )nL x  can be different for different configurations 
(permutations). ( )nL x  represents configurational contribution in Eq. (36) (term 2).  
 Similar to the steady-state solution (Eq. (11)), Eq. (36) expresses the total solution T  in 
terms of the homogenized solution T  (term 1 on the right hand side of Eq. (36)) representing 
the ensemble contribution from the entire random media as a whole, while the 
configurational contribution from variations within the random media (term 2 of Eq. (36)) is 
represented by  random variables ( )nL x . Two contributions are at different scales and are 
independent of each other.  
 For the simplest situation where we only consider K as a random field and a constant 
field 1C =  is used for Eq. (33), the following simplifications can be made 
( )1F x x= , ( )2 1 10
x
F x xG G dy= − ∫ , ( ) 2 24 1 10
1 1
2 2
x
F x xG G dy= − ∫ .   (46) 
The expressions for ( )nL x  are: 
( )1 1L G x= − ,         (47) 
1 1 12
2 1 1 1 1 1 1 1 10 0 0 0 0
1 1
2 2
x x
L G G dy G dy x G L L dy x L dy L dy= − + − = + −∫ ∫ ∫ ∫ ∫ , (48) 
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and 
( )1 2 23 1 1 1 1 10 0 0
x x
L G G dy G dy x G G dy= − + +∫ ∫ ∫  
     ( ) ( )
31 11
1 10
1
1
6 2
xG xG xG x G dy −−− + + +∫ .  (49) 
 Expressions for ( )nL x  (Eqs. (47)-(49)) satisfy the boundary condition ( ) ( )0 1 0n nL L= = . 
The total solution converges to the homogenized solution ( T T→ ) as  ( ) 0nL x →  for a 
sufficiently large number of random variables N ( N → ∞ ), where 
1
0G Wσ σ= →  and 
1G x→ . In order to obtain some insights on the uncertainty associated with the temperature 
field T, we can take the expansion Eq. (36) up to the first order, 
( )  ( ) 1, , TT x t T x t L
x
∂
≈ +
∂ .        (50) 
The homogenized solution  ( ),T x t  is stochastic in nature because it is the solution of 
effective Equation (37), where  1C =  and effective K  is a random variable.  Similarly, we do 
not use any statistical information of the random field K up to this stage. Solutions (36)-(45)  
are applicable to any arbitrary random field K. Stochastic properties of effective properties 
K  and functions ( )nL x  must be determined first for given random field K, followed by the 
calculation for stochastic properties of temperature field T. Again for demonstration, thermal 
conductivity K  at any given position x is assumed to follow an independent and identical 
distribution Kf  (i.i.d) with a mean of Kµ  and a standard deviation of Kσ .  
 The statistical properties of K  can be found from Eq. (38), where we have 

1
1 1 1N
iN KK =
= ∑ .         (51) 
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Using central limit theorem (CLT) we obtain, 
 ( )21 ,K N Nξ ξµ σ→ .        (52) 
By applying the delta method, K  was found to asymptotically converge to the normal 
distribution  

2
4
1
,K N
N
ξ
ξ ξ
σ
µ µ
 
→   
 
.         (53) 
By comparing expressions of 1G  (Eq. (42) and Eq. (36)) and W (Eq. (12) and Eq. (8)), it is 
obvious that 1G W= , and therefore the statistical properties for 1L  are   
1
0Lµ =  and 1L Wσ σ= .         (54) 
The mean and the variance of the solution T can be found by 
( ) 

1T T
TE T E L
x
µ µ  ∂= = +  ∂ 
,       (55) 
and 
( ) ( ) ( ) ( )    22222 2 1 12T T TE T E T E T E T E T L E L
x x
σ
    ∂ ∂
 = − = − + +   
 ∂ ∂    
.  (56) 
By using the statistical properties of 1L  (Eq. (54)), we can arrive the final expressions for the 
mean Tµ  and variance 2Tσ , 
T T
µ µ=  and 
( )22 2 2
1
2
T WT
E T xσ σ σ  = + ⋅ ∂ ∂
  
,      (57) 
where  ( )T E Tµ =  and  ( ) ( )222T E T E Tσ = −  is the mean and variance of the homogenized 
solution T . Obviously, the variance of solution T ( 2Tσ  in Eq. (57)) includes two 
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contributions, namely 2Tσ  (term 1) from the homogenized solution and term 2 from the 
configurational contribution of 2Wσ  and gradient of T . Obviously, larger temperature 
gradient ( T x∂ ∂ ) leads to larger uncertainty in temperature T (larger 2Tσ ).  
 
IV. Numerical Examples 
 In this section, numerical examples are provided in order to assess the accuracy of the 
stochastic analysis proposed in Section III. An initial condition of 0 sin( )T xpi=  is used.  The 
analytical solution of T  can be found as,   
  ( )2 sinKtT e xpi pi−=          (58) 
by solving Eq. (37). It is clear that this particular homogenized solution T  follows a 
lognormal distribution with K  following normal distribution (Eq. (53)). The mean and 
variance of T  can be found as: 

( ) ( ) ( )
2 222
2exp sin2T
ttE T x
N
ξ
ξ ξ ξ
pi σpiµ pi
µ µ µ
  
 = = − +      
,     (59) 

( ) ( ) ( )
2 22 22 22
2 2
2 2
2
exp 1 exp sin
T
t tt
x
N N
ξ ξ
ξ ξ ξ ξ ξ
pi piσ σpi
σ pi
µ µ µ µ µ
           = − − +                  
,  (60) 
and 
( ) ( ) ( )
2 2222 2
2
22
exp cos
ttE T x x
N
ξ
ξ ξ ξ
pi σpi
pi pi
µ µ µ
     ∂ ∂ = − +            
.   (61) 
We first assume a uniform distributionof K within the range of [ ],a b . The mean and variance 
of 1 Kξ =  can be found from Eqs. (14) and (15), 
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ln lnb a
b aξ
µ −=
−
 and 
2
2 1 ln lnb a
ab b aξ
σ
− 
= −  
− 
.     (62) 
The mean ( Tµ ) and variance ( 2Tσ ) of solution T can be obtained by substitution of Eqs. (59)-
(62) and Eq. (31) into the expression (57).  
 In order to access the accuracy of the proposed analysis, Monte Carlo simulations were 
also implemented over a large number of sampling (~1000 repetitive tests are used in this 
work) and numerical results were used as reference solutions for the purpose of comparison. 
The range of the uniformly distributed thermal conductivity K is a=0.1 and b=1 and the total 
number of random variables N is 100. Figures 2 and 3 present the mean and standard 
deviation of the total solution T at various time t=0.2, 0.4, 0.6, 0.8, 1.0, where the solid lines 
are the reference solutions from Monte Carlo simulations and the dash lines are the solutions 
from the proposed stochastic analysis (Eq. (57)). The mean Tµ  is in very good agreement 
with reference solutions for all time t. The standard deviation Tσ  from Eq. (57) captures the 
spatial variation (double bell shape) and the agreement with reference solutions becomes 
better with increasing time.  
 Figure 4 plots the time variation of standard deviation Tσ  at two locations x=0.2 
(represented by thin solid and dash lines) and x=0.5 (represented by thick solid and dash 
lines). Better agreement between two solutions is found for x=0.5 and the discrepancy is 
decreasing with time for x=0.2. The spatial variation of variance of random variable ( )1L x  
(Eqs. (54) and (31) for 
1L
σ ) is also presented in Fig. 5, where a very good agreement is 
obtained compared against the reference solution from direct Monte Carlo simulations.  
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 The effect of N (total number of random variables) on the accuracy of this analysis is also 
investigated by running the direct Monte Carlo simulations with N=10. Obviously, a larger 
variance of 1L ( 1 1L Nσ ∝ , see Fig. 8) leads to large discrepancies between this stochastic 
analysis and MC simulations for the mean (Fig. 6) and standard deviation (Fig. 7) of solution 
T. 
 
V. Conclusion 
 A novel stochastic analysis for steady and transient one-dimensional heat conduction 
problem is presented based on the homogenization approach. Both steady and transient 
solutions of T are solved analytically for arbitrary random thermal conductivity field 
consisting of i.i.d variables. Through the expansion of T around the homogenized solution 
T , it was shown that uncertainty for the stochastic temperature field can be separated into 
the ensemble contribution (through the effective thermal conductivity K , and hence the 
homogenized temperature T ) and the configurational contribution (through random 
variables ( )nL x ). Expressions of ( )1L x  and its mean and variance are presented for random 
field with i.i.d variables. Results are in reasonable agreement with the direct Monte Carlo 
simulations. For random filed consisting of correlated variables, the stochastic analysis 
presented here are still applicable (steady-state solution (11) and transient solution (50)) in 
general. The Karhunen-Loeve decomposition may be needed to identify the statistical 
properties of temperature field T based on solutions (11) and (50). This will be included in 
our future work. 
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Figure 1. The variation of N* with random variable Z.  
 
Figure 2. Variation of mean solution Tµ  at various time t=0.2, 0.4, 0.6, 0.8, 1.0 for N=100. 
Solid lines represent the reference solutions from Monte Carlo simulations. Dash lines 
represent solutions from this stochastic analysis (Eq. (57)). 
 
Figure 3. Variation of standard deviation Tσ  at various time t=0.2, 0.4, 0.6, 0.8, 1.0 for 
N=100.  Solid lines represent reference solutions from Monte Carlo simulations. Dash lines 
represent solutions from this stochastic analysis (Eq. (57)). 
 
Figure 4. Variation of standard deviation Tσ  with time at x=0.2 and 0.5. Solid lines represent 
reference solutions from Monte Carlo simulations. Dash lines represent solutions from this 
stochastic analysis (Eq. (57)). 
 
Figure 5. Spatial variation of standard deviation of variable L1 ( 1L Wσ σ= ) with x for N=100. 
Solid lines represent reference solutions from Monte Carlo simulations. Dash lines represent 
solutions from this stochastic analysis (Eq. (31)). 
 
Figure 6. Variation of mean solution Tµ  at various time t=0.2, 0.4, 0.6, 0.8, 1.0 for N=10. 
Solid lines represent the reference solutions from Monte Carlo simulations. Dash lines 
represent solutions from this stochastic analysis (Eq. (57)). 
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Figure 7. Variation of standard deviation Tσ  at various time t=0.2, 0.4, 0.6, 0.8, 1.0 for 
N=10. Solid lines represent reference solutions from Monte Carlo simulations. Dash lines 
represent solutions from this stochastic analysis (Eq. (57)). 
 
Figure 8. Spatial variation of standard deviation of variable L1 ( 1L Wσ σ= ) with x for N=10. 
Solid lines represent reference solutions from Monte Carlo simulations. Dash lines represent 
solutions from this stochastic analysis (Eq. (31)). 
 21
-5 0 50
N1
N2
N
z
N
*
 22
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
x
µ T
 
 
t=0.2
t=1.0
t=0.8
t=0.6
t=0.4
 
 23
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
x
σ
T
t=0.2
t=1.0
t=0.8
t=0.6
t=0.4
 
 24
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
t
σ
T
 
 
x=0.5, Reference
x=0.2, Reference
x=0.5, Eq. (57)
x=0.2, Eq.(57)
 
 25
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
x
σ
L1
 26
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
x
µ T
t=0.2
t=0.4
t=0.6
t=0.8
t=1.0
 
 27
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
x
σ
T
t=0.2
t=1.0
t=0.8
t=0.6
t=0.4
 
 
 28
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
x
σ
L1
 
 
 
 29
References 
[1] A.F. Emery, Solving stochastic heat transfer problems, Engineering Analysis with 
Boundary Elements, 28 (2004) 279-291. 
[2] G.I. Schueller, Developments in stochastic structural mechanics, Archive of Applied 
Mechanics, 75 (2006) 755-773. 
[3] P.D. Spanos, R. Ghanem, Stochastic Finite-Element Expansion for Random-Media, 
Journal of Engineering Mechanics-Asce, 115 (1989) 1035-1053. 
[4] W.K. Liu, T. Belytschko, A. Mani, Random Field Finite-Elements, Int. J. Numer. 
Methods Eng., 23 (1986) 1831-1845. 
[5] E. Vanmarcke, M. Grigoriu, Stochastic Finite-Element Analysis of Simple Beams, 
Journal of Engineering Mechanics-Asce, 109 (1983) 1203-1214. 
[6] H. Contreras, The Stochastic Finite-Element Method, Computers & Structures, 12 (1980) 
341-348. 
[7] R. Ghanem, S. Dham, Stochastic finite element analysis for multiphase flow in 
heterogeneous porous media, Transport in Porous Media, 32 (1998) 239-262. 
[8] G. Stefanou, M. Papadrakakis, Stochastic finite element analysis of shells with combined 
random material and geometric properties, Comput. Methods Appl. Mech. Engrg., 193 
(2004) 139-160. 
[9] M. Anders, M. Hori, Stochastic finite element method for elasto-plastic body, Int. J. 
Numer. Methods Eng., 46 (1999) 1897-1916. 
[10] T.D. Hien, M. Kleiber, Stochastic finite element modelling in linear transient heat 
transfer, Comput. Methods Appl. Mech. Engrg., 144 (1997) 111-124. 
[11] M. Kaminski, T.D. Hien, Stochastic finite element modeling of transient heat transfer in 
layered composites, International Communications in Heat and Mass Transfer, 26 (1999) 
801-810. 
[12] D.B. Xiu, G.E. Karniadakis, A new stochastic approach to transient heat conduction 
modeling with uncertainty, Int. J. Heat Mass Transfer, 46 (2003) 4681-4693. 
[13] Z.J. Xu, Homogenization and Upscaling for Diffusion, Heat Conduction, and Wave 
Propagation in Heterogeneous Materials, Communications in Theoretical Physics, 57 (2012) 
348-354. 
[14] Z.J. Xu, Homogenization for Periodic Heterogeneous Materials with Arbitrary Position-
Dependent Material Properties, Communications in Theoretical Physics, 58 (2012) 189-194. 
[15] Z.J. Xu, A Reduced-Boundary-Function Method for Convective Heat Transfer With 
Axial Heat Conduction and Viscous Dissipation, J. HEAT TRANS. -T. ASME, 134 (2012). 
[16] Z.J. Xu, A Reduced-Boundary-Function Method for Longitudinal Solution Dispersion in 
Symmetric Confined Flows, Chem. Eng. Commun., 200 (2013) 853-862. 
 
 
 
