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vSUMMARY
LetX : Rd ! R be a mean-zero Gaussian random eld with covariance function
Cov(X(x); X(y)) = 2K(x  y); 8 x;y 2 Rd;
where ;  are unknown parameters. This thesis is concerned with the estimation
of ;  by using observations
fX(x1); X(x2);    ; X(xn)g;
where x1;    ;xn are distinct points in a xed domain [0; T ]d for some constant
0 < T <1.
Summary vi
Our work has two parts. The rst part (Chapter 2) deals with isotropic co-
variance function. Maximum likelihood is a preferred method for estimating the
covariance parameters. However, when the sample size n is large, it is a burden
to compute the likelihood. Covariance tapering is an eective technique to ap-
proximating the covariance function with a taper (usually a compactly supported
correlation function) so that the computation can be reduced. Chapter 2 studies
the xed domain asymptotic behavior of the tapered MLE for the microergodic
parameter of isotropic Matern class covariance function when the taper support is
allowed to shrink as n!1. In particular when d  3, conditions are established
in which the tapered MLE is strongly consistent and asymptotically normal.
The second part (Chapter 3) establishes consistent estimators of the covariance
and scale parameters of Gaussian random eld with multiplicative covariance func-
tion. When d = 1, in some cases it is impossible to consistently estimate them
simultaneously under xed domain asymptotics. However, when d > 1, consistent
estimators of functions of covariance and scale parameters can be constructed by
using quadratic variation and spectral analysis. Consequently, they provide the
consistent estimators of the covariance and scale parameters.
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List of Tables
Table 2.1 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for  = 1;  =
0:8; 1 = 1:3;  = 1=4. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Table 2.2 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for  = 1;  =
0:8; 1 = 1:3;  = 1=2. . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Table 2.3 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for  = 1;  =
0:8; 1 = 2;  = 1=4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Table 2.4 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for  = 1;  =
0:8; 1 = 2;  = 1=2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
List of Tables viii
Table 2.5 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for d = 1;  =
1;  = 5; 1 = 7:5;  = 1=4 and 1;1(x=n). . . . . . . . . . . . . . . 78
Table 2.6 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for d = 1;  =
1;  = 5; 1 = 7:5;  = 1=4 and 1;1(x=n). . . . . . . . . . . . . . . 79
Table 2.7 Percentiles (standard errors in parentheses), Means and Stan-







and Mean Square Errors (MSE) of estimator ^21;n
2
1 for d = 2;  =
1;  = 5; 1 = 7:5 and 2;1(x=n). . . . . . . . . . . . . . . . . . . . 80
Table 3.1 means of the estimators and standard errors in parentheses
with  = 1; 1 = 1; 2 = 1:5;  = 0:5. . . . . . . . . . . . . . . . . . . 154
Table 3.2 means of \212 and standard errors in parentheses with  =
1; 1 = 1; 2 = 1:5;  = 0:5;  = 2=3; n = 100. . . . . . . . . . . . . . 155
Table 3.3 means of \212 and standard errors in parentheses with  =
1; 1 = 1; 2 = 1:5;  = 0:5;  = 2=3; n = 200. . . . . . . . . . . . . . 155
Table 3.4 means of \212 and standard errors in parentheses with  =
1; 1 = 1; 2 = 1:5;  = 1:2;  = 2=3; n = 200. . . . . . . . . . . . . . 156
ix
List of Figures




1  22) without taper for dierent
d and n with  = 1;  = 0:8; 1 = 1:3;  = 1=4. . . . . . . . . . . . . 81




1  22) without taper for dierent
d and n with  = 1;  = 0:8; 1 = 1:3;  = 1=2. . . . . . . . . . . . . 82




1  22) without taper for dierent
d and n with  = 1;  = 0:8; 1 = 2;  = 1=4. . . . . . . . . . . . . . 83




1  22) without taper for dierent
d and n with  = 1;  = 0:8; 1 = 2;  = 1=2. . . . . . . . . . . . . . 84




1;n 22) for dierent n and tapering
range n = Cn
 0:03 with d = 1;  = 1;  = 5; 1 = 7:5;  = 1=4. . . . 85




1;n 22) for dierent n and tapering
range n = Cn
 0:03 with d = 1;  = 1;  = 5; 1 = 7:5;  = 1=2. . . . 86




1;n 22) for dierent n and tapering
range n = Cn
 0:02 with d = 2;  = 1;  = 5; 1 = 7:5;  = 1=4. . . . 87




1;n 22) for dierent n and tapering
range n = Cn
 0:02 with d = 2;  = 1;  = 5; 1 = 7:5;  = 1=8. . . . 88
List of Figures x




1   22) for dierent taper with
d = 1;  = 1;  = 0:8; 1 = 2;  = 1=2. . . . . . . . . . . . . . . . . . 88
xi
LIST Of NOTATIONS
Rd d-dimensional real space
MT the transpose of a matrix M
j  j the Euclidean norm i.e. jxj = (x21 +    + x2d)1=2 for
x = (x1;    ; xd)T 2 Rd
j  jmax jxjmax = maxfjx1j;    ; jxdjg, 8 x = (x1;    ; xd)T 2
Rd
bc bxc denotes the largest integer less than or equal to
x 2 R
Ifg the indicator function
In n n identity matrix
List of Notations xii
. for real functions a(x) and b(x), a(x) . b(x) means
that there exists a constant 0 < C < 1 such that
ja(x)j  Cjb(x)j for all possible x
 for real functions a(x) and b(x), a(x)  b(x) means
that there exist constants 0 < C1 < C2 < 1 such
that C1jb(x)j  ja(x)j  C2jb(x)j for all possible x
p ! converges in probability
a.s. ! converges almost sure
d ! converges in distribution
1CHAPTER 1
Introduction
Computer modeling is having a profound eect on scientic research. In de-
terministic computer experiments, unlike physical experiments, no random error
exists, that is, repeating an experiment using the same set of inputs gives the same
response. Suppose S  Rd is the set of all possible computer inputs, usually called
design space. Let t 2 S denote the d-dimensional vector of input values and Y (t)
denote the deterministic response when an experiment is run at t. It has become
common practice to approach the deterministic response Y (t) as a realization of a
spatial process. In this regard, Sacks, Welch, Mitchell and Wynn (1989) modeled
Y (t) as a realization of a Gaussian spatial process (random eld), that includes a
2regression model, called Kriging model,




where fj(t)'s are known functions, j's are unknown coecients and X(t) is as-
sumed to be Gaussian random eld with mean zero and covariance
Cov(X(t); X(s)) = 2R(t; s);
where 2 is the variance and R(t; s) is the correlation. The smoothness and prop-
erties of X(t) are controlled by the correlation function R(t; s). It is common
to model the data's variance and correlation structure through a parametric co-
variance function and then estimate these parameters. Thus we will investigate
the asymptotic properties of parameter estimators and hope that the asymptotic
results can be applied well as approximations to nite sample.
There are two common asymptotic frameworks in spatial statistics, increas-
ing domain asymptotics and xed domain asymptotics or called inll asymptotics
(Cressie, 1993). In increasing domain asymptotics, the distance between neighbor-
ing observations is bounded away from zero so that the observation region grows
as the number of observation increases. In xed domain asymptotics, the num-
ber of observations increases in a given xed and bounded domain so that the
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observations will be increasingly dense. Not surprisingly, the asymptotic behavior
of covariance parameter estimators can be quite dierent under these two frame-
works. For example, some covariance parameters are not consistently estimated
under xed domain asymptotics (Ying, 1991; Zhang, 2004), whereas these same
parameters can be consistently estimated and their maximum likelihood estimators
are asymptotically normal, subject to some regularity conditions, under increasing
domain asymptotics (Mardia and Marshall, 1984).
We are interested in processes on a given xed region of Rd and focus on xed
domain asymptotics. In the next two sections, we will describe some asymptotic
properties under xed domain asymptotics for two classes of Gaussian processes
with the following covariance functions: Matern class and powered exponential
class respectively.
1.1 Matern Class
There are two kinds of Matern class covariance function. We rst introduce
Gaussian process X(t); t 2 S = [0; 1]d with mean zero and isotropic Matern class
covariance function, which was rst proposed by Matern in 1960. This covariance
1.1 Matern Class 4





8 x; y 2 Rd, where  is a known strictly positive constant and ;  are unknown
positive parameters andK is the modied Bessel function of order  [see Andrews
et al. (1999), p.223]. The larger  is, the smoother X is. In particular, X will be
m times mean square dierentiable if and only if  > m.
Results for parameter estimation under xed domain asymptotics are dicult
to derive in general and little work has been done in this area. Stein (1999) strongly
recommended using Gaussian random eld with isotropic Matern class covariance
function as a sensible class of models. He investigated the performance of maximum
likelihood estimators for the parameters of a periodic version of the Matern model
with the hope that the large sample results for this periodic model would be similar
to those for non-periodic Matern-type Gaussian random elds under xed domain
asymptotics.
Zhang(2004) proved some important results about isotropic Matern class. He
rst pointed out that the induced two mean zero Gaussian measures with (21; 1)








0 for d  3. This result consequently
implies that consistent estimators of both 2 and  cannot exist under xed domain
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asymptotics for d  3. But 22 can be consistently estimated. In particular,
under some conditions the estimator of 22 is asymptotically ecient (Zhang,
2004). Furthermore, Kaufman et al. (2008) showed that for any xed , the
estimator of 22 obtained by tapered maximum likelihood estimator is strongly
consistent under xed domain asymptotics for d  3 when the taper support is
xed. Du et al. (2009) showed that such estimator is also asymptotically ecient
for d = 1. However, it is unknown whether such estimators lose any asymptotic
eciency for d > 1.
Another kind of Matern class covariance function, called multiplicative Matern
class covariance function, is dened by





K(ijxi   yij); (1.2)
8 x = (x1;    ; xd)T ; y = (y1;    ; yd)T 2 Rd, where  is a known positive constant
and 2; 1;    ; d are unknown positive parameters and K is the modied Bessel
function of order .
By the denitions, we can see that when d = 1, multiplicative Matern class
and isotropic Matern class are the same. Thus for multiplicative Matern class, it
follows from Zhang's (2004) result that 2 and  cannot be consistently estimated
respectively when d = 1. However, the structure of multiplicative Matern class
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for one dimension may be quite dierent from that for high dimension. When
d  2, Loh (2005) showed that for  = 3=2 the maximum likelihood estimator
(MLE) of (2; 1;    ; d) is consistent using observations on a regular grid under
mild conditions. This result implies that 2 and 1;    ; d can be identied for
multiplicative Matern class when d  2 and  = 3=2. That also gives an example
to show that the structure of multiplicative Matern class may be quite dierent
from that of isotropic Matern class for d  2. Thus we cannot directly apply the
results for isotropic Matern class under xed domain asymptotics to multiplicative
Matern class when d  2.
1.2 Powered Exponential Class
In this section, we introduce Gaussian random eld X(t); t 2 [0; 1]d with
multiplicative powered exponential class covariance function
Cov(X(t); X(s)) = 2
dY
i=1
expf ijti   sijg; (1.3)
where t = (t1;    ; td)T ; s = (s1;    ; sd)T 2 [0; 1]d and  2 (0; 2]; 1;    ; d and
2 are strictly positive parameters. The parameter 2 is the variance of the process
and the scale parameters 1;    ; d control how quickly the correlation decays with
distance. Here  indicates smoothness of the process. For example,  = 1 implies
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that the process is continuous but nowhere dierentiable, while  = 2 implies that
the process is innitely dierentiable in mean square sense.
For  = 1 and d = 1, the process known as the Ornstein-Uhlenbeck process
has Markovian properties that for t > s, X(t)   e jt sjX(s) is independent of
X(u); u  s. Another interesting fact for X(t) is that if 2 = ~2~, the in-
duced Gaussian measures with (2; ) and (~2; ~) are equivalent [cf. Ibraginov and
Rozanov (1978)]. Thus (2; ) and (~2; ~) are not distinguishable with certainty
from the sample path X(t), that is, it is impossible to estimate consistently both
2 and  simultaneously. However, Ying (1991) showed that the product ^2^ of
the maximum likelihood estimators ^2 and ^, as an estimator of 2, is strongly
consistent and asymptotically normal,
^2^
a.s. ! 2; pn(^2^   2) d ! N(0; 2(2)2):
As we mentioned before, for d = 1, 2 and  are not identiable. However, for
d  2, under mild conditions Ying (1993) showed that the MLE (^2; ^1;    ; ^d) of
(2; 1;    ; d) is strongly consistent, i.e.
(^2; ^1;    ; ^d) a.s. ! (2; 1;    ; d);















This implies that for d  2, (1:3) gives quite a dierent structure.
Properties of MLE in other cases were also investigated by some researchers. For
 = 1; d = 2, van der Vaart (1996) showed that the maximum likelihood estimators
are also asymptotically ecient. For  = 2, Loh and Lam (2000) showed that
sieve maximum likelihood estimators of 1;    ; d are strongly consistent using a
regular sampling grid. Unfortunately, when  is not an integer, it is rather dicult
to handle likelihood functions analytically, because the covariance matrix of the
data is n  n and the computations of maximum likelihood can be formidable
as the sample size n increases. Also, Mardia and Marshall's (1984) asymptotic
consistency of MLE is not applicable when the observations are taken from a
bounded region. As a result, properties of MLE under xed domain asymptotics
are not well understood.
For covariance parameters, the preferred estimator is MLE. However when the
sample n is large, it is a burden to compute the likelihood. The rst objective of this
thesis is to use covariance tapering to approximate the covariance function so that
the computation can be reduced. Chapter 2 studies the xed domain asymptotic
behavior of the tapered MLE for the parameter 22 of isotropic Matern class
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covariance function when the taper support is allowed to shrink as n ! 1. The
conditions in Kaufman et al. (2008) are dicult to check in practice. In Chapter
2, conditions will be established in which the tapered MLE is strongly consistent
and asymptotically normal for 1  d  3.
The second objective of this thesis is to investigate the asymptotic properties
of Gaussian random eld with multiplicative covariance function under xed do-
main asymptotics. We will focus on whether the variance and scale parameters
in multiplicative covariance function can be consistently estimated. In Chapter 3,
we will use quadratic variation and spectral analysis to construct consistent es-
timators. As we mentioned before, the variance and scale parameters cannot be
consistently estimated respectively for one dimension. But the product of these
two parameters can be consistently estimated. The quadratic variation will give
a consistent estimator of this product for d = 1 using the observations on a grid.
For d > 1, spectral analysis may provide another consistent estimator for product
of variance and all scale parameters. Then these consistent estimators can provide
the consistent estimators of variance and all scale parameters for d > 1.
This thesis mainly concerns the consistent estimators of unknown parameters.
It provides closed forms of the estimators. Compared with MLE, these kinds of
estimator are easier to compute and may retain most of the information. However,
all these asymptotic results base on an essential assumption that the smoothness
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parameter is known for technical issue. Some researchers had studied the estima-
tion of smoothness parameter. Stein (1993) studied the estimation of smoothness
parameter for a class of periodic Gaussian processes in one dimension. Constantine
and Hall (1994) studied the estimation of smoothness parameter in one dimension
under a sort of mixture of increasing domain and xed domain asymptotics. How-





Let X : Rd ! R be a mean-zero isotropic Gaussian random eld with the
Matern covariance function




K(jx  yj); 8 x;y 2 Rd; (2.1)
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where  > 0 is a known constant, ;  are strictly positive but unknown parameters
andK is the modied Bessel function of order  [see Andrews et al.(1999), p.223].
It is well known that X will be m times mean square dierentiable if and only if
 > m. We refer the reader to Stein (1999) for a comprehensive of Matern-type
Gaussian random elds.
We are concerned with the estimation of the (microergodic) parameter 22
using observations

X(x1); X(x2)    ; X(xn)
	
;
where x1;    ;xn are distinct points in [0; T ]d for some (absolute) constant 0 <
T < 1. Zhang (2004) observed it is this microergodic parameter and not the
individual parameters that matters more to interpolation. We refer the reader to
Stein (1999), page 163, for the mathematical denition of microergodicity. For
simplicity, we write
Xn = (X(x1); X(x2)    ; X(xn))T :
The covariance matrix ofXn can be express as 
2R, where R is a nn correlation
matrix whose (i; j)th is element K(xi   xj) not depending on . Since Xn 
2.1 Introduction 13
Nn(0; 
2R), the log-likelihood ln(; ) satises
ln(; ) =  n
2







It is generally acknowledged [e.g., Stein et al. (2004), Furrer et.al. (2006),
Kaufman et al. (2008) and Du et al. (2009)] that in practice, the data set is
usually very large and is irregularly spaced. Computing the inverse covariance
matrix  2R 1 , which takes O(n
3) operations, is then a dicult problem and may
even be intractable in some instances.
A popular and promising way to alleviate this computational problem is to
replace the original covariance function by a more tractable one. More precisely,
we impose a simple (but mis-specied) covariance function for X given by
Cov(X(x); X(y)) = 21 eK1;n(x  y); 8 x;y 2 Rd; (2.3)
where eK1;n : Rd ! R is a known isotropic correlation function, 1 > 0 is a
known constant and 21 = 
22=21 . eK1;n is allowed to, possibly, vary with
sample size n. Under (2.3), let 21 eR1;n be the covariance matrix of Xn and hence
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Xn  Nn(0; 21 eR1;n). The corresponding log-likelihood function ~ln(1; 1) satises
~ln(1; 1) =  n
2
log(2)  n log(1)  1
2
log(j eR1;nj)  1221XTn eR 11;nXn: (2.4)
Let ^1;n be the value of 1 that maximizes ~ln(1; 1), i.e.

















For example, Zhang (2004) took eR1;n = R1 where 1 > 0 is a known (arbitrarily
specied) constant. This made the likelihood analysis simpler because (2.4) is a
function of only 1. Zhang (2004) proved that for d  3, ^21;n21 ! 22 with
P; probability 1 where P; is the Gaussian measure induced by the covariance
function in (2.1). The key idea in Zhang's proof is that the two Gaussian measures
in question are equivalent when 21
2
1 = 
22 . It is interesting to note that this
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result is unlikely to hold if d > 4 as Anderes (2010) recently proved in the latter
case that the Gaussian measures dened by 2K and 
2
1K1 are orthogonal unless
(1; 1) = (; ). The case d = 4 is still open.
Covariance tapering is an attractive method of constructing 21 eK1;n such that
it is an isotropic, positive denite and compactly supported function. A way to
implement covariance tapering is as follows. Let Ktap : Rd ! R be an isotropic
correlation function with compact support, say, supp(Ktap)  [ 1; 1]d. Dene
eK1;n(x) = K1(x)Ktap( xn ); 8 x 2 Rd;
where 0 < n  1, n = 1; 2;    , is a sequence of (possibly) decreasing constants,
eK1;n is as in (2.3) and K1 is as in (2.1) with  replace by 1 (a known constant).
The motivation is that the covariance matrix 21 eR1;n of Xn corresponding to eK1;n
is sparse (with many o-diagonal elements taking the value 0) and sparse matrix
algorithms are available to evaluate the log-likelihood (2.4) more eciently [cf. Pis-
sanetsky (1984)]. Isotropic, positive denite, compactly supported functions have
been an intensively studied eld. The literature includes Wu (1995), Wendland
(1995), (1998) and Gneiting (2002).
Assuming n   is an absolute constant (independent of n), Kaufman, et al.






22 with P; probability 1. As in Zhang (2004), the theory of the equivalence
of Gaussian measures is used in a crucial manner.
In the case d = 1 and n  , Du, et al. (2009) established conditions on




1   22) converges in law to
N(0; 2(22)2) as n!1 under Gaussian measure P;. Also if 21 eK1;n = 21K1
(i.e. if the true Matern covariance function is mis-specied as another Matern




1   22) converges in law to
N(0; 2(22)2) as n ! 1 under Gaussian measure P;. As open problems, Du,
et al. (2009) observed that their techniques cannot be extended from d = 1 to
d = 2 or 3, and it would be practically important to obtain analogous asymptotic
normality results for higher dimensions. They further noted that letting n ! 0
as n ! 1 is a natural scheme in the xed-domain asymptotic framework and
remarked that it is not obvious that their proofs can be adapted to varying n.
This chapter is organized as follows. In Section 2.2, Theorem 2.1 generalizes
the strong consistency result of Kaufman, et al. (2008) from n   to a sequence
of n's which could vary with n, in particular where n ! 0 as n!1. It is noted
that even for covariance tapering with n  , the number of operations needed to
compute the inverse covariance matrix is still O(n3) whereas if n ! 0, the number
of operations is o(n3). Clearly the latter will lessen the computational burden of
evaluating the likelihood and inverting the covariance matrix even more. Theorem
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2.2 extends the asymptotic normality results of Du, et al. (2009) from d = 1 and
n   to 1  d  3 and n possibly varying with n. Theorem 2.3 deals with
the case where the Matern covariance function 2K is mis-specied by another
Matern covariance function 21K1 with 1 a known constant.
Section 2.3 proves a number of Bernstein-type probability inequalities. These
inequalities are needed in the proof of Theorem 2.1. Section 2.4 is heavily motivated
by the equivalence of Gaussian measures theory (when d = 1) as detailed in Chapter
3 of Ibragimov and Rozanov (1978). However in the case that n ! 0 as n!1,
the Gaussian measures in Theorems 2.1 and 2.2 are not equivalent (as n ! 1).
As such, the results of Ibragimov and Rozanov (1978) have to be modied to
accommodate this fact. The main result of Section 2.3 is (2.28) which is needed in
the proofs of Theorems 2.1 and 2.2.
Lemma 2.5 in Section 2.5 establishes some bounds on the spectral density of
a tapered covariance function. The proof of Lemma 2.5 is a slight renement (in
order to accommodate a varying n) of that found in Kaufman, et al. (2008). The
proofs of Theorems 2.1, 2.2 and 2.3 are given in Section 2.6. Finally, Section 2.7
provides simulation studies showing that how well the results are applied to nite
samples.
We end this Introduction with a brief on notation. R and C denote the sets of
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real and complex numbers respectively. i =
p 1, Ifg is the indicator function
and jxjmax = max1jd jxjj; 8 x = (x1;    ; xd)T 2 Rd. If M is a vector or matrix,
thenMT is its transpose. Finally, f(x)  g(x) means that there exist constants c1
and c2 such that 0 < c1 < c2 < 1 and c1jb(x)j  ja(x)j  c2jb(x)j for all possible
x.
2.2 Main Results
This section describes the main results of this chapter.
Theorem 2.1. Let 0 < T < 1, 1  d  3 and 2K be the Matern covariance
function as in (2.1). Let ; M be constants such that  > maxfd=4; 1 g. Suppose








satises the taper condition
ftap(w)  M
(1 + jwj2)+d=2+ ; 8 w 2 R
d: (2.6)
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eK1;n(x) = K1(x)Ktap( xn ); 8 x 2 Rd;
where n = Cn
 a and 0  a < 1=(4 + 4 + 2d), 0 < C  1 are constants
(independent of n). Let ^21;n be as in (2.5). Then
^21;n
2
1 ! 22 ; as n!1;
with P; probability 1 where P; is the Gaussian measure dened by the covariance
function 2K in (2.1).
Remark 2.1. Theorem 2.1 reduces to Theorem 2 of Kaufman, et al. (2008) if we
take a = 0 or equivalently, n  .
Theorem 2.2. Let 0 < T < 1, 1  d  3 and 2K be the Matern covariance
function as in (2.1). Let ; M be constants such that  > maxfd=4; 1 g. Suppose
Ktap is an isotropic correlation function with supp(Ktap)  [ 1; 1]d whose spectral
density ftap satises
ftap(w)  M
(1 + jwj2)+d=2+ ; 8 w 2 R
d:
Let 1 > 0; 1 > 0 and 0  b < 1=(8 + 8 + 2d) be constants such that 2121 =
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22 and 2b(2 + 2+ d)=minf2; 4  d; 4  d; 4 + dg < (1  2bd)=(2d). Dene
eK1;n(x) = K1(x)Ktap( xn ); 8 x 2 Rd;
where n = Cn





1   22) d ! N(0; 2(22)2);
as n ! 1 with respect to P;, the Gaussian measure dened by the covariance
function 2K in (2.1).
Remark 2.2. For b = 0 or equivalently, n   and d = 1, Theorem 2.2 proves
the asymptotic normality of ^21;n under weaker conditions than Theorem 5(ii) of
Du, et al. (2009).
Theorem 2.3. Let 0 < T < 1, 1  d  3 and 2K be the Matern covariance









1   22) d ! N(0; 2(22)2);
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as n ! 1 with respect to P;, the Gaussian measure dened by the covariance
function 2K in (2.1).
Remark 2.3. For d = 1, Theorem 2.3 reduces to Theorem 5(i) of Du, et al.
(2009). In the case  = 1=2, i.e. the Ornstein-Uhlenbeck process on [0; T ], Ying
(1991) proved the strong consistency and asymptotic normality of the MLE for
2 while Du, et al. (2009) obtained similar results for tapered MLE (obtained by
maximizing (2.4) with respect to both 1 and 1).
2.3 Some Probability Inequalities
This section proves a number of probability inequalities that are need in the




A = fj^21;n   22=21 j > "g for some constant " > 0 and B  Rd such that
A = fXn 2 Bg. For simplicity, we write P; and p; to denote probability and
probability density function of Xn when (2.1) holds with parameters ; , and
eP1;1;n and ~p1;1;n to denote probability and probability density function of Xn
dened by the covariance function 21 eK1;n in (2.3). Then for any constant n > 0



















where Ifg is the indicator function. Consequently,
n eP1;1;n(A )  P;(A )  P;(A \ f p;(Xn)~p1;1;n(Xn) > ng)




P;(j^21;n21   22 j > "21 )
 n eP1;1;n(j^21;n21   22 j > "21 ) + P;( p;(Xn)~p1;1;n(Xn) > n)
= n eP1;1;n(j^21;n   21j > ") + P;( p;(Xn)~p1;1;n(Xn) > n); 8 "; n > 0: (2.7)
The following lemmas use Bernsteun-type inequalities to establish exponential
bounds for each of the two terms on the right hand side of (2.7).
Lemma 2.1. Let 1; Xn and ^1;n be dened as in (2.5). Suppose (2.3) holds.
Then for any constant " > 0, we have
eP1;1;n(j^21;n   21j > ") < 2 expf  "2n421(21 + 4")g:
Proof. Let Yn = (Y1;    ; Yn)T =  11 eR 1=21;nXn. Then Yn  N(0; In). We observe
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that
E[jY 2i   E(Y 2i )j2] = E(Y 2i   1)2 = 2;
E[jY 2i   E(Y 2i )jk]  E[(maxfY 2i ; E(Y 2i )g)k]






 8k 2k!; 8 k = 3; 4;   
Consequently it follows from Bernstein's inequality [e.g., (7) of Bennet (1962)] that
eP1;1;n(j nX
i=1
[Y 2i   E(Y 2i )]j > "
p





g; 8 " > 0:
This implies that
eP1;1;n(j^21;n   21j > ") = eP1;1;n( 1n jXTn eR 11;nXn   E(XTn eR 11;nXn)j > ")
= eP1;1;n( 1n 
nX
i=1



















This proves Lemma 2.1.
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Next we observe that there exists a n n non-singular matrix U such that
2UTRU = In;
21U
T eR1;nU = Ln; (2.8)
where In is the n  n identity matrix and Ln is a n  n diagonal matrix with
diagonal elements (Ln)i;i = i;n > 0; i = 1;    ; n.
Lemma 2.2. With the notation of (2.8), suppose n > 0; 0 < cn < 1; Cn and eCn








j 1i;n   1j  Cn;
nX
i=1





cn   1  log(cn)
(1  cn)2 g;












4 eCn + 16Cn[2 log(n)  Cn eCn]g:
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log(j21 eR1;nj) + 1221XTn eR 11;nXn:











































[ 1i;n   1  log( 1i;n)]; (2.9)
where E; denotes expectation with respect to the probability measure P;. The
right hand side of the last equality is a minimum when i;n = 1 for all i = 1;    ; n.
















































T   UUT )Xn   E;[XTn (ULnUT   UUT )Xn]








T   UUT )Xn   E;[XTn (ULnUT   UUT )Xn]
> 2 log(n)  Cn eCn: (2.10)
Writing
Y = (Y1;    ; Yn)T = UTXn;








( 1i;n   1)[Y 2i   E;(Y 2i )] > 2 log(n)  Cn eCn: (2.11)
We further have
E;
j( 1i;n   1)[Y 2i   E;(Y 2i )]j2	 = 2( 1i;n   1)2;
E;
j( 1i;n   1)[Y 2i   E;(Y 2i )]jk	  j 1i;n   1jkE;[(maxfY 2i ; 1g)k]
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 j 1i;n   1jkE;(Y 2ki + 1)
 j 1i;n   1jk8k 2k!
 ( 1i;n   1)2(8Cn)k 2k!; 8 k = 3; 4;    :



















; 8 " > 0: (2.12)









( 1i;n   1)[Y 2i   E;(Y 2i )] >































i;n   1)2 + 16Cn[2 log(n)  Cn eCn]
	
 exp  [2 log(n)  Cn eCn]2
4 eCn + 16Cn[2 log(n)  Cn eCn]
	
:
This proves Lemma 2.2.
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2.4 Spectral Analysis
This section is motivated by the equivalence of Gaussian measures theory as
developed in Chapter 3 of Ibragimov and Rozanov (1978). However, these ideas
have to be modied because the Gaussian measures considered in Theorems 2.1
and 2.2 are not equivalent if n ! 0 as n!1.
Let d  3 and observations be X(x1);    ; X(xn), with x1;    ;xn 2 [0; T ]d.
Dene 'k(w) = e
iwTxk , 8 w 2 Rd; k = 1;    ; n, where i = p 1. Let L0n be the




ck'k(w); 8 w 2 Rd;
where c1;    ; cd are real-value constants, and f; be the spectral density dened










d=2(2 + jwj2)+d=2 ; 8 w 2 R
d: (2.13)
We can regard L0n as a subspace of a (real) Hilbert space Ln(f;) with inner
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product
h';  if; =
Z
Rd
'(w) (w)f;(w)dw; 8 ';  2 Ln(f;);
and norm k'kf; =
ph'; 'if; . Without loss of generality, we shall take Ln(f;)
to be the closure of the space L0n with respect to the above inner product.
In an analogous manner, let ~f1;1;n be the spectral measure of the mean-
zero Gaussian random eld X() with covariance function given by (2.3). Let
Ln( ~f1;1;n) be the closure of the space L
0
n with respect to the inner product




and norm k'k ~f1;1;n =
q
h'; 'i ~f1;1;n for all ';  2 Ln( ~f1;1;n). Dene
j;k = h'j; 'kif; ; 8 1  j; k  n;
Aj =
0BBBBBBBBBBBBBB@
1;1 1;2    1;j





j 1;1 j 1;2    j 1;j
'1 '2    'j
1CCCCCCCCCCCCCCA
; 8 j = 1;    ; n;
j = jAjj; 8 j = 1;    ; n:
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( 1)j+kjA j; kj j'k; 8 j = 2;    ; n; (2.14)







= 2K(xk   xl)
= (2R)k;l;




= (21 eR1;n)k;l; 8 1  k; l  n:
Since 'k; k = 1;    ; n, are linearly independent functions, we observe from Lemma
6.3.1 of Andrews, et al. (2009) that hj; kif; = 0 for all 1  j 6= k  n. We
further observe from (2.14) that
(1;    ; n)T = T ('1;    ; 'n)T ;
where T is a nn lower triangular matrix whose elements are Tj;k = ( 1)j+kjA j; kj j,
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1  k  j  n. Then
2OD 1TRT TD 1OT = In;
21OD
 1T eR1;nT TD 1OT = Ln;
where D is a n  n diagonal matrix with elements Dj;j = kjkf; ; i = 1;    ; n,
O is a suitably chosen n n orthogonal matrix and Ln is a n n diagonal matrix
as in (2.8). Dene
( 1;    ;  n)T = OD 1T ('1;   'n)T : (2.15)
Then
h j;  kif; = j;k;
h j;  ki ~f1;1;n = j;nj;k; 8 j; k = 1;    ; n; (2.16)
where j;n = (Ln)j;j and j;k = 1 if j = k and is 0 otherwise. Let m = b+d=2c+1
and  = ( + d=2)=(2m) where bc denotes the greatest integer function. Dene





Twc0(x)dx; 8 w 2 Rd: (2.17)
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Since 0 <  < 1=2, it follows from the following Lemma 2.3 that 0 : Rd ! R is a
continuous, isotropic, strictly positive function and 0(w)  jwj  as jwj ! 1.
Lemma 2.3. Let 1  d  3;  2 (0; 1=2) and 0 be as in (2.17). Then 0 : Rd ! R
is a continuous, isotropic, strictly positive function and 0(w)  jwj  as jwj ! 1.
Proof. We shall consider three cases.






















cos(x)x 1dx > 0; 8 j!j 2 [=4;1):




Case 2. Suppose d = 2. Let Ud be the uniform probability measure on Sd = fu 2
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Arguing as in Case 1, 0 is a continuous, isotropic, strictly positive function and
0(w)  jwj  as jwj ! 1.























































This implies that 0 is a continuous, isotropic, strictly positive function and 0(w) 
jwj  as jwj ! 1. This proves Lemma 2.3.
Letc1 = c0      c0 denote the 2m-fold convolution of the function c0 with
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c0(x  y1)c0(y1   y2)    c0(y2m 2   y2m 1)








2m; 8 w 2 Rd: (2.18)
This implies that 1 : Rd ! R is a continuous, isotropic, strictly positive function.
It follows from (2.13) and Lemma 2.3 that there exist constants c1 and C1 (not




 C1 ; 8 w 2 Rd: (2.19)




; 8 w 2 Rd; (2.20)
and assume that n : Rd ! R is square-integrable. Lemma 2.5 in Section 2.5 shows
that this is indeed true under the assumption of Theorems 2.1 and 2.2. It follows
from the theory of Fourier transform of L2(Rd) functions [cf. Stein and Weiss
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Txgn(x)Ifjxjmax  kgdx; 8 w 2 Rd; (2.21)



























2; 8 w 2 Rd: (2.22)
Let
b(x;y) = E ~f1;1;n
[X(x)X(y)]  Ef; [X(x)X(y)]; 8 x;y 2 [0; T ]d;
where E ~f1;1;n
and Ef; denote expectation with respect to the probability mea-
sures dened by the densities ~f1;1;n and f; respectively. Then for any x;y 2
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hn(s; t)c1(x  s)c1(y   t)dsdt; 8 x;y 2 [0; T ]d;
where









gn(s  t)Ifjs+ tjmax  4m+ 2Tgdsdt








jgn(s)j2Ifjtjmax  4m+ 2Tgdsdt















T (w v)=2+(s+t)T (w+v)=2]gn(s  t)




































TwIfjtjmax  4m+ 2Tgdt; w 2 Rd: (2.26)
Lemma 2.4. Let () as in (2.26). Then  : Rd ! R is continuous and RRd (w)2dw <
1.
2.4 Spectral Analysis 39



















; 8 w = (!1;    ; !d)T 2 Rd:
Hence  is a real-valued, continuous function on Rd and
R
Rd (w)
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Let f 1;    ;  ng be as in (2.15). Then it follows from (2.16) and (2.27) that for
k = 1;    ; n,
h k;  ki ~f1;1;n   h k;  kif;





















Arguing as in Ibragimov and Rozanov (1978), pages 84-85, we conclude from
Bessel's inequality and (2.19) that
nX
k=1
















































2.5 Tapered Covariance Functions
Let 1  d  3, 2K be the Matern covariance function as in (2.1) with spectral
density f; as in (2.13). Suppose Ktap is an isotropic correlation function with
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22 and n 2
(0; 1); n = 1; 2;    , be a sequence of constants. We dene the tapered covari-
ance function to be
eK1;n(x) = K1(x)Ktap(x=n); 8 x 2 Rd;







Tx eK1;n(x)dx; 8 w 2 Rd: (2.30)
Lemma 2.5 below gives non-asymptotic bounds on the spectral density of the ta-
pered covariance function. The proof is motivated by Kaufman, et al. (2008).




22. Let ;M;  be constants such that  > maxfd=4; 1 
g;  2 (d=2;minf2; 2g) and   2 + d where  as in (2.1). Suppose that
ftap(w)  M
(1 + jwj)+d=2+ ; 8 w 2 R
d:
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  1  Cf









; 8 w 2 Rd: (2.32)
































); 8 x 2 Rd:


















f1;1(v)ftap(n(w   v))dv; 8 w 2 Rd:
Let 0 2 ((d+2+)=(d+2+2); 1) be a constant and u 2 Rd such that juj = 1.
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For all r > 0, dene




























dnftap(n(ru  v))  sup
v2N cru
dnM






; 8 r  0:
Since
R
Rd f1;1(v)dv = 
2















1 + 2+2n r

; 8 r  0: (2.34)
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Next expanding f1;1(v) as a Taylor series about ru, we obtain




(v   ru)T [r2f1;1(mv;ru)](v   ru);
where mv;ru is a point on the line segment joining v and ru, [rf1;1(ru)] is the
d 1 vector of the rst derivatives of f1;1 evaluated at ru, and [r2f1;1(mv;ru)]




























22 , we observe that there exists a constant C1 (independent of r
and n) such that
f1;1(ru)
f;(ru)






; 8 r  0;










































1 + 2+2n r

; 8 r  0: (2.36)
We observe from Kaufman, et al. (2008), page 1554, that there exist constants C2










[2 + (r   r0)2]+d=2+1
Z
Nru































; 8 r  0: (2.37)
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Consequently, it follows from (2.35), (2.36) and (2.37) that
dn RNru f1;1(v)ftap(n(ru  v))dv
f;(ru)
  1














Finally, from (2.33), (2.34) and (2.38), we obtain
 ~f1;1;n(ru)
f;(ru)
  1  C0
















; 8 r  0:
This proves (2.31). It suces to give a proof for the lower bound of (2.32) as the






ftap(v)dv; 8  2 [0; 1]:
We observe that  : [0; 1] ! (0;1) is a continuous, strictly positive function.
Hence  = min01 () > 0. For r > 0 and u 2 Rd with juj = 1, dene
fNru = fv 2 Rd : jru  vj  1g:
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22 [2 + (r + 1)2]+d=2
 cfdn;
for some constant cf > 0 (not depending on ru and n). This proves Lemma 2.5.
2.6 Proofs
Proof of Theorem 2.1. Let ( 1;    ;  n) be as in (2.15). We observe from (2.16)
and (2.32) that






n   1k;n  c 1f  dn : (2.39)
Using Lemma 2.4, (2.28) and (2.31), we obtain


















































n   1 + log(Cf ) + 2( + ) log( 1n )







eCn = c 2f M0
4+4+2dn
:
Let a(4 + 4 + 2d) < a1 < 1 be a constant and n = e
na1 ; n = 1; 2;    . Lemma
2.1 implies that for " > 0,
n eP1;1;n(j^1;n   21j > ")  2 expflog(n)  "2n421(21 + 4")g







Since Cn eCn   4 4 2dn log( 1n + 1)  na(4+4+2d) log(na + 1); Cn  nad and
eCn  na(4+4+2d) as n!1, we observe from Lemma 2.2 that there exist constants








4 eCn + 16Cn[2 log(n)  Cn eCn]g
 M1 expf M2na1 adg; 8 n  n0: (2.42)
It follows from (2.7), (2.41) and (2.42) that
X
nn0













Thus we conclude from the Borel-Cantelli lemma that ^21;n
2
1 ! 22 as n!1
with P; probability 1. This proves Theorem 2.1. 
Proof of Theorem 2.2. Since 21
2
1 = 



















XTn eR 11;nXn   12XTnR 1 Xn) + 22pn ( 12XTnR 1 Xn   n):
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With respect to the probability measure P;, 
 2XTnR
 1








 Xn   n) d ! N(0; 2(22)2); as n!1:






XTn eR 11;nXn   12XTnR 1 Xn) p ! 0






XTn eR 11;nXn   12XTnR 1 Xn) = 1pn
nX
k=1
( 1k;n   1)Y 2k ; (2.43)
where (Y1;    ; Yn)T  N(0; In) under P;, and k;n; k = 1;    ; n, are as in (2.8).
Let a > 0; ma = ba+ d=2c+ 1 and a0 = (a+ d=2)=(2ma). Dene





Tx~c0(x)dx; 8 w 2 Rd:
Since 0 < a0 < 1=2, it follows from Lemma 2.3 that ~0 : Rd ! R is a continuous,
strictly positive function and ~0(w)  jwj a0 as jwj ! 1. Let ~c1 = ~c0     








2ma ; 8 w 2 Rd:







); 8 x 2 Rd; (2.44)
where Ce =
R
Rd ~c1(x)dx. en : R
d ! R is an approximate identity in Fourier Analysis
[cf. Grafakos (2004), p. 24]. This implies that en(x)  0 8 x 2 Rd;
R

















; 8 w 2 Rd:
Hence there exists a constant Ce^ (not depending on w and n) such that
je^n(w)j  Ce^
(1 + "njwj)a+d=2 ; 8 w 2 R
d: (2.45)
Lemma 2.6. With the assumption of Theorem 2.2, let 0 be a constant such that
0 < 0 < minf4   d; 4   d; 4 + dg and 0  2. Let n; gn; en be as in (2.20),
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hn(s; t)c1(x  s)c1(y   t)dsdt; (2.46)
where
hn(s; t) = [gn(s  t)  en  gn(s  t)]Ifjs+ tjmax  4m2Tg; 8 s; t 2 Rd:
Let n : Rd ! C denote the Fourier transform of gn   en  gn. This implies that
Z
Rd







Tx[gn(x)  en  gn(x)]Ifjxjmax  kg; 8 w 2 Rd:





















hn (s; t) =
Z
jujmax2m+2ma+T
en(s  u)gn(u  t)du; 8 s; t 2 Rd:















































































































Let ( 1;    ;  n)T be as in (2.15). Then for k = 1;    ; n,
h k;  ki ~f1;1;n   h k;  kif; = k;n   1























































































































































Consequently we observe from (2.19), (2.31), (2.45) and Lemma 2.4, 2.6 that there



























We conclude from (2.49), (2.50) and (2.51) that
nX
k=1










































































From the denitions of b in Theorem 2.2 and 0 in Lemma 2.6, we choose 0
suciently close to minf2; 4   d; 4   d; 4 + dg and a suciently close to 0 such
that






Now let b be a constant such that 2b(2 + 2+ d)=0 < b < (1  2bd)=(4a+ 2d),
and "n = n






















XTn eR 11;nXn   12XTnR 1 Xn) p ! 0
in P; probability as n!1. This proves Theorem 2.2. 
Proof of Lemma 2.6. Using Plancherel's theorem, we have for y 2 Rd,
Z
Rd























































where  is a constant satisfying  2 (d=2;minf2; 2; 2 + dg) and 0 < 0 < 2  d.
The integral on the right hand side of the last inequality is nite. This proves
Lemma 2.6. 
Proof of Theorem 2.3. The proof of Theorem 2.3 is similar to (though simpler


























 Xn   n):
With respect to P;, 
 2XTnR
 1








 Xn   n) d ! N(0; 2(22)2);

































( 1k;n   1)Y 2k ; (2.54)
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where (Y1;    ; Yn)T  Nn(0; In) under P; and k;n; k = 1;    ; n, are in (2.8)








22 , there exists a constant C (not depending on w) such that
j(w)j  C
1 + jwj2 ; 8 w 2 R
d: (2.55)
Since 1  d  3,  : Rd ! R is square-integrable. From the theory of Fourier










Txg(x)Ifjxjmax  kgdx; 8 w 2 Rd: (2.56)
Lemma 2.7. Let en; g be as in (2.44), (2.56) respectively and 0 is any constant
satisfying 0 < 0 < minf2; 4 dg. Then there exists a constant C0 (not depending
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on n) such that
Z
Rd
jen  g(x)  g(x)j2dx  C0"0n :
Proof. Using (2.55) and Plancherel's theorem, we have for y 2 Rd,
Z
Rd
















































This proves Lemma 2.7.
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Let
b(x;y) = E ~f1;1;n
[X(x)X(y)]  Ef; [X(x)X(y)]; 8 x;y 2 [0; T ]d;
Using (2.24), replacing gn with g, and observing that supp  [ 2m; 2m]d, we






























hn(s; t)c1(x  s)c1(y   t)dsdt; (2.57)
where
hn(s; t) = [g(s  t)  en  g(s  t)]Ifjs+ tjmax  4m+ 2Tg; 8 s; t 2 Rd:











Tx[g(x)  en  g(x)]Ifjxjmax  kgdx; 8 w 2 Rd:





















hn = (s; t) =
Z
jujmax2m+2ma+T
en(s  u)g(u  t); 8 s; t 2 Rd:














































































































Let f 1;    ;  ng be as in (2.15) where ~f1;1;n is replace by f1;1 .
Then for k = 1;    ; n,
h k;  kif1;1   h k;  kif; = k;n   1

















































































































































Consequently we observe from (2.19), (2.45) and Lemma 2.4, 2.7 that there exists









jyk;nj2  C"0n : (2.61)









We conclude from (2.60), (2.61) and (2.62) that
nX
k=1














 eCf ; 8 w 2 Rd:
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This implies that ~cf  k;n  eCf for all k = 1;    ; n. Finally for any constant






































































 Xnj p ! 0
in P; probability as n!1. This proves Theorem 2.3. 
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2.7 Simulations
In this section, we used simulations to investigate the nite sample performance
of the estimators constructed in Section 2.2. What is the dierence of the estima-
tors with taper and that without taper? How does the choice of tapering range n
aect the estimators?
2.7.1 Precision of Theorem 2.3 approximations for nite n
In this section, we investigated the behavior of the estimators constructed in
Theorem 2.3. That is, the estimator ^21;n
2
1 is applied a correlation matrix for
a known xed 1 without taper. In our simulations, each experiment comprises
10,000 independent realizations of a mean-zero Gaussian random eld X(t) with
Matern covariance function (2.1) where
  = 1 and  = 0:8 are xed.
 1 takes values 1:3; 2.
  takes values 1=4; 1=2.
 d takes values d = 1; 2; 3.








);    ; X(n  1
n
); X(1)g;
where n = 1000; 2500 or 5000.
 For d=2, we generated X(t) on a regular grid of [0; 1]2 with sample size






) : 1  i1; i2  mg;
where m = 30; 50 or 70.
 For d = 3, we generated X(t) on a regular grid of [0; 1]3 with sample size









) : 1  i1; i2; i3  mg;





1   22) are shown in Figures 2.1, 2.2, 2.3 and 2.4.
These gures show that the distributions of estimators become more symmetric
as the sample sizes increase. Also the estimators for small value of smoothness
parameter  have more symmetric distributions, since in the cases of large value of
 the process is smoother and has stronger correlation. Tables 2.1, 2.2, 2.3 and 2.4
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222), and biases and mean square errors of estimator ^21;n
2
1 . As
shown in these tables, the errors decrease as simple size increases. For d = 1, the
sample size n = 1000 seems large enough to obtain good estimation. For d > 1, to
obtain symmetric distribution of estimation needs larger sample size.
In particular, the simulations reveal that the asymptotic approximations get
more accurate as (i) the smoothness parameter  decreases, (ii) the sample size n
increases, (iii) the dimension d decreases, and (iv) j  1j decreases.
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2.7.2 Precision of Theorem 2.1 and 2.2 approximations for
nite n
In this section, we studied the behavior of the estimators constructed in Theo-
rems 2.1 and 2.2 which using tapering covariance. As in Section 2.7.1, each exper-
iment comprises 10,000 independent realizations of a mean-zero Gaussian random
eld X(t) with Matern covariance function (2.1) where
  = 1;  = 5; 1 = 7:5 are xed.
 d takes values d = 1; 2.
 When d = 1,  takes values 1=4; 1=2. When d = 2,  takes values 1=8; 1=4.







);    ; X(n  1
n
); X(1)g;
where n = 1000; 2500 or 5000.
 For d=2, we generated X(t) on a regular grid of [0; 1]2 with sample size






) : 1  i1; i2  mg;
where m = 30; 50 or 70.
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The tapering correlation functions which we chose to satisfy the conditions of The-
orems 2.1 and 2.2 were constructed by Wendland (1995, 1998). The Wendland
function d;k(x) is positive denite on Rd with support fx : jxj  1g. The corre-
sponding spectral density function fd;k satises that
fd;k(w) M=(1 + jwj2)d=2+k+1=2;
where M is a positive constant. Therefore, we chose the taper 1;1(x=n) = (1  
x=n)
3
+(1 + 3x=n) when d = 1 and set n = Cn
 0:03 with C = 1; 0:75; 0:3. Here
x+ = maxf0; xg. Similarly d = 2, we choose the taper 2;1(x=n) = (1 x=n)4+(1+
4x=n) and set n = Cn





1   22) are shown in Figures 2.5, 2.6 for d = 1




1;n   22), and biases and mean square errors of estimator ^21;n21 are
summarized in Tables 2.5, 2.6 and 2.7. These gures and tables show that the
biases are inuenced by sample size and tapering range. When d = 1, appropriate
estimators still can be obtained by using this kind of taper. But when d > 1, using
tapering covariance leads to signicant bias. Small tapering range will produce
large bias. As expected, the bias will be reduced as the sample size increases.
2.7 Simulations 73
In particular, the simulations reveal that the asymptotic approximations get
more accurate as (i) the smoothness parameter  decreases, (ii) the sample size n
increases, (iii) the dimension d decreases, and (iv) n increases.
As we noticed in Tables 2.1{2.7, the biases and mean square errors of all esti-
mators are small. This means that even though we give a wrong value to  and
use a wrong correlation, the approximations both without taper and with taper
are still appropriate when the sample size is large enough.
In Theorems 2.1 and 2.2, we supposed the tapering function satises the taper
condition (2.6). To see whether it is necessary or not, we chose two other kinds
of tapering function for the case d = 1;  = 1;  = 0:8; 1 = 2;  = 0:5. One
tapering function is Wendland function K1(x) = (1 x=n)6+(1+6x=n+35x2=32n)
which satises the taper condition. The other one is triangular correlation function
K2(x) = (1   x=n)+ which does not satisfy the taper condition. Here we set
n = n
 0:03. Figure 2.9 shows that for the former case the distribution seems
normal with mean zero, but for the latter case the distribution is not symmetric
about 0 any more. This indicates that if the tapering function does not satisfy the
taper condition, using tapering covariance may lead to large error.
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n d 5% 25% 50% 75% 95% Mean SD Bias MSE
1000 1 -1.615 -0.690 -0.024 0.651 1.707 0.001 1.012 0.0001 0.0016
(0.018) (0.011) (0.009) (0.007) (0.022)
2500 1 -1.619 -0.669 -0.022 0.674 1.630 0.003 0.997 0.0001 0.0006
(0.020) (0.009) (0.008) (0.016) (0.018)
5000 1 -1.615 -0.679 0.004 0.690 1.672 0.008 1.006 0.0001 0.0003
302 2 -1.569 -0.643 0.012 0.717 1.717 0.041 1.004 0.0017 0.0018
(0.020) (0.009) (0.013) (0.014) (0.024)
502 2 -1.608 -0.661 0.021 0.713 1.712 0.031 1.014 0.0008 0.0007
(0.021) (0.014) (0.010) (0.011) (0.019)
702 2 -1.648 -0.647 0.037 0.710 1.692 0.033 1.013 0.0006 0.0003
103 3 -1.506 -0.567 0.082 0.769 1.802 0.110 1.005 0.0044 0.0016
(0.023) (0.007) (0.011) (0.012) (0.022)
153 3 -1.559 -0.607 0.068 0.737 1.744 0.074 1.000 0.0016 0.0005
(0.021) (0.009) (0.011) (0.013) (0.020)
173 3 -1.571 -0.631 0.038 0.741 1.719 0.059 1.007 0.0011 0.0003
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
1 for  = 1;  = 0:8; 1 = 1:3;  = 1=4.
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n d 5% 25% 50% 75% 95% Mean SD Bias MSE
1000 1 -1.575 -0.629 0.023 0.701 1.732 0.049 1.000 0.0018 0.0013
(0.014) (0.010) (0.010) (0.010) (0.022)
2500 1 -1.606 -0.669 -0.004 0.681 1.661 0.010 1.001 0.0002 0.0005
(0.022) (0.011) (0.012) (0.017) (0.022)
5000 1 -1.626 -0.661 0.003 0.666 1.650 0.004 0.997 0.0001 0.0003
302 2 -1.556 -0.630 0.055 0.741 1.708 0.066 0.995 0.0025 0.0014
(0.014) (0.010) (0.010) (0.017) (0.018)
502 2 -1.613 -0.627 0.034 0.717 1.705 0.044 1.005 0.0010 0.0005
(0.025) (0.018) (0.018) (0.013) (0.021)
702 2 -1.587 -0.658 0.021 0.700 1.670 0.025 0.996 0.0004 0.0003
103 3 -1.453 -0.523 0.140 0.837 1.840 0.167 1.011 0.0060 0.0017
(0.023) (0.007) (0.011) (0.012) (0.022)
153 3 -1.515 -0.563 0.117 0.780 1.792 0.120 1.004 0.0023 0.0004
(0.017) (0.014) (0.013) (0.012) (0.020)
173 3 -1.534 -0.568 0.092 0.774 1.744 0.101 0.998 0.0016 0.0003
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
1 for  = 1;  = 0:8; 1 = 1:3;  = 1=2.
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n d 5% 25% 50% 75% 95% Mean SD Bias MSE
1000 1 -1.569 -0.627 0.031 0.704 1.698 0.046 0.995 0.0018 0.0016
(0.025) (0.012) (0.015) (0.011) (0.025)
2500 1 -1.598 -0.655 0.006 0.690 1.673 0.021 1.002 0.0005 0.0006
(0.011) (0.008) (0.014) (0.020) (0.026)
5000 1 -1.606 -0.668 0.017 0.701 1.686 0.021 1.006 0.0004 0.0003
302 2 -1.542 -0.610 0.057 0.811 1.848 0.105 1.043 0.0044 0.0020
(0.023) (0.012) (0.012) (0.010) (0.017)
502 2 -1.558 -0.633 0.061 0.728 1.810 0.075 1.025 0.0019 0.0007
(0.014) (0.016) (0.012) (0.013) (0.009)
702 2 -1.568 -0.616 0.056 0.738 1.742 0.071 1.003 0.0013 0.0003
103 3 -1.326 -0.341 0.329 1.015 2.015 0.345 1.016 0.0138 0.0018
(0.021) (0.009) (0.011) (0.010) (0.020)
153 3 -1.380 -0.430 0.223 0.893 1.928 0.241 1.002 0.0052 0.0005
(0.018) (0.019) (0.016) (0.019) (0.023)
173 3 -1.427 -0.458 0.224 0.900 1.865 0.224 1.001 0.0040 0.0003
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
1 for  = 1;  = 0:8; 1 = 2;  = 1=4.
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n d 5% 25% 50% 75% 95% Mean SD Bias MSE
1000 1 -1.520 -0.616 0.070 0.744 1.721 0.075 1.000 0.0027 0.0013
(0.021) (0.010) (0.015) (0.019) (0.020)
2500 1 -1.585 -0.638 0.045 0.726 1.744 0.056 1.011 0.0013 0.0005
(0.019) (0.016) (0.011) (0.015) (0.024)
5000 1 -1.592 -0.649 0.032 0.717 1.700 0.036 1.007 0.0006 0.0003
302 2 -1.481 -0.519 0.209 0.890 1.951 0.211 1.045 0.0080 0.0016
(0.021) (0.015) (0.015) (0.019) (0.026)
502 2 -1.411 -0.565 0.117 0.843 1.836 0.147 1.024 0.0033 0.0005
(0.027) (0.017) (0.012) (0.015) (0.019)
702 2 -1.541 -0.582 0.092 0.779 1.781 0.107 1.005 0.0017 0.0003
103 3 -1.137 -0.178 0.496 1.222 2.266 0.528 1.041 0.0189 0.0019
(0.022) (0.013) (0.010) (0.013) (0.031)
153 3 -1.286 -0.309 0.361 1.057 2.042 0.370 1.012 0.0072 0.0004
(0.026) (0.013) (0.015) (0.011) (0.019)
173 3 -1.292 -0.348 0.333 1.020 1.995 0.343 1.007 0.0055 0.0003
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
1 for  = 1;  = 0:8; 1 = 2;  = 1=2.
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n n 5% 25% 50% 75% 95% Mean SD Bias MSE
1000 0.813 -1.582 -0.634 0.032 0.718 1.739 0.048 1.003 0.0048 0.0101
(0.016) (0.010) (0.010) (0.008) (0.022)
2500 0.791 -1.600 -0.660 0.003 0.687 1.672 0.019 1.002 0.0012 0.0040
(0.018) (0.006) (0.011) (0.013) (0.025)
5000 0.775 -1.641 -0.678 0.004 0.680 1.686 0.010 1.005 0.0004 0.0020
1000 0.610 -1.588 -0.642 0.022 0.710 1.730 0.041 1.003 0.0041 0.0101
(0.016) (0.010) (0.010) (0.007) (0.023)
2500 0.593 -1.605 -0.666 -0.003 0.682 1.664 0.014 1.002 0.0009 0.0040
(0.017) (0.006) (0.011) (0.013) (0.025)
5000 0.581 -1.631 -0.659 0.032 0.704 1.665 0.026 1.010 0.0012 0.0020
1000 0.244 -1.648 -0.714 -0.040 0.641 1.667 -0.025 1.003 -0.0025 0.0101
(0.015) (0.011) (0.010) (0.007) (0.022)
2500 0.237 -1.656 -0.710 -0.048 0.636 1.625 -0.031 1.020 -0.0019 0.0040
(0.017) (0.006) (0.011) (0.013) (0.025)
5000 0.232 -1.621 -0.708 -0.035 0.660 1.675 -0.021 1.002 -0.0009 0.0020
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
1 for d = 1;  = 1;  = 5; 1 = 7:5;  = 1=4 and
1;1(x=n).
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n n 5% 25% 50% 75% 95% Mean SD Bias MSE
1000 0.813 -1.563 -0.620 0.055 0.755 1.783 0.073 1.015 0.0163 0.0518
(0.013) (0.010) (0.010) (0.011) (0.022)
2500 0.791 -1.592 -0.641 0.035 0.716 1.727 0.045 1.007 0.0064 0.0203
(0.022) (0.009) (0.009) (0.016) (0.019)
5000 0.775 -1.603 -0.660 0.023 0.707 1.693 0.026 1.007 0.0026 0.0101
1000 0.610 -1.576 -0.635 0.039 0.739 1.762 0.058 1.015 0.0130 0.0517
(0.012) (0,010) (0.010) (0.011) (0.022)
2500 0.593 -1.599 -0.650 0.024 0.708 1.716 0.035 1.007 0.0050 0.0203
(0.022) (0.009) (0.009) (0.017) (0.019)
5000 0.581 -1.664 -0.654 0.014 0.677 1.672 0.011 1.001 0.0011 0.0100
1000 0.244 -1.704 -0.765 -0.089 0.612 1.637 -0.075 1.014 -0.0167 0.0517
(0.014) (0.010) (0.008) (0.010) (0.019)
2500 0.237 -1.695 -0.736 -0.068 0.619 1.618 -0.054 1.007 -0.0076 0.0203
(0.021) (0.008) (0.010) (0.017) (0.020)
5000 0.232 -1.678 -0.736 -0.062 0.615 1.599 -0.055 0.998 -0.0055 0.0100
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
1 for d = 1;  = 1;  = 5; 1 = 7:5;  = 1=4 and
1;1(x=n).
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n  n 5% 25% 50% 75% 95% Mean SD Bias MSE
302 1/8 0.873 -1.491 -0.529 0.139 0.837 1.865 0.158 1.015 0.0112 0.0052
(0.020) (0.016) (0.016) (0.017) (0.024)
502 1/8 0.855 -1.570 -0.610 0.051 0.741 1.732 0.066 1.005 0.0028 0.0018
(0.021) (0.009) (0.011) (0.011) (0.018)
702 1/8 0.844 -1.601 -0.651 0.017 0.701 1.693 0.034 1.003 0.0010 0.0009
302 1/8 0.655 -1.582 -0.622 0.042 0.738 1.763 0.061 1.013 0.0043 0.0051
(0.019) (0.018) (0.014) (0.018) (0.025)
502 1/8 0.641 -1.676 -0.724 -0.066 0.625 1.615 -0.048 1.003 -0.0020 0.0018
(0.021) (0.009) (0.011) (0.010) (0.017)
702 1/8 0.6328 -1.7058 -0.7758 -0.0947 0.5780 1.5431 -0.0934 0.9925 -0.0028 0.0009
N(0; 1) -1.6449 -0.6749 0 0.6749 1.6449 0 1
302 1/4 0.873 -1.509 -0.562 0.114 0.802 1.794 0.128 1.011 0.0135 0.0115
(0.015) (0.008) (0.009) (0.013) (0.022)
502 1/4 0.855 -1.618 -0.657 0.014 0.701 1.721 0.027 1.009 0.0017 0.0041
(0.020) (0.013) (0.011) (0.012) (0.024)
702 1/4 0.844 -1.665 -0.708 -0.019 0.657 1.614 -0.027 0.997 -0.0012 0.0020
302 1/4 0.655 -1.699 -0.757 -0.087 0.598 1.590 -0.074 1.006 -0.0078 0.0113
(0.017) (0.010) (0.007) (0.012) (0.024)
502 1/4 0.641 -1.826 -0.862 -0.194 0.489 1.504 -0.182 1.005 -0.0115 0.0042
(0.018) (0.012) (0.011) (0.012) (0.023)
702 1/4 0.6328 -1.8455 -0.9045 -0.2349 0.4433 1.4121 -0.2252 0.9908 -0.0102 0.0021







222), and Biases and Mean Square
Errors (MSE) of estimator ^21;n
2
























































































1  22) without taper for dierent d and
n with  = 1;  = 0:8; 1 = 1:3;  = 1=4.
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1  22) without taper for dierent d and
n with  = 1;  = 0:8; 1 = 1:3;  = 1=2.
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1  22) without taper for dierent d and
n with  = 1;  = 0:8; 1 = 2;  = 1=4.
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1  22) without taper for dierent d and
n with  = 1;  = 0:8; 1 = 2;  = 1=2.
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1;n 22) for dierent n and tapering range
n = Cn
 0:03 with d = 1;  = 1;  = 5; 1 = 7:5;  = 1=4.
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1;n 22) for dierent n and tapering range
n = Cn
 0:03 with d = 1;  = 1;  = 5; 1 = 7:5;  = 1=2.
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(a) n=900, nu=1/4, C=1








(b) n=2500, nu=1/4, C=1








(c) n=4900, nu=1/4, C=1









(d) n=900, nu=1/4, C=0.75








(e) n=2500, nu=1/4, C=0.75








(f) n=4900, nu=1/4, C=0.75




1;n 22) for dierent n and tapering range
n = Cn
 0:02 with d = 2;  = 1;  = 5; 1 = 7:5;  = 1=4.
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(a) n=900, nu=1/8, C=1









(b) n=2500, nu=1/8, C=1








(c) n=4900, nu=1/8, C=1








(d) n=900, nu=1/8, C=0.75









(e) n=2500, nu=1/8, C=0.75








(f) n=4900, nu=1/8, C=0.75




1;n 22) for dierent n and tapering range
n = Cn
 0:02 with d = 2;  = 1;  = 5; 1 = 7:5;  = 1=8.






















1  22) for dierent taper with d = 1;  =






Let X(t); t 2 Rd, be a stationary mean-zero Gaussian random eld with the
following multiplicative powered exponential covariance function
Cov(X(x); X(y)) = 2
dY
j=1
expf jjxj   yjjg; (3.1)
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8 x = (x1;    ; xd)T ; y = (y1;    ; yd)T 2 Rd, where  2 (0; 2], 1;    ; d and 
are strictly positive parameters. Here  indicates smoothness of the process. For
example,  2 (0; 2) implies that the process is continuous but not mean square
dierentiable, while  = 2 implies that the process is innitely dierentiable in












dx; 8 w 2 Rd; (3.2)
where x = (x1;    ; xd)T and i =
p 1.
Let us rst introduce some terminology of equivalence of probability measures.
For two probability measures Pi(i = 1; 2) on the same measurable space (
;F ),
P1 is said to be absolutely continuous with respect to P2, denoted by P1  P2 if
for all A 2 F , P1(A) = 0 implies P2(A) = 0. P1 and P2 are equivalent, denoted
by P1  P2, if P1  P2 and P2  P1. Thus, P1  P2 means that for all A 2 F ,
P1(A) = 0 if and only if P2(A) = 0.
Stein (1999) pointed out that two Gaussian measures are either equivalent or
orthogonal. The sucient conditions for equivalent Gaussian measures of station-
ary random elds are expressed in terms of spectral densities [see Ibragimov and
Rozanov (1978), Theorem 17, p.104 for d = 1 and Stein (1999), p.120 for d > 1].
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Stein (2004, Theorem.A.1) provided the following sucient condition for equiva-
lence of two Gaussian measures:
Under Gaussian measure Pi(i = 1; 2), the stationary process X(t); t 2 Rd with mean
zero has the spectral density fi(w) respectively. If for some  > d, f1(w)jwj is bounded







then P1  P2 on the paths of X(t); t 2 D for any bounded subset D  Rd.
When d = 1 and 1=2 <   2, under xed domain asymptotics the parameters
 and  in (3.1) cannot be consistently estimated simultaneously because if 2 =
211, then the induced Gaussian measures with respect to (; ) and (1; 1) are
equivalent. It is easy to see that condition (3.3) holds by using the asymptotic




 ( + 1)j!j (+1) sin 
2
 +O(j!j 2 1): (3.4)
However, when d = 1 and 0 <  < 1=2, Anderes (2010) recently proved that  and
 can be separated.
Parameter estimation under xed domain asymptotics is also investigated by
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other researchers. Ying (1991) showed that when d = 1 and  = 1, the pro-
cess known as the Ornstein-Uhlenbeck process, the product ^2^ of the maximum
likelihood estimators ^2 and ^, as an estimator of 2, is strongly consistent and
asymptotically normal. For d  2 and  = 1, Ying (1993) showed that the max-
imum likelihood estimator (^2; ^1;    ; ^d) of (2; 1;    ; d) is strongly consistent
under mild conditions. This implies that for d  2, (3:1) gives quite a dierent
structure. For  = 2, Loh and Lam (2000) showed that sieve maximum likelihood
estimators of 1;    ; d are strongly consistent using a regular sampling grid.
The rst objective of this chapter is to construct a consistent estimator of 2
for d = 1. Theorem 3.1 in Section 3.2 proves that the quadratic variation which is
dened in Section 3.2 using the observations taken from a regular grid of [0; 1] is a
consistent estimator of 2.
The second objective is to construct a consistent estimator of 2
Qd
j=1 j by
using spectral analysis for d  2. Spectral analysis of stationary processes is a
powerful tool for studying the properties of random elds. In many applications,
the observed data can be regarded as a realization of a random eld on a d-
dimensional lattice. Properties of spatial periodograms of lattice data have been
investigated by Guyon (1982), Zurbenko (1986) , Stein (1995) and so on. However,
the spatial process is often dened in a continuous space. It is natural to dene a
process Y on Zd by Y(J) = X(J); J 2 Zd, where  > 0 is a constant. Then Y
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f( 1(w + 2L)); (3.5)
by an obvious extension of the discussion of Stein (1999, p.77) to processes in more
than one dimension. Motivated by Stein (1995), we shall use the following discrete




fX(x+ 1j)  2X(x) +X(x  1j)g;
where 1j is the unit vector along the jth coordinate. Dene Y (J) = X(J).








Furthermore by (3.32), for a xed w = (!1;    ; !d)T 2 ( ; ]dnf0g,




as  # 0, where
g(w; ) =


















Section 3.3 studies that the periodogram is unbias of f() at certain frequencies.
Let m be a positive integer. Observe Y (J) for J 2 Tm = f1;    ;mgd and let






 iwTJj2; 8 w 2 ( ; ]d: (3.7)
Here we only consider Im;(w) at the Fourier frequencies 2m
 1J; J 2 Tm =









where n = bmc and Tm; = f b(n   1)=2c;    ; bn=2cgd.
In section 3.3, we study the asymptotic behavior of periodogram Im;() and
f^() under xed domain asymptotics. Under appropriate assumptions, Propo-
sition 3.1, 3.2 and 3.3 provide the bounds of mean and covariance of Im;()
and f^(). Theorem 3.2 shows that md f^(2m 1Jm) is relatively consistent of
2
Qd
j=1 j. In order to obtain this, Proposition 3.4 gives the bound of vari-
ance of md f^(2m
 1Jm) and Proposition 3.5 gives the limit of expected value
of md f^(2m
 1Jm).
Section 3.4 shows that results of Section 3.3 can be extended to other covariance
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functions. In Section 3.4, we consider a stationary mean-zero Gaussian random
eld with multiplicative Matern class covariance function





K(ijxi   yij); (3.9)
8 x = (x1;    ; xd)T ; y = (y1;    ; yd)T 2 Rd, where  is a known positive constant
and 2; 1;    ; d are unknown positive parameters and K is the modied Bessel
function of order  [see Andrews et al. (1999) p.223]. For d = 1, Zhang (2004)
pointed out that the induced two mean zero Gaussian measures with (; ) and
(1; 1) are equivalent if 
22 = 21
2
1 . This result consequently implies that
consistent estimators of both  and  cannot exist under xed domain asymptotics.
But results in Section 3.4 show that for d  2,  and 1;    ; d can be consistently
estimated. Section 3.5 provides simulation studies showing that how well the results
are applied to nite samples.
We end this Introduction with a brief on notation. i =
p 1, Ifg is the
indicator function and jxjmax = max1jd jxjj; 8 x = (x1;    ; xd)T 2 Rd. If M is
a vector or matrix, thenMT is its transpose. a(x) . b(x) means that b(x) > 0 and
there exist a constant C > 0 such that ja(x)j  Cb(x) for all possible x. Finally,
a(x)  b(x) means that there exist constants c1 and c2 such that 0 < c1 < c2 <1
and c1jb(x)j  ja(x)j  c2jb(x)j for all possible x.
3.2 Quadratic Variation 96
3.2 Quadratic Variation
Let X(t); t 2 [0; 1] be a Gaussian process with mean (t) = E[X(t)] and
covariance function r(s; t) = E[X(s)X(t)]   (s)(t). We are concerned with the




where 0 = t0 < t1 <    < tn = 1.











This result was extended to other Gaussian processes by Baxter (1956) who proved
that if (t) has a bounded rst derivative and r(s; t) is continuous and has uniformly


















t s . Klein and Gine
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(1975) showed that if maxfti   ti 1 : 1  i  ng = o( 1logn), then the above result
is also true.
In this section, we consider a Gaussian process X(t) with mean zero and covari-
ance function (3.1) with d = 1, known constant  2 (0; 2] and unknown positive
parameters 2; . We observe X(t) on a regular grid of [0; 1] and are concerned









)]2; for n = 1; 2; 3    : (3.10)
First we observe the mean and variance of Vn.
Lemma 3.1.
E[Vn] = 2n














)   2e ( ji jjn ) ]2: (3.12)
Proof. Denote




j); for 0  i; j  n:






























= 2n2(1  e =n ):
Since













































































































[(1 + 2E2ij) + (1 + 2E
2
(i 1)j) + (1 + 2E
2
i(j 1))
+(1 + 2E2(i 1)(j 1))  2(2EijE(i 1)j + Ei(i 1))  2(2EijEi(j 1) + Ej(j 1))
 2(2E(i 1)jE(i 1)(j 1) + Ej(j 1))  2(2Ei(j 1)E(i 1)(j 1) + Ei(i 1))
+4(Ei(i 1)Ej(j 1) + EijE(i 1)(j 1) + Ei(j 1)E(i 1)j)]
	
;





















+4(EijE(i 1)(j 1) + Ei(j 1)E(i 1)j   EijE(i 1)j




















)   8e ( ji jj
+ji j 1j
n















)   2e ( ji jjn ) ]2:
This proves Lemma 3.1.
The following theorem construct a consistent estimator of 2.
Theorem 3.1. (1): For  2 (0; 2),
Vn
2n1 
p ! 2; as n!1:
Furthermore for  2 (0; 7=4),
Vn
2n1 
a.s. ! 2; as n!1:
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	 d ! N(0; 242); as n!1:





  2	 d ! N(0; 242); as n!1:






(n  k)[2e ( kn )   e ( k+1n )   e ( k 1n ) ]2: (3.13)
Note that
n[1  e =n ]2 = n[n  +O(n 2)]2




(n  k)[2e ( kn )   e ( k+1n )   e ( k 1n ) ]2





























] = O(n 1) +O(n2 4)! 0; as n!1:
It implies that for  2 (0; 2), Vn
n1    E[ Vnn1  ]
p ! 0 as n!1.




] = 22 +O(n ): (3.16)
So E[ Vn












we see that for  2 (0; 2), Vn
2n1 
p ! 2 as n!1.
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) and nX = (nX1;    ;nXn)T where







= 2f2e j i jn j   e j i j+1n j   e j i j 1n jg; (3.17)
and n = (
(n)
ij )nn is the covariance matrix of nX. Let n;i (i = 1;    ; n) be
the eigenvalues of n. As we know, there is an orthogonal matrix P such that
P TnP = diag(n;1;    ; n;n):







PijnXj; for i = 1;    ; n;
are i.i.d. standard normal. Also
n = (n;1;    ; n;n)T = diag( 
1
2



































TnP ) = tr(n) = 2n
2(1  e =n ) = E[Vn];
then






Note that n;i's are i.i.d. standard normal and E[
2
n;i   1] = 0 for i = 1;    ; n,
hence by (3.19),






























where M = maxfE[2n;i   1]4; 3(E[2n;i   1]2)2g.
Since from (3.13), (3.14) and (3.15), we have Var[Vn] = O(n
1 2) for 0 <  
3=2 and Var[Vn] = O(n
 2) for 3=2 <  < 2, then it follows from (3.20) that
E[ Vn
n1    E( Vnn1  )]4 = O(n 2) for 0 <   3=2 and E[ Vnn1    E( Vnn1  )]4 = O(n4 8)
for 3=2 <  < 2. This implies that E[ Vn
n1    E( Vnn1  )]4 is a summable sequence
when 0 <  < 7=4. Thus, using Markov inequality and Borel-Cantelli lemma, we
conclude that Vn
n1    E[ Vnn1  ]
a.s. ! 0 as n ! 1. Also from previous argument, we
know E[ Vn
n1  ]! 22 as n!1. Therefore, we obtain that for  2 (0; 3=2],
Vn
2n1 
a:s: ! 2; as n!1:





where Yi's are i.i.d 
2
1. So to prove the central limit theory holds, it is sucient to
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jYi   1j  "Var[Vn]=n;ig
 Ef(Yi   1)2
jYi   1j  "Var[Vn]=n;maxgPni=1 2n;i
Var[Vn]
= Ef(Yi   1)2
jYi   1j  "Var[Vn]=n;maxg;
where n;max = maxfn;i;    ; n;ng, then to prove (3.21), it is sucient to prove
that for i = 1;    ; n,
n;i
Var[Vn]
! 0; as n!1:
















2e j i jn j   e j i j+1n j   e j i j 1n j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 222(1  e =n ) + n 1X
k=1













= O(n  + n 1):




  n  + n 1
n1 2 + n 2

= O(n 1)! 0; as n!1:

















	 d ! N(0; 242); as n!1:
3.2 Quadratic Variation 107





  2	 d ! N(0; 242); as n!1:
This proves Theorem 3.1.
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3.3 Spectral Analysis
3.3.1 Spectral Density Function
In this section, we investigate the properties of spectral density functions.
Lemma 3.2. Suppose that d = 1 and  2 (0; 2). Then
0 < inf
!2R
f(1 + j!j) (+1)f(!)g  sup
!2R




(1 + j!j) (+2)jf 0(!)j <1;
sup
!2R
(1 + j!j) (+3)jf (2)(!)j <1:
Proof. Since f(!) is strictly positive [see Gawronski (1984)], (3.22) holds by (3.4).































dt and u() is the complex conjugate of u(). Since f
is symmetrical about 0, we shall assume that ! > 0 without loss of generality.




where C is the contour dened by
C = fz = ei' : ' = 0 or   =8; r    Rg [  r [  R;















(cos '+i sin ') Riei'd'








 cos( =8)  ! 0;














0  ex   1  x  x
2
2
; 8 x  0;
eiy   1  iy  y2
2
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where M1; M2 are functions satisfying jM1j  1=2 and jM2j  1=2.































































































= O(! (s+1)) as ! !1: (3.26)




3.3 Spectral Analysis 112
where s > 0 is a constant and C1 is the contour dened by
C1 = fz = ei' : ' = 0 or   3=8; r    Rg [  1;r [  1;R;


















jRs+1eR! cos(11=8) ! 0;
as R!1 since '+ 11=8 2 [; 11=8] whenever ' 2 [ 3=8; 0].




























  ei(2  2 ) ( + 2)
!+2
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=   sin(
2


















 ( + 2)! (+2) sin(

2
) +O(! (2+2)) as ! !1:








































































































































This proves Lemma 3.2.





 = O(); as  # 0;
where c() =  ( + 1) sin(=2)=.















j! + 2Lj 2 1; as  # 0:
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This proves Lemma 3.3.
The following lemma gives the relation of f and f.








Proof. For J;K 2 Zd,
Z
( ;]d
expfiwT (J K)g  f(w)dw




fY(J+ 1j)  2Y(J) + Y(J  1j)g;
dX
k=1




fCov(Y(J+ 1j); Y(K+ 1k))  2Cov(Y(J); Y(K+ 1k))
+Cov(Y(J  1j); Y(K+ 1k))  2Cov(Y(J+ 1j); Y(K))
+4Cov(Y(J); Y(K))  2Cov(Y(J  1j); Y(K))
+Cov(Y(J+ 1j); Y(K  1k))  2Cov(Y(J); Y(K  1k))






[expfiwT ((J+ 1j)  (K+ 1k))g   2 expfiwT (J  (K+ 1k))g
+expfiwT ((J  1j)  (K+ 1k))g   2 expfiwT ((J+ 1j) K)g
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+4 expfiwT (J K)g   2 expfiwT ((J  1j) K)g
+expfiwT ((J+ 1j)  (K  1k))g   2 expfiwT (J  (K  1k))g







[ei(!j !k)   2e i!k + e i(!j+!k)







[2 cos(!j   !k) + 2 cos(!j + !k)
























)g2f(w) for all w 2 ( ; ]d.
This proves Lemma 3.4.
Remark 3.1. From Lemma 3.4, it is easy to see that f(w) = f( w) for 8 w 2
( ; ]d since f(w) = f( w).
For i = 1;    ; d, let fi(!); !i 2 R, be the spectral density function of a
stationary Gaussian process Xi(t); t 2 R with mean zero and covariance function
Cov(Xi(t); Xi(s)) = expf ijt  sjg; t; s 2 R
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fi(!i); 8 w = (!1;    ; !d)T 2 Rd:











(1 + j!ij) (+1)g <1:
















 1(!i + 2Li))]: (3.31)











 d f(w)  g(w; )2 dY
i=1
i
 = O(); (3.32)
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as  # 0 where














We are interested in processes on [0; 1]d, so without loss of generality, we assume
that  = m 1 throughout this work. We end this section with two lemmas, which
give the order and boundary of f and its rst two order derivatives.








Proof. We observe from Lemma 3.2 that there exists a constant C such that










 fi(!i) + C
X
Li2Znf0g
(1 + j!i + 2mLij) (+1)




. (1 + j!ij) (+1);
for all !i 2 ( m;m] and m = 1; 2;    .
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where C0 is some constant.










































This proves Lemma 3.5.
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 . md 4jwj2max(1 + jwjmax)2
(1 + j!ij)(1 + j!jj)
dY
k=1
(1 + j!kj) (+1); 8 i; j = 1;    ; d:
Proof. First we observe from Lemma 3.2 that there exists a constant C such that
@
@!i
fi(!i) < C(1 + j!ij) (+2) for all !i 2 R and i = 1;    ; d. Then for n; p 2 Z+





























































. (1 + j!ij) (+2) +m (+2)
. (1 + j!ij) (+2);
for all !i 2 ( m;m] and m = 1; 2;    .







































(1 + j!jj) (+1)g  (1 + j!ij) (+2)
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(1 + j!ij) (+2)(1 + j!jj) (+2)
. m
d




































. (1 + j!ij) (+3):
























































































































































































(1 + j!ij)(1 + j!jj) +
jwj2maxj!jj
1 + j!ij +
jwj2maxj!ij
1 + j!jj + j!ijj!jj
	







(1 + j!ij)(1 + j!jj)
dY
k=1





























































































(1 + j!ij)2 +
jwj2maxj!ij











(1 + j!kj) (+1); 8 i = 1;    ; d:
This proves Lemma 3.6.
3.3.2 Mean of the Periodogram
In this section, we approximate the expected value of the periodogram under
xed domain asymptotics. First we prove two lemmas which will be used later.
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 = 2m2IfL = 0g;
where IfL = 0g denotes the indicator function of the event fL = 0g.





1  eix ) = e
ix(
1  cos(mx)  i sin(mx)
1  cos x  i sinx )





















































































































= 2m2IfL = 0g:
This proves Lemma 3.7.






1 + jt+ 2J j ;
where the left hand side equals m when t =  2J (by continuity).
Proof. We Consider two case.





  1j sin( t+2J
2m
)j
 mjt+ 2J j =
1 + jt+ 2J j
jt+ 2J j 
m
1 + jt+ 2J j
 2m
1 + jt+ 2J j :













1 + jt+ 2J j :
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This prove Lemma 3.8.
The following lemma gives the expression of expectation of Im;() which is
dened by (3.7).


























































































1  cos(2m 1Jj   !j)dw



















This proves Lemma 3.9.
Under the conditions of f and its rst order derivatives as in Lemma 3.5 and
3.6 with  + 1 < 2, Proposition 3.1 and 3.2 approximate the expected values of
the periodogram Im;() and f^() dened by (3.7) and (3:8) respectively under
xed-domain asymptotics as m!1.
Proposition 3.1. Let  2 (0; 1), m 2 Z+ and 0 < c < c < 1 be constants.
Dene
Tc;c;m = fJ = (J1;    ; Jd)T 2 Tm : c  jJi=Jjj  c; 8 i; j = 1;    ; dg:
Then for J = (J1;    ; Jd)T 2 Tc;c;m;
EfIm;(2Jm )g
f(2m 1J)
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Let
( m;m]d = A(m;J) [B(m;J);
where
B(m;J) = f! 2 ( m;m]d : j! + 2Jjmax  jJjmaxg;
and A(m;J) \ B(m;J) = ;. Throughout this proof, any ! =2 ( m;m]d is to
be interpreted as ! + 2mT, where T 2 Zd such that ! + 2mT 2 ( m;m]d.
































































































































































Furthermore we observe that
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and hence for J 2 Tc;c;m; m = 1; 2;    ,









	d . m2djJjmax :







































(1 + jJjj) (+1); (3.35)
for J = (J1;    ; Jd)T 2 Tc;c;m; m = 1; 2;    .
Next dene
Ai(m;J) = fw = (!1;    ; !d)T 2 ( m;m]d : j!i + 2Jmi j  jJjmaxg:









(1 + jt+ 2J j)2 ; 8 jJ j  m=2; t 2 ( m;m]:
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(1 + j!jj) (+1) m
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(1 + j!jj)+1(1 + j!j + 2Jjj)2
	
dw: (3.36)
Consider the following integrals taken on two parts:
D1(m; Jj) = f!j 2 ( m;m) : j!j + 2Jjj  jJjjg;
and the other part
D2(m; Jj) = f!j 2 ( m;m) : j!j + 2Jjj > jJjjg:
Note that ( m;m] = D1(m; Jj)[D2(m; Jj) and jJjj  j!jj  3jJjj whenever










(1 + j!j + 2Jjj)2d!j








. (1 + jJjj) (+1):
Since on D2(m; Jj), if !jJj > 0 or j!jj  jJjj, then j!jj  j!j + 2Jjj; otherwise




(1 + j!j + 2Jjj)2d!j








. (1 + jJjj)3  +m2 
. (jJj4max +m2 jJj+1max)(1 + jJjj) (+1):
Note that on Ai(m;J), (1 + j!i + 2Jij) 2 . (jJjmax + j!ij) 2.
Z m
 m
Ifj!i + 2Jij > jJjmaxg





(1 + j!ij)+1(jJjmax + j!ij)2d!i




(1 + j!ij)3 Ifj!i + 2Jij > jJjmaxg
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. md 4fjJj+3max +m2 jJj(+1)max g
dY
j=1
(1 + jJjj) (+1): (3.37)











(1 + jJjj) (+1): (3.38)
Therefore Proposition 3.1 follows from (3.38) and Lemma 3.5.
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Remark 3.2. Proposition 3.1 shows that as jJjmax !1 andm!1, Im;(2m 1J)
is approximately unbiased for f(2m
 1J) under certain conditions.
Proposition 3.2. Let  2 (0; 1) and m 2 Z+. Dene for some constant 0 < c <
1=2,
Tc;m = fJ = (J1;    ; Jd)T 2 Tm : c  jJi=mj < 1=2; 8 i = 1;    ; dg:
Then for J = (J1;    ; Jd)T 2 Tc;m,
Eff^(2m 1J)g
f(2m 1J)






Proof. Note that K 2 Tm; implies jKjmax  m. Since  2 (0; 1), then using
Lemma 3.6, we have






































It follows from Lemma 3.5 that Proposition 3.2 holds.
Remark 3.3. Proposition 3.2 shows that asm!1, f^(2m 1J) is approximately
unbiased for f(2m
 1J) for J 2 Tc;m.
3.3.3 Covariance and Variance of the Periodogram
This section investigates the behavior of the covariance and variance of the


























Then for J = (J1;    ; Jd)T ;K = (K1;    ; Kd)T 2 Tm,
CovfIm;(2m 1J); Im;(2m 1K)g = am;(J;K)2 + am;(J; K)2; (3.40)
by a straightforward multivariate extension of Theorem 8.2.8 of Anderson (1971).
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Proposition 3.3. Let  2 (0; 1) and 0 < c < 1=2 be a constant. Then
jam;(J;K)j . m d 1 logm+m (d 1) 11 + log(1 + am)
1 + am
;
for J = (J1;    ; Jd)T ; K = (K1;    ; Kd)T 2 Tc;m and J 6= K, where Tc;m is as
in Proposition 3.2 and am = min1jdfjJj  Kjjg.
Proof. Dene m = minfjJjmax; jKjmaxg. Note that m  m for J; K 2 Tc;m.
We further dene
















































Let L = (L1;    ; Ld)T = J K, where subtraction is interpreted to be component-
wise modularm such that L 2 Tm. Throughout this proof, any w =2 ( m;m]d is
to be interpreted as w+2mT, where T 2 Zd such that !+2mT 2 ( m;m]d.
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1 + j!j + 2Ljjd!j
. m logm:
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d!j . m d 1 logm: (3.42)













 . j Z m
 m
m2j!kj
(1 + j!kj)(1 + j!k + 2Lkj)d!k
. m2 logm:






































d!j . m2d d 1 logm: (3.43)
































(1 + j!kj)(1 + jwk + 2Lkj)g
. m2d+1 logm:



















(1 + jJjj) (+1) . m2d d 1 logm: (3.44)





















dw . m d 1 logm: (3.45)
Next we dene

















































(1 + j!j + 2Jjj)(1 + j!j + 2Kjj)dw:
Note that on As(J), 1 + j!s + 2Jsj  m.

















(1 + j!j + 2Jjj)(1 + j!j + 2Kjj)d!j: (3.47)




















(1 + jtj)(1 + jt  2(Jj  Kj)j)
















t  2jJj  Kjj) j
. log jJj   LjjjJj  Kjj ;



























































. 1 + log(1 + jJj  Kjj)





(1 + j!j + 2Jjj)(1 + j!j + 2Kjj)d!j .
1 + log(1 + jJj  Kjj)
1 + jJj  Kjj : (3.48)





(1 + j!r + 2Jrj)(1 + j!r + 2Krj)d!r
. 1 + log(1 + jJr  Krj)











































jKsj (+1) log jKsj+ jKsj 1	
. m 2: (3.51)
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So for r 6= s, by (3.47) and (3.49){(3.50) we can get
Rrs(J) .
1 + log(1 + jJr  Krj)
1 + jJr  Krj m
3  m 2 m (d 2)(+1)
=
1 + log(1 + jJr  Krj)






m(1 + j!r + 2Krj)d!r . m
2  logm;












(1 + j!j + 2Jjj)(1 + j!j + 2Kjj)d!j
. m2  logmm (d 1)(+1)
= m d d+3 logm; (3.53)

























1 + log(1 + jJr  Krj)






. m d 1 logm+m (d 1) 11 + log(1 + am)
1 + am
: (3.54)
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This proves Proposition 3.3.
By using Proposition 3.3, we can approximate the variance of f^.
Proposition 3.4. Let  2 (0; 1) and Jm = (Jm1 ;    ; Jmd )T 2 Tc;m. Then
Varfmd f^(2m 1Jm)g . m d +m 2(logm)2 +m2 2 ;
where Tc;m is as in Proposition 3.2.




































m +K; (Jm + L))2: (3.55)
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First from Lemma 3.5, Lemma 3.9 and Proposition 3.1,
am;(J





(1 + jJmj +Kjj) (+1)















A(k) = f(K;L) 2 Tm; Tm; : K 6= L; min
1jd
fjKj   Ljjg = kg;
for k = 1;    ; n.
Note that the number of elements of A(k) is less than 2dn
2(d 1)







m +K;Jm + L)2

































. m2 2 (logm)3 +m 2(logm)2: (3.57)
Finally note that by the assumption of Jm, jJmj + Kj   [ (Jmj + Lj)]j  m for














Therefore it follows from (3.55){(3.58) that
Varfmd f^(2m 1Jm)g . m d +m2 2 (logm)3 +m 2(logm)2:
This proves Proposition 3.4.
Proposition 3.4 shows that the variance of md f^(2m
 1Jm) ! 0 as m ! 1.
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This implies that md f^(2m
 1Jm)   E[md f^(2m 1Jm)] ! 0 in probability as
m!1.
3.3.4 Consistent Estimation
Proposition 3.5. Suppose Jm = (Jm1 ;    ; Jmd )T 2 Tc;m, limm!1 2Jmj =m =
uj 2 ( ; ) for j = 1;    ; d, where Tc;m is as in Proposition 3.2. Then for
 2 (0; 1),
lim
m!1




where u = (u1;    ; ud)T and g(u; ) is as in (3:6).
Proof. Note that by Proposition 3.2,
mdfEff^(2m 1Jm)g   f(2m 1Jm)g ! 0; as m!1;
and by (3.6),
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To prove Proposition 3.5, it is sucient to prove










where v = (v1;    ; vd)T and vj is between 2m 1Jmj and uj for j = 1;    ; d.






Thus (3.59) holds. This proves Proposition 3.5.
Theorem 3.2. Suppose Jm = (Jm1 ;    ; Jmd )T 2 Tc;m, limm!1 2Jmj =m = uj 2
( ; ) for j = 1;    ; d, where Tc;m is as in Proposition 3.2. Then for  2 (0; 1)
and maxf1=d; 2   1g <  < 1,
md f^(2m




where u = (u1;    ; ud)T and g(u; ) is as in (3:6).
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Proof. Note that if  2 (0; 1) and maxf1=d; 2   1g <  < 1, then d > 1 and
2   2   <  1. Thus by Proposition 3.4,
1X
m=1
V arfmd f^(2m 1Jm)g <1:
Therefore, using Markov inequality and Borel-Cantelli lemma, we conclude from
Proposition 3.5 that
md f^(2m




This proves Theorem 3.2.
As we mentioned in Section 3.1, for d = 1 and  2 (1=2; 2), 2 and  cannot
be consistently estimated simultaneously under xed domain asymptotics. But
Theorem 3.1 shows that for d = 1;  2 (0; 2), the estimator of 2 obtained by
quadratic variation of a lattice sample is consistent. Hence for Gaussian random
eld X(t); t 2 [0; 1]d with mean zero and multiplicative powered exponential class
covariance function, xed ~t2;    ; ~td, thenX(t1; ~t2;    ; ~td) is a one-dimension Gaus-
sian process. 21 can be consistently estimated. Likewise, consistent estimators
of 2i; i = 2;    ; d can also be constructed. Furthermore, Theorem 3.2 gives the
consistent estimator of 2
Qd
i=1 i for  2 (0; 1). This implies that  and 1;    ; d
can be consistently estimated for d  2 and  2 (0; 1).
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3.4 Multiplicative Matern Class
In this section, let X(t); t 2 [0; 1]d be Gaussian random eld with mean zero
and multiplicative Matern class covariance function (3.9). Then the corresponding















; 8 w = (!1;    ; !d)T 2 Rd:
So similar to the proofs of Lemma 3.5 and 3.6, we can check that for multiplicative
Matern class, the corresponding f also satises conditions as Lemma 3.5 and 3.6
with 2 instead of . This implies that Proposition 3.1, 3.2, 3.3 and 3.4 are also





















Theorem 3.3. Suppose Jm = (Jm1 ;    ; Jmd )T 2 Tc;m, limm!1 2Jmj =m = uj 2
( ; ) for j = 1;    ; d, where Tc;m is as in Proposition 3.2. Then for  2 (0; 1=2)
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Theorem 3.3 provides the consistent estimator of 2
Qd
j=1 j. In addition, con-
sistent estimators of 22j ; j = 1;    ; d can be constructed by Zhang's result
[see Zhang(2004)]. Thus, Gaussian random eld X(t); t 2 [0; 1]d with mean zero
and multiplicative Matern class covariance function (3.9),  and 1;    ; d can be
consistently estimated for d  2 and  2 (0; 1=2).
3.5 Simulations
In this section, we hopefully use simulations to compliment our theoretical
results. In Sections 3.2 and 3.3, we constructed the relative consistent estimators
of unknown parameters using quadratic variation and spectral analysis respectively.
The questions are how ecient they are and how much would be lost by using these
methods.
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We simulated 500 independent realizations of Gaussian random eld X(t) with
mean zero and multiplicative powered exponential covariance function (3.1) for
each set of parameters (; 1; 2; ; sample size). The method we used was described






) : i1; i2 = 0; 1; 2;    ; n  1g;
where n is an integer.































































where f^ and g(; ) are as in (3.6) and (3.8). Here m = n  2.
3.5 Simulations 154
n=50 n=100 n=200
d21 0.9158 (0.1977) 0.9506 (0.1522) 0.9611 (0.1056)
d21 0.9255 (0.1071) 0.9497 (0.0742) 0.9609 (0.0517)
d22 1.3421 (0.3033) 1.3944 (0.2161) 1.4179 (0.1531)
d22 1.3450 (0.1896) 1.3804 (0.1324) 1.4139 (0.0923)
Table 3.1 means of the estimators and standard errors in parentheses with  =
1; 1 = 1; 2 = 1:5;  = 0:5.
We rst considered  = 1; 1 = 1; 2 = 1:5;  = 0:5. Table 3.1 displays means
and standard errors of estimators of 21 and 
22 for dierent n. As an estimation
of 21, d21 is more stable than d21. This is not surprising, d21 uses all the
data while d21 just uses a row of data. Tables 3.2, 3.3 display means and standard
errors of \212 at Jm = (Jm1 ; Jm2 ) 2 fbm=8c; bm=6c; bm=3cg2 with  = 2=3 and
m = 98; 198 respectively. So the corresponding u = (u1; u2) 2 f=4; =3; 2=3g2.
As showed in Tables 3.2, 3.3, the errors are a little large at some points where at
least one component of Jm is near axis. This is because \212 is constructed by
periodogram of a process where the periodogram is biased estimator of spectral
density at frequency 2m 1Jm if Jm is near axis and nearly unbiased estimator












12 3.6587 (0.3147) 3.0500 (0.2977) 3.4861 (0.3477)
16 2.8409 (0.2527) 1.7247 (0.0889) 1.6187 (0.0839)
32 3.0842 (0.2821) 1.5764 (0.0801) 1.2923 (0.0619)
Table 3.2 means of \212 and standard errors in parentheses with  = 1; 1 =










24 1.8913 (0.0719) 1.8368 (0.0663) 1.9353 (0.0693)
33 1.8005 (0.0636) 1.5737 (0.0494) 1.5317 (0.0485)
66 1.8666 (0.0680) 1.5043 (0.0453) 1.3860 (0.0410)
Table 3.3 means of \212 and standard errors in parentheses with  = 1; 1 =
1; 2 = 1:5;  = 0:5;  = 2=3; n = 200.
In Theorem 3.2, we restricted the smoothness parameter  less than 1. Our next
example showed that this condition is necessary. We xed  = 1; 1 = 1; 2 = 1:5
and  = 1:2. We obtained that for n = 200, d21 = 1:0256; d21 = 1:0220; d22 =
1:4885; d22 = 1:4875. But Table 3.4 shows that the errors of the estimator \212











24 5.2063 (0.4093) 3.8944 (0.3520) 2.6459 (0.2760)
33 3.6791 (0.2760) 2.0066 (0.1408) 1.1647 (0.1121)
66 2.5465 (0.2386) 1.1339 (0.0949) 0.4616 (0.0321)
Table 3.4 means of \212 and standard errors in parentheses with  = 1; 1 =




This study established consistent parameter estimation of Gaussian random
eld models in computer experiments under xed domain asymptotics. In Chap-
ter 2, We rst investigated asymptotic properties of Gaussian random eld with
isotropic Matern class covariance function. Maximum likelihood is a preferred
method of for estimating covariance function. But when the sample size n is large,
it is a challenge to evaluate the likelihood of observations which have long memory.
So in order to reduce the computation, covariance tapering is a way to approximate
the covariance function with a taper (usually a compactly supported correlation
function). We studied the xed domain asymptotic behavior of the tapered MLE
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for the microergodic parameter when the taper support is allowed to shrink as
n ! 1. Our results show that if the dimension d  3, the tapered MLE is
strongly consistent and also asymptotically normal under mild conditions which
are easy to check in practice.
In Chapter 3, we also investigated asymptotic properties of Gaussian random
eld with powered exponential class covariance function under xed domain asymp-
totics. We pointed out that for d = 1 and  2 (1=2; 2], 2 and  cannot be consis-
tently estimated simultaneously under xed domain asymptotics. This is because
in this case the two Gaussian measures induced by (2; ) and (~2; ~) are equiv-
alent if 2 = ~2~. But we found that for d = 1;  2 (0; 3=2), the estimator
of 2 obtained by quadratic variation of a lattice sample is strongly consistent.
We further found that the estimator of 2
Qd
i=1 i obtained by smoothed peri-
odogram is strongly consistent for  2 (0; 1). Hence for Gaussian random eld
X(t); t 2 [0; 1]d with mean zero and powered exponential class covariance function
and d  2;  2 (0; 1), we can construct (d + 1) linear independent consistent es-
timators of 21;    ; 2d and 2
Qd
i=1 i. This means that 
2 and 1;    ; d can
be consistently estimated for d  2 and  2 (0; 1). Thus, the structure for high
dimension is quite dierent from that for one dimension in this model.
Compared to MLE, our estimators of the same quantity yield strong consistency
and are easy to compute. However, we are mainly concerned with the consistency
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of parameter estimators. We may expect some loss of eciency in our estimators as
compared to MLE. Furthermore, it should be noted that there are some limitations
for the methods we use. Firstly, our study is under the assumption that the
smoothness parameter is known. In fact, for real data we do not know how smooth
the sample path is. So the smoothness parameter also needs to be estimated.
Secondly, the estimators obtained by periodogram are only available when the
smoothness parameter is small enough. This is because the order of tail of spectral
density function for every direction depends on the smoothness parameter. Our
approximation needs this kind of order less than two.
Considering the research in this area, there are still some open problems for
future work:
First, for isotropic Matern class, the case d = 4, whether the scale and variance pa-
rameters can be separated or not under xed domain asymptotics is still unknown.
Second, for multiplicative covariance function it is possible to extend that the
estimator obtained by periodogram is available without the restriction of smooth-
ness parameter. Our conjecture is that there are two ways. One way is to determine
the error term, since the smoothed periodogram may not be the unbiased estima-
tor of the spectral density when the smoothness parameter is large, that is, the
sample path is so smooth that the dominant term of smoothed periodogram is
not just spectral density. Another way is to establish some kind of approximation
160
using new techniques to avoid the restriction of smoothness parameter, since our
approximation is not sharp enough.
Another interesting area for future work is the eciency of estimators. As we
know, MLE is asymptotical ecient under mild conditions. So we need to develop
a criterion to determine how ecient the estimators are compared to MLE.
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