Abstract-The issue on neural network method to solve compressed sensing problem is concerned. Combined with optimization technique, nonsmooth analysis theory, differential inclusion theory, and set-valued analysis method, a classical approximate compressed sensing model with dense noise is transformed into a differential inclusion neural network model. On the basis of existence and stable theory, some existence and stability results are also given.
I. INTRODUCTION
In recent years, compressed sensing (CS) theory [1.2] arouses many domestic and foreign scholars' research interest. It is widely applied to many different research fields, such as various compression imaging, MRI and CT, face recognition, variable selection, biological computing, remote sensing, LASSO and so on [3] [4] [5] . A typical compressed sensing model under-determined linear system of equations can be found by solving the following so-called " denotes the number of nonzero components in X . As pointed out in [6] , although problem (1) is widely applied in many different science fields, it is NP-hard, this makes the theoretical research for problem (1) becomes very difficult. Recently, in order to overcome this problem, many different new approximate models for (1) are established. Among all of these approximate models, basis pursuit (BP) is the most popular one. It becomes the best alternative model for problem (1) Obviously, problem (4) is a convex optimization problem, but not a smooth one, since term
is not differentiable. In order to solve this approximate compressed sensing problem (4) with dense noise, many different methods are proposed, such as smooth method, subdifferential method, filling method, and so on. In what follows, this paper attempts to utilize differential inclusion neural network to handle this problem.
II. DIFFERENTIAL INCLUSION NEURAL NETWORK MODEL DESCRIPTION
Since problem (4) is a nonsmooth optimization problem in essence. Thus we can utilize the relationship between nonsmooth optimization and dynamic system to establish new differential inclusion neural network for model (4) . Before proceed, we first introduce some basic definitions and classical results as follows. 
A. Basic Definitions
is also said to be locally Lipschitz in n R .
then the generalized directional derivative of 
B. Classical Results Introduction of Projection Neural Network for Nonsmooth Optimization Subject to Linear Equality and Bound Constraint
Consider the following general nonsmooth optimization problem
is an objective function which is not necessarily convex and smooth. By using optimization technique, nonsmooth analysis theory, differential inclusion theory, set-valued analysis method, and Clarke's subdifferential results, Liu and Wang in [8] established the following projection neural network to solve problem (5) ) ( (7) then problem (7) can be solved by the following projection neural network
When problem (5) degenerates into the following form minimize ) (x f Ω ⊂ x (9) then problem (9) can be solved by the following neural network
Fact 1 (existence result):
Assume that the objective function ) (x f in problem (5) , (7) and (9) is pseudoconvex on the feasible region. Then n R x ∈ * is an optimal solution of problem (5), (7) and (9) (11)
From (7) and (8), the following differential inclusion neural network can be established to solve problem (2) 
Since M is a projection matrix, this means that M M = 
From (9) and (10), the following differential inclusion neural network can be established to solve problem (4) For system (12), (13), (14) and (16), the existence results can be described as follows. For system (12) and (13), the stability results can be described as follows. , similar to the proof in [10] and [11] , it follows that state vector ) (t x of (14) , and the state vector ) (t z of (16) are bounded. From fact 2, the stability results for system (14) and (16) can be described as follows 
Theorem1. Let

III. CONCLUSIONS
Applying nonsmooth and non-convex optimization method, this paper further researches the compressed sensing problem; Combined with optimization technique, nonsmooth analysis theory, differential inclusion theory, and set-valued neural network analysis method, some differential inclusion neural networks and projection neural networks for compressed sensing problem with or without dense noise are established. By using existence and stable theory of differential equation, some existence and stability results for our established neural network models are also given.
