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Abstract
We describe the Tate resolution of a coherent sheaf or complex of co-
herent sheaves on a product of projective spaces. Such a resolution makes
explicit all the cohomology of all twists of the sheaf, including, for example,
the multigraded module of twisted global sections, and also the Beilinson
monads of all twists. Although the Tate resolution is highly infinite, any fi-
nite number of components can be computed efficiently, starting either from
a Beilinson monad or from a multigraded module.
Introduction
A complex of coherent sheaves F on projective space may be specified in finite
terms by giving a complex of graded modulesM, or by giving a Beilinson monad
B, that is, a finite complex written in terms of a strong exceptional sequence of the
vector bundles ∧iU , where U is the universal rank n sub-bundle. The complexM
is a convenient way of simultaneously specifying the complexes of global sections
H0(F(d)) of twists F(d) for all sufficiently large d, while the Beilinson monad is
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a convenient way of specifying the hypercohomology ofF itself; but the Beilinson
monads of twists F(d) generally look quite different. The Tate resolution of F
is a way of packaging all the cohomology spaces and the Beilinson monads of
all twists of F simultaneously. It is a doubly infinite exact complex of finitely
generated free modules over the exterior algebra E that is the Koszul dual of the
homogeneous coordinate ring of projective space. Any finite number of terms
can be computed efficiently, in terms of E-free resolutions of finitely generated
E-modules, from either a module of twisted global sections or a Beilinson monad
for F . Tate resolutions in this case were treated in [EFS03] and [ESW03]. In
many cases they yield the fastest algorithms for computing cohomology.
In this paper we will provide an analogous, efficiently computable, construc-
tion of a Tate resolution for finite complexes of coherent sheaves on products of
projective spaces. A new feature, which makes this case much more difficult than
the case of a single projective space, is that there are no finitely generated mod-
ules among the terms of the Tate resolution. Despite this, we can use the Tate
resolution to effectively compute the monads and (hyper)cohomology of any fi-
nite number of twists of F in terms of free resolutions of certain finitely generated
modules over an appropriate exterior algebra.
To state the main results we introduce some notation:
Let P = Pn1 × · · · × Pnt = P(W1) × · · · × P(Wt) be a product of t pro-
jective spaces over an arbitrary field K. Set Vi = W ∗i and V = ⊕iVi. Let E
be the Zt-graded exterior algebra on V , where elements of Vi ⊂ E have degree
(0, . . . , 0,−1, 0, . . . , 0) with −1 in the i-th place.
Let ωE be the free E-module of rank 1 with generator in multidegree (n1 +
1, . . . , nt + 1); this module has socle in multidegree 0 and is the injective hull
of the residue field K. We will generally write free complexes of E-modules as
sums of twists of ωE. We have ωE = HomK(E,K), where K is regarded as a
1-dimensional vector space concentrated in degree 0.
A Zt-graded complex of E-modules is called locally finite if the sum of the
graded components of each multidegree is finite dimensional.
Let Uk = ker(H0(Pnk ,O(1))⊗O → O(1)) denote the tautological subbundle
on Pnk of rank nk. For a ∈ Zt we set
Ua := ⊠tk=1Λ
akUk = π
∗
1Λ
a1U1 ⊗ · · · ⊗ π
∗
tΛ
atUt
the tensor product of the pullbacks to P of exterior powers of the Uk. Of course
Ua is nonzero if only if 0 ≤ a ≤ n = (n1, . . . , nt), where the partial order on
multi-indices is termwise. The Ua form a full strong exceptional collection for
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the derived category Db(P) [Huy06, Def. 8.31]. In particular every sheaf can
be expressed as the homology of a complex whose terms are direct sums of the
sheaves Ua, called a Beilinson monad for F .
Consider the additive functor on the category of direct sums of finitely gener-
ated free graded right E-modules defined on objects by
U : ωE(a) 7→ U
a.
We define U on morphisms by using the identifications
HomE(ω(a), ω(b)) = Eb−a = HomP(U
a, U b).
This identifies the morphism induced by multiplication by an element
e ∈ Eb−a = ⊗
t
k=1Λ
ak−bkVk
with a morphism of sheaves
U
(
ωE(a)
e∧−✲ ωE(b)
)
=
(
Ua
e¬✲ U b
)
,
where e¬ is the map induced by the contraction operator, which we write in the
same way,
⊗tk=1Λ
akWk ⊗K O
e¬✲ ⊗tk=1 Λ
bkWk ⊗K O.
See for example [EFS03] for the case t = 1.
If T is a multigraded complex of free E-modules, I ( {1, . . . , t} is a proper
subset, and c = (ci)i∈I are integers, then the I-th strand of T through c is the
subquotient complex obtained from T by taking all the free summands of terms
of T of the form ωE(a) where ai = ci for all i ∈ I . When all the ci are zero, we
speak simply of the I-th strand of T . Thus for example T itself is the ∅-strand.
We will say that a locally finite Zt-graded complex of free E-modules is a
Tate Resolution if, for every multi-index c, all strands of T through c are exact. A
complex T of free E-modules is called minimal if T ⊗E K has zero differential.
Every complex of free E-modules is isomorphic to the direct sum of a minimal
complex and a split exact complex.
Theorem 0.1. For any sheaf F on P there is a unique minimal Tate resolution
T(F) such that U
(
T(F)(c)[|c|]
)
is a Beilinson monad for F(c) for every c ∈ Zt.
Moreover,
T(F)d = ⊕a∈Zt HomK(E,H
d−|a|(P,F(a))),
where the cohomology Hd−|a|(P,F(a)) is regarded as a vector space concen-
trated in degree d− |a|.
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The second statement follows from the first using the well-known result of
Theorem 2.1. The construction of the Tate resolution is given in Section 1, and
the proofs of its properties are given in Sections 2 and 3.
Example 0.2. Consider the case where t = 1 and P = P1. The Tate resolution of
OP1 on P
1 is a complex of the form
T := T(OP1) = · · · ✲ ω
2
E(3)
(
e0 e1
)
✲ ωE(2)
(
e0e1
)
✲ ωE

e0
e1


✲ ω2E(−1) ✲ · · · .
Every term in the resolution T(F) is finitely generated in this case; indeed, this is
true whenever t = 1.
By contrast, if we take t > 1 then each term in the Tate resolution of any
non-zero sheaf is infinite. For instance, in the case t = 2 with P = P1 × P1 and
F = OP1×P1 = OP1 ⊠OP1 , then T(F) = T ⊠ T , a complex in which every term
is infinite. By the formula in Theorem 0.1 we have, for example,
T(F)0 = ⊕(p,q)∈Z2 HomK
(
E,H0−p−q (P,F(p, q))
)
= HomK
(
(E,H0(P,F)
)
⊕
⊕
p∈Z
HomK
(
(E,H1(P,F(p,−p− 1))
)
= H0(P,F)⊗ ωE ⊕
⊕
p∈Z
H1 (P,F(p,−p− 1))⊗ ωE(−p, p+ 1)
= ωE ⊕
⊕
p∈Z
ωE(−p, p + 1)
p(p+1)
Other examples are given in Section 4.
Since T(F) is locally finite we can form, for any finite interval A in Zt, the
finite subquotient complex T ′ of T(F) with terms
T ′d ∼=
⊕
a∈A
HomK(E,H
d−|a|(F(a)).
We give an algorithm, implemented in Macaulay2, for computing any such finite
subquotient complex [M2-Tate]. The algorithm makes use of free resolutions over
E, and can be executed starting either from a multigraded complex of modules
representing the global sections of high twists of F or from a Beilinson monad for
F . In particular, our method computes any finite number of cohomology groups
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of a coherent sheaf on Pn1 × · · · × Pnt without passing to a Segre embedding, a
process that would introduce a much larger number of variables.
We can use the Tate resolution of F to compute the direct image complex
along the projection πJ : P → PJ :=
∏
j∈J P
nj for any subset J ⊂ {1, . . . , t}.
Let I be the complement of J . The differential on the I-th strand of T(F) is given
by matrices with entries in EJ := ∧ ⊕j∈J Vj . Thus the I-th strand of T(F) has
the form TJ ⊗ ωEI , where TJ is a complex over EJ . Because a strand of a strand
is a strand, TJ is a Tate resolution on PJ .
Corollary 0.3. With notation as above, U(TJ) is a Beilinson monad for RπJ∗F .
Since U(T(F)) is quasi-isomorphic to F , we see that U(T(F(c))) must be
quasi-isomorphic to U(F)(c). The formula for T(F(c)) above suggests the fol-
lowing:
Theorem 0.4 (Twist and shift formula). Let T be a Tate resolution. Then U(T (c))
and U(T )(c)[−c] are quasi-isomorphic. In particular, for any non-empty subset
J ⊂ {1, . . . t} with complement I , the I-th strand of T through c computes the
direct image RπJ∗
(
U(T )(c)
)
along πJ : P→ PJ .
Example 0.5. The quasi-isomorphism U(T(F(c))) ≃ U(F)(c) above is gener-
ally not an isomorphism. For example U(T(OP1×P1)) is the complex
0→ OP1×P1 → 0.
By contrast, U(T(OP1×P1(3,−2))) is
0→ (U1 ⊠ U2)
⊕6 → (U1 ⊠O)
⊕3 ⊕ (O ⊠ U2)
⊕8 → (O ⊠O)⊕4 → 0
which we may rewrite as
0→ O6(−1,−1)→ O3(−1, 0)⊕O8(0,−1)→ O4 → 0.
ThusU(T(OP1×P1))(3,−2) and U
(
T(OP1×P1)(3,−2)[−1]
)
are only quasi-isomorphic.
Our methods can also be used to treat the hypercohomology of complexes
of sheaves. We say that a complex U is a Beilinson representative for a bounded
complexF of sheaves ifF is quasi-isomorphic to U and each term of U is a direct
sum of copies of the sheaves Ua. Our construction of T(F) when F is a sheaf
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generalizes immediately to the case when F is a bounded complex of sheaves,
and then U(T(F)) is a Beilinson representative of F . As above, it follows that
(1) T(F)d ∼=
⊕
a∈Zt
HomK
(
E,Hd−|a|(P,F(a))
)
.
whereHd−|a| denotes hypercohomology. For simplicity we will generally focus on
the case of sheaves, leaving some details of the case of complexes to the interested
reader.
The construction of the Tate resolution is given in Section 1, and the con-
nection with Beilinson monads as well as the proof of Theorem 0.1 appears in
Section 2.
Associated to a Tate resolution are many exact complexes built from induced
subquotient complexes—see Theorem 3.3; one type, the “corner complexes” de-
fined in Section 3, are the key to our finitistic construction of Tate resolutions and
also to our proof of Corollary 0.3 and the general twist and shift formula stated in
Theorem 0.4.
Given a finite complex BW of free E-modules we can apply the functor U
to get a finite complex of sheaves, and then apply the functor T to get a doubly
infinite exact complex T over E. In Section 6 we show how to go directly from
BW to E by a computation in terms of free and injective resolutions over E.
In Section 7 we consider a broad generalization, to products of projective
spaces, of Horrocks criterion for the splitting of a vector bundle. We prove that
the criterion holds under an additional hypothesis, which may not be necessary.
We are grateful to Mike Stillman and Dan Grayson, the authors of the com-
puter algebra system Macaulay2 [M2], without which we would not have dis-
covered the results in this paper! We are also grateful to Christine Berkesch and
Florian Geiss for useful conversations.
1 Construction of the Tate resolution
As above, P = Pn1 × · · · × Pnt = P(W1)×· · ·×P(Wt) is a product of t projective
spaces over an arbitrary field K. We let Vi = W ∗i , W = ⊕iWi and V = ⊕iVi.
We let S = Sym(W ) be the Cox ring of P, with the Zt grading where elements
in Wi ⊂ S have degree (0, . . . , 0, 1, 0, . . . , 0) with the 1 in the ith place. We also
let E be the exterior algebra on V with the dual grading, i.e. elements of Vi ⊂ E
have degree (0, . . . , 0,−1, 0, . . . , 0). We write {xi,j} and {ei,j} for dual bases of
Wi and Vi.
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By [Cox95], there is a correspondence between finitely generated, multigraded
S-modules and coherent sheaves on Pn. More precisely, if M is any finitely gen-
erated, multigraded S-module, then there is a corresponding coherent sheaf M˜ on
P, and every coherent sheaf arises in this way.
If N is a K-vector space then we regard HomK(E,N) as a right E-module by
the formula (φe)(f) = φ(ef).
We will use the BGG correspondence, which we briefly recall.
Definition 1.1. Let M =
∑
a∈Zt Ma be a multigraded S-module. For d ∈ Z set
Md =
∑
a,|a|=dMa, the sum of the components in total degree d. Let R(M) be
the complex
R(M) : . . .→ HomK(E,Md)→ HomK(E,Md+1)→ . . .
where HomK(E,Md) = ωE ⊗K Md = R(M)d is in cohomological degree d and
the differential is given by
φ 7→ {f 7→
∑
xi,jφ(fei,j)}.
This is the same formula as in the singly graded case, but now R(M) is a multi-
graded complex of free right E-modules. Similarly, if P =
∑
a∈Zt Pa is a multi-
graded right E-module, we define a complex of free S-modules,
L(P ) : . . .→ S ⊗K Pd → S ⊗K Pd−1 → . . .
with S ⊗K Pd = L(P )d in homological degree d and Pd =
∑
a,|a|=d Pa. The
differential is given by
s⊗ p 7→
∑
sxi,j ⊗ pei,j.
Note that our convention is deg ei,j = −1 = − deg xi,j .
The functor L defines an equivalence between the category grmod(E) of
finitely generated multigraded E-modules and the category lincplx(S) of finite
linear complexes over S. Indeed, suppose that
F : . . .
∂✲ Fd
∂✲ Fd−1
∂✲ . . .
is a linear complex with Fd =
∑
a:|a|=dBa ⊗K S(−a), where we think of Ba
as a vector space in degree 0. Let P =
∑
d∈Z
∑
a:|a|=d Pa with Pa = Ba(−a).
We give P the structure of a graded right E-module by setting pei,j = pi,j if
7
∂(p ⊗ 1) =
∑
pi,j ⊗ xi,j . Because ∂2 = 0, this action extends to an action of
the exterior algebra E, and F = L(P ). Similarly, R : grmod(S) → lincplx(E)
is an equivalence between the category of multigraded S-module and the cate-
gory of linear free E-complexes. Sometimes it is more convenient to index L(P )
cohomologically. For that purpose we define P d = P−d.
The functors R and L extend naturally to functors
cplx(S)
R
// cplx(E)
L
oo
between the categories of complexes. We first define L(P [k]) = L(P )[k] and
R(M [k]) = R(M)[k], where, for any complex F and k ∈ Z we define the shifted
complex F [k] by F [k]d = F k+d. Thus the shift operator commutes with the
functors R and L. With this convention we define R on a complex of S-modules
by applying R to each term, and taking the total complex of the resulting double
complex; we define L on a complex of E-modules similarly.
The shift operators also commute with the twist operators: M [k](a) = M(a)[k]
for any graded module over S or P . However, the twist operator only commutes
with R and L up to a shift, as in the following Lemma. We can only shift a com-
plex by an integer, not a multi-index so, to simplify notation, we will usually write
M [b] in place of M [|b|] (recall that |b| denotes∑i bi, not the absolute value).
Lemma 1.2. For any multigraded S-module M , any multigraded E-module P ,
and any b ∈ Zt, we have:
R(M(b)) = R(M)(b)[−b]
L(P (b)) = L(P )(b)[−b].
Proof. We regard Ma as a vector space in degree a, so that M(b)a = Mb+a(b).
Thus
R(M(b))d =
∑
a:|a|=d
HomK(E,Mb+a(b))
=
∑
c:|c|=d+|b|
HomK(E,Mc)(b)
= (R(M)(b)[−b])d
The computation for L is similar.
A fundamental reciprocity result proven for the case t = 1 in [EFS03], Theo-
rem 3.7, also holds in general:
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Theorem 1.3 (Reciprocity). Let M be a finitely generated graded S-module, and
P a finitely generated graded E-module. Then R(M) is an injective resolution of
P if and only if L(P ) is a projective resolution of M .
Proof. We may regard M and P also as singly graded modules for which the
Reciprocity Theorem [EFS03, Theorem 3.7] applies. The constructions respect
the finer grading.
Corollary 1.4. Let M be a finitely generated multigraded S-module. M≥c(c) has
a linear resolution F if and only if R(M≥c) is acyclic. Moreover, if we write
F = L(P ) , then H|c|(R(M≥c)) ∼= P (−c).
Proof. H0(R(M≥c(c))) ∼= P is equivalent to H|c|(R(M≥c)) ∼= P (−c).
We next recall the construction from [EFS03] of the Tate resolution of a sheaf
F on Pn. Suppose that F is the sheafification of the Z-graded S-module M .
1. Choose an integer c sufficiently large that the module M≥c(c) has a linear
resolution (this is equivalent to c ≥ regM), and so that M contains no
submodule of finite length (this is satisfied if c > regM). It follows that
R(M≥c) : 0→ T
c → T c+1 → . . .
is acyclic by Theorem 1.3 and is minimal because no element of M is anni-
hilated by every linear form of S.
2. Attach to R(M≥c) a minimal free resolution . . . → T c−2 → T c−1 →
Hc(R(M≥c))→ 0 to obtain a doubly infinite complex
T(F) : . . .→ T d−1 → T d → T d+1 → . . . .
We have
Theorem 1.5 ([EFS03] Thm 4.1). The complex T(F) depends only on the sheaf
F . Moreover,
T d =
n∑
i=0
HomK(E,H
i(F(d− i))).
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Steps 1 and 2 work also in multigraded setting: Given a Zt-graded S-module
M = ⊕a∈ZtMa and a multidegree c ∈ Zt we denote by
M≥c = ⊕a≥cMa
its truncation. Here a ≥ c stands for the componentwise partial order on multide-
grees. We note that, for any c, the sheaves M˜ and M˜≥c are isomorphic [CLS11,
Proposition 5.3.10].
We will show that, for a sufficiently large multidegree c, the complex R(M≥c)
is acyclic and minimal. Thus we may attach a free resolution of H|c|(R(M≥c))
to obtain a doubly infinite complex of (finitely generated) free E-modules. How-
ever it is no longer true that the resulting complex encodes all of the cohomology
groups of twists of F = M˜ . Instead, as we shall see, it encodes only the coho-
mology groups of the twists that are ≥ c and those that are ≤ c− (1, . . . , 1); these
are only 2 of the 2t orthants of Zt.
To get a complex that encodes all cohomology groups we must pass to a re-
stricted inverse limit. Fix a large multidegree b and consider all c ≥ b. Let
Tailc(M) denote the projective resolution of H|c|(R(M≥c)). It is easy to see that
the complexes R(M≥c) form a directed system of subcomplexes R(M≥c) →֒
R(M≥b). We will show that the tails form an inverse system of complexes via
a sequence of epimorphisms Tailc(M)։ Tailb(M) defined when c > b≫ 0.
Definition 1.6. The Tate resolution of F = M˜ on the product P of t projective
spaces is the restricted inverse limit
T(F) =
(
lim
∞←c
′Tailc(M)
)
[−t + 1].
where “restricted” means that, thinking of lim∞←cTailc(M) as a subcomplex of∏
c Tailc(M), we take only those sequences of elements of bounded degree.
To make sense of this definition we must define the mapsTailc(M)։ Tailb(M).
The first step is to prove some properties of high truncations of multigraded
modules that are standard for singly graded modules. Recall that for any J ⊂
{1, . . . t}, we denote the projection P→ PJ :=∏j∈J Pnj by πJ .
Proposition 1.7. Let M be a finitely generated multigraded S-module and let
F = M˜ be the coherent sheaf on P = Pn1 × · · · × Pnt represented by M . There
exists a multidegree b such that, for any multidegree c ≥ b:
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1. The truncated twisted module M≥c(c) is generated in degree 0 and has a
linear resolution, i.e. the free modules Fk = ⊕aSβk,a(−a) in the minimal
free resolution
(0←M≥c(c)←)F0 ← F1 ← · · ·
of M≥c(c) satisfies βk,a 6= 0 only if k = |a| and a ≥ 0,
2. Mc = H0(P,F(c)) and Hp(P,F(c)) = 0 for p > 0. More generally, for
any J ⊂ {1, . . . t} and p > 0, we have RpπJ ∗F(c) = 0.
Definition 1.8. We call a multidegree b sufficiently positive for M if it satisfies the
conditions of Proposition 1.7.
Proof. Consider first the case M = S. Write O = OP for the structure sheaf. We
claim that 0 is sufficiently positive for S.
Denote by mi = 〈Wi〉 ⊂ S the minimal primes of the irrelevant ideal in the
Cox ring. For every c ≥ 0 the ideal
S≥c =
⋂
i
m
ci
i =
∏
i
m
ci
i
has a resolution which is the tensor product of the resolutions of the ideals mcii .
Since (up to twist) these resolution are linear, the tensor product resolution of
S≥c(c) is linear, i.e. the first assertion holds for S and every c ≥ 0. Furthermore,
we have S =
∑
aH
0(O(a1, . . . , at)) and
∑
a≥−nH
p(O(a1, . . . , at)) = 0 for p ≥
1 by the Ku¨nneth formula. Finally for a pair of complementary index sets J ∪ I =
{1, . . . , t} and multidegree c = (cJ , cI) ≥ 0, the truncated module of global
sections (πJ)∗O(c) = H0(PI ,O(cI))⊗O(cJ) has a linear resolution since cJ ≥ 0.
We now consider an arbitrary finitely generated multigraded S-moduleM . By
the Hilbert syzygy theorem, M has a finite free multi-homogeneous resolution
0←M ← G0 ← G1 ← · · · ← GN ← 0
withN ≤
∑
(ni+1). Write Gk = ⊕S(−a)βk,a and set bi = max{ai | ∃βk,a 6= 0}.
We claim that b = (b1, . . . bt) is sufficiently positive for M . Let c ≥ b. Each
(Gk)≥c(c) has a linear resolution because, for every summand S(−a), the trunca-
tion
S(−a)≥c(c) = m
c1−a1
1 ∩ . . . ∩m
ct−at
t (c− a)
has a linear resolution. An iterated mapping cone (see Section 5) over the complex
(G•)≥c(c) yields a non-minimal resolution F ′ with graded Betti numbers βk,a(F ′)
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non-zero only if |a| ≤ k. Since M≥c(c) is generated in degree 0 its minimal
resolution F satisfies βk,a(F ) = 0 for |a| < k. Thus the first assertion holds for
M≥c(c), because we can obtain F from F ′ by canceling trivial subcomplexes.
For the second assertion, we note that in the sheafified complex
0← F(c)← G˜0(c)← G˜1(c)← . . .
we have Hp(Pn1 × · · · × Pnt , G˜k(c)) = 0 for p ≥ 1. Thus the complex is exact
on global sections,
H0(F(c)) = coker (H0(G˜1(c))→ H
0(G˜0(c))) = coker ((G1)c → (G0)c) = Mc,
and the higher cohomology of F(c) vanishes. A similar argument shows that
RpπJF(c) = 0 for p > 0.
Proposition 1.9. If c is sufficiently positive for M then 0 is sufficiently positive for
Γ≥0(πJ ∗(F(c))).
Proof. If c is sufficiently positive for M and J ⊂ {1, . . . , t} then
Γ≥0(πJ∗(F(c))) =
∑
a≥0, aj=0∀j /∈J
Mc+a,
where we consider Mc+a to be in degree a.
For property 1 of the definition, we note that the subquotient complex of the
free resolution of M , consisting of elements that have degrees of the form c + a
with a ≥ 0 and aj = 0 for all j /∈ J , is a linear free resolution of the module∑
a≥0, aj=0∀j /∈J
Mc+a over the homogeneous coordinate ring of PJ .
For property 2, note that for a ≥ 0 with aj = 0 ∀j /∈ J we have
H0(PJ , πJ∗(F(c))(a)) = H
0(P,F(c+ a)) = Mc+a
and
Hp(PJ , (πJ)∗(F(c))(a)) = H
p(P,F(c+ a)) = 0,
since the direct images Rp(πJ)∗(F(c)) vanish for p > 0. Also, for I ⊂ J and the
further projection πI⊂J : PJ → PI we have
(πI⊂J)∗(πJ)∗(F(c))(a)) = (πI)∗(F(c+ a))
and
Rp(πI⊂J)∗((πJ)∗(F(c))(a)) = R
p(πI)∗(F(c+ a)) = 0
for all a ≥ 0 having aj = 0 for j /∈ J .
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Notation 1.10 (Vectors of Ones). Set
1t := (1, . . . , 1) ∈ Zt
0i1t−i := (0 . . . 0, 1, . . . 1) ∈ Zi × Zt−i.
We denote the standard basis vectors by 1i = 0i−110t−i = (0 . . . , 0, 1, 0 . . .0) ∈
Zt.
Notation 1.11 (Degree restrictions). Let M = ∑a∈Zt Ma be a multigraded S-
module, J∪˙I = {1, . . . t} complementary subsets of the index set, c = (cI , cJ) ∈
Zt a multidegree broken up into two parts, and d ∈ Z. We set:
M≥c =
∑
a: a≥c
Ma , McI ,≥cJ =
∑
a=(aI,aJ )
aI=cI, aJ≥cJ
Ma and M>cI ,≥cJ =
∑
a=(aI ,aJ )
a≥c, aI 6=cI
Ma
M≤c =
∑
a: a≤c
Ma and M≥d =
∑
a: |a|≥d
Ma.
Decomposing S = SI⊗SJ accordingly we may regardMcI ,≥cJ ∼= M≥c/M>cI ,≥cJ
either as an S-module or an SJ -module. Let E = EI ⊗ EJ be the corresponding
decomposition of the exterior algebra and
RJ : grmod(SJ)→ lincplx(EJ)
the corresponding R-functor. Note that
R(McI ,≥cJ )
∼= HomK(EI , K(cI))⊗RJ(McI ,≥cJ ).
is a flat extension of scalars, so R(McI ,≥cJ ) is exact iff RJ(McI ,≥cJ ) is exact.
Proposition 1.12. Let {j} ∪ I = {1, . . . , t} be a disjoint decomposition with a
singleton. If b = (bj , bI) and c = (bj + 1, bI) are multidegrees such that M≥b(b)
and M≥c(c) have linear resolutions, then R(M≥b), R(M≥c) and R(Mbj ,≥bI ) are
acyclic and Mbj ,≥bI (b) has a linear resolution.
Proof. Since M≥c ⊂ M≥b is a submodule with quotient Mbj ,≥bI we have a short
exact sequences of complexes
0→ R(M≥c)→ R(M≥b)→ R(Mbj ,≥bI )→ 0
By the Reciprocity Theorem the only non-zero cohomology groups in the long
exact sequence are
0→ H|b|(R(M≥b))→ H
|b|(R(Mbj ,≥bI ))→ H
|b|+1(R(M≥c))→ 0.
So Mbj ,≥bI (b) has a linear resolution as well.
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Theorem 1.13. Let c be a multidegree that is sufficiently positive for M . There is
a natural splice map ϕc : R(Mc) → R(Mc+1t) that is a surjection to the module
of cycles P of homological degree |c|+ t of the complex R(M≥c+1t). Moreover, if
c − k1t is sufficiently positive for M for some k ≥ 0, then R((M≤c)≥|c|−k) is the
beginning of a projective resolution of P .
Proof. We will prove the first statement by induction on the number t of factors
in the product P. If t = 1 then the statement is equivalent to the acyclicity of
R(M≥c), which follows from the Reciprocity Theorem. In this case the splice
map ϕc is simply the differential.
Now consider the case t > 1. The module P is part of the module of cycles
in the larger complex R(M≥c+011t−1). By the exactness of this complex, P is
contained in the image of R(Mc+011t−1); and thus is contained in the image of the
module P ′ of cycles of homological degree |c|+ t− 1 in the subquotient complex
R(Mc1,≥(c2+1,...,ct+1)), since P is congruent to 0 in this subquotient.
By our hypothesisMc1,≥(c2+1,...,ct+1) is a truncated section module on a product
of t− 1 factors. By induction, there is a splice map ϕ′c : R(Mc)→ R(Mc+011t−1)
that is a surjection onto P ′. Let ϕc be the composition of this with the component
of the differential that maps R(Mc+011t−1) to R(Mc+1t).
By construction, the image of the map ϕc contains P . Thus to prove the first
statement of the Theorem it suffices to show that the image of ϕc composes to
0 with the first differential of R(M≥c+1t). Because ϕc is defined as the compo-
sition of of ϕ′c with the component of the differential that maps R(Mc+011t−1) to
R(Mc+1t), it is at least clear that the ϕc composes to 0 with the component of the
differential that goes from R(Mc+1t) to R(Mc+211t−1) is 0.
Unraveling the induction used to define ϕc, we see that ϕc is the composition
R(Mc)→ R(Mc+0t−111)→ . . .→ R(Mc+021t−2)→ R(Mc+011t−1)→ R(Mc+1t)
of t maps that are components of differentials of R(M≥c). If we permute the t
factors of P, then we would define the map R(Mc) → R(Mc+1t) as a different
composition. However, since all squares in R(M≥c) anti-commute, the result-
ing map would only differ by the signature of the permutation. In particular we
see that the composition of ϕc with every component of the first differential of
R(M≥c+1t) is zero as required.
We will not give a proof of the second statement of the Theorem here, since
the result follows from Theorem 3.3 proven below; in any case, it can be proven
by a straightforward diagram chase.
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↑ ↑ ↑ ↑
RM(1,3) → RM(2,3) → RM(3,3) → RM(4,3) →
↑ ↑ ↑ ↑
RM(1,2) → RM(2,2) → RM(3,2) → RM(4,2) →
↑ ↑ ↑ ↑
RM(1,1) → RM(2,1) → RM(3,1) → RM(4,1) →
ր
RM(−2,0) → RM(−1,0) → RM(0,0)
↑ ↑
RM(−1,−1) → RM(0,−1)
↑
RM(0,−2)
Figure 1: Nonzero terms of the complex R((M≤0)≥−2)→ R(M≥1t) in the case where
t = 2 and where M is a module for which b = (−2,−2) is sufficiently positive.
Corollary 1.14. Suppose the multidegree b is sufficiently positive for the multi-
graded S-module M and let c ≥ b + 1t. If the graded betti number β|a|,a(M) is
nonzero, then 0 ≤ ai ≤ ni. Moreover, β|n|,n 6= 0. In particular depthM≥c = t.
Proof. Let P be theE-module of cycles of homological degree |c| in R(M≥c). By
the Reciprocity Theorem, the minimal free resolution of M≥c(c) is the complex
L(P (c)) = L(P )(c)[−c], so it suffices to examine the Hilbert function of P .
The socle of P coincides with the socle of R(Mc), which is nonzero in degree
c, while the generators of P have the same degrees as the generators of R(Mc−1t),
that is, c− n, and the first statement follows. The last statement follows from the
first by the Auslander-Buchsbaum formula.
Let M be graded S-module and let b a sufficiently positive multidegree for M .
For each c ≥ b + 1t we consider the module of cycles P = H|c|(R(M≥c) as an
E-module of cohomological degree |c|. Let
Tailc(M)→ P
be a minimal free resolution of P as an E-module. By Theorem 1.13 the first term
of Tailc(M) is R(Mc−1t). By definition, this module has socle in degree c− 1t.
Now suppose that I is the complement of the singleton {j} ⊂ {1, . . . , n}
and write c + 1j , recalling that 1j was defined in Notation 1.10. The short exact
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sequence of modules
0→M≥c+1j → M≥c →Mcj ,≥cI → 0
gives rise to a short exact sequence of minimal injective resolutions, from which
we deduce a short exact sequence of modules of cycles:
0→ H|c|(R(M≥c))→ H
|c|(R(Mcj ,≥cI))→ H
|c|+1(R(M≥(c+1j)))→ 0.
Corresponding to the left hand map, we get a map αc,j from the minimal free reso-
lutionTailc(M) of H|c|(R(M≥c)) to the minimal free resolution of H|c|(R(Mcj ,≥cI))
whose mapping cone is a free resolution of H|c|+1(R(M≥(c+1j))).
Proposition 1.15. The minimal free resolution Tailc+1j of H|c|+1(R(M≥(c+1j))) is
isomorphic to the result of canceling the first map in the mapping cone of αc,j .
Thus we may regard Tailc(M) as a quotient complex of Tailc+1j(M).
Proof. It is immediate from the long exact sequence in homology that the homol-
ogy of the mapping cone is H|c|+1(R(M≥(c+1j))), in homological degree 1. Since
αc,j is an isomorphism on the terms of homological degree 0, we may cancel these
to obtain a free resolution of H|c|+1(R(M≥(c+1j))).
It remains to prove minimality. The module Mcj ,≥cI is annihilated by Wj , so
the differential of the complex R(R(Mcj ,≥cI) does not involve any of the exterior
variables in Vj . Thus the module H|c|(R(Mcj ,≥cI )) is free over the tensor factor
Ej = ∧Vj of E, and its socle has degree cj in the j-th component.
It follows that the free modules in the minimal free resolution of H|c|(R(Mcj ,≥cI ))
all have socle with degree cj in the j-th component. On the other hand it follows
from Theorem 1.13 that the free modules in the minimal free resolution resolution
Tailc(M) of H|c|(R(M≥c)) have socle degree in the j-th component all ≤ cj − 1.
Thus the mapping cone is minimal as claimed.
If we choose a sequence of sufficiently positive multi-indices c(i) going to
infinity in each component, then Proposition 1.15 allows us to give the collection
{Tailc(i)(M) | c ≥ b}
the structure of a directed system Tailc(i+1)(M) ։ Tailc(i)(M). We define the
Tate resolution of F = M˜ as the restricted inverse limit
T(F) :=
(
lim
∞←c
′Tailc(M)
)
[1− t],
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that is, as the complex generated by limit elements that are represented by se-
quences of elements all of which are homogeneous of the same degree. The shift
[1 − t] is necessary to adjust for the shift in the complex of Theorem 1.13. The
complex T(F) depends, up to isomorphism, only on F = M˜ .
In Corollary 3.5 we will show that T(F) is in fact a Tate resolution in the
sense defined in the introduction—that is, all its strands are exact. For now we
prove a weaker property:
Proposition 1.16. Let F be a coherent sheaf on P.
1. For each multidegree a the space of homogeneous elements T(F)a of mul-
tidegree a is finite-dimensional.
2. For any multi-index a we have
T(F(a)) ∼= T(F)(a)[−a].
3. T(F) exact and uniquely determined by F up to isomorphism.
Proof. 1. Since each Tailc(M) is a minimal resolution of a finitely generated
module, and the dimension dimK E is finite as a K-vector space, the space of
homogeneous elements (Tailc(M))a of degree a is finite dimensional. In the in-
ductive construction of the T(F) the kernel of the map Tailc+1j M → TailcM is
part of the resolution of a submodule of R(Mcj ,≥cI ), so the only multidegrees in
which modules in the resolution are nonzero have j-th coordinate between cj and
cj + nj . Thus a given degree can appear in only finitely many kernels, and thus,
for every c, the dimension dimK(Tailc(M))a stabilizes as c → ∞. Thus T(F)a
is a finite dimensional for each multidegree a.
3. Since each (Tailc(M)) is acyclic, this stabilization shows that each (Tailc(M))a
is exact, and it follows that T(F)a is exact. If the graded S-modules N and M
represent the same sheaf then N≥c ∼= M≥c for c ≫ 0. So R(N≥c) ∼= R(M≥c)
and Tailc(N) ∼= Tailc(M) as minimal free resolution over a graded ring. Finally
(lim∞←c
′Tailc(M)) [1− t] ∼= (lim∞←c
′Tailc(M)) [1− t].
2. From Lemma 1.2 it follows that T(F(a)) ∼= T(F)(a)[−a] for any multi-
index a.
2 Beilinson Monads
To prove the more precise statement about the graded pieces of the Tate resolution
given in Theorem 0.1 we will use Beilinson monads. Recall that a Beilinson
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monad for a coherent sheaf F on P is a finite complex B whose only homology is
F in homological degree 0, and whose terms that are direct sums of the sheaves
Ua. It is minimal if, under the identifications HomP(Ua, U b) = Eb−a, all the
nonzero components of the morphisms of B have nonzero degree. The following
result is well-known:
Theorem 2.1. If B is a minimal Beilinson monad for a coherent sheaf F on P,
then the d-th term is
Bd =
⊕
a∈Zt
Hd−|a|(F(a))⊗ U−a
where (in this formula) we regard Hd−|a|(F(a)) as a vector space in degree 0. In
particular, Bd can be nonzero only in the range −|n| ≤ d ≤ |n|.
Proof. Write Bd = ⊕0≤a≤nBda ⊗ U−a for vector spaces Bda in degree zero. The
collection {U−a| − n ≤ a ≤ 0} forms a strong full exceptional collection for the
derived category Db(P) of coherent sheaves on P = Pn1 × · · · × Pnt (see [Huy06,
Def. 8.31]) which is right orthogonal to the strong full exceptional collection
{O(c)|0 ≤ c ≤ n} in the sense that, for c in this range,
HpRHom(O(c), U−a) = Hp(U−a(−c)) =
{
K if c = −a and p = −|a|,
0 otherwise.
Hence the complex RHom(O(a),U(F)) is the sequence
. . .→ Bda → B
d+1
a → . . .
of vector spaces, where Bda sits in cohomological position d−|a|, and all maps are
zero since B is minimal. Since B is quasi isomorphic toF this complex coincides
with RHom(O(a),F) which is a sequence of vector spaces with terms
0→ H0(F(a))→ H1(F(a))→ . . .→ H |n|(F(a))→ 0
in cohomological position 0, . . . , |n| and zero differential. Thus
Bda = H
d−|a|F(b)
as desired. Note that this group is possibly nonzero only if −|n| ≤ d ≤ |n|,
because 0 ≤ d− |a| ≤ |n| and 0 ≤ a ≤ n.
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We can now show that U(F) := U(T(F)) is a Beilinson monad for F . Be-
cause each T(F)a is finite dimensional, the result of applying U to the Tate reso-
lution of F is at least a bounded complex.
Theorem 2.2. U(F) is a minimal Beilinson monad for the sheaf F .
Proof. As in the case of a single projective space, the result follows by applying
the functor L to a bounded part of the Tate resolution.
We first consider the complexes L(ωE(a)). For an E-module Q =
∑
aQa
we set Q≥1t :=
∑
a≥1t Qa. If we write Qa = Ba(−a) with Ba a vector space in
degree 0, then the sheafification L˜(Q≥1t) of the complex L(Q≥1t) has the form
· · · → ⊕jB1t+1j ⊗O((−1)
t − 1j)→ B1t ⊗O((−1)
t)→ 0
It is more convenient to index the complex cohomologically, so that this term
becomes L˜−t(Q≥1t). For example
L˜((ωE)≥1t) : . . .→ (⊗
t
k=1Wk)⊗O(−1, . . . ,−1)→ 0
is the tensor product of t truncated Koszul complexes
(πk)
∗(0→ Λnk+1Wk ⊗O(−nk − 1)→ . . .→Wk ⊗O(−1)→ 0).
Since each of these complexes is a resolution of O we see that
H−t(L˜((ωE)≥1t)) = O
and all other cohomology groups are zero. Similarly we find that the rightmost
term of L˜((ωE(a))≥1t) is (⊗tk=1Λak+1Wk)⊗O(−1, . . . ,−1) and the whole com-
plex is a tensor product of possibly truncated Koszul complexes. Thus the com-
plexes L˜((ωE(a))≥1t) are acyclic with only cohomology H−t(L˜((ωE(a))≥1t) =
Ua, which is nonzero if and only if 0 ≤ a ≤ n.
For any sheaf F we can form the double complex
L˜((T(F))≥1t)[t].
What we have proven shows that the homology of this double complex with re-
spect to the differential coming from the functor L, which we think of as the
horizontal homology, is the complex U(F).
Let M be a graded S-module whose sheafification is F . The complex U(F)
depends only on the summands ωE(a) of T(F) with 0 ≤ a ≤ n. Choose a
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multidegree c that is sufficiently positive for M and large enough such that every
such summand is contained in Tailc(M). With this choice, L˜((Tailc(M))≤1t) is a
bounded double complex whose horizontal cohomology is U(F)[−t].
Recall that Tailc(M) is, by definition, a resolution of the module of cycles
P = H|c|(R(M≥c)), which has cohomological degree |c| − t. Thus the vertical
homology of L˜((Tailc(M))≤1t) is the complex
L˜(P )[−t + |c|]
whose only homology is H−t(L˜(P )[−t+ |c|]) ∼= M˜≥c ∼= F .
It follows that the only homology of U(F) isH0(U(F)) ∼= F . More precisely,
the total complex of L˜((Tailc(M))≥1t)[t] is quasi isomorphic to both U(F) and
L˜(P )[−|c|] via the natural maps
L˜((Tailc(M))≥1t)[t]
L˜(P )[−|c|]
✛
U(F).
✲
Proof of Theorem 0.1. The complex T(F) is minimal by construction, and we
will see that it is a Tate resolution in Corollary 3.5 below. Applying Theorem 2.2
and Theorem 2.1 to the sheaf F(b) we see that, if we write T(F(b))d = ⊕aBda ⊗
ω(−a) then for −n ≤ a ≤ 0 we must have Bda = Hd−|a|F(a + b). Moreover, by
Proposition 1.16,
T(F) = T(F(b))(−b)[−b]
for every multi-index b. It follows that U(T(F)(b)[b]) is a Beilinson monad for
F(b). T(F) is uniquely determined by F up to isomorphism by Proposition 1.16.
It is also uniquely determined up to isomorphism by any of its Beilinson monads
U(T(F)(b)[b]) by Corollary 6.7 below.
3 Exactness properties of the Tate resolution
We will next establish the exactness of the strands and other subquotient com-
plexes of T(F), showing that it is indeed a Tate resolution as defined in the
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Introduction. We begin by establishing notation. First, we can restrict the no-
tions already defined to any nonempty subset J of the indices {1, . . . , t}: We set
WJ := ⊕j∈JWj, and SJ := SymWj We use similar notation for V and E. As in
the Introduction we write πJ : P→ PJ =
∏
j∈J P
nj .
We denote by ωJ = EJ(− dimVJ) the EJ -injective hull of K, and we write
UJ for the functor whose value on ωJ(a) is ⊗j∈J ∧aj Uj , analogous to U.
Notation 3.1 (Strands, quadrant complexes, and region complexes). Let T be a
locally finite complex of graded free E-modules with terms T d =
∑
a∈Zt B
d
a ⊗
ωE(−a). For c ∈ Zt and three disjoint subsets I, J,K ⊂ {1, . . . , t} we denote by
Tc(I, J,K) the subquotient complex with terms
Tc(I, J,K)
d =
∑
a∈Z
ai<ci for i∈I
ai=ci for i∈J
ai≥ci for i∈K
Bda ⊗ ωE(−a),
and we call this a region complex of T . A strand of T , which was defined in the
Introduction, may be viewed as a region complex of the special form Tc(∅, J, ∅)
where J ( {1, . . . , t} is a proper subset. Note that T itself is the strand corre-
sponding to J = ∅.
If I ∪ J ∪K = {1, . . . , t} we call Tc(I, J,K) a quadrant complex. A region
complex which is not a quadrant complex is called a proper region complex. If
T = T(F) is the Tate resolution of a sheaf we will see, that any proper region
complex Tc(I, J,K) is exact.
To simplify the notation we sometimes write the quadrant complexes as
qTc,I := Tc(I, ∅, J)
where J is the complement of I , and T≥c = Tc(∅, ∅, {1, . . . , t}) and T<c =
Tc({1, . . . , t}, ∅, ∅) for the first and last quadrant complex.
Inclusions of regions give various short exact sequences of complexes. For
i /∈ I ∪ J ∪K we have exact sequences
0→ Tc(I, J,K ∪ {i})→ Tc(I, J,K)→ Tc(I ∪ {i}, J,K)→ 0,
0→ Tc+1i(I, J,K ∪ {i})→ Tc(I, J,K ∪ {i})→ Tc(I, J ∪ {i}, K)→ 0,
0→ Tc(I, J ∪ {i}, K)→ Tc+1i(I ∪ {i}, J,K)→ Tc(I ∪ {i}, J,K)→ 0.
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Notation 3.2 (Corner complexes). We define the map
ϕc : T<c[−t]→ T≥c
to be the composition
T<c[−t] = qTc,{1,...,t}[−t]→ . . .→ qTc,{1,...k}[−k]→ . . .→ qTc,∅ = aT≥c
of t morphisms deduced from the exact sequences
0→ qTc,{1,...k−1} → Tc({1, . . . , k − 1}, ∅, {k + 1, . . . , t})→ qTc,{1,...k} → 0.
This is a morphism of complexes since all maps Tc,k[−k] → Tc,k−1[−k + 1] are
morphisms of complexes. We define the corner complex Tc as the mapping cone
of ϕc.
Theorem 3.3. Let T be a locally finite complex of free E-modules. The following
statements are equivalent
1. Every strand of T is exact.
2. Every proper region complex of T is exact.
3. Every corner complex Tc is exact.
4. The corner complexes Tc are exact for every sufficiently large c.
5. The proper region complexes Tc(I, ∅, ∅) are exact for every sufficiently large
c.
Proof. By the definition of local finiteness, the complex of vectorspaces Tb con-
sisting of homogeneous elements of degree b is a finite complex of finite dimen-
sional vector spaces. Note that T is exact if and only if Tb is exact for every
internal degree b.
1. ⇒ 2. For a fixed c, we must prove the exactness of Tc(I, J,K)b for all b.
We note that, by hypothesis, Tc(∅, J, ∅) is exact for every proper subset J . Let
us consider the case I = {k} and K = ∅. If bk ≪ ck sufficiently large, then
we have Tc({k}, J, ∅)b = Tc(∅, J, ∅)b, so the exactness of Tc({k}, J, ∅)b follows
from the exactness of Tc(∅, J, ∅). For smaller ck we use descending induction on
ck together with the exactness of the strands Tc(∅, {k}, ∅) and exact sequences
0→ Tc(∅, J ∪ {k}, ∅)b → Tc+1k({k}, J, ∅)b → Tc({k}, J, ∅)b → 0.
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Note that the term on the left is also exact by hypothesis so long as J ∪{k} is still
a proper subset, yielding the exactness of the term on the right.
The exactness of complexes Tc(∅, J, {k}) can be argued similarly, using the
exact sequence
0→ Tc(∅, J ∪ {k}, ∅)→ Tc(∅, J, {k})→ Tc+1k(∅, J, {k})→ 0
and an ascending induction on ck.
The general case follows by an induction on the size of I ∪ J ∪K using the
exact sequences above Notation 3.2. Note that this induction stops with #(I ∪
J ∪K) = t − 1 because the complex Tc(∅, {1, . . . , n}, ∅) is a bounded complex
of E-modules, and thus is never exact unless T is a split exact complex.
2. ⇒ 3. By Notation 3.2, we have that Tc is the mapping cone of the map
φc : T<c[−t] → T≥c. Note that, by definition φc is the composition of morphisms
φc,k arising via the exact sequences
0→ qTc,{1,...k−1} → Tc({1, . . . , k − 1}, ∅, {k + 1, . . . , t})→ qTc,{1,...k} → 0.
In fact, the middle term is the mapping cone of φc,k : qTc,{1,...k}[−1]→ qTc,{1,...k−1}.
By hypothesis, the middle term is exact and hence, by the induced long exact
sequence, we see that φc,k is quasi-isomorphism. Since a composition of quasi-
isomorphisms is a quasi-isomorphism, it follows that φc is a quasi-isomorphism.
By the induced long exact sequence for the mapping cone of φc, we then conclude
that the mapping cone of φc, which equals Tc, is exact.
3.⇒ 4. is trivial.
4. ⇒ 5. The complex of vector spaces (Tc(I, ∅, ∅))a obtained by fixing an
internal degree a in the region complex Tc(I, ∅, ∅) is the same as the degree a part
(Tb)a in the corner complex Tb for bI = cI and bj > −aj + n for some j ∈ I ′.
This is because, for such b, the free modules in the the complex T≥b do not contain
elements of degree a.
5. ⇒ 1.: For any I ( {1, . . . , t} and c, the complex Tc(I, ∅, ∅) is exact
for sufficiently large c by hypothesis. By Lemma 3.4 below, the subcomplex
Tc−1i(I \ {i}, {i}, ∅) is exact for each i ∈ I . From the exact sequence
0→ Tc−1i(I \ {i}, {i}, ∅)→ Tc(I, ∅, ∅)→ Tc−1i(I, ∅, ∅)→ 0
we see that Tc−1i(I ∪ {i}, ∅, ∅) is exact too. Descending induction now shows that
Tc(I, ∅, ∅) is exact for all c.
By Lemma 3.4 , Tc(I, J, ∅) is exact for all c, I, J , so long as I∪J ( {1, . . . , t}.
In particular the strands of T are all exact.
23
Lemma 3.4. If Tc(I ∪ J,K, ∅) is exact, then so is its subcomplex Tc−1J (I, J ∪K, ∅).
Proof. To prove the exactness at Tc−1J (I, J ∪K, ∅)d we decompose Tc(I ∪ J,K, ∅)d−1
as a direct sum of graded freeE-modules Tc(I ∪ J,K, ∅)′
d−1
⊕Tc−1J (I, J ∪K, ∅)
d−1
.
Since Tc(I ∪ J,K, ∅) is assumed exact, the module of cyclesQ ⊂ Tc−1J (I, J ∪K, ∅)
d
is equal to the sum of the boundaries in Tc−1J (I, J ∪K, ∅)
d
and the intersection P
of the image of Tc−1J (I, J ∪K, ∅)
′d−1
with Tc−1J (I, J ∪K, ∅)
d
. It thus suffices
to show that P is contained in the maximal ideal of E times Q.
The differential in Tc−1J (I, J ∪K, ∅) involves only the variables of E(J∪K)′ ,
and thus the module of cycles of Tc−1J (I, J ∪K, ∅) in Tc−1J (I, J ∪K, ∅)
d is gen-
erated by linear combinations of the free generators of Tc−1J (I, J ∪K, ∅)
d
with
coefficients in EL, where L is the complement of J ∪K.
On the other hand, it is clear from the form of the differential of Tc(I ∪ J,K, ∅)
that P ⊂ mEJTc−1J (I, J ∪K, ∅)
d
, where mEJ denotes the maximal ideal of EJ .
Thus no element of P can be a minimal generator of Q.
Corollary 3.5. For any coherent sheaf F on P, the complex T(F) satisfies the
equivalent conditions of Theorem 3.3. In particular all strands T(F) are exact,
and hence T(F) is a Tate resolution.
Proof. By construction T is a subcomplex of an inverse limit of the acyclic com-
plexes Tailc(M), which are defined for sufficiently positive c. Furthermore Tc
coincides with the exact complex obtained as the mapping cone of
Tailc(M)[−t]→ R(Γ≥c(F)),
so T satisfies condition 4. of Theorem 3.3.
The following proposition implies Corollary 0.3.
Proposition 3.6. Let T be a locally finite minimal complex of graded free E-
modules. Let I ∪ J = {1, . . . , t} be a decomposition into disjoint sets, and let TI
denote the complex of EJ -modules such that
TI ⊗ ωEI
is the I-th strand T0(∅, I, ∅) of T . The complex UJ(TI) is a Beilinson monad for
RπJ ∗(U(T )) in Db(PJ).
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Proof. We have
RpπJ ∗U
a =
{
UaJJ if aI = 0 and p = 0,
0 otherwise.
Since, in particular, U(T ) is πJ∗-acyclic, RπJ ∗(U(T )) is represented by the com-
plex πJ∗U(T ) = UJ (TI).
Proposition 3.6 gives an interpretation of the 0-strand of a Tate resolution.
Theorem 0.4, which we now prove, provides a similar interpretation for every
strand.
Proof of Theorem 0.4. We may assume c ≥ 0. Let b = c+1t and let P • the image
of the lower quadrant complex T≤c in the upper quadrant complex T≥b along the
corner map. Then by the argument of Theorem 2.2, U(T ) and L˜(P •) are quasi-
isomorphic, and similarly U
(
T [c](c)
)
and L˜(P •[c](c)) are quasi-isomorphic. By
Lemma 1.2 we have L(P •[c](c)) = L(P •)(c), and the first result follows.
The second statement follows from Proposition 3.6.
Example 3.7. For F = Ua and T = T(Ua) the corner complex T−a of T at −a
has terms
. . .→ ⊗tj=1Λ
nj−aj+1Vj ⊗ ωE(a)→ ωE(a)→ ⊕
t
j=1Λ
aj+1Wj ⊗ ωE(a)→ . . .
with cohomological indexing such that (T−a)0 = ωE(a). Notice that the socle of
⊗tj=1Λ
nj−aj+1Wj ⊗ ωE(a) sits in a single degree n + 1t, while the socle of the
right hand side sits in several degrees a− aj − 1j . The functor U takes all but the
middle term to zero. Thus U(T−a) = Ua.
The corner complex T1t has terms
· · · → ⊕tj=1Λ
nj−aj+1Vj ⊗ ωE(a)→ ωE(a)→ ⊗
t
j=1Λ
aj+1Wj ⊗ ωE(a)→ · · ·
and satisfies U(T1t) = Ua[1] as well.
Definition 3.8. Let ℓ1 ≤ ℓ2 be integers. A locally finite free complex T of free
E-modules has finite amplitude [ℓ1, ℓ2], if for all a ∈ Zt and d ∈ Z, when we write
T d =
∑
a
Bda ⊗ ωE(−a)
we have that Bda 6= 0 only if ℓ1 ≤ d− |a| ≤ ℓ2.
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Note that if T has finite amplitude [ℓ1, ℓ2], then T (c)[c] has finite amplitude
[ℓ1, ℓ2] as well, while T [c] or T (c) have a different amplitude. The Tate resolution
of a coherent sheaf has amplitude [0, |n|] by Theorem 0.1.
Corollary 3.9. Every Tate resolution has a finite amplitude.
Proof. U(T (c)[c]) and U(T )(c) represent the same object in Db(P) for every
c. In particular the homology sheaves Hk(U(T (c)[c])) occur only in finitely
many places, say from k1 to k2 independent of c. Thus the hypercohomology
Hi(U(T (c)[c]) is nonzero only if i ∈ [ℓ1, ℓ2] = [k1, k2 + |n|], and the terms of T
have the form T d = ⊕aHi−|a|(U(T )(c))⊗ ωE(−a) by Theorem 2.1.
Remark 3.10. If T is a Tate resolution with amplitude [ℓ1, ℓ2], then its Beilinson
representative U(T ) can only have non-zero terms in cohomological degrees [ℓ1−
|n|, ℓ2]
Maclagan and Smith have defined a notion of regularity for a multigraded
module over the Cox ring of a smooth toric variety [MS04, Definition 1.1]. Using
the corner complex and reciprocity, we compare this to the notion of sufficiently
positive from Defintion 1.8. Although these notions can diverge (see Remark 4.1),
they are closely related. We make use of Notation 1.10 in the following.
Proposition 3.11. Let M be a finitely generated, multigraded S-module such that
no associated prime of M contains the irrelevant ideal of S. If b is sufficiently
positive for M , then b lies in the multigraded regularity of M . Conversely, if b
lies in the multigraded regularity of M , then for any i, b + 1t − 1i is sufficiently
positive for M .
Proof. Let b be the irrelevant ideal of S. Then H0
b
M = 0 by assumption. If b is
sufficiently positive for M , since Mc = H0(P, M˜(c)) for all c ≥ b, it follows that
(H1
b
M)c = 0 for all c ≥ b as well. In addition, M≥b admits a linear resolution
M≥b(b)← F0 ← F1 ← · · · ← Fp ← 0,
where βk,a(M≥b(b)) only if a ≥ 0 and |a| = k. We fix some j = (j1, . . . , jt) ∈ Nt
with |j| = i. To show that b lies in the multigraded regularity, we need to show
that (H i+1
b
M)b−j = 0 which amounts to showing that H i(P, M˜(b− j)) = 0. For
this, it suffices to check thatH i+k(P, F˜k(−j)) = 0 for all k. Since the resolution is
linear, this amounts to checking that H i+k(P,O(−a− j)) = 0 whenever a, j ≥ 0
and |a| = k and |j| = i, and this holds for line bundles on P.
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Conversely, let b lie in the multigraded regularity of M . The first half of the
second condition of Proposition 1.7 is immediate from the definition of multi-
graded regularity [MS04, Definition 1.1]. It then suffices to show that M≥b+1t−1i
has a linear resolution, as the second half of the second condition will follow.
By Corollary 1.4, it suffices to show that R(M≥b+1t−1i) is acyclic. Let T be the
Tate resolution of M˜ and consider the corner complex T≤b−1i [−t] → T≥b+1t−1i .
Since the higher cohomology of M˜ vanishes for all multidegrees c ≥ b − 1i, it
follows that the quadrant complex T≥b+1t−1i equals R(M≥b+1t−1i). So we want
to show that T≤b−1i [−t], has no terms in cohomological degrees > |b− 1i| − t, or
equivalently that T≤b−1i has no terms in cohomological degrees ≥ |b|.
By Theorem 1.12, any such term would correspond to a nonzero cohomology
group Hp(P, M˜(b−1i−j)) where j ∈ Nt and p ≥ |1i+j|. However these groups
are all zero since b is in the multigraded regularity.
4 An example on P1 × P1
We recall that, by [Cox95], we can present a coherent sheaf on P1 × P1 as a bi-
graded module over the Cox ring S = K[x0, x1, y0, y1]. Any sheaf on P3 with a
Gm action will define such a module. For example, consider the universal sub-
bundle U on P3 and the corresponding sheaf F on P1 × P1. As in [EFS03, Theo-
rem 4.1], the cohomology table of U is given by the Betti table of its Tate resolu-
tion:
-5 -4 -3 -2 -1 0 1 2 3 4 5
3: 120 70 36 15 4 . . . . . .
2: . . . . . . . . . . .
1: . . . . . 1 . . . . .
0: . . . . . . 6 20 45 84 140
Consider the map T 0(U)→ T 1(U) indicated by the numbers 1 and 6 in the table
above. This corresponds, in the Z2 grading, to the map ωE → ωE(−2, 0) ⊕
ω4E(−1,−1)⊕ ωE(0,−2) defined by the matrix
m = (e0e1, e0f0, e1f0, e0f1, e1f1, f0f1)
t
where V = V1 ⊕ V2 = 〈e0, e1, f0, f1〉. By reciprocity,
L(imagem)→M → 0
is the minimal free resolution of the module of global sectionsM =
∑
(a,b)∈Z2 H
0(F(a, b))
of a rank 3 vector bundle F .
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The cohomology table of F , written as a matrix over Z[h], is:
( 2∑
i=0
hi(F(a, b)) · hi
)
−3≤a,b≤3
=

28h 18h 8h 2 12 22 32
20h 13h 6h 1 8 15 22
12h 8h 4h 0 4 8 12
4h 3h 2h h 0 1 2
4h2 2h2 0 2h 4h 6h 8h
12h2 7h2 2h2 3h 8h 13h 18h
20h2 12h2 4h2 4h 12h 20h 28h

Note that the corresponding Tate resolution
T = T(F) : · · · → T−4 → T−3 → T−2 → T−1 → T 0 → T 1 → T 2 → T 3 → T 4 →
has terms from the diagonal colored bands of the cohomology table with T 0 corre-
sponding to the main diagonal above. The maps have components corresponding
to arrows pointing to terms in north, north-west and west direction in the next
colored band.
For example, the matrix m above corresponds to the three arrows encoded in
the submatrix 1 4
h 1
 .
As another example, there is a (3 + 2 + 2 + 3) × (8 + 2 + 2 + 8) submatrix of
T−2 → T−1 encoded by 
8h
3h 2h
2h2 2h
2h2 3h 8h
 .
Here 6 of the 16 blocks are zero because of the north/west condition.
In this example, the cohomology of F is “natural”, corresponding to the fact
that each entry of the cohomology table is a monomial. In the more general case
the terms of an entry that is not a monomial would contribute summands to differ-
ent T d.
The Tate resolution T (U) on P3 can also be thought of the as the complex
obtained by considering the T0(F) with respect to the natural “coarse” Z grading.
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Remark 4.1. In the above example, by considering the cohomology table of F ,
we can see that (1, 1) lies in the multigraded regularity of M . However, since
H1(F) = k1, this would yield a term of homological degree 1 in the corner
complex for M at (1, 1). The total betti numbers of the corner complex T12F in
the coarse grading are
-3 -2 -1 0 1 2 3 4
3: 36 15 4 . . . . .
2: 10 8 6 4 1 . . .
1: . . . . . . . .
0: . . . . 4 16 39 76
as one can read from the cohomology table of F given above (using some values
in addition to those shown in the table). In particular the complex R(M≥(1,1)),
with betti numbers 4, 16, 39, 76, . . . , is not exact, as one sees from the “1” in the
second row of the Betti table, which represents an element of the kernel of the
differential
ω8E(−2,−1)⊕ ω
8
E(−1,−2)→ ω
12
E (−3,−1)⊕ ω
15
E (−2,−2)⊕ ω
12
E (−1,−3)
which is not in the image of ω4E(−1,−1) → ω8E(−2,−1) ⊕ ω8E(−1,−2). Thus
R(M≥(1,1)) is not acyclic and M≥(1,1) cannot have a linear resolution by Theo-
rem 1.3. Hence (1, 1) is not sufficiently positive for M in our sense. However,
both (1, 2) and (2, 1) are sufficiently positive.
5 Injective and projective resolutions
To prepare for the proof of Theorem 6.1, we remind the reader of some general
results about resolutions of complexes.
Let M• : · · · →M i →M i+1 → · · · be a bounded-above complex of modules
over a ring R. A projective resolution of M• is a complex of projective modules
F • and a quasi-isomorphism F • → M•, and similarly for injective resolutions.
Such resolutions were constructed in the famous book of Cartan-Eilenberg [CE99]
by putting together resolutions of the various kernels and cokernels of maps in
M•, but the same goal can be accomplished using iterated mapping cones. For
the reader’s convenience we give a proof of this elementary result.
Proposition 5.1 (Resolution of complexes by iterated mapping cones). Let R be
a ring. Let
M• : · · · →Mk−1 → Mk → · · ·
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be a bounded above complex of R-modules, and let
M•p : 0→M
p →Mp+1 → · · ·
be the subcomplex of M• obtained by truncation. For each p, let
G•p : . . .→ G
p−1
p → G
p
p →M
p → 0
be a projective resolution of Mp. There is a sequence of projective complexes
· · · ⊂ F •p+1 ⊂ F
•
p ⊂ · · ·
and surjective quasi-isomorphisms F •p → M•p such that F •p is the mapping cone
of a map G•p[−1]→ F •p+1, and F • := ∪pF •p is a projective resolution of M•. Thus
the k-th term of F • is F k =∑p≤k F kp .
A similar result holds for bounded below complexes and injective resolutions.
If φ : A → B is a map of complexes we write the mapping cone of φ as [φ]
or [A
φ✲ B] or even [A → B] when φ is clear from context, so that there is an
exact sequence of complexes
0→ B → [φ]→ A[1]→ 0.
Proof. Note that M = ∪pM•p . Since M• is bounded above there is a k such that
Mp = 0 for all p > k, and we may take F •p = M•p , the complex whose terms are
all 0, for p > k. We now use descending induction on p.
Suppose that F •p+1 → M•p+1 is a projective resolution. We will show that the
map of complexes
φ :
(
0→Mp → 0
)
[1] −→
(
0→Mp+1 → Mp+2 → · · ·
)
induced by the differential of M• lifts to a map φ′ : G•p[−1] → F •p+1, so that
the maps φ and φ′ are quasi-isomorphic, and we define F •p to be the mapping
cone F •p := [φ
′]. From the long exact sequence of the mapping cone, we obtain
H iF •p
∼= H iF •p+1
∼= H iM• for i > p+ 1, as well as a four-term exact sequence
0→ HpF •p → H
pG•p → H
p+1F •p+1 → H
p+1F •p → 0.
SinceHpG•p = Mp andHp+1F •p+1 = ker(Mp+1 →Mp+2) we immediately obtain
that H iF •p = H iM•p for i = p, p + 1. Hence F •p is a projective resolution of M•p .
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By construction, F •p+1 ⊂ F •p and they agree in degree ≥ p + 1. It follows that F •
is a projective resolution of M•, as claimed.
It remains to produce the map φ′. The module Z of (p + 1)-cycles in M•p+1 is
the same as that in M•p , and M•p+1 has no (p+ 1)-boundaries, so the module Z˜ of
(p+ 1)-cycles in F •p+1 maps surjectively to Z. Since M qp+1 = 0 for q < p+ 1, the
quotient complex of F •p+1 obtained factoring out F rp+1 for r ≥ p+1 is a resolution
of the kernel of Z˜ → Z. Since G•p is a projective resolution of Mp, the map
Gpp → M
p lifts to a map Gpp → Z˜, and we continue lifting to obtain the desired
map of complexes φ′ : G•p[−1]→ F •p+1, as in the diagram:
F p+2p+1
✲ Mp+2
F p+1p+1
✻
✲ Mp+1
✻
∪ ∪
F p−1p+1
✲ F pp+1
✲
✲
Z˜ ✲ Z ✲ 0
φ′ :
Gp−2p
✻
✲ Gp−1p
✻
✲ Gpp
✻
✲ Mp
✻
✲ 0.
The reciprocity theorem for resolutions of modules over E and S is a special
case of a reciprocity theorem for complexes, proved in the same way.
Theorem 5.2. Let M• be a bounded complex of finitely generated S-modules
and P • a bounded complex of finitely generated E-modules. Then R(M•) is
an injective resolution of the complex P • if and only if L(P •) is a projective
resolution of M•.
Proof. The key point is that L and R are adjoint functors. See [EFS03, Theorem
2.6], [BGG78, Theorem 3] for details.
6 Tate Resolutions from Beilinson Monads
Let F be a finite complex of sheaves. Generalizing the case of a single sheaf, we
may construct a Tate resolution T(F) as follows. We may represent F by a finite
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complex of graded S-modules M•. Since R is a functor, we may apply it term by
term to the complex M• to get a double complex of modules over E. We then can
apply the procedure of Section 1. We write M•≥c for the complex
· · · →Mp≥c →M
p+1
≥c → · · · ,
where Mp≥c is the truncation in degrees ≥ c as in Section 1.
Theorem 6.1 (Tate resolution and Beilinson representative of a complex). Let
F be a bounded complex of coherent sheaves. Then there exists a minimal Tate
resolution T = T(F) such that U(T (c)[c]) is quasi-isomorphic to F(c) for every
c ∈ Zt. In particular T(F) satisfies Equation 1.
Proof. Let F be represented by a finite complex M• of finitely generated graded
S-modules, and let c ∈ Zt be sufficiently positive for each of the finitely many
nonzero modules Mp in M•. Each module Mp≥c has a linear minimal free res-
olution Lp and the differentials of M• lift to homogeneous maps Lk → Lk+1.
Since adding a homotopy would make the maps inhomogeneous, the lifted maps
are unique and compose to 0. We may write Lk = L(P k) for suitable finitely
generated E-modules P k, and it follows that the lifted maps on the Lk make the
P k into a complex, which we denote P •.
Since R is a functor, we may regard R(M•) as a double complex. By The-
orem 1.3 the complex R(Mk≥c) is the injective resolution of P k. We regard the
differentials in R(M•) coming from the individual R(Mk≥c) as the “horizontal
differentials” in this double complex. With this convention the “horizontal ho-
mology” of R(M•≥k) is the complex P •.
Replacing c by c + 1t if necessary, we may ensure that c − 1t is sufficiently
positive for each Mk. Then the minimal projective resolution of P k starts with the
term R(Mkc−1t) by Theorem 1.13.
Let Tailc(M•)→ P • be a minimal projective resolution. By Theorem 5.1 we
can obtain such resolution by minimizing an iterated mapping cone of projective
resolutions of the P k. As in the case of a single module, we set
T(F) :=
(
lim
∞←c
′Tailc(M
•)
)
[1− t].
Since L(P •)→ M•≥c is a resolution, the result follows as in Section 2.
Conversely given any locally finite complex T of free E-modules, we get a
finite complex of sheaves U = U(T ), which we may regard as a Beilinson repre-
sentative of an object F in Db(P). We will now show how to construct the Tate
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resolution T(U(T )) directly, in the context of resolutions over the exterior alge-
bra, without passing through the category of sheaves. We will achieve this goal in
several steps.
There is a unique smallest free subquotient complex BW(T ) of T , called the
Beilinson window of T , such that U(T ) = U(BW(T )). Indeed, if
T d =
∑
a∈Zt
Ba ⊗ ωE(−a)
BW(T ) is the subquotient complex with terms
BW d =
∑
a∈Zt
0≥a≥−n
Ba ⊗ ωE(−a).
Now suppose that BW is any complex of finitely generated free E-modules
that are direct sums of modules of the form ωE(b) with 0 ≤ b ≤ n. We call
U(BW ) minimal if BW is minimal. In general, U(BW ) is the direct sum of
a minimal complex Umin and trivial complexes of type 0 → U b → U b → 0
for various degrees b with 0 ≤ b ≤ n and various shifts; this follows from the
corresponding fact for BW .
Theorem 6.2. Let T be a minimal Tate resolution and BW = BW(T ) its Beilin-
son window. Let P (BW ) ⊂ BW be the subcomplex
P (BW ) = 〈f ∈ BW homogeneous | deg f 6≥ 1t〉 ⊂ BW.
If BW/P (BW ) → I is a minimal injective resolution and F → P (BW ) is a
minimal projective resolution, then the corner complex T1t is isomorphic to
[ [F → BW ]→ I ].
and the shifted corner complex cT := (T1t)[−1] has BW as a subquotient com-
plex.
Example 6.3. If BW consist of a single term ωE(b) with 0 ≤ b ≤ n then
U(BW ) = U b and the corner complex (T1t)[−1] as described in Example 3.7
for T = T(U b) coincides with cT . Indeed, in this case
P (BW ) := 〈f ∈ ωE(b) homogeneous | deg f 6≥ 1t〉
= 〈f ∈ ωE(b) homogeneous | ∃j : (deg f)j ≤ 0〉
= ker(ωE(b)→ ⊗
t
j=1Λ
bj+1Wj ⊗ ωE(b)).
Here we consider the vector space Wj to be concentrated in degree −1j , so
Λbj+1Wj ⊗ ωE(b)) is isomorphic to a direct sum of copies of ωE(−1t).
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Proof of Theorem 6.2. The lower quadrant qT = T≤0 is a quotient complex of cT
and the shifted upper quadrant uT = T≥1t [t− 1] is a subcomplex of cT , which in
turn is a cone over the corner map between these two quadrant complexes. BW
is a subcomplex of qT , and we let
qT− := qT/BW ∼=
∑
a∈Zt
0≤−a,−a 6≤n
Ba ⊗ ωE(−a)
denote the part of qT outside the Beilinson window. Since
Λni+2Vi = 0,
the corner map induces the zero map from qT− to uT .
Thus
cT [1] = [ [qT−[−1]→ BW ]→ uT ] = [qT−[−1]→ [BW → uT ] ]
where [A→ B] denotes the cone over a map of complexes as in Section 5.
By the exactness of cT we have
P (BW ) = 〈f ∈ BW homogeneous | deg f 6≥ 1t〉 = ker(BW → uT ).
The last equality holds since, by Example 6.3, it holds for every term ωE(b) of
BW , and because the injective resolution can be obtained by minimizing an iter-
ated mapping cone as in Proposition 5.1. Since T and hence cT are minimal, we
recover uT from BW as the minimal injective resolution of BW/P (BW ). Also
F = qT−[−1] is the minimal projective resolution of P (BW ) ⊂ BW . Hence we
recover qT = [F → BW ] and cT [1] = [qT → uT ] as cones.
Algorithm 6.4. [lower quadrant of the Tate extension]
Input: BW : 0 → BW r → . . . → BW s → 0, a finite minimal complex with
terms BW d =
∑
0≥a≥−nB
d
a ⊗ ωE(−a) and an integer d with d < r.
Output: The lower quadrant complex
qT = T1t({1, . . . t}, ∅, ∅) = [F → BW ]
of Theorem 6.2 in homological degrees d, . . . , s.
1. Set k := s, qT k := BW s and qT k+1 := 0.
2. While k > d do:
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(a) Compute Lk = ker(qT k → qT k+1)/image(BW k−1 → qT k).
(b) Compute minimal generators of
P (Lk) = 〈f ∈ Lk homogeneous) | deg f 6≥ 1t〉
.
(c) Choose a map F k → ker(qT k → qT k+1) from a free E-module of
the form F k =
∑
0≥a6≥−nB
k
a ⊗ ωE(−a) such that the image of the
generators in F k generates P (Lk) minimally.
(d) Set qT k−1 := BW k−1 ⊕ F k, and extend the differential of qT to in-
clude the map qT k−1 → qT k.
(e) Replace k by k − 1.
3. Return the complex
qT d → qT d+1 . . .→ qT s → 0.
Proof. We keep the notation of the proof of Theorem 6.2. Representatives in qT k
of elements of P (Lk) map to zero in uT [1] for degree reasons. By the exactness
of cT they must be covered by elements in qT−. The result follows.
Algorithm 6.5. [Corner Complex]
Input: BW : 0 → BW r → . . . → BW s → 0, a finite minimal complex
with terms BW d =
∑
0≥a≥−nB
d
a ⊗ ωE(−a) and a degree a ∈ Zt with a < −n.
Output: A finite piece of the corner complex Ta of the Tate resolution T =
T(U(BW )).
1. Set d = r + |a| − |n| − t and e = r + |a|
2. Apply Algorithm 6.4 to compute qT : qT d → qT d+1 . . .→ qT s → 0.
3. Collect ℓT , uT the terms and maps of qT contributing to the lower part
Ta({1, . . . , t}, ∅, ∅) and the upper part Ta(∅, ∅, {1, . . . , t}) respectively.
4. Compute the corner maps ℓT [t − 1] → uT and form the subquotient com-
plex cT = [ℓT [t− 1]→ uT ] of Ta.
5. Then the differential cT e−1 → cT e and (Ta)e−1 → (Ta)e coincide.
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6. Extend the part of the corner complex to the complex
(Ta)
e−1 → . . .→ (Ta)
s
by injective (and possibly projective) resolutions of the single correct dif-
ferential from Step 5, and return the result.
Proof. Since the nonzero summands Brc ⊗ ωE(−c) of BW r satisfy c ≤ 0 taking
syzygy we see that the nonzero summandsBe−1c ⊗ωE(−c) of qT e−1 satisfy c 6≥ a.
Thus qT e is the last term which possibly could contribute to uT and qT d is the last
term which possibly maps to uT e via a corner map. Moreover since a < −n the
lower quadrant Ta({1, . . . , t}, ∅, ∅) maps to no term Bℓc ⊗ωE(c) of T ℓ with c 6≤ 0.
Thus cT e−1 → cT e and (Ta)e−1 → (Ta)e coincide.
Algorithm 6.6. [Cohomology Table]
Input: BW : 0 → BW r → . . . → BW s → 0, a finite minimal complex with
terms BW d =
∑
0≥a≥−nB
d
a ⊗ ωE(−a); and two degrees a, b ∈ Zt with a < −n
and 0 < b.
Output: The cohomology table of F = U(BW )
{c ∈ Zt | a ≤ c ≤ b} → Z[h, h−1]
c 7→
∑
k∈Z
dimHk(F(c))hk
1. Set e = r + |a|
2. Use Algorithm 6.5 to compute the differential
(Ta)
e−1 → (Ta)
e
of the corner complex Ta of T = T(F).
3. Set k = e− 1 and ∂k : uT k → uT k+1 = (Ta)k → (Ta)k+1.
4. repeat
(a) replace k by k + 1
(b) Compute a minimal free injective hull I =∑c∈Zt Bk+1c ⊗ ωE(−c) of
coker ∂k−1.
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(c) Set
uT k+1 :=
∑
c∈Zt
c≤b
Bk+1c ⊗ ωE(−c)
and define ∂k : uT k → uT k+1 as the induced map.
until uT k+1 = 0.
5. Read off the cohomology table from the complex
uT e → . . .→ uT k
by collecting the dimensions
k∑
ℓ=e
dimBℓc h
ℓ−|c| ∈ Z[h, h−1]
for all c ∈ Zt with a ≤ c ≤ b.
Proof. Let T = T(U(BW )). The upper quadrant uT = Ta(∅, ∅, {1, . . . , t})
is a subcomplex of the corner complex, which by exactnessss can be computed
from any of its differentials. Since the nonzero summands Brc ⊗ ωE(−c) of BW r
satisfy c ≤ 0 taking syzygy we see that the nonzero summands Be−1c ⊗ωE(−c) of
uT e−1 satisfy c 6≥ a. So these do not contribute to the desired cohomology table.
For the computation in the injective direction we may drop terms Bℓc ⊗ ωE(c)
with c 6≤ b, because the differential of the T and the corner complex goes in the
cohomology table in northeast direction, so that these terms cannot contribute to
terms or computations of terms in the desired cohomological range. Hence the
correctness follows from Equation 1 applied to the complex U(BW ).
Corollary 6.7. Starting from a Beilinson window BW = BW(T ) of a Tate reso-
lution, one can recover arbitrarily large finite parts of the Tate resolution T with
computations over the exterior algebra.
Proof. Apply the three algorithms above.
Using this result we can answer the question: “When is a complex of sheaves
on P quasi-isomorphic to a vector bundle in homological degree 0?”
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Corollary 6.8. Let T be a Tate resolution. Then U(T ) is a monad of a sheaf if and
only if the cohomology table of a positive quadrant Tc(∅, ∅, {1, . . . , t}) for some
c ≫ 0 has only h0 entries. It is a monad of a vector bundle if only if in addition
also the cohomology table of every very negative quadrant Tc({1, . . . , t}, ∅, ∅) for
c≪ 0 has only h|n| entries.
The corollary above is not an effective criterion, because we have no algorithm
to compute the whole Tate resolution. However as in the case of a single projective
space, see for example [EFS03, Example 7.3], there is an effective method for
proving that a bounded complex is quasi-isomorphic to a vector bundle.
Proposition 6.9. Consider a, b ∈ Zt with b > 0 and let t0 < t1 ∈ Z. Let
F ∈ Db(P). Suppose
H∗F(a+ bt) = H|n|F(a+ bt) for t ∈ [t0, t0 + |n|]
and
H∗F(a+ bt) = H0F(a+ bt) for t ∈ [t1 − |n|, t1].
Then F is quasi isomorphic to a vector bundle on P.
Proof. Consider L = O(b1, . . . , bt). The line bundle L is very ample and defines
an embedding ι : P →֒ PN with N + 1 =
∏t
j=1
(
bj+nj
nj
)
. The cohomology table
of G = ι∗F(a) with respect to OPN (1) can be read of from the values of the
cohomology table of F along the integral line Z → Zt, t 7→ a + bt. If π :
P → P|n| denotes a linear Noether normalization of ι(P) ⊂ PN , then G and π∗G
have the same cohomology table, and G is a vector bundle, i.e. Cohen-Macaulay
sheaf of dimension |n|, iff and only if π∗G is a vector bundle. The assumption
H∗F(a + bt) = H0F(a + bt) for t ∈ [t1 − |n|, t1] implies that for T(π∗G) the
assumption of [EFS03, Lemma 7.4] is satisfied at position t1. So in particular
Hk∗(π∗G) = 0 for k > |n|. Similarly using the dual complex, H∗F(a + bt) =
H|n|F(a + bt) for t ∈ [t0, t0 + |n|] implies using the Lemma, Hk∗(π∗G) = 0 for
k < 0. Moreover, the two applications of the Lemma imply that the intermediate
cohomology groups Hk∗(G) = ⊕d∈ZHk(π∗G(d)) for 0 < k < |n| have finite
length. Thus π∗G on P|n|, and hence F on P, is quasi-isomorphic to a vector
bundle by the Auslander-Buchsbaum formula [Eis95].
Remark 6.10. We have implemented these algorithms in our Macaluay2 package
TateOnProducts.m2 [M2-Tate].
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7 Application to split vector bundles
Horrocks’ splitting criterion ([Hor64, OSS11]) says that if a vector bundle on Pn
has no intermediate cohomology, then that vector bundle splits as a sum of line
bundles. That is: if the cohomology table of a vector bundle looks like a sum of
line bundles, then the vector bundle itself splits as a sum of line bundles.
Question 7.1. Suppose that the cohomology table of a vector bundle E on P :=
Pn1×Pn2 ×· · ·×Pnt can be written as a positive integral sum of the cohomology
tables of line bundles on P. Is E a direct sum of line bundles?
We prove that the answer is “yes” under an additional hypothesis that is auto-
matically satisfied in the case t = 1. For c ∈ Zs we write γi,c(E) := hi(P, E(c))
and we write γ(E) = (γi,c(E))i,c for the cohomology table of E . As throughout
this paper, we use the termwise partial order for comparing integer vectors in Zt.
Theorem 7.2. Let E be a vector bundle on P := Pn1 × Pn2 × · · · × Pnt such that
the cohomology table of E decomposes as a positive sum of line bundles:
γ(E) =
s∑
i=1
γ(O(c(i))mi) where c(i) ∈ Zt.
If c(1) ≥ c(2) ≥ · · · ≥ c(s) then E splits as
E ∼=
s⊕
i=1
O(c(i))mi .
The proof uses our construction of the Beilinson monad. We begin with a
more general lemma.
Lemma 7.3. Suppose that the cohomology table of E splits as γ(E) = γ(Om1) +
γ(E ′), where γ(E ′) is the cohomology table of some vector bundle E ′, and where
U
−1(E ′) = 0. Then E splits as
E = Om1 ⊕ E ′′,
for some vector bundle E ′′ satisfying γ(E ′′) = γ(E ′).
Proof. By assumption, U0(E) has U0(Om1) = Om1 as a summand, so we may
write U0(E) = Om1 ⊕U0(E ′). Note that U−1(E) = U−1(Om1)⊕U−1(E ′) = 0.
Thus U(E) has the form
= · · · → 0→ Om1 ⊕U0(E ′)→ U1(E)→ . . .
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Further, the summand Om1 must map to 0 in U1(E): minimality ensures that any
map between sums of O are zero, and the fact that the terms in the image of the
functor U form a strong exceptional collection implies that O = U0 admits no
nonzero maps to any Ua with a 6= 0. Thus,Om1 is a direct summand of the zeroth
cohomology E = H0(U(E)) as claimed.
Proof of Theorem 7.2. By induction, it suffices to show that O(c1)m1 is a sum-
mand of E . Without loss of generality, we may assume that c(1) > c(2). Replac-
ing E by E(−c(1)), we can further assume that c(1) = 0 and thus that c(i) < 0
for all i = 2, . . . , s. We will complete the proof by verifying the hypotheses of
Lemma 7.3.
Let E ′ :=
⊕s
i=2O(c
(i))mi . Then we have γ(E) = γ(Om1)+ γ(E ′) by assump-
tion, and we need to show that U−1(E ′) = 0. Since
U
−1(E ′) =
s⊕
i=2
U
−1(O(c(i))mi),
it suffices to show that U−1(O(b)) = 0 for any b < 0. By Theorem 2.1 we have
U
−1(O(b)) =
⊕
p+|a|=−1
U−a ⊗Hp(P,O(b+ a))
Assume that Hp(P,O(b + a)) 6= 0 for some −n ≤ a ≤ 0. Then there exist
j1, . . . , jt such that
∑
i ji = p and
Hp(P,O(b+ a)) =
t⊗
i=1
Hji(Pni,O(bi + ai)).
There are two possibilities for each ji: either ji = 0 or ji = ni. If ji = 0, then
since bi and ai are both nonpositive, we must have bi = ai = 0 and ji + ai = 0.
If ji = ni, then since ai ≥ −ni, we must have ji + ai ≥ 0. This implies that
p + |a| =
∑
i ji + ai ≥ 0 whenever U−a and Hp(P,O(b+ a)) are both nonzero,
and it follows that U−1(O(b)) = 0 as claimed. We may now apply Lemma 7.3 to
split off a copy of Om1 , completing the proof.
8 More Open Questions
Question 8.1. Consider the case t = 2. If F ∼= F1 ⊠ F2 then its Tate resolution
has the structure of a double complex:
T(F) ∼= T(F1)⊗K T(F2) as complex of E = E1 ⊗K E2 modules.
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Similarly a direct sum of box-products has a Tate resolution which is naturally
a double complex. Does the converse hold? In other words, assume that T(F)
admits the structure of a double complex, so that the differential ∂ decomposes as
∂ = ∂h + ∂v, and assume moreover that the entries of ∂h come from E1 while the
entries of ∂v come from E2. Does it follow thatF is a direct sum of box products?
One can ask a similar question for any t ≥ 2.
Question 8.2. What is the geometric meaning of the other exact subquotient com-
plexes, say the “half plane” complexes Tc({k}, ∅, ∅) or Tc(∅, ∅, {k}), defined in
Section 3?
Question 8.3. We showed in [ES10] that every complex onAm is the direct image
of a vector bundle on Am× Pn for some n. Does every complex on Pm occur as a
pushforward of a vector bundle on Pm × Pn1 × · · · × Pnt for some (n1, . . . , nt)?
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