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We study the higher-order nonlinear dispersive equation
∂tu + ∂2 j+1x u =
∑
0 j1+ j22 j
a j1, j2∂
j1
x u∂
j2
x u, x, t ∈ R,
where u is a real- (or complex-) valued function. We show that
the associated initial value problem is well-posed in weighted
Besov and Sobolev spaces for small initial data. We also prove ill-
posedness results when a0,k = 0 for some k > j, in the sense that
this equation cannot have its ﬂow map C2 at the origin in Hs(R),
for any s ∈ R. The same technique leads to similar ill-posedness
results for other higher-order nonlinear dispersive equation as
higher-order Benjamin–Ono and intermediate long wave equations.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the initial value problem (IVP)
⎧⎨
⎩
∂tu + ∂2 j+1x u =
∑
0 j1+ j22 j
a j1, j2∂
j1
x u∂
j2
x u, x, t ∈ R,
u(0) = u0,
(1)
where u is a real- (or complex-) valued function and al1,l2 are constants in R or C. It is a particular
case of the class of IVPs
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∂tu + ∂2 j+1x u + P
(
u, ∂xu, . . . , ∂
2 j
x u
)
, x, t ∈ R, j ∈ N,
u(0) = u0,
(2)
where
P :R2 j+1 → R (or P :C2 j+1 → C)
is a polynomial having no constant or linear terms.
The class of IVPs (2) contains the KdV hierarchy as well as higher-order models in water waves
problems (see [10] for the references). When j = 1 and the nonlinearity has the form u∂xu, Eq. (1)
is the KdV equation, when j = 1 and the nonlinearity has the form α(∂xu)2 + γ u∂2x u, it becomes the
limit (when the dissipation tends to zero) of the KdV–Kuramoto–Velarde (KdV-KV) equation (see [1]
and [16]).
Kenig, Ponce and Vega have proved that the class of IVPs (2) is well-posed in some weighted
Sobolev spaces for small initial data [9], and for arbitrary initial data [10]. In [1] Argento found the
best exponents of the weighted Sobolev spaces where well-posedness for the nondissipative KdV-KV
equation is satisﬁed. More precisely, she showed that this IVP is well-posed for small initial data in
Hk(R) ∩ H3(R; x2dx) for k ∈ N, k 5.
The method used, in the case of small initial data, is an application of a ﬁxed point theorem to
the associated integral equation, taking advantage of the smoothing effects associated to the unitary
group of the linear equation. In particular, a maximal (in time) function estimate is needed in L1x .
Actually, as observed in [8], the L1x -maximal function estimate fails without weight.
In the following, we improved these results for the IVP (1) in the case of small initial data, using
weighted Besov spaces. The use of Besov spaces is inspired by the works of Molinet and Ribaud on
the Korteweg–de Vries equation [12] and on the Benjamin–Ono equation [13], and of Planchon on
the nonlinear Schrödinger equation [17]. It allows to reﬁne the L1x -maximal function estimate, using
the L4x -maximal function estimate derived by Kenig and Ruiz [11] (see also [6]), and to obtain well-
posedness results in fractional weighted Besov spaces.
In the case of arbitrary initial data, Kenig, Ponce and Vega performed a gauge transformation on
Eq. (2), in the same spirit of [5] for the nonlinear Schrödinger equation, to get a dispersive sys-
tem whose nonlinear terms are independent of the higher-order derivative. This allows to apply the
strategy already used in the case of small initial data and obtain well-posedness results in higher reg-
ularity weighted Sobolev spaces [10]. However it is not clear whether or not this gauge transformation
technique works in the Besov spaces setting used here.
Nevertheless, the natural spaces to show well-posedness for Eq. (1) are the Sobolev spaces Hs(R).
We prove here that if there exists k > j such that a0,k = 0, we cannot solve this problem in any
space continuously embedded in C([−T , T ]; Hs(R)), for any s ∈ R, using a ﬁxed point theorem on
the integral equation. As a consequence of this result, we deduce that in this case, the ﬂow-map data
solution of (1) cannot be C2 at the origin from Hs(R) to Hs(R), for any s ∈ R.
The same kind of argument leads to similar results for other higher-order nonlinear dispersive
equations. We consider ﬁrst a higher-order Benjamin–Ono equation:
{
∂tu − bH∂2x u + a∂3x u = cu∂xu − d∂x
(
uH∂xu + H(u∂xu)
)
,
u(0) = u0,
(3)
where H is the Hilbert transform, u is a real-valued function, and a ∈ R, b, c and d are positive con-
stants. This equation was derived by Craig, Guyenne and Kalisch [3], using a Hamiltonian perturbation
theory. It describes, as the Benjamin–Ono equation, the evolution of weakly nonlinear dispersive in-
ternal long waves at the interface of a two-layer system, one being inﬁnitely deep.
In [3], Craig, Guyenne and Kalisch (always using a Hamiltonian perturbation theory) also derived a
higher-order intermediate long wave equation:
{
∂tu − bFh∂2x u +
(
a1F2h + a2
)
∂3x u = cu∂xu − d∂x
(
uFh∂xu +Fh(u∂xu)
)
,
(4)
u(0) = u0,
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are positive constants. The same ill-posedness results also apply for these equations.
These results are inspired by those from Molinet, Saut and Tzvetkov for the KPI equation [14] and
the Benjamin–Ono (and the ILW) equation [15] (see also Bourgain [2] and Tzvetkov [21] for the KdV
equation). It is worth notice that Eq. (3) and the BO equation (as well as Eq. (4) and the ILW equation)
share the same property of ill-posedness of the ﬂow in any Sobolev space Hs(R).
The rest of this paper is organized as follows: in Section 2, we introduce a few notation, deﬁne the
function spaces and state our main results. In Section 3, we derive some linear estimates that we use
in Section 4 to prove our well-posedness results. Finally, in Section 5, we deal with the ill-posedness
results.
2. Statements of the results
2.1. Some notations
For any positive numbers a and b, the notation a b means that there exists a positive constant c
such that a cb. And we denote a ∼ b, when a b and b a.
Let U j(t) = e−t∂2 j+1x be the unitary group (in Hs(R)) associated to the Airy equation, so that we
have via Fourier transform
U j(t)φ =
(
e(−1) j+1 iξ2 j+1t φˆ
)∨
, ∀t ∈ R, ∀φ ∈ Hs(R). (5)
The group U j commute with the operator of multiplication by x.
Lemma 2.1. Let j  1 and f ∈ S(R), then we have
xU j(t) f = U j(t)(xf ) + (2 j + 1)tU j(t)∂2 jx f , ∀t ∈ R. (6)
Proof. See [18]. 
2.2. Littlewood–Paley multipliers
Throughout the paper, we ﬁx a cutoff function χ such that
χ ∈ C∞0 (R), 0 χ  1, χ |[−1,1] = 1 and supp(χ) ⊂ [−2,2]. (7)
We deﬁne
ψ(ξ) := χ(ξ) − χ(2ξ) and ψl(ξ) := ψ
(
2−lξ
)
, (8)
so that we have ∑
l∈Z
ψl(ξ) = 1, ∀ξ = 0, and supp(ψl) ⊂
{
2l−1  |ξ | 2l+1}. (9)
Next, we deﬁne the Littlewood–Paley multipliers by
Δl f = (ψl fˆ )∨ = (ψl)∨ ∗ f , ∀ f ∈ S ′(R), ∀l ∈ Z, (10)
and
Sl f =
∑
kl
Δk f , ∀ f ∈ S ′(R), ∀l ∈ Z. (11)
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S0 f = (χ fˆ )∨, ∀ f ∈ S ′(R). (12)
This means that S0 is the operator of restriction in the low frequencies. Note also that since (ψl)∨ =
2l(ψ)∨(2l·), ‖(ψl)∨‖L1 = C and then, by Young’s inequality we have that for all l ∈ Z
‖Δl f ‖Lp  C‖ f ‖Lp , ∀ f ∈ Lp, ∀p ∈ [1,+∞]. (13)
Combining this result with the integral Minkowski inequality, we also deduce that
‖Δl f ‖Lpx Lqt  C‖ f ‖Lpx Lqt , ∀ f ∈ L
p
x L
q
t , ∀p,q ∈ [1,+∞]. (14)
We will need to commute S0 and Δl with the operator of multiplication by x
[S0, x] f = S ′0 f where S ′0 f =
((
d
dξ
χ
)
fˆ
)∨
, (15)
[Δl, x] f = Δ′l f where Δ′l f =
(
2−l
(
d
dξ
ψ
)(
2−l·) fˆ)∨. (16)
Finally, let ψ˜ be another smooth function supported in R\ {0} such that ψ˜ = 1 on supp(ψ ). We deﬁne
Δ˜l like Δl with ψ˜ instead of ψ which yields in particular the following identity
Δ˜lΔl = Δl. (17)
2.3. Function spaces
Let 1 p,q∞, T > 0, the mixed “space–time” Lebesgue spaces are deﬁned by
Lpx L
q
T :=
{
u :R × [−T , T ] → R measurable: ‖u‖Lpx LqT < ∞
}
and
LqT L
p
x :=
{
u :R × [−T , T ] → R measurable: ‖u‖LqT Lpx < ∞
}
,
where
‖u‖Lpx LqT :=
( ∫
R
∥∥u(x, ·)∥∥pLq([−T ,T ]) dx
)1/p
(18)
and
‖u‖LqT Lpx :=
( T∫
−T
∥∥u(·, t)∥∥qLp(R) dt
)1/q
. (19)
Next we derive the following Berstein’s inequalities.
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∥∥Δl∂ jx f ∥∥Lpx LqT  2 jl‖Δl f ‖Lpx LqT (20)
and
∥∥xΔl∂ jx f ∥∥Lpx LqT  2 jl‖xΔl f ‖Lpx LqT + 2 j(l−1)‖Δl f ‖Lpx LqT . (21)
Proof. We deduce from (17), (18), integral Minkowski’s and Young’s inequalities that
∥∥Δl∂ jx f ∥∥Lpx LqT = ∥∥Δ˜lΔl∂ jx f ∥∥Lpx LqT = ∥∥∥∥∂ jx (ψ˜l)∨ ∗ Δl f (·, t)∥∥LqT ∥∥Lpx

∥∥∥∥
∫
R
∣∣∂ jx (ψ˜l)∨(y)∣∣∥∥Δl f (x− y, t)∥∥LqT dy
∥∥∥∥
Lpx

∥∥∂ jx (ψ˜l)∨∥∥L1x ‖Δl f ‖Lpx LqT .
This implies (20), since ‖∂ jx (ψ˜l)∨‖L1x = c2l j . By a similar argument, we have
∥∥xΔl∂ jx f ∥∥Lpx LqT  ∥∥x(∣∣∂ jx (ψ˜l)∨∣∣ ∗ ∥∥Δl f (·, t)∥∥LqT (x))∥∥Lpx

∥∥∂ jx (ψ˜l)∨∥∥L1x ‖xΔl f ‖Lpx LqT + ∥∥x∂ jx (ψ˜l)∨∥∥L1x ‖Δl f ‖Lpx LqT ,
which implies inequality (21), since
∥∥∂ jx (ψ˜l)∨∥∥L1x = c2l j and ∥∥x∂ jx (ψ˜l)∨∥∥L1x = c2(l−1) j . 
We will also use the fractional Sobolev spaces. Let s ∈ R, then
Hs(R) := { f ∈ S ′(R): (1+ ξ2)s/2 fˆ (ξ) ∈ L2(R)}
with the norm
‖ f ‖Hs :=
∥∥(1+ ξ2)s/2 fˆ (ξ)∥∥L2 . (22)
When s = k ∈ N, it is well known (see for example [19]) that
Hk(R) = { f ∈ L2(R): ∂ lx f ∈ L2(R), l = 0,1, . . . ,k}
with the equivalent norm
‖ f ‖L2k :=
k∑
l=0
∥∥∂ lx f ∥∥L2 ∼ ‖ f ‖Hk . (23)
Similarly, it is possible to deﬁne weighted Sobolev spaces. Let k ∈ N, then
Hk
(
R; x2dx) := { f ∈ L2(R; x2dx): ∂ lx f ∈ L2(R; x2dx), l = 0,1, . . . ,k}
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‖ f ‖Hk(x2dx) :=
k∑
l=0
∥∥x∂ lx f ∥∥L2 . (24)
Finally, we recall the deﬁnition of the Besov spaces and deﬁne weighted Besov spaces. Let s ∈ R,
p,q  1, the nonhomogeneous Besov space Bs,qp (R) is the completion of the Schwartz space S(R)
under the norm
‖ f ‖Bs,qp := ‖S0 f ‖Lp +
∥∥{2ls‖Δl f ‖Lp}l0∥∥lq(N). (25)
This deﬁnition naturally extends (even if s ∈ R) for weighted spaces. Let s ∈ R, p,q  1, then
Bs,qp (R; xpdx) is the completion of the Schwartz space S(R) under the norm
‖ f ‖Bs,qp (xpdx) := ‖xS0 f ‖Lp +
∥∥{2ls‖xΔl f ‖Lp}l0∥∥lq(N). (26)
It is well known (see [20]) that for all s ∈ R
Hs(R) = Bs,22 (R) and that ‖ f ‖Hs ∼ ‖ f ‖Bs,22 . (27)
Next we derive a similar result for weighted spaces in the case s = k ∈ N.
Lemma 2.3. Let k ∈ N, k 1 and f ∈ S(R), then
‖ f ‖Hk(x2dx) + ‖ f ‖Hk−1 ∼ ‖ f ‖Bk,22 (x2dx) + ‖ f ‖Hk−1 . (28)
Proof. We apply (15), (16), (27), the Plancherel theorem and the fact that the supports of ddξ ψ(2
−lξ)
are almost disjoint to get
‖ f ‖Bk,22 (x2dx) = ‖xS0 f ‖L2 +
(∑
l0
4lk‖xΔl f ‖2L2
)1/2

∥∥S0(xf )∥∥L2 + ∥∥S ′0 f ∥∥L2 +
(∑
l0
4lk
(∥∥Δl(xf )∥∥L2 + ∥∥Δ′l f ∥∥L2)2
)1/2
 ‖xf ‖Bk,22 +
( ∫
R
∣∣∣∣
(
d
dξ
χ
)
(ξ) fˆ (ξ)
∣∣∣∣
2
dξ +
∑
l0
∫
R
4l(k−1)
∣∣∣∣
(
d
dξ
ψ
)(
2−lξ
)
fˆ (ξ)
∣∣∣∣
2
dξ
)1/2
 ‖xf ‖Hk +
∥∥∂k−1x f ∥∥L2 .
Then we use (23) and the identity
∂ lx(xf ) = l∂ l−1x f + x∂ lx f , ∀l 1,
to obtain that
‖ f ‖Bk,22 (x2dx)  ‖ f ‖Hk(x2dx) + ‖ f ‖Hk−1 . (29)
The other inequality of (28) follows exactly by the same argument. 
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Theorem 2.4. There exists δ > 0 such that for all
u0 ∈ B2 j+1/4,12 (R) ∩B1/4,12
(
R; x2dx)
with
β = ‖u0‖B2 j+9/4,12 + ‖u0‖B1/4,12 (x2dx)  δ, (30)
there exist T = T (β) such that T (β) ↗ +∞ when β → 0, a space XT such that
XT ↪→ C
([−T , T ];B2 j+1/4,12 (R) ∩B1/4,12 (R; x2dx)) (31)
and a unique solution u of (1) in XT . Moreover, the ﬂow map is smooth from B2 j+1/4,12 (R)∩B1/4,12 (R; x2dx)
to XT near the origin.
Theorem 2.5. Let s > 2 j + 1/4, then there exists δ > 0 such that for all u0 ∈ Hs(R) ∩Bs−2 j,22 (R; x2dx) with
β = ‖u0‖B2 j+1/4,12 + ‖u0‖B1/4,12 (x2dx)  δ, (32)
there exist T = T (β) such that T (β) ↗ +∞ when β → 0, a space YT ,s such that
YT ,s ↪→ C
([−T , T ]; Hs(R) ∩Bs−2 j,22 (R; x2dx)) (33)
and a unique solution u of (1) in YT ,s . Moreover, the ﬂow map is smooth from Hs(R) ∩ Bs−2 j,22 (R; x2dx) to
YT ,s near the origin.
Corollary 1. Let k ∈ N such that k > 2 j + 1/4, then the IVP (1) is locally well-posed in the space Hk(R) ∩
Hk−2 j(R; x2dx) for small initial data.
Proof. We know by Lemma 2.3, that
Hk(R) ∩Bk−2 j,22
(
R; x2dx)= Hk(R) ∩ Hk−2 j(R; x2dx).
Then Corollary 1 follows directly from Theorem 2.5. 
Remark 2.6. Corollary 1 improves the previous results in [1] for the nondissipative KdV-KV equation.
Moreover, we have the following ill-posedness results for the IVP (1).
Theorem 2.7. Let s ∈ R and T > 0, suppose that there exists k > j such that a0,k = 0, then, there does not
exist any space XT such that XT is continuously embedded in C([−T , T ]; Hs(R)), i.e.
‖u‖C([−T ,T ];Hs)  ‖u‖XT , ∀u ∈ XT , (34)
and such that
∥∥U j(t)φ∥∥  ‖φ‖Hs , ∀φ ∈ Hs(R), (35)XT
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∥∥∥∥∥
t∫
0
U j(t − t′)
∑
0l1l22 j
al1,l2∂
l1
x u(t
′)∂ l2x v(t′)dt′
∥∥∥∥∥
XT
 ‖u‖XT ‖v‖XT . (36)
Theorem 2.8. Let s ∈ R, suppose that there exists k > j such that a0,k = 0. Then, if the Cauchy problem (1) is
locally well-posed in Hs(R), the ﬂow map data-solution
S(t) : Hs(R) → Hs(R), φ → u(t) (37)
is not C2 at zero.
These ill-posedness results also apply for the higher-order equations (3) and (4).
Theorem 2.9. Let s ∈ R. If the Cauchy problems (3) and respectively (4) are locally well-posed in Hs(R), then
the associated ﬂow maps data-solution
ShoBO(t) : Hs(R) → Hs(R), φ → u(t), (38)
and respectively
ShoILW(t) : Hs(R) → Hs(R), φ → u(t) (39)
are not C2 at zero.
3. Linear estimates
3.1. Linear estimates for the free and the nonhomogeneous evolutions
Proposition 3.1 (Kato type smoothing effect). Let j  1. If u0 ∈ L2(R), then
∥∥∂ jx U j(t)u0∥∥L∞x L2t  ‖u0‖L2 . (40)
Let T > 0, then if f ∈ L1x L2T
∥∥∥∥∥
t∫
0
∂
j
x U j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞T L2x
 ‖ f ‖L1x L2T (41)
and
∥∥∥∥∥
t∫
0
∂
2 j
x U j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞x L2T
 ‖ f ‖L1x L2T . (42)
Proof. See [10]. 
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∥∥U j(t)u0∥∥L4x L∞t  ∥∥D1/4x u0∥∥L2 (43)
and
∥∥U j(t)u0∥∥L1x L∞T  ∥∥D1/4x u0∥∥L2 + ∥∥D1/4x (xu0)∥∥L2 + T∥∥D1/4x ∂2 jx u0∥∥L2 . (44)
Proof. The estimate (43) is due to Kenig, Ponce and Vega [6] (see also the work of Kenig and Ruiz [11]
in the case j = 1). We will prove the estimate (44) using (6), (43) and Hölder’s inequality
∥∥U j(t)u0∥∥L1x L∞T =
∫
|x|1
sup
[−T ,T ]
∣∣U j(t)u0(x)∣∣dx+
∫
|x|>1
1
|x| sup[−T ,T ]
∣∣xU j(t)u0(x)∣∣dx

∥∥U j(t)u0∥∥L4x L∞T + ∥∥U j(t)(xu0)∥∥L4x L∞T + T∥∥U j(t)∂2 jx u0∥∥L4x L∞T

∥∥D1/4x u0∥∥L2 + ∥∥D1/4x (xu0)∥∥L2 + T∥∥D1/4x ∂2 jx u0∥∥L2 . 
Remark 3.3. It is interesting to observe that the restriction on the s in Theorem 2.5 (s > 2 j + 1/4)
appears in the estimate (44).
3.2. Linear estimates for phase localized functions
Following the ideas in [13], we will derive linear estimates for the phase localized free and non-
homogeneous evolutions.
Proposition 3.4. Let u0 ∈ S(R), then we have for all l 0
∥∥ΔlU j(t)u0∥∥L∞T L2x = ‖Δlu0‖L2x (45)
and
∥∥xΔlU j(t)u0∥∥L∞T L2x  ‖xΔlu0‖L2x + T22 jl‖Δlu0‖L2x . (46)
If f :R × [0, T ] → C is smooth, then we have for all l 0
∥∥∥∥∥
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞T L2x
 2− jl‖Δl f ‖L1x L2T (47)
and
∥∥∥∥∥
t∫
0
xΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞T L2x
 2− jl‖xΔl f ‖L1x L2T + T2
jl‖Δl f ‖L1x L2T . (48)
Proof. The identity (45) follows directly from the fact that U j is a unitary group in L2(R). To prove
the estimate (46), we will use (6), (45) and Plancherel’s theorem
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 ‖xΔlu0‖L∞T L2x + T2
2 jl‖Δlu0‖L∞T L2x .
The estimate (47) follows from (41), Plancherel’s theorem and the fact that Δl localize the frequency
near |ξ | ∼ 2l . Next, we will prove the estimate (48). The identity (6), the estimate (41) and the fact
the operator xΔl still localizes the frequency near |ξ | ∼ 2l (see the commutator identity (16)), imply
that
∥∥∥∥∥
t∫
0
xΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞T L2x
 2− jl‖xΔl f ‖L1x L2T + T2
jl‖Δl f ‖L1x L2T .  (49)
Proposition 3.5. Let u0 ∈ S(R), then we have for all l 0
∥∥ΔlU j(t)u0∥∥L∞x L2T  2− jl‖Δlu0‖L2x (50)
and
∥∥xΔlU j(t)u0∥∥L∞x L2T  2− jl‖xΔlu0‖L2x + T2 jl‖Δlu0‖L2x . (51)
If f :R × [0, T ] → C is smooth, then we have for all l 0
∥∥∥∥∥
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞x L2T
 2−2 jl‖Δl f ‖L1x L2T (52)
and
∥∥∥∥∥
t∫
0
xΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L∞x L2T
 2−2 jl‖xΔl f ‖L1x L2T + T‖Δl f ‖L1x L2T . (53)
Proof. The proof is the same as for Proposition 3.4 where we use (40) and (42) instead of (41). 
In order to derive a nonhomogeneous estimate for the localized maximal function, we need the
following lemma due to Molinet and Ribaud (see [13]) and inspired by a previous result of Christ and
Kiselev (see [4]).
Lemma 3.6. Let L be a linear operator deﬁned on space–time functions f (x, t) by
L f (t) =
T∫
0
K (t, t′) f (t′)dt′,
where K :S(R2) → C(R3) and such that
‖L f ‖Lp1 L∞  C‖ f ‖Lp2 Lq2x T x T
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∥∥∥∥∥
t∫
0
K (t, t′) f (t′)dt′
∥∥∥∥∥
Lpx L
∞
T
 C‖ f ‖Lp2x Lq2T .
Proposition 3.7. Let u0 ∈ S(R), then we have for all l 0
∥∥ΔlU j(t)u0∥∥L1x L∞T  2( 14+2 j)l(1+ T )‖Δlu0‖L2x + 2 14 l‖xΔlu0‖L2x . (54)
If f :R × [0, T ] → C is smooth, then we have for all l 0
∥∥∥∥∥
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L1x L
∞
T
 2( 14− j)l‖xΔl f ‖L1x L2T + (1+ T )2
( 14+ j)l‖Δl f ‖L1x L2T . (55)
Proof. To obtain the estimate (54), we apply (44) with Δlu0 instead of u0, then we use Plancherel’s
theorem and the fact that the operators Δl and xΔl localize the frequency near |ξ | ∼ 2l .
In order to prove the estimate (55), we ﬁrst need to derive a “nonretarded” L4-maximal function
estimate. Note ﬁrst that duality and (43) imply that
∥∥∥∥∥
T∫
0
ΔlU j(−t) f (·, t)dt
∥∥∥∥∥
L2x
 2 14 l‖Δl f ‖L4/3x L1T . (56)
Then, we deduce combining (47), (56) and the Cauchy–Schwarz inequality that for all g ∈ L4/3x L1T
∫
R×[0,T ]
( T∫
0
ΔlU j(t − t′) f (·, t′)dt′
)
g(x, t)dxdt
=
∫
R
( T∫
0
U j(−t′)Δl f (·, t′)dt′
)( T∫
0
U j(−t)Δ˜l g(·, t)dt
)
dx

∥∥∥∥∥
T∫
0
U j(−t′)Δl f (·, t′)dt′
∥∥∥∥∥
L2x
∥∥∥∥∥
T∫
0
U j(−t)Δ˜l g(·, t)dt
∥∥∥∥∥
L2x
 2− jl‖Δl f ‖L1x L2T 2
1
4 l‖g‖
L4/3x L
1
T
,
so that by duality
∥∥∥∥∥
T∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L4x L
∞
T
 2( 14− j)l‖Δl f ‖L1x L2T . (57)
Then, we use Lemma 3.6 to obtain the corresponding “retarded” estimate
∥∥∥∥∥
t∫
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L4x L
∞
 2( 14− j)l‖Δl f ‖L1x L2T . (58)0 T
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∞
T estimate for the nonhomogeneous term. We have by Hölder’s
inequality
∥∥∥∥∥
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L1x L
∞
T
=
∫
|x|1
sup
t∈[−T ,T ]
∣∣∣∣∣
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∣∣∣∣∣dx+
∫
|x|>1
1
|x| supt∈[−T ,T ]
∣∣∣∣∣
t∫
0
xΔlU j(t − t′) f (·, t′)dt′
∣∣∣∣∣dx

∥∥∥∥∥
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L4x L
∞
T
+
∥∥∥∥∥
t∫
0
xΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L4x L
∞
T
. (59)
Thus, we deduce from (6), (58) and (59) that
∥∥∥∥∥
t∫
0
ΔlU j(t − t′) f (·, t′)dt′
∥∥∥∥∥
L1x L
∞
T

(
2(
1
4− j)l + T2( 14+ j)l)‖Δl‖L1x L2T + 2( 14− j)l‖xΔl f ‖L1x L2T , (60)
which leads to (55), since l 0. 
Remark 3.8. All the results in Propositions 3.4, 3.5 and 3.7 are still valid with S0 instead of Δl and
l = 0.
4. Proofs of Theorems 2.4 and 2.5
Proof of Theorem 2.4. Consider the integral equation associated to (1)
u(t) = F (u)(t), (61)
where
F (u)(t) := U j(t)u0 +
t∫
0
U j(t − t′)
∑
0 j1+ j22 j
a j1, j2∂
j1
x u(t
′)∂ j2x u(t′)dt′. (62)
Let T > 0, deﬁne the following semi-norms:
NT1 (u) = ‖S0u‖L∞T L2x +
∞∑
l=1
2(2 j+
1
4 )l‖Δlu‖L∞T L2x , (63)
NT2 (u) = ‖xS0u‖L∞T L2x +
∞∑
l=1
2
1
4 l‖xΔlu‖L∞T L2x , (64)
P T1 (u) = ‖S0u‖L∞x L2T +
∞∑
2(3 j+
1
4 )l‖Δlu‖L∞x L2T , (65)l=1
D. Pilod / J. Differential Equations 245 (2008) 2055–2077 2067P T2 (u) = ‖xS0u‖L∞x L2T +
∞∑
l=1
2( j+
1
4 )l‖xΔlu‖L∞x L2T , (66)
MT (u) = ‖S0u‖L1x L∞T +
∞∑
l=1
‖Δlu‖L1x L∞T . (67)
Then, we deﬁne the Banach space
XT =
{
u ∈ C([−T , T ];B2 j+1/4,12 (R) ∩B1/4,12 (R; x2dx)): ‖u‖XT < ∞}, (68)
where
‖u‖XT = NT1 (u) + NT2 (u) + P T1 (u) + P T2 (u) + MT (u). (69)
We deduce from (45), (46), (50), (51) and (54) that∥∥U j(t)u0∥∥XT  (1+ T )(‖u0‖B2 j+1/4,12 + ‖u0‖B1/4,12 (x2dx)
)
, (70)
and from (47), (48), (52), (53) and (55) that
∥∥∥∥∥
t∫
0
U j(t − t′)
∑
0 j1+ j22 j
a j1, j2∂
j1
x u(t
′)∂ j2x v(t′)dt′
∥∥∥∥∥
XT
 (1+ T )
∑
0 j1+ j22 j
|a j1, j2 |
(∥∥S0(∂ j1x u∂ j2x v)∥∥L1x L2T +
∞∑
l=1
2( j+
1
4 )l
∥∥Δl(∂ j1x u∂ j2x v)∥∥L1x L2T
+ ∥∥xS0(∂ j1x u∂ j2x v)∥∥L1x L2T +
∞∑
l=1
2(
1
4− j)l
∥∥xΔl(∂ j1x u∂ j2x v)∥∥L1x L2T
)
. (71)
In order to estimate the nonlinear term
∑∞
l=1 2( j+
1
4 )l‖Δl(∂ j1x u∂ j2x v)‖L1x L2T , we observe that
Δl( f g) = Δl
((
S0 f +
∑
r1
Δr f
)(
S0g +
∑
k1
Δk g
))
= Δl
(
S0 f S0g +
∑
r1
Δr f Sr g +
∑
r1
Δr g Sr−1 f
)
, (72)
where f = ∂ j1x u and g = ∂ j2x v . First, since Δl(S0uS0v) = 0 for l  3 and since the operators Δl are
uniformly bounded (in l) in L1, we have by Hölder’s inequality
∑
l1
2( j+
1
4 )l
∥∥Δl(S0∂ j1x uS0∂ j2x v)∥∥L1x L2T  ‖S0u‖L∞x L2T ‖S0v‖L1x L∞T . (73)
In order to estimate the second term on the right-hand side of (72), we notice, since the term
Δr∂
j1
x uSr∂
j2
x v is localized in frequency in the set |ξ |  2r+3 and the operator Δl only sees the fre-
quency in the set 2l−1  |ξ | 2l+1, that
Δl
( ∞∑
r=1
Δr f Sr g
)
= Δl
( ∑
rl−3
Δr f Sr g
)
. (74)
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∑
rl Δr∂
j1
x uSr∂
j2
x v). Using Hölder’s inequality,
the estimate (20), and the fact that
∥∥Sr∂ j2x v∥∥L1x L∞T  ‖S0v‖L1x L∞T +
r∑
k=1
∥∥Δk∂ j2x v∥∥L1x L∞T
 ‖S0v‖L1x L∞T +
r∑
k=1
2 j2k‖Δkv‖L1x L∞T  2
j2rMT (v), (75)
we deduce that
∑
l1
2( j+
1
4 )l
∥∥∥∥Δl
(∑
rl
Δr∂
j1
x uSr∂
j2
x v
)∥∥∥∥
L1x L
2
T

∑
l1
2( j+
1
4 )l
∑
rl
∥∥Δr∂ j1x u∥∥L∞x L2T ∥∥Sr∂ j2x v∥∥L1x L∞T
 MT (v)
∑
r1
(
r∑
l=1
2( j+
1
4 )l
)
2( j1+ j2)r‖Δru‖L∞x L2T
 MT (v)P T1 (u) ‖u‖XT ‖v‖XT , (76)
since j1 + j2  2 j. Thus, we obtain, gathering (72)–(74) and (76) that
∞∑
l=1
2( j+
1
4 )l
∥∥Δl(∂ j1x u∂ j2x v)∥∥L1x L2T  ‖u‖XT ‖v‖XT . (77)
We apply exactly the same strategy to estimate the other nonlinear term
∑∞
l=1 2(
1
4− j)l‖xΔl(∂ j1x u ·
∂
j2
x v)‖L1x L2T . Then, we have only to estimate terms of the form
∞∑
l=1
2(
1
4− j)l
∥∥∥∥xΔl
(∑
rl
Δr∂
j1
x uSr∂
j2
x v
)∥∥∥∥
L1x L
2
T
.
For this, we combine the same ideas as for the estimate (77) with the commutator identity (16) and
the fact that the operators Δ′l are also uniformly bounded (in l) in L
1 to deduce that
∑
l1
2(
1
4− j)l
∥∥xΔl(∂ j1x u∂ j2x v)∥∥L1x L2T

∑
l1
2(
1
4− j)l
∑
rl
∥∥xΔr∂ j1x uSr∂ j2x v∥∥L∞x L2T +
∑
l1
2−(
3
4+ j)l
∑
rl
∥∥Δr∂ j1x uSr∂ j1x v∥∥L∞x L2T
 MT (v)
(
P T1 (u) + P T2 (u)
)
. (78)
Thus, we deduce from (71), (77) and (78) that
∥∥∥∥∥
t∫
0
U j(t − t′)
∑
j1+ j22 j
a j1, j2∂
j1
x u(t
′)∂ j2x u(t′)dt′
∥∥∥∥∥
XT
 (1+ T )‖u‖XT ‖v‖XT . (79)
Then, we use (70) and (79) to deduce that there exists a constant C > 0 such that
∥∥F (u)∥∥X  C(1+ T )(‖u0‖B9/4,1 + ‖u0‖B1/4,1(x2dx) + ‖u‖2XT ), (80)T 2 2
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for all u, v ∈ XT . Let XT (a) := {u ∈ XT : ‖u‖XT  a} be the closed ball of XT with radius a. XT (a)
equipped with the metric induced by the norm ‖ · ‖XT is a complete metric space. If we choose
β = ‖u0‖B9/4,12 + ‖u0‖B1/4,12 (x2dx)  δ <min
{(
1
4C
)2
,1
}
, (82)
a =√β, and T = 1
4C
√
β
, (83)
we have that
2C(1+ T )a < 1. (84)
Then, we deduce from (80) and (81) that the operator F is a contraction in XT (a) (up to the persis-
tence property) and so, by the Picard ﬁxed point theorem, there exists a unique solution of (61) in
XT (a).
The proof of persistence, uniqueness and smoothness of the map follows by standard arguments
(see for example [7]). 
Proof of Theorem 2.5.
Lemma 4.1. Let s > 2 j + 1/4, then the injection
Hs(R) ∩Bs−2 j,22
(
R; x2dx) ↪→ B2 j+1/4,12 (R) ∩B1/4,12 (R; x2dx) (85)
is continuous.
Proof. Let s > 2 j + 1/4 and f ∈ Hs(R). We obtain using the Cauchy–Schwarz inequality that
‖ f ‖B2 j+1/4,12 = ‖S0 f ‖L2 +
∑
l0
2ls‖Δl f ‖L22l(2 j+1/4−s)
 ‖S0 f ‖L2 +
(∑
l1
4(2 j+1/4−s)l
)1/2(∑
l1
4sl‖Δl f ‖2L2
)1/2
 ‖ f ‖Bs,22 ∼ ‖ f ‖Hs . (86)
Similarly, we get
‖ f ‖B1/4,12 (x2dx)  ‖ f ‖Bs−2 j,22 (x2dx), (87)
when s > 2 j + 1/4 and then, (86) and (87) yield (85). 
Now, let s > 2 j + 1/4. Exactly as in the proof of Theorem 2.4, we want to apply a ﬁxed point
theorem to solve the integral equation (61) in some good function space. In this way, deﬁne the
following semi-norm
‖u‖XT ,s = NT1,s(u) + NT2,s(u) + P T1,s(u) + P T2,s(u), (88)
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NT1,s(u) = ‖S0u‖L∞T L2x +
( ∞∑
l=1
4sl‖Δlu‖2L∞T L2x
)1/2
, (89)
NT2,s(u) = ‖xS0u‖L∞T L2x +
( ∞∑
l=1
4(s−2 j)l‖xΔ ju‖2L∞T L2x
)1/2
, (90)
P T1,s(u) = ‖S0u‖L∞x L2T +
( ∞∑
l=1
4(s+ j)l‖Δlu‖2L∞x L2T
)1/2
, (91)
P T2,s(u) = ‖xS0u‖L∞x L2T +
( ∞∑
l=1
4(s− j)l‖xΔlu‖2L∞x L2T
)1/2
. (92)
If u0 ∈ Hs(R) ∩Bs−2 j,22 (R; x2dx), by Lemma 4.1, it makes sense to deﬁne
λs :=
‖u0‖B2 j+1/4,12 + ‖u0‖B1/4,12 (x2dx)
‖u0‖Hs + ‖u0‖Bs−2 j,22 (x2dx)
. (93)
Then, let YT ,s be the Banach space
YT ,s =
{
u ∈ C([−T , T ]; Hs(R) ∩Bs−2 j,22 (R; x2dx)) such that ‖u‖YT ,s < ∞}, (94)
where
‖u‖YT ,s = ‖u‖XT + λs‖u‖XT ,s . (95)
We deduce from (45), (46), (50), (51), (54), (93) and (95) that
∥∥U j(t)u0∥∥YT ,s  (1+ T )(‖u0‖B2 j+1/4,12 + ‖u0‖B1/4,12 (x2dx)
)
. (96)
In order to estimate the nonlinear term of (62) in the norm ‖ · ‖YT ,s , we remember (79), and then it
only remains to derive estimates of the form
∥∥∥∥∥
t∫
0
U j(t − t′)
(
∂
j1
x u(t
′)∂ j2x u(t′)
)
dt′
∥∥∥∥∥
XT ,s
 (1+ T )‖u‖YT ,s‖v‖YT ,s . (97)
In this way, we use (47), (48), (52), (53) and (55) and argue as in the proof of Theorem 2.4 to estimate
the left-hand side of (97) by some terms of the form
A =
(∑
l1
4(s− j)l
∥∥∥∥∥Δl
( ∞∑
r=l
Δr∂
j1
x uSr∂
j2
x v
)∥∥∥∥∥
2
L1x L
2
T
)1/2
, (98)
B =
(∑
l1
4(s−3 j)l
∥∥∥∥∥xΔl
( ∞∑
r=l
Δr∂
j1
x uSr∂
j2
x v
)∥∥∥∥∥
2
L1L2
)1/2
, (99)x T
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(75), the inequality
A  MT (v)
(∑
l0
4(s+ j)l
( ∞∑
r=l
‖Δru‖L∞x L2T
)2)1/2
. (100)
Then, deﬁne
γr = 2(s+ j)l‖Δru‖L∞x L2T and note that
∥∥{γr}r∥∥l2(N)  P T1,s(u). (101)
We deduce by (100), a change of index and Minkowski’s inequality that
A  MT (v)
∥∥∥∥∥
{ ∞∑
r=l
2(s+ j)(l−r)γr
}
l
∥∥∥∥∥
l2(N)
= MT (v)
∥∥∥∥
{∑
k0
2−(s+ j)kγl+k
}
l
∥∥∥∥
l2(N)
 MT (v)
∑
k0
2−(s+ j)k
∥∥{γl+k}l∥∥l2(N)  MT (v)∥∥{γl}l∥∥l2(N)∑
k0
2−(s+ j)k,
then (101) implies that
A  P T1,s(u)MT (v). (102)
Analogously, we obtain a similar estimate for B
B  P T2,s(u)MT (v). (103)
Thus, (102) and (103) yield (97) and we conclude the proof of Theorem 2.5 as for Theorem 2.4 using
(96) and (97) instead of (70) and (79). 
Remark 4.2. Unless we can use the strategy of Kenig, Ponce and Vega in [9] to show well-posedness
for the IVPs (3) and (4) in weighted Sobolev spaces, it is not clear whether the technique used here
applies or not.
5. Ill-posedness results
In the proofs of Theorems 2.7 and 2.8, we will suppose, for simplicity, that the nonlinearity∑
0l1l22 j al1,l2∂
l1
x u∂
l2
x u has the form ∂
k
x (u
2) with k > j.
Proof of Theorem 2.7. The key point of the proof is the following algebraic relation.
Lemma 5.1. Let j ∈ N such that j  1 and ξ, ξ1 ∈ R, then
ξ
2 j+1
1 + (ξ − ξ1)2 j+1 − ξ2 j+1 = (ξ − ξ1)Q 2 j(ξ, ξ1), (104)
where
Q 2 j(ξ, ξ1) =
2 j∑
l=0
(
(−1)lCl2 j − 1
)
ξ2 j−lξ l1 (105)
and Cln = n!l!(n−l)! .
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Let s ∈ R, k, j ∈ N such that k > j and T > 0. Suppose that there exists a space XT such as in
Theorem 2.7. Take φ, ψ ∈ Hs(R), and deﬁne u(t) = U j(t)φ and v(t) = U j(t)ψ . Then, we use (34), (35)
and (36) to deduce that
∥∥∥∥∥
t∫
0
U j(t − t′)∂kx
[(
U j(t
′)φ
)(
U j(t
′)ψ
)]
dt′
∥∥∥∥∥
Hs
 ‖φ‖Hs‖ψ‖Hs . (106)
We will show that (106) fails for an appropriate pair of φ, ψ , which would lead to a contradiction.
Deﬁne φ and ψ by
φ = (α−1/2χI1)∨ (107)
and
ψ = (α−1/2N−sχI2)∨, (108)
where
N  1, 0< α  1, I1 = [α/2,α] and I2 = [N,N + α]. (109)
Note ﬁrst that
‖φ‖Hs ∼ ‖ψ‖Hs ∼ 1. (110)
Then, we use the algebraic relation (104), the deﬁnition of the unitary group U j and the deﬁnition of
φ and ψ to estimate the Fourier transform of the left-hand side of (64)
( t∫
0
U j(t − t′)∂kx
[(
U j(t
′)φ
)(
U j(t
′)ψ
)]
dt′
)∧
(ξ)
=
t∫
0
e(−1) j+1 i(t−t′)ξ2 j+1 (iξ)k
(
e(−1) j+1 it(·)2 j+1 φˆ
) ∗ (e(−1) j+1 it(·)2 j+1 ψˆ)(ξ)dt′
=
∫
R
e(−1) j+1 itξ2 j+1 (iξ)kψˆ(ξ1)φˆ(ξ − ξ1)
t∫
0
e(−1) j+1 it′Q 2 j(ξ,ξ1)(ξ−ξ1) dt′ dξ1
=
∫
R
e(−1) j+1 itξ2 j+1 (iξ)kψˆ(ξ1)φˆ(ξ − ξ1) e
(−1) j+1 it(ξ−ξ1)Q 2 j(ξ,ξ1) − 1
(−1) j+1i(ξ − ξ1)Q 2 j(ξ, ξ1) dξ1
∼ e
(−1) j+1 itξ2 j+1ξk
αNs
∫
ξ1∈I2
ξ−ξ1∈I1
e(−1) j+1 it(ξ−ξ1)Q 2 j(ξ,ξ1) − 1
(ξ − ξ1)Q 2 j(ξ, ξ1) dξ1. (111)
When ξ − ξ1 ∈ I1 and ξ1 ∈ I2, we have that |(ξ − ξ1)Q 2 j(ξ, ξ1)| ∼ αN2 j . We choose α = N−2 j− , with
0<  < 1, so that
∣∣(ξ − ξ1)Q 2 j(ξ, ξ1)∣∣∼ N−  1 (112)
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e(−1) j+1 it(ξ−ξ1)Q 2 j(ξ,ξ1) − 1
(ξ − ξ1)Q 2 j(ξ, ξ1) = ct + o
(
N−
)
, (113)
where c ∈ C. We are now able to give a lower bound for the left-hand side of (106)
∥∥∥∥∥
t∫
0
U j(t − t′)∂kx
[(
U j(t
′)φ
)(
U j(t
′)ψ
)]
dt′
∥∥∥∥∥
Hs
 N
s
Nsα
Nkα1/2α. (114)
Thus we conclude from (106), (110) and (114) that
Nkα1/2 = Nk− j−/2  1, ∀N  1, (115)
which is a contradiction since k > j. 
Remark 5.2. Since the class of Eq. (1) often appears in physical situations where the function u is
needed to be real-valued, it is interesting to notice that Theorems 2.7 and 2.8 are also valid if we ask
the functions to be real. Actually take φ1 = φ and ψ1 = ψ instead of φ and ψ , then
φˆ1 = α
−1/2
2
χ{α/2|ξ |α} and ψˆ1 = α
−1/2N−s
2
χ{N|ξ |N+α}, (116)
and so we can conclude the proof as above.
Proof of Theorem 2.8. Let s ∈ R and k, j ∈ N such that k > j. Suppose that there exists T > 0 such
that the Cauchy problem (1) is locally well-posed in Hs(R) in the time interval [0, T ] and that its ﬂow
map solution S j,k : Hs(R) → C([0, T ]; Hs(R)) is C2 at the origin. When φ ∈ Hs(R), we will denote
uφ(t) = S j,k(t)φ the solution of the Cauchy problem (1) with initial data φ. This means that uφ is a
solution of the integral equation
u(t) := U j(t)u0 +
t∫
0
U j(t − t′)∂kx
(
u2
)
dt′. (117)
When φ and ψ are in Hs(R), we use the fact that the nonlinearity ∂kx (uv) is a bilinear symmetric
application to compute the Fréchet derivative of S j,k(t) at ψ in the direction φ
dψ S
j,k(t)φ = U j(t)φ + 2
t∫
0
U j(t − t′)∂kx
(
uψ(t
′)dψ S j,k(t′)φ
)
dt′. (118)
Since the Cauchy problem (1) is supposed to be well-posed, we know using the uniqueness that
S j,k(t)0= u0(t) = 0 and then we deduce from (118) that
d0S
j,k(t)φ = U j(t)φ. (119)
Using (118), we compute the second Fréchet derivative at the origin in the direction (φ,ψ)
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j,k(t)(φ,ψ) = d0
(
dS j,k(t)φ
)
ψ = ∂
∂β
(
β → dβψ S j,k(t)φ
)∣∣
β=0
= 2
t∫
0
U j(t − t′)∂kx
(
dβψ S
j,k(t′)ψdβψ S j,k(t′)φ
)
dt′
∣∣
β=0
+ 2
t∫
0
U j(t − t′)∂kx
(
uβψ(t
′)d2βψ S j,k(t′)(φ,ψ)
)
dt′
∣∣
β=0.
Thus we deduce using (119) that
d20S
j,k(t)(φ,ψ) = 2
t∫
0
U j(t − t′)∂kx
[(
U j(t
′)ψ
)(
U j(t
′)φ
)]
dt′. (120)
The assumption of C2 regularity of S j,k(t) at the origin would imply that d20S
j,k(t) ∈ B(Hs(R) ×
Hs(R), Hs(R)), which would lead to the following inequality
∥∥d20S j,k(t)(φ,ψ)∥∥Hs(R)  ‖φ‖Hs(R)‖ψ‖Hs(R), ∀φ,ψ ∈ Hs(R). (121)
But (121) is equivalent to (106) which has been shown to fail in the proof of Theorem 2.7. 
The case of the higher-order Benjamin–Ono and intermediate long wave equations. In order to study
the Cauchy problems (3) (respectively (4)), we deﬁne V1 (respectively V2(t)) the unitary group in
Hs(R) associated to the linear part of the equations, i.e.
Vk(t)φ =
(
eipk(ξ)t φˆ
)∨
, k = 1,2, ∀t ∈ R, ∀φ ∈ Hs(R), (122)
where
p1(ξ) = b|ξ |ξ + aξ3
and
p2(ξ) = b coth(hξ)ξ2 +
(
a1 coth
2(hξ) + a2
)
ξ3.
We denote by f1 (respectively f2) the nonlinearity of Eqs. (3) (respectively (4)), i.e.
f1(u) = cu∂xu − d∂x
(
uH∂xu + H(u∂xu)
)
and
f2(u) = cu∂xu − d∂x
(
uFh∂xu +Fh(u∂xu)
)
.
Then, we have the analogue of Theorem 2.7 for Eqs. (3) and (4).
Theorem 5.3. Let s ∈ R, T > 0 and k ∈ {1,2}. Then, there does not exist any space XT such that XT is contin-
uously embedded in C([−T , T ]; Hs(R)), i.e.,
‖u‖C([−T ,T ];Hs)  ‖u‖XT , ∀u ∈ XT , (123)
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∥∥Vk(t)φ∥∥XT  ‖φ‖Hs , ∀φ ∈ Hs(R), (124)
and
∥∥∥∥∥
t∫
0
Vk(t − t′) fk(u)(t′)dt′
∥∥∥∥∥
XT
 ‖u‖2XT , ∀u ∈ XT . (125)
Theorem 2.9 is a consequence of Theorem 5.3 (see the proof of Theorem 2.8).
Proof of Theorem 5.3. Let s ∈ R, T > 0 and k ∈ {1,2}. Suppose that there exists a space XT such as in
Theorem 5.3. Take φ ∈ Hs(R), and deﬁne u(t) = Vk(t)φ. Then, we use (123)–(125) to see that
∥∥∥∥∥
t∫
0
Vk(t − t′) fk
(
Vk(t
′)φ
)
dt′
∥∥∥∥∥
Hs
 ‖φ‖2Hs . (126)
We will show that (126) fails for an appropriate choice of φ, which would lead to a contradiction.
Deﬁne φ by1
φ = (α−1/2χI1 + α−1/2N−sχI2)∨, (127)
where
N  1, 0< α  1, I1 = [α/2,α] and I2 = [N,N + α]. (128)
Note ﬁrst that
‖φ‖Hs ∼ 1. (129)
Then, the same computation as for (128) leads to
( t∫
0
Vk(t − t′) fk
(
Vk(t
′)φ
)
dt′
)∧
(ξ) ∼ g1(ξ, t) + g2(ξ, t) + g3(ξ, t), (130)
where
g1(ξ, t) = e
itp(ξ)
α
∫
ξ1∈I1
ξ−ξ1∈I1
f˜k(ξ, ξ1)
eit(p(ξ1)+p(ξ−ξ1)−p(ξ)) − 1
i(p(ξ1) + p(ξ − ξ1) − p(ξ)) dξ1,
g2(ξ, t) = e
itp(ξ)
αN2s
∫
ξ1∈I2
ξ−ξ1∈I2
f˜k(ξ, ξ1)
eit(p(ξ1)+p(ξ−ξ1)−p(ξ)) − 1
i(p(ξ1) + p(ξ − ξ1) − p(ξ)) dξ1,
1 We can also take φ instead of φ (see the remark after the proof of Theorem 2.7).
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itp(ξ)
αNs
( ∫
ξ1∈I1
ξ−ξ1∈I2
f˜k(ξ, ξ1)
eit(p(ξ1)+p(ξ−ξ1)−p(ξ)) − 1
i(p(ξ1) + p(ξ − ξ1) − p(ξ)) dξ1
+
∫
ξ1∈I2
ξ−ξ1∈I1
f˜k(ξ, ξ1)
eit(p(ξ1)+p(ξ−ξ1)−p(ξ)) − 1
i(p(ξ1) + p(ξ − ξ1) − p(ξ)) dξ1
)
,
and
f˜1(ξ, ξ1) = cξ1 − d
(
ξ |ξ1| + |ξ |ξ1
)
,
or
f˜2(ξ, ξ1) = cξ1 − d
(
ξ coth(ξ1)ξ1 + coth(ξ)ξξ1
)
.
Since the supports of g1(·, t), g2(·, t) and g3(·, t) are disjoint, we use (130) to bound by below the
left-hand side of (126)
∥∥∥∥∥
t∫
0
Vk(t − t′) fk
((
Vk(t
′)
)
φ
)
dt′
∥∥∥∥∥
Hs

∥∥(g3)∨(ξ, t)∥∥Hs . (131)
We notice that the function pk is smooth and that∣∣p′k(ξ)∣∣ 1+ |ξ |2. (132)
Thus, when ξ1 ∈ I1 and ξ − ξ1 ∈ I2 or ξ − ξ1 ∈ I1 and ξ1 ∈ I2, we have that |ξ | ∼ N , and we use (132)
and the mean value theorem to get the estimate
∣∣p(ξ1) + p(ξ − ξ1) − p(ξ)∣∣ αN2. (133)
Hence we choose α = N−2− , with 0<  < 1, to get
∣∣∣∣ eit(p(ξ1)+p(ξ−ξ1)−p(ξ)) − 1p(ξ1) + p(ξ − ξ1) − p(ξ)
∣∣∣∣= |t| + o(N−). (134)
We are now able to give a lower bound for ‖(g3)∨(ξ, t)‖Hs
∥∥(g3)∨(ξ, t)∥∥Hs  NsNsα
(
N2α1/2α − Nαα1/2α) N2α1/2. (135)
Thus, we conclude from (126), (129), (131) and (135) that
N2α1/2 = N1−/2  1, ∀N  1, (136)
which is a contradiction. 
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