A method allowing a desirable matrix spectrum to be constructed as an alternative to the method using matrix transformation to the Frobenius form is stated. It can be applied to implement control algorithms for technical systems without executing the variables transformation procedures that are needed for deriving a Frobenius matrix. The method can be used for simulation of systems with different spectrums for choosing an alternative that satisfies to the distinct demands.
Introduction
A number of mathematical problems deal with changes of a matrix spectrum [1, 2] . It can be changed by various methods, for example, in computing problems, a multiplication to other matrix is used. In control problems, to change a spectrum, a matrix is added with some other matrix derivated by a feedback, which forms a linear function of variables. This approach is known as modal control [3, 4] or spectrum control [5] .
To solve the above problems and to obtain a matrix with required eigenvalues a matrix is reduced to the Frobenius form. This transformation called here Frobenius, has a clear foundation and it is widely applied as theoretical tool. However, an attempt to use this approach for practical control problems with implementation of control algorithms by concrete technical devices has shown that such method is of limited application.
The matter is that in technical systems so-called physical variables are used. These latter characterize energy storage units, in particular, a velocity of a moving mass, a solenoid coil current, a voltage of a capacitor and similar. The values of physical variables are gained from sensors. In order to obtain a Frobenius matrix it is necessary to transform physical variables of feedback loop. In this case the transformation is double, because just a combination of physical variables must goes to the input. To execute such transformations it is required an additional either hardware expenditures or time delays in program implementation.
In this paper, the method of obtaining a desirable spectrum without resort to a Frobenius matrix is stated. It also can be used for calculating the feedback coefficients of a control system for the purpose to derive a desirable spectrum. It enables one to solve the control problems by simulating a system behavior with different spectrums for searching a comprehensible alternative. Among them the most demanded for practical applications it is possible to consider the spectrum correction problem, when it is required to determine parameters of a feedback for altering a part of a spectrum.
Description of the Method

Informative Side
The Frobenius transformation is based on the relationship between eigenvalues and coefficients of a characteristic polynomial of a matrix in which a row is formed from these coefficients. The additive action of the feedback confirming an operation of summing the elements of a row with the elements of the feedback changes a row and a spectrum as well. The feedback elements are computed evidently as the differences between elements of a Frobenius matrix row and the coefficients of a polynomial of a matrix having a given spectrum.
The presented method is based on a relation between elements and eigenvalues of a matrix. For identity of system with the numbers that do not belong to a matrix spectrum, some of the elements are replaced by the unknowns. Solving a system of equations for unknowns one gives a desired spectrum of a matrix.
, , k is the given set of l real numbers, and k ≥ l ≥ 1.
A matrix having a spectrum that in full or in part coincides with Λ, obtained by replacing some of its elements we denote by А x . For two alternatives of the spectrum setting we have: 1) l < k is a part of a spectrum, 2) l = k is whole spectrum. The goal is to find the replaced elements.
The Non-Frobenius Transformation of a Matrix Spectrum
For the matrix А we write the equalities
where b i is the sum of all main minors of i order, and c i are the coefficients of a characteristic polynomial. Definition 1. Changeover the element а i,j in matrix A by the unknown elements x i,j is called the replacement, x i,j is the replaced element, the matrix having l replaced elements is called the replaced matrix and it is denoted by А x .
Definition 2. The non-Frobenius transformation of a matrix spectrum, further the spectral transformation, is called the substitution of any its l elements by the result of a solution of the system (1) for the replaced matrix
concerning replaced elements, where g i has the same sense as coefficient b i , the coefficient d i is derivated from l numbers of the set Λ and from (k − l) unknowns of a spectrum. For l < k the equalities (2) become a system of equations for l replaced elements and (k − l) unknowns of a spectrum. A solution of this system enables one to specify them in the form of a function of the remaining elements of the matrix A and the elements of the set Λ.
Definition 3. The spectral transformation for l < k is called the incomplete one.
An example of the incomplete spectral transformation for l < k is resulted in Appendix A. Further the case with l = k is observed as more demanded for practical applications. In this case the spectral transformation enables one to change certain eigenvalues, while the remaining part of a spectrum is unchanged, otherwise, such transformation control over a spectrum.
Let's collect the elements x i,j into the vector x. Generally, the equalities (2) represent a system of equations for the vector x
where F is a nonlinear vector function of k size. 
the system is reduced to a solution of the equation of a degree from 2-nd to k-th, thus a degree of the equation is equal to a maximum number of the replaced elements in the addends of the last row of the system (3). Definition 4. The Equation (3) is called the system of spectral transformation of i-th order, where i is a maximum number of replaced elements in the addends of the last row.
Definition 5. The system of spectral transformation of the first order is called the linear, and the transformation is called the linear spectral transformation (LST).
Definition 6. The system of spectral transformation above the first order is called the nonlinear, and transformation is called nonlinear spectral transformation (NST).
Theorem. If solution of the system (3) exists than
Proof. With substitution of solution of the Equation (3) into the matrix А x the coefficients of its characteristic polynomial become equal to values of combinations of numbers of the given set Λ spotted by a right side of the system (2), which left side is identical. This completes the proof.
Further we consider that replaced elements make a row or column in replaced matrix. The LST is illustrated by numerical examples in Appendices A, B, and C.
The Row LST
For replacing row i of the matrix A the replaced vector х is denoted by n i . The replaced matrix takes the form ...
The equalities (2) for the matrix (5) in view of linearity of minors by each row vector of the matrix [6] become the LST system
where А i,k is a matrix, , and а i,n is a vector.
by the row i, and the condition
is called the condition of existence of the LST matrix A by the row i.
If the condition (7) is satisfied than   , i n A    , i.e. the replaced matrix (5) with the solution of system (6)  
acquires a spectrum that is equal to the given set Λ. The fulfillment of (7) for
Definition 8. The matrix N involving the all rows of (8) is called the summary matrix of rows of the LST, the matrix G = N − A is called the summary matrix of the complements of rows of the LST.
T i n
Spectrums of all matrixes derivated by replacement of an arbitrary row of the matrix A by the row of the matrix N, and also by addition of an arbitrary row of the matrix A with row having the same number of the matrix G are equal.
The Column LST
Let the elements of the vector x replace the column number j in the matrix A. This vector is denoted by m j . The replaced matrix has the form 11 1, 1 1,
For the matrix (9) we construct the LST system
where А k,j is a matrix, and а m,j is a vector. Definition 9. The matrix А k,j is called the LST matrix by the column j, and the condition
is called the condition of existence of the LST matrix A by the column j.
the replaced matrix (9) with the solution of system (10)
acquires a spectrum that is equal to the given set Λ. The fulfillment of (11) for   Spectrums of all matrixes derivated by replacement of an arbitrary column of the matrix A by a column with the same number of the matrix M, and also by addition of arbitrary column of the matrix A by the column with the same number of the matrix Н are equal.
Remarks
In spite of formal equivalence of row and column alternatives of the LST, their practical significance is not equal. The matter is that control systems have the single input into which the linear combination of all variables arrives that corresponds to additive action of row vector. Therefore the row alternative of the LST has a greater potential for applications in solutions of control problems.
Conclusion
In this paper, we proposed a new spectrum-transformation method, which enables a desirable matrix spectrum to be obtained without recourse to deriving a Frobenius matrix. Because of this the method was called the nonFrobenius transformation. The linear spectral transformation was described in detail and illustrated by the examples of spectrum transformation for matrices of the 2nd, 3rd, and 4th order. Finally, in Appendix D, we show how the LST can be used for solving a modal control problem in terms of changing matrix eigenvalues for system with unique control input.
Appendix A
Case k = 2. Let's set up the system 
For λ  а 22 , the solution of (14) 
By replacing other elements, we get the solutions in a similar way: 
For а 11 = 3, а 12 = 4, а 21 = 7, а 22 = 6, Σ = {-1, 10}, and λ = 2, from (15), we obtain: 
So, the required eigenvalue for incomplete LST depends on choosing the replaced element. Now we explain how to determine whole spectrum. In row LST for the replaced matrices (5) 
the systems (2) are given by 11  22  1  11  22  1   11 22  12 21  2  11 22  12 21  2 , , , , n a d a n d n a n a d a n a n d
where
The systems (18) expressed in the form (6) are
, , 
we write the systems (2) 
In the form (10) the systems (23) are
where 22 ,1 ,1 22 12 Using the numerical data from example, we generate a spectrum that is different from Σ = {−1, 10} by the number λ 2 = 1. We calculate 
Appendix B
Case k = 3. From the equalities (1) 
we set up the LST systems (6) and (10) , , , , ,
where 12 13  2  21 22 23   3  31 32 33  1  11 21 31   2  12  22  32  3  13  23  33   1  2  3  1  1  2  3   2  1 2  1 3  2 3  3  1 2 3   ?   ? , , 
If both (7) and (11) conditions satisfy for all i and j, then the solutions of the systems (7) are
. 
one obtains the required set Λ:
, , . , .
Let's observe matrices for which LST by different rows and columns exists, Λ = {1, 0, −1}. 
from (27), we find 
The matrix А k,2 is singular. The solutions of the systems (27) are 
