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a b s t r a c t
Justification logic is a new generation of epistemic logics which along with the traditional
modal knowledge/belief operators also consider justification assertions ‘t is a justification
for F .’ In this paper, we introduce a prefixed tableau system for one of the major logics
of this kind S4LPN, which combines the Logic of Proofs (LP) and epistemic logic S4 with
an explicit negative introspection principle ¬t : F → ¬t : F . We show that the
prefixed tableau system for S4LPN is sound and complete with respect to Fitting-style
semantics. We also introduce a hypersequent calculus HS4LPN and show that HS4LPN is
complete. We establish this fact by using a translation from the prefixed tableau system
to the hypersequent calculus. This completeness result gives us a semantic proof of cut-
admissibility for S4LPN. We conclude the paper by discussing a subsystems of S4LPN,
namely S4LP.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The first system of Justification Logic, the Logic of Proofs (LP), is introduced by Artemov [1] as a logic that can explicitly
talk about proofs. An earlier sketch of the Logic of Proofs was suggested by Gödel in [8]. Several variants have been studied
in combination with traditional modal logics. One such variant is S4LP, which was introduced by Artemov and Nogina [2]
and also studied by Fitting [6]. This logic contains knowledge modality F and justification assertions t :F . Other examples
are LPP [17] and GLA [15], both of which are a combination of LP and provability logic (GL, or Gödel-Löb logic). Artemov
and Nogina in [2]1 introduced both logics, S4LP and S4LPN, using Hilbert-style axiomatic systems. The latter is S4LP with
explicit negative introspection ¬t : F → ¬t : F . Fitting [6] and Renne [16] found destructive tableau systems for S4LP.
But so far no tableau system or sequent calculus for S4LPN or GLA has been proposed. Moreover, since such a formula as
t :F∨¬t :F is a theorem of S4LPN andGLA, the task of finding cut-free destructive tableau systems for these logics seems
to be hopeless. In this paper, we suggest more flexible frameworks to give cut-free complete proof-systems for S4LPN. We
first give a prefixed tableau system for S4LPN in the sense of [5]. However, from a philosophical perspective, one might
think that a prefixed tableau system contain too much semantic information in the form of prefixes (cf., Avron [3]). To
overcome this potential weakness, we formulate a hypersequent calculus for the logic (HS4LPN) and show that there is a
way of translating a closed prefixed tableau to a proof in HS4LPN. The translation is done via the following steps. First, we
convert a given prefixed tableau proof to a certain normal form. Second, we translate the proof in normal form into a proof in
an auxiliary tableau system. Then we translate the tableau proof in the auxiliary system to a (cut-free) proof in the HS4LPN.
This gives us a version of the completeness theorem for HS4LPNwithout cut. As a corollary, we will obtain a semantic proof
of cut-admissibility for HS4LPN.
In the final section, we discuss a subsystem of the prefixed tableau for S4LPN, i.e., S4LP since it turns out that we can
formulate a hypersequent calculus for the logic (HS4LP) and apply a similar method of translation from the prefixed tableau
system to HS4LP, which is simpler than the one used for the systems for S4LPN.
E-mail address: hkurokawa@gc.cuny.edu.
1 We mostly follow the notation and the terminology of [2] concerning S4LPN.
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2. Prefixed tableau system for S4LPN and its semantics
We give the language of S4LPN and a Hilbert-style axiom system for S4LPN.
The language of S4LPN is specified as follows:
1. The class of proof terms in the language of S4LPN is specified as follows.
t := x|a|!t|t1 · t2|t1 + t2.
2. The class of formulas in the language of S4LPN is specified as follows:
A := Pi|⊥|¬A|A1 → A2|A1 ∧ A2|A1 ∨ A2|t :A|A
A constant specification is a mapping CS from proof constants to sets of formulas (possibly empty). A formula A has a
proof constant c with respect CS if A ∈ CS(c).
Hilbert style system of S4LPN is as follows.
Axioms (0) Axioms of Propositional Logic
(1) Axioms of explicit knowledge: (2) Axioms of implicit knowledge:
1. t :ϕ → ϕ 1. ϕ → ϕ
2. t :(ϕ → ψ)→ (s :ϕ → t · s :ψ) 2. (ϕ → ψ)→ (ϕ → ψ)
3. t :ϕ →!t : t :ϕ 3. ϕ → ϕ
4. t :ϕ → t + s :ϕ, s :ϕ → t + s :ϕ
(3) Connecting Axiom:
1. t :ϕ → ϕ 2. ¬t :ϕ → ¬t :ϕ
Rules of Inference
1. Modus Ponens 2. Necessitation ϕ/ϕ
3. c :A (Axiom Necessitation), where A is one of the above axioms and A ∈ CS(c).
Now we present the prefixed tableau system. (We call this system TS4LPN.) We follow Fitting’s terminology for basic
notions in the prefixed tableau system.2 In particular, our prefix is a finite sequence of positive integers that has only 1 for
the initial element of a sequence of natural numbers. In σTϕ or σ Fϕ, σ is a prefix of a signed formula Tϕ or Fϕ. σ.n is called
a simple extension of σ . σ ′ is accessible from σ iff σ ≤ σ ′ (≤means that ‘‘is an (not necessarily proper) initial segment of").
σ ′ is e-accessible from σ iff 1 ≤ σ and 1 ≤ σ ′. (Note that such e-accessibility is an equivalence relation.) Also, we use the
following terminology for ‘‘used" for a technical reason related to our proof of the completeness theorem.3 A prefix σ is used
on a branch if a prefix of which it is an initial segment has already occurred on the branch. Otherwise, a prefix is new on a
branch. We say ϕ has a prefixed tableau proof if there is a closed prefixed tableau starting from 1Fϕ.
Rules for Classical Propositional Logic.
Rules for LP: (Explicit S4 ν-rules)
EK
σTt :ϕ
σ.nTϕ
(σ.n is used.) ET
σTt :ϕ
σTϕ
E4
σTt :ϕ
σ.nTt :ϕ (σ.n is used.) E4r
σ.nTt :ϕ
σTt :ϕ
EF
σ Ft :ϕ
σ.nFt :ϕ (σ.n is used.) EFr
σ.nFt :ϕ
σ Ft :ϕ
2 The origin of the prefixed tableau system goes back to Fitting [5], but the modal part of the system adopted here comes from [7] and it is based on
Massacci’s single step tableaux system [13]. See, Goré [9], too.
3 The use was suggested by Prof. Fitting in personal communication. This significantly made simpler the current proof of completeness. Note that for
any ordinary construction of a tableau, this does not make any difference from more traditional terminology of ‘‘used" since we always construct a prefix
from 1 in a step-by-step manner.
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Operational Rules on F’s :
!-rule
σ F !t : t :ϕ
σ Ft :ϕ ·-rule
σ F(s · t) :ϕ
σ Ft :ψ → ϕ|σ Fs :ψ
+-rule σ F(s+ t) :ϕ
σ Ft :ϕ
σ F(t + s) :ϕ
σ Ft :ϕ
Modal Rules:
ν-rules: νK
σTϕ
σ.nTϕ
(σ.n is used.) νT
σTϕ
σTϕ
ν4
σTϕ
σ.nTϕ
(σ.n is used.)
π-rule:
σ Fϕ
σ.nFϕ
(σ.n is new.)
In addition, we have Constant Specification Rules as follows: a branch is closed if it has σ Fc : A, where A is an axiom of
S4LPN and A ∈ CS(c).
Remark. The rules EF and EFr, which we call ‘‘reverse rules" in the following, may need some discussion. These are indeed
sound with respect to Kripke semantics that we define later. On the other hand, with the rule of cut, i.e.,
Cut
σTϕ | σ Fϕ ,
the prefixed tableau system is complete with respect to the appropriate Kripke semantics without those rules. This may
give an impression that these rules are redundant. However, it seems that without those rules, we cannot avoid using cut
at some point in a proof of completeness.
Next, we define Fitting-style Kripke semantics for S4LPN. Let a triple (K , R, Re) be a frame, where K is non-empty set, R
is a reflexive and transitive relation on K , and Re is a reflexive, symmetric and transitive relation on K . We also assume that
R ⊆ Re.
Let E be an evidence function: Trm −→ P (Fmla) (with respect to a constant specificationCS) that satisfies the following
properties:
1. uRev implies E(u, t) ⊆ E(v, t) (Monotonicity)4
2. F → G ∈ E(u, t) and F ∈ E(u, s) implies G ∈ E(u, t · s)
3. F ∈ E(u, t) implies t :F ∈ E(u, !t)
4. E(u, s) ∪ E(u, t) ⊆ E(u, s+ t)
5. CS(c) ⊆ E(u, c)
Then, a Kripke modelK (with respect to a constant specification CS) can be defined as a quintuple (K , R, Re, E,V). V is
a function from propositional variables to subsets of K . We also define a forcing  as a relation on K × Fmla that satisfies the
following inductive property.
0. u  p if and only if u ∈ V(p); u 1 ⊥ for all u ∈ K .
1.  commutes with propositional connectives {∧,∨,→,¬} at each state.
2. u  ϕ iff for every v ∈ K , s.t. uRv, v  ϕ
3. u  t :ϕ iff ϕ ∈ E(u, t) and for every v ∈ K , s.t. uRev, v  ϕ.
4. A ∈ CS(c) impliesK, u  c :A for every u ∈ K .
We have the following theorem from Artemov and Nogina [2].
Theorem 1. S4LPN is sound and complete with respect to the Kripke semantics defined above.
Here we introduce some terminology about a connection between the language used in tableaux and Kripke semantics.
A signed formula Fϕ, Tϕ (writtenΦ schematically) is realized at a possible world u of a modelK if (1) the formula is Tϕ and
K, u  ϕ or (2) the formula is Fϕ andK, u 1 ϕ. A set S of prefixed, signed formulas is satisfiable if there is a modelK and a
mappingN (called ‘‘interpretation") from the prefixes in S to possible worlds inK , such that if σΦ ∈ S, thenΦ is realized
4 Symmetry of uRev actually implies E(u, t) = E(v, t).
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at N (σ ) inK , where Φ is a signed formula and such an N satisfies the condition (1) σ ≤ σ ′ =⇒ N (σ )RN (σ ′) and (2)
1 ≤ σ and 1 ≤ σ ′ =⇒ N (σ )ReN (σ ′). A tableau branch is satisfiable if the set of prefixed formulas on it is satisfiable. A
tableau is satisfiable if some tableau branch is.
3. Soundness and completeness of the prefixed tableau system
We prove soundness and completeness of the prefixed tableau system.
Lemma 2. Suppose T is a satisfiable tableau. If any tableau rule for S4LPN is applied to T , then the resulting tableau is still
satisfiable.
Proof. Suppose a tableau is S4LPN-satisfiable because a branch θ of T is S4LPN-satisfiable, i.e., its members are realized at
N (σ ) of modelK . Suppose that a tableau rule for S4LPN is applied to the tableau T . (We call the resulting tableau T ′.) The
entire proof is divided into two cases:
Case 1: Our tableau rule is not applied on the branch θ . Then, θ is still present on the new tableau and θ is satisfiable,
which makes T ′ obviously satisfiable.
Case 2: Our tableau rule is applied on the branch θ . Here we treat only some explicit cases.
Rules for LP (Explicit ν-rules):5
EK : Suppose σTt : ϕ occurs on θ , the rule EK is applied and σ.nTϕ (σ.n is used) is added on θ . By the assumption of
satisfiability of θ , Tt :ϕ is realized atN (σ ) of a modelK . So,N (σ )  t :ϕ.6 On the other hand, our sequence σ.nmust have
been used before, soN for σ.nmust be already defined and since 1 ≤ σ and 1 ≤ σ.n,N (σ )ReN (σ.n). By the truth condition
of an explicit modal formula, we have N (σ )  t : ϕ iff ϕ ∈ E(N (σ ), t) and ∀v(N (σ )Rev ⇒ v  ϕ). So, N (σ )ReN (σ.n)
impliesN (σ.n)  ϕ. HenceN (σ.n)  ϕ. Then, Tϕ is realized atN (σ.n). So, θ ∪ {σ.nTϕ} is satisfiable.
ET : Suppose σTt :ϕ occurs in θ , ET rule is applied and σTϕ is added on θ . By the assumption of satisfiability of θ , Tt :ϕ is
realized atN (σ ) in a modelK . So,N (σ )  t :ϕ. By the truth condition of t :ϕ, ϕ ∈ E(N (σ ), t) and for all v, s.t.N (σ )Rev,
v  ϕ. So, N (σ )ReN (σ ) ⇒ N (σ )  ϕ. On the other hand, since obviously 1 ≤ σ and 1 ≤ σ , N (σ )ReN (σ ). So, Tϕ is
realized atN (σ ) inK . Hence, θ ∪ {σTϕ} is satisfiable.
E4 : Suppose σTt : ϕ occurs on θ , E4 is applied and σ.nTt : ϕ is added on θ . (Here σ.n is used.) By the assumption of the
satisfiability of θ , Tt : ϕ is realized at N (σ ) inK . So, N (σ )  t : ϕ. Since 1 ≤ σ and 1 ≤ σ.n, N (σ )ReN (σ.n). [Since σ.n
is used, N is already defined for σ.n.] By the truth condition of t : ϕ, ϕ ∈ E(N (σ ), t) and for all v, s.t. N (σ )Rev, v  ϕ.
Now we want to show that ϕ ∈ E(N (σ.n), t) and for all v, s.t. N (σ.n)Rev, v  ϕ. By monotonicity, ϕ ∈ E(N (σ ), t) and
N (σ )ReN (σ.n) implies ϕ ∈ E(N (σ.n), t). So, ϕ ∈ E(N (σ.n), t) holds. Then, suppose N (σ.n)Rev. Since N (σ )ReN (σ.n),
N (σ )Rev by transitivity.N (σ )Rev implies v  ϕ, due to the truth condition of t :ϕ atN (σ ). So, v  ϕ. Hence, for any v, s.t.
N (σ.n)Rev, v  ϕ. Therefore,N (σ.n)  t :ϕ. So, Tt :ϕ is realized atN (σ.n) inK . So, θ ∪ {σ.nTt :ϕ} is satisfiable.
E4r : Suppose σ.nTt :ϕ occurs on θ , E4r is applied and σTt :ϕ is added on θ . By the assumption of the satisfiability of θ ,
Tt :ϕ is realized atN (σ.n) inK . So,N (σ.n)  t :ϕ. Since 1 ≤ σ and 1 ≤ σ.n,N (σ )ReN (σ.n) (as σ.n is used andN is already
defined.) Also, by symmetry of Re, we haveN (σ.n)ReN (σ ).
By the truth condition of t :ϕ, ϕ ∈ E(N (σ.n), t) and for any v, s.t.N (σ.n)Rev, v  ϕ. By monotonicity, ϕ ∈ E(N (σ ), t).
The first part is done.
SupposeN (σ )Rev. SinceN (σ.n)ReN (σ ), by transitivity,N (σ.n)Rev. So, by the second part of the above truth condition,
we have v  ϕ. So, for any v, s.t.N (σ )Rev, v  ϕ. The second part is done. Hence,N (σ )  t :ϕ. So, Tt :ϕ is realized atN (σ )
inK . Therefore, θ ∪ {σTt :ϕ} is satisfiable.
EF : Suppose σ Ft :ϕ occurs on θ , EF is applied and σ.nFt :ϕ is added on θ . (Here σ.n is used.) By the assumption of the sat-
isfiability of θ , Ft :ϕ is realized atN (σ ) inK . So,N (σ ) 1 t :ϕ. Since clearly 1 ≤ σ and 1 ≤ σ.n,N (σ )ReN (σ.n). [Since σ.n is
used,N is already defined for σ.n.] By symmetry of Re,N (σ.n)ReN (σ ). By the truth condition of t :ϕ, (1) ϕ /∈ E(N (σ ), t) or
(2) for some v, s.t.N (σ )Rev and v 1 ϕ. Nowwewant to show that ϕ /∈ E(N (σ.n), t) or for some v, s.t.N (σ.n)Rev and v 1 ϕ.
By (1) ϕ /∈ E(N (σ ), t), monotonicity and N (σ.n)ReN (σ ) imply ϕ /∈ E(N (σ.n), t). So, we can derive ϕ /∈ E(N (σ.n), t) or
for some v, s.t.N (σ.n)Rev and v 1 ϕ. We derive the second part from (2) now. Pick a world that satisfies the condition and
temporarily call it v1. Then,N (σ )Rev1 and v1 1 ϕ. By transitivity,N (σ.n)Rev1. Hence, for some v, s.t.N (σ.n)Rev and v 1 ϕ.
So, again, ϕ /∈ E(N (σ.n), t) or for some v, s.t.N (σ.n)Rev and v 1 ϕ. So,N (σ.n) 1 t :ϕ. Hence, Ft :ϕ is realized atN (σ.n) in
K . Therefore, θ ∪ {σ.nFt :ϕ} is satisfiable.
Operational Rules:
!-rule: Suppose σ F !t : t : ϕ occurs in θ , !-rule is applied on !t : t : ϕ and σ Ft : ϕ is added on θ . By the assumption
of satisfiability of θ , F !t : t : ϕ is realized at N (σ ) in K . So, N (σ ) 1!t : t : ϕ. By the truth condition of !t : t : ϕ, (1)
t : ϕ /∈ E(N (σ ), !t) or (2) there exists v, s. t. N (σ )Rev and v 1 t : ϕ. Here we want to show N (σ ) 1 t : ϕ. To show
5 The cases of E4r and EF essentially use symmetry of Re . For the other cases of E rules, σ ≤ σ.n or σ ≤ σ is sufficient.
6 In the following, we omitK unless we have a case where the omission can cause some confusion.
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this, it suffices to show ϕ /∈ E(N (σ ), t) or there exists v, s.t. N (σ )Rev and v 1 ϕ. From (1), by the closure condition on E ,
ϕ /∈ E(N (σ ), t). This suffices to derive the desired disjunction ϕ /∈ E(N (σ ), t) or there exists v, s.t.N (σ )Rev and v 1 ϕ. So,
N (σ ) 1 t :ϕ. From (2), pick some state v1, s.t.N (σ )Rev1 and v1 1 t :ϕ. From the second part, we can obtain ϕ /∈ E(v1, t) or
there exists v, s.t. v1Rev and v 1 ϕ. For the latter,we pick some state v2, v1Rev2 and v2 1 ϕ. SinceN (σ )Rev1, bymonotonicity,
ϕ /∈ E(N (σ ), t). So, we have ϕ /∈ E(N (σ ), t), or N (σ )Rev1 and v1Rev2 and v2 1 ϕ. By transitivity, the latter implies there
exists v, N (σ )Rev and v 1 ϕ. So, ϕ /∈ E(N (σ ), t) or there exists v, N (σ )Rev and v 1 ϕ. Hence, N (σ ) 1 t : ϕ. So, Ft : ϕ is
realized atN (σ ). So, θ ∪ {σ Ft :ϕ} is satisfiable.
·-rule: Suppose σ Ft ·s :ϕ occurs on θ , ·-rule for t ·s is applied and (1) σ Ft :ψ → ϕ is added on θ or (2) σ Fs :ψ is added
on θ (for any formula ψ). By the assumption of satisfiability of θ , Ft ·s :ϕ is realized atN (σ ) in someK under someN (σ ).
So, N (σ ) 1 t · s : ϕ. By the truth condition, we have ϕ /∈ E(N (σ ), t · s) or there exists v, s.t. N (σ )Rev and v 1 ϕ. Here
we want to show N (σ ) 1 t : ψ → ϕ or N (σ ) 1 s : ψ . By the closure condition of E , ϕ /∈ E(N (σ ), t · s) implies either
ψ → ϕ /∈ E(N (σ ), t) or ψ /∈ E(N (σ ), s). So, the disjunction implies (1) ψ → ϕ /∈ E(N (σ ), t) or (2) ψ /∈ E(N (σ ), s) or
(3) there exists v, s.t.N (σ )Rev and v 1 ϕ.
As in the previous case, for the first two cases, we can get the respective disjunct of the goal statement; however, we
need a further argument to derive the goal statement from the last part. First, note that for any formulaψ , for anyK and for
any u ∈ K , u  ψ ∨¬ψ . We pick some state v1 satisfyingN (σ )Rev1 and v1 1 ϕ. Since v1  ψ ∨¬ψ ,N (σ )Rev1 and v1 1 ϕ
and v1  ψ or N (σ )Rev1 and v1 1 ϕ and v1 1 ψ . The former implies (4) there exists v, s.t. N (σ )Rev and v 1 ψ → ϕ and
the latter implies (5) there exists v, s.t.N (σ )Rev and v 1 ψ .
So, we have (1) or (2) or (4) or (5). Each of (1) and (4) implies that ψ → ϕ /∈ E(N (σ ), t) or there exists v, s.t. N (σ )Rev
and v 1 ψ → ϕ. Each of (2) and (5) implies that ψ /∈ E(N (σ ), s) or there exists v, s.t. N (σ )Rev and v 1 ψ . Hence,
N (σ ) 1 t :ψ → ϕ orN (σ ) 1 s :ψ . So, Ft :ψ → ϕ is realized atN (σ ) or Fs :ψ is realized atN (σ ). Therefore, after applying
π-rule for t ·s, our branch θ ∪ {σ Ft :ψ → ϕ} is satisfiable or θ ∪ {σ Fs :ψ} is satisfiable.
ν-rules for  (K, T, 4): These are the same as ordinary modal logics.
π-rule for : The proof is similar to [5].  (lemma)
Theorem 3 (Soundness). If ϕ has a prefixed S4LPN-tableau proof, then ϕ is valid in all models.
Proof. Suppose ϕ has an S4LPN-tableau proof, but is not S4LPN-valid. Say, ϕ does not hold at world s of some S4LPN-model.
Now a prefixed tableau begins with 1Fϕ. Define an S4LPN-interpretationN by settingN (1) = s. Since ϕ is not forced at s,
i.e. s 1 ϕ, the starting S4LPN-tableau is S4LPN-satisfiable (N (1) 1 (ϕ)), so {1Fϕ} is S4LPN-satisfiable. By the lemma, so is
every subsequent tableau. But an S4LPN-satisfiable tableau cannot be closed, which contradicts the assumption that ϕ has
a tableau proof. Therefore, if ϕ is S4LPN-provable, then ϕ must be S4LPN-valid. 
Wemove on to the completeness theorem. Our proof is done by Lindenbaum–Henkin construction in [7]. We start from
some definitions. A set S of prefixed formulas is S4LPN-consistent if no S4LPN-tableau for a finite part of S is closed. S is
maximally S4LPN-consistent if S is S4LPN-consistent and no proper extension of S is S4LPN-consistent.7 S is π-complete
provided, if σπ ∈ S , then for some integer k, σ.kπ0 ∈ S (σ.kFϕ ∈ S). S omits infinitely many integers if the set of integers
that do not appear in prefixes in S is infinite.
Lindenbaum–Henkin construction:
Enumerate all formulas in the language of S4LPN: σ0Φ0, . . . , σnΦn, . . . .
S0 = S;
Sn+1 = Sn ∪ {σnΦn} if this is consistent andΦn is not π ;
= Sn ∪ {σnπ, σn.kπ0} if Sn ∪ {σnΦn} is consistent,
Φn is π and σn.k is new;
= Sn otherwise.
Here ‘new’ means that σn.k does not occur in Sn or in π .
Nowwe state a few claims whose proofs are straightforward. (A) If S omits infinitely many integers, then this will be the
case with Sn. (B) If Sn ∪ {σnπ} is consistent, then so is Sn ∪ {σnπ, σn.kπ0}, provided that σn.k is new. (C) If Sn omits infinitely
many integers, there will always be a new prefix.
Lemma 4. If S is consistent and omits infinitely many integers, then

n Sn (= Sω)will be maximally consistent and π-complete.
Proof. Suppose S is consistent and omits infinitely many integers. We construct Sω following the construction above. For
maximally consistency of Sω , the proof is essentially the same as a proof of maximal consistency of a Henkin construction
for first-order logic.
Claim 5. Sω is π-complete.
7 In the following, we use ‘‘consistent" to mean ‘‘S4LPN-consistent," unless we explicitly note otherwise.
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Proof. Suppose σ Fϕ ∈ Sω . Then, there exists n such that σ = σn and Fϕ = Φn and Sn∪{σnΦn} is consistent. (Otherwise,
σ Fϕ would not be in Sω .) By construction, σn.kFϕ has to be in Sn+1. Indeed, we can show the following. By assumption, S
omits infinitely many integers. So, Sn+1 omits infinitely many integers (by Claim A). Hence, by Claim C, it is always possible
to find a new k, s.t. σn.kFϕ ∈ Sn+1 ⊆ Sω , as desired. Therefore, Sω is π-complete.  (claim)
These suffice to show the lemma.  (lemma)
We construct a canonical Kripke modelK = (K , R, Re, E,V) for S4LPN based on this maximal consistent set. Let K be
the set of prefixes that occur in Sω . Possible worlds will be taken to be syntactic objects, i.e., prefixes, just as in the usual
Henkin construction objects in the domain are syntactic objects, i.e., terms in the language. The accessibility relations R, Re,
propositional valuation V and evidence function E are given as follows:
1. σRσ ′ iff σ is an initial segment of σ ′ (σ ≤ σ ′);
2. σReσ ′ iff 1 ≤ σ and 1 ≤ σ ′;
3. σ ∈ V(p) iff σTp ∈ Sω;
4. ϕ ∈ E(σ , t) iff σ Ft :ϕ /∈ Sω .
Now we check that E , R and Re defined in the canonical model satisfy the conditions of a model of S4LPN. However, by
construction of our canonicalmodel, it is obvious that R is a reflexive and transitive relation and Re is an equivalence relation.
So, we focus on the conditions of E . We first prove a useful proposition.
Proposition 6. For any σ , σ ′ occurring in Sω ,
1. σ Ft :ϕ ∈ Sω if and only if σ ′Ft :ϕ ∈ Sω
2. σTt :ϕ ∈ Sω if and only if σ ′Tt :ϕ ∈ Sω
Proof. 1. Suppose σ Ft : ψ ∈ Sω but σ ′Ft : ψ /∈ Sω for some σ ∈ K and for some σ ′ ∈ K . By maximal consistency,
Sω ∪ {σ ′Ft : ψ} is inconsistent, namely there is a finite subset S1 of Sω ∪ {σ ′Ft : ψ} such that S1 has a closed tableau. The
existence of a formula σ ′Φ ∈ Sω is guaranteed by the condition σ ′ ∈ K . Since σ ′Ft : ψ /∈ Sω , there must be at least one
prefixed signed formula that has the prefix σ ′ and σ ′ is in Sω that is different from σ ′Ft : ψ . However, the existence of a
finite subset S1 that has a closed tableau due to maximal consistency of Sω and σ ′Ft : ψ /∈ Sω does not guarantee that there
exists a signed formula Φ , s.t. σ ′Φ ∈ S1 (although σ ′Φ ∈ Sω). Nonetheless, we can make S1 contain such a formula σ ′Φ ,
w.l.o.g., for the following reason. Take an arbitrary inconsistent finite subset S1 of Sω ∪ {σ ′Ft : ψ}. This may or may not
contain σ ′Φ . If it does, it is our desired S1. If it does not, we can just add the formula σ ′Φ to S1. And use it as S1 (only here we
call it S ′1). Since σ ′Φ ∈ Sω and S1 that is picked before σ ′Φ being added is already inconsistent, addition of σ ′Φ to S1 does
not affect the issue of consistency or inconsistency of the pertinent set S1. Hence, S1 has a closed tableau if and only if S ′1 has
a closed tableau. In the following argument, w.l.o.g., we use only S1 as a finite subset S1 of Sω ∪ {σ ′Ft : ψ} such that S1 has a
closed tableau and there exists a signed σ ′Φ ∈ S1, s.t. σ ′Φ ∈ Sω andΦ ≠ Ft : ψ .
However, if so, we can produce another closed tableau from the closed tableau for S1 by taking the following steps. First,
get 1Ft : ψ from σ Ft : ψ by applying EFr finitelymany times. Note that σ ′ occurs in the tableau since it occurs in the original
set S1. Also, note that our current definition of a prefix being used plays a crucial role here. Since σ ′ occurs in our initial set
of our tableau, we take all its initial segment of σ ′ occurs on the branch. Therefore, it is possible to apply EF here 1Ft : ψ .
We do that finitely many times until we get σ ′Ft : ψ .
Oncewe obtain σ ′Ft : ψ this way, we glue a closed tableau for S1 with the tableau just constructed. This would constitute
another closed tableau whose initial set (S1\{σ ′Ft : ψ}) ∪ {σ Ft : ψ}. Note we can explicitly construct the formula σ ′Ft : ψ
by the rule EF and out of σ ′ existing in S1 (since σ ′Φ ∈ S1) and the formula 1Ft : ψ ∈ Sω , independently of the formula
σ ′Ft : ψ assumed to be outside of Sω , so that we constructed the entire closed tableau for (S1\{σ ′Ft : ψ}) ∪ {σ Ft : ψ}.
But (S1\{σ ′Ft : ψ}) ∪ {σ Ft : ψ} is included in Sω . Hence, this contradicts the maximal consistency of Sω . A proof of 2 is
similar.  (proposition)
Proposition 7. The evidence function defined above satisfies the following conditions: (1) monotonicity, (2) closure conditions,
(3) constant specification.
Proof. (1) (Monotonicity) Suppose σReσ ′ and ϕ ∈ E(σ , t). By definition, σ Ft :ϕ /∈ Sω . So, proposition 1, σ ′Ft :ϕ /∈ Sω . So,
ϕ ∈ E(σ ′, t).
(2) (Closure Conditions 2.) Suppose ϕ /∈ E(σ , t ·s). By definition, σ Ft ·s :ϕ ∈ Sω . We consider applying t ·s-rule to a finite
subset of Sω .
Claim 8. σ Ft :ψ → ϕ ∈ Sω or σ Fs :ψ ∈ Sω .
Proof. First, we show that Sω∪{σ Ft :ψ → ϕ} is consistent or Sω∪{σ Fs :ϕ} is consistent. Suppose otherwise, i.e., Sω∪{σ Ft :
ψ → ϕ} is inconsistent and Sω ∪ {σ Fs :ϕ} is inconsistent. Then, there exists a finite set S1 s.t. S1 ⊆ Sω ∪ {σ Ft :ψ → ϕ} and
σ Ft :ψ → ϕ ∈ S1 and S1 has a closed tableau and there exists a finite set S2 s.t. S2 ⊆ Sω∪{σ Fs :ψ}, σ Fs :ψ ∈ S2 and S2 has a
closed tableau. (Note that since Sω is consistent, we have to use an additional formula to close a tableau for each case.) These
formulas are obtained by applying ·-rule. So, we can construct another closed tableau for a finite set S1 ∪ S2 ∪ {σ Ft ·s : ϕ}
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by taking the tableau for S1 and S2 as branches of the new tableau and by applying ·-rule. However, S1 ⊆ Sω , S2 ⊆ Sω and
{σ Ft · s : ϕ} ⊆ Sω . So, a finite subset of Sω has a closed tableau, which contradicts the consistency of Sω . By maximality,
σ Ft :ψ → ϕ ∈ Sω or σ Fs :ψ ∈ Sω .  (claim)
By definition, ψ → ϕ /∈ E(σ , t) or ψ /∈ E(σ , s).
(Closure Condition 3.) Suppose t : ϕ /∈ E(σ , !t). By definition, σ F !t : t : ϕ ∈ Sω . We want to show σ Ft : ϕ ∈ Sω . To show
that, it suffices to show the consistency of Sω ∪{σ Ft :ϕ}, due to maximal consistency of Sω . Suppose otherwise, i.e. this set is
inconsistent. Then, there is a finite subset of this set that has a closed tableau. Pick up one such closed tableau. Put σ F !t : t :ϕ
on top of it and apply !-rule, then we can produce another closed tableau of a finite subset of Sω ∪ {σ F !t : t : ϕ}. However,
σ F !t : t : ϕ ∈ Sω . This implies Sω is inconsistent. Contradiction. So, Sω ∪ {σ Ft : ϕ} is consistent and, by maximality of Sω ,
σ Ft :ϕ ∈ Sω . Hence, by definition, ϕ /∈ E(σ , t).
Proofs for (Closure Condition 4.) and (3) Constant Specification are similar. 
Lemma 9 (Truth Lemma). For every signed formulaΦ , σΦ ∈ Sω =⇒ σ realizesΦ in the modelK .
Proof. By induction on complexity of formulas. We show  and t :cases.
Case 1. Φ = Tϕ. Suppose σTϕ ∈ Sω . Assume, for reductio, there exists σ ′ ∈ K , s.t. σ ≤ σ ′ and σ ′Tϕ /∈ Sω . Pick an
witness and temporarily call it σ ′1. Then Sω ∪ {σ ′1Tϕ} is inconsistent. That is, there exists a finite set S1, s.t. S1 ⊆ Sω ∪ {σ ′1Tϕ}
and S1 has a closed tableau. Since σ ′1 ∈ K , we can use the same trick to make sure that there exists a signed formula Φ , s.t.
σ ′1Φ ∈ S1 andΦ ≠ Tϕ. Then, since σ ≤ σ ′1, we can put σTϕ on top of such a tableau and construct another closed tableau
by applying ν4 finitely many times and by applying νT to obtain σ ′1Tϕ after hitting σ
′
1Tϕ. (Again, the initial segments of σ
′
1
are all used in this tableau by definition since we made sure that σ ′1 occurs in S1.) Note that the whole tableau can be taken
as a closed tableau for (S1 \ {σ ′Tϕ}) ∪ {σTϕ}. However, (S1 \ {σ ′Tϕ}) ∪ {σTϕ} ⊆ Sω . This is contradictory to maximal
consistency of Sω . Hence, for any σ ′ ∈ K , if σ ≤ σ ′ then σ ′Tϕ ∈ Sω . By definition σ ≤ σ ′ iff σRσ ′, and by IH, σ ′Tϕ ∈ Sω
implies σ ′ realizes ϕ inK . Hence, σ ′  ϕ. Thus, for any σ ′ ∈ K , if σRσ ′ then σ ′  ϕ. Hence, σ  ϕ. Therefore, σ realizes
ϕ inK .
Case 2. Φ = Fϕ. Suppose σ Fϕ ∈ Sω . By π-completeness of Sω , σ.kFϕ ∈ Sω for some σ.k occurring in Sω . By IH, σ.k
realizes Fϕ in the modelK . So,K, σ.k 1 ϕ. On the other hand, clearly, σ ≤ σ.k, i.e., σRσ.k. So, there exists σ ′, s.t. σRσ ′,
K, σ ′ 1 ϕ. SoK, σ 1 ϕ. Hence, σ realizes Fϕ in the modelK .
Case 3. Φ = Tt : ϕ. Suppose σTt : ϕ ∈ Sω . It suffices to show that σ  t : ϕ. To show this, it is suffices to show the two
statements: (1) ϕ ∈ E(σ , t) and (2) for all σ ′, (σReσ ′ ⇒ σ ′  ϕ). (1) is an immediate consequence of the definition of E and
σ Ft : ϕ /∈ Sω (by consistency). So, ϕ ∈ E(σ , t). To show (2), suppose σReσ ′ (σ , σ ′ ∈ K ). By definition, 1 ≤ σ and 1 ≤ σ ′.
By the Proposition 6 combined with the rule ET, σTt : ϕ ∈ Sω implies σ ′Tϕ ∈ Sω (details are similar to (but simpler than)
case 1). By IH, σ ′ realizes ϕ inK . So, σ ′  ϕ. So, for all σ ′ ∈ K , s.t. σReσ ′, σ ′  ϕ. Therefore, σ  t : ϕ. So, σ realizes t : ϕ
inK .
Case 4.Φ = Ft :ϕ. Suppose σ Ft :ϕ ∈ Sω . It suffices to show σ 1 t :ϕ. To show this, it is sufficient to show (1) ϕ /∈ E(σ , t)
or (2) there exists σ ′, s.t. σReσ ′ and σ ′ 1 ϕ. By the assumption, it is not the case that σ Ft : ϕ /∈ Sω . So, this immediately
implies ϕ /∈ E(σ , t). So, ϕ /∈ E(σ , t) or there exists σ ′, s.t. σReσ ′ and σ ′ 1 ϕ. So, σ  t :ϕ. Hence, σ realizes Ft :ϕ inK . 
(Truth Lemma)
Theorem 10 (Completeness). If ϕ is S4LPN-valid, then ϕ has a proof using the tableau rules for S4LPN.
Proof. Weshow the contrapositive. Supposeϕ is not provable using the prefixedS4LPN-tableau rules. Then {1Fϕ} isS4LPN-
consistent, and it omits infinitely many integers. So, we can extend it to a maximally S4LPN-consistent, π-complete set Sω
by the above construction and the Lemma 4. We can define a canonical Kripke modelK out of Sω . By Truth Lemma, we can
show Fϕ is realized at 1 inK . So, there is a Kripke modelK and a state σ such thatK, σ 1 ϕ. 
Note that this proof of completeness does not use cut anywhere. So, the prefixed tableau system for S4LPN is a complete
cut-free system.
4. Hypersequent calculus for S4LPN
Herewe first present the hypersequent calculusHS4LPN. And thenwe give a translation from the prefixed tableau system
to the hypersequent calculus.
In our formulation in this paper, a hypersequent is a finite set of sequents in traditional Gentzen-style sequent calculi,
which is written as follows. Γ1 ⇒ ∆1| . . . |Γn ⇒ ∆n, where ‘‘|" has a disjunctive reading. (The precise definition of this will
be given later.) To make our translation from the prefixed tableau system smooth, we take a sequent to be a finite set of
formulas. So, a hypersequent is a set of sets of formulas. Because of this formulation, some structural rules, i.e., internal and
external exchange rules, internal and external contraction rules, can be omitted from our systems.
(1) Axiom: A ⇒ A ⊥⇒
(2) External structural rules: EW
G
G|H
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(3) Internal structural rules:
LW
G|Γ ⇒ ∆
G|A,Γ ⇒ ∆ RW
G|Γ ⇒ ∆
G|Γ ⇒ ∆, A
(4) Logical rules:
L∧ G|A, B,Γ ⇒ ∆
G|A ∧ B,Γ ⇒ ∆ R∧
G|Γ ⇒ ∆, A G|Γ ⇒ ∆, B
G|Γ ⇒ ∆, A ∧ B
L∨ G|A,Γ ⇒ ∆ G|B,Γ ⇒ ∆
G|A ∨ B,Γ ⇒ ∆ R∨
G|Γ ⇒ ∆, A, B
G|Γ ⇒ ∆, A ∨ B
L→ G|Γ ⇒ ∆, A G|B,Γ ⇒ ∆
G|A → B,Γ ⇒ ∆ R→
G|A,Γ ⇒ ∆, B
G|Γ ⇒ ∆, A → B
L¬ G|Γ ⇒ ∆, A
G|Γ ,¬A ⇒ ∆ R¬
G|Γ , A ⇒ ∆
G|Γ ⇒ ∆,¬A
(5) Rules for S4: L
G|A,Γ ⇒ ∆
G|A,Γ ⇒ ∆ R
G|Γ ⇒ A
G|Γ ⇒ A
(6) Rules for Proof-terms of LP:
Lt
G|A,Γ ⇒ ∆
G|t :A,Γ ⇒ ∆ R·
G|Γ ⇒ ∆, t :A → B G|Γ ⇒ ∆, s :A
G|Γ ⇒ ∆, t ·s :B
R! G|Γ ⇒ ∆, t :A
G|Γ ⇒ ∆, !t : t :A R+
G|Γ ⇒ ∆, t :A
G|Γ ⇒ ∆, t + s :A
G|Γ ⇒ ∆, s :A
G|Γ ⇒ ∆, t + s :A
(7) Constant Specification:
⇒ c :A where A is an axiom of S4LPN and A ∈ CS(c).
(8) Labeled Splitting8:
G|t⃗ :Γ1,Γ2 ⇒ s⃗ :∆1,∆2
G|t⃗ :Γ1 ⇒ s⃗ :∆1|Γ2 ⇒ ∆2
(9) Cut:
G1|Γ1 ⇒ ∆1, A G2|A,Γ2 ⇒ ∆2
G1|G2|Γ1,Γ2 ⇒ ∆1,∆2
E.g., a derivation in HS4LPN.
x :A ⇒ x :A c :(A → (B → A))
x :A ⇒ c · x :B → A
x :A ⇒ | ⇒!(c · x) :c · x :B → A
a few logical rules
⇒ ¬x :A|¬(!(c · x) :c · x :B → A)⇒
⇒ ¬x :A|¬(!(c · x) :c · x :B → A)⇒
a few IW¬(!(c · x) :c · x :B → A)⇒ ¬x :A|¬(!(c · x) :c · x :B → A)⇒ ¬x :A
¬(!(c · x) :c · x :B → A)⇒ ¬x :A
By the following translation from hypersequents to formulas in the language of S4LPN, we can prove that the Hilbert-
style system S4LPN and HS4LPN are deductively equivalent.
I(Γ1 ⇒ ∆1| . . . |Γn ⇒ ∆n) = (Γ1 →∆1) ∨ · · · ∨ (Γn →∆n)
8 Here t⃗ :Γ1 = t1 :ϕ1, . . . , tn :ϕn . The rule covers cases where t⃗ :Γ1 or s⃗ :∆1 is empty [3]. Note also that this rule has its origin in Avron’s modal splitting
rule in his hypersequent calculus for S5, which can handle the negative introspection in S5.
H. Kurokawa / Annals of Pure and Applied Logic 163 (2012) 831–853 839
Theorem 11. HS4LPN⊢ Γ1 ⇒ ∆1| . . . |Γn ⇒ ∆n if and only if S4LPN⊢ (Γ1 →∆1) ∨ · · · ∨ (Γn →∆n).
Proof. In both ways, a proof is given by induction on the length of derivation. To derive Labeled Splitting (from right to left),
we can use the fact S4LPN⊢ (t1 :A → t2 :B)→ (t1 :A → t2 :B). 
5. Translation from the prefixed tableau system to the hypersequent calculus
The theorem stating the deductive equivalence between the Hilbert-style axiom system and the hypersequent calculus
does not tell us whether cut is admissible in our hypersequent calculus. In order to show that cut is admissible, we need
another argument. Here we give a semantic proof of cut-admissibility. Since the Hilbert-style system S4LPN is sound and
HS4LPN is equivalent to that system, HS4LPN is sound with respect to the Kripke semantics given above. So, to show cut-
admissibility, it suffices to show completeness of HS4LPN without cut (HS4LPN−) with respect to the same semantics. We
show completeness of HS4LPN− by providing a way of translating a prefixed tableau proof to a proof in the hypersequent
calculus, following [7].
5.1. Definition of translation
We now define a translation from the language of the prefixed tableau system for TS4LPN to that of the hypersequent
calculus HS4LPN. By using that, we show that the derivability in the prefixed tableau system is preserved under the
translation in the hypersequent calculus. Our translation mapping, which is called s, is defined in two stages.
First, we define a mapping t that maps a set of prefixed formulas to a set of sets of signed formulas in the following way.
1. The set of prefixed formulas is partitioned into subsets so that all formulas with the same prefixes σi go into the same
subset.
2. We strip off prefixes from those partitioned prefixed formulas (for each σi).
3. We call the resulting set Hσi for each σi, i.e. Hσi := {Φ|σiΦ ∈ S}.
5.We arrange theseHσi ’s by using some order
9 in the formof a hypersequent via ‘‘|". So, we haveH1| . . . |Hσ1 |Hσ2 | . . . |Hσn .
Our reading ‘‘|" is the same as that of hypersequent, so we have now constructed a set of sets of signed formulas.10 Let
St := H1| . . . |Hσ1 |Hσ2 | . . . |Hσn .
Second,we consider amapping thatmaps a set of sets of signed formulas, i.e.H1| . . . |Hσ1 |Hσ2 | . . . |Hσn , to a set of sequents.
This mapping can be readily constructed by putting T formulas to the antecedent and F formulas to the succedent for each
case ofHσi . Namely, ifHσi = {Tϕ1, . . . , Tϕk, Fψ1, . . . , Fψm}, thenwemap this to ϕ1, . . . , ϕk ⇒ ψ1, . . . , ψm. This is the only
thing that we have to do for each Hσi , but, for notational simplicity, we officially define mapping for an entire set of Hσi ’s.
We call this mapping u.
(H1| . . . |Hσ1 |Hσ2 | . . . |Hσn)u = ϕ1,1, . . . , ϕ1,kσ1 ⇒ ψ1,1, . . . , ψ1,mσ1 |
ϕσ1,1, . . . , ϕσ1,kσ1 ⇒ ψσ1,1, . . . , ψσ1,mσ1 | . . . |ϕσn,1, . . . , ϕσn,kσn ⇒ ψσn,1, . . . , ψσn,mσn .
We finally define the desired mapping s as a composition of t and u, i.e., Ss := ((St)u). So, Ss will be of the form
Γ1 ⇒ ∆1| . . . |Γσi ⇒ ∆σi | . . . |Γσn ⇒ ∆σn .
5.2. Potential problems and an outline of their solution
We need some special care in order to guarantee that the translation defined above from the prefixed tableau system for
S4LPN to the hypersequent calculus for S4LPN preserves provability.
To see what care is sufficient, we start from some general observations concerning the differences of prefixed tableau
systems and hypersequent calculi.
(1) Prefixed tableau systems have flexibility in the order of applications of rules.
(2)HS4LPN has amodal rule that is essentially the same as R rule in a sequent calculus for S4. Since this is a counterpart
of π-rule in a destructive tableau system, the provability in HS4LPN depends on the order of applications of rules.
(3) Also, there is no rule in HS4LPNwhich exactly corresponds to ν-rules for K or 4 (We write νK ,4-rule for ν-rules for K
and 4). The (hyper)sequent rule roughly corresponding to νK ,4 is R for S4, but R is different from νK ,4. It is not formulated
separately from π .
Such differences can raise problematic cases, which can be classified into the one involving E4r or EFr (we call these
‘‘reverse rules") and the one that does not.
(i) π-rule is applied earlier than α, β-rule(s) in a prefixed tableau, so in the translated system, we miss some cases of
possible applications of R corresponding to ν-rule with new prefixes (since the outermost logical symbols of the relevant
formulas are not .) (E.g. {1TA ∨ B, 1F(A ∨ B)}.)
(ii) After π-rule is applied, some formula(s) with proof terms move(s) back to previous worlds by reverse rules, and νK ,4
rules are applied subsequently.
9 The order can be arbitrary since our hypersequents are sets of sets of formulas.
10 Each Hσi will work as each sequent occurring in the hypersequent that we will obtain as an image of the mapping swe are defining. But note that each
Hσi consists of only signed formulas.
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Here is a counterexample against a naive translation of TS4LPN, due to (ii).11
1F(t : A → A)
1.1.Ft : A → A;
1.1.Tt : A; 1.1.FA
1Tt : A; 1TA
1.1TA
×
One of step of the translation of this prefixed tableau proof is given as follows.
t : A,A ⇒ (t : A → A)|t : A, A ⇒ t : A → A, A
?
t : A,A ⇒ (t : A → A)|t : A ⇒ t : A → A, A
Since there is no rule exactly corresponding to νK , there is no way of directly justifying this step in HS4LPN. Hence, it is
definitely not the case that any prefixed proof can be translated into a hypersequent proof.12 The problem is raised due to
the combination of an application of a reverse rule and subsequent applications of νK ,4, since if we apply only a reverse rule
then it can be easily handled by Labeled Splitting in HS4LPN−. A more serious problem is raised by subsequent applications
of νK ,4. We have two sources of the problem here. (1) Reverse rules produce a context in which νK ,4 are applied separately
from π . (2) Reverse rules makes it happen that a prefix is used more than once when we apply νK ,4.
Nonetheless, it may still be that any prefixed tableau proof can be transformed into some prefixed tableau proof that
is possible to be translated into a hypersequent. Indeed, this is what we show in order to solve the problems. To handle
particular problems raised by (i) and (ii) (1), it suffices to use ‘‘proof confluence property" of prefixed tableau systems,
which allows reordering of applications of rules in a prefixed tableau proof. For (ii) (2), we use preservation of closure under
taking numerical variants of tableaux.
However, only by using the manipulation of a given tableau proof, the discrepancy pointed out in (3) is not entirely
resolved (applications of νK ,4). To resolve that, it suffices to modify the prefixed tableau system so that the relevant appli-
cations of νK ,4 become essentially redundant. Namely, we modify π-rule as follows.
π ♯-rule: Let S be a set of prefixed formulas (a tableau constructed up to the previous step), and let σ Fϕ ∈ S be the
premise and σ.nFϕ be the conclusion of the traditional π-rule (σ.n is new on a branch), and S♯σ.n = {σ.nTψ, σ.nTψ |σTψ
∈ S}.
{σ Fϕ} ∪ S
{σ.nFϕ} ∪ S♯σ.n
This rule combines the idea of constructing a new prefix in the prefixed tableau and the idea of destructive tableau.When
applied this rule carries ψ,ψ to the newworld automatically. We treat this rule not as a primitive rule in TS4LPN, but we
introduce a variant of TS4LPN in which π ♯ is treated as primitive.)
Combining these ideas, we translate a proof TS4LPN into a proof in HS4LPN. Our immediate goal is to obtain a method
of manipulating an arbitrary (cut-free) proof in TS4LPN into a proof satisfying the condition: all applications of νK ,4-rules
are made immediately after an application of π-rule where the application of νK ,4 uses the prefix introduced by the π rule
preceding it. Then we move on to π ♯.
5.3. Proof confluence in prefixed tableau systems
Here we prove proof confluence for TS4LPN, namely a version of the Church–Rosser property of a single-step prefixed
tableau system (modulo renaming of prefixes). Massacci [13] briefly explains the notion as follows, ‘‘loosely speaking,
confluence means that the order in which we select the rules does not substantially matter: we can always ‘‘converge"
to the same result without backtracking." (p.323, [13])
Nowwe give definitions [10,4]. Let us use x, y, z to stand for stages of computation and−→ to stand for a relation between
them. In our context, the computation is the proof search in the prefixed tableau system, and its stages are tableaux. x −→ y
if the tableau y is obtained from x with an application of a tableau rule (a single step of reduction in the sense of a term
rewriting systems). The relation−→∗ is the reflexive and transitive closure of−→, and−→ϵ is the reflexive closure. s and
t are joinable (and we write s ↓ t) if ∃u(s −→∗ u and t −→∗ u). s and t are meetable (and we write s ↑ t) if ∃r(r −→∗ s
and r −→∗ t).
We define an equivalence relation between stages of computation based on renaming of prefixes. In order to do that, let
us first define renaming function h for prefixes [13] and then prove a proposition.
Definition 12. An injective and surjective function h from the set of prefixes onto itself is a renaming if and only if h(1) = 1
and h(σ.n) = h(σ ).m for some integerm.
Proposition 13. A rule (r) can be applied to σΦ inBi if and only if it can be applied to hij(σ )Φ inBj.
11 To save space, we use ‘‘;" to write more than one formula horizontally.
12 In this sense, there was a gap in the proof of [11]. The current proof fills the gap.
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Proof. For cases in which we do not change the prefix of the premise in applying the rule, applicability of a rule trivially
holds. So, we only need to check νK ,4 cases (explicit versionswith proof-terms are similar) andπ-rules. Note that the domain
of the mapping h is as follows: Dom(h) = {σ |σΦ ∈ Bi for some Φ} where Bi is a branch in the original tableau. (Let the
branch of its numerical variants beBj.)
νK -rule (ν4 case is similar) : Suppose σTϕ ∈ Bi andBi satisfies the precondition for applying νK rule, namely σ.nΦ ∈ Bi
for some Φ . The first conjunct implies h(σ )Tϕ ∈ Bj. Also, the second conjunct implies that σ.n ∈ Dom(h). Hence,
h(σ.n)Φ ∈ Bj.
π-rule for S4 : Suppose σ Fϕ ∈ Bi andBi satisfies the precondition for applying π-rule, namely σ.mΦ /∈ Bi for anyΦ .
The first conjunct immediately implies h(σ )Fϕ ∈ Bj. To derive the desired second conjunct, suppose h(σ.m)Φ ∈ Bj for
some Φ . Then the mapping h has the image of σ.m, i.e., σ.m ∈ Dom(h). Thus, σ.mΦ ∈ Bi for some Φ . But this contradicts
the assumption. (The other directions are similar since h is a bijection.) 
Then we can define an equivalence relation∼ between stages of computation.
Definition 14. The set of prefixed formulasB1 andB2 are equivalent modulo a renaming of prefixes if and only if there are
two renamings h12 and h21 such that hij(hji(σ )) = σ and if σΦ ∈ Bi then hij(σ )Φ ∈ Bj for i, j = 1, 2.
The definition can be extended to a tableau as sets of branches. Based on these definitions, we can state the definition of
strong confluence and confluence.
Definition 15 ([13]).13
The relation −→ is strongly confluent modulo ∼ if and only if ∀x1, x2, y1, y2, if x1 ∼ x2 and x1 −→ y1 and x2 −→ y2,
then ∃u1, u2, s.t. u1 ∼ u2 and y1 −→∗ u1 and y2 −→ϵ u2.
Definition 16 (Confluence [4]). A binary relation is confluent if any two elements are joinable when they are meetable
(↑⊆↓).
Theorem 17 (Strong Proof Confluence). If ν-formulas (also t : formulas in our case) can be reduced more than once, then single
step tableau rules are strongly confluent modulo renaming of prefixes.
The theorem implies proof confluence, namely that provability of a single step prefixed tableau system does not depend
on the order of applications of tableau rules whenever we have a choice. Note, however, that Massacci remarks that
proof confluence does not imply arbitrary shuffling of rules. There is no way of modifying the order of applications in
the following cases (here x m y means ‘‘x precedes y" in the order of applications on a relevant branch): (1) π m νK ,4;
(2) π m E4r(or EFr) m ET (or EK) m νK ,4, s.t. νK ,4 use the prefix introduced by the relevant application of π at issue here.14
Proof confluence makes sense only if we have some choice about applications of rules.
Massacci [13] proves a stronger statement which immediately implies Theorem 17.
Lemma 18 (One-step Confluence (Modulo Renaming)). ∀x, x′, y, z, if x ∼ x′ and x −→ y and x′ −→ z, then ∃u, ue (y −→ u
and z −→ ue and u ∼ ue).
Tableau rules are also formulated as reduction rules. E.g.,
Reduction precondition Reduction relation
α : σTA ∧ B ∈ B B −→α B ∪ {σTA, σTB}.
β : σTA ∨ B ∈ B B −→β B ∪ {σTA}|B ∪ {σTB}.
ν : σTA ∈ B and ∃Φ , s.t. σ.nΦ ∈ B B −→K B ∪ {σ.nTA}.
π : σ FA ∈ B and ∀Φ , s.t. σ.nΦ /∈ B B −→π B ∪ {σ.nFA}.
Massacci uses Knuth–Bendix method, which proves the critical pair lemma [13]. (Here a critical pair ‘‘consists of two
ways in which the common instance reduces by the two rules" [10]. We refer to [10] and [4] for a formal definition
of the notion, which involves the notion of mgu, but in our context, we do not have free variables, so we do not have
to consider substitution. Hence, our case is like a reduction in ground terms. Also, the word ‘‘superposition" stands for
a process of producing critical pairs.) For single step tableaux, a critical pair can only be formed when we reduce two
formulas on the same branch, since reductions in different branches do not interact. Massacci begins a proof of the lemma
with an observation that formulas with different prefixes do not interact each other (whose proof is omitted, since it is
straightforward).
13 In [10], another notion ‘‘locally confluent’’ is defined as follows. if x −→ y1 and x −→ y2 , then ∃u, s.t. y1 −→∗ u and y2 −→∗ u. Strong confluence is
stronger than this. For the local confluence to imply confluence, a strong condition such as noetherian (there is no infinite sequence of one-step reductions)
is required, but the strong confluence imply confluence due to the following lemma: if x −→ y1 and x −→∗ y2 , then y1 ↓ y2 . That is whywe use the notion
of strong confluence. Hence, ϵ is used in one of the arrows in the definition. (We have omitted ∼ here since that is irrelevant to the difference between
strong and local confluence.)
14 There are other cases where the order of applications of rules cannot be changed. 1. One rule is applied to a (proper) subformula of the formula to
which the other rule is applied, 2. explicit rules also have to be applied only after some application of π . However, unlike the cases involving νK ,4 , these
cases of fixed order of applications of rules raise no problem in the translation. Case 1 is not a problem unless it is related to a change of prefix. But then the
problem is essentially reduced to one in which π-rule is involved. Case 2 is not a problem since formulas with proof-terms themselves raise no problem in
HS4LPN unless subsequently we apply νK ,4 . (But the cases involving prefixes are special cases of (2) above.) Such cases have already been discussed above.
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Proposition 19. Let σ1Φ1 and σ2Φ2 be prefixed signed formulas with σ1 ≠ σ2 and let B ′ be the reduction of B using rule (r1)
on σ1Φ1. If rule (r2) can be applied to σ2Φ2 inB , then it can be applied inB ′.
Proof of Lemma 18. We follow Massacci’s presentation of a proof in giving the details of the case of the rule for K and a
case where x = x′ and explaining how to extend it to more general cases.
Due to the proposition, the cases of superposition are reduced to the four cases: (1) σTA, σ.nΦ1 and σ.mΦ2 are on B;
(2) σTA, σTC and σ.nΦ are onB; (3) σTA, σ FC and σ.nΦ1 are onB but no prefixed formula σ.mΦ2 is present onB
(σ.m is new); (4) σ FA, σ FC are onB and the prefixes σ.n and σ.m are new.
(I) Extension of this proof to other logics: These cases for K can be extended to other logics by replacing the prefixed
formulas σTA, σ.nTA for νK -rule with the premise and the conclusion of each ν-rule (and explicit rules). Each ν-formula
(and t : formula) must be reducible more than once because each logic requires more than one ν-rule and all rules must be
applicable. Due to formulas of the form t : ϕ, we have to check the following cases including (1)–(4).
Case (1) ET, EK, E4, EF, νK ,4, νT rules can possibly be applied in this case.15
1.1. σTA, σ.nΦ1, σ.mΦ2 are onB (use νK ,4 and νT )
1.2. σTt : A (or σ Ft : A), σ.nΦ1, σ.mΦ2 are onB (use ET, EK, E4, EF,+-rule16.)
Proof of case (1): (Only for K case. Other cases are similar.) Suppose we apply νK -rule either for σ.n or σ.m. Suppose
we apply νK -rule to σ.n yielding B −→ B ∪ {σ.nTA}. Since σ.mΦ2 is still present on the new branch and ν-formula can
be used again, we apply νK -rule and obtain B ∪ {σ.nTA, σ.mTA}. Applying νK -rule first to σ.m and then to σ.n, we obtain
B ∪ {σ.mTA, σ.nTA}. The result is the same.
Case (2) Pick any two elements from {σTϕ, σTψ, σTt1 : ϕ1, σTs1 : ψ1, σ Ft2 : ϕ2, σ Fs2 : ψ2} and use all the
combinations of νK ,4, νT and EK, E4, EF with the precondition that σ.nΦ ∈ B, and E4r and EFr with the precondition that
σ ≠ 1, and operational rules (for νT and operational rules, we have no precondition for prefix).
Proof of case (2): Use the same argument for K as above (others are similar). The final outcome of both reduction paths is
equal toB ∪ {σ.nTA, σ.nTC}.
Case (3) 3.1. σTA (apply νK ,4, νT ), σ FC and σ.nΦ1 are on B but no prefixed formula σ.mΦ2 is present on B (σ.m is
new).
3.2. σTt : A (apply ET, EK, E4, EF, E4r) or σ Ft : A (apply EF, EFr, or any operational rule), σ FC and σ.nΦ1 are on B (or
σ ≠ 1 for E4r or EFr, or no precondition for prefix in ET) but no formula σ.mΦ2 is present onB (σ.m is new).
Proof of case (3): (Again we show only K .) We can use νK -rule or use π-rule and introduce a new prefix. If we use νK -
rule, we do not introduce any new prefix and σ.m would still be new in B ∪ {σ.nTA}. Thus, applying π-rule, we obtain
B∪{σ.nTA, σ.mFC}. If we useπ-rule first, thenwe obtainB∪{σ.mFC}. By assumption, for allΦ ,σ.mΦ /∈ B. Sinceσ.nTD ∈ B,
σ.m ≠ σ.n. So, we can apply νK -rule and obtainB ∪ {σ.nTA, σ.mFC}.
Proof of case (4): (Cases are not increased here.) We must use renaming to prove confluence in this case. Suppose we
reduce first σ FA and obtainB∪{σ.n1FA}. In the new branch, the prefix σ.n1 is no longer new. So, the next reduction forces
the use of σ.m1. Then we get B1 = B ∪ {σ.n1FA, σ.m1FC}. If we reduce first σ FC with σ.n2 and obtain B ∪ {σ.n2FC}.
By another π-reduction, we get B2 = B ∪ {σ.n2FA, σ.m2FC}. At this stage, we can only guarantee that there are two new
prefixes σ.n and σ.m. It can be that n1 = n ≠ m = n2 and A ≠ C . Thus, B1 ≠ B2. Then we define two renamings h12
and h21.
hij(s) =

σ.nj if s = σ.ni
σ.mj if s = σ.mi
s otherwise
Now we can prove that 1. σΦ ∈ Bi =⇒ hij(σ )Φ ∈ Bj and 2. hij(hji(σ )) = σ .
Note: The use of operational rules produces no substantial difference in our proof. We present · case (with EF ), since
this rule makes the greatest difference from Massacci’s single-step tableaux. Given σ Ft · s : A ∈ B and σ.nΦ ∈ B
(or σ ≠ 1 for reverse rules), there two ways of applying rules. The end result is clearly the same.17
(1)B −→EF B ∪ {σ.nFt · s : A} −→t·s B ∪ {σ.nFt · s : A, σ Ft : B → A}|B ∪ {σ.nFt · s : A, σ Ft · s : Aσ Fs : B}.
(2)B −→t·s B ∪ {σ Ft : B → A}|B ∪ {σ Fs : B} −→EF B ∪ {σ.nFt · s : A, σ Ft : B → A}|B ∪ {σ.nFt · s : A, σ Fs : B}.
15 For νT , ET, E4r, EFr, ·-rule and !-rule, there is no choice.
16 This introduces a choice without the precondition for prefix. So, this is a special case of 1.2.
17 · makes non-terminating feature of justification logics more drastic, but proof search procedure in logics containing 4 may not terminate, either. So,
the presence of ·-rule does not make a crucial difference from single-step tableaux concerning termination.
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(II) Extension of the proof to a general case where x ∼ x′
The proof of the general case x ∼ x′ follows the same pattern, since we have two branchesB1 ∼ B2 and two renamings
h12 : B1 −→ B2 and h21 : B2 −→ B1. The proposition for the general case is as follows.
Claim 20. Let σ1Φ1 and σ2Φ2 be prefixed signed formulas such that h12(σ1) ≠ σ2 and let Br1 be the reduction of B1 using rule
(r) on σ1Φ1 and letBr2 be the reduction ofB2 using rule (r) on h12(σ1)Φ1. If rule (r2) can be applied to σ2Φ2 inB2, then it can
be applied inBr2.
(Proof of the clam): The cases of superposition can be reformulated along the same lines. Following Massacci, we present the
only substantial case, namely, case 4.
For B1, we have the prefixed formulas σ1Fϕ and σ1Fψ and prefixes σ1.n1 and σ1.m1 are new. The same conditions
(changing the subscript) hold for B2. We also have hij(σi) = σj. We have no constraints on σi.ni or σj.nj because they are
new.
As in the proof for x = x′, renamings must be updated when the branchB1 reduces toB ∪ {σ1.n1Fϕ, σ1.m1Fψ} andB2
is reduced toB ∪ {σ2.n2Fϕ, σ2.m2Fψ}.
h′ij(s) =
hij(σi).nj if s = σi.ni
hij(σi).mj if s = σi.mi
hij(s) otherwise
By hypothesis, hij(σi) = σi and the new mappings h′ij give the desired renamings.  (Lemma 18)
5.4. Numerical variants of closed tableaux
Recall that one of the sources of the problem in translation is a case in which reverse rules are involved. In fact, the most
difficult case is the one in which after reverse rules are applied we use the same prefixes as we already used (namely, we go
back and forth) since this makes νK ,4 rules inevitably separated from the pertinent application of π-rule. (Note that reverse
rules have to be applied between π and νK ,4.) However, it turns out that such back and forth steps are not necessary to close
a tableau, although it facilitates closure of a tableau. This is because whenever we use a reverse rule, it suffices to start over
with a new prefix. Here we show that this is always possible by using renaming of a prefix.
We prove that we can eliminate the case (ii) (2) in 1.2, but to do that, we start proving a more general proposition stating
the closure of a ‘‘numerical variant" of a closed tableau in a prefixed tableau system. By ‘‘a numerical variant of a prefixed
formula," we mean a prefixed formula that is different only in the number of the prefix from the formula. This can be taken
as constructing a case of Massacci’s renaming function defined in the previous section. We call a prefix h(σ ) a numerical
variant of σ if there is at least one i-th element of σ s.t. h(ni) ≠ ni. As a corollary of Proposition 13 above, we can prove the
following.
Proposition 21. If a tableau Ti is closed, then its numerical variant Tj is also closed, provided that it satisfies the preconditions of
applications for π , ν , and E rules.
Proof. Since the mapping h preserves all applications of rules by the above Proposition 13, closure of a tableau is also
preserved under the mapping h. 
Now we apply the general idea of handling numerical variants of closed tableaux to the aforementioned combination of
E4r (or EFr) and νK ,4. First, we introduce a terminology. We call a ‘‘reuse of prefix" an application of νK ,4 on a prefix that has
already been used for applying reverse rules.18 We prove that such applications of νK ,4 can be eliminated from a proof with
such applications.
Lemma 22. If a tableau is closed by using reuses of prefixes by νK ,4-rules, then a closed tableau can be constructed without using
such applications.
Proof. A reuse of a prefix gives a reduction sequence as follows (σ F ∈ B1,B2 = B1 ∪ {σ.nFA}, σTC ∈ Bj, Bj+1 =
Bj ∪ {σ.nTC}. E4r or EFr is used somewhere betweenB2 andBj on the branch. The last step reuses σ.n).
B1 −→π B2 . . . −→E4r(EFr) . . .Bj −→νK ,4 Bj+1 . . .Bk
It may appear to be impossible to remove E4r or EFr between π and νK ,4 since νK ,4 is applicable only via E4r or EFr. (See
the example in 5.2.) But we claim that such a reuse of σ.n19 for νK ,4-rule can be eliminated via the following procedure.
(1) Pick up (on the same branch) the application of π-rule to a formula σ Fψ where σ.nFψ is obtained (σ.n is produced)
by the application of π rule.
(2) Duplicate the σ Fψ , and apply exactly the same rules (starting with π with σ.m s.t.m ≠ n) as applied in constructing
the original tableau before the application of νK ,4, and then apply νK ,4 by using σ.m, etc.
18 We use the word ‘‘reuse" only for cases in which reverse rules are applied. There are some other cases in which a prefix is ‘‘re-used" without reverse
rules being applied. But these cases do not require any special treatment. So, there is no point of introducing a special terminology.
19 A generalization to σ .σ ′ is straightforward.
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(3) After constructing a closed tableau with new prefixes, delete the relevant part of the original tableau that has the
reused prefixes.
Applied this procedure, the reduction sequence will be modified as follows.
B1 −→π1 B2 . . . −→E4r(EFr) Bj −→π2 B ′2 . . .B ′j −→νK ,4 B ′j+1 . . .B ′k.
Bi = B ′1,B ′2 . . .B ′j are sets of formulas where each contains numerical variants ofB1, . . .Bj (the same rules as applied
betweenB1 andBj are applied.B2 = Bj ∪ {σ.mFA},B ′j+1 = (B ′j ∪ {σ.mTC})\{σ.nTC}.)
E.g. The example of a tableau proof given in Section 5.2. is modified as follows.
1F(t : A → A)
1.1Ft : A → A;
1.1Tt : A ; 1.1FA
1Tt : A; 1TA
1.2Ft : A→ A;
1.2Tt : A; 1.2FA
1Tt : A; 1TA
1.2TA
1.2TA
×
This procedure can be taken to contain the process of explicitly constructing a renaming mapping h from the old tableau
to the new tableau. Since a tableau is a set, we can duplicate the relevant part and take the numerical variant of the part.
By Proposition 21, if the original tableau is closed, then the new tableau is also closed. (Subtraction of the reuse of prefixed
tableau does not affect the closure, since the numerical variant (on the same branch) is guaranteed to be closed by the
Proposition 21.) Note also that after this modification we do not have to apply the second π before the first applications of
reverse rules (since a prefix σ.n is already available to apply E4r or EFr). Then we can use another prefix σ.m to apply νK ,4
(after the second π ). By using this procedure, we can eliminate reuses of the prefix σ.n. We can apply this procedure for
finitely many reuses of prefixes in a given tableau proof. Hence, we can eliminate all reuses of prefixes from it. 
Note: Elimination of reuses of prefixes is not implied by proof confluence, since the manipulation is different from
changing the order of applications rules. Also, the presence of reuses of prefixes does not spoil proof confluence, since it
introduces no possibility of backtracking.
5.5. Prefixed tableau proofs translatable to hypersequent proofs
Having these preparations, we are ready to transform any given prefixed tableau proof into a prefixed tableau proof
translatable to a hypersequent proof. To make mathematically precise the idea described in 1.4, we first define a normal
form of a proof in the prefixed tableau system and prove a proposition.
Definition 23. We call a prefixed tableau proof in a π-νK ,4 normal form when for any application of νK ,4, there exists an
application of π such that the prefix used in the application of νK ,4 is introduced by the application of π and there exists no
application of rule x such that π m x m νK ,4 (except other applications of νK ,4).
Proposition 24. Suppose there exists a tableau proof of {1Fϕ} in the prefixed tableau systems TS4LPN. Then, this tableau proof
can be effectively transformed into a tableau proof that is in a π-νK ,4 normal form.
Proof. We have two cases, i.e., a case in which prefixes are reused and a case in which they are not reused.
Case 1. The case in which prefixes are reused.
By Lemma 22, we can eliminate all reuses of prefixes σ.n, preserving closure. Therefore, the first case is reducible to the
second.
Case 2. The case in which prefixes are not reused
We give a proof by induction on the number of other rules occurring between a νK ,4-rule and the application of π-rule
that introduced the prefix the application of νK ,4 rule uses. Since we have eliminated reuses of prefixes, the only case with a
fixed order of applications of rules based on prefixes isπ-νK ,4. For other cases of rules, applications of rules can be reordered
under some natural constraints (described below). By the novelty of σ.n in the application of π , some formulas cannot occur
before the application of π . In all the subcases, a formula occurring between the pertinent π and νK ,4 can be moved out as
follows (here σ.n is the prefix obtained by the application of π ):
Case (A) the prefix σ ′ on the premise or the conclusion is σ ′ ≥ σ.n or the premise of the tableau rule derives from a
formula with the prefix σ ′ ≥ σ.n;
Case (B) Otherwise.
For (A), we move formulas occurring between π and νK ,4 after νK ,4. For (B), we can move these before the application
of π .
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For any application of a rule, we can apply the idea of proof confluence and we can move them before π or after νK ,4,
depending on which condition ((A) or (B)) is satisfied by the prefix. Suppose the number of applications is n. Pick one
application after π . This can be any of all the rules in TS4LPN except νK ,4. We have many cases, but for each case, depending
on whether a particular case satisfies the condition A or B, each of these cases can be moved out of the interval before the
application ofπ or after the application of νK ,4. This claim can be simply guaranteed by proof confluence, which is a corollary
of Lemma 18. (So, we omit checking correctness of the claim case by case.) Note that proof confluence allows shuffling of
applications of rules except π m νK ,4 since reuses of formulas are already eliminated (see footnote 13 for other exception).
Hence, these cases cover all the cases. Therefore, for one step, all these rules can bemoved out. Then the number of the rules
applied between π and νK ,4 can be reduced by 1. By IH, for any number strictly less than n, the statement holds. Therefore,
all n applications of rules can be removed between the application of π and νK ,4. 
E.g. The example given in the previous section is not yet in a π-νK ,4 normal form. By appealing to proof confluence, the
tableau rules can be rearranged and modified into a π-νK ,4 normal form as follows.
1F(t : A → A)
1.1.Ft : A → A
1.1.Tt : A; 1.1.FA
1Tt : A
1TA
1.2.Ft : A→ A;
1.2TA; 1.2TA
1.2.Tt : A; 1.2.FA
×
Once we obtain a π-νK ,4 normal form, we replace all the applications of π by π ♯.
5.6. Inductive proof of provability preservation under the translation
We introduced an auxiliary prefixed tableau system TS4LPN♯. In this system, instead of using π-rule, we use π ♯-rule so
that we can handle π-rule and νK ,4 simultaneously.
Prefixed tableau system TS4LPN♯ works well for handling some discrepancies between prefixed tableau systems and
hypersequent calculi, but it apparently makes complicated the induction on the depth of a tableau proof. Handling νK ,4
produces complication. To make the inductive proof simpler, we use a subsystem TS4LPN♯◦ in which we keep π ♯ rule, but
we remove νK ,4. We treat νK ,4 as admissible rules (not primitive rules) in TS4LPN♯◦. Our translation from TS4LPN♯◦ to the
hypersequent calculus HS4LPN− is shown to preserve provability.
We claim that due to the theorem stating the existence of π-νK ,4 normal form, νK ,4 can be absorbed into π ♯-rule.
Proposition 25. 1. In TS4LPN, π ♯ is a derived rule. 2. For any ϕ, if ϕ has a tableau proof in TS4LPN, then ϕ has a tableau proof
in TS4LPN♯◦.
Proof. 1. Consider any application of π ♯. An application of π ♯ can be clearly simulated by first applying π rule and then
apply all possible applications of νK ,4 in the given premise.
2. By the above observation, we start from TS4LPN. A proof should be given by induction on the depth of tableau proof
of TS4LPN in π-νK ,4 normal form. However, since obviously TS4LPN♯◦ can have all the rules of TS4LPN♯ except νK ,4 rule, it
suffices to prove that π ♯ rule can cover all the applications of νK ,4. First, we replace all the applications of π-rule in π-νK ,4
normal form by π ♯-rule. Due to the π-νK ,4 normal form theorem, any application of νK ,4 must immediately follow an appli-
cation π ♯. (Also, note that it suffices if we have preconditions of the applications of νK ,4 that are actually used in the original
proof in TS4LPN.) This can be taken as a proof in TS4LPN♯. In this form of proof in TS4LPN♯, all the applications of these rules
have the following form. Let σ FA ∈ S and σTB1, . . . , σTBm ∈ S (list up all the formulas of the form σTBi in S.)
σ FA
σ.nFA, σ.nTB1, σ.nTB1, . . . , σ.nTBm, σ.nTBm (call this set S
♯
σ.n) by π ♯
σ.nTBj, σ.nTBj
. . .
σ.nTBk, σ.nTBk (by several applications of νK ,4. 1 ≤ j ≤ k ≤ m.)
Clearly, σ.nBj, σ.nTBj, . . . , σ.nTBm, σ.nTBk ⊆ S♯σ.n. Hence, anything that can be derived by using a sequence of
applications of rules π ♯, ν1K ,4, ν
k
K ,4 (up to m) can already be derived in one-step application of π
♯. Therefore, TS4LPN♯◦ is
sufficient to derive all the formulas that TS4LPN♯ can derive and νK ,4 are dispensable (hence, admissible in TS4LPN♯◦). 
Theorem 26. Let S be a finite set of prefixed signed formulas. If there is a closed tableau for S using the prefixed tableau for S4LPN,
then the hypersequent Ss is provable in HS4LPN−.
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Proof. Suppose that there is a prefixed tableau proof in TS4LPN of S. Fix one. We call it T1. By using the manipulations of
prefixed tableau proofs given in the previous section, we transform T1 into a prefixed tableau proof in π-νK ,4 normal form.
Call the proof T ∗1 . (It must be clear that the normal form is not unique.)
Modify T ∗1 into (T
∗
1 )
♯ by replacing all applications of π by π ♯. (We do not have to apply νK ,4 in T ∗1 , but this replacement
amounts to applying all possible cases of νK ,4 (given preconditions). This introduces some redundancy in this translation,
but it preserves derivability and introduces no harm, since obviously these applications are derivable in the original system,
too. Since a tableau is a set of formulas, this is the only difference between T ∗1 and (T
∗
1 )
♯).) We can take the resulting proof
as a proof in TS4LPN♯◦ due to the observation in the Proposition 25.
Then apply the mapping s from the prefixed tableau (T ∗1 )♯ (= a set of prefixed formulas) to a hypersequent ((T ∗1 )♯)s.
(The mapping has nothing to do with inference rules. It is a mapping from the deductive meta-language of TS4LPN to the
deductive meta-language of HS4LPN.)
Now we show by induction on the depth d of a prefixed tableau in TS4LPN♯◦ that for any (T ∗1 )♯, ((T
∗
1 )
♯)s is provable in
HS4LPN−.
Here the depth is a number d ≥ 0 such that there is a closed prefixed tableau in TS4LPN for S with d applications of
tableau rules. Suppose a tableau for S closes with depth d and, by IH, the theorem holds for sets that close with the depth
less than d. (This means that IH makes sense only for d ≥ 1 since we take d − 1 for IH. d = 0 is the base case, where S is
already a closed tableau.) Suppose we have made the first application of a tableau rule. Then, to obtain a closed tableau, we
only need d− 1 applications of the rules. For any tableau rule, after this first application, we can apply IH. Then, there must
be a closed tableau in TS4LPN♯◦ for a set of formulas obtained as the result of applying one of the rules, and such a closed
tableau must be mapped into a hypersequent by the mapping s (such a hypersequent must be provable in HS4LN− since by
the definition of closure of a tableau and the mapping s, the hypersequent that is the image of a closed tableau can be taken
as a result of applying IW and EW to an axiom in HS4LPN). Hence, the remaining step is to prove in HS4LPN−, for each rule
of TS4LPN, the hypersequent obtained by taking the image of the mapping s of the set of the prefixed signed formulas that
we had before we apply the rule. We omit α, β cases, since they are straightforward.
(Note: In the following proof, some lines look redundant since hypersequents are sets and we do not have (internal or
external) contraction rules. However, we put these lines to make it more perspicuous how derivations work. In these cases,
we put (set) on the right side of the step. Also, several applications of the same rule, which must be sufficiently clear from
the context, are suppressed without using double lines.)
Case 1 ET -rule :
Suppose σTt : ϕ ∈ S. By the assumption, such an S has a closed tableau with depth d. Since the first application of a rule
in this tableau is ET -rule, S ∪{σTϕ} has a closed tableau with depth d−1. By IH, (S ∪{σTϕ})s provable in the hypersequent
calculus HS4LPN−. By definition of s, the image of the set given above by s has the form Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ, ϕ ⇒
∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm . We show below that Ss, which is equal to Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ |Γσ.n ⇒
∆σ.n| . . . |Γσm ⇒ ∆σm , is provable in HS4LPN−.
Γσ1 ⇒ ∆σ1 | . . . |Γσ , t : ϕ, ϕ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
Lt
Γσ1 ⇒ ∆σ1 | . . .Γσ , t : ϕ, t : ϕ ⇒ ∆σ | . . . |Γσ.n,⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm (set)
Γσ1 ⇒ ∆σ1 | . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
Case 2. EK -rule :
Suppose σTt : ϕ ∈ S. By the assumption, such an S has a closed tableau with depth d. Since the first application of a rule
in this tableau is EK -rule, S ∪ {σ.nTϕ} has a closed tableau with depth d− 1. By IH, (S ∪ {σ.nTϕ})s is provable in HS4LPN−.
By definition of s, Ss is as follows: Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm . This can be proven by
the following derivation.
Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n, ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
Lt
Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n, t : ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm Splitting
Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n|t : ϕ ⇒ | . . . |Γσ.m ⇒ ∆σ.m
IW
Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
Case 3. E4-rule :
Suppose σTt : ϕ ∈ S. By the assumption, such an S has a closed tableau with depth d. Since the first application of a
rule in this tableau is E4-rule, S ∪ {σ.nTt : ϕ} has a closed tableau with depth d− 1. By IH, (S ∪ {σ.nTt : ϕ})s is provable in
HS4LPN−. By definition of s, Ss is as follows: Γ1 ⇒ ∆1| . . . |t : ϕ,Γσ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm . This can be
proven by the following derivation.
Γ1 ⇒ ∆1| . . . |t : ϕ,Γσ ⇒ ∆σ | . . . |t : ϕ,Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm Splitting
Γ1 ⇒ ∆1| . . . |t : ϕ,Γσ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n|t : ϕ ⇒ | . . . |Γσ.m ⇒ ∆σ.m
IW
Γ1 ⇒ ∆1| . . . |t : ϕ,Γσ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |t : ϕ,Γσ ⇒ ∆σ | . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |t : ϕ,Γσ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ,⇒ ∆σm
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Case 4. E4r-rule :
Suppose σ.nTt :ϕ ∈ S. By the assumption, such an S has a closed tableau. Also, since the first application of a rule in the
tableau is E4r, S ∪ {σTt : ϕ} has a closed tableau with depth d − 1. By IH, (S ∪ {σTt : ϕ})s is provable in the hypersequent
calculus HS4LPN−, where this has the form Γ1 ⇒ ∆1| . . . |Γσ , t : ϕ ⇒ ∆σ | . . . |Γσ.n, t : ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm . We
show Ss, which is equal to Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ |Γσ.n, t :ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm , is provable only by using rules of
the hypersequent calculus.
Γ1 ⇒ ∆1| . . . |Γσ , t :ϕ ⇒ ∆σ | . . . |Γσ.n, t :ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm Splitting
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ |t :ϕ ⇒ | . . . |Γσ.n, t :ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
IW
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ | . . . |Γσ.n, t :ϕ ⇒ ∆σ.n|Γσ.n, t :ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ | . . . |Γσ.n, t :ϕ ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
Case 5. EF-rule :
Suppose σ Ft :ϕ ∈ S. By the assumption, such an S has a closed tableau, and the first application of a rule in this case is
EF. So, S ∪ {σ.nFt :ϕ} has a closed tableau of depth d − 1. By IH, (S ∪ {σ.nFt :ϕ})s is provable in the hypersequent calculus
HS4LPN−, where this has the form Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . |Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm .
We show that Ss, which is equal to Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm , is provable only by
using rules of the hypersequent calculus.
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . |Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm Splitting
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . | ⇒ t :ϕ|Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
IW
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . |Γσ ⇒ ∆σ , t :ϕ|Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . |Γσ.n ⇒ ∆σ.n| . . . |Γσm ⇒ ∆σm
Case 6. EFr-rule :
Suppose σ.nFt :ϕ ∈ S. By the assumption, such an S has a closed tableau. Also, since the first application of a rule in the
tableau is EFr, S ∪ {σ Ft : ϕ} has a closed tableau with depth d − 1. By IH, (S ∪ {σ Ft : ϕ})s is provable in HS4LPN−, where
this has the form Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t : ϕ| . . . |Γσ.n ⇒ ∆σ.n, t : ϕ| . . . |Γσm ⇒ ∆σm . We show Ss, which is equal to
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ |Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm , is provable only by using rules of HS4LPN−.
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ| . . . |Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm Splitting
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ | ⇒ t :ϕ| . . . |Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm
IW
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n, t :ϕ|Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ | . . . |Γσ.n ⇒ ∆σ.n, t :ϕ| . . . |Γσm ⇒ ∆σm
Case 7. Operational rules :
Subcase 7.1. !-rule :
Suppose σ F !t : t : ϕ ∈ S. By the assumption, such an S has a closed tableau. Also, the first application of a rule in the
tableau is !-rule, and S ∪ {σ Ft :ϕ} has a closed tableau with depth d− 1. By IH, (S ∪ {σ Ft :ϕ})s is provable in HS4LPN−, i.e.
HS4LPN− ⊢ Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ, !t : t :ϕ| . . . |Γσm ⇒ ∆σm . The following proof is enough to show the provability
of Ss in HS4LPN−.
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ, !t : t :ϕ| . . . |Γσm ⇒ ∆σm !-rule
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , !t : t :ϕ, !t : t :ϕ| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , !t : t :ϕ| . . . |Γσm ⇒ ∆σm
Subcase 7.2.+-rule :
Suppose σ Ft + s : ϕ ∈ S. By the assumption, such an S has a closed tableau. Also, the first application of a rule in the
tableau is+-rule and S ∪ {σ Ft :ϕ} has a closed tableau with depth d− 1. By IH, (S ∪ {σ Ft :ϕ})s is provable in HS4LPN−, i. e.
HS4LPN− ⊢ Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ, t + s :ϕ| . . . |Γσm ⇒ ∆σm . Then we can have the following proof, which shows
the provability of Ss in HS4LPN. (s+ t :ϕ case is similar.)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ϕ, t + s :ϕ| . . . |Γσm ⇒ ∆σm +-rule
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t + s :ϕ, t + s :ϕ| . . . |Γσm ⇒ ∆σm (set)
Γσ1 ⇒ ∆σ1 | . . . |Γσ ⇒ ∆σ , t + s :ϕ| . . . |Γσm ⇒ ∆σm
Subcase 7.3. ·-rule :
Suppose σ t ·s :ϕ ∈ S. By the assumption, such a S has a closed tableau. In particular, in this case the rule produces two
branches, so S ∪ {σ Ft :ψ → ϕ} and S ∪ {σ Fs :ψ} have closed tableaux with depth d− 1. By IH, then, (S ∪ {σ Ft :ψ → ϕ})s
and (S ∪ {σ Fs : ψ})s are provable in HS4LPN−, i.e., HS4LPN− ⊢ Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t : ψ → ϕ| . . . |Γσm ⇒ ∆σm
and HS4LPN− ⊢ Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , s : ψ | . . . |Γσm ⇒ ∆σm . Then we have the following proof, which shows the
provability of Ss in HS4LPN−. (The first line is an application of ·-rule.)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t :ψ → ϕ, t ·s :ϕ| . . . |Γσm ⇒ ∆σm Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , s :ψ, t ·s :ϕ| . . . |Γσm ⇒ ∆σm
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t ·s :ϕ, t ·s :ϕ| . . . |Γσm ⇒ ∆σm
(set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ , t ·s :ϕ| . . . |Γσm ⇒ ∆σm
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Case 8. νT -rule.
Suppose σTϕ ∈ S. By the assumption, such an S has a closed tableau with depth d. Since the first application of a rule
in this tableau is νT -rule, S ∪ {σTϕ} has a closed tableau with depth d − 1. By IH, (S ∪ {σTϕ})s is provable in HS4LPN−.
By definition of s, Ss is as follows: Γ1 ⇒ ∆1| . . . |Γσ ,ϕ ⇒ ∆σ | . . . |Γσm ⇒ ∆σm . Then we have the following derivation,
which shows provability of Ss in HS4LPN−.
Γ1 ⇒ ∆1| . . . |Γσ ,ϕ, ϕ ⇒ ∆σ | . . . |Γσm ⇒ ∆σm
L
Γ1 ⇒ ∆1| . . . |Γσ ,ϕ,ϕ ⇒ ∆σ | . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ,ϕ ⇒ ∆σ | . . . |Γσm ⇒ ∆σm
Case 9. π ♯-rules
σ Fϕ ∈ S, and S♯σ.n = {σ.nTψ, σ.nTψ |σψ ∈ S}. So, (S♯σ.n)s = Γ ♯σ.n. Then by IH, (S ∪ {σ.nFϕ} ∪ S♯σ.n)s, which is
identical to Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|Γ ♯σ.n ⇒ ϕ|Γσm ⇒ ∆σm , is provable in HS4LPN−. We can derive Ss from the above
hypersequent in HS4LPN− as follows.
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|Γ ♯σ.n ⇒ ϕ| . . . |Γσm ⇒ ∆σm
df of Γ ♯σ.n
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1, ψ1, . . . ,ψk, ψk ⇒ ϕ| . . . |Γσm ⇒ ∆σm
L
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1,ψ1, . . . ,ψk,ψk ⇒ ϕ| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1, . . . ,ψk ⇒ ϕ| . . . |Γσm ⇒ ∆σm
R
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1, . . . ,ψk ⇒ ϕ| . . . |Γσm ⇒ ∆σm
IW
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|Γσ ⇒ ∆σ ,ϕ| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ| . . . |Γσm ⇒ ∆σm

Note: Due to the Proposition 25, we can work in TS4LPN♯◦. Therefore, we do not have νK ,4 rules as primitive rules in
TS4LPN♯◦.
Theorem 27. [Completeness] If a formula ϕ is valid in the semantics for S4LPN, then HS4LPN− ⊢⇒ ϕ.
Proof. Use completeness of the prefixed tableau system. Then, apply Lemma 4. This is a special case of the lemma where
S = {1Fϕ}. 
As a corollary, we can semantically prove cut-admissibility for HS4LPN.
Corollary 28. If HS4LPN ⊢⇒ ϕ, then HS4LPN− ⊢⇒ ϕ
Proof. By Theorem 11, HS4LPN is sound with respect to the Hilbert-style system, and the Hilbert-style system is sound
with respect to the Kripke semantics. By the above Theorem 27, HS4LPN− is complete with respect to the Kripke semantics.
Hence, the statement follows. 
Here are applications of cut-admissibility. We first state a conservativeness result.
Proposition 29. For any formula ϕ that does not contain any proof-polynomial, if S4LPN ⊢ ϕ, then S4 ⊢ ϕ.
Proof. Although the subformula property does not hold for HS4LPN, the hypersequent calculus has a feature that once we
introduce a proof term, then the proof term would never disappear from the cut-free proof in which it is introduced. This is
obvious from the forms of each operational rule and cut-admissibility of the system. So, if you can prove a statement that is
stated in purely modal language, then there must exist a cut-free proof of the statement that does not contain any formula
that has a proof term in it. Naturally, all the applications of the rules in the proof must come from S4 part of the system.
Therefore, the statement is provable in S4. 
This conservativeness result suggests a possibility of obtaining some version of the disjunction property. It is well-known
that the modal disjunction property in the following form holds for S4.
(MDP) S4 ⊢ ϕ ∨ ψ =⇒ S4 ⊢ ϕ or S4 ⊢ ψ .
It is a natural question whether some analogue of MDP holds for our S4LPN. MDP does not hold for the entire system.
However, if we confine ourselves to a particular context, we can obtain some refined version of MDP. In particular, due to
conservativeness of modal language and LP language, as far as a theorem of S4LPN contains only contain modal operators
but does not contain any proof polynomial, we can have the disjunction property for both S4 and LP. In other words, S4LPN
combines two logics without interfering either fragment.
Proposition 30. For any formula ϕ, ψ that does not contain any proof-polynomial, if S4LPN ⊢ ϕ ∨ ψ , then S4LPN ⊢ ϕ or
S4LPN ⊢ ψ .
Proof. Due to the fact that ϕ ∨ ψ does not contain any proof-term, we can apply the above Proposition 29, to this
statement. So, S4 ⊢ ϕ ∨ ψ . Apply the disjunction property for S4. Then, S4 ⊢ ϕ or S4 ⊢ ψ . So, S4LPN ⊢ ϕ or S4LPN
⊢ ψ . 
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The opposite combination of the problem of conservativeness, namely whether S4LPN is a conservative extension of LP,
may not be so simple, since in this case wemay lose somemodal formula due to the rule R·. Cut-admissibility does not guar-
antee that S4LPN is a conservative extension, but LP has another version of the disjunction property due to its constructive
feature. The following is a corollary of the cut-elimination theorem for LP (it is also proven semantically in [12]).
For any t :ϕ and s :ψ , LP⊢ t :ϕ ∨ s :ψ =⇒ LP⊢ t :ϕ or LP⊢ s :ψ .
A similar statement with respect to the language of S4LPN holds for S4LPN.
Proposition 31. For any t :ϕ and s :ψ , S4LPN ⊢ t :ϕ ∨ s :ψ =⇒ S4LPN ⊢ t :ϕ or S4LPN ⊢ s :ψ .
Proof. (Proof sketch) If we take a cut-free proof, then the last application of a rule is R∨ (since our hypersequents are sets).
Hence, the line before the last has the form⇒ t : ϕ, s : ψ . We have only two rules to be applied in order to obtain this
sequent, i.e., either IW or a rule for a proof-term, although we have two (times two) patterns of applications of IW, either
from⇒ t : ϕ or from⇒ t : ϕ, s : ψ | ⇒ t : ϕ. At least one of them t : ϕ, s : ψ is introduced by a rule for a proof-term.
Since the outermost logical symbol of each formula (‘‘o.l.s") is a proof-term, the premise(s) of a rule for a proof-termmust
have a (simpler) proof-term as the o.l.s. Hence, for every step upwards, the only possible application of a rule is either IW,
EW, or a rule for a proof-term until we get a variable or a constant. If IW or EWwhose premise has only one is used at some
point, then we go to the premise of IW or EW, and reconstruct a proof of⇒ t : ϕ or⇒ s : ψ . Otherwise, on each branch
of a proof-tree we reach a line that has formulas with simple proof terms. Then, at least one of the o.l.s of the formulas is a
proof constant and satisfies the condition of a constant specification. Otherwise, there is no rule to apply upwards. (Except
IW or EW. But in some further step we have the same problem, since not all formulas can be introduced by IW or EW.) This
contradicts the provability of⇒ t : ϕ, s : ψ . Hence, we have traced to the initial line of a proof of⇒ t : ϕ or⇒ s : ψ . 
5.7. Prefixed tableaux and hypersequents for S4LP
Theprefixed tableau approachhas an advantage in covering awider range ofmodal logics thandestructive ones can cover,
due to its flexibility in prefixed tableau systems. A prefixed tableau system has been particularly helpful in formulating the
mixed negative introspection ¬t : ϕ → ¬t : ϕ, since it is difficult to formulate a destructive tableau rule corresponding
to this axiom. However, note that it was S4LP, not S4LPN, which was formulated first as a system combining LP and S4
[6]. So, it is a natural question whether we can formulate a prefixed tableau system for S4LP and a hypersequent calculus
for S4LP. In the Hilbert-style system, S4LP is the subsystem of S4LPN obtained by omitting the axiom ¬t : ϕ → ¬t : ϕ.
It is indeed possible to formulate a prefixed tableau system for S4LP. In the following, we present both TS4LP and HS4LP.
However, it turns out that there is more than one way in formulating S4LP in a prefixed tableau system. We officially adopt
one of the two different ways of formulating the system in order to make it possible to translate prefixed tableau proofs
to hypersequent proofs. With some minor twist, our method of proving cut-admissibility of a hypersequent calculus via a
translation from a prefixed tableaux system can also be applied to S4LP.
Before going into definitions, let us note that S4LP in Hilbert-style axiomatic formulation is complete with respect to
two different semantics. The one is a special case of the other one. In a general approach, we use a semantics that has two
accessibility relations R and Re and requires R ⊆ Re. (This distinction is introduced by Artemov and Nogina [2].) The other
case is the one where we have R = Re. Here we consider only the latter one.
A prefixed tableau system for S4LP is defined by omitting EFr and E4r from TS4LPN. Explicit rules of the system are the
following:
EK
σTt :ϕ
σ.nTϕ
(σ.n is used.) ET
σTt :ϕ
σTϕ
E4
σTt :ϕ
σ.nTt :ϕ (σ.n is used.)
Rules for Classical Propositional Logic, Operational Rules on a signed formula of the form Ft : ϕ, and Modal Rules are
the same as S4LPN. Constant Specification Rules are restricted to S4LP axioms. Fitting-style Kripke semantics for S4LP is
obtained by modifying the Kripke model for S4LPN as follows: instead of taking Re to be an equivalence relation on K s.t.
R ⊆ Re, we take R = Re. Here R is a reflexive and transitive relation on K . Accordingly, our interpretation of Re for S4LP
becomes as follows: σ ≤ σ ′ =⇒ N (σ )ReN (σ ′).
Lemma 32. Suppose T is a satisfiable tableau of S4LP. If any tableau rule for S4LP is applied to T , then the resulting tableau is
still satisfiable.
Proof. The proof is similar to that of S4LPN. In particular, we canmodify the proof of the relevant cases (EK, ET, E4) of S4LPN
by replacing 1 ≤ σ and 1 ≤ σ ′ with σ ≤ σ.n (EK, E4) or σ ≤ σ (ET). The proof obviously goes through. 
Now we can state and prove the soundness theorem.
Theorem 33 (Soundness). If ϕ has a prefixed S4LP-tableau proof, then ϕ is valid in all models of S4LP.
Proof. Similar to the case of S4LPN. 
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Concerning completeness, there is no essential difference in Lindenbaum–Henkin construction in the case of S4LPN and
its subsystems, in particular S4LP, except the use of S4LP-consistency when you construct a maximal consistent set. We
construct a canonical KripkemodelK = (K , R, Re, E,V) for S4LP via Lindenbaum–Henkin construction. However, we have
two modifications compared with the case of S4LPN. (1) we have R = Re (Re is just a reflexive and transitive relation), and
(2) in order for the evidence function to satisfy monotonicity, we need to modify the definition of E . Re for S4LP is defined
as follows:
1. σReσ ′ iff σ is an initial segment of σ ′ (σ ≤ σ ′).
The model satisfies the condition R = Re, since new prefixes are introduced only via π-formulas in the construction.
Re so defined obviously satisfies reflexivity and transitivity. Due to this identity, we use the symbol R instead of Re in the
following argumnet to simplify the notation. The evidence function E is defined as follows.20
2. ϕ ∈ E(σ , t) iff for any σ ′, σ ≤ σ ′ ⇒ σ ′Ft :ϕ /∈ Sω .
Now we give a proof that the conditions of evidence function for S4LP are satisfied.
Proposition 34. The evidence function defined above satisfies the following conditions: (A) monotonicity, (B) closure conditions,
(C) constant specification.
Proof. (A) (Monotonicity) We show σRσ ′ and ϕ ∈ E(σ , t) implies ϕ ∈ E(σ ′, t).
Suppose (1) σRσ ′, (2) ϕ ∈ E(σ , t) and (3) σ ′Rσ ′′. By (2), σRσ ′′ ⇒ σ ′′Ft : ϕ /∈ Sω . By (1), (2) and transitivity, σRσ ′′. So,
σ ′′Ft :ϕ /∈ Sω . Thus, for any σ ′′, σ ′Rσ ′′ implies σ ′′Ft :ϕ /∈ Sω . Hence ϕ ∈ E(σ ′, t).
(B) We show only · case for closure conditions as a representative case. (Constant specification is similar.)
Suppose ϕ → ψ ∈ E(σ , t) and ϕ ∈ E(σ , t). Also, suppose σRσ ′. By definition of E , σRσ ′ ⇒ σ ′Ft : ϕ → ψ /∈ Sω and
σRσ ′ ⇒ σ ′Fs : ϕ /∈ Sω . So, σ ′Ftϕ → ψ /∈ Sω and σ ′Fs : ϕ /∈ Sω . So, Sω ∪ {σ ′Ft : ϕ → ψ} and Sω ∪ {σ ′Fs : ψ} are both
S4LP-inconsistent. So, there are closed tableaux for finite subsets of these. However, out of these closed tableaux, we can
construct another closed tableau having the two tableaux as branches, starting from σ ′Ft · s :ψ using only formulas from
Sω . So, Sω ∪ {σ ′Ft · s :ψ} is S4LP-inconsistent. By S4LP-consistency of Sω , σ ′Ft · s :ψ /∈ Sω . 
Next, we need to show the Truth Lemma. We show only relevant cases.
Lemma 35 (Truth Lemma). For every signed formulaΦ ,
σΦ ∈ Sω =⇒ σ realizesΦ in the modelK .
Proof. ϕ cases are similar to S4LPN. The cases of t : ϕ need some modification. Case (1) Suppose σTt : ϕ ∈ Sω . We first
show the first part ϕ ∈ E(σ , t), which is equivalent to ∀σ ′ ∈ K (σRσ ′ ⇒ σ ′Ft : ϕ /∈ Sω). To show this, fix σ ′ ∈ K , σRσ ′,
which is σ ≤ σ ′. Suppose further that σ ′Tt : ϕ /∈ Sω . Then by maximal consistency of Sω , Sω ∪ {σ ′Tt : ϕ} is inconsistent.
Take a closed tableau of a finite subset S1 of the set. (Like the case of Proposition 6, w.l.o.g., we can assume that there exists
a formulaΦ , s.t. σ ′Φ ∈ Sω and σ ′Φ ∈ S1 s.t.Φ ≠ Tt : ϕ. σ ′ occurs in S1 \ {σ ′Tt : ϕ}, so we can use any initial segment of σ ′
in constructing a tableau). Since σ ≤ σ ′, by applying E4-rule repeatedly, we can produce another closed tableau for a finite
subset (S1 \ {σ ′Tt : ϕ})∪ {σTt :ϕ}. Since this set is included in Sω , this is contradictory to the maximal consistency of Sω . So,
σ ′Tt :ϕ ∈ Sω . By consistency, σ ′Ft :ϕ /∈ Sω . So, ϕ ∈ E(σ , t).
A proof of the second part, i.e. ∀σ ′ ∈ K(σRσ ′ ⇒ σ ′  ϕ), is as follows. Suppose σTt : ϕ ∈ Sω . Assume (for contradiction)
there exists σ ′ ∈ K , s.t. σ ≤ σ ′ and σ ′Tϕ /∈ Sω . ( Call it σ ′1.)
We first claim σ ′1Tt : ϕ ∈ Sω . Suppose not, i.e. σ ′1Tt : ϕ /∈ Sω . Sω ∪ {σ ′1Tt : ϕ} is inconsistent. Then there exists a finite
subset S1 s. t. S1 ⊆ Sω ∪ {σ ′1Tt : ϕ} and S1 has a closed tableau. (Since σ ′1 ∈ K , there exists some φ such that σ ′1Φ ∈ Sω . As we
did in the proof of Proposition 6 above, let σ ′1Φ be in the set S1 w. l. o. g.) By adding several steps of E4 starting from σTt : ϕ
on top of the tableau, we can construct a closed tableau for (S1 \ {σ ′1Tt : ϕ}) ∪ {σTt : ϕ}. However, this set is a subset of Sω ,
which contradicts consistency of Sω . Hence, σ ′1Tt : ϕ ∈ Sω .
Nowwe claimσ ′1Tϕ ∈ Sω . Suppose otherwise. Then there exists a finite S1 s.t. S1 ⊆ Sω∪{σ ′1Tϕ} and S1 has a closed tableau.
By adding σ ′1Tt : ϕ on top of the tableau and by applying ET, we can construct a closed tableau for (S1 \ {σ ′1Tϕ})∪{σ ′1Tt : ϕ}.
However, this set is included in Sω . Hence, it contradicts consistency of Sω . Hence, σ ′1Tϕ ∈ Sω . Therefore, we have proven
for any σ ′ ∈ K , σ ≤ σ ′ implies σ ′Tϕ ∈ Sω . By IH, σ ′ ∈ Sω implies σ ′  ϕ. Thus, ∀σ ′ ∈ K(σRσ ′ ⇒ σ ′  ϕ).
Case (2). Suppose σ Ft : ϕ ∈ Sω . It suffices to show that ϕ /∈ E(σ , t), i.e., there exists σ ′, s.t. σRσ ′ and σ ′Ft : ϕ ∈ Sω . But
this follows from σRσ (σ ≤ σ ) and the assumption. 
Theorem 36 (Completeness). If ϕ is S4LP-valid, then ϕ has a proof using the tableau rules for S4LP.
Proof. Similar to the case of S4LPN. 
20 This definition is due to Evan Goris (personal communication), although his version is defined on destructive tableau system.
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Note that the proof of completeness of the prefixed tableau system for S4LP does not use cut. Therefore, by using the
standardmethod of proving cut-admissibility, since cut is a sound rulewith respect to our semantics, the following corollary
follows.
Corollary 37. Cut is admissible in the prefixed tableau system for S4LP.
Nowwe introduce a hypersequent calculus for S4LP. First of all, a hypersequent calculus for S4LP is obtained by keeping
all the rules (including cut) except modal rules and Labeled Splitting, by removing Labeled Splitting and by modifying R
for S4 into the following form.
R
G|Γ1, t⃗ :Γ2 ⇒ A
G|Γ1, t⃗ :Γ2 ⇒ A
Under the same interpretation of hypersequents as used above,
I(Γ1 ⇒ ∆1| . . . |Γn ⇒ ∆n) = (Γ1 →∆1) ∨ · · · ∨ (Γn →∆n)
We can prove deductive equivalence between S4LP and HS4LP.
Theorem 38. HS4LP ⊢ Γ1 ⇒ ∆1| . . . |Γn ⇒ ∆n if and only if S4LP ⊢ (Γ1 →∆1) ∨ · · · ∨ (Γn →∆n).
Proof. In both ways, a proof is given by the length of derivation in two systems, respectively. 
Nowwe discuss cut-admissibility of HS4LP. The way we prove cut-admissibility of HS4LP is the same as that of HS4LPN.
We translate a prefixed tableau proof into a hypersequent proof. Since S4LP has no reverse rules, we do not have to
specifically handle the case of reused prefixes. This implies that proof confluence is sufficient to prove that any prefixed
tableau proof can be transformed into a prefixed tableau proof in a normal form, which is translatable into a hypersequent
proof. Note that in S4LP, a formula with Tt : ϕ allows only forward movement, so it is like a formula of the form Tϕ.
Our translation function s is similar to the case of S4LPN. We modify the notion of π-νK ,4 normal form (into π-νK ,4, EK , E4
normal form) and π ♯ rule to accommodate differences between S4LPN and S4LP.
Definition 39. A prefixed tableau proof is in π-νK ,4, EK , E4 normal form if for any application of νK .4, EK , E4 rules, there
is an application of π rule immediately precedes it such that the application of π introduces a new prefix that is used in
these applications. (The meaning of ‘‘immediately" is the same as before, i.e. between these π and νK4, EK, E4 only other
applications of νK ,4 and EK, E4 are allowed.)
Our π ♯∗ rule for S4LP is as follows. Let S be a set of prefixed formulas, σ Fϕ be the premise of π , σ.nFϕ (σ.n is new) be
the conclusion of π-rule.
Let S♯∗σ.n = {σ.nTψ, σ.nTψ, σ.nTt : ρ, σ.nTρ|σTψ, σTt : ρ ∈ S}.
{σ Fϕ} ∪ S
{σ.nFϕ} ∪ S♯∗σ.n
We call the system with π ♯∗ TS4LP♯. As we did in TS4LPN, we show that νK ,4 and EK , E4 rules are admissible in the
system without these rules TS4LP♯◦.
Proposition 40. If ϕ has a prefixed tableau proof in TS4LP, then ϕ has a prefixed tableau proof in TS4LP♯◦.
Proof. Similar to the case of TS4LPN♯◦.  (proposition)
We take the following steps in our translation.
1. Suppose ϕ has a prefixed tableau proof.
2. Pick an arbitrary prefixed tableau proof.
3. Modify the prefixed proof into a π-νK ,4, EK , E4 normal form (via proof confluence in TS4LP).
4. Translate the proof into an auxiliary system TS4LP♯◦.
5. Translate the proof in TS4LP♯◦ into a hypersequent calculus HS4LP.
Lemma 41. Let S be a finite set of prefixed signed formulas. If there is a closed tableau for S using the prefixed tableau system for
S4LP, then the hypersequent Ss is provable in HS4LP−.
Proof. Since we have no reverse rules and EK and E4 are both absorbed in π ♯ rule in TS4LP♯◦, we do not have these cases.
Then all the rules except π ♯∗ are the same as the rules in TS4LPN. Thus, here we show only π ♯∗ case.
σ Fϕ ∈ S, and S♯∗σ.n = {σ.nTψ, σ.nTψ, σ.nTt : ρ, σ.nTρ|σTψ, σTt : ρ ∈ S}. So, (S♯∗σ.n)s = Γ ♯∗σ.n. Then by IH,
(S ∪ {σ.nFϕ} ∪ S♯∗σ.n)s, which is identical to Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|Γ ♯∗σ.n ⇒ ϕ|Γσm ⇒ ∆σm , is provable in HS4LP−. We
can derive Ss from the above hypersequent in HS4LP− as follows.
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Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|Γ ♯∗σ.n ⇒ ϕ|Γσm ⇒ ∆σm
def of Γ ♯∗σ.n
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1, ψ1, . . . ,ψk, ψk, t1 : ρ1, ρ1, . . . , tl : ρl, ρl ⇒ ϕ|Γσm ⇒ ∆σm
L
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1,ψ1, . . . ,ψk,ψk, t1 : ρ1, t1 : ρ1, . . . , tl : ρl, tl : ρl ⇒ ϕ|Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1, . . . ,ψk, t1 : ρ1, . . . , tl : ρl ⇒ ϕ| . . . |Γσm ⇒ ∆σm
π ♯∗
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|ψ1, . . . ,ψk, t1 : ρ1, . . . , tl : ρl ⇒ ϕ| . . . |Γσm ⇒ ∆σm
IW
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ|Γσ ⇒ ∆σ ,ϕ| . . . |Γσm ⇒ ∆σm (set)
Γ1 ⇒ ∆1| . . . |Γσ ⇒ ∆σ ,ϕ| . . . |Γσm ⇒ ∆σm
This suffices to show the following theorem.
Theorem 42 (Completeness). If a formula ϕ is valid in the semantics for S4LP, then HS4LP− ⊢⇒ ϕ.
Proof. Similar to HS4LPN−. 
As a corollary, we can semantically prove cut-admissibility for HS4LP.
Corollary 43. If HS4LP ⊢⇒ ϕ, then HS4LP− ⊢⇒ ϕ
Remark : 1. Originally, a prefixed tableau system for S4LP (call it S4LP+) was formulated as the current system plus EFr.
This system is sound with respect the same semantics.21 In fact, by using the same definition of evidence function as used
in the proof of completeness of S4LPN, i.e. ϕ ∈ E(σ , t) iff σ Ft : ϕ /∈ Sω , we can prove completeness of TS4LP+ without
cut. However, if we have only E4 and EFr, then it seems impossible to find out a rule in a hypersequent calculus that exactly
corresponds to these rules. So, our translation method does not work for the system.
2. Renne [16] announced that cut is admissible for a destructive tableau system for S4LP, which has a simple correspon-
dence with an ordinary sequent calculus. It turns out that Renne’s proof in [16] has an omission. Fortunately, the claim itself
has turned out to be correct. Evan Goris (in personal communication) showed us that, by using the definition of evidence
function that we used in our proof of completeness of S4LP, we can indeed prove completeness of the destructive tableau
system for S4LP. The proof that was shown above is an adaptation of Goris’ idea to the prefixed tableau system.22 Thus,
S4LP does have a cut-free destructive tableau system and an ordinary sequent calculus. So, the prefixed tableau system and
the hypersequent calculus for S4LP may look redundant. From the point of view of deductive power, it is indeed the case.
However, from a methodological point of view, it may have its own advantage. Unlike our older system for S4LP with EFr,
ourmethod of translationworks not only for S4LPN but also S4LP. We do have certain amount ofmethodological uniformity
in hypersequent formulations of S4LPN and S4LP.
Discussion:
1. Proving completeness theorem for a hypersequent calculus formodal logic via a translation between a prefixed tableau
system and a hypersequent calculus originates in Fitting [7]. Fitting’s proof is given for the case of S5, so the translation itself
is straightforward. Although the translation method was not used for the purpose of proving completeness, there are some
precursors of a translation like this to some different proof-theoretic framework in non-classical logics. One example is
G. Mints’ work [14] that translates indexed sequents calculi into display logics. Since our approach of using translation to
prove completeness itself has not been often used, it is an interesting question how far our method can be applied to prove
different kinds of non-classical logics.
2. In spite of its cut-admissibility, the hypersequent calculus HS4LPN is not analytic, i.e. does not enjoy the subformula
property, due to the rule R·. So, the hypersequent calculus may not be useful for automated reasoning. We agree that
the issue of the subformula property must be one of the most important open problems in the study of proof systems in
justification logics. However, a complete solution to the problem is beyond the scope of this paper. Also, handling the issue
of negative introspection is probably an issue independent of that of R· and it is quite likely that our use of hypersequent
may be reasonably combined with any approach that can handle R·. Hence, we leave this issue of the subformula property
for future research.
21 The proof of the preservation of satisfiability for EFr is as follows: (Note that here we only use transitivity.) Suppose σ.nFt :ϕ ∈ θ and θ is satisfiable.
In particular, ∃K and ∃N , s.t. N (σ.n) 1 t :ϕ. (σ.n is used, so N is already defined for σ.n.) Then, (1) ϕ /∈ E(N (σ.n), t) or (2) there exists v, s.t. N (σ.n)Rv
and v 1 ϕ. By monotonicity of E and N (σ )RN (σ.n) (since σ ≤ σ.n), (1) implies that ϕ /∈ E(N (σ ), t). So, (1) implies ϕ /∈ E(N (σ ), t) or there exists v,
s.t. N (σ )Rv and v 1 ϕ. On the other hand, (2) implies the following. Since σ ≤ σ.n, N (σ )RN (σ.n). Then, by transitivity, N (σ )Rv. So, ϕ /∈ E(N (σ ), t) or
there exists v, s.t.N (σ )Rv and v 1 ϕ. So, either way, we getN (σ ) 1 t :ϕ. But this implies Ft :ϕ is realized atN (σ ) inK . So, σ Ft :ϕ is satisfiable.
22 Partly because of fairness to Renne and partly because of its intrinsic interest, we would like to report that he also has had another correct proof
of completeness of a destructive tableau system (without cut) for S4LP that uses minimal evidence function constructed out of the canonical model
construction in the ordinary sense (in unpublished manuscript).
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