Abstract: BP neural network is a multilayer feedforward network trained by error back-propagation algorithm, which is one of the most widely used neural network models. However, BP neural network has exposed more and more shortcomings and deficiencies with the expansion of the application scope. In the prediction of ore quantity, BP neural network has the characteristics of slow convergence and easy to fall into local minimum point. In order to obtain the global optimal solution, and to improve the defects of BP neural network, this paper proposes combination optimization algorithm of genetic algorithm (GA) and BP neural network to improve the speed and accuracy of forecasting the main design flow chart and the analysis of the sort distinguish algorithm are offered, and then some problem in the design and debugging of the algorithm are discussed. On this basis, the GA-BP neural network model is constructed and applied to optimize the initial weights and threshold value of BP neural network. This model choices the floating point coding method to encode the connection weights and thresholds, and divides subjects into several populations. Through the introduction of selection, mutation, crossover, initial weight and other operators, making operational synergies between the various groups. This study selects 30 geological units, 8 quantitative variables (Pb, Zn, Cu, Mo, Si, Ni, Co, V) and 12 qualitative variables to carry out empirical analysis. Then the simulation of the algorithm is carried out in MATLAB and the parameters are analysed. By normalizing the input samples, 22 groups of observation data are used as the training data for prediction, and the latter 8 groups of observation data are used as the test data to be verified. The results show that when the ore quantity characteristics are not very significant, the model will produce prediction bias. But the improvement of the algorithm increases the efficiency of the function approach capacity of BP neural network and conquer the BP neural network system's instability. It provides an auxiliary guide for ore prediction, which have higher reference value.
Introduction
BP neural network can deal with complex situations on information source, such as incomplete, fuzzy, uncertainty, etc. It has the ability of self-learning, which can transform the difficult knowledge acquisition into the variable structure and the self adjustment process. It greatly facilitates the memory and retrieval of information. The learning process of BP neural network is based on learning knowledge and training experience. It makes scientific judgments and decisions on complex issues, and makes an effective prediction and estimation for the unknown.
BP neural network is suitable for the application of prediction, market analysis, system diagnosis and so on. Many scholars have carried on the research to the BP neural network, and used the network to solve some application problems. However, with the expansion of the application scope, BP neural network has exposed some shortcomings and deficiencies. The merits and demerits of the BP neural network is shown in Table 1. BP neural network is good at local search, but it is easy to fall into local minimum point, the genetic algorithm is good at the global search, but the local search ability is slightly inadequate. The combination of genetic algorithm and BP neural network can be a good complement to each other. Some scholars combine genetic algorithm and BP neural network to establish the prediction and evaluation model for environmental quality assessment, fault diagnosis, time series prediction, risk assessment and other fields. Drawing on the research results of scholars, this study uses genetic algorithm to improve the BP neural network, and applies it to the prediction of ore quantity. 
Review of Literature
The study on the prediction of ore quantity has been carried out for many years. In China, the researchers are mainly based on the mining situation in the region to carry out predictive analysis. In 2002, a comprehensive study of sulfide deposits was carried out by using the method of geology and comprehensive analysis, Zou (2002) studied the metallogenic geological conditions, geological characteristics, geophysical characteristics, geochemical characteristics, ore genesis and metallogenic mechanism. On this basis, the location prediction of orebody in mining area was forecasted. Luo (2012) proposed a new method of wide spectrum dyke Swarm (WSDS) for target prediction of metal deposit exploration, this study made the Alataw mountain as an example to forecast the target area of exploration. Du (2014) conducted the research on Dongchuan Yinmin iron-copper deposit, the tectonic geometry, material composition and tectonic style of the genetic algorithmbbro intrusions was studied. In addition, many scholars have carried on the thorough research to the ore quantity forecast by using neural network, such as Cai (1993 and 1994) , Pei (2012) , Li (2007) , Yan (2011) and so on. For example, Yan Jining combines the Kohonen clustering model and BP prediction model, performs cluster analysis of 1444 mineral points in BaoGutu.
On the basis of former research results, the author in the study conducts the optimization research on the neural network.
Optimization Method 3.1 Fundamental principles
Genetic algorithm can not only optimize the connection weights of BP neural network, but also optimize the network structure and learning rules. But at present, the optimization theory of genetic algorithm on network structure and learning rules is not mature, so this study mainly focuses on the genetic algorithm to optimize the weights and thresholds of BP neural network.
The basic principle of weights and thresholds of BP neural network optimized by genetic algorithm is: The weights and thresholds of BP neural network are coded by using the genetic algorithm to generate the initial population. The fitting error cost function of BP neural network is used as the fitness function of the genetic algorithm, through genetic manipulation and the individual selection, choosing the best chromosomes as weights and thresholds of BP neural network.
Main steps to optimize weights and thresholds a) Encoding and initial population production
Binary encoding and float encoding are the most common coding methods, Binary encoding is simple, but not intuitive, and the accuracy is not high; Float encoding has high calculation precision. So, Float encoding method is used to encode the connection weights. The weights and thresholds of BP neural network are concatenated in a certain order to form an array of floating point numbers. This array is a chromosome of genetic algorithm.
The prediction model of ore quantity is based on three layer BP network structure, the number node of input layer, hidden layer and output layer are N, S and M. The length of the code is:
(1) For the determination of the number Y, If the number is too large, it will lead to slow convergence speed; Too small will reduce the accuracy of network training. So, the value of Y is 20 in this research. b) Fitness function
The connection weights of the initial population are assigned to the BP network, and the forward propagation of the input signal is used to calculate the error sum squares of the network between the output value and the expected value. Set fitness function is:
Combining the evaluation criteria between the genetic algorithm and BP network, the analysis indicates that the smaller the error absolute value leads to the higher the fitness. c) Genetic manipulation In order to realize the evolutionary steps of genetic algorithm, the research is analyzed from the following aspects.
Selection: Using roulette method to selection, the probability that an individual with large probability is selected.
Crossover: Crossover operator is the most important operation. It can produce new individual populations. By expanding the search space, this algorithm can achieve the purpose of global search. Float encoding method is used in this study, so the crossover operator adopts the arithmetic crossover of floating point type. Assume that x1 and x2 are the parent generation of individuals. Then, the offspring produced by the parent generation is:
The value of crossover probability is generally between 0.1 and 0.99. The crossover probability is about 0.3.
Mutation: The random perturbation of the original gene value was performed by using non uniform mutation, The probability of mutation is between 0.001 and 0.1.
Generation of new population: new individual populations are generated. Calculate the fitness value to determine whether to achieve cycle times or optimization criteria. If so, then go to the next step, otherwise, continue to cycle genetic operations.
Generation of initial weight: After the genetic algorithm reaches the maximum genetic algebra or the set index, the optimized network connection weight is the decoding value of the best individual in the final population.
The GA-BP neural network algorithm
GA-BP neural network is composed of the following three parts: Firstly, the structure of BP neural network is determined by the steps of 1-2; Secondly, the genetic algorithm is used to optimize the BP neural network by the steps of 3-7; Thirdly, BP neural network training by the steps of 8-10. The algorithm steps of genetic algorithm-BP neural network are shown in Figure 1 . Step 1: To determine the initial structure of BP neural network according to the problem;
Step 2: The BP neural network is trained for a certain number of times to obtain the initial weights and threshold values;
Step 3: Floating point number coding for initial weights and thresholds.
Step 4: The neural network is employed to decide the fitness of the dynamic genetic algorithm. The absolute difference between the output value and the expected value is calculated, and the fitness value f(i) is calculated according to the absolute difference.
Step 5: To determine whether the individual fitness to meet the optimization criteria, if yes, turn to Step 8; otherwise, turn to the next step.
Step 6: Genetic manipulation. The floating point coding method is proposed to implement GA-BP neural network, and selection operation, cross operation, mutation operation in genetic algorithm are analyzed and improved.
Step 7: Create new group. Repeat
Step 3 -Step 6, to determine the initial weights and thresholds until meet the optimization criteria.
Step 8: The optimal solution obtained by genetic algorithm is decoded as the optimal weights and thresholds of BP neural network.
Step 9: BP neural network training. "Calculation of hidden layer unit and output unit"; "Calculate the output unit error to determine whether to meet the accuracy requirements. If yes, the training ends and turns to Step 10; otherwise, in accordance with the order of BP neural network training"; "Adjust the weights and thresholds of the hidden layer to the output layer, the input layer to the hidden layer"; "Whether it has reached the number of training, if yes, the training ends and turns to Step 10, otherwise, turns to
Step 9".
Step 10: End of network training.
Empirical Research 4.1 Parameter setting
The design of BP network mainly takes into account the number of network layers, the number of neurons in each layer, the transfer function, the network learning algorithm, the initial weights and thresholds.genetic algorithm-BP evaluation model adopts three layer BP neural network structure, Parameter settings for BP -GA is shown in Table  2 . Table 2 . Parameter settings for GA -BP.
The GA-BP neural network algorithm
Geological phenomena are often characterized by some qualitative features, such as the structure environment, formation conditions, rock properties and rock-magma system. These features are significance to the study of geological problems. Through the study on these problems, the study can reveal the various geological processes based on the assessment of present situation and forecast of trend. In order to use GA-BP neural network to predict ore quantity, 30 geological units, 8 quantitative variables (Pb, Zn, Cu, Mo, Si, Ni, Co, V) and 12 qualitative variables, needs to be analyzed and discussed. The original data of geological units are shown in If the original data is too large, the network will easily trap into local minimum points. So, it is necessary to normalize the original data on the basis of an improved neural network training method.
The method of range normalization is used to normalize the output data. The formula for calculation is as follows:
Experimental results
As can be seen from Figure 2 , The termination algebra of fitness curve is 10, when the evolution of genetic algorithm to the sixth generation, fitness curve is no longer falling, then the optimal weights obtained by training. The prediction results are shown in Table 4 . The test data in the target output is: [1 -1 1 -1 11 -1 -1]; 1 represents Ore-bearing; -1 represents ore-free.
The interval of the practical system output is: [0.3642 -0.8653 -1.3196 -1.0585 2.0213 1.2127 -0.8245 -0.7646]; More than 0 for ore-bearing, less than 0 for ore-free. Table 4 . Prediction results.
Conclusion
Through this research, it can be seen that when the characteristics of ore quantity is not very significant, the model will produce prediction bias. This is the systematic deviation of GA-BP neural network algorithm, But the improvement of the algorithm increases the reliability of ore quantity prediction. Combining the genetic algorithm for global search and BP algorithm for local optimization, it can realize the complementary advantages of this two algorithms. The results of the experiment confirmed the GA-BP neural network method is an effective auxiliary method for ore quantity prediction.
