Abstract: Modeling correlated or highly stratified multiple-response data becomes a common data analysis task due to modern data monitoring facilities and methods. Generalized estimating equations (GEE) is one of the popular statistical methods for analyzing this kind of data. In this paper, we present a sequential estimation procedure for obtaining GEE-based estimates. In addition to the conventional random sampling, the proposed method features adaptive subject recruiting and variable selection. Moreover, we equip our method with an adaptive shrinkage property so that it can decide the effective variables during the estimation procedure and build a confidence set with a pre-specified precision for the corresponding parameters. In addition to the statistical properties of the proposed procedure, we assess our method using both simulated data and real data sets.
Introduction
Correlated or highly stratified response data are common in studies where subjects are observed at multiple time points (Diggle et al., 2002) , such as in some medical, epidemiological, and financial studies and other likewise longitudinal studies. Liang and Zeger (1986) proposed the generalized estimating equations (GEE) method, as an extension of generalized linear models (Wedderburn, 1974) , for analyzing this kind of correlated responses. Due to modern computational/informational techniques, it is now easier in those scenarios to collect a long list of variables with highly clustered observations. However, from both a theoretical and computational perspective, statisticians are still hard-pressed to efficiently decide the effective variables when building a model using GEE methods.
In addition to variable determination issues, there are usually many redundant data points in a modern, automatically collected, disorganized data set, which becomes a data analysis burden, especially when the number of such data points is large and only limited computational capacity is available. Using a smaller, representative subset from a large data set would be an easy way to overcome such a computational obstacle. Nevertheless, to achieve this, we need to address new challenges, such as subset size and how to obtain a representative subset from such a data set through a statistically legitimate way. This situation becomes more complicated when there is a lengthy list of variables in the data set. Thus, it is important to have an efficient way to simultaneously determine important variables and detect the informative data points for analyzing this kind of data. Moreover, model interpretation would suffer if a large number of variables are included in the model. Thus, how to decide the effective variables to use in a model is essential for improving our ability to interpret it.
To balance the statistical inference needs and computational cost due to data set size, our goal is to use a sufficient amount of data to build a statistically interpretable model with effective selected variables. Sequential methods can help to identify and select the informative data points from a data pool for our analysis goal without using all of them at a time. This motivated us to study sequential methods with both adaptive variable and sample selection features for GEE-based estimation problems in highly stratified multiple response data.
Sequential methods are commonly used when there is no fixed sample size solution(see Siegmund, 1985) . The idea of sequential methods emerged in the 1940s (Wald, 1945) and many researchers apply this concept, under different statistical setups, to many kinds of applications, such as clinical trials in medical studies, quality control in industry applications, computerized educational testing, and so on (Lai, 2001; Chang and Lu, 2010; Bartroff, Lai and Shih, 2013; Wainer, 2014; Tartakovsky, Nikiforove and Basseville, 2015; Park and Chang, 2016) .
Conventional sequential methods analyze data when they become available so that we can end an experiment as soon as we have a satisfactory result with the desired statistical properties. We adopt the idea of sequential analysis, but recruit data from an existing, large data pool instead of collecting new observations, which differs from conventional sequential analysis. For a given precision in the parameter estimates, we sequentially find the most informative data points from an existing data set, for a GEE procedure, and simultaneously select a high-impact subset of variables during the estimation process. This kind of method allows us to retrench the sample size used without diminishing study quality. Taking advantage of the ability of sequential analysis to deal with adaptive/random subject recruiting and using a statistical experimental design criterion, we adaptively recruit new subjects, into the analysis to diminish the computational obstacles caused by large sample sizes. This adaptive feature of our procedure makes it closely related to stochastic regression, sequential experimental design, and nonlinear optimal design (Lai and Wei, 1982; Wu, 1985; Fedorve and Leonov, 2014) ..
In the rest of this paper, we first briefly review the method of obtaining a maximum quasi-likelihood estimate (MQLE) and then present a sequential estimation procedure based on it for correlated multiple response data. This procedure features adaptive data selection and impact variable detection and builds a fixed-size confidence set for these effective variables when the data recruiting procedure is stopped. In Section 3, we use both simulated data and real examples to illustrate the proposed methods for various models and under different estimation strategies. This is then followed by the Conclusion section.
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Methodology

Model
Let (y ij , x ij ) denote a pair representing the jth measurement on the ith subject, j = 1, . . . , m i and i = 1, . . . , n, where y ij is a scalar response and x ij is a p × 1 covariate vector. Observations from the same subject are assumed to be correlated; otherwise, they are independent. Let y i = (y i1 , . . . , y imi ) T , i = 1, . . . , n i , be the vector of responses for the ith cluster and X i = (x i1 , . . . , x imi ) T be the associated m i × p matrix of covariates. We assume m i = m < ∞ for simplicity. Let h i (β) = h(X i β) = E{y i | X i , β} be the conditional expectation of y i given X i and β, where h(·) is an m-dimensional sufficiently smooth one-toone real-valued function and β is the unknown parameter vector to be estimated. Wedderburn (1974) proposed an estimate for β, denoted byβ n , through solving the following equations:
where 
i (β) through a working matrix R i (α), then (1) is a generalized estimating equation (GEE), as the one in Liang and Zeger (1986) , with equal-sized clusters. Note that theβ n derived from (1) requires no distributional assumption.
Let ǫ i (β) = y i − h i (β). Then, following notations similar to those used in Xie and Yang (2003) and Balan and Schiopu-Kratina (2005) , let
Then, replacing the true (unknown) correlation matrix of the response variable by ǫ i (β)ǫ T i (β) in the covariance matrix of S n (β), we have
Let β 0 ∈ R p be the unknown true parameter vector to be estimated. (To simplify our notations, we will suppress β 0 (or β n ) in the sequel when it is clear that a term is a function of β and evaluated at β 0 (or β n ), that is, H n = H n (β 0 ) and 
Sequential method for MQLE
Using the notations defined before, let F n = σ{(y j , X j ) : j = 1, . . . , n} for n ≥ 1 and let F 0 = σ{∅, Ω}; then, {F n : n ≥ 0} is an increasing sequence of σ-fields. Assume that for each i, the observed data satisfy E{y i | F i−1 } = h i (β 0 ). Define e i = y i − E{y i | F i−1 } for each i ≥ 1; then, {e n } is a martingale difference sequence with respect to the σ-fields F n . Following Lai and Wei (1982) , we also call Equation (1) a stochastic quasi-likelihood estimating equation.
If there are only a small number p 0 out of the p components of β 0 that truly have an impact on the response and we know which they are in advance, then fitting a model with these p 0 variables, without using all p variables, will certainly be more efficient -requiring fewer observations and less computational time. In practice, we usually have no such information, nor the number p 0 , and fitting a model with all of the variables would increase the computational cost and instability of the model. The situation will be worse when p is much larger than p 0 . (Throughout the rest of this paper, we will refer to the p 0 variables as 'effective variablesâĂŹ.) The conventional sequential estimation procedure, with no ability to detect the effective variables, cannot work well in this situation, which motivates us to incorporate the idea of adaptive shrinkage estimate (ASE) (Wang and Chang, 2013) to the current procedure.
There is a great deal of discussion about the asymptotic properties of the estimate for stochastic linear regression. Here, without linearity assumptions, we report some asymptotic results for MQLEs under conditions similar to those used in Lai, Robbins and Wei (1979) ; Lai and Wei (1982) for adaptive covariate/design vectors: (C1) For any t ∈ R q , V(t) > 0, det A(t) = 0, each element of V(t) is continuously differentiable, and h(t) is twice continuously differentiable. (C2) The matrix X i , i ≥ 1, satisfies sup i≥1 X i < ∞ almost surely, where · stands for the Euclidean norm. In addition, the maximum and minimum eigenvalues of
The martingale difference sequence {e n , n ≥ 1} with respect to an increasing sequence of σ-fields {F n , n ≥ 1} satisfies
, and sup i≥1 E{ e i r | F i−1 } < ∞ almost surely for some r > 2, where c is a positive constant independent of n and I q is a q × q identity matrix. (C5) There exists a non-random positive definite symmetric matrixM n , for which M
is the positive definite symmetric square root ofM n .
(C6) There exists a continuously increasing function ρ(·) and a non-random positive definite symmetric matrix Σ such that
Assume that conditions (C1)-(C5) are satisfied. Then, we have
. . is uniformly continuous in probability (u.c.i.p.) .
Adaptive shrinkage estimate
Under Conditions (C1)-(C3), Yin, Zhao and Wei (2006) ; Yin, Zhang and Zhao (2008) showed that the convergence rate of the MQLEβ n is:
Hence, if we let
(Note that (4) can be easily satisfied; for example, we can take
then, by (3), we can use I nj (ǫ) to detect whether the absolute difference between the jth component of β 0 and zero is asymptotically significantly larger than a predetermined constant ǫ(> 0). Let I n (ǫ) = diag{I n1 (ǫ), . . . , I np (ǫ)}; then, β n ≡ I n (ǫ)β n defines an ASE of β 0 . Thus, we have the following theorem:
Theorem 1. Let N (t) be a positive integer-valued random variable for which N (t)/t converges to 1 in probability as t → ∞. Assume that conditions in Lemma 1 and (C6) are satisfied, then for any small
For convenience, we rearrange the matrix according to the effective variables detected at the current stage. Let O n be an orthonormal matrix satisfy-
T are the orderrearranged components of β n in which the indicators I nj corresponding to β n1 are equal to 1, and the remaining ones, corresponding to β n2 , are equal to 0. We partition the matrix ( With simple matrix algebra, we have that
where β 01 is sub-vector of β 0 corresponding to β n1 . Using Theorem 1, it implies that as t → ∞,
Sequential estimate with adaptive shrinkage estimate
Our goal now is to have a sequential estimation procedure that can detect the effective variables and then construct a fixed-sized confidence set for them with a pre-specified accuracy. Theorem 1 paves the way for models with stochastic regressors. However, due to the unknown true value of p 0 , which should also be estimated using the observations, we cannot use (7) directly. Conventional sequential estimation focuses on the sample size required for the parameter estimates; here, we need to decide the effective variables sequentially based on the recruited observations as well.
converges to I(β 0j = 0) almost surely as n → ∞, this implies thatp 0 =p 0 (n) converges to p 0 almost surely; in addition, we have that lim n→∞ E{p 0 (n)} = p 0 (see also Wang and Chang, 2013) .
Let a 2 k ∈ R be a constant satisfying the conditional probability pr(χ 
where ν k is the maximum eigenvalue of I k (ǫ)(
. We then conduct a sequential estimation procedure, collecting one new observation at a time until the stopping criterion N d is satisfied. If the inequality in (8) then using all the N d observations, we construct a confidence ellipsoid for β 0 :
where
N , is 2d. Please note that this Rp 0 N is only for thep 0 detected effective variables, which are sequentially decided based on the observations. The proposed method allows the sequential estimation procedure to focus on the effective variables so that the confidence ellipsoid Rp 0 N is a projection of R N onto thep 0 -dimensional space spanned by the axes with nonzero components of β N . This is the reason why the proposed method uses fewer observations to achieve the required properties compared to those used in procedures with no variable detection feature. Theorem 2 summarises these properties; its proof is in the Appendix. Theorem 2 parts (i) and (ii) were termed 'asymptotic consistency and efficiency,' respectively (Chow and Robbins, 1965) , which mean that (i) the coverage probability of the proposed sequential procedure will converge to the prescribed one and (ii) the proposed sequential procedure is, asymptotically, as efficient as the (unknown) fixed sample procedure in terms of the ratio of the sample sizes. Theorem 2 parts (iii) and (iv) state that when the sequential estimation procedure is stopped, the estimate of the number of effective variables converges to the true number of effective variables in probability and its expectation will also converge to the true number of effective variables.
Theorem 2. Let N be the stopping time as defined in (8). If the assumptions of Theorem 1 hold, then (
By (8), it is clear that the procedure requires a larger sample size for a smaller d. From Equation (9), we can see that the constant d confines the maximum axis of the confidence ellipsoid, which specifies the precision of the final parameter estimates of a sequential procedure. Together, these guarantee that the proposed sequential procedure can use a 'minimum' required sample size such that the confidence set will approximately have the pre-specified coverage probability for the effective components of β 0 . (Note that to sample a batch of new observations at a time is also feasible with slight modifications of the current arguments.) Remark 1. We can treat the conventional sequential procedure, without ASE, as a simplified case of the current procedure. Hence, we also summarize the results for the fixed-sized confidence set estimation without the variable detection feature in Supplementary materials.
Modified Sequential D-criterion
In the theorem above, the regularity conditions on the design are not for any specific design scheme. Using the D-optimality criterion in statistical experimental design to select points will fulfill those conditions. However, to find the new observations based on conventional D-optimality may be computational intensive. Therefore, we use a modified sequential D-criterion described below to select new observations adaptively and sequentially.
Let D and U be the recruited sample set and the inactive sample set, respectively. The regular D-criterion is to choose a data point X * from the data pool, which satisfies the following equation:
Because this procedure is usually computationally intensive, we propose the following modified sequential D-criterion instead:
( β n ), as suggested in Balan and Schiopu-Kratina (2005) . (For a matrix W, the notation W n represents the matrix arranged according to the detected effective variables at stage n and W (n)1 denotes its sub-matrix. After X * is selected, we delete it from U and add (y * , X * ) to D, then update β n to β n+1 . Then, we continue this process until the stopping criterion (8) is fulfilled.
Numerical Studies
Simulated Data
We first assess the proposed method with simulated data sets by comparing the average sample sizes (stopping times, N * ), empirical coverage probabilities (C.P.), and consistency of variable detection of the GEE-based procedures with ASE under random sampling (ASE-R), adaptive sampling with D-optimality criterion (ASE-D), and the procedure with all p variables (GEE). Additionally, we report the results using only the true p 0 variables (the Oracle) as a reference. We also report the average numbers of incorrectly identified zero variables (Num ic ) and the average number of correctly identified zero variables (Num c ) for the performance in identifying effective variables. The targeted coverage probability is equal to 95% and the empirical coverage probability should approach the nominal 95% as d decreases. Let κ = d 2 N/(a 2 N ν N ); then, as stated in Theorem 2, we expect that κ will be close to 1 as d decreases. We consider both continuous and discrete responses in our simulation study. 
Continuous Response Case.
The highlight of this example is about the ability to detect effective variables and we generate data with a linear link function for illustration purposes. Let X i = (x i1 , . . . , x im ) be the covariate matrices with m = 5 and p = 8, 10, and 24, and for different p, the parameter β 0 = (1, −1.1, 1.5, −2, 0 k ) T with k = 4, 8, and 20, where 0 k denotes the k-dimensional vector of 0s. Thus, the ratio of the number of nonzero coefficients (p 0 ) to the number of zero coefficients (p k ) are 4 : 4, 4 : 8 and 4 : 20. We generate this data set sequentially so that successors depend on the information of their predecessors in the following adaptive manner: Let the first X 1 be from a standard multivariate normal distribution with zero mean vector and identity covariance matrix. We then adaptively generate X n s, n > 1, from a multivariate normal distribution with mean vector n−1 i=1 m j=1 x ij /m(n − 1) and identity covariance matrix. We then generate the response y i as follows:
where the random error vector ǫ i follows a normal distribution with mean 0 and three different covariance structures with corresponding dimensional numbers. These three covariance matrices are the identity matrix, the exchangeable, and the ar(1) autoregressive correlation structure with autocorrelations α = 0.3 and 0.5. We only report the results of the ar(1) case with p 0 : p k = 4 : 20 and present the rest of the results in Supplementary materials. In this example, we set the parameters for ASE, as described in (4), as follows: γ = 1, δ = 0.45, and θ = 0.65 and use the qic (Pan, 2001) as its information criterion.
We start with a data pool of 1000 data points each time and obtain an initial estimate of β 0 using a random sample of initial data of size 25 from this data pool. Table 1 summarizes the results based on 1000 replications with d = 0.2, 0.3, and 0.5. The results show that the empirical coverage probabilities of ASE-D, ASE-R, and GEE are all less than that of the Oracle, whereas the sample sizes used in ASE-D and ASE-R are very close to that of the Oracle. In this example, the estimate from the conventional GEE uses around 4 or 5 times larger sample sizes than those of the other methods. The incorrectly identified zero variables (Num ic ) are all equal to 0. For ASE-D and ASE-R, the average number of correctly identified zero variables (Num c ) is close to the true number -20 and all GEE cases have Num c < 0.1, which is reasonable, since conventional GEE do not consider the sparseness situation. These results confirm that the proposed sequential procedure with ASE works well for the multiple correlated responses data in the current simulation setup. Both ASE-D and ASE-R perform similarly here, because this model is simple. The advantage of ASE-D will be clearly revealed in the discrete response case next.
Discrete Responses Case
In this example, we use a logistic model to illustrate discrete response situations. We generate the covariates vector x ij from a multivariate normal distribution with mean zero and an ar(1) correlation matrix with autocorrelation coefficient 0.5 and marginal variance equal to 0.2. The binary response vector for each cluster has an ar(1) correlation structure with correlation coefficient α and the marginal expectation µ ij satisfies the following equation:
. . , 5000, j = 1, 2, 3, We use the R program in Oman (2009) At the beginning, 5000 observations are generated as the data pool and we randomly choose 200 from this pool as our initial set. We consider two situations in this nonlinear case: (1) the structure of R(α) is known and (2) the correlation structure R(α) is mis-specified. In both situations, we estimate α based on the suggestion of Liang and Zeger (1986) . Table 2 reports the results of ar(1) with p 0 : p k = 3 : 12. The GEE method using all p variables has better coverage probabilities than the other two procedures at the cost of the sample size used. In fact, GEE usually uses samples approximately 4 to 5 times larger than those used by the Oracle procedure in this study. Both ASE-D and ASE-R have similar values of Num c , which are close to the targeted p k = 12, whereas the Num ic values are slightly higher than imsart-generic ver. 2014/10/16 file: Bernoulli-SeqGEE-2019 -02-26.tex date: March 5, 2019 those in the previous case due to the nonlinear model situation. In the current model, we clearly see that the sample sizes used in ASE-D and ASE-R are very different: ASE-D uses fewer observations by fully taking the advantage of the D-optimality criterion in selecting data points. The results for the other settings are in Supplementary materials.
Real Data Examples Yeast Cell-Cycle Gene Expression Data Analysis
We apply the proposed MQLE-based sequential procedure with ASE to the yeast cell-cycle gene expression data set collected in CDC15 (Spellman et al., 1998 , see also http://genome-www.stanford.edu/cellcycle/data/rawdata/). In this experiment, genome-wide mRNA levels were recorded for 6178 yeast ORFs (an abbreviation for open reading frames, DNA sequences that can determine which amino acids will be encoded by a gene) at 7 minute intervals for 119 minutes, which covers two cell-cycle periods, for a total of 18 time points. The cell-cycle is a tightly regulated life process, where cells grow, replicate their DNA, segregate their chromosomes, and divide into as many daughter cells as the environment allows, and this process is commonly divided into M/G1-G1-S-G2-M stages. The M stage stands for 'mitosis', during which nuclear (chromosome separation) and cytoplasmic (cytokinesis) divisions occur. The G1 stage stands for 'GAP 1';the S stage stands for 'synthesis', during which DNA replication occurs; and, the G2 stage stands for 'GAP 2'.
A sequence-specific DNA-binding factor, sometimes referred to as TF, is a protein that binds to specific DNA sequences, thereby controlling the flow (or transcription) of genetic information from DNA to mRNA. In their experiment, Spellman et al. (1998) identified approximately 800 genes that vary in a periodic fashion during the yeast cell-cycle. The regulation of most of these genes was not clear; however, TFs have been observed to play critical roles in gene expression regulation (see also Simon et al., 2001) . We apply the proposed method to identify the TFs that influence the gene expression level at each stage of the cellcycle process. This is essential for understanding how the cell-cycle is regulated and also how cell-cycles regulate other biological processes.
We analyze a subset of 297 cell-cycle-regularized genes obtained from the R package PGEE (Inan and Wang, 2017) as in Luan and Li (2003) and Wang, Li and Huang (2008) . The response variable y ij is the log-transformed gene expression level of gene i, measured at time point j; the covariate x ik , k = 1, . . . , 96, is the matching score of the binding probability of the kth transcription factor on the promoter region of the ith gene. We calculated the binding probability with a mixture modeling approach based on data from a ChIP binding experiment (see Wang, Chen and Li, 2007 , for further details) and, to compare the performance of ASE-D, ASE-R, and GEE, we removed 20 less correlated covariates due to the sample size available.
We apply the sequential estimation procedure to the G1 stage (which contains a few time points from the cycle) of the cell-cycle process using the following 
where x ik , k = 1, . . . , 60, is standardized to have mean zero and variance 1; t ij denotes time and imposes shrinkage on the β k 's. Table 3 summarizes the number of TFs identified based on 1000 replications, using three different working correlation structures for ǫ ij : independence, ar(1), and exchangeable. In each replication, the initial regression coefficient estimates are based on 100 random observations.. Our analysis reveals that at the G1 stage, the selected TFs, in terms of numbers and specific TFs, are not sensitive to the choice of the working correlation structure. Due to the space limitation, in Table 3 , we only report the average sample sizes, the average number of selected TFs and the average estimates of the correlation parameter. Some of the TFs selected have already been confirmed by biological experiments using the genome-wide binding method. For example, MBP1, SWI6, and SWI4 are three TFs that have been proved important in stage G1 in the aforementioned biological experiments and they have been selected by the proposed sequential procedure for stage G1. We can see from Table 3 that ASE-D uses fewer observations ASE-R based on their averages; in fact, the standard deviation of the sample sizes used by ASE-D is also smaller than that of the sample sizes used by ASE-R. The numerical results here clearly show that the proposed method is beneficial and the sequential procedure with D-optimality for adaptive data recruiting is promising.
Multiple Sclerosis Data Analysis
This is a longitudinal clinical trial data set for assessing the effects of neutralising antibodies on interferon beta-1b (IFNB) in relapsingâĂŞremitting multiple sclerosis (MS), a disease that destroys the myelin sheath surrounding the nerves. This data set is from a Magnetic Resonance Imaging (MRI) sub-study of the Betaseron clinical trial conducted at the University of British Columbia in relapsingâĂŞremitting multiple sclerosis, which involved 50 patients and each one visited the university every six weeks. The patients were randomly allocated into three treatment groups: 17 patients treated by placebo, 17 by a low dose, and 16 by a high dose. This data set was previously analyzed in Petkau (2003) ; Petkau et al. (2004) and included in a book by Song (2007) .
Exacerbation is used as the binary response variable, which indicates whether an exacerbation appeared since the previous MRI scan-1 for 'yes' and 0 for 'no'. Seven explanatory variables were recorded: Treatment (Trt), Time (T) in weeks, Squared time (T 2 ), Age, Gender, Duration of disease (Dur) in years, and an additional baseline covariate-initial EDSS (Expanded Disability Status Scale) scores. Due to the results in Song (2007) and Li et al. (2013) and the available sample size, we also delete Age from the original data as in the analysis conducted in Li et al. (2013) . We recode Ltrt and Htrt as Htrt i , where µ ij is the probability of exacerbation at visit j for subject i. For illustration, we use three correlation structures: ar(1), exchangeable, and independence. Table 4 reports the average sample size (N ), the number of simulation runs that use the entire sample (N + ), the average number of variables selected (p 0 ) and the estimate of α ( α) based on 1000 runs. We start with an initial estimate of regression coefficients using 25 randomly selected observations in each run. In Table 5 , for each variable, we also summarize how many times the corresponding coefficient shrinks to zero during the 1000 runs. Our numerical results show that ASE-D tends to use fewer observations and can complete the estimation procedure with the available sample sizes. Although the differences may not be statistically significant, they clearly show that ASE-D tends to select fewer variables and this information is usually beneficial for practitioners to design future studies.
Discussion
The collection of correlated or highly stratified response data is common due to modern methods of data collection and to the monitoring methods and fa-
