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Consider the cyclic group Cm of order m and the wreath product W = W
r
m =
Cm ≀ Sr, where Sr is the symmetric group on r letters. Then the direct product
C = Cm × · · · × Cm of r copies Cm is normal in W and sits at the “bottom” of
W . Let F be a splitting field of C in which m is not zero. Then the “bottom”
FC of FW is semisimple and simple C-modules Ni are indexed by the set I(m, r)
of all r-tuples i = (i1, · · · , ir) with 1 6 ij 6 m. Moreover, there is a central
primitive idempotent decomposition 1 =
∑
i∈I(m,r) ei such that Ni
∼= eiFC. The
symmetric group Sr acts on I(m, r) by place permutation, and the set of W -orbits
is identified with the set Λ(m, r) of compositions of r with m parts. Thus i is in the
orbit λ ∈ Λ(m, r), denoted wt(i) = λ, if λj = #{ik : ik = j} for all j. Notice that,
if wt(i) = wt(j), then we have isomorphism of induced modules: Ni ↑
W∼= Nj ↑
W .
Therefore, putting Nλ = Ni and eλ = ei if wt(i) = λ, we have right W -module
isomorphism
FW ∼=
⊕
λ∈Λ(m,r)
(Nλ ⊗FC FW )
⊕dλ ∼=
⊕
λ∈Λ(m,r)
(eλFW )
⊕dλ .
Standard results will give a Morita equivalence between the categories of FW -
modules and eFWe-modules, where e =
∑
λ∈Λ(m,r) eλ. Since eλFWeµ
∼= δλµFSλ,
where Sλ is the Young subgroup corresponding to λ, we have Morita equivalence
(1) FW -mod
Morita
∼ (⊕λ∈Λ(m,r)FSλ)-mod.
On the other hand, for the Hecke algebra of type B (i.e., the Hecke algebra as-
sociated to the group W r2 ), Dipper and James established a Morita equivalence
analogous to (1) in [DJ2].
This paper is going to generalize these results to the Ariki-Koike algebra H =
Hrm, an Iwahori-Hecke type algebra associated with W
r
m (see [AK]). A major diffi-
culty here is the non-existence of a subalgebra based on the bottom C, comparing
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2 JIE DU AND HEBING RUI
with the classical case, and also, the group W is no longer a Coxeter group. How-
ever, since the semi-simplicity of FC is simply equivalent to the condition that the
order |C| of the bottom C is non-zero in F , our strategy here is to find a q-analogue
of the order of C, which is called the Poincare´ polynomial of C, and with the invert-
ibility of such a polynomial, to look for those idempotents eλ. Thus, we eventually
establish a q-analogue of the Morita equivalence (1) above. A by-product of our
results is the introduction of the Poincare´ polynomial dW of the complex reflection
group W . We shall see that the semi-simplicity of H over a field F is equivalent to
dW 6= 0 in F .
We organize the paper as follows. In §1, we introduce the poset Λ[m, r], which is
isomorphic to Λ(m, r) and discuss some combinatorics related to symmetric groups.
In §2, a useful lemma (2.8) related to the poset structure on Λ[m, r] is proved.
Candidates of those idempotents eλ are constructed in §3. The main results are
presented in §4, where we prove that the invertibility of the ‘Poincare´ polynomial’
fm,r is a necessary and sufficient condition for the existence of those idempotents
eλ, and the Morita equivalence is established. Finally, in §5, we lift the Morita
equivalence to the endomorphism algebra level. Two by-products for HF over a
field F in which fm,r is nonzero are the classification of simple modules and the
criterion of semisimplicity.
The main results of the paper have been announced by the first author at the
“Symposium on Modular representations of finite groups”, Charlottesville, Vir-
ginia, May 1998, and at the “International Conference on Representation Theory,”
Shanghai, June-July, 1998. At the Virginia conference, R. Dipper announced some
Morita theorems for Ariki-Koike algebras joint with A. Mathas with quite different
treatment. For example, our method works over the set Λ(m, r) of compositions
with m parts, while, in their method, they first treat the case where compositions
have 2 parts. Thus, they annouced a Morita equivalence between an Ariki-Koike
algebra and a tensor product of two smaller such algebras. To obtain our result,
they have to break two-part compositions further down.
Throughout, R denotes a commutative ring with identity 1.
1. The poset Λ[m, r]. Let r be a non-negative integer. A composition λ of r
with m > 0 parts is a sequence (λ1, · · · , λm) of nonnegative integers such that
|λ| =
∑m
i=1 λi = r, and λ is called a partition if the sequence is weakly decreasing.
Let Λ(m, r) (resp. Λ(m, r)+) be the set of compositions (resp. partitions) of r
with m-parts. With the usual dominance order E, both Λ(m, r) and Λ(m, r)+ are
posets.
For notational convenience, we shall use another poset Λ[m, r]. For any λ ∈
Λ(m, r), let [λ] = [a0, a1, · · · , am] where a0 = 0 and ai = λ1 + · · ·+ λi for all i and
put Λ[m, r] = {[λ] : λ ∈ Λ(m, r)}. The following results are almost obvious.
(1.1) Lemma. (a) Alternatively, we have
Λ[m, r] = {[a0, a1, · · · , am] : 0 = a0 6 a1 6 · · · 6 am = r, ai ∈ Z, ∀i}.
(b) For any a, b ∈ Λ[m, r], define a 4 b by setting ai 6 bi for every i with
1 6 i 6 m. Then Λ[m, r] is a poset with partial ordering 4. Moreover, the map
Ξ : Λ(m, r) → Λ[m, r] defined by Ξ(λ) = [λ] is an isomorphism between posets
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(Λ(m, r),E) and (Λ[m, r],4). In particular, we have for all λ, µ ∈ Λ(m, r)
λ E µ if and only if [λ] 4 [µ].
(c) If Θ = Ξ−1 is the inverse map of Ξ, then, for a = [ai] ∈ Λ[m, r],
Θ(a) = (a1 − a0, a2 − a1, · · · , am − am−1).
If a 4 b and a 6= b, we write a ≺ b.
(1.2) Notation. For any a = [a0, · · · , am] ∈ Λ[m, r], let i (resp. j ) be the minimal
index such that ai 6= 0 (resp. aj = r) and define
(a) a′ = [0, r − am−1, · · · , r − a1, r];
(b) a⊢ = [0, · · · , 0, ai − 1, · · · , am − 1];
(c) a⊣ = [a0, a1, · · · , aj−1, r − 1, · · · , r − 1].
The notations we choose here are symmetric: if λ = Θ(a), then i (resp. j ) is
the minimal (resp. maximal) index with λi 6= 0 (resp. λj 6= 0), and we have
a′ = [(λm, · · · , λ1)] = [λ
◦], a⊢ = [(0, · · · , 0, λi− 1, λi+1, · · · , λm)] = [λ⊢], and a⊣ =
[(λ1, · · · , λj−1, λj − 1, 0, · · · , 0)] = [λ⊣]. Since (λ⊢)
◦ = (λ◦)⊣ and (λ⊣)
◦ = (λ◦)⊢, it
follows that
(d) (a⊢)
′ = (a′)⊣ and (a⊣)
′ = (a′)⊢.
Let Sr = S{1,··· ,r} be the symmetric group on r letters as in the introduction.
Each element w ∈ Sr can be expressed as a product of si1 · · · sik , where si =
(i, i + 1) are basic transpositions. If k is minimal, such an expression is called a
reduced expression of w. The number k is defined to be the length l(w) of w. It
is independent of the reduced expression of w and l(w) = #{(i, j) | i < j, (i)w >
(j)w}. For a = [ai] ∈ Λ[m, r] with λ = Θ(a), let
Sa = Sλ = S{1,··· ,a1} ×S{a1+1,··· ,a2} × · · · ×S{am−1+1,··· ,am}.
be the Young subgroup of Sr corresponding to a, and Da = Dλ the set of dis-
tinguished representatives of right Sλ-cosets. Similarly, for a, b ∈ Λ[m, r], Da,b =
Da ∩D
−1
b denotes the set of distinguished representatives of Sa-Sb double cosets.
For positive integers i, j, let si,i = 1 and
si,j =
{
si−1 · · · sj , if i > j,
si · · · sj−1, if i < j.
(1.3) Lemma. (a) We have Sr = ∪
r
i=1si,rSr−1, where si,r, 1 6 i 6 r, are
distinguished Sr−1-coset representatives in Sr.
(b) Let a ∈ Λ[m, r] and d ∈ Da,a′ . Then d = saj ,rd1 for some j with aj−1 < aj
and d1 ∈ Db,(a⊢)′ , where b = [a0, · · · , aj−1, aj − 1, aj+1 − 1, · · · , am − 1].
Proof. The statement (a) is well-known. Since d ∈ D−1a′ , we have d1 ∈ D
−1
a′ ∩Sr−1.
Therefore, d1 ∈ D
−1
(a′)⊣
= D−1(a⊢)′ by (1.2)(d). On the other hand, d ∈ Da implies
that i = aj for some 1 6 j 6 m. Take the minimal j with aj = i. Then aj−1 6= aj ,
and b ∈ Λ[m, r − 1]. If d1 6∈ Db, then there is a sk ∈ Sb such that d1 = skd2 with
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l(d1) = l(d2) + 1, and d = saj ,rskd2. If k > aj, then d = sk+1saj ,rd2, contrary
to d ∈ Da. If k < aj, then k 6 aj − 2 since sk ∈ Sb. Thus, d = sksaj ,rd2, a
contradiction again. Therefore, d1 ∈ Db, and d1 ∈ Db,(a⊢)′ . 
Let wi,j = si+1,1si+2,2 · · · si+j,j. Then wi,j is the following permutation
(1.4) wi,j =
(
1 ··· i i+1 ··· i+j
j+1 ··· j+i 1 ··· j
)
.
Let k be a non-negative integer. Define the k-shifted elements s
(k)
i,j , w
(k)
i,j by setting
s
(k)
i,j = si+k,j+k and w
(k)
i,j = s
(k)
i+1,1s
(k)
i+2,2 · · · s
(k)
i+j,j, and wi,j = w
(k)
i,j = 1, if i = 0 or
j = 0. Note that w
(k)
i,j is a permutation on {k+1, · · · , k+i+j}, and explicitly,
(1.5) w
(k)
i,j =
(
k+1 ··· k+i k+i+1 ··· k+i+j
k+j+1 ··· k+j+i k+1 ··· k+j
)
.
Obviously, we have (s
(k)
i,j )
−1 = s
(k)
j,i and (w
(k)
i,j )
−1 = w
(k)
j,i
For a = [ai] ∈ Λ[m, r] with λ = Θ(a), let wa ∈ Sr be defined by
(1.6) (ai−1 + l)wa = r − ai + l for all i with ai−1 < ai, 1 6 l 6 ai − ai−1.
In particular, we have (ai)wa = r−ai−1 if ai−1 < ai. For example, for a = [0, i, i+j],
wa = wi,j , and for b = [0, 2, 5, 9],
wb =
(
1 2 3 4 5 6 7 8 9
8 9 5 6 7 1 2 3 4
)
.
(1.7) Lemma. For a = [ai] ∈ Λ[m, r] with λ = Θ(a),
wa = w
(0)
am−1,λm
w
(λm)
am−2,λm−1
w
(λm+λm−1)
am−3,λm−2
· · ·w
(λm+···+λ3)
a1,λ2
= w
(0)
am−1,am−am−1
w
(am−am−1)
am−2,am−1−am−2
· · ·w
(am−a2)
a1,a2−a1
.
Proof. The result follows immediately from (1.4) and (1.5). 
We list some properties for the elements wa. First, wa is distinguished and turns
Sa into Sa′ .
(1.8) Lemma. For any a = [ai] ∈ Λ[m, r], we have
(a) w−1a = wa′ and wa ∈ Da. Hence wa ∈ Da,a′ .
(b) w−1a Sawa = Sa′ . In particular, w
−1
a sjwa = s(j)wa for all j > 1 with j 6= ai.
Proof. The first assertion in (a) follows from definition. Consider the root system Φ
of type Ar−1 and its subsystem Φa whose Coxeter graph is obtained by removing all
ai-th vertices from that of Φ. For any si ∈ Sr, there is a simple root αi = ei− ei+1
with si = sαi and w(αi) = e(i)w−1 − e(i+1)w−1 (see, e.g., [Hum]). From (1.6), we
have (aj)wa = r − aj−1 for aj−1 < aj , and (i + 1)wa = (i)wa + 1 if i 6= aj for all
1 6 j 6 m. Thus, w−1a (αi) is a simple root. Therefore, w
−1
a stabilizes the positive
root system of Φa, and consequently, wa ∈ Da and hence wa ∈ Da,a′ , proving
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(a). Because w−1a siwa = s(i)wa ∈ Sa′ is a basic transposition, w
−1
a Sawa ⊆ Sa′ .
Therefore, by (a), w−1a Sawa = Sa′ , proving (b). 
We now look at the relation between wa and wa⊣ . For a = [ai] ∈ Λ[m, r] with
minimal index k such that ak = r, we have (see (1.2(c)) a⊣ = [0, a1, · · · , ak−1, r −
1, · · · , r − 1] ∈ Λ[m, r − 1]. Let ai ∈ Λ[m, r], i = 1, · · · , m, be defined by
(1.9) ai = a⊣ + 1i, where 1i = [0, 0, · · · , 0︸ ︷︷ ︸
i−1
, 1, · · · , 1] ∈ Λ[m, 1].
Then ai ∈ Λ[m, r] with a1 ≻ a2 ≻ · · · ≻ am and ak = a.
(1.10) Lemma. Write a⊣ = [b0, b1, · · · , bm] ∈ Λ[m, r − 1]. Then, for any i,
1 6 i 6 m, wai = sbi+1,rwa⊣sr,r−bi−1 with l(wai) = l(sbi+1,r)+l(wa⊣)+l(sr,r−bi−1).
Proof. We prove (l)wai = (l)sbi+1,rwa⊣sr,r−bi−1 for every l with 1 6 l 6 r.
Assume that l 6 bi. Then there is a j 6 i with bj−1 < l 6 bj . Write l = bj−1 +
l′ 6 bj. Then (l)sbi+1,rwa⊣sr,r−bi−1 = (l)wa⊣sr,r−bi−1 = ((r − 1)− bj + l
′)sr,r−bi−1
using (1.6). Because r−1− bj + l
′ > r− bi−1 for j < i and r−1+ l
′− bi < r− bi−1,
we have
(l)sbi+1,rwa⊣sr,r−bi−1 =
{
r − bj + l
′ if j < i
(r − 1)− bj + l
′ if j = i.
Thus, (l)sbi+1,rwa⊣sr,r−bi−1 = (l)wai . If l = bi + 1, then (l)sbi+1,rwa⊣sr,r−bi−1 =
r − bi−1 = (l)wai . Assume l > bi + 1. Then there is a j with j > i and bj <
l − 1 6 bj+1. Write l − 1 = bj + l
′. Because r − 1 − bj+1 + l
′ < r − bi−1, we
have (l)sbi+1,rwa⊣sr,r−bi−1 = (l − 1)wa⊣sr,r−bi−1 = r − 1− bj+1 + l
′. In this case,
l = (bj + 1) + l
′ and (l)wai = r − (bj+1 + 1) + l
′ = (l)sbi+1,rwa⊣sr,r−bi−1 . So
wai = sbi+1,rwa⊣sr,r−bi−1 . The length formula is obviously. 
The elements wa ∈ Sr and wa⊢ ∈ Sr−1 are related as follows.
(1.11) Corollary. Let a = [ai] ∈ Λ[m, r] and suppose that k is the minimal
index with ak 6= 0. Then,
(a) wa = sak,rwa⊢ with l(wa) = l(wa⊢) + l(sak,r).
(b) wa′ = w(a⊢)′sr,ak with l(wa′) = l(w(a⊢)′) + l(sr,ak).
Proof. It follows immediately from (1.2)(d) and (1.10), or from (1.8) and (1.3). 
2. Some zero divisors. Let W = W rm be the group defined in the introduction.
Then W is the group with r generators {s0, s1, s2, · · · , sr−1} = S and relations:
sm0 = s
2
i = 1, for all 1 6 i 6 r − 1,
sisi+1si = si+1sisi+1, for 1 6 i 6 r − 2,
s0s1s0s1 = s1s0s1s0
sisj = sjsi, if 0 6 i 6 j − 2 6 r − 3.
Let t1 = s0 and ti = si−1ti−1si−1, 2 6 i 6 r. Then titj = tjti, t
m
i = 1 for
1 6 i, j 6 r and {ti | 1 6 i 6 r} generates the bottom C. We will identify the
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subgroup of W generated by {si | 1 6 i 6 r − 1} with Sr. Note that the group
W rm is the symmetric (resp. hyperoctahedral) group if m = 1 (resp. m = 2).
A deformation of the group algebra of W has been given recently by Ariki and
Koike [AK]. Let R be a commutative ring with 1 and q, q−1, u1, . . . , um ∈ R. The
Ariki-Koike algebra H = HR = H
r
m associated to the group W is an associative
algebra over R with generators Ti := Tsi , 0 6 i 6 r − 1, subject to the relations:
(2.1)


(1) T0T1T0T1 = T1T0T1T0,
(2) TiTi+1Ti = Ti+1TiTi+1, for 1 6 i 6 r − 2
(3) TiTj = TjTi, if |i− j| > 2
(4) (Ti − q)(Ti + 1) = 0, if i 6= 0
(5) (T0 − u1) · · · (T0 − um) = 0.
Let L1 = T0 and Li = q
−1Ti−1Li−1Ti−1, 2 6 i 6 r. Then LiLj = LjLi, 1 6 i, j 6
r. The elements Li, 1 6 i 6 r, generate an abelian subalgebra of H. Since L
m
i 6= 1
in general, this subalgebra contains a proper submodule of rank |C|. So it cannot
serve as a “bottom” of H. However, H is R-free of rank |W | with basis [AK]:
(2.2) {Lc11 · · ·L
cr
r Tw | w ∈ Sr, and 0 6 ci 6 m− 1, ∀i}.
Let H be the subalgebra generated by Ti for all i > 1. For a Young subgroup Sa,
let H(Sa) be the corresponding subalgebra. By (2.2), we have H = ⊕cL
cH, where
c = (c1, · · · , cr) and L
c = Lc11 · · ·L
cr
r . Thus, for every such c, we have a projection
map
(2.3) prc : H→ L
cH.
The isomorphism from H to the algebra Hop opposite to H induces an anti-
automorphism
(2.4) ι : H→ H such that ι(Ti) = Ti.
Clearly, ι(Li) = Li. We need the following commutator relations.
(2.5) Proposition. Let H be the Ariki-Koike algebra over a commutative ring
R. Then
(a) Ti commutes with Lj if j 6= i, i+ 1.
(b) Ti commutes with LiLi+1 and Li + Li+1.
(c) Ti commutes with
∏k
j=1(Lj − x) for all x ∈ R and i 6= k.
(d) Lki = q
−1Ti−1L
k
i−1Ti−1+(1− q
−1)
∑k−1
c=1 L
c
iL
k−c
i−1Ti−1 if 1 < i 6 r and k > 1.
Proof. See [AK, (3.3)] for statements (a-c), and [MM, (3.6)] for (d) . 
Following Graham and Lehrer [GL, (5.4) ] (or [DJM, (3.1)]), we define for a =
[ai] ∈ Λ[m, r],
(2.6)
{
pia = pia1(u2) · · ·piam−1(um), p˜ia = pia1(um−1) · · ·piam−1(u1),
where pi0(x) = 1 and pia(x) =
∏a
j=1(Lj − x), ∀a > 0, x ∈ R.
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Note that pia = pia⊣ if am−1 6= r and p˜ia′ = p˜i(a⊢)′ if a1 6= 0. Also, if, for
x1, · · · , xm−1 ∈ R, we put pi(a; x1, · · · , xm−1) = pia1(x1) · · ·piam−1(xm−1), then
pia = pi(a; u2, · · · , um) and p˜ia = pi(a; um−1, · · · , u1).
(2.7) Corollary. (a) For a ∈ Λ[m, r], pia and p˜ia commute with any element in
H(Sa). In particular, for any x ∈ R, pir(x) is in the centre of H.
(b) Assume aj−1 < i 6 aj for some j. Then
piaTi,r = Ti,aj (Laj − uj+1)Taj ,aj+1 · · · (Lam−1 − um)Tam−1,ampib,
where b = [0, · · · , 0, ak, · · · , aj−1, aj − 1, · · · , am− 1] ∈ Λ[m, r− 1] and Ti,j = Tsi,j .
Proof. The statement (a) follows from (2.5)(c). Noting that Ti,j = Ti · · ·Tj−1 for
i < j, we obtain (b) immediately from (2.5)(a)-(c).
We now prove the following useful result.
(2.8) Lemma. For a, b ∈ Λ[m, r], we have piaHp˜ib′ = 0 and p˜iaHpib′ = 0 unless
a 4 b.
Proof. Using the anti-automorphism ι of H in (2.4) and the fact b′ 4 a′ if and only
if a 4 b, we see that both assertions in (2.8) are equivalent. Therefore, we only
need to prove piaHp˜ib′ = 0 unless a 4 b.
We apply induction on r. Let r = 1. If a 64 b, then there is an i with ai > bi.
Since bi, ai 6 1 for all i, we have bi = 0 and ai = 1. By (2.6),
∏m−1
k=i (L1 − uk+1) =∏m
k=i+1(L1 − uk) ( resp.
∏i
k=1(L1 − uk) ) is a factor of pia (resp. p˜ib′). Therefore,
piaHp˜ib′ = 0 by (2.1)(5), and (2.8) is true for r = 1. Assume piaHp˜ib′ = 0 for all
a, b ∈ Λ[m, r − 1] with a 64 b.
Let i and j be the minimal indices with bi 6= 0 and aj 6= 0, respectively. Because
bk = 0 for all k < i, pibm−bk(uk) = pir(uk), which are in the centre of H (see
(2.7)(a)). Therefore, for any w ∈ Sr, piaTwp˜ib′ contains a factor
∏m
k=j+1(L1 −
uk)
∏i−1
k=1(L1 − uk). By (2.1)(5), piaHp˜ib′ = 0 unless i 6 j. On the other hand,
take w ∈ Sr with piaTwp˜ib′ 6= 0. Write w = dy with y ∈ Sr−1 and d = sk,r for
some 1 6 k 6 r (see (1.3)). By (2.7)(b), piaTd = hpia⊢ for some h ∈ H. By (2.6),
p˜ib′ = p˜i(b⊢)′(Lr − ui−1) · · · (Lr − u1). So, piaTwp˜ib′ 6= 0 implies pia⊢Typ˜i(b⊢)′ 6= 0.
Now, by induction, a⊢ 4 b⊢, which implies a 4 b since i 6 j. 
3. Idempotents. In this section, idempotents ea for all a ∈ Λ[m, r] will be
constructed under a certain condition.
(3.1) Proposition. For any a ∈ Λ[m, r], let va = piaTwa p˜ia′ . Then we have:
(a) piaHp˜ia′ = vaH(Sa′) = H(Sa)va. Moreover, vaTi = T(i)w−1
a
va for any
si ∈ Sa′.
(b) vaLi ∈ vaH(Si) ∩ vaH(Sa′) and Liva ∈ H(Si)va ∩ H(Sa)va for every
i = 1, · · · , r. In particular, vaLi = ujva if i = r−aj+1 for some j with aj−1 < aj.
(c) piaHp˜ia′ = piaHp˜ia′ .
(d) vaH = vaH.
Proof. Let d ∈ Da,a′ . We prove piaTdp˜ia′ = 0 unless d = wa. Obviously, this result
is true for r = 1, and assume that r > 1 and that the result is true for r − 1. By
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(1.3), d = si,rd1 with d1 ∈ Sr−1 and i ≥ ak, where k is the minimal index with
ak 6= 0. If i > ak, then there is an index j with aj−1 < i 6 aj , j > k. By (2.7)(b),
piaTd = Ti,aj (Laj − uj+1)Taj ,aj+1(Laj+1 − uj+2) · · · (Lam−1 − um)Tam−1,ampibTd1 ,
where b = [0, · · · , 0, ak, · · · , aj−1, aj − 1, · · · , am − 1] ∈ Λ[m, r − 1] and b 64 a⊢.
By (2.6), p˜ia′ = p˜i(a⊢)′(Lr − uk−1) · · · (Lr − u1). We have pibTd1 p˜i(a⊢)′ = 0 by
(2.8). So piaTdp˜ia′ = 0, a contradiction, proving i = ak. From (1.3)(b), we have
d1 ∈ Da⊢,(a⊢)′ . Because
piaTdp˜ia′ =(Lak − uj+1)Tak,ak+1(Lak+1 − uk+2) · · · (Lam−1 − um)Tam−1,am
pia⊢Td1 p˜i(a⊢)′(Lr − uk−1) · · · (Lr − u1),
we have pia⊢Td1 p˜i(a⊢)′ 6= 0. By induction, d1 = wa⊢ , and therefore, d = wa by
(1.11). Now, the first assertion in (a) follows immediately from the Sa-Sa′ double
coset decomposition of Sr.
For notational simplity, we write
ha = Twa .
By (1.8), we have haTi = T(i)w−1
a
ha for every si ∈ Sa′ . Therefore, vaTi =
piahaTip˜ia′ = piaT(i)w−1
a
hap˜ia′ = T(i)w−1
a
va, proving the second assertion in (a).
To see (b), we first treat the case i = am − aj + 1 with j minimal. Then
aj > aj−1, and b = [a0, a1, · · · , aj−1, aj − 1, aj+1, · · · , am] ∈ Λ[m, r]. Obvi-
ously, b 6< a. By (2.8), piahap˜ib′ = 0. By (2.6), we have p˜ia′Li = p˜ib′ + uj p˜ia′ ,
where b′ = [0, am − am−1, · · · , am − aj−1, am − (aj − 1), · · · , am − a1, am]. Thus,
vaLi = piahap˜ib′ + ujva = ujva. Now, assume i 6= am − aj + 1, 1 6 j 6 m.
Then there is a k with am − ak + 1 < i 6 am − ak−1. Write i = (am −
ak + 1) + l. Then Li = q
−lTi,am−ak+1Lam−ak+1Tam−ak+1,i. By (a), vaLi =
ukq
−lvaTi,am−ak+1Tam−ak+1,i ∈ vaH(Si) ∩ vaH(Sa′). By a symmetric argument,
one can prove Liva ∈ H(Si)va ∩ H(Sa)va.
By (b) and (a), LivaH(Sa′) ⊆ H(Sa)vaH(Sa′) = vaH(Sa′) for every i =
1, · · · , r. Thus, (c) follows immediately from (2.2).
For arbitrary vaTw ∈ vaH with w ∈ Sr, write w = dy with y ∈ S{2,··· ,r} and
d ∈ Sr/S{2,··· ,r}. Then d = si,1 with 1 6 i 6 r. By (b), vaTwT0 = vaTi,1T0Ty ∈
vaH. Thus, vaH is stable under the right action of T0, and vaH = vaH. 
Recall from (2.7) that Ti,j = Tsi,j for i 6= 0 6= j. For a ∈ Λ[m, 0], let va = 1.
(3.2) Lemma. Let x1, · · · , xm−1 be elements in the commutative ring R and
a ∈ Λ[m, r] with a1 6= 0. Then there is an integer c depending on a such that
Tam,am−1(Lam−1 − xm−1) · · ·Ta2,a1(La1 − x1)− q
cLm−1r T
−1
a1,am
is in the free R-submodule spanned by {Lc11 · · ·L
cr
r Tw | w ∈ Sr, cj < m− 1, ∀j}.
Proof. Let Ui (1 6 i 6 m− 1) be the free R-submodule spanned by
{Lc11 · · ·L
cr
r Tw | w ∈ S{ai,ai+1,··· ,r}, cj < m− i, ∀j}.
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We claim that, for any i = 1, · · · , m− 1,
(3.3) Tam,am−1(Lam−1 − xm−1) · · ·Tai+1,ai(Lai − xi)− q
cLm−ir T
−1
ai,am
∈ Ui.
Apply induction on i. The result for i = m − 1 is true since Tam,am−1(Lam−1 −
xm−1) = q
am−am−1LamT
−1
am−1,am
− xm−1Tam,am−1 . For i < m − 1, we have, by
induction,
Tam,am−1(Lam−1 − xm−1) · · ·Tai+1,ai(Lai − xi)
=(qcLm−i−1r T
−1
ai+1,am
+ h)Tai+1,ai(Lai − xi)
=qcLm−i−1r T
−1
ai+1,am
Tai+1,ai(Lai − xi) + hTai+1,ai(Lai − xi)
for some h ∈ Ui+1. We may assume h = L
c1
1 · · ·L
cr
r Tw with w ∈ S{ai+1,··· ,r}
and cj < m − (i + 1), ∀j, without loss of generality. Write w = sk,ai+1y with
y ∈ S{ai+1+1,··· ,r} (cf. (1.3)). Then TwTai+1,ai(Lai − xi+1) = q
k−aiLkT
−1
ai,k
Ty −
xi+1Tk,aiTy. Thus, we have hTai+1,ai(Lai −xi+1) ∈ Ui. Noting qT
−1
i = Ti− (q−1)
and Lm−i−1r Tr,ai+1Tai+1,aiLai = q
r−aiLm−ir T
−1
ai,r
, we may write
Lm−i−1r T
−1
ai+1,am
Tai+1,ai(Lai − xi+1) = q
c′Lm−ir T
−1
ai,r
+ h′
for some h′ ∈ Ui and c
′ ∈ Z. Therefore, (3.3) holds for i, proving the claim. Now,
the required result follows from the case i = 1. 
(3.4) Theorem. Let H be the Ariki-Koike algebra over R. For any a ∈ Λ[m, r],
vaH is a free R-module with basis {vaTw | w ∈ Sr}.
Proof. For h = (m−1, · · · , m−1), let prh be the projection defined in (2.3). First,
we prove
(3.5) prh(va) = q
c
r∏
j=1
Lm−1j h
−1
a′
for some integer c ∈ Z depending on a. We prove (3.5) by induction on r. Obviously,
the result is true for r = 1. Assume now that r > 1 and that (3.5) holds for r − 1.
For a ∈ Λ[m, r] with minimal index k, ak = r, recall
a′ = [0, 0, · · · , 0, r − ak−1, · · · , r − a1, r],
a⊣ = [0, a1, · · · , ak−1, r − 1, · · · , r − 1],
(a⊣)
′ = [0, · · · , 0, r− 1− ak−1, · · · , r − 1− a1, r − 1], and
pia = pia⊣(Lr − uk+1) · · · (Lr − um).
Then, noting from (1.10) that wa = wak = wa⊣sr,r−ak−1 , we have
va =va⊣(Lr − uk+1) · · · (Lr − um)
Tr,r−a1(Lr−a1 − u1) · · ·Tr−ak−2,r−ak−1(Lr−ak−1 − uk−1).
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Thus, applying (3.2) to [0, r− ak−1, · · · , r − a1, r, · · · , r], we have
va = va⊣(q
c2Lm−1r T
−1
r−ak−1,r
+ h1)
where c2 ∈ Z, h1 ∈ U1 (see the proof of (3.2)). On the other hand, by in-
duction, we have, for some integer c1, va⊣ = q
c1
∏r−1
j=1 L
m−1
j h
−1
(a⊣)′
+ h, where h
is a linear combinations of elements Ld11 · · ·L
dr−1
r−1 Tw with w ∈ Sr−1. Since Lr
commutes with any elements in Hr−1m , we have prh(q
c1
∏r−1
j=1 L
m−1
j h
−1
(a⊣)′
h1) = 0,
prh(hq
c2Lm−1r T
−1
r,r−ak
) = 0 and prh(hh1) = 0. Therefore, (3.5) holds (cf. (1.11)(a)).
Now we are ready to prove that the set {vaTw | w ∈ Sr} is linearly independent.
Suppose
∑
w∈Sr
cwvaTw = 0. Then, by (3.5), there is a c ∈ Z depending on a such
that
prh(
∑
w∈Sr
cwvaTw) =
∑
w∈Sr
cwq
cLm−11 · · ·L
m−1
r h
−1
a′ Tw = 0.
Because h−1a′ and q are invertible, we have cw = 0 for every w ∈ Sr by (2.2).
Therefore, {vaTw | w ∈ Sr} is a linearly independent set. By (3.1)(d), vaH = vaH.
Thus, vaH is a free R-module with basis {vaTw | w ∈ Sr}. 
(3.6) Proposition. Let a ∈ Λ[m, r] and write vaha′va = vaza′ = zava, where
za ∈ H(Sa) and za′ ∈ H(Sa′). Then za (resp. za′) is in the center of the algebra
H(Sa) (resp. H(Sa′))
Proof. The existence of za and za′ follows from (3.1a,c). We need only to prove
that za′ is in the center of H(Sa′). One may prove that za is in the center of
H(Sa), similarly.
Let Ti ∈ H(Sa′). Then i 6= am − aj for 1 6 j 6 m. By (3.1)(a), vaha′vaTi =
vaha′T(i)w−1
a
va = vaTiha′va = T(i)w−1
a
vaza′ = vaTiza′ . Therefore, vaza′Ti =
vaTiza′ . By (3.4), za′Ti = Tiza′ . So, za′ is in the center of H(Sa′). 
(3.7) Corollary. We have Twaza′ = zaTwa .
Proof. By (1.8), we may write Twaza′ = zTwa for some z ∈ H. Then vaza′ = zva,
and hence z = za by (3.4). 
(3.8) Corollary. For a ∈ Λ[m, r], vaHva = vaza′H(Sa′) = H(Sa)zava.
Proof. Let ι be the anti-automorphism of H defined in (2.4). By (3.1a), we have
p˜ia′Hpia = ι(piaHp˜ia′) = ι(H(Sa)va) = p˜ia′ha′piaH(Sa). So,
vaHva = vaHva = piaha (p˜ia′Hpia) hap˜ia′
= piahap˜ia′ha′piaH(Sa)hap˜ia′
= vaha′vaH(Sa′) = vaza′H(Sa′). 
(3.9) Proposition. Let a ∈ Λ[m, r]. Then the following are equivalent:
(a) za (equivalently za′) is invertible.
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(b) ea = vaha′z
−1
a is an idempotent.
(c) vaH is a projective right H-module.
Proof. Let J = vaH. By (3.1)(d), we have J
2 = vaza′H. By (3.4), the map from
H to vaH sending h→ vah for h ∈ H is injective. Therefore, J
2 = J if and only if
za′H = H, which is equivalent to say that za′ is invertible.
If J is projective, then J = eH for some idempotent e ∈ H, and J = J2. So, za′ ,
and hence za, is invertible. Now, assume za is invertible. Putting ea = vaha′z
−1
a
and recalling ha′ = Tw
a
′ , we have
e2a = vaha′z
−1
a vaha′z
−1
a = vaha′z
−1
a piahap˜ia′ha′z
−1
a
= vaha′piaz
−1
a hap˜ia′ha′z
−1
a
= vaha′vaz
−1
a′ ha′z
−1
a = vaha′z
−1
a = ea.
Thus, ea is an idempotent and J = vaH = eaH. Therefore, vaH is projective. 
(3.10) Proposition. Let a, b ∈ Λ[m, r] and assume that za, zb are invertible.
Then eaHeb = 0 unless a = b. Moreover, we have eaHea ∼= H(Sa).
Proof. By (2.8) and (3.1)(c), vaHvb 6= 0 implies a 4 b and a
′ 4 b′. So a = b. The
second assertion follows from the following equality:
eaHea = vaHvaha′za
−1 = vaH(Sa′)ha′ by (3.8)
= vaha′H(Sa) ∼= H(Sa). 
(3.11) Corollary. Assume that za are invertible for all a ∈ Λ[m, r] and let
ε =
∑
a∈Λ[m,r] ea. Then εHε
∼= ⊕a∈Λ[m,r]H(Sa).
Proof. The result follows from (3.10). 
4. The Poincare´ polynomial of W . To generalize the Morita equivalence
(1) given in the introduction, we need two more ingredients: First, we want to
know when the hypothesis in (3.11) holds. This leads to the introduction of the
Poincare´ polynomial of the bottom. Second, we need to prove that the direct
sum ⊕a∈Λ[m,r]vaH is a projective generator for the category H-mod. The latter
requires that R is an integral domain.
(4.1) Lemma. For ri = (0, 0 · · ·0︸ ︷︷ ︸
i−1
, r · · · , r) ∈ Λ[m, r], let zr′
i
∈ Sr′
i
defined in
(3.6). Then zr′
i
=
∏
16j6m
j 6=i
∏r
k=1(uiq
1−kTk,1T1,k − uj).
Proof. Since wri = 1, we have hri = Twri = 1. It follows from (2.1)(5) and (2.7)(a)
that
v2ri = vri
∏
16j6m
j 6=i
r∏
k=1
(uiq
1−kTk,1T1,k − uj).
On the other hand, by (3.6), we have v2ri = vrizr′i . Now, the result follows from
(3.4) immediately. 
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(4.2) Definition. For positive integers m, r and i = 1, · · · , m, let
fm,r,i = fm,r,i(u1, · · ·um, q) =
∏
16j6m
i6=j
r−1∏
k=1−r
(uiq
k − uj),
fm,r = fm,r(u1, · · · , um, q) =
m−1∏
i=1
m∏
j=i+1
r−1∏
k=1−r
(uiq
k − uj).
We shall see below that the polynomial fm,r can be viewed as the Poincare´ poly-
nomial of the bottom C. Let dSr be the Poincare´ polynomial of Sr, i.e., dSr =∑
w∈Sr
ql(w), then the polynomial dW = fm,rdSr is called the Poincare´ polynomial
of the complex reflection group W .
(4.3) Proposition. Maintain the notation introduced above. The element zr′
i
is
invertible if and only if fm,r,i is invertible in R.
Proof. By (4.1), we see that the invertiblity of zr′
i
is equivalent to the invertiblity
of hij =
∏r
k=1(uiq
1−kTk,1T1,k − uj) for all j 6= i. By [DJ2, (4.3)], we see that, if R
is a field, then hij in invertible if and only if fm,r,i is invertible. The general case
follows by an argument similar to the one for [DJ2, (4.5)]. 
We need some preparation in order to get the main result of this paper. As
before, we assume that R is a commutative ring (with 1). For any a ∈ Λ[m, r] and
x1, · · · , xm−1 ∈ R, recall the element defined after (2.6)
pi(a) = pi(a; x1, · · · , xm−1) = pia1(x1) · · ·piam−1(xm−1).
Write pi(a) as a polynomial in Li. The degree of this polynomial is denoted
degi(pi(a)).
(4.4) Lemma. Maintain the notation above and assume x1, · · · , xm are a per-
mutation of u1, · · · , um. For a ∈ Λ[m, r], the right ideal pi(a)H is spanned by
Ba = {pi(a)L
c1
1 · · ·L
cr
r Tw | w ∈ Sr, degj pi(a) + cj 6 m− 1, ∀j}.
Proof. Let Ma be the R-submodule spanned by Ba. Then Ma ⊆ pi(a)H. Since
pi(a) ∈ Ma, it suffices to prove that Ma is a right H-module, or equivalently
MaT0 ⊆Ma.
For pi(a)Lc11 · · ·L
cr
r Tw ∈ Ba. We write w = si,1y with y ∈ S{2,··· ,r} (cf.
(1.3)). Since Ma is a right H-module and T0Ty = TyT0, we only need to prove
pi(a)Lc11 · · ·L
cr
r Ti,1T0 ∈Ma, which is equivalent to
(4.5) pi(a)Lc11 · · ·L
cr
r Li ∈Ma for every 1 6 i 6 r.
If am−1 = 0, then pi(a) = 1 and pi(a)H = H. By (2.2), (4.5) holds in this case.
We now assume am−1 6= 0. Apply induction on i. The last relation in (2.1) implies
(4.5) for i = 1. (If deg1(pi(a))+ c1+1 = m, then pi(a) contains part of the product
in (2.1)(5) involving parameters xi, · · · , xm−1. Write L
c1+1
1 =
∏
k(L1 − uik) +
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∑
j6c1
αjL
j
1, where {uik} = {x1, · · · , xi−1, xm}. Now, (2.1)(5) implies (4.5) in this
case.)
We assume now that i > 1 and (4.5) holds for all Lj with j < i. The case for
degi pi(a) + ci < m − 1 is trivial. Suppose degi pi(a) + ci = m − 1. Let k be the
integer with ak−1 < i 6 ak. Then, degi pi(a) = m−k and piaj (xj)Ti,1 = Ti,1piaj (xj)
for all j > k. On the other hand, by (2.5)(d) and induction on i, we have for some
c
(4.6) Lli − q
cTi,1L
l
1T1,i ∈ Ui,l
where Ui,l is the free R-submodule spanned by {L
d1
1 · · ·L
di
i Tw | 0 6 dj < l, ∀j 6
i, w ∈ Si}. In particular, L
ci+1
i = q
cTi,1L
ci+1
1 T1,i + h for some c and h ∈ Ui,ci+1.
So we have
pi(a)Lc11 · · ·L
ci−1
i−1 L
ci
i L
ci+1
i+1 · · ·L
cr
r Li
=pi(a)Lc11 · · ·L
ci−1
i−1 L
ci+1
i L
ci+1
i+1 · · ·L
cr
r
=pi(a)Lc11 · · ·L
ci−1
i−1 (q
cTi,1L
ci+1
1 T1,i + h)L
ci+1
i+1 · · ·L
cr
r
=qcpi(a)Lc11 · · ·L
ci−1
i−1 Ti,1L
ci+1
1 T1,iL
ci+1
i+1 · · ·L
cr
r
+ pi(a)Lc11 · · ·L
ci−1
i−1 hL
ci+1
i+1 · · ·L
cr
r
=X1 +X2
We now prove that each of the last two terms Xi above is in Ma. For h =
Ld11 · · ·L
di
i Tw ∈ Ui,ci+1, we have TwLj = LjTw for all j > i + 1 and di < ci + 1,
and so, degi pi(a) + di < degi pi(a) + ci + 1 = m. On the other hand, we have,
by definition, degj pi(a) + cj 6 m − 1 for all 1 6 j 6 m. Therefore, by inductive
hypothesis,
pi(a)Lc11 · · ·L
ci−1
i−1 (L
d1
1 · · ·L
di
i Tw)L
ci+1
i+1 · · ·L
cr
r = pi(a)
∏
j<i
L
cj+dj
j L
di
i
∏
j>i
L
cj
j Tw ∈Ma.
This proves X2 ∈Ma.
Since i 6 ak, we have
X1 =
i−1∏
j=1
L
cj
j
k−1∏
j=1
piaj (xj)

Ti,1
m−1∏
j=k
piaj (xj)L
ci+1
1 Ti,1

 r∏
j=i+1
L
cj
j
= X11(X12)X13.
where X11 (resp. X13) denotes the first two products (resp. last product) and
X12 denotes the element in the parenthesis. As in the argument for i = 1,
Lci+11
∏m−1
j=k piaj (xj) is an R-linear combinations of L
l
1
∏m−1
j=k piaj (xj) with l < ci+1,
while, by (4.6), Lli − Ti,1L
l
1T1,i = h ∈ Ui,l. Thus, Ti,1L
l
1
∏m−1
j=k piaj (xj)Ti,1 =∏m−1
j=k piaj (xj)L
l
i +
∏m−1
j=k piaj (xj)h. Hence X1 can be expressed as a linear com-
bination of X11(
∏m−1
j=k piaj (xj)L
l
i)X13 and X11(
∏m−1
j=k piaj (xj)h)X13, where l 6 ci
and h ∈ Ui,l. Since l 6 ci, we have clearly X11(
∏m−1
j=k piaj (xj)L
l
i)X13 ∈ Ma. By
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inductive hypothesis, we have X11(piaj (xj)h)X13 ∈ Ma, too. Therefore, X1 ∈ Ma,
proving (4.5). 
For a = [ai] ∈ Λ[m, r], let ai be defined as in (1.9). Recall ha = Twa .
(4.7) Proposition. For a ∈ Λ[m, r], write a⊣ = [b0, · · · , bm] as in (1.10). Let
Vi = pia⊣ha⊣Tr,r−bi−1 p˜ia′iH.
Then
(a) V1 = va⊣H and Vm = vamH.
(b) The set Bi = {pia⊣ha⊣Tr,r−bi−1 p˜ia′iL
c
r−bi−1
Tw | c 6 m− i, w ∈ Sr} is a basis
of Vi. In particular, the rank of Vi is (m− i+ 1)r!.
(c) Vi+1 is a pure R-submodule of Vi.
Proof. We first note that bi = ai, 1 6 i 6 k − 1, bi = r − 1, k 6 i 6 m, where k is
the minimal index with ak = r. Note also from (1.9) and (1.2) that
a′1 = [0, · · · , 0, r− ak−1 − 1, · · · , r − a1 − 1, r]
(a⊣)
′ = [0, · · · , 0, r− ak−1 − 1, · · · , r − a1 − 1, r− 1].
Thus, p˜ia′1 = p˜i(a⊣)′ by definition (2.6), and V1 = va⊣H. Because ha⊣Tr,r−bm−1 =
ham (see (1.10)) and piam = pia⊣ , we have Vm = vamH, proving (a).
For (b), we first prove that Bi spans Vi. Let V
′
i be the submodule spanned by
Bi. Applying (4.4) to p˜ia′
i
H, it suffices to prove
(4.8) pia⊣ha⊣Tr,r−bi−1 p˜ia′iL
c1
1 · · ·L
cr−bi−1
r−bi−1
· · ·Lcrr ∈ V
′
i ,
where cj 6 m−1−degj p˜ia′i , ∀j. Since degr−bi−1 p˜ia′i = i−1, we have, in particular,
cr−bi−1 6 m− i.
We first look at the elements pia⊣ha⊣Tr,r−bi−1 p˜ia′iLj with j 6= r − bi−1. Suppose
j < r − bi−1 and write Tr,r−bi−1 p˜ia′i = Tr,r−bi−1 p˜i(a⊣)′(Lr−b1 − u1) · · · (Lr−bi−1 −
ui−1) = p˜i(a⊣)′hi, where hi = Tr,r−b1(Lr−b1 −u1) · · ·Tr−bi−2,r−bi−1(Lr−bi−1 −ui−1).
Then Ljhi = hiLj and hiTl = Tlhi for all sl ∈ Sj . Thus, by (3.1)(b),
(4.9) pia⊣ha⊣Tr,r−bi−1 p˜ia′iLj = va⊣Ljhi ∈ pia⊣ha⊣Tr,r−bi−1 p˜ia′iH(Sj).
Suppose now j > r − bi−1 + 1. Choose l such that r − bl + 1 6 j 6 r − bl−1. Then
l 6 i−1 and l is the minimal index having property bl = bi−1. Using definition (2.6),
we have p˜ia′
i
(Lr−bl+1 − ul) = p˜ic′ , where c = [0, b1, · · · , bl−1, bl − 1, bl+1, · · · , bm] +
1i ∈ Λ[m, r] (see (1.9)). Since pia⊣ = piam and am 64 c (as l < i), we have, by (2.8)
that pia⊣ha⊣Tr,r−bi−1 p˜ia′i(Lr−bl+1 − ul) = 0. Therefore, for some c,
(4.10) pia⊣ha⊣Tr,r−bi−1 p˜ia′iLj = ulq
cpia⊣ha⊣Tr,r−bi−1 p˜ia′iTj,r−bl+1Tr−bl+1,j.
Now, noting (2.5)(a), we see that (4.8) follows from (4.9) and (4.10), since the
elements in H(Sj) occurring in (4.8) and the element Tj,r−bl+1Tr−bl+1,j occurring
in (4.9) commute with Lj+1 and Lr−bi−1 .
To see the linear independence, we apply induction on i. For i = 1, suppose∑
06c6m−1
w∈Sr
fc,wva⊣L
c
rTw = 0.
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Since prh(va⊣) = q
d
∏r−1
j=1 L
m−1
j h
−1
(a⊣)′
for some d ∈ Z depending on a⊣ (see (3.5)),
we have
prc(
∑
06c6m−1
w∈Sr
fc,wva⊣L
c
rTw) = q
d
∑
w∈Sr
fc,wL
m−1
1 · · ·L
m−1
r−1 L
c
rh
−1
(a⊣)′
Tw = 0,
where c = (m− 1, · · · , m− 1, c). Thus, fc,w = 0 for all c and w, since both q and
h−1(a⊣)′ are invertible. Therefore, B1 is a basis of V1.
We assume now that Bi is a linearly independent set. We hope to prove that the
set Bi+1 is linearly independent, too. Using induction on l, we can easily prove
Ta,bL
l
b = q
a−bLlaT
−1
b,a + terms involving L
ca
a · · ·L
cb
b Tw for a > b
where w ∈ S{b,b+1,··· ,a} and all ci < l. Using this and noting p˜ia′
i+1
= p˜i′ai(Lr−bi −
ui), we have
(4.11)
pia⊣ha⊣Tr,r−bi p˜ia′i+1L
c
r−biTw
=qai−ai−1pia⊣ha⊣Tr,r−bi−1 p˜ia′iL
c+1
r−bi−1
T−1r−bi,r−bi−1Tw+
+ terms involving pia⊣ha⊣Tr,r−bi−1 p˜ia′iL
l
r−bi−1Tz,
where l < c+1 and z ∈ Sr. By induction, Bi is a basis of Vi. Because Tr−bi,r−bi−1 is
invertible, the set {pia⊣ha⊣Tr,r−bi−1 p˜ia′iL
c
r−bi−1
T−1r−bi,r−bi−1Tw | c 6 m− i, w ∈ Sr}
is linearly independent in Vi. Therefore, the condition l < c + 1 in (4.11) implies
that Bi+1 is linear independent. This completes the proof of (4.7)(b).
We now prove the purity in (c). Since
pia⊣ha⊣Tr,r−bi p˜ia′i+1 = pia⊣ha⊣Tr,r−bi−1 p˜ia′iTr−bi−1,r−bi(Lr−bi − ui),
Vi+1 is a submodule of Vi. Write h =
∑
fc,wpia⊣ha⊣Tr,r−bi p˜ia′i+1L
c
r−bi
Tw for h ∈
Vi+1. To show that Vi+1 is a pure R-submodule, we need to show that x ∈ R
divides any of fc,w if h ∈ xVi. We prove it by induction on c0, the highest degree of
Lr−bi in the expression of h. Since Bi is a basis of Vi and q is invertible, x divides
fc0,w by (4.11). Thus, h−
∑
fw,c0pibhbTr,r−bi p˜ia′i+1L
c
r−bi
Tw ∈ xVi. Now, the result
follows from induction. 
From here onwards, we assume that R is an integral domain.
(4.12) Lemma. Keep the notation above. We have short exact sequence
0→ Vi+1 → Vi → vaiH→ 0.
Proof. Let
hi = (Lbi+1 − ui+1)Tbi+1,bi+1+1 · · · (Lbk−1+1 − uk)Tbk−1+1,r
m∏
l=k+1
(Lr − ul),
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where, as usual, k is the minimal index such that ak = r. Then, by (2.5)(a)-(c),
we have hipia⊣ = piaiTbi+1,r. Define ψi : Vi → vaiH by setting ψi(h) = hih,
h ∈ Vi. Note that ψi is well-defined by (1.10), and clearly, ψi is surjective. Because
ai ≻ ai+1, we have Vi+1 ⊆ kerψi by (2.8) and (3.1)(c). By (3.4) and (4.7)(b), we
have dimVi = dimVi+1 +dim vaiH, forcing Vi+1 = kerψi over the quotient field F
of R. However, by (4.7)(c), Vi+1 is a pure R-submodule of Vi. Thus Vi+1 = kerψi,
proving the required short exact sequence. 
(4.13) Lemma. Let a = [ai] ∈ Λ[m, r] and write a⊣ = [bi]. Assume k is the
minimal index with ak = r. Define
V˜i = pia⊣ha⊣Tr,r−bi−1 p˜ia′i
m∏
j=i+1
pir−bi−1(uj)H, for i = k, · · · , m− 1.
If fm,r is a unit in the integral domain R, then we have Vi = Vi+1⊕V˜i and V˜i ∼= vaiH
for all i = k, · · · , m− 1.
Proof. Let ψi : Vi → vaiH, i > k, be the H-module homomorphism defined in the
proof of (4.12). Then, ψi(V˜i) = vai
∏m
j=i+1 pir−bi−1(uj)H. By (3.1)(b), we have
vaiL1 = uivai for all i > k. Also, for j < r − ak−1, sj ∈ Sa′k . So vakTj = Tj′vak
(see (3.1)(a)), and hence, vakLl = ukq
1−lvakTl,1T1,l for all l = 1, · · · , r − bk−1,
noting ak−1 = bk−1. Therefore, we have
ψi(V˜i) = vai
m∏
j=i+1
pir−bi−1(uj)H = vai
m∏
j=i+1
r−bi−1∏
l=1
(q1−luiTl,1T1,l − uj)H.
Since
∏m
j=i+1
∏r−bi−1
l=1 (q
1−luiTl,1T1,l−uj) is a factor of zr′
i
(see (4.1)), and fm,r ∈ R
is a unit,
∏r−bi−1
l=1 (q
1−luiTl,1T1,l − uj) is invertible by (4.3). Therefore, ψi(V˜i) =
vaiH. Thus, by (4.12), the rows of the following commutative diagram
0 → Vi+1 → V˜i + Vi+1
ψi
→ vaiH → 0
‖ ↓ ‖
0 → Vi+1 → Vi
ψi
→ vaiH → 0.
are exact. So the short-five lemma implies V˜i + Vi+1 = Vi. On the other hand,
consider the element x = p˜ia′
i
∏m
j=i+1 pir−bi−1(uj) and the multiplication xLr−bi−1 .
Clearly, x has a factor (L1−u1) · · · (L1−ui−1)(L1−ui+1) · · · (L1−um). So, if i > k,
then r − bi−1 = 1, and hence, xL1 = uix, while, for i = k, we have xTr−bk−1,1 =
Tr−bk−1,1x and consequently, xLr−bk−1 = q
cuixTr−bk−1,1T1,r−bk−1 . Therefore, by
(4.7)(b), V˜i is spanned by {pia⊣ha⊣Tr,r−bi−1 p˜ia′i
∏m
j=i+1 pir−bi−1(uj)Tw | w ∈ Sr},
which is linearly independent, since its image under the homomorphism ψi is lin-
early independent. Hence, V˜i is R-free of rank r!, forcing the sum V˜i + Vi+1 is a
direct sum, i.e., Vi = V˜i ⊕ Vi+1, and consequently, V˜i ∼= vaiH. 
We now prove the main result of the paper. The case when H is the Hecke
algebra of type B was first obtained in [DJ2].
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(4.14) Theorem. Let H = Hrm be the Ariki-Koike algebra over an integral
domain R. Assume fm,r ∈ R is a unit.
(a) For every a ∈ Λ[m, r1] with r1 6 r, the right ideal vaH is projective.
(b) For any given r1 6 r, each projective indecomposable H-module is isomorphic
to a direct summand of vaH for some a ∈ Λ[m, r1].
(c) The categories of H-modules and ⊕λ∈Λ(m,r)H(Sλ)-modules are Morita equiv-
alent.
Proof. For r1 6 r, H is free over H
r1
m . So the functor −⊗Hr1m H is exact. Therefore,
it suffices to prove (a) for r1 = r.
We apply induction on r. For r = 1, we have a = ri for some i. By the
invertibility of fm,r, (4.3) and (3.8), we see that vaH is projective. Assume now
that r > 1 and the result holds for r − 1. We now prove the projectivity of vaH
by downward induction on the partial ordering <. If a = r1 = [0, r, · · · , r], the
maximal element of Λ[m, r], then vaH is projective by (4.3) and (3.8). Suppose now
that r1 ≻ a and that vbH is projective for all b ≻ a. Let a⊣ and ai, 1 6 i 6 m be
defined as in (1.2) and (1.9), and k the minimal index with ak = r. Then k > 2 and
ak = a. By induction, vajH, 1 6 j 6 k−1, are projective, and va⊣H is projective.
Using the short exact sequence in (4.12), we have va⊣H
∼= ⊕k−1j=1vajH ⊕ Vk and
hence, Vk is projective. By (4.13), we have Vk ∼= Vk+1 ⊕ vakH, and consequently,
vaH = vakH is projective, proving (a). Note from (4.7) and (4.12-3) that we have
for any r > 0 and a ∈ Λ[m, r]
(4.15) va⊣H
∼= ⊕mi=1vaiH.
To see (b), we apply the tensor functor − ⊗Hr1m H to (4.15) and obtain, for
1 6 r1 6 r and a ∈ Λ[m, r1]
va⊣H
∼= ⊕mj=1vajH,
from which (b) follows.
Putting r1 = r in both (a) and (b), we see that the H-module ⊕a∈Λ[m,r]vaH is
a projective generator. By standard results (see, e.g., [CR, (3.54)]) the categories
of H-modules and εHε-modules are Morita equivalent (cf. (3.11)). 
5. Some applications. We first recall the notion of multi-compositions and multi-
partitions of r. By definition, λ = (λ(1), · · · , λ(m)) is called an m-composition
(resp. m-partition) of r if λ(i) is a composition (resp. partition) for every i with
1 6 i 6 m and |λ| =
∑m
i=1 |λ
(i)| = r. Recall that Λ(n, r) (resp. Λ(n, r)+) is the
set of all compositions (resp. partitions) of r with n parts, and let, for m > 0 and
µ = (µ1, · · · , µm) ∈ Λ(m, r),
Λ(n, µ) = Λ(nr, µ1)× ...× Λ(nr, µm−1)× Λ(n, µm)
Λm(n, r) =
⋃
µ∈Λ(m,r)
Λ(n, µ)
where nr is the maximum of n and r. Define Λm(n, r)
+ similarly. The set Λm(n, r)
can be identified with Λ(N, r) by concatenation, where N = (m − 1)nr + n. To
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distinguish them, for λ ∈ Λm(n, r), let λ¯ denote the corresponding element in
Λ(N, r).
For λ ∈ Λm(n, µ), let a = [a0, · · · , am] be the cumulative norm sequence of λ,
denoted cns(λ), where a0 = 0 and ai = µ1 + · · ·+ µi for 1 6 i 6 m. Let e be the
minimal integer l such that
1 + q + q2 + · · ·+ ql−1 = 0.
If such an integer l does not exist, then set e = ∞. A partition λ is called e-
regular if λ has no non-zero part occurring e or more times. An m-partition λ =
(λ(1), · · · , λ(m)) is e-regular if each λ(i), 1 6 i 6 m, is e-regular.
Let HF be the Hecke algebra of type Ar−1 over a field F , in which q is a primitive
e-th root of 1. Let Sλ be the Specht module with respect to λ. Then, by [DJ1],
Sλ has simple head Dλ, if λ is e-regular. (Note, for e > r, Dλ = Sλ.) For a multi-
partition λ = (λ(1), · · · , λ(m)) of r with cns(λ) = a, let Sλ
(1)
· · ·Sλ
(m)
(∼= ⊗mi=1S
λ(i))
be the corresponding Specht module for HF (Sa), and let S
λ be the right ideal
eaS
λ(1) · · ·Sλ
(m)
HF of HF . By (4.14)(c), we know that the H-module S
λ and
εHε-module Sλε have isomorphic submodule lattices. Since Sλε ∼= Sλ
(1)
· · ·Sλ
(m)
and the latter has simple head if λ is e-regular, so is Sλ. Let Dλ denote the simple
head of Sλ. The following is an immediate consequence of (4.14)(c) (see [DJ2, (5.3)]
for the case m = 2).
(5.1) Theorem. Let F be a field and fm,r 6= 0 in F . Then the set
{Dλ | λ ∈ Λm(r, r)
+ e-regular}
is a complete set of simple HF -modules.
The following result has been proved in [Ari]. Recall the Poincare´ polynomial
dW introduced in (4.2)
(5.2) Theorem. Let HF be the Ariki-Koike algebra over a field F . Then HF
is semisimple if and only if dW 6= 0.
Proof. Note that dW 6= 0 is equivalent to fm,r 6= 0 and e > r. By (4.3), we have
fm,r 6= 0 if and only if fm,r,i 6= 0 for all i. If fm,r 6= 0, then the categories of
H-modules and εHε-modules are Morita equivalent. By (3.10) and [DJ1, 4.3], εHε
is semisimple if and only if e > r, proving the “if” part. Conversely, it suffices to
look at the case fm,r = 0. Then fm,i,r = 0 for some i, and zr′
i
is not invertible.
Therefore, vr′
i
H is not an idempotent ideal by (3.9). Thus, H is not semisimple. 
We finally look at a Morita theorem between q-Schurm algebras and q-Schur
algebras (i.e., the q-Schur1 algebras). For any λ ∈ Λm(n, r) with cns(λ) = a, let
xλ = piaxλ¯.
(5.3) Lemma. Let R be an integral domain and assume that fm,r ∈ R is a unit.
For any λ ∈ Λm(n, r) with cns(λ) = a, we have eaxλH = eaxλ¯H.
Proof. Since piaH ⊆ H, we have eaxλH ⊆ eaxλ¯H. By (1.8), (3.1)(a) and (3.6)-
(3.7), we have eaxλ¯ = vaha′z
−1
a xλ¯ = vaha′xλ¯z
−1
a = vahha′z
−1
a = xλ¯vaha′z
−1
a =
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xλ¯ea, where h ∈ H(Sa′) given by hha′ = ha′xλ¯. Thus, eaxλH = xλ¯eapiaH =
xλ¯vaha′piaH ⊇ xλ¯vaha′vaH = xλ¯vaza′H = xλ¯eaH, proving (5.3). 
Some special case for m = 2 of the second part of the following result has been
discussed by Gruber and Hiss [GH] in the context of representations finite groups
of Lie type.
(5.4) Corollary. Let H be the Ariki-Koike algebra over an integral domain R,
in which fm,r is a unit. Let a = cns(λ) for λ ∈ Λm(n, r). Then
EndH
(
⊕λ∈Λm(n,r)eaxλH
)
= EndH
(
⊕λ∈Λm(n,r)eaxλ¯H
)
∼= ⊕µ∈Λ(m,r)EndH(Sµ)
(
⊕λ∈Λ(n,µ)xλ¯H(Sµ)
)
.
Proof. The first equality follows from (5.3). Using standard results (see [AF, (21.2)]
or [DPS, (0.1)]), we know that
EndH
(
⊕λ∈Λm(n,r)eaxλ¯H
)
∼= EndεHε
(
⊕λ∈Λm(n,r)eaxλ¯Hε
)
.
For λ = (λ(1), · · · , λ(m)) ∈ Λm(n, r), write cns(λ) = a = [ai]. Then we have
xλ¯H(Sa)
∼= xλ(1)H(Sa1)⊗R · · · ⊗R xλ(m)H(Sam−am−1), and by the proof of (5.3),
eaxλ¯ = xλ¯ea. Therefore, eaxλ¯Hε = xλ¯eaH(Sa)
∼= xλ¯H(Sa). By (3.10), we have
EndεHε
(
⊕λ∈Λm(n,r)eaxλ¯Hε
)
∼= ⊕a∈Λ[m,r]EndeaHea
(
⊕λ∈Λ(n,Θ(a))xλ¯eaHea
)
∼= ⊕µ∈Λ(m,r)EndH(Sµ)
(
⊕λ∈Λ(n,µ)xλ¯H(Sµ)
)
.
Here Θ is defined in (1.1). 
The endomorphism algebra SmR (n, r) = EndH
(
⊕λ∈Λm(n,r)xλH
)
is called a q-
Schurm algebra in [DR2], which is a cyclotomic q-Schur algebra in the sense of
[DJM]. It is proved in [DR2] that a Borel type subalgebra of a q-Schurm algebra is
isomorphic to a Borel subalgebra of a q-Schur algebra. Now, with the invertibility of
the polynomial fm,r, we establish below a Morita equivalence between the module
categories of a q-Schurm algebra and a direct sum of tensor products of certain
q-Schur algebras.
(5.5) Theorem. Let H = HO be the Ariki-Koike algebra over a discrete val-
uation ring O. Then the q-Schurm algebra SmO (n, r) is Morita equivalent to the
algebra ⊕
µ∈Λ(m,r)
S1O(nr, µ1)⊗ ...⊗ S
1
O(nr, µm−1)⊗ S
1
O(n, µm).
Proof. We first note the isomorphism
(5.6)
⊕
µ
EndHO(Sµ)
(
⊕λ∈Λ(n,µ)xλ¯HO(Sµ)
)
∼=
⊕
µ
⊗m−1i=1 S
1
O(nr, µi)⊗ S
1
O(n, µm),
where µ ∈ Λ(m, r). The q-Schur algebra of bidegree (n, r) is a (integral) quasi-
hereditary algebra, whose simple modules are parametrized by Λ(n, r)+ (see [DS,
§2]). Therefore, by [Wi, (1.3)] (or a cellular basis argument [GL],[DR1]), the algebra⊕
µ∈Λ(m,r)
⊗m−1i=1 S
1
O(nr, µi)⊗ S
1
O(n, µm)
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is a quasi-hereditary algebra, whose simple modules are indexed by Λm(n, r)
+.
Thus, PIMs are indexed by Λm(n, r)
+, too. Using Fitting’s Lemma, the non-
isomorphic indecomposable direct summands (The existence of these modules fol-
lows from Heller’s result, [CR, (30.18iii)].) of ⊕λ∈Λm(n,r)xλ¯eaHOea are indexed
by Λm(n, r)
+. Therefore, the non-isomorphic indecomposable direct summands of
⊕λ∈Λm(n,r)eaxλHO are indexed by Λm(n, r)
+ by (5.4). Since eaxλ¯ = xλ¯ea and
e2a = ea, we have eaxλHO ⊕ (1 − ea)xλHO = xλHO. It follows that every direct
summand of eaxλHO is a direct summand of xλHO. Now, by the quasi-heredity
of the q-Schurm algebra (see [DR2, (5.10)]), the non-isomorphic indecomposable
direct summands of ⊕λ∈Λm(n,r)xλHO are indexed by Λm(n, r)
+. Therefore, both
⊕λ∈Λm(n,r)xλHO and ⊕λ∈Λm(n,r)eaxλHO have the same non-isomorphic indecom-
posable direct summands. Consequently, the q-Schurm algebra SmO (n, r) is Morita
equivalent to EndHO
(
⊕λ∈Λm(n,r)eaxλHO
)
. Now, the required Morita equivalence
follows from (5.4) and (5.6). 
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