Abstract. A method is developed and tables are presented which yield polynomial least squares forecasts by computing the inner product of two n-component vectors, where n is the number of observed points.
1. Introduction. In this paper, a method is developed which makes it easy to forecast by polynomial regression when the values of the independent variable are equally spaced. More specifically, one can obtain the forecast yielded by a least squares polynomial by simply computing an inner product. This method of forecasting by least squares is easier than by any of the other simplified methods which have appeared in the literature. Many methods [1] avoid solving the normal equations. Instead the least squares polynomial is obtained by first computing moments from the data and then obtaining coefficients of the least squares polynomial from linear functions of these moments. Tables which give the coefficients of the linear functions are provided in those papers. Then a forecast is obtained by evaluating the polynomial at the desired value of the independent variable. The method presented in this paper avoids the computation of moments, the solving of the normal equations, and the evaluation of the polynomial. The tables presented are applicable for polynomials up to the seventh degree for 2 to 20 points with equally spaced values of the independent variable.
2. Forecasting Technique. Without loss of generality, the values of the independent variable, x, are to be taken 1, 2, 3,..., n and the corresponding values of the dependent variable are denoted by yx, y2, y3,... ,y". The vector formed by these y values will be denoted by Y. The coefficients of the kth degree least squares polynomial, The solution for the ay given by (3) yields linear forms in the y¡, say Lj(y). By replacing the ay in (1) by these linear forms, the A:th degree least squares polynomial, y, can be expressed as
Then by letting x = n + 1, and combining the y¡ terms in (4), the least squares forecast, y, for x = n + 1, becomes a linear form in ^,, say These tables can also be used to forecast yn+2,y"+i, etc. This can be done because the forecast for yn+x by a A;th degree least squares polynomial yields a value which lies on that kth degree equation. Therefore, if a kth degree polynomial forecast is desired for j>" + 2 the forecast for j>"+1 lies on the least squares polynomial implicitly employed, and so this new point can be included with the others to forecast yn+2. Thus, the valuesyx, y2, y3,...,y", pn+x can be used with the n + 1 values of ct taken from the n + 1 table to forecast y"+2. Continuing in this manner, least squares polynomial forecasts can be obtained for other _y,.. Repeated use of this procedure for forecasting at an x value far above n will usually cause a build up of rounding errors. This is because the forecast at an x valued intervals above n is obtained from the n observed values of y and from j -1 forecasted values.
Tables of c,.
To use the tables of c, values, first go to the table headed with the appropriate value of n. The c, values for forecasting with a /cth degree polynomial are in the column headed by that k value. Then '2"=xciy¡ gives the forecast at x = n + 1.
Example. Forecast the y values by a second degree least squares polynomial at x = 8.5 and at x = 9.0 given the following 10 points of data: The forecast for x = 8.5 is obtained by using the c, values from Table 9 in the column headed by k = 2. Then E}= x ciyi -23.1 is the forecast.
The forecast for x = 9.0 is obtained by using the c, values from Table 10 (k = 2 column) including the llth>> value of 23.1 at x = 8.5. Then 2)Llciyj = 24.7 is the forecast.
To check the accuracy of the method, the second-degree least squares polynomial was obtained by using the Statistical Package for the Social Sciences (SPSS). The polynomial is y = 15.39727 -1.378633* + .2681814x2.
The values obtained from this polynomial at x = 8.5 and x = 9.0 to three significant figures are 23.1 and 24.7, respectively. 4. Remarks About the Tables. If all yt are set equal to a constant, w, the forecast for yn+x must be w. It then follows that the sum of the c, values for each (n, k) pair is 1.
When k = 0, the least squares polynomial for any n is the arithmetic mean of the y¡. For this value of k, all the c, are equal to \/n, so these values are not listed in the tables.
For any (n, k) pair in the tables, it is seen that the values of the c, lie on a kih degree polynomial in i. It is conjectured that this property holds also for all other (n,k) pairs for k =£ n -1. Under this assumption the values of c, for k = n -1 are signed binomial coefficients. This follows by first expressing the (k + l)st differences [3] as (6) A*+V,= 2I(-l)*"m(*î1W,.
1=0 v '
Since the (k + l)st differences of a kih degree polynomial are zero, it follows that
5. Details of the Computation. The tables were computed at Herbert H. Lehman College using an Amdahl 470/V6 computer located at the Computer Center of the City University of New York. The programming language chosen was APL because this language is convenient for operations on matrices. The entries were rounded off to four decimal places. The program incorporated a check that the sum of the c, for each (n, k) pair is 1 except for rounding.
The least accurate step in the computation of the table entries occurred in the process of obtaining the inverse of X'X when k = l. For this reason the inverse of X'X, which is a symmetric matrix, was also obtained for these cases by programming appropriate steps called for in the square root method [2] . In that method, a triangular matrix, S, is obtained such that X'X = S'S. Since (X'X)~X = S~\S')~\ this last expression was used to obtain (X'Xyx. The ci values resulting from this revised program agreed with those obtained from the original program when rounded off to four decimal places.
Since the c, values for any (n, k) pair in the tables satisfy a kth degree polynomial, the entries were checked by differencing to make sure the (k + l)st differences are zero. This was done for all (n, k) pairs for n > k + 2. Table 1 Values ofcjor n = 2 k=l -1.0000 2.0000 Table 2 Values ofcjor « = 3 k=l -.6667
.3333 1.3333 k=2 1.0000 -3.0000 3.0000 Table 3 Values of ci for n k=l k=2 k=3
-.5000 .0000 .5000 1.0000
.7500 -1.2500 -.7500 2.2500 -1.0000
4.0000 -6.0000 4.0000 Table 4 Values of c¿ for n k=l k=2 k=3 k=4
. 
