We propose a new, physically motivated fitting function for density PDFs in turbulent, ideal gas. Although it is generally known that when gas is isothermal, the PDF is approximately lognormal in the core, high-resolution simulations show large deviations from exact log-normality. The proposed function provides an extraordinarily accurate description of the density PDFs in simulations with Mach numbers ∼ 0.1 − 15 and dispersion in log (ρ) from ∼ 0.01 − 4 dex. Compared to a lognormal or lognormal-skewkurtosis model, the fits are improved by orders of magnitude in the wings of the distribution (with fewer free parameters). This is true in simulations using a variety of distinct numerical methods, including or excluding magnetic fields. Deviations from lognormality are represented by a parameter T that appears to increase systematically with the compressive Mach number of the simulations. The proposed distribution can be derived from intermittent cascade models of the longitudinal (compressive) velocity differences, which should be directly related to density fluctuations, and we also provide a simple interpretation of the density PDF as the product of a continuous-time relaxation process. As such this parameter T is consistent with the same single parameter needed to explain the (intermittent) velocity structure functions; its behavior is consistent with turbulence becoming more intermittent as it becomes more dominated by strong shocks. It provides a new and unique probe of the role of intermittency in the density (not just velocity) structure of turbulence. We show that this naturally explains some apparent contradictory results in the literature (for example, in the dispersion-Mach number relation) based on use of different moments of the density PDF, as well as differences based on whether volume-weighted or mass-weighted quantities are measured. We show how these are fundamentally related to the fact that mass conservation requires violations of log-normal statistics.
INTRODUCTION
It is well-established that idealized isothermal turbulence (i.e. driven turbulence in the absence of external forces) drives the density probability distribution function (PDF) to an approximately log-normal shape (a Gaussian in ln ρ), with a dispersion that increases weakly with the Mach number (see e.g. Vazquez-Semadeni 1994; Padoan et al. 1997; Scalo et al. 1998; Ostriker et al. 1999; Klessen 2000) . This is easily understood: the Navier-Stokes equations for inviscid, isothermal gas can be written only in terms of ln ρ (i.e. changes due to the velocity field are multiplicative), so if the density distribution is the product of a sufficient number of random, uncorrelated and unbiased multiplicative perturbations it should converge via the central limit theorem to a lognormal Nordlund & Padoan 1999) . This assumption has become widespread, and forms the basis for interpretation of many observations (e.g. Ossenkopf & Mac Low 2002; Ridge et al. 2006; Wong et al. 2008) , as well as a wide range of theoretical models for ISM structure and star formation (Elmegreen 2002; Padoan & Nordlund 2002; Krumholz & McKee 2005; Hennebelle & Chabrier 2008; Hopkins 2013b Hopkins , 2012a , 2013 .
However, a growing number of higher-resolution simulations show deviations from exactly log-normal behavior in driven isothermal turbulence, which can become very large (orders-of- * E-mail:phopkins@astro.berkeley.edu magnitude) in the tails of the distributions (see e.g. Federrath et al. 2008 Federrath et al. , 2010 Federrath & Klessen 2013; Schmidt et al. 2009; Price & Federrath 2010; Konstandin et al. 2012 ). This appears to be especially severe when the density PDFs are broad (high-variance). And there are well-known, highly statistically significant inconsistencies between the properties inferred from the volume-weighted versus mass-weighted density PDFs, or between different moments of the density PDFs, which should not appear if they were truly log-normal (see above and Lemaster & Stone 2009; Burkhart et al. 2009; Federrath et al. 2010; Price et al. 2011; Molina et al. 2012 ).
In fact, mass conservation fundamentally invalidates the assumptions that lead to the log-normal prediction. First, consider the density distribution sampled within a large box, measured as the volume-average density ρi = mi/v0 in independent, equal, small sub-volumes v0, and assume it is exactly lognormal. The density distribution smoothed on a larger scale v1 v0 is then necessarily the sum over the sub-volumes v0,i inside v1, ρ j = ( mi)/v1 = (v0/v1) ρi, i.e. it is the linear sum of lognormally distributed variables. But the convolution of linear values of lognormal variates is not lognormal (although it can be approximately so; see Fenton 1960) . So mass conservation implies the density distribution cannot be lognormal on more than one scale. Second, convergence to a lognormal PDF via the central limit theorem requires fluctuations be uncorrelated; but this cannot be true in detail. Consider again a small but finite volume v0 within some larger volume containing total mass M; there is nothing stopping there from being arbitrarily small mass within v0 (i.e. fluctuations can extend to Figure 1. Examples of the proposed (volume-weighted) log-density PDF (Eq. 5), as a function of parameters T (increasing with deviations from lognormal) and S ln ρ,V (volume-weighted variance in ln ρ). Top: Varying T at fixed variance. T = 0 is lognormal (the black solid line); the skew increases systematically with T . Bottom: Changing variance at fixed T (broader PDFs at larger S ln ρ,V ). A simulated box averaged over progressively larger scales should exhibit approximately fixed T with decreasing S ln ρ,V , varying the PDF shape as shown.
infinitely large in negative ln ρ), but mass conservation sets an upper limit to the maximum volume-averaged density within the volume (ln ρ ≤ ln (M/v0); the local density on smaller scales is free to diverge). So especially for large fluctuations, which may be important in the tails of the distribution, mass conservation implies a biased/asymmetric distribution in ln ρ sampled at finite resolution. There are many other reasons the PDF may be non-lognormal; for example, it is well-known that compressive (longitudinal) velocity fluctuations are not exactly Gaussian-distributed, owing to intermittency (discrete phenomena such as shocks or waves producing extended tails in the PDF), and there are (small) residual correlations between the local Mach number and density which imply correlated fluctuations (see Kritsuk et al. 2007; Federrath et al. 2010) . This is important for several reasons. Many of the physically interesting behaviors in turbulence, and models described above, rely critically on the behavior in the extremes of the distribution (where deviations might be very large). Also, the assumption that PDFs are lognormal, and hence that their moments are related by certain simple analytic scalings, has led to widespread use of "proxies" for other quantities of interest (for example, it is common to infer, rather than measure, the dispersion in ln (ρ), by actually measuring the mean value, and assuming such a linking relation) -these could be seriously in error. This could severely bias estimates of the dispersion-Mach number relation in different studies. Nonnormal behavior in density PDFs may provide a valuable additional probe of intermittency in compressible turbulence, which remains poorly understood. And the differences from lognormal behavior, Table 1 , spanning a range in Mach numbers and variances, driving schemes, numerical methods, and magnetic field strengths. In the same color, lines show the best-fit with the proposed Eq. 5. Bottom: One example (the Federrath et al. 2010 compressively-forced M = 5.6 model), comparing the best-fit with Eq. 5 to a standard lognormal fit, a lognormal fit with independently freed normalization and mean (i.e. not constrained to be properly normalized or conserve mass), and a lognormal-skew-kurtosis model (fourth order log-log polynomial). The proposed model fits extremely well, whereas even higher-order lognormal models (with more free parameters) fare very poorly (especially in the tails of the PDF).
especially in how the volume-weighted and mass-weighted PDFs relate, are critical to relate results from different simulations to one another and to understand convergence in different numerical methods.
In this paper, we propose a new functional form for the density distribution in isothermal, driven turbulence. We show that this provides an excellent fit to the density PDF in simulations (significantly improved over a lognormal model), over a wide dynamic range. We also show that this proposed PDF resolves the inconsistencies with mass conservation discussed above, and can be derived from models of intermittency in turbulent velocity fluctuations, linking the non-normal features in density PDFs to fundamental properties of compressible turbulence.
MODELS FOR THE DENSITY PDF
Consider the density PDF. We define first the volume-weighted PDF of log-density, PV (ln ρ), i.e. the probability of a given unit volume V having an averaged density ρ = M(V )/V , per unit ln ρ. This must obey two constraints:
the first condition is just that the PDF be properly normalized, the second is mass conservation (integrated over all volumes V , the total mass M is conserved: ρVtot PV d ln ρ = M = ρ0 Vtot). Throughout this paper, we use dimensionless units such that the volume averaged mean density ρ0 = 1. We can also define the mass-weighted density PDF, PM(ln ρ). Since ρ ≡ dM/dV , it follows that PM(ln ρ) = ρ PV (ln ρ) (see e.g. Li et al. 2003) .
Lognormal PDFs
In the simple log-normal case, we have:
where Slnρ,V is the volume-weighted variance in ln ρ (Slnρ,V ≡ (ln ρ − ln ρ ) 2 PV (ln ρ) d ln ρ). The normalization and mean are fixed by Eq. 1. In this case, the various volume-weighted moments ln ρ,V ). These are equal in a lognormal model. The simulations do not follow this relation, but trace the mean T = T (S) track between T = 0.05 and T = 0.5. Middle Volume-weighted dispersion in the linear ρ, versus volume-weighted dispersion in ln ρ. The simulations lie well below the lognormal prediction. Deviations from lognormal are significant at all S here (though difficult to see at smaller values), but agree well with the proposed model. Bottom: Volume-weighted dispersion in the linear ρ, versus mass-weighted dispersion in ln ρ. Although the data still favor the non-lognormal model, it is worth noting that deviations from the lognormal case are minimized when comparing these specific moments.
of ρ and ln ρ are easily calculated:
The mass-weighted PDF PM(ln ρ) is also lognormal, with moments
An Improved Model
Motivated by the considerations in § 4 & Appendix A, consider the following simple model for the volumetric density PDF:
where I1(x) is the modified Bessel function of the first kind, 1 and PV = 0 for u < 0. It is straightforward to verify that this obeys both constraints in Eq. 1. Given some variance Slnρ,V (or equivalently, parameter λ), then, this is a one-parameter model in the value of the adjustable parameter T . We will discuss the meaning of this parameter below.
From this, we can immediately derive the following useful relations for the moments:
A useful relation for large x 100 is
The quantity T clearly represents a degree of nonlognormality, and breaks the similarity otherwise seen between e.g. the volume-weighted and mass-weighted distributions. Note that as T → 0, these relations do simplify to those of the lognormal distribution; Eq. 5 becomes identical to Eq. 2. Fig. 1 illustrates the shape of this PDF for different T and Slnρ,V .
RESULTS

Fig
. 2 compares our proposed Eq. 5 to an ensemble of simulation results compiled form the literature. Each simulation is an idealized driven "turbulent box," but we intentionally consider a wide range of results using different turbulent forcing schemes (solenoidal vs. compressive), strength/Mach numbers (from M ∼ 0.1 − 15), numerical methods (fixed grid, adaptive-mesh refinement, and smooth-particle hydrodynamics), and resolution. The properties of each simulation are summarized in Table 1 . For our purposes this allows us to examine the PDF over a wide dynamic range. In each case we take the volume-weighted PDF PV (or convert PM presented by the authors to PV ).
We fit each simulated PDF taking Slnρ,V as fixed to the true variance in each distribution, 2 so that there is only one free parameter T . In every case, our proposed function fits the data exceptionally well; there is no case with χ 2 /ν 1. 3 In contrast, in a majority of cases (and every case with Slnρ,V 1) the lognormal model is inaccurate (χ 2 /ν 1). This is illustrated for one typical PDF, with a large variance Slnρ,V ≈ 9.2. We show the simulation data and our best-fit with T ≈ 0.4. The RMS deviation δrms of the simulation data about the best-fit is < 0.05 dex. In contrast, the lognormal model with the correct variance Slnρ,V has δrms ≈ 0.77 dex. If we free all parameters in the lognormal model, so that it now has three degrees of freedom (as opposed to one in our proposed model), the best-fit δrms = 0.51 dex (moreover, this model produces a PDF which is non-unitary by a factor of ∼ 5, fails at mass conservation by a factor of ≈ 80, and under-predicts the correct variance by ∼ 1.2 dex). We could simply consider higher-order polynomials in log-log space: for example, fitting a lognormal-skew-kurtosis model (i.e. adding third and fourth-order terms in the exponential as proposed in Federrath et al. (2010) ); but even with these added degrees of freedom we find the best-fit has δrms = 0.4 dex. In fact, provided that the necessary physical constraints (Eq. 1) are obeyed, we require an eighth-order log-log polynomial to recover the same accuracy in δrms as our proposed fit. This not only introduces seven additional free parameters, but it also is extremely unstable (the results can change by orders of magnitude if we add/remove points in the wings of the distribution). Fig. 3 shows the magnitude of T (the strength of deviations from lognormal statistics) fit to each simulation, as a function of variance. There is a clear trend, where the deviations are small (although we emphasize in many cases still extremely statistically significant) at small S then rise with increasing S. We discuss possible reasons for this below, but for now simply note it can be parameterized by a simple linear fit T ∼ 0.1 Slnρ,M, or, more accurately, as proportional to the compressive component of the Mach number Mc (see Table 1 ), T ∼ 0.05 Mc. Fig. 4 shows how the proposed model can explain many deviations from lognormal statistics seen in the moments of these distributions. First, we compare the standard deviations (= S 1/2 ) of ln ρ in both mass and volume-weighted measures. If the PDFs were lognormal, Slnρ,M = Slnρ,V ; but we see this clearly is not the case (the lognormal prediction is ruled out as the null hypothesis here at > 6 σ confidence). Simulations always find Slnρ,M < Slnρ,V , with the differences being especially large at high variance. We compare the predicted relations for T = 0.05 and T = 0.5, which bracket the data at low and high variance, respectively. We also compare the track for the mean linear relation T ∝ Mc, which runs through the locus of points.
We next compare the (volume-weighted) dispersion in the linear density (S 1/2 ρ,V ) to that in the logarithmic density. A lognormal model predicts Sρ,V = exp (Slnρ,V ) − 1; this is again clearly ruled out (> 8 σ confidence). Again simulations lie between the predicted relations for T = 0.05 and T = 0.5, with the mean T − S track predicting a curve that goes through essentially all points. Interestingly, if we compare S 1/2 ρ,V to the mass-weighted dispersion in the log density Slnρ,M, it turns out that the deviations from the lognormal prediction with T are minimized. The data still favor a model with T > 0, but the predicted tracks differ by a small amount. This explains why certain properties appear to agree better with lognormal models when taken as mass-weighted (discussed below; see also Konstandin et al. 2012 ).
A PHYSICAL MODEL FOR THE DENSITY PDF
Quantized Log-Poisson Cascades
We now consider a physical motivation for Eq. 5. Perhaps the most popular model for the statistics of intermittent turbulence is the She & Leveque (1994) (hereafter SL) cascade model. In strictly self-similar (Kolmogorov) turbulence, the velocity structure functions Sp(R) = δv(R) p ≡ |v(x) − v(x + R)| p scale as power laws Sp(R) ∝ R ζp with ζp = p/3. The SL model proposed an alternative phenomenological scaling:
with the original choices
. She & Waymire (1995) and Dubrulle (1994) showed that the scaling in Eq. 8 was the exact result of a class of quantized log-Poisson statistics. They assume extended self-similarity, i.e. δv(R) p ∝ R p/3 p/3 R (where R is the dissipation term between scales), and a general hierarchical symmetry between scales -such that the statistics of R can be encapsulated in a term πR such that R ∼ πR ∞ R (where ∞ R describes the scaling of the average properties of the most extreme/singular objects, e.g. shocks). Under these conditions, SL-like scalings are equivalent to the statement that πR obeys log-Poisson statistics of the form
with
and GR is any well-defined, infinitely divisible probability distribution function (physically depending on the driving and character of "structures" in the turbulence). This describes a general class of random multiplicative processes that obey certain basic symmetry properties.
R , ln (δv/ δv ) = ln π 1/3 = (1/3) ln π is a linear transformation and should obey the same statistics as (1/3) ln πR (see e.g. She & Waymire 1995; Dubrulle 1994) . And since the basic derivations of the relation between the density and velocity power spectra are based on the (linear) density field being the product of compressive modes in the velocity field (e.g. the dispersion-Mach number relation), δρ ≡ ρ/ρ0 − 1 obeys the same statistics as δv(R) (for small "steps" in scale). Thus the statistics of ln ρ should have the same form as (1/3) ln πR; and from Eqn. 9, the statistics of (1/3) ln πR are identical to the statistics of ln πR for a value of β → β 1/3 . Thus, we might naturally expect
with βρ = β 1/3 (see Hopkins (2013a) ). In She & Waymire (1995) , they assume the simplest possible case, that GR(Y, m) → δ(Y − m) (a Dirac δ-function), which corresponds to all driving "events" (shocks, rarefactions, vortices) which produce velocity or density changes being strictly quantized (i.e. producing an exactly identical multiplicative effect in every instance). This would predict P(ln ρ) → P λ (m = ln ρ/ ln βρ). In such a quantized log-Poisson process, the density on a small scale R would be related to the mean density on the box scale L by
where m is Poisson-distributed with integer values (per P λ (m)). While this can (for the appropriate choice of β and γ) give structure functions in good agreement with experiment, it is too simple a model for the density PDF because it predicts ln (ρ) itself is quantized in units of ∆ ln ρ = ln βρ, rather than being a continuous variable.
Continuous Models for Intermittency
A more general statistical cascade model which produces continuous distributions is the "thermodynamic" model proposed in Castaing (1996) . The initial assumptions there are quite different from SL (for example, the scaling of the "most singular structure" does not need to be assumed). However, as shown in He et al. (1998) , this is just a more general consistent limit of the same hierarchy (different choice of GR). This model predicts directly the scaling of the longitudinal velocity increments ( |δv| p ∝ σ p r ), rather than the indirectly related quantities πR or R, and models their scaling as:
whereṽ ≡ T −1 v | ln (σr/σL)| with Tv a constant. We see immediately that this has the form of our proposed scaling for the form of PV (ln ρ) (with Tv playing an identical role to T ), with the assumption of Eq. 11 that we can make a one-toone mapping between the statistics of the magnitudes in the logvelocity field and the log-density field -i.e. that something like a dispersion-Mach number relation is universal across scales.
But it is also straightforward to see that this is just the general form of the log-Poisson statistics with
The predicted structure functions are
which -although a nominally different form from Eq. 8 -gives nearly identical scalings for the choice Tv ≈ (γ/6) | ln β| (at least to p ∼ 20).
4
In Castaing (1996) , the form above was motivated by basic considerations of the most general form of an infinitely divisible cascade. However, Yakhot (1998) independently obtained exactly the same scaling exponents (in the parameter B ≡ 1/Tv derived therein) studying directly the symmetry properties of the Navier-Stokes equations. Moreover they derive Tv ≈ 1/20, rather than adopting it phenomenologically (for the case of nearlyincompressible sub-sonic turbulence, appropriate to match the original SL model; Tv should be larger for compressible turbulence). They also directly derive the PDF of compressible (longitudinal) velocity fluctuations, which is exactly what we require to derive the PDF of density fluctuations. And indeed to first order in Tv 1, the cascade model above captures the non-Gaussian behavior of the PDFs calculated in Yakhot (1998).
5
For our purposes here, this cascade model of the density PDF also has a plain interpretation in terms of thinking of the density and velocity fields as the product of a continuous-time multiplicative random relaxation process. As with the quantized case, the variable λ represents some "number of events" over a dynamic range ln (r2/r1) in scale. But we see that the function GR in Eq. 13 is the convolution over a Poisson waiting time distribution for each quantized number of events. In other words, the PDF in Eq. 5 is a stationary result in a medium in which perturbations are driven by discrete, random events (point processes) with a constant average rate on a given scale, which then damp exponentially on a characteristic timescale (integrated over infinite timescales). T −1 v is a dimensionless "rate parameter"; for small values of T −1 v , events are widely spaced in time, so the variance between "levels of decay" at a given time is large, whereas for large values the variance is smaller (the medium is more smooth). The total variance of this distribution is 2 λ T 2 v , i.e. proportional to the "number of events" in some time, times the variance "per event." Chainais (2006) show that such a compound log-Poisson cascade corresponds to the most general form of an infinitely divisible, multidimensional cascade which can be decomposed into a combination of point processes ("events") and random multipliers (for example, the Kolmogorov 1962 model, while ultimately producing some similar results, cannot be synthesized via a hierarchy of point processes except in one dimension). 4 For the "standard" SL assumptions in incompressible turbulence (β = γ = 2/3), Tv ≈ 0.05 gives nearly identical structure functions. For the Boldyrev (2002) model often applied to super-sonic turbulence (β = 1/3, γ = 2/3), Tv = 0.12 gives nearly identical structure functions. 5 To see this, insert the PDF of Eq. 12 into Eq. 29 of Yakhot 1998, dropping terms of O(T 2 v ) ∼ 1/400. Figure 5 . Structure functions and their (potential) relation to non-lognormal density PDFs. Top: Structure function scalings ζp (from δv(R) p ∝ R ζp ) versus order p. We compare the Kolmogorov prediction ζp = p/3 (no intermittency), to the She & Leveque (1994) "quantized log-Poisson" model for intermittency (Eq. 8, with the labeled β, γ) and the Boldyrev (2002) revision of this model for super-sonic turbulence. We also compare the prediction from Castaing (1996) for the "thermodynamic" model (a continuous compound log-Poisson-exponential distribution), which predicts a PDF for longitudinal velocity moments that motivates our proposed density PDF, with a similar parameter Tv that applies to the intermittency in the velocity field (Eq. 14; for Tv chosen to match the same assumptions as the other intermittency cases). The two produce nearly identical structure functions. Data from Pan et al. (2009) from one of the simulations we study (see Table 1) is shown. Middle: Structure functions ζp from the simulations in Fig. 2 (points) , where available, and best-fit Tv intermittency model. Bottom: Comparison of T fit to the ln ρ distribution (Eq. 5) and Tv fit to intermittency in the structure functions (Eq. 14). The two increase together at large values, though there may be a "floor" in Tv that is difficult to measure from the density PDF.
Testing this Explanation in Simulations
We have already tested that the function in Eq. 5 provides an exceptionally good fit to the simulation data. However we can further examine whether this might be connected with physical intermittency, as suggested by the model above. Figure 6 . Dispersion-Mach number relation, with the simulations from Table 1 (only including those not magnetically-dominated). Top: Volumeweighted dispersion in ln ρ, versus compressive Mach number Mc (see Fig. 3 ). Though a relation is clear, it does not follow the usual S = ln (1 + M 2 c ) curve (closer to Li 2 (M 2 c ), the dilogarithm 6 ), and has large scatter at high-Mc. The scatter becomes much larger if we just consider M instead of Mc. Bottom: Same, but using the mass-weighted dispersion in ln ρ. Here the data agree very well with the predicted relation, with smaller scatter. This is related to the fact that the S ln ρ, M − S ρ,V relation minimizes deviations from lognormal (i.e. allows for S ρ,V ∼ M 2 c with minimal corrections from non-lognormal terms).
In Fig. 5 , we show the velocity structure function scalings ζn predicted for pure self-similar turbulence, for the SL model with two commonly-adopted choices of β and γ (Eq. 8), and for the Castaing (1996) model above with two values of Tv (Eq. 14). We denote in this section the value Tv as value in Eq. 14 fit to the velocity structure functions, to clearly discriminate it from the T in the fit to the density PDF. As noted above, for the appropriate choices of Tv, the SL and Boldyrev (2002) structure functions are almost exactly reproduced, albeit with one fewer free parameter. We also compare the structure functions measured by Pan et al. (2009) from the simulations in Kritsuk et al. (2007) , which agree very well with the Boldyrev (2002) model as well as the Tv = 0.12 Castaing (1996) model (for another alternative intermittency model, see Schmidt et al. 2008) . Increasing Tv represents systematically more intermittent turbulence, from Tv → 0 (Kolmogorov) to Tv → ∞ (ζn → 1 for all n ≥ 1, as expected in pressure-free Burgers turbulence which is a random superposition of infinitely strong shocks).
As noted above, the Castaing (1996) Tv-models give nearly identical structure functions to the SL model for the choice
where here d is the overall dimension of the system (d = 3 in every case here) and D∞ is the "fractal dimension" of the "most singular objects" (D∞ = 1 for one-dimensional worms and lines, D∞ = 2 for sheet-like shock structures), while γ is the singularity index (scaling of the size dependence of these structures; γ = 2/3 for Kolmogorov, incompressible turbulence, while γ = 1 for Burgers turbulence). We compile in Fig. 5 the velocity structure functions measured for all the simulations for which we have measured density PDFs, wherever available (see Table 1 ). For each, we fit a model of the form of Eq. 14 to determine a best-fit Tv (for convenience, assuming extended self-similarity; Benzi et al. 1993) . We see that there is a range of structure function shapes, but in every case a very good fit is possible with just one free parameter (Tv).
Finally, we compare these Tv values fitted to the velocity structure functions, to the T determined from fitting the density PDF, for the same simulations. Unfortunately, the limited number of structure function determinations means this plot has little data at large T . However there are a couple of interesting notes. At T 0.1, we see Tv ∼ T , albeit with just a few data points and non-trivial scatter. At small T 0.1, we see that essentially all the velocity structure functions asymptote to values consistent with the prediction for Boldyrev (2002) -like turbulence (Tv ≈ 0.12), even though the nominal T fit to the density distributions can be much smaller. But we caution here that at very small T the fractional uncertainties (fitting to the density PDF) are large (because the effects are very small), evident in the large error bars. Nevertheless there appears to be a trend in the sense that the simulations which have the largest deviations from log-normality in the density PDF also exhibit the largest deviation from even Boldyrev (2002) -like scaling in the velocity structure functions -both with the sense of being "more intermittent." This is also consistent with the trend in Fig. 3 between T and Slnρ or, similarly, compressive Mach number Mc.
DISCUSSION
We have proposed an alternative (non-lognormal), physically motivated fitting function to describe the density distributions in idealized simulations of isothermal turbulence. The proposed function, Eq. 5, provides a remarkably good fit to the data, over a huge range of Mach numbers and variance in the simulations, apparently independent of the driving mechanism (solenoidal vs. compressive), presence or absence of magnetic fields, and numerical methods in the simulations.
Although it is widely assumed that density PDFs in isothermal turbulence are log-normal, we show that in fact a simple lognormal model is orders-of-magnitude less accurate as a description of these simulations, compared to the proposed function (especially in the wings of the distributions). Even higher order lognormalskew-kurtosis models do little better. This manifests in a variety of ways, but particularly relevant is that the moments of the density distribution do not follow the predicted lognormal scalings (Eq. 3-4).
This means, for example, that some previous studies which used the mean of ln ρ as a proxy for the variance, or assumed that the variance should be identical whether the PDF was volumeweighted or mass-weighted, could be significantly biased. The robustness of the fits presented here allows us to recover the variance S in the density distribution nearly identically whether we measure it directly from the numerical PDF, or treat it as a fitting parameter. This is itself an important check of numerical con-vergence in simulations (i.e. it suggests that there is not sufficient mass/volume in unresolved tails of the distribution to significantly bias the dispersion-Mach number relation and other correlations). But the variance fitted in a lognormal model often differs from that directly calculated from the simulation data, and can depend significantly on how the fit is weighted (e.g. whether equally in linear or log P(ln ρ)).
Most simulations directly measure the variance used in the density dispersion-Mach number relation (without reference to a fitting function), but even in this case it is still important to specify how the statistics are weighted; in Fig. 6 we show that quite different relations emerge depending on whether volume-weighted or mass-weighted dispersions are used in this correlation.
6 This distinction is also critical to compare certain different numerical methods (Lagrangian vs. Eulerian codes). If it were neglected, one might arrive at different values of, for example, the b parameter (relating M and Mc) in the density dispersion-Mach number relation depending on the density weighting and numerical method.
Even given the same variance, it is clear that the proposed fitting function with non-zero T much more accurately describes the behavior of the "wings" of the density distribution. This may be especially important to models of star formation and fragmentation in the ISM (see references in § 1), which depend on calculating the mass or volume fraction above some threshold density (where e.g. self-gravity becomes important). If the threshold density of interest is sufficiently far outside the "core" of the distribution, our comparisons here suggest it may be critical to account for the non-lognormal character of the density PDFs. In extreme cases, orders-of-magnitude errors could result from simply extrapolating the density-Mach number relation and assuming a perfectly log-normal PDF (as is typically done in these models).
We also provide a physical motivation for the proposed density PDF. We discuss ( § 1) why mass conservation implies some asymmetry, breaking the conditions needed to drive the PDF to exactly lognormal; this asymmetry can be captured in the proposed PDF. And we specifically show that our proposed Eq. 5 can be derived from multi-fractal cascade models of the longitudinal (compressive) velocity increments, in a more general formulation of the well-known She & Leveque (1994) hierarchy owing to Castaing (1996) . This suggests that the strength of deviations from lognormal may be directly linked to intermittency, describable by the same parameter as the intermittent velocity structure functions. And it does appear that the same deviations from self-similarity appear directly in the structure functions of ln ρ (see Kowal et al. 2007; Liu & Fang 2008) . We also provide an alternative derivation based on a simple "counts in boxes" model in § A; this is heuristic (analogous to the discrete β models used to describe some cases of the She & Leveque 1994 model), but it is instructive and lends a physical interpretation to the parameters in the fit, based on the 6 The mass-weighted variance S ln ρ, M appears to scale as ln (1 + M 2 c ), as generally adopted (see Konstandin et al. 2012) . The volume-weighted variance S ln ρ,V , however follows a steeper relation consistent with the trend we see in T (S). Parameterized on its own, this appears to be closer to the dilogarithm Li 2 (M 2 c ), where we can define
Interestingly, this is closer to the assumption that the total variance is the sum of the variance on all scales, where (scale-by-scale) the contribution to the variance is dS ln ρ,
degree of variance allowed "per step." In this scenario, the limit T → ∞ corresponds to infinitely intermittent (Burgers) turbulence (a superposition of infinitely strong shocks), which would produce a highly non-normal density PDF, while T → 0 corresponds to a superposition of infinitely many smaller multiplicative perturbations, leading by the central limit theorem to a lognormal PDF. And indeed we appear to see in the simulations that as the strength of the compressive component of the Mach number increases -i.e. as the fractional deviation induced by a strong shock, for example, becomes larger -T increases systematically. In practice, the largest values of T we fit correspond to dimensions of intermittent structures D∞ ≈ 2.3, which agrees well with what is directly measured in simulations of highly supersonic flows .
This provides an additional, powerful motivation to further study the deviations from log-normal behavior in density PDFs (independent of the pure accuracy of the fitting function). The T parameter here provides a direct diagnostic of the effects of intermittency on the density distribution in compressible turbulence, which remains poorly understood. To date, there has been very little analytic work developing a framework in which to understand intermittency in the density field (as opposed to the velocity field), though simulations probing this have advanced tremendously. Measuring T alone, and understanding better how it scales with e.g. the Mach number of the simulations, can probe the nature of intermittent density structures and how they depend on the compressibility of turbulence. Already here we see hints of a continuous change in the character of these structures with Mc. Comparing the T -values inferred from the density PDF to the full density and log-density structure functions provides a powerful and direct test of the cascade models described above. Related to this, understanding whether the density distribution does actually change shape with scale (in the manner predicted here), as is well-established for the velocity field, is fundamental to any full understanding of the statistics of compressible turbulence. And comparison of T values and log-density structure functions to the velocity structure functions, expanding the limited statistics available here, can test whether the same structures dominate the statistics of both the density and velocity fields. In particular, this is critical to understand whether something like a density-Mach number relation can be generalized scale-by-scale.
That said, we strongly caution that some of the non-lognormal behavior in the PDFs fit here may be purely numerical. Because the high-density tail of the distribution is dominated by narrow, strong shocks and occupies little volume, the resolution demands are extreme, and convergence even at > 1000 3 cells/particles may not be complete (see Federrath et al. 2010 , and references therein). Technical details of the forcing scheme may bias the low-density tail as well (Konstandin et al. 2012 ). And differences remain between different numerical methods (Price & Federrath 2010) ; it is interesting to note that in the one otherwise identical experiment we compile, SPH methods appear to show smaller T than fixed-grid methods (i.e. are more biased to high versus low densities), which may fundamentally relate to the Lagrangian vs. Eulerian nature of the codes. So considerable caution is needed when giving any physical interpretation to the fitted T , especially for any single simulation. That said, significant deviations from lognormal behavior manifest here even where the PDFs appear to be numerically converged. And in any case, as a pure phenomenological fitting function (independent of interpretation) the proposed function is a far more accurate description of the simulations than a lognormal.
Finally, we also caution that in real astrophysical turbulence, much larger deviations from the ideal behavior discussed here should be expected for many reasons. Real systems are not exactly isothermal, and this leads to strongly non-normal density PDFs (see e.g. Scalo et al. 1998 ; though in Appendix B we consider a generalized version of Eq. 5 that may be able to capture these features). Perhaps more important, self-gravity (e.g. Federrath & Klessen 2013 ), large scale non-random perturbations in the ISM (spiral arms, mergers, etc.), and correlated feedback structures (radiation and SNe-induced "bubbles") can introduce very large deviations from Gaussianity (although in simulations, it seems that a roughly normal PDF may still apply to each such ISM phase separately; see e.g. Hopkins et al. 2012) . In any case, we are not arguing that the corrections here are necessarily most important in the ISM, but they may be critical to compare models and simulations, and to understand the behavior of even ideal turbulence.
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(2) Method: Numerical method. UG is uniform (Cartesian) grid; AMR is adaptive mesh refinement; SPH is smoothed-particle hydrodynamics.
(3) Forcing: Turbulent velocity forcing scheme: C is purely compressive, S is solenoidal, M is mixed-mode driving (see Federrath et al. 2010) .
(4) Resolution: Numerical resolution. Refers to cell number for UG/AMR methods, particle number for SPH.
(5) M: Mach number (at the driving scale), M = v 2 t 1/2 /cs. (6) Mc: Typical (rms) compressive Mach number, where quoted by the authors. Otherwise, we assume this = M for compressive forcing, = M/3 for solenoidal, and = 0.4 M for mixed-mode driving (see Federrath et al. 2010; Konstandin et al. 2012) . With magnetic fields, the "effective" compressive component is smaller than this. (7) M A : Alfén Mach number M A = v 2 t 1/2 /v A . This is related to the ratio of thermal to magnetic pressure β ≡ P th /Pmag = 2 c 2 s /v 2 A by β = 2 (M A /M) 2 . (8) S ln ρ,V : Volume-weighted variance in ln (ρ) (computed directly from the simulation density distribution). (9) S ln ρ, M : Mass-weighted variance in ln (ρ) (directly from the simulation density distribution). This is equal to S ln ρ,V in the lognormal case, but smaller if T > 0. (10) T : Best-fit parameter T from Eq. 5, describing the deviations from a normal PDF. The 1 σ uncertainty is quoted, assuming all points in the PDF have equal logarithmic error bars (this is an upper limit to the uncertainty fitted to any of the data sets shown). (11) Tv: Best-fit parameter Tv from Eq. 14 describing the intermittency in the velocity structure functions, where available (note that the structure functions for the Federrath et al. 2010 simulations are actually in Schmidt et al. 2008) . (12) δ T rms : Typical (rms) logarithmic deviation of the simulation data about the best-fit curve for the quoted T value (in dex). (13) δ LN rms : Deviations as δ T rms , but for the best-fit lognormal model (Eq. 2).
APPENDIX A: A DERIVATION FROM A SIMPLE RANDOM COUNTS-IN-CELLS MODEL
Consider the following simple, phenomenological model for stochastic variation in densities as a function of scale. Begin with a box containing total mass M0 and volume V0, hence mean (volumeaverage) density ρ0 = M0/V0; without loss of generality choose units so M0 = V0 = ρ0 = 1. We then take a series of "steps." In each step, divide the volume V into two equal parts = V /2 (it does not matter how we perform this division). Select one of the volumes, and repeat until we reach a final volume Vf corresponding to the scale on which we wish to measure the densities. Consider two classes of steps. In a "normal" step, the density is smooth on the scale of interest, so each sub-volume contains exactly 1/2 the mass initially M within the volume V and density is conserved. In a "variable" step, there is some inhomogeneous structure within the volume that makes the density non-uniform; consider the simple model where we assign to one sub-volume (V /2) a random fraction fi of the mass M (where fi is a uniform random variable between 0 ≤ fi ≤ 1). By mass conservation, the other volume has mass fractionfi = 1 − fi. But 1 − fi is also distributed as a uniform random variable between 0 − 1. So for any final volume, selected at random, the mass is distributed as 2 −m i=n i=1 fi, where m is the number of "normal" steps and n the number of "variable" steps. The final volume is = 2 −(m+n) , so the final density is distributed as ρ = 2 n i=n i=1 fi (independent of m). So ln (ρ) = n ln 2 + i=n i=0 ln ( fi) (A1)
ln ( fi) = P(ln f1) ⊗ P(ln f2) ⊗ ... ⊗ P(ln fn) (A2)
where ⊗ denotes convolution. The latter equality follows because, for a uniform random variate f (P( f ) d f = d f , 0 ≤ f ≤ 1), it is trivial to show P(ln f ) d ln f = exp (−| ln f |) d ln f for ln f < 0. So we just need the convolution over n independent exponentially distributed variables, i.e. a gamma distribution. If the distribution of inhomogeneous structures is nonuniform, then the number n of "variable" steps is itself random; but assume they are statistically homogeneous on large scales, with a mean value n = λ (for whatever final scale we average on) then this is just a counting process and n is Poisson-distributed. Combining, we obtain the final distribution
