Abstract In practice, we often encounter situations where a sample size is not defined in advance and can be a random value. The randomness of the sample size crucially changes the asymptotic properties of the underlying statistic. In the present paper second order Chebyshev-Edgeworth and Cornish-Fisher expansions based of Student's t-and Laplace distributions and their quantiles are derived for sample median with random sample size of a special kind.
each n ∈ N that N n ∈ N is independent of random variables X 1 , X 2 , . . . and sequence N n → ∞ in probability as n → ∞.
Let T m := T m (X 1 , . . . , X m ) be some statistic of a sample with non-random sample size m ∈ N. Define the random variable T Nn for every n ∈ N:
T Nn (ω) := T Nn(ω) X 1 (ω), . . . , X Nn(ω) , ω ∈ Ω, (1.1)
i.e. T Nn is some statistic obtained from a random sample X 1 , X 2 , . . . , X Nn . The randomness of the sample size crucially changes asymptotic properties of statistic T Nn . Statistics with a random sample size like (1.1) are important in applications. There are models e.g. from finance, reliability, physics, medicine and insurance, see e.g. Döbler (2015) , Nunes et al. (2019) and references cited therein.
If the statistic T m is asymptotically normal, then the limit laws of normalized statistic T Nn are scale mixtures of normal distributions with zero mean, depending on the random sample size N n . In Christoph et al. (2017) second order Chebyshev-Edgeworth expansions of the mean T m = (X 1 + ... + X m )/m were used to prove the second order expansions of the random mean T Nn = (X 1 + ... + X Nn )/N n if the sample size is negative binomial distributed with success probability 1/n or it is the maximum of n independent identically distributed discrete Pareto random variables with tail index 1. In the present paper we investigate the median of a sample {X 1 , ...., X Nn } with the random sizes N n mentioned above.
Let F X (x − θ) and p X (x − θ) be the common distribution function and probability density function of independent components of the sample {X 1 , X 2 , ..., X m }, where θ is the unknown location parameter to be estimated from the given sample. By X (1) ≤ X (2) ≤ ... ≤ X (m) we denote the order statistics constructed from the original observations X 1 , X 2 , ..., X m .
As statistic T m we consider the sample median M m , that is,
(X (j) + X (j+1) )/2, m = 2j, j, m ∈ N .
(1.
2)
The asymptotic normality of the normalized sample median M m is well known, see e.g. Cramér (1957, Chapter 28.5) : If F X (0) = 1/2 and p X (0) > 0, then
where Φ(x) is the standard Gaussian distribution function with density ϕ(x):
Φ(x) = In what follows we suppose regularity Assumption A on the density p X (x): Assumption A: The density p X (x) is symmetric around zero, i.e., p X (−x) = p X (x), x ∈ R and p X (0) > 0. Moreover, the density p X (x) has three continuous bounded derivatives in some interval (0, x 0 ), x 0 > 0.
. The regularity conditions in Assumption A are fulfilled, for example, by • normal density (1.4), • heavy tailed Student's t-distribution S ν (x) having density 5) including Cauchy distribution in case ν = 1,
• the rectangular distribution with density
• and symmetric Laplace distribution L µ (x) having density
The corresponding coefficients p 0 , p 1 , and p 2 in these examples are:
Under Assumption A Burnashev (1997, Theorem 1) proved in relation (1.3) an asymptotic expansion in terms of orders m −1/2 and m −1 with remainder O(m −3/2 ) as m → ∞. In the present paper we prove a similar second order expansion for the sample median M Nn constructed from a sample with random sample size N n . Therefore in Section 2 we clarify the result of Burnashev (1997) in the sense that that we get non-asymptotic relations for any integer m ≥ 1 estimating the closeness of the sample median M m and the corresponding second order expansion by inequalities. In Section 3 we give a transition proposition from non-random to random sample size and in Sections 4 and 5 the cases of Student t-and Laplace distributions as limit laws for the random median M Nn are considered. In Section 6 Cornish-Fisher expansions for the quantiles of sample medians M Nn and M m are derived from the corresponding Edgeworth-type expansions. 
where C 1 does not depend on m,
where (2.4) for m = 1 is trivial and C 2 does not dependent on m.
Remarks: 1.) If the parent distributions of the sample {X 1 , ..., X m } have the normal density (1.4), Student's t-density (1.5) or the rectangular density (1.6), then with respect to (1.8) the first term f 1 (x)/ √ m * vanishes since in these cases p 1 = 0. Therefore the convergence rate of the distribution of sample median M m to normality has order m −1 . The Laplacian density (1.7) has a discontinuous derivative (at x = 0), nevertheless p 1 > 0 and the convergence rate to normality has the order m −1/2 . In Cramér (1957, Chapter 28.5 ) for asymptotic normality (1.3) it is required, that p X (0) be continuous.
2.) As in Burnashev (1997) the natural normalizing factor in (2.2) is m * , i.e. √ m − 1 for odd m ≥ 3 and √ m for even m. He proved for all m ≥ 2
Hence, for the sample median M m each odd observation adds an amount of information of order m −3/2 and not m −1 as usual if the normalizing factor
Proof of Proposition 2.1: Following the detailed proof of Burnashev (1997, Theorem 1) one has to change Stirling's formula of the Gamma functions Γ (z) and 1/Γ (z) as z → ∞ by inequalities, proved in Nemes (2015, Theorem 1.3):
Here ζ(z) is the Riemann zeta function with ζ(3) ≈ 1.202... Finally, when ever Taylor's formula is used with remainder in big O notation, then the remainder has to be estimated in Lagrange form by an inequality. The constants C 1 , C 2 > 0 in (2.2) and (2.4) depend only on p 0 , p 1 , p 2 and the upper bound of p ′′′ X (x) in some neighborhood of zero. ✷
Transfer Proposition from Non-Random to Random Sample Size
Suppose that distribution functions of the random sample size N n satisfy the following condition. Assumption B: There exist a distribution function H(y) with H(0+) = 0, a function of bounded variation h 2 (y) with h 2 (0) = h 2 (∞) = 0, a sequence 0 < g n ↑ ∞ and real numbers b > 0 and C 3 > 0 such that for all n ∈ N
Theorem 3.1 Let both Assumptions A and B be satisfied. Then the following inequality holds for all n ∈ N :
where
3) and (3.1) and
The positive constants C 2 , C 4 , C 5 , D do not depend on n.
Remarks: 1.) The normalizing factor g n N * n /N n seems to be the natural one in case of the median of a sample with a random sample size N n since the distribution of N n /g n has a known limit distribution and N * n the same structure as m * in Burnashev (1997) . 2.) Without the factor N * n /N n in the normalizing factor an additional term in the expansion occurs: 1 2n
3.) The lower bound of the integral in (3.3) depends on g n what could be inherited on the coefficients by 1/ √ g n and 1/g n in the approximation.
Theorem 3.2 Under the conditions of Theorem 3.1 and the additional conditions to functions H(.)
and h 2 (.), depending on the convergence rate b > 0:
ii :
iii :
we obtain for the function G n (x, 1/g n ) defined in (3.3):
(3.8)
Remarks: If b > 1/2 then (3.6ii) implies (3.6i). If b > 1 then (3.6iii) implies (3.6ii) and (3.6i). Conditions (3.6i) -(3.6v) lead to the range of the integrals in (3.8). Condition (3.6vi) ensures (3.7). The length of the asymptotic expansion is defined by (3.8).
Proof of Theorem 3.1: The proof follows along the similar arguments of the more general transfer theorem in Bening et al. (2013, Theorem 3 .1) under conditions of Theorem 3.1. Then conditioning on N n , we have
3) and
Estimating integral I 1 we use the integration by parts for Lebesgue-Stieltjes integrals, the boundedness of sup z |f k (z)| ≤ c * k , k = 1, 2 and estimate (3.1)
where D n is defined in (3.4). To estimate D n consider (∂/∂ y)∆ n (x, y):
where with
Integration by parts, |z|ϕ(z)/2 ≤ c * = (8 π e) −1/2 , (3.6iv) and (3.6v) lead to
It remains to prove the bound
Using integration by parts for Lebesgue-Stieltjes integrals we obtain
Boundedness of |f k (z)| and |q k (z)|, k = 1, 2, g n y 2 ≥ √ g n y 3/2 for y ≥ 1/g n together with conditions (3.6iv) and (3.6vi) lead to (3.13). ✷ In the next two examples we use both Theorems 3.1 and 3.2 when the scale mixture G(x) = ∞ 0 Φ(x √ y)dH(y) as limiting distribution of M Nn can be expressed in terms of the well-known distributions. It is possible to obtain the non-asymptotic results like in Proposition 2.1 however for the sample median M Nn with random sample size N n , using second order approximations for the statistic M m and for the random sample size N n . In both cases the jumps of the distribution function of the random sample size N n have an influence on h 2 (y) in (3.1).
Student's Distribution as Limit for Random Sample Median M Nn
Let the sample size N n (r) be negative binomial distributed (shifted by 1) with with parameters 1/n and r > 0, having probability mass function
with g n = E(N n (r)) = r (n − 1) + 1. Then P(N n (r)/g n ≤ x) tends to the Gamma distribution function G r,r (x) with the shape and rate parameters r > 0, having density
If the statistic T m is asymptotically normal the limit distribution of the standardized statistic T Nn(r) with random size N n (r) is Student's t-distribution S 2r (x) having density (1.5) with ν = 2r, see Bening and Korolev (2005) or Schluter and Trede (2016).
Proposition 4.1 Let r > 0, discrete random variable N n (r) have probability mass function (4.1) and g n := EN n (r) = r(n − 1) + 1. For x > 0 and all n ∈ N there exists a real number C 3 (r) > 0 such that
3)
y]) and [.] denotes the integer part of a number. (4.5)
Remark: The convergence rate for r ≤ 1 is given in Bening et al. (2013) . The Edgeworth expansion for r > 1 is proved in Christoph et al. (2017, Theorem 1) . The jumps of the sample size N n (r) have an effect only on the function Q 1 (.) in the term h 2;r (x).
Theorem 4.2 Let r > 0. Consider the statistic M Nn with random sample size N n = N n (r) having probability mass function (4.1). If for the statistic M m (X 1 , ...X m ) inequality (2.4) holds and g n = EN n (r) = r(n − 1) + 1, then there exists a constant C r such that for all n ∈ N uniformly in x ∈ R
, r = 3/2 C r ln n n −3/2 , r = 3/2 (4.6) where N * n is defined in (3.5) and
7)
A 1;r (x) = p 1 x |x| 4 p 2 0 I (1/2,∞) (r) and
Remark: In the conference paper Bening et al. (2016) a first order expansions of P θ 2p 0 √ g n (M Nn − θ) ≤ x was announced under the mainly approach P(g
− min{r,1} with r > 1/2. Therefore the convergence rate in case 1/2 < r < 1 has to be O(n −r ) instead of O(n −1 ) as announed. Moreover, in case r = 1 the convergence order O(n −1 ) in (4.6) improves the rate O(ln n n −1 ) given in Bening et al. (2016) .
Proof of Theorem 4.2:
We use Theorems 3.1 and 3.2 with H(y) = G r,r (y), h 2 (y) = h 2;r (y) and g n defined in Proposition 4.1 and b = min{r , 2}. First we check the conditions in (3.6). Using (4.2) we find for k = 0, 1, 2
Hence c k+1 = r r (Γ (r) (r − k/2) −1 if r > k/2 for k = 0, 1, 2. For r > 1 we have g r,r (0) = 0 and h 2;r (0) = 0. Since g n ≤ r n for r > 1 then (3.6iv) and (3.6v) hold with c 4 = c * r and c 5 = c * r /(r − 1), where c * r = r r 2 Γ (r) sup y {e −r y (|y − 1||2 − r| + 1)} < ∞.
To check (3.6vi) we consider first the cases 1 < r < 3/2 and r > 3/2. If 1 < r < 3/2 then with above defined c * r we find For r = 3/2 the integral I above is an exponential integral and I ≤ c 0 ln n + d 0 , 0 < c 0 , d 0 < ∞. Therefore we estimate the integral I 2 in (3.14) more precisely, where q 1 (z), q 2 (z) are given in (3.12). We obtain with
With C 2 = sup z {|q 2 (z)|} 3/2 Γ (3/2) sup y {(1 + |y − 1|/2)e −3y/2 } we find
To obtain (4.7) we calculate integrals in (3.8), which are similar to that in the proof of Theorem 2 in Christoph et al. (2017) . Using formula 2.3.3.1 in Prudnikov et al. (1992, p. 322) we compute the first integral in (3.8) with β = 1/2 in (4.8) using
For r > 1/2 we find with f 1 (x) defined in (2.3) and β = 1/2 in (4.8)
For r > 1 we obtain with f 2 (x) from (2.3) and β = −1/2, 1/2, 3/2 in (4.8)
The integral with the factor n −1 in (3.8) is the same as the integral J 4 (x) in the proof of Theorem 2 in Christoph et al. (2017) :
With (4.9) and |(rn)
we obtain the term by 1/g n in (4.7).
It remains to estimate negative moment E N n (r) −3/2 of random sample size N n (r) given in (4.1) with r > 0, see (3.2):
In Christoph et al. (2017, Lemma 1) inequality (4.10) is proved for r > 1, where for r = 3/2 the ln n factor cannot be omitted. In case of 0 < r ≤ 1 the inequality (4.10) follows from
for the simple reason that Γ (k + r − 1) ≤ Γ (k) for k ≥ 2 with Riemann zeta function ζ(3/2) ≈ 2.6123. ✷
Laplace Distribution as Limit for Random Sample Median M Nn
Let Y (s) ∈ N be discrete Pareto II distributed with parameter s > 0, having probability mass and distribution functions
which is a particular class of a general model of discrete Pareto distributions, obtained by discretization continuous Pareto II (Lomax) distributions on integers, see Buddana and Kozubowski (2014) .
.., be independent random variables with the same distribution (5.1). Define for n ∈ N and s > 0 the random variable
In Christoph et al. (2017) the following Edgeworth-type expansion was proved:
Proposition 5.1 Let the discrete random variable N n (s) have distribution function (5.2). For x > 0, fixed s > 0 and all n ∈ N then there exists a real number C 3 (s) > 0 such that
H s (y) = e −s/y and h 2;s (y) = s e −s/y s − 1 + 2Q 1 (n y) / 2 y 2 , y > 0 , (5.4)
where Q 1 (y) is defined in (4.5).
Remarks:
The continuous function H s (y) = e −s/y I (0 , ∞) (y) with parameter s > 0 is the distribution function of the inverse exponential random variable W (s) = 1/V (s), where V (s) is exponentially distributed with rate parameter s > 0. Both H s (y) and P(N n (s) ≤ y) are heavy tailed with shape parameter 1.
Therefore E N n (s) = ∞ for all n ∈ N and E W (s) = ∞. Moreover:
On pseudo moments and some of their generalizations see e.g. Christoph and Wolf (1993, Chapter 2) .
For an asymptotically normally distributed statistic T m the limit distribution of the standardized T Nn ( (5.5) where N * n is defined in (3.5) and
Proof of Theorem 5.2: We use Theorems 3.1 and 3.2 with H(y) = H s (y) and h 2 (y) = h 2;s (y) defined in (5.4), b = 3/2 and g n = n. To obtain (5.6) we calculate integrals in (3.8) for b = 3/2 as in the proof of Theorem 5 in Christoph et al. (2017) . Here we use formula 2.3.16.3 in Prudnikov et al. (1992, p. 344) 
In the mentioned proof we obtained with (5.8) for m = 1
and with (5.8) for m = 2
Moreover, using (5.8) for m = 1, we find
and, finally, with (5.8) for m = 0, 1, 2, we calculate
Together with E (N n (s)) In statistical inference it is of fundamental importance to obtain the quantiles of the distribution of statistics under consideration. Statistical applications and modelling with quantile functions are discussed extensively by Gilchrist (2000) . There are very few quantile functions which can be expressed in closed form. Cornish-Fisher expansions provide tool to approximate the quantiles of probability distributions. Let F n (x) be a sequence of distribution functions admitting a ChebyshevEdgeworth expansion in powers of g −1/2 n with 0 < g n ↑ ∞ as n → ∞:
(6.1) where g(x) is the density of a three times continuously differentiable limit distribution G(x).
Proposition 6.1 Let F n (x) be given by (6.1) and let x(u) and u be quantiles of distributions F n and G with the same order α, i.e. F n (x(u)) = G(u) = α. Then the following relation holds for n → ∞:
Proposition 6.1 is a direct consequence of more general statements, see e.g. Ulyanov (2011, p. 311-315) , Fujikoshi et al. (2010, Chapter 5.6 .1) or Ulyanov et al. (2016) . First we consider random median M Nn if sample size N n = N n (r) is negative binomial distributed with probability mass function (4.1) and Student's t-distribution S 2r (x) is the limit law. The second order expansion (4.6) in Theorem 4.2 admits a relation like (6.1) with g n = r(n−1)+1 and a k (x) = A k;r (x), k = 1, 2. The transfer Proposition 6.1 leads the following statement:
Corollary 6.1 Suppose r > 0. Let x = x α and u = u α be α-quantiles of standardized statistic P 2p 0 √ g n (M Nn(r) − θ) and of the limit Student's tdistribution S 2r (x), respectively. Then with previous definitions the following Cornish-Fischer expansion holds as n → ∞: .
Next we study the approximation of quantiles for the random mean M Nn if sample size N n = N n (s) is based on discrete Pareto distributions with probability mass function (5.2) and Laplace distribution L 1/ √ s (x) is the limit law. Relation (5.5) in Theorem 5.2 admits a expansion like (6.1) with g n = n and a k (x) = A k;s (x), k = 1, 2. The transfer Proposition 6.1 leads now to: For the sake of completeness let us consider Cornish-Fischer expansion for the median M m , too. Using (2.4) with a k (x) = f k (x), k = 1, 2, defined in (2.3). 
