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On the Lp-theory of C0-semigroups
associated with second-order elliptic operators
with complex singular coefficients
A.F.M. ter Elst, Vitali Liskevich∗, Zeev Sobol, Hendrik Vogt
Abstract
We study Lp-theory of second-order elliptic divergence type operators
with complex measurable coefficients. The major aspect is that we allow
complex coefficients in the main part of the operator, too. We investigate
generation of analytic C0-semigroups under very general conditions on the
coefficients, related to the notion of form-boundedness.
We determine an interval J in the Lp-scale, not necessarily containing
p = 2, in which one obtains a consistent family of quasi-contractive semi-
groups. This interval is close to optimal, as shown by several examples. In
the case of uniform ellipticity we construct a family of semigroups in an ex-
tended range of Lp-spaces, and we prove p-independence of the analyticity
sector and of the spectrum of the generators.
MSC 2010: 35J15, 47F05, 47B44, 47D06
Keywords: C0-semigroup, second-order elliptic operator, L
p-accretivity,
Lp-spectrum
1 Introduction and main results
The aim of this paper is to develop the Lp-theory of second-order elliptic differ-
ential operators on an open set Ω ⊆ RN , where N ∈ N, corresponding to the
formal differential expression
L = −∇ · (A∇) + b1 · ∇+∇ · b2 +Q,
with complex measurable coefficients A : Ω → CN×N , b1, b2 : Ω → CN and
Q : Ω → C. We present rather general sufficient conditions on the operator L
∗After the main results of this paper were obtained, Vitali Liskevich passed away. Then the
remaining authors rearranged and polished the manuscript.
1
under which, for p in some subinterval of [1,∞), one can construct a C0-semi-
group Sp on L
p := Lp(Ω) whose generator is associated with L in a natural way
(which will be made precise below). Moreover, we give sufficient conditions for
quasi-contractivity and for analyticity of this semigroup.
The approach via C0-semigroups is one of the traditional approaches to solving
the initial value problem for parabolic partial differential equations in different
Banach function spaces. Various examples are well documented in, e.g., [Dav89,
EnNa00, Paz83], and in some monographs [Ama95, Lun95] semigroups are the
main tool for the study of parabolic equations.
A classical approach to the construction of C0-semigroups on L
p generated
by divergence type second-order elliptic operators with measurable coefficients is
the form method in L2. The sesquilinear form corresponding to L is given by
t(u, v) =
∫
Ω
〈A∇u,∇v〉+ ∫
Ω
〈
b1 · ∇u, v
〉− ∫
Ω
〈
b2u,∇v
〉
+
∫
Ω
〈
Qu, v
〉
,
where the domain D(t) will be specified below; cf. (1.4). Here, 〈·, ·〉 denotes the
scalar product in CN resp. C as appropriate.
If t is a densely defined closed sectorial form, then by the Kato representation
theorem [Kat80, Theorem VI.2.1] there is a unique m-sectorial operator L associ-
ated with the form t, which is minus the generator of an analytic quasi-contractive
C0-semigroup S = (e
−tL)t>0 on L2 (see also the recent paper [ArEl12] for a mod-
ification of the approach that applies to non-closable sectorial forms). In order
to construct the C0-semigroup on L
p, one looks at the restrictions S(t) ↾ L2 ∩ Lp
and studies whether they can be extended to bounded operators on Lp forming a
C0-semigroup Sp. Then, by construction, Sp is consistent with the semigroup S.
A relatively simple case is when the semigroup S leaves invariant the unit
balls of both L1 and L∞. This property can be verified using form techniques
(see, e.g., [Ouh05, Theorems 2.13, 2.14 and Corollary 2.16] for the criteria). By
interpolation, S can then be extended to a consistent family of C0-semigroups Sp
of contractions on Lp, 1 6 p 6∞ (with weak∗-continuity on L∞).
Another possible approach to constructing a consistent family of C0-semi-
groups in the Lp-scale is via integral kernel estimates. If S has a kernel satisfying
Gaussian upper bounds (or Poisson upper bounds), then one easily sees that S
extends to a C0-semigroup on L
p for all p ∈ [1,∞). Suppose, e.g., that Ω = RN ,
that all the coefficients of the operator are bounded and that the matrix A is
uniformly elliptic. If the coefficients are real-valued, then Gaussian bounds are
valid by the classical result of Aronson [Aro68]. More recently it was shown that
Gaussian bounds hold if merely the coefficients of the principle part of L are real-
valued, or if they are uniformly continuous; see [Aus96], [Ouh05, Theorems 6.10
and 6.11]. In dimensions N = 1 and N = 2 these additional assumptions are not
needed, by [AMT98].
If the coefficients of the principle part are complex-valued, then in general
Gaussian kernel bounds are no longer valid: in [ACT96, Proposition 3] it is
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shown that for N > 5 there exists a complex uniformly elliptic Gilbarg–Serrin
matrix A such that the C0-semigroup S on L2(RN) generated by ∇ · A∇ does
not extrapolate to a semigroup of bounded operators on L∞. Using [HMM11,
Proposition 2.10] and a scaling argument one obtains a stronger result: given
N > 3 and p /∈ [ 2N
N+2
, 2N
N−2 ], one can choose A such that S does not extrapolate
to a semigroup of bounded operators on Lp.
Even if the coefficients of L are real-valued, the presence of singular lower-
order terms can result in a restricted range of p for which one obtains a semi-
group on Lp corresponding to L. A typical example of such a situation is the
Schro¨dinger semigroup with negative Hardy potential, which corresponds to the
Cauchy problem
ut = ∆u+ β
(N−2)2
4
|x|−2u, u(0) = f ∈ L1(RN) ∩ L∞(RN ), (1.1)
where β ∈ (0, 1). To describe the existence of the C0-semigroup on Lp(RN), we
assume that N > 3. The L2-semigroup corresponding to (1.1) can be extrapo-
lated to a contraction semigroup on Lp for all p ∈ [p−, p+], where p∓ = 21±√1−β
(see [BeSe90, Theorem 1]), to a non-quasi-contractive C0-semigroup for all p ∈
(pmin, p−) ∪ (p+, pmax), with pmax = NN−2p+ and pmin = pmaxpmax−1 (cf. [KPS81, Theo-
rem 6.1(b)]), whereas for all p ∈ [1,∞) outside of the interval (pmin, pmax) there
is no C0-semigroup on L
p corresponding to (1.1), and the Cauchy problem is not
well-posed (see [LSV02, Section 4]).
Another example comes from the non-symmetric situation of divergence type
operators with singular drift terms (see [KoSe90, Lis96]): again one obtains a
quasi-contractive semigroup Sp only for p in a certain subinterval of [1,∞).
Quasi-contractivity of Sp is of course intimately related to (formal) accretivity
of L in Lp (or formal dissipativity of −L). For the general differential expres-
sion −L, the question of formal dissipativity in Lp was studied in [CiMa05], and
a necessary and sufficient condition was obtained. One of the main results of the
present paper (Theorem 1.7) shows that a very close condition guarantees exis-
tence of the corresponding quasi-contractive C0-semigroup on L
p. In particular
cases our condition coincides with the condition of [CiMa05], namely when the
imaginary part A1 of A is anti-symmetric, or when the lower-order terms are
absent and A1 is symmetric. See also Remark 1.5(b).
In previous work, the question of generation of C0-semigroups on L
p by el-
liptic operators with complex coefficients has only been studied under restricted
assumptions. In [CiMa05, Section 5], e.g., some smoothness of the coefficients
is assumed, and in [Ouh05, Chapter 4], only the case of anti-symmetric A1 is
considered.
In general the form t need not be sectorial, so that Kato’s representation the-
orem cannot be used directly. The initial approach to studying this case was by
approximating the singular coefficients by bounded ones (cf. [Lis96, Theorem 6]).
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A more powerful approach was developed in [SoVo02], where general second-order
formal differential expressions with real-valued coefficients were studied, and the
natural functional responsible for the accretivity in Lp was identified. A positive
potential U was introduced that ‘absorbs’ all the singularities of the lower-order
terms of the differential expression, in the sense that, being added to the corre-
sponding sesquilinear form, it makes the resulting form sectorial in L2. Then a
quasi-contractive C0-semigroup on L
p was constructed by an approximation pro-
cedure that removes the added potential. A crucial ingredient in the realization
of this approximation idea was the perturbation theory for positive semigroups
developed in [Voi86, Voi88].
The main result of [SoVo02] establishes the precise interval in the Lp-scale
where there exists a quasi-contractive C0-semigroup corresponding to the formal
differential expression L. In [LSV02] it was shown that in the case of a uniformly
elliptic principal part of L, the interval in the Lp-scale can be extended if one
allows for non-quasi-contractive semigroups, and an example was given where
this extended interval is the maximal interval of existence of the semigroup. The
main technique of [LSV02] is the technique of weighted estimates, which provides
additional information such as p-independence of the sector of analyticity of the
semigroups and p-independence of the spectrum of the generators.
In this paper we pursue the same goals as in the previous papers [SoVo02,
LSV02], with the significant difference that the coefficients are allowed to be
complex-valued. As in [SoVo02] we do not assume sectoriality of the form asso-
ciated with L, so we follow the idea described above: add an auxiliary positive
potential U to the form to make it sectorial, and remove U in Lp by approxima-
tion to obtain a quasi-contractive C0-semigroup on L
p corresponding to L. The
range of p for which this is possible is determined by a family of functionals τp
(computed from the coefficients of L) that we specify in (1.13).
We point out that the main tool of [SoVo02] – namely, the perturbation theory
for positive semigroups – is not applicable in the presence of non-real coefficients
and other tools must be used. As a result, we need stronger assumptions on the
auxiliary potential U ; cf. Remark 1.3(c).
In the case of a uniformly elliptic principal part of L, we use the technique
of weighted estimates as in [LSV02] to extend the interval in the Lp-scale of
existence of the semigroup. The C0-semigroups thus obtained are analytic with
p-independent sector of analyticity and spectrum of the generators.
Before formulating and discussing the assumptions on the coefficients of L,
we introduce some notation. Throughout, all the function spaces will consist
of complex-valued functions. By 〈ξ, η〉 = ξ · η we denote the inner product of
ξ, η ∈ CN . If f, g : Ω → C or f, g : Ω → CN are measurable functions, then we
define (f, g) :=
∫
Ω
f · g (integration with respect to Lebesgue measure) whenever
f · g ∈ L1. Given p ∈ [1,∞], we let p′ denote the dual exponent, 1
p′
+ 1
p
= 1.
Let U : Ω → C be a measurable function. Then we also consider U as a
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sesquilinear form in L2 with domain Q(U) = {u ∈ L2: U |u|2 ∈ L1} by setting
U(u, v) =
∫
Uuv for all u, v ∈ Q(U). If h is a sesquilinear form in L2, then the sum
h+U is defined by (h+U)(u, v) := h(u, v)+U(u, v) on D(h+U) := D(h)∩Q(U).
In the case of symmetric h and real-valued U we say that U 6 h if D(h) ⊆ Q(U)
and U(u) 6 h(u) for all u ∈ D(h).
For given p, q ∈ [1,∞] and a linear operator B : Lp → Lq we denote its norm
by ‖B‖p→q.
In the following we formulate the qualitative assumptions on the operator L.
For this, we decompose A = A0+iA1, where A0,A1 : Ω→ RN×N . For j = 0, 1 we
denote by Asj and Aaj the symmetric and anti-symmetric parts of Aj, respectively,
i.e.,
Asj = 12(Aj +A⊤j ) and Aaj = 12(Aj −A⊤j ).
For the matrix As0 we assume that
(I) As0 ∈ L1loc, As0(x) is positive definite for a.e. x ∈ Ω, and (As0)−1 ∈ L1loc .
We define the symmetric form a in L2 by
D(a) :=
{
u ∈ W 1,1loc ∩ L2: 〈As0∇u,∇u〉 ∈ L1
}
(1.2)
and
a(u, v) :=
(As0∇u,∇v) = ∫
Ω
〈As0∇u,∇v〉. (1.3)
It follows from Assumption (I) that the form a is a Dirichlet form in L2. (For
the closedness cf. [Ro¨Wi85, Theorem 3.2]. Moreover, a is densely defined since
As0 ∈ L1loc implies that C1c ⊆ D(a).)
We decompose the potential Q as Q = V + iW , where V and W are real-
valued, and we define hmax := a+ V
+, i.e.,
hmax(u, v) =
(As0∇u,∇v)+ V +(u, v)
for all u, v ∈ D(hmax) = D(a)∩Q(V +). Then hmax is a closed positive symmetric
form in L2 as a sum of two such forms, and hmax satisfies the Beurling–Deny
criteria. Note that D(hmax) is dense in L
2 if Q ∈ L1loc. We fix a restriction h0 of
hmax and assume that
(II) h0 is a Dirichlet form in L
2.
This means in particular that h0 is densely defined. The form h0 will be the
main reference object in the perturbation approach we develop in this paper. An
alternative reference form was used in [SoVo02]; see Remark 2.11.
The next two assumptions on the coefficients of L are needed to define the
form t on D(h0):
(III) |〈Aξ, η〉|2 6 c2 〈As0ξ, ξ〉〈As0η, η〉 for all ξ, η ∈ CN , for some c > 0,
(IV) 〈(As0)−1b1, b1〉+ 〈(As0)−1b2, b2〉+ |Q| 6 c(h0 + 1) for some c > 0.
Throughout this paper we assume that Assumptions (I) – (IV) are satisfied.
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It follows from (I) and (III) that A ∈ L1loc. By (III), (u, v) 7→
(A∇u,∇v)
is a bounded sesquilinear form on D(h0). By (IV) and the Cauchy–Schwarz
inequality, the forms (u, v) 7→ (b1 ·∇u, v), (u, v) 7→ (b2u,∇v) and Q are bounded
sesquilinear forms on D(h0). Thus we can define a bounded sesquilinear form t
on D(h0) by
t(u, v) =
(A∇u,∇v)+ (b1 · ∇u, v)− (b2u,∇v)+ (Qu, v). (1.4)
The domain D(h0) of t will determine a particular realization of −L as a
generator of a C0-semigroup. This is analogous to the classical theory of elliptic
and parabolic differential equations in divergence form with smooth coefficients,
where (homogeneous) boundary conditions are used. For example, the form h0 =
hmax↾C∞c (Ω) defines (homogeneous) Dirichlet boundary conditions on ∂Ω, and, if Ω
has Lipschitz boundary, then taking h0 = hmax leads to the generalized Neumann
boundary condition
〈A∇u − b2u, n〉 = 0 on ∂Ω, where n is the outer normal
to ∂Ω.
Our first main result, Theorem 1.4 below, involves several explicit parameters
that are defined in a somewhat technical fashion; we will need the constants from
the next lemma.
Lemma 1.1. Adopt the above assumptions and notation.
(a) There exists an αs > 0 such that
|〈As1ξ, η〉|2 6 α2s 〈As0ξ, ξ〉〈As0η, η〉 (1.5)
for all ξ, η ∈ RN .
(b) There exist β ′, B′ > 0 such that
Im
(Aa1∇u− u Im(b1+b2),∇u)
6
(
β ′2h0(|u|) +B′‖u‖22
) 1
2
(As0η(u), η(u))12 (1.6)
for all u ∈ D(h0), where η(u) := Im(sgn u∇u).
(c) There exist β1, β2, B1, B2 > 0 such that
(−1)j((Re bj)u,∇u) 6 βjh0(u) +Bj‖u‖22 (1.7)
for all 0 6 u ∈ D(h0) and j = 1, 2.
(d) There exist γ,Γ > 0 such that
V − = (ReQ)− 6 γh0 + Γ. (1.8)
Proof. (a) By (III) there exists an αs > 0 such that
|〈As1ξ, ξ〉| = |Im〈Aξ, ξ〉| 6 αs 〈As0ξ, ξ〉
for all ξ ∈ RN . This implies (1.5) since As1 is real-valued and symmetric.
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(b) Using the anti-symmetry of Aa1, one easily computes
Im
(Aa1∇u− u Im(b1+b2),∇u) = (−2Aa1∇|u|+ |u| Im(b1+b2), η(u)) (1.9)
for all u ∈ D(h0); then (1.6) follows from (III) and (IV).
(c) and (d) are easy consequences of (IV).
The combination of coefficients in (1.6) is explained by the circumstance that
in essence, Aa1 is the coefficient of an imaginary drift i(divAa1)·∇; cf. Example 4.4.
For further comments on the inequalities (1.5) – (1.7) see Remark 4.3.
In addition to the above constants we will use the following notation:
δp := αs
∣∣∣∣1− 2p
∣∣∣∣+ β ′2 ,
εp :=
4
pp′
− 2
p
β1 − 2
p′
β2 − δ2p − γ, (1.10)
ω̂p :=
2
p
B1 +
2
p′
B2 + Γ + B̂p
for all p ∈ [1,∞], where
B̂p :=
{
B′
4
+ αsB
′
2β′
∣∣1− 2p ∣∣ if β ′ > 0,
B′
4
if β ′ = 0.
(1.11)
(In Theorem 1.4 we will require αsB
′ = 0 in the case β ′ = 0.) Then the set
I :=
{
p ∈ [1,∞): εp > 0
}
(1.12)
is a closed interval since 1p 7→ εp is a concave function as the minimum of two
quadratic polynomials with negative leading coefficients.
In order to state the first main result, we need to formulate in which sense
a C0-semigroup on L
p is associated with the form t. We define the set U of
potentials as the set of all measurable functions U : Ω → [0,∞) satisfying the
following two properties:
• there exists a C > 0 such that U 6 C(h0 + 1), and,
• t+ U is a closable sectorial form.
Note that U depends on both t and h0. If U ∈ U then we denote by LU the
m-sectorial operator in L2 associated with the closure of t + U and by SU the
C0-semigroup on L
2 generated by −LU . We shall show that both the conditions
of Theorem 1.4 and of Theorem 1.7 imply that U 6= ∅.
Definition 1.2. Let p ∈ [1,∞). We say that a C0-semigroup Sp on Lp is associ-
ated with the couple (t,U) if the following two properties hold:
• U 6= ∅, and for each U ∈ U the semigroup SU on L2 extrapolates to a
C0-semigroup SU,p on L
p;
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• if U, U1, U2, . . . ∈ U satisfy Um 6 U for all m ∈ N and Um → 0 a.e., then
SUm,p → Sp in the semigroup sense, i.e., for all f ∈ Lp and T > 0 one has
SUm,p(t)f → Sp(t)f in Lp as m→∞, uniformly for t ∈ [0, T ].
Remark 1.3. (a) If U ∈ U then (U − c)+ ∈ U for all c > 0, and in Definition 1.2
one can choose, e.g., Um = (U −m)+ for all m ∈ N.
(b) Assume that the form t is sectorial and closable, and let S be the associated
analytic semigroup on L2. Let p ∈ [1,∞) and assume that there exists a C0-
semigroup Sp on L
p associated with the couple (t,U), in the sense of Definition 1.2.
Then Sp is consistent with S (choose U = Um = 0 in the definition).
(c) The approximation method of Definition 1.2 has already been used in
[SoVo02] and [LiMa97] for constructing semigroups associated with second-order
differential operators. In those papers, the authors did not need to require form-
boundedness of the potentials since they could work with positive and dominated
semigroups, respectively.
The next theorem, which is the first main result of this paper, shows that L
corresponds to a quasi-contractive semigroup on Lp for all p ∈ I (see (1.12)).
Theorem 1.4. Let Assumptions (I) – (IV) be satisfied, and assume that
◦
I 6= ∅.
Suppose that β ′ > 0 or αsB′ = 0. Then U 6= ∅ and there exists a consistent family
of C0-semigroups Sp = (e
−tLp)t>0 on Lp, p ∈ I, with the following properties.
If p ∈ ◦I then Sp is an analytic semigroup associated with (t,U) in the sense of
Definition 1.2. Moreover, for all u ∈ D(Lp) one has vp := u|u| p2−1 ∈ D(h0) and
Re
(
(ω̂p + Lp)u, u|u|p−2
)
> εph0(|vp|),
and if ε ∈ (0, 1) satisfies ε+ ε
1−εδ
2
p 6 εp, then
Re
(
(ω̂p +
ε
1−εB̂p + Lp)u, u|u|p−2
)
> εh0(vp).
Finally, ‖Sp(t)‖p→p 6 eω̂pt for all p ∈ I and t > 0.
Remark 1.5. (a) The case where β ′ = 0 and αsB′ > 0 is not covered in the
above result. In this case one does not necessarily obtain a quasi-contractive
C0-semigroup on L
p associated with (t,U) if p ∈ ∂I; see Example 4.2.
(b) Assume that b1 = b2 = 0, Q = 0 and Aa1 = 0. Then ω̂p = B̂p = 0, so that
Theorem 1.4 yields a contractive C0-semigroup Sp on L
p if εp =
4
pp′
−α2s (1− 2p)2 >
0, i.e., if
αs|p− 2| 6 2
√
p− 1 .
In [CiMa05, Theorem 1], this condition is shown to be a necessary condition for
the formal Lp-dissipativity of −L, i.e., for the property that for all u ∈ C1c (Ω)
one has
Re
(A∇u,∇(u|u|p−2)) > 0 if p > 2,
Re
(A∇(u|u|p′−2),∇u) > 0 if p < 2.
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(c) Note that ∞ /∈ I by definition. Nevertheless, Theorem 1.4 can be used
to derive L∞-properties of the semigroup: suppose that αs = β ′ = β2 = γ = 0
and β1 < 2. Then ε∞ = 0 and
◦
I 6= ∅. It follows from Theorem 1.4 that one
has the bound ‖Sp(t)‖p→p 6 exp
(
(2
p
B1 +
2
p′
B2 + Γ +
B′
4
)t
)
for all t > 0 and
large p. Hence there exists a quasi-contractive weak∗-continuous semigroup S∞
of weak∗-continuous operators on L∞ that is consistent with Sp for all p ∈ I, and
‖S∞(t)‖∞→∞ 6 exp
(
(2B2 + Γ +
B′
4
)t
)
for all t > 0.
Theorem 1.4 will be derived from Theorem 1.7 below. There we replace the
assumption
◦
I 6= ∅ with a more general assumption which involves the following
notion. Let p ∈ [1,∞], and let τp be the functional on D(h0) defined by
τp(v) := Re
(A∇v,∇v)− (1− 2p)2(As0∇|v|,∇|v|)
− 2|1− 2p |
∫
Ω
∣∣〈As1∇|v|, Im(sgn v∇v)〉∣∣
+ 2
(|v|Re(1
p
b1 − 1p′ b2),∇|v|
)− (|v| Im(b1+b2), Im(sgn v∇v))+ V (v).
If in the third term of the above definition one removes the absolute value signs
except on |v|, then the corresponding functional coincides with the one introduced
in [CiMa05], where Lemma 1 states that its positivity on C1c is a necessary condi-
tion for formal dissipativity of −L in Lp. In Theorem 1.7 we show that a suitable
coercivity assumption on τp is a sufficient condition for the existence of a quasi-
contractive C0-semigroup on L
p corresponding to L; this sufficient condition is
close to the necessary condition in [CiMa05].
Since ∇|v| = Re(sgn v∇v), it is straightforward to verify that
τp(v) = Re t(v)− (1− 2p)2a(|v|)− 2|1− 2p |
∫
Ω
∣∣〈As1∇|v|, Im(sgn v∇v)〉∣∣
− (1− 2p)
(|v|Re(b1+b2),∇|v|) (1.13)
for all v ∈ D(h0), with a as defined in (1.3).
Given p ∈ [1,∞], we define ω˜p ∈ (−∞,∞] by
ω˜p := inf
{
ω ∈ R: τp(v) > −ω‖v‖22 for all v ∈ D(h0)
}
, (1.14)
and we set
J :=
{
p ∈ [1,∞): ω˜p <∞
}
. (1.15)
Observe that 1p 7→ τp(v) is concave on [0, 1] for all v ∈ D(h0). Hence the function
1
p 7→ ω˜p ∈ (−∞,∞] is convex on [0, 1] and J is an interval. In the proof of
Theorem 1.4 we will show that J ⊇ I (cf. (1.12)).
Remark 1.6. If p 6= 2 then the functional τp is not a quadratic form, i.e., the
parallelogram law τp(u+ v)+ τp(u− v) = 2τp(u)+ 2τp(v) does not hold. One can
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show this by choosing u = w1+im and v = u = w1−im, where m > 0 is sufficiently
large and w ∈ D(h0) is fixed, with 0 6 w 6 1 a.e. and ∇w 6= 0. Note that u, v
are multiples of normal contractions of w, hence u, v ∈ D(h0) as h0 is a Dirichlet
form by Assumption (II). The terms
(As0∇|u± v|,∇|u± v|) from the definition
of τp contribute a quadratic term in m on the left hand side of the parallelogram
law, whilst all the other contributions on either side are sublinear in m. So even
for real-valued coefficients, τp is not quadratic unless p = 2.
We recall that the case of real-valued coefficients has already been studied in
[SoVo02]. In that paper, a different definition of τp is used, making it a quadratic
form. It coincides with our definition of τp only for real-valued functions in the
form domain.
For the next two results we will assume in addition to (I) – (IV) that
(V) there exist p0 ∈ J , µ > 0 and ω ∈ R such that
τp0(v) > µh0(v)− ω‖v‖22
for all v ∈ D(h0).
The next theorem is our main result on existence of a quasi-contractive semi-
group on Lp corresponding to L for all p ∈ J (see (1.15)).
Theorem 1.7. Let Assumptions (I) – (V) be satisfied. Then
◦
J 6= ∅, U 6= ∅ and
there exists a consistent family of C0-semigroups Sp = (e
−tLp)t>0 on Lp, p ∈ J ,
such that
‖Sp(t)‖p→p 6 eω˜pt (1.16)
for all t > 0 and, for all p ∈ ◦J , the semigroup Sp is analytic and associated with
(t,U) in the sense of Definition 1.2.
Remark 1.8. (a) The above result extends the main result of [SoVo02] to the
case of complex coefficients. We point out, however, that the form-boundedness
assumption (IV) for the lower-order terms is not needed in [SoVo02]. This gen-
erality seems not achievable in the context of complex coefficients because of
the absence of a perturbation theory analogous to the perturbation theory for
positive semigroups.
(b) We shall prove in Proposition 2.3 that the form t is sectorial and closed
if 2 ∈ ◦J . It follows from Remark 1.3(b) that then L2 is the m-sectorial operator
associated with t. (Recall that −L2 is the generator of S2.)
(c) In addition to the assumptions of Theorem 1.7 assume that ω˜∞ < ∞.
Then the semigroup Sp extrapolates to a weak
∗-continuous quasi-contractive
semigroup S∞ on L∞. Indeed, since 1p 7→ ω˜p is convex, the interval J is un-
bounded and limp→∞ ω˜p 6 ω˜∞. For all f ∈ L1 ∩ L∞, t > 0 and large p ∈ (1,∞)
one has ‖Sp(t)f‖p 6 eω˜pt‖f‖p, so for p → ∞ one obtains ‖Sp(t)‖∞→∞ 6 eω˜∞t.
This generalizes the sufficiency part of [Ouh05, Theorem 4.6] to operators with
unbounded coefficients.
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In the case of uniformly elliptic and bounded A we can extend the interval J
of existence of a semigroup associated with L.
Theorem 1.9. Let Assumptions (I) – (V) be satisfied. Let p ∈ J , and let Sp
be the C0-semigroup on L
p constructed in Theorem 1.7. Suppose in addition
that N > 3, that As0 is uniformly elliptic and bounded, i.e., there exist constants
c1, c2 > 1 such that
c1|ξ|2 6 〈As0ξ, ξ〉 6 c2|ξ|2 for all ξ ∈ RN , (1.17)
and that D(h0) is a subset of L
2N
N−2 (Ω) and an ideal of D(a); cf. (1.2).
Let p− := inf J , p+ := sup J , pmax := NN−2p+ and pmin :=
(
N
N−2(p−)
′)′. Then
Sp extrapolates to an analytic C0-semigroup on L
q for all q ∈ (pmin, pmax), and
the sector of analyticity and the spectrum of the generators are independent of q.
Remark 1.10. (a) The assumption of the theorem that D(h0) is a subset of
L
2N
N−2 (Ω) is in fact a Sobolev embedding theorem which holds, for example, for
Dirichlet boundary conditions or if the domain Ω satisfies the cone property or
the extension property; see [Ada75].
(b) In [LSV02], instead of D(h0) being an ideal of D(a), a slightly weaker
(but more technical) assumption was used, namely that all the bounded Lip-
schitz functions on Ω are multiplication operators on D(h0). In the case that the
bounded Lipschitz functions in D(h0) form a core for h0, the two conditions are
in fact equivalent.
The paper is organized as follows. In Section 2 we deal with the first part of
Definition 1.2: we investigate extrapolation of the semigroup SU to the L
p-spaces.
Next in Section 3 we prove our main result on generation of quasi-contractive C0-
semigroups, Theorem 1.7, from which we then derive Theorem 1.4 in Section 4.
There we also discuss some examples. Finally, in Section 5 we prove Theorem 1.9.
2 Construction of approximating semigroups
In this section we study the C0-semigroup SU on L
2 associated with the form
t+U , where U ∈ U. Using Assumption (V) we will show in Proposition 2.6 that
SU extrapolates to a family of consistent C0-semigroups SU,p on L
p, p ∈ J , with
an estimate of the growth bound independent of U. If p ∈ ◦J , then we also obtain
a common sector of analyticity of the semigroups SU,p .
We first show that Assumption (V) extends to all p ∈ ◦J (see (1.15) for the
definition of J).
Lemma 2.1. Let Assumptions (I) – (V) be satisfied, and let p ∈ [1,∞). Then
p ∈ ◦J if and only if there exist µp > 0 and ωp ∈ R such that
τp(v) > µph0(v)− ωp‖v‖22 (2.1)
for all v ∈ D(h0). In particular,
◦
J 6= ∅.
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Proof. Assumptions (I) – (IV) imply that there is a constant C > 0 such that
|τp(v)− τq(v)| 6 C
∣∣∣∣1p − 1q
∣∣∣∣ (h0 + 1)(v) (2.2)
for all v ∈ D(h0) and p, q ∈ [1,∞].
Now let p ∈ [1,∞) satisfy (2.1) for some µp > 0 and ωp ∈ R. Assume that
p = 1. Set U =
〈
(As0)−1Re b1,Re b1
〉
+V +; then an easy computation shows that
τ1(v) = 2
(
(Re b1)v,∇v
)
+V (v) 6 µ1
2
h0(v)+
2
µ1U(v) for all real-valued v ∈ D(h0).
From this estimate and (2.1) one deduces that µ1
2
h0 6
2
µ1U + ω1 on D(h0). By
Lemma 2.2 below (applied with L = D(h0)) it follows thatQ(U) ⊆ D(h0) ⊆W 1,1loc ,
which is impossible: For a given x ∈ Ω and large enough n ∈ N, the indicator
function 1B(x,1/n)∩[U6n] lies in Q(U) but not in W 1,1loc . Thus we have shown p > 1.
Now it follows from (2.1) and (2.2) that p ∈ ◦J . In particular, we have shown that
p0 ∈
◦
J .
Conversely, (2.1) is valid for p = p0 by Assumption (V). Moreover, τq(v) >
−ω˜q‖v‖22 for all q ∈ J and v ∈ D(h0) by (1.14). Then by the concavity of
1
p 7→ τp(v) we obtain (2.1) for all p ∈
◦
J .
Lemma 2.2. Let (X, µ) be a measure space, let L be a dense sublattice of L2(µ),
and let U : X → [0,∞) be a measurable function satisfying L ⊆ Q(U). Then L
is dense in Q(U).
Proof. It suffices to show that the closure of L in Q(U) contains every function
0 6 f ∈ Q(U). Let (fn) be a sequence in L converging to f in L2(µ), without
loss of generality 0 6 fn → f a.e. Then for every k ∈ N we obtain
L ∋ fn ∧ fk → f ∧ fk
inQ(U) as n→∞, by the dominated convergence theorem. Moreover, f∧fk → f
as k →∞ in Q(U). It follows that f lies in the closure of L in Q(U).
In the following we fix some µp > 0 and ωp ∈ R as in Lemma 2.1, for every
p ∈ ◦J . The next result is a simple consequence of Lemma 2.1.
Proposition 2.3. Let Assumptions (I) – (V) be satisfied, and suppose that 2 ∈ ◦J .
Then t is a closed sectorial form in L2.
Proof. It follows from (1.13) that Re t(v) = τ2(v) for all v ∈ D(h0). Thus, by
Lemma 2.1 there exist µ2 > 0 and ω2 ∈ R such that Re t(v) > µ2h0(v)−ω2‖v‖22 for
all v ∈ D(h0). This implies the assertion since t is a bounded form on D(h0).
We define the potential Û : Ω→ [0,∞) by
Û :=
1
4
〈
(As0)−1Re(b1+b2),Re(b1+b2)
〉
. (2.3)
This potential will play an important role in the proof of Theorem 1.7.
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Lemma 2.4. Let Assumptions (I) – (V) be satisfied.
(a) Then Û ∈ U and t + Û is closed. In particular, U 6= ∅.
(b) If U ∈ U satisfies U > Û − c1 for some c1 ∈ R, then t + U is closed.
Proof. (a) One easily sees that Û 6 c
2
(h0 + 1), where c > 0 is as in Assump-
tion (IV). It follows from (1.13) that
Re t(v) > τp(v) +
(
1− 2p
)(|v|Re(b1+b2),∇|v|)+ (1− 2p)2a(|v|)
> τp(v)− 14
(|v|(As0)−1Re(b1+b2), |v|Re(b1+b2))
= τp(v)− Û(v) (2.4)
for all v ∈ D(h0) and p ∈ [1,∞). Thus, Assumption (V) implies that t + Û is a
closed sectorial form. In particular we obtain Û ∈ U.
(b) By the assumptions on U there exists a C > 0 such that Re t+ Û − c1 6
Re t+ U 6 C(h0 + 1). Hence the assertion follows from (a).
In the following lemma we provide some estimates on the form t that are
needed for the proof of Proposition 2.6, the main result of this section. Here we
adopt the convention 0s =∞ for all s < 0, so that 0s ∧ r = r for all r > 0.
Lemma 2.5. Let Assumptions (I) – (IV) be satisfied. Let u ∈ D(h0), r > 1 and
p ∈ (1,∞). Set v = u(|u| p2−1 ∧ r), w = u(|u|p−2 ∧ r2) and χ = 1[|u|p−2>r2]. Then
v, w ∈ D(h0) and
Re t(u, w) > τp(v)− (χÛ)(v). (2.5)
Moreover, there exists a c0 > 0, depending only on the constants in Assump-
tions (III) and (IV), such that∣∣Im t(u, w)∣∣ 6 c0(h0 + 1)(v). (2.6)
Proof. For any s ∈ R the function C ∋ z 7→ z(|z|s ∧ r) is Lipschitz continuous;
this is an easy consequence of the Lipschitz continuity of 0 6 x 7→ xs+1 ∧ (rx).
Since h0 is a Dirichlet form, it follows that v, w ∈ D(h0).
We define the complementary indicator function χc := 1Ω − χ = 1[|u|p−2<r2]
and observe that
u = v
(
1
rχ + χc|v|
2
p−1
)
and w = v
(
rχ+ χc|v|1− 2p
)
. (2.7)
Moreover, by [SoVo02, Lemma 5.2] we obtain
∇v = rχ∇u+ χc|u|
p
2
−1(∇u+ (p
2
− 1)(sgnu)∇|u|),
∇w = r2χ∇u+ χc|u|p−2
(∇u+ (p− 2)(sgn u)∇|u|)
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and ∇|v| = (rχ + p
2
χc|u| p2−1)∇|u|. The latter implies that χc(1 − 2p)∇|v| =
χc(
p
2
− 1)|u| p2−1∇|u|. Taking into account χc|v| = χc|u| p2 , we deduce that
∇u = 1rχ∇v + χc|v|
2
p−1
(∇v − (1− 2p)(sgn v)∇|v|),
∇w = rχ∇v + χc|v|1− 2p
(∇v + (1− 2p)(sgn v)∇|v|),
and denoting
ζ = sgn v∇v, ξ = Re ζ = ∇|v|, η = Im ζ,
we arrive at
sgn v∇u = 1rχζ + χc|v|
2
p−1
(
ζ − (1− 2p)ξ
)
,
sgn v∇w = rχζ + χc|v|1− 2p
(
ζ + (1− 2p)ξ
)
.
(2.8)
It follows that
〈A∇u,∇w〉 = 〈A sgn v∇u, sgn v∇w〉
= 〈Aζ, ζ〉+ (1− 2p)χc
(〈Aζ, ξ〉 − 〈Aξ, ζ〉)− (1− 2p)2χc〈Aξ, ξ〉.
Using the identity
〈Aζ, ξ〉 − 〈Aξ, ζ〉 = 〈Aiη, ξ〉 − 〈Aξ, iη〉
= −〈(A+A⊤)ξ, iη〉 = 2i〈As0ξ, η〉 − 2〈As1ξ, η〉
(recall A = A0 + iA1), we thus infer that
Re〈A∇u,∇w〉 = Re〈Aζ, ζ〉 − 2(1− 2p)χc〈As1ξ, η〉 − (1− 2p)2χc〈As0ξ, ξ〉 (2.9)
and
Im〈A∇u,∇w〉 = Im〈Aζ, ζ〉+ 2(1− 2p)χc〈As0ξ, η〉 − (1− 2p)2χc〈As1ξ, ξ〉. (2.10)
By (2.7) and (2.8) we have
w∇u = |v|(ζ − (1− 2p)χcξ) = |v|(ξ + iη − (1− 2p)(1Ω − χ)ξ)
= |v|(2pξ + (1− 2p)χξ + iη)
and
u∇w = |v|(ζ + (1− 2p)χcξ) = |v|(ξ − iη + (1− 2p)(1Ω − χ)ξ)
= |v|( 2
p′
ξ − (1− 2p)χξ − iη
)
,
so it follows that
〈b1 · ∇u, w〉 − 〈b2u,∇w〉
= |v|(〈2
p
b1 − 2p′ b2, ξ〉+ (1− 2p)χ〈b1+b2, ξ〉+ i〈b1+b2, η〉
)
.
(2.11)
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Now we are ready to estimate Re t(u, w). Using the definition (2.3) of Û we
obtain (1− 2p)
∣∣〈Re(b1+b2), ξ〉∣∣ 6 (1− 2p)2〈As0ξ, ξ〉+ Û |v|2 and hence
Re
(〈b1 · ∇u, w〉 − 〈b2u,∇w〉)
> |v|〈Re(2
p
b1 − 2p′ b2), ξ
〉− (1− 2p)2χ〈As0ξ, ξ〉 − χÛ |v|2 − |v|〈Im(b1+b2), η〉.
Together with (2.9) and the identity (ReQ)(u, w) = V (v), we conclude by the
definition (1.4) of t that
Re t(u, w) > Re
(Aζ, ζ)− 2|1− 2p | ∫
Ω
∣∣〈As1ξ, η〉∣∣− (1− 2p)2(As0ξ, ξ)+ V (v)
+
(|v|Re(2
p
b1 − 2p′ b2), ξ
)− (|v| Im(b1+b2), η)− (χÛ)(v)
= τp(v)− (χÛ)(v).
This completes the proof of (2.5).
Now we estimate
∣∣Im t(u, w)∣∣. It follows from (2.10) and Assumption (III)
that∣∣Im〈A∇u,∇w〉∣∣ = ∣∣Im〈Aζ, ζ〉+ 2(1− 2p)χc〈As0ξ, η〉 − (1− 2p)2χc〈As1ξ, ξ〉∣∣
6 3c
(〈As0ξ, ξ〉+ 〈As0η, η〉) = 3c〈As0∇v,∇v〉.
Next, with Uj := 〈(As0)−1bj , bj〉 for j = 1, 2, we infer from (2.11) that∣∣Im(〈b1 · ∇u, w〉 − 〈b2u,∇w〉)∣∣
6 |v|(2|〈Im b1, ξ〉|+ 2|〈Im b2, ξ〉|+ |〈Re(b1+b2), η〉|)
6 2〈As0ξ, ξ〉+ 2〈As0η, η〉+ 14(U1 + U2)|v|2.
Finally ImQ(u, w) = ImQ(v). Hence (2.6) follows from Assumption (IV).
In the following let hp denote the lower semi-continuous hull of τp, for given
p ∈ J ; in other words, the functional hp : L2 → (−∞,∞] is defined by
hp(v) := sup
{
h(v): h is lower semi-continuous on L2 and h 6 τp on D(h0)
}
.
By (2.1) and [Kat80, Lemma VIII.3.14a] we have
hp(v) >
{
µph0(v)− ωp‖v‖22 if v ∈ D(h0),
∞ if v ∈ L2 \D(h0)
(2.12)
for all p ∈ ◦J . Similarly,
hp(v) > −ω˜p‖v‖22 (2.13)
for all v ∈ D(h0) and p ∈ J by (1.14). If A1 = 0, then it is not hard to show that
τp is lower semi-continuous for all p ∈
◦
J , so hp|D(h0) = τp in that case.
For the next result recall that SU is the C0-semigroup on L
2 associated with
the closure of t+ U , for given U ∈ U.
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Proposition 2.6. Let Assumptions (I) – (V) be satisfied. Let U ∈ U and
p ∈ J . Then the semigroup SU extrapolates to a C0-semigroup SU,p on Lp, and
‖SU,p(t)‖p→p 6 eω˜pt for all t > 0.
Let −LU,p be the generator of SU,p . If p ∈
◦
J , then for all u ∈ D(LU,p) we have
Re
(LU,pu, u|u|p−2) > hp(u|u| p2−1) (2.14)
and ∣∣Im(LU,pu, u|u|p−2)∣∣ 6 c0µp Re((LU,p + ωp + µp)u, u|u|p−2), (2.15)
with µp > 0 and ωp ∈ R as in (2.1) and c0 as in (2.6). In particular, LU,p is an
m-sectorial operator of angle arctan c0µp and SU,p is an analytic semigroup on L
p.
Although the above proposition is similar to [SoVo02, Lemma 5.1], we provide
a self-contained proof for the reader’s convenience. We will use the following two
lemmas.
Lemma 2.7. Let p ∈ (1,∞), and let (Ak)k∈N be a sequence of closed operators
in Lp that converges in the strong resolvent sense to a closed operator A∞ in Lp.
(a) Let h : L2 → R∪ {∞} be a lower semi-continuous functional, and assume
that
Re
(
Aku, u|u|p−2
)
> h
(
u|u| p2−1) (2.16)
for all k ∈ N and u ∈ D(Ak). Then (2.16) also holds for k = ∞ and all
u ∈ D(A∞).
(b) Assume that there exist C > 0 and ω ∈ R such that∣∣Im(Aku, u|u|p−2)∣∣ 6 C Re((ω + Ak)u, u|u|p−2) (2.17)
for all k ∈ N and u ∈ D(Ak). Then (2.17) also holds for k = ∞ and all
u ∈ D(A∞).
(c) Let k ∈ N. In both (2.16) and (2.17), the estimate holds for all u ∈ D(Ak)
if it is satisfied on a core for Ak.
Proof. Given u ∈ Lp, we denote vp(u) := u|u| p2−1 and wp(u) := u|u|p−2.
(a) Let λ ∈ C be such that (λ+Ak)−1 → (λ+A∞)−1 strongly. Let u ∈ D(A∞)
and set uk = (λ+ Ak)
−1(λ+ A∞)u for all k ∈ N. By (2.16) we have
Re
(
λuk, wp(uk)
)
+h
(
vp(uk)
)
6 Re
(
(λ+Ak)uk, wp(uk)
)
= Re
(
(λ+A∞)u, wp(uk)
)
for all k ∈ N. Moreover, uk → u in Lp, so vp(uk) → vp(u) in L2 and wp(uk) →
wp(u) in L
p′ as k → ∞. Since h is lower semi-continuous, we conclude that
h(vp(u)) 6 Re
(
A∞u, wp(u)
)
.
(b) This is proved in a similar way.
(c) Let u ∈ D(Ak), and let (um) be a sequence from the core such that um → u
in D(Ak). Then vp(um) → vp(u) in L2 and wp(um) → wp(u) in Lp′ as m → ∞,
and the assertion follows (use the lower semi-continuity of h for (2.16)).
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Lemma 2.8. Let q ∈ [1,∞), and let T be a C0-semigroup on Lq with generator
−A. Let p ∈ (1,∞) and ω ∈ R. Assume that for each u ∈ D(A) there exists a
sequence (wn) in L
p′ ∩ Lq′ such that |wn| 6 |u|p−1, uwn > 0 and
Re
(
(ω + A)u, wn
)
> 0
for all n ∈ N, and |wn| → |u|p−1 a.e. Then T extrapolates to a quasi-contractive
C0-semigroup on L
p.
Proof. Without loss of generality assume that ω = 0. Let f ∈ Lp ∩ Lq and
0 < λ ∈ ρ(−A). We shall show that ‖(λ+A)−1f‖p 6 1λ‖f‖p. Set u = (λ+A)−1f ,
and let (wn) be a sequence as in the assumption. Then |wn|p′−1 = |wn|1/(p−1) 6 |u|
for all n ∈ N, so we obtain |wn|p′ 6 |uwn| = uwn and hence
λ‖wn‖p
′
p′ 6 λ
∫
uwn 6 Re
(
(λ+ A)u, wn
)
6 ‖f‖p‖wn‖p′.
It follows that
∥∥|wn|1/(p−1)∥∥p = ‖wn‖p′−1p′ 6 1λ‖f‖p. Since |wn|1/(p−1) → |u| a.e.,
Fatou’s lemma yields ‖(λ+A)−1f‖p = ‖u‖p 6 1λ‖f‖p. By the exponential formula
we conclude that T extrapolates to a contractive semigroup on Lp, which is
strongly continuous by [Voi92, Proposition 1]. (The strong continuity can also
be deduced from [BrLi83, Theorem 1].)
For the proof of Proposition 2.6 we need in addition the next observation.
Observation 2.9. Let M be a metric space, and for all n ∈ N let fn : M →
R ∪ {∞} be lower semi-continuous. Assume that fn ↑ f pointwise, and let (xn)
be a convergent sequence inM . Then f(lim xn) 6 lim inf fn(xn). This holds since
for any m ∈ N one can estimate fm(lim xn) 6 lim inf
n→∞
fm(xn) 6 lim inf
n→∞
fn(xn).
Proof of Proposition 2.6. First assume that p > 1 and that U > Û − c for some
c > 0. Then t + U is a closed sectorial form by Lemma 2.4(b). Let u ∈ D(LU).
Then u ∈ D(t+ U) = D(h0). Let n ∈ N, and set vn = u
(|u| p2−1 ∧ n), wn =
u
(|u|p−2∧ n2) and Un = 1[|u|p−2>n2]Û . Then |vn|2 = uwn and U−Un > −c, so by
Lemma 2.5 and (1.14) we obtain
Re
(LUu, wn) = Re(t+ U)(u, wn) > τp(vn) + (U − Un)(vn) > −(ω˜p + c)‖vn‖22 .
Thus, by Lemma 2.8, SU extrapolates to a C0-semigroup SU,p on L
p.
Let −LU,p denote the generator of SU,p. Let u ∈ D(LU)∩D(LU,p), and let vn,
wn and Un be as above. Then vn → u|u| p2−1 in L2 and wn → u|u|p−2 in Lp′ and
hence
lim
n→∞
(t + U)(u, wn) =
(LUu, u|u|p−2) = (LU,pu, u|u|p−2).
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For each n ∈ N, the functional hp + (U − Un) on L2 given by v 7→ hp(v) +∫
(U − Un)|v|2 is lower semi-continuous. Hence it follows from Lemma 2.5 and
Observation 2.9 that
Re
(LU,pu, u|u|p−2) = lim
n→∞
Re(t+ U)(u, wn) > lim inf
n→∞
(τp + U − Un)(vn)
> lim inf
n→∞
(hp + U − Un)(vn) > (hp + U)(u|u|
p
2
−1),
where hp + U is considered as a functional on L
2. The set D(LU) ∩D(LU,p) is a
core for LU,p, so by Lemma 2.7(c) and (2.13) we conclude that
Re
(LU,pu, u|u|p−2) > (hp + U)(u|u| p2−1) > −ω˜p‖u‖pp (2.18)
for all u ∈ D(LU,p). Thus (2.14) holds (even for all p ∈ J \ {1}), and by the
Lumer–Phillips theorem it follows that ‖SU,p(t)‖p→p 6 eω˜pt for all t > 0.
In the case p = 1 we can argue as in Remark 1.8(c): we have limp→1 ω˜p 6 ω˜1,
so by the above we obtain a semigroup SU,1 on L
1 with ‖SU,1(t)‖1→1 6 eω˜1t for
all t > 0. Moreover, SU,1 is strongly continuous by [Voi92, Proposition 4].
Now assume that p ∈ ◦J . Let u ∈ D(LU) ∩D(LU,p), and let again vn, wn and
Un be as above. Since uwn is real, we obtain
Im
(LU,pu, wn) = Im(t+ U)(u, wn) = Im t(u, wn)
for all n ∈ N. Set M = c0µp and ω = µp + ωp. Using (2.6), (2.1), (2.5) and U > 0,
we estimate
|Im t(u, wn)| 6 c0(h0 + 1)(vn) 6 M(τp + ω)(vn)
6M(Re t + U + ω)(u, wn) +MUn(vn).
Next, Un|vn|2 6 Û |u|p 6 (U + c)
∣∣u|u| p2−1∣∣2 ∈ L1 by (2.18) and Un|vn|2 → 0 a.e.
Therefore Un(vn)→ 0 by the dominated convergence theorem, and we infer that
|Im(LU,pu, u|u|p−2)| = lim
n→∞
|Im t(u, wn)| 6 M Re
(
(LU,p + ω)u, u|u|p−2
)
.
By Lemma 2.7(c), this estimate carries over to all u ∈ D(LU,p), i.e., (2.15) holds.
So far we have proved the proposition in the case where U > Û − c for some
c > 0. In this last step we show the assertions for an arbitrary U ∈ U. Let
k ∈ N and set U˜k = U + (Û − k)+. Then U˜k > Û − k, and U˜k ∈ U since U˜k
is h0-form-bounded and (t + U) + (Û − k)+ is closable as a sum of two closable
forms. Thus, as shown above, the assertions hold for U˜k in place of U.
Note that (t + U˜k)(v) → (t + U)(v) for all v ∈ D(h0) due to the dominated
convergence theorem; then by [Kat80, Theorem VIII.3.6] we see that SU˜k → SU
as k → ∞ in the semigroup sense on L2. Now let p ∈ J . Using Fatou’s lemma,
we obtain ‖SU(t)‖p→p 6 eω˜pt for all t > 0. Then by [Voi92] one deduces that
SU extrapolates to a C0-semigroup SU,p on L
p. If p ∈ ◦J then it follows by
interpolation that SU˜k,p → SU,p as k →∞ in the semigroup sense on Lp. Applying
Lemma 2.7 we thus conclude that (2.14) and (2.15) hold.
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With the same argument as in the last paragraph of the above proof one also
obtains the following result.
Lemma 2.10. Suppose that Assumptions (I) – (V) are satisfied, and let p ∈ ◦J .
Let U, U˜, U1, U2, . . . ∈ U satisfy U 6 Uk 6 U˜ for all k ∈ N and Uk → U a.e. as
k →∞. Then SUk,p → SU,p as k →∞ in the semigroup sense on Lp.
We end the section by commenting on the reference form h0.
Remark 2.11. Recall from Assumption (II) that h0 ⊆ hmax is a Dirichlet form.
We point out that in [SoVo02], where the case of real-valued coefficients is studied,
the main reference object is a Dirichlet form a0 ⊆ a rather than h0, and it is
assumed that D(a0) ∩ Q(V +) is a core for a0 (recall V = ReQ). Under that
assumption one can choose h0 := a0+V
+, and then h0 satisfies Assumption (II).
Conversely, if in the setting of the current paper one defines a0 = a↾D(h0), then
a0 is a Dirichlet form, a0 ⊆ a, and D(a0) ∩ Q(V +) is a core for a0. Moreover,
a0 + V
+ = h0. Indeed, the inclusion a0 + V
+ ⊇ h0 is clear, so one only has
to show that u ∈ D(a0 + V +) implies u ∈ D(h0). Without loss of generality
assume that u > 0. Let (un) be a sequence in D(h0) such that un → u in D(a0).
Then D(h0) ∋ vn := (Re un)+ ∧ u → u in D(a0); cf. the proof of Lemma 2.2
and [SoVo02, Proof of Lemma 3.13]. By the dominated convergence theorem it
follows that vn → u in D(hmax), so u ∈ D(h0).
3 Generation of quasi-contractive semigroups
Throughout this section let SU,p be the C0-semigroup on L
p constructed in Propo-
sition 2.6, for given p ∈ J and U ∈ U, and let −LU,p be the generator of SU,p.
At the end of the section we prove Theorem 1.7, in which we eliminate the ab-
sorption potential U via strong resolvent convergence. In Theorem 3.3 we give
the proof of Theorem 1.7 in a special case. We then need a modification of that
proof to deduce the general case; this involves resolvents twisted with suitable
multiplication operators.
One of the key points that make the elimination of U work is the following
observation.
Lemma 3.1. Let (X, µ) be a measure space, let p ∈ (1,∞) and let A be an
m-accretive operator in Lp(µ). Let U : X → [0,∞) be measurable. Suppose that
vp(u) := u|u| p2−1 ∈ Q(U) and
U(vp(u)) 6 Re
(
Au,wp(u)
)
for all u ∈ D(A), where wp(u) = u|u|p−2. Then
‖U 1p (λ+ A)−1‖p→p 6 λ−
1
p′
for all λ > 0.
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Proof. Let f ∈ Lp(µ) and set u = (λ+ A)−1f . Then ‖u‖p 6 λ−1‖f‖p and
‖U 1pu‖pp = U(vp(u)) 6 Re
(
Au,wp(u)
)
= Re
(
f, wp(u)
)− λ‖u‖pp
6 ‖f‖p‖wp(u)‖p′ = ‖f‖p‖u‖p−1p 6 λ−(p−1)‖f‖pp ,
which implies the assertion.
Lemma 3.1 will be used via the following result.
Proposition 3.2. Let Assumptions (I) – (V) be satisfied. Let U ∈ U and p ∈ ◦J .
Let U ′ : Ω → [0,∞) be measurable, let c > 0 and ω ∈ R, and suppose that
U ′(v) 6 c
(
τp(v) + ω‖v‖22
)
for all v ∈ D(h0). Then∥∥(U ′) 1p (λ+ LU,p)−1∥∥p→p 6 c 1p (λ− ω)− 1p′ ,∥∥(U ′) 1p′ (λ+ L∗U,p)−1∥∥p′→p′ 6 c 1p′ (λ− ω)− 1p
for all λ > ω.
Proof. It follows from the assumptions and the lower semicontinuity of the func-
tional L2 ∋ v 7→ ∫ U ′|v|2 that U ′(v) 6 c(hp(v) + ω‖v‖22) for all v ∈ D(h0). Let
u ∈ D(LU,p). By Proposition 2.6 we obtain v := u|u| p2−1 ∈ D(h0) and
1
cU
′(v) 6 hp(v) + ω‖v‖22 6 Re
(
(ω + LU,p)u, u|u|p−2
)
.
Then the first assertion follows from Lemma 3.1.
To prove the second assertion, note that the semigroup (e−tL
∗
U )t>0 adjoint to
(e−tLU )t>0 extrapolates to the C0-semigroup (e
−tL∗
U,p)t>0 on L
p′. Moreover, L∗U is
associated with the closure of t∗ + U , where t∗ denotes the adjoint form defined
by t∗(u, v) = t(v, u) on D(t∗) = D(t). Finally, t∗ has the same structure as the
form t:
t∗(u, v) =
(A∗∇u,∇v)+ ((−b2) · ∇u, v)− ((−b1)u,∇v)+ (Qu, v),
from which one easily deduces that τ ∗p′ = τp, where τ
∗
p′ denotes the functional
corresponding to t∗ and p′; cf. (1.13). Thus the second assertion follows from the
same argument as the first one.
Making use of Proposition 3.2, we now give the proof of Theorem 1.7 in the
special case where the absorption potentials belong to U ∩ L1. (Observe that
U ⊆ L1 if 1Ω ∈ D(h0), which holds, e.g., if Ω is bounded and D(h0) = W 1,2.)
Theorem 3.3. Let Assumptions (I) – (V) be satisfied, and let p ∈ ◦J . Let
U, U1, U2, . . . ∈ U ∩ L1 be such that Um 6 U for all m ∈ N and Um → 0 a.e.
Then the sequence (SUm,p)m∈N converges in the semigroup sense.
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Proof. By Proposition 2.6 we know that ‖SUm,p(t)‖p→p 6 eω˜pt for all m ∈ N and
t > 0. We shall show that there exists an ω > 0 such that for every f ∈ L1 ∩L∞,
the sequence
(
λ(λ + LUm,p)−1f
)
m∈N is convergent in L
p, uniformly for λ > 2ω.
Then it follows that the assumptions of the Trotter–Kato–Neveu theorem [Kat80,
Theorem IX.2.17] are satisfied, which yields the asserted semigroup convergence
of (SUm,p)m∈N.
Without loss of generality we assume that U > 0 a.e. Let q ∈ ◦J with q > p.
Since U ∈ U, it follows from Lemma 2.1 that there exist c > 0 and ω > 1 such
that U(v) 6 c
(
τr(v) + ω‖v‖22
)
for all v ∈ D(h0) and r ∈ {p, q}.
In the next steps we fix k,m ∈ N. Note that
Uk,n := Uk + (Um − n)+ ∈ U, Um,n := Um + (Uk − n)+ ∈ U
for all n ∈ N. By Lemma 2.10 we see that
Rj,n(λ) := (λ+ LUj,n,p)−1 → (λ+ LUj,p)−1
strongly as n→∞, for all λ > ω and j ∈ {k,m}.
Let λ > ω and n ∈ N. Observe that Uk,n−Um,n = Uk∧n−Um∧n is bounded.
Thus, LUk,n = LUm,n + (Uk,n −Um,n) and hence LUk,n,p = LUm,n,p + (Uk,n −Um,n),
so the second resolvent equation gives
Rm,n(λ)− Rk,n(λ) = Rk,n(λ)(Uk ∧ n− Um ∧ n)Rm,n(λ).
Since |Uk ∧ n− Um ∧ n| 6 |Uk − Um|, it now follows from the second estimate in
Proposition 3.2 (applied to the adjoint operator from Lp to Lp) that∥∥Rm,n(λ)f −Rk,n(λ)f∥∥p 6 c 1p′ (λ− ω)− 1p∥∥U− 1p′ (Uk − Um)Rm,n(λ)f∥∥p .
By Ho¨lder’s inequality and the first estimate in Proposition 3.2 we obtain∥∥U− 1p′ (Uk − Um)Rm,n(λ)f∥∥p 6 ‖U 1qRm,n(λ)f‖q‖(Uk − Um)U− 1p′− 1q ‖ pqq−p
6 c
1
q (λ− ω)− 1q′ ‖f‖q
∥∥( |Uk−Um|
U
) pq
q−pU
∥∥ 1p− 1q
1
,
(3.1)
where we have used |Uk − Um|U−
1
p′
− 1
q = |Uk−Um|
U
U
q−p
pq in the second inequality.
With C := c
1
p′
+ 1
q we arrive at∥∥Rm,n(λ)f −Rk,n(λ)f∥∥p 6 C(λ− ω)− 1q′− 1p‖f‖q∥∥( |Uk−Um|U ) pqq−pU∥∥ 1p− 1q1 .
Now let λ > 2ω, so that λ
λ−ω 6 2. Then we infer, letting n→∞, that
λ
∥∥(λ+ LUm,p)−1f − (λ+ LUk,p)−1f∥∥p 6 2Cω 1q− 1p‖f‖q∥∥(Uk+UmU ) pqq−pU∥∥ 1p− 1q1 .
Since U ∈ L1, Um
U
6 1 and Um
U
→ 0 a.e. asm→∞, we conclude that the sequence(
λ(λ+ LUm,p)−1f
)
m∈N is convergent in L
p, uniformly for λ > 2ω.
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Remark 3.4. In the case of uniform convergence Uk/U → 0 one can use (3.1)
with p = q to obtain norm resolvent convergence.
In general U * L1, and it is not even clear whether U∩L1 6= ∅. However, since
every U ∈ U is form bounded with respect to h0, one has Uρ2 ∈ L1 for all ρ ∈
D(h0). This is the basic observation for adapting the technique of Theorem 3.3
to the general case. Let ρ ∈ D(h0) satisfy ρ > 0 a.e., and set ε = 2 q−ppq . Then
instead of using (3.1) we will work with the inequality∥∥U− 1p′ (Uk − Um)Rm,n(λ)f∥∥p
6
∥∥U 1q ρ−εRm,n(λ)f∥∥q∥∥(Uk − Um)U− 1p′− 1q ρε∥∥ pq
q−p
6
∥∥U 1q ρ−εRm,n(λ)ρε∥∥q→q‖ρ−εf‖q∥∥( |Uk−Um|U ) pqq−p Uρ2∥∥ 1p− 1q1 ,
(3.2)
where ρε and ρ−ε are understood as multiplication operators, and we assume that
ρ−εf ∈ Lq. This idea motivates us to study the twisted resolvent ρ−ε(λ+LU)−1ρε
and the corresponding sesquilinear form, for given U ∈ U.
As a first preparation we investigate under which conditions ρε is a bounded
multiplication operator on the form domain.
Lemma 3.5. Let (X, µ) be a measure space, let h be a symmetric Dirichlet form
in L2(µ), and let H be the associated positive self-adjoint operator in L2(µ).
(a) Let f ∈ L2∩L∞ and ρ := (I+H)−1f . Then ρ is a bounded multiplication
operator on D(h).
(b) Let ρ ∈ L∞(µ) be a bounded multiplication operator on D(h), and let
F : C → C be Lipschitz continuous. Then F ◦ ρ is a bounded multiplication
operator on D(h).
Proof. (a) Assume without loss of generality that f and hence ρ is real-valued.
We shall show that there exists a constant c > 0 such that (h+1)(ρu) 6 c(h+1)(u)
for all real-valued u ∈ D(h) ∩ L∞; then the assertion follows since D(h) ∩ L∞ is
a core for h and the form h is real.
Observe that ρu, ρu2 ∈ D(h) since ρ, u ∈ D(h)∩L∞. For all x, y ∈ X we have
(ρu)(x)2 = ρ(x) · (ρu2)(x) and(
(ρu)(x)− (ρu)(y))2
= ρ(x)ρ(y)
(
u(x)− u(y))2 + (ρ(x)− ρ(y))((ρu2)(x)− (ρu2)(y)).
An application of [Hua02, Proposition 2.1] yields(
(I − e−tH)(ρu), ρu) 6 ‖ρ‖2∞((I − e−tH)u, u)+ ((I − e−tH)ρ, ρu2)
for all t > 0, and hence
(h+ 1)(ρu) 6 ‖ρ‖2∞h(u) + (h+ 1)(ρ, ρu2) = ‖ρ‖2∞h(u) +
(
f, ρu2
)
.
This completes the proof of (a) since fρ ∈ L∞(µ).
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(b) It is not too difficult to see that the function Φ:
{
(w, z) ∈ C × C: |z| 6
‖ρ‖∞|w|
}→ C defined by Φ(w, z) = F ( zw )w if (w, z) 6= (0, 0) and Φ(0, 0) = 0 is
Lipschitz continuous. Moreover, (F ◦ρ)u = Φ ◦ (u, ρu) for all u ∈ D(h), so the
assertion follows from [MaRo¨92, Theorem I.4.12] applied to ReΦ and to ImΦ.
In the following let ρ ∈ W 1,1loc ∩ L∞ be a bounded multiplication operator on
D(h0) with ρ > 0 a.e. We further suppose that there exist κ,K > 0 such that
Wρ :=
〈As0∇ρ,∇ρ〉
ρ2
6 κh0 +K. (3.3)
We first consider the special case where ρ−1 ∈ L∞; then ρ−1 ∈ W 1,1loc . Let ε ∈ R.
Since ρ±1 ∈ L∞, there exists a Lipschitz continuous function F : C → C such
that F ◦ρ = ρε. Hence by Lemma 3.5(b), ρε is a bounded multiplication operator
on D(h0). It follows that (u, v) 7→ t(ρεu, ρ−εv) is a bounded form on D(h0).
A straightforward computation yields
t(ρεu, ρ−εv) = t(u, v)− ε(A∇u, ∇ρρ v)+ ε(A∇ρρ u,∇v)
+ ε
(〈
b1+b2,
∇ρ
ρ
〉
u, v
)− ε2( 〈A∇ρ,∇ρ〉
ρ2
u, v
) (3.4)
for all u, v ∈ D(h0), so the form is of the same structure as t, with new lower-order
coefficients
b
(ε)
1 = b1 − εA⊤∇ρρ , b(ε)2 = b2 − εA∇ρρ , Q(ε) = Q + ε
〈
b1+b2,
∇ρ
ρ
〉− ε2 〈A∇ρ,∇ρ〉
ρ2
.
We define a new reference form h
(ε)
0 with domain D(h
(ε)
0 ) = D(h0) by
h
(ε)
0 (u, v) =
(As0∇u,∇v)+ V +ε (u, v),
where Vε = ReQ
(ε). Whenever the tuple
(A, b(ε)1 , b(ε)2 , Q(ε), h(ε)0 ) satisfies Assump-
tions (I) – (IV), we denote by t(ε) the sesquilinear form and by τ
(ε)
p (p ∈ [1,∞])
the functionals associated with the new lower-order coefficients.
In the following let αs be as in (1.5). By Assumption (III) there exists an
M > 0 such that 〈Aa0ξ, η〉2 6 M2〈As0ξ, ξ〉〈As0η, η〉 for all ξ, η ∈ RN . Moreover,
Û 6 cˆ(h0 + 1) for some cˆ > 0 by Assumption (IV). In the next result we will use
the constants
Cp := 2
(
M2 + (1− 2p)2 + cˆ
)
+ α2s (p ∈ [1,∞]). (3.5)
Lemma 3.6. Let Assumptions (I) – (IV) be satisfied, and let ρ ∈ W 1,1loc ∩ L∞ be
a bounded multiplication operator on D(h0). Assume that ρ > 0 a.e., ρ
−1 ∈ L∞
and that ρ satisfies (3.3) for some κ,K > 0. Let p ∈ [1,∞].
(a) Let C := 1+(C1+1)max{κ,K}, and let 0 < ε 6 ε0 := min{1, 12C }. Then
1
2
h0 − 1 6 h(ε)0 6 2h0 + 1, the tuple
(A, b(ε)1 , b(ε)2 , Q(ε), h(ε)0 ) satisfies Assumptions
(I) – (IV), and
τ (ε)p (v) > τp(v)− εC(h0 + 1)(v)
for all v ∈ D(h0).
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(b) Suppose that κ = 0, and let ε > 0. Then the tuple
(A, b(ε)1 , b(ε)2 , Q(ε), h(ε)0 )
satisfies Assumptions (I) – (IV), and
τ (ε)p (v) > τp(v)− δ(h0 + 1)(v)− ε2K
(Cp
δ
+ 1
)‖v‖22
for all δ > 0 and v ∈ D(h0).
Proof. First observe that the form h
(ε)
0 satisfies Assumption (II) if there exists a
cε > 0 such that |h(ε)0 (v) − h0(v)| 6 12h0(v) + cε‖v‖22 for all v ∈ D(h0). Then,
using this estimate and (3.3), one easily shows that the coefficients b
(ε)
1 , b
(ε)
2 , Q
(ε)
satisfy Assumption (IV).
We shall show that
|h(ε)0 (v)− h0(v)| 6 δ(h0 + 1)(v) + ε2
(
cˆ
δ
+ 1
)
Wρ(v), (3.6)
τ (ε)p (v) > τp(v)− δ(h0 + 1)(v)− ε2
(Cp
δ
+ 1
)
Wρ(v) (3.7)
for all v ∈ D(h0) and δ > 0. Then one easily obtains the assertions of (a) by
choosing δ = ε and noting that cˆ 6 Cp 6 C1, Wρ 6 max{κ,K}(h0 + 1) and
ε+ ε2
(Cp
ε + 1
)
max{κ,K} 6 εC 6 1
2
,
provided 0 < ε 6 ε0. If κ = 0, then we choose δ =
1
2
in (3.6), and the assertions
of (b) follow since Wρ 6 K.
It remains to verify (3.6) and (3.7). Note that
|h(ε)0 (v)− h0(v)| = |V +ε (v)− V +(v)| 6 |Vε(v)− V (v)| (3.8)
for all v ∈ D(h0). Since Vε = V + ε
〈
Re(b1+b2),
∇ρ
ρ
〉− ε2Wρ, we can estimate
|Vε − V | 6 ε
(
4Û
)1/2
W 1/2ρ + ε
2Wρ 6
δ
cˆ
Û + ε2 cˆ
δ
Wρ + ε
2Wρ (3.9)
by the Cauchy–Schwarz inequality and the definition (2.3) of Û . By (3.8) and
the estimate 1
cˆ
Û 6 h0 + 1, this implies (3.6).
Observe that Re
(−1
p
A⊤+ 1
p′
A) = (1 − 2p)As0 + Aa0 and Im(A⊤+ A) = 2As1,
where the real and imaginary parts are taken coefficient-wise. It follows that
Re
(
1
p
b
(ε)
1 − 1p′ b(ε)2
)
= Re
(
1
p
b1 − 1p′ b2
)
+ ε
(
(1− 2p)As0 +Aa0
)∇ρ
ρ
and
Im(b
(ε)
1 + b
(ε)
2 ) = Im(b1+b2)− 2εAs1∇ρρ .
Thus we obtain
τ (ε)p (v) = τp(v) + 2ε
(|v|((1− 2p)As0 +Aa0)∇ρρ ,∇|v|)
+ 2ε
(|v|As1∇ρρ , Im(sgn v∇v))+ (Vε − V )(v) (3.10)
for all v ∈ D(h0).
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Let v ∈ D(h0), and set η = Im(sgn v∇v). For all ξ ∈ RN , the definition of M
implies that
〈Aa0ξ, (As0)−1Aa0ξ〉2 6 M2〈As0ξ, ξ〉〈Aa0ξ, (As0)−1Aa0ξ〉
and hence〈
(As0)−1(αAs0 +Aa0)ξ, (αAs0 +Aa0)ξ
〉
= α2〈As0ξ, ξ〉+ 〈(As0)−1Aa0ξ,Aa0ξ〉
6 (α2 +M2)〈As0ξ, ξ〉
for all α ∈ R. By the Cauchy–Schwarz inequality we infer that∣∣〈|v|((1− 2p)As0 +Aa0)∇ρρ ,∇|v|〉∣∣2
6
(
(1− 2p)2 +M2
)〈As0∇ρρ , ∇ρρ 〉|v|2 · 〈As0∇|v|,∇|v|〉.
Similarly, ∣∣〈|v|As1∇ρρ , η〉∣∣2 6 α2s〈As0∇ρρ , ∇ρρ 〉|v|2 · 〈As0η, η〉
by (1.5). Together with (3.9) it follows from (3.10) that
τ (ε)p (v) > τp(v)− 2ε
(
M2 + (1− 2p)2
) 1
2a(|v|) 12Wρ(v) 12
− 2εαs
(As0η, η) 12Wρ(v) 12 − ( δ2cˆ Û + ε2 2cˆδ Wρ + ε2Wρ)(v).
Finally, observe that a(v) 6 h0(v) and
(As0η, η) = a(v)− a(|v|) = h0(v)−h0(|v|).
Then, estimating
2ε
(
M2 + (1− 2p)2
) 1
2a(|v|) 12Wρ(v) 12 6 δ
2
h0(|v|) + ε22
δ
(
M2 + (1− 2p)2
)
Wρ(v)
2εαs
(As0η, η) 12Wρ(v) 12 6 δ(h0(v)− h0(|v|))+ ε21δα2sWρ(v)
and δ
2cˆ
Û(v) 6 δ
2
(h0 + 1)(|v|), we conclude that (3.7) holds, and the proof is
complete.
We point out that in the following result we do not assume ρ−1 ∈ L∞.
Proposition 3.7. Let Assumptions (I) – (V) be satisfied, and let ρ ∈ W 1,1loc ∩L∞
be a bounded multiplication operator on D(h0). Assume that ρ > 0 a.e. and that
ρ satisfies (3.3) for some κ,K > 0. Let p ∈ ◦J , and let µp > 0 and ωp ∈ R be as
in (2.1).
(a) Let U ′ : Ω → [0,∞) be measurable, and suppose that U ′ 6 c1(h0 + 1) for
some c1 > 0. Then there exist δ, ε > 0 such that for all ε ∈ (0, ε], λ > ωp + µp,
U ∈ U and q ∈ J with |1p − 1q | 6 δ one has
‖(U ′) 1q ρ−ε(λ+ LU,p)−1ρε‖q→q 6
(
2c1
µp
) 1
q (λ− ωp − µp)−
1
q′ . (3.11)
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(b) Suppose that κ = 0. Then
‖ρ−εSU,p(t)ρε‖p→p 6 exp
((
ωp + µp + ε
2K(Cpµp + 1)
)
t
)
for all ε > 0, U ∈ U and t > 0, with Cp from (3.5).
Proof. (a) We first assume that ρ−1 ∈ L∞ and that U > Û − c for some c ∈ R.
In the last step of the proof we will remove these assumptions.
Let ε0 > 0 and C > 1 be as in Lemma 3.6(a), and fix ε ∈ (0, ε0]. Re-
call from (3.4) that the form t(ε) with lower-order coefficients b
(ε)
1 , b
(ε)
2 , Q
(ε) is a
bounded form on D(h0) given by
t(ε)(u, v) = t(ρεu, ρ−εv). (3.12)
We will employ the corresponding Dirichlet form h
(ε)
0 and the functionals τ
(ε)
q
(q ∈ [1,∞]) as in Lemma 3.6; in addition we use the corresponding set U(ε) of
potentials and the interval J (ε).
By (1.13) we have Re t(v) = τ2(v) for all v ∈ D(h0), and similarly for t(ε).
Thus, by Lemma 3.6(a) we obtain Re t(ε) > Re t − εC(h0 + 1). It follows from
(2.4) and (2.1) that Re(t + Û) > µph0 − ωp. Together with U > Û − c we infer
that
Re(t(ε) + U) > (µp − εC)h0 − (ωp + c + εC). (3.13)
Therefore if ε < µp
C
, then t(ε)+U is a closed sectorial form; in particular, U ∈ U(ε).
It follows from (3.12) that the form t(ε) + U is associated with the operator
ρ−εLUρε with domain ρ−εD(LU) and that the corresponding C0-semigroup is
(ρ−εe−tLUρε)t>0.
By (2.2) there exists a C0 > 0 such that |τp(v)− τq(v)| 6 C0|1p − 1q |(h0+1)(v)
for all v ∈ D(h0) and q ∈ [1,∞]. Set δ = µp4C0 and fix q ∈ [1,∞] with |1p − 1q | 6 δ.
If ε 6 ε := min
{
ε0,
µp
4C
}
, then by Lemma 3.6(a) and (2.1) we obtain
τ (ε)q (v) > τq(v)− εC(h0 + 1)(v) > τp(v)− (C0δ + εC)(h0 + 1)(v)
> 1
2
µph0(v)− (ωp + 12µp)‖v‖22
for all v ∈ D(h0). On the one hand, this implies that q is in the interior of J (ε),
due to Lemma 2.1 and the estimate h0 >
1
2
(h
(ε)
0 −1). On the other hand we infer,
using U ′ 6 c1(h0 + 1), that
U ′(v) 6 c1 2µp
(
τ (ε)q (v) + (ωp + 2 · 12µp)‖v‖22
)
for all v ∈ D(h0). Thus we have verified the conditions of Proposition 3.2 for the
perturbed operator ρ−εLUρε associated with the form t(ε)+U , and (3.11) follows
in the case that the initial assumptions on ρ and U hold.
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Now we prove the assertion for general ρ and U. We define ρk := ρ ∨ 1k and
Um := U + (Û −m)+; then ρ−1k ∈ L∞, Wρk 6 Wρ 6 κh0 + K for all k ∈ N and
Um ∈ U, Um > Û −m for all m ∈ N, so by the above it follows that∥∥(U ′) 1q ρ−εk (λ+ LUm,p)−1ρεk∥∥q→q 6 (2c1µp ) 1q (λ− ωp − µp)− 1q′ (3.14)
for all λ > ωp + µp and q ∈ [1,∞] with |1p − 1q | 6 δ. By Lemma 2.10 we see
that SUm,p → SU,p in the semigroup sense on Lp as m → ∞. Moreover, up to a
subsequence, (λ+LU,p)−1ρεkf → (λ+LU,p)−1ρεf a.e. as k →∞, for all f ∈ Lp∩Lq.
Thus we obtain the assertion by first letting m→∞ in (3.14), and then k →∞,
taking into account Fatou’s lemma.
(b) The proof is similar as above; we only point out the main differences. Fix
ε > 0. Instead of (3.13) we obtain
Re(t(ε) + U) > µp
2
h0 −
(
ωp + c+
µp
2
+ ε2K(2Cpµp + 1)
)
,
by Lemma 3.6(b) applied with δ = µp
2
. As above it follows that U ∈ U(ε).
Applying Lemma 3.6(b) with δ = µp we obtain
τ (ε)p (v) > −
(
ωp + µp + ε
2K(Cpµp + 1)
)‖v‖22
for all v ∈ D(h0). Hence p ∈ J (ε), and the assertion follows from Proposition 2.6.
The final step in the preparation of the proof of Theorem 1.7 is the existence
of a weight ρ that satisfies the assumptions of Proposition 3.7 and belongs to
D(h0), not just W
1,1
loc .
Lemma 3.8. Let f ∈ L2 be such that 0 < f 6 1 a.e. Set ρ = (I+H0)−1f , where
H0 is the positive self-adjoint operator associated with the Dirichlet form h0. Then
0 < ρ 6 1 a.e., ρ ∈ D(h0), ρ is a bounded multiplication operator on D(h0) and
Wρ =
〈As0∇ρ,∇ρ〉
ρ2
6 4h0 + 2
as forms.
Proof. By Lemma 3.9 below we have ρ > 0 a.e., and ρ 6 1 a.e. since h0 is a
Dirichlet form. Moreover, ρ ∈ D(H0) ⊆ D(h0). It follows from Lemma 3.5(a)
that ρ is a bounded multiplication operator onD(h0). We shall show that h0(u) >
1
4
Wρ(u) − 12‖u‖22 for all real-valued functions u ∈ D(h0) ∩ L∞; then the last
assertion follows since D(h0) ∩ L∞ is a core for h0 and the form h0 is real.
Let ε > 0. Then the function x 7→ (x+ + ε)−1/2 is bounded and Lipschitz
continuous on R. By Lemma 3.5(b) it follows that v := (ρ+ε)−1/2u ∈ D(h0)∩L∞.
Moreover, ∇u = (ρ+ ε)1/2∇v + 1
2
v(ρ+ ε)−1/2∇ρ. Therefore,
〈As0∇u,∇u〉 = (ρ+ ε)〈As0∇v,∇v〉+ 〈As0∇ρ, v∇v〉+ 14 (ρ+ ε)−1v2 〈As0∇ρ,∇ρ〉
> 1
2
〈As0∇ρ,∇v2〉+ 14 (ρ+ ε)−2u2 〈As0∇ρ,∇ρ〉,
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because 〈As0∇v,∇v〉 > 0. Since v2 ∈ D(h0) and V +(u) > 12V +(ρ, v2), we obtain
h0(u) =
(As0∇u,∇u)+ V +(u) > 14
∫ 〈As0∇ρ,∇ρ〉
(ρ+ ε)2
u2 +
1
2
h0(ρ, v
2). (3.15)
Moreover,
h0(ρ, v
2) =
(
H0ρ, v
2
)
=
(
f − ρ, v2) > −(ρ, v2) > −‖u‖22 .
Letting ε→ 0 in (3.15), we conclude that h0(u) > 14Wρ(u)− 12‖u‖22, and the proof
is complete.
Lemma 3.9. Let p ∈ [1,∞), and let B ∈ L(Lp) be a positive operator with dense
range. Then Bf > 0 a.e. for all f ∈ Lp such that f > 0 a.e.
Proof. Let E be a measurable set such that Bf = 0 a.e. on E. Let g ∈ Lp satisfy
g > 0. Then 0 6 B(g ∧ (nf)) 6 nBf , so B(g ∧ (nf)) = 0 a.e. on E for all n ∈ N.
Moreover, B(g ∧ (nf)) → Bg in Lp. Therefore Bg = 0 a.e. on E. By linearity,
Bg = 0 a.e. on E for all g ∈ Lp. Since R(B) is dense in Lp, we conclude that E
is a null set.
Now we are ready to prove our main result on the existence of a quasi-
contractive C0-semigroup associated with L.
Proof of Theorem 1.7. It was proved in Lemmas 2.1 and 2.4(a) that
◦
J 6= ∅ and
U 6= ∅. Now let U, U1, U2, . . . ∈ U satisfy Um 6 U for all m ∈ N and Um → 0
a.e. as m → ∞. Without loss of generality we assume that U > 0 a.e. By
Proposition 2.6, the estimate
‖SUm,r(t)‖r→r 6 eω˜rt (3.16)
holds for all m ∈ N, r ∈ J and t > 0.
Let p ∈ ◦J . It follows from Lemma 3.8 that there exists a ρ ∈ D(h0)∩L∞ such
that ρ > 0 a.e., ρ is a bounded multiplication operator onD(h0) andWρ 6 4h0+2.
Hence the assumptions of Proposition 3.7(a) are satisfied with κ = 4 and K = 2.
As a result there exist δ, ε, C0, ω0 > 0 such that
‖U 1q ρ−ε(λ+ LU˜,p)−1ρε‖q→q 6 C0(λ− ω0)−
1
q′ (3.17)
for all ε ∈ (0, ε], λ > ω0, U˜ ∈ U and all q ∈ J with |1q − 1p | 6 δ.
Choose q ∈ J such that 0 < 1p − 1q 6 ε2 ∧ δ. Then ε := 2
(
1
p − 1q
)
6 ε. Observe
that Mε :=
{
f ∈ L1 ∩ L∞: ρ−εf ∈ L1 ∩ L∞} is dense in Lp.
Now we prove that the sequence (SUm,p)m∈N converges in the semigroup sense.
Let f ∈ Mε. Following the argument of Theorem 3.3, replacing (3.1) with (3.2)
and applying (3.17), one finds C, ω > 0 such that
λ
∥∥(λ+ LUm,p)−1f − (λ+ LUk,p)−1f∥∥p 6 C‖ρ−εf‖q∥∥(Uk+UmU ) pqq−p Uρ2∥∥ 1p− 1q1
for all λ > 2ω and k,m ∈ N.
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Note that Uρ2 ∈ L1 since U 6 c(h0 + 1) and ρ ∈ D(h0). By the dominated
convergence theorem it follows that the sequence
(
λ(λ+LUm)−1f
)
m∈N is conver-
gent in Lp, uniformly for λ > 2ω. Hence there exists a C0-semigroup Sp on L
p
such that SUm,p → Sp in the semigroup sense. Since, by Proposition 2.6, the
semigroups SUm,p are analytic in a common sector and with a uniform bound, we
conclude that Sp is analytic as well. Moreover, (3.16) implies the bound (1.16).
Finally, let r ∈ J \ ◦J . Then it follows from (3.16) that Sp extrapolates to a
quasi-contractive semigroup Sr on L
r, which is a C0-semigroup by [Voi92].
The above proof also gives the following estimate that will be important in
the next two sections.
Theorem 3.10. Let Assumptions (I) – (V) be satisfied, let p ∈ ◦J and let Lp be
as in Theorem 1.7. Then for all u ∈ D(Lp) one has u|u| p2−1 ∈ D(h0) and
Re
(Lpu, u|u|p−2) > hp(u|u| p2−1).
Proof. We use the notation from the previous proof. By Proposition 2.6 one has
Re
(LUm,pu, u|u|p−2) > hp(u|u| p2−1)
and hence u|u| p2−1 ∈ D(h0) for all m ∈ N and u ∈ D(LUm,p). Then the assertion
is a consequence of Lemma 2.7(a).
4 Proof of Theorem 1.4
In this section we derive Theorem 1.4 from our more general result, Theorem 1.7.
The main technical part of the proof of Theorem 1.4 is contained in the next
lemma. Recall the definitions of δp, εp, ω̂p, B̂p and I from (1.10) – (1.12).
Lemma 4.1. Let Assumptions (I) – (IV) be satisfied, and let p ∈ I. Suppose
that β ′ > 0 or αsB′ = 0. Then
τp(v) >
(
εp − ε− ε1−εδ2p
)
h0(|v|) + εh0(v)−
(
ω̂p +
ε
1−εB̂p
)‖v‖22 (4.1)
for all v ∈ D(h0) and ε ∈ [0, 1).
Proof. Let ζ = sgn v∇v, ξ = Re ζ = ∇|v| and η = Im ζ . Then an easy computa-
tion yields
Re
(A∇v,∇v)− (1− 2p)2(As0∇|v|,∇|v|) = 4pp′ (As0ξ, ξ)+ (As0η, η)+ 2(Aa1ξ, η),
so
τp(v) =
4
pp′
(As0ξ, ξ)+ (As0η, η)+ 2(Aa1ξ, η)− 2|1− 2p | ∫ |〈As1ξ, η〉|
+ 2
(|v|Re(1
p
b1 − 1p′ b2), ξ
)− (|v| Im(b1+b2), η)+ V +(v)− V −(v)
= I1 + I2 + . . .+ I8.
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The terms I3, I4 and I6 involving the imaginary parts of the coefficients can
be estimated as follows. Firstly
−I4 = 2|1− 2p |
∫
|〈As1ξ, η〉| 6 2|1− 2p | · αs
(As0ξ, ξ)1/2(As0η, η)1/2
by (1.5), and secondly (1.9) and (1.6) imply that
−(I3 + I6) = −2
(Aa1ξ, η)+ (|v| Im(b1+b2), η)
= Im
(Aa1∇v − v Im(b1+b2),∇v)
6
(
(β ′2h0 +B′)(|v|)
)1/2(As0η, η)1/2.
Set x = h0(|v|) =
(As0ξ, ξ)+V +(v), y = (As0η, η), z = B′‖v‖22 and αp = αs|1− 2p |.
Then
−I4 − (I3 + I6) 6
(
2αpx
1/2 + (β ′2x+ z)1/2
)
y1/2. (4.2)
Now we employ the inequality(
α
√
a+
√
β2a+ b
)2
6 (α + β)2a+ (1 + α
β
)b, (4.3)
valid for all α, a, b > 0 and β > 0. (This estimate is trivial for b = 0; for b > 0 it
easily follows by differentiating with respect to b.) In the case β ′ > 0 it follows
from (4.3), (1.10) and (1.11) that(
2αpx
1/2 + (β ′2x+ z)1/2
)2
6 (2αp + β
′)2x+
(
1 +
2αp
β ′
)
z = 4
(
δ2px+ B̂p‖v‖22
)
;
in the case β ′ = αsB′ = 0 this becomes an equality if
2αp
β′
is replaced with 0 (note
that then αpz = 0). Thus by (4.2) we obtain
−I4 − (I3 + I6) 6 2
(
δ2px+ B̂p‖v‖22
)1/2
y1/2 6
1
1− ε
(
δ2px+ B̂p‖v‖22
)
+ (1− ε)y.
Since ξ = ∇|v|, we infer from (1.7) and (1.8) that
−(I5 + I8) = −2
p
(|v|Re b1, ξ)+ 2
p′
(|v|Re b2, ξ)+ V −(v)
6
(
2
p
β1 +
2
p′
β2 + γ
)
h0(|v|) +
(
2
p
B1 +
2
p′
B2 + Γ
)
‖v‖22 .
Moreover, I1 + I7 >
4
pp′
x and I2 = y, so we conclude that
τp(v) >
(
4
pp′
− 1
1− ε δ
2
p −
2
p
β1 − 2
p′
β2 − γ
)
x+ εy
−
(
1
1− εB̂p +
2
p
B1 +
2
p′
B2 + Γ
)
‖v‖22
=
(
εp − ε− ε1−εδ2p
)
x+ ε(x+ y)− (ω̂p + ε1−εB̂p)‖v‖22 .
This completes the proof since x = h0(|v|) and x+ y = h0(v).
30
Now we are able to prove the first main theorem of this paper.
Proof of Theorem 1.4. Applying Lemma 4.1 with ε = 0 we obtain
τp(v) > εph0(|v|)− ω̂p‖v‖22 (4.4)
for all p ∈ I and v ∈ D(h0). It follows that ω˜p 6 ω̂p, with ω˜p as in (1.14), and
this implies I ⊆ J . Moreover hp(v) > εph0(|v|)− ω̂p‖v‖22 for all v ∈ D(h0) since
the right-hand side of (4.4) is lower semi-continuous in v.
Next let p ∈ ◦I, so that εp > 0. Let ε ∈ (0, 1) satisfy ε + ε1−εδ2p 6 εp. Then
it follows from Lemma 4.1 that (2.1) holds with µp = ε and ωp = ω̂p +
ε
1−εB̂p.
In particular, Assumption (V) is satisfied since p ∈ ◦I ⊆ ◦J . Moreover, hp(v) >
εh0(v)− ωp‖v‖22 for all v ∈ D(h0). Now all the assertions of Theorem 1.4 follow
from Theorem 1.7 and Theorem 3.10.
The case where β ′ = 0 and αsB′ > 0 was excluded in Theorem 1.4. In
this case one does not necessarily obtain a quasi-contractive C0-semigroup on L
p
corresponding to L if p ∈ ∂I, as the following example shows.
Example 4.2. Let N = 1, Ω = (0, 1), A = 1 + i, b1 = −i, b2 = Q = 0
and D(h0) = W
1,2(Ω). Then L = −(1 + i) d2
dx2
− i d
dx
with Neumann boundary
conditions. Observe that in (1.5) – (1.8) one can choose αs = 1, β1 = β2 = B1 =
B2 = γ = Γ = 0, β
′ = 0 and B′ = 1. Therefore,
εp =
4
pp′
− (1− 2p)2 = 1− 2(1− 2p)2
and hence I = [4−2√2, 4+2√2]. It follows from Theorem 1.4, applied with small
β ′ > 0 instead of β ′ = 0, that S2 extrapolates to a quasi-contractive C0-semigroup
Sp on L
p, for all p ∈ ◦I, but we now show that this is not true for p = 4 + 2√2.
Let p = 4+2
√
2 and r = 1−√2− i. Let τ : [0, 1]→ [0,∞) be a C∞-function
satisfying τ(0) = τ ′(0) = τ ′(1) = 0 and τ > 0 on (0, 1]. Let λ > 0 and consider
u = uλ = e
λrτ . Then u ∈ C∞[0, 1] and ∂u
∂n
= 0 on ∂Ω, so u ∈ D(L2). We are
going to compute the real part of(L2u, |u|p−2u) = (1 + i)(u′, (|u|p−2u)′)− i(u′, |u|p−2u).
We have u′ = λrτ ′u and |u|p−2u = exp(λ(r + (p− 2)Re r)τ). Therefore,〈
u′, (|u|p−2u)′〉 = 〈λrτ ′u, λ(r + (p− 2)Re r)τ ′|u|p−2u〉
= λ2
(|r|2 + (p− 2)rRe r)(τ ′)2|u|p.
A straightforward computation yields |r|2 + (p− 2)rRe r = 2(1 + i), so we infer
that (L2u, |u|p−2u) = 4iλ2 ∫ 1
0
(τ ′)2|u|p − iλr
∫ 1
0
τ ′|u|p.
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Since Re(ir) = 1 and |u|p = epλ(Re r)τ = e−
√
8λτ , we conclude that
Re
(L2uλ, |uλ|p−2uλ) = −λ ∫ 1
0
τ ′|u|p = 1√
8
e−
√
8λτ
∣∣1
0
→ − 1√
8
(λ→∞).
Because uλ ∈ Lp, L2uλ ∈ Lp and ‖uλ‖p → 0 as λ → ∞, the Lumer–Phillips
theorem implies that S2 does not extrapolate to a quasi-contractive C0-semigroup
Sp on L
p.
Remark 4.3. Here we comment on the inequalities (1.5) – (1.7) in Lemma 1.1.
(a) It is easy to see that (1.7) holds if 〈(As0)−1bj , bj〉 6 β2j h0 + 2βjBj. Such
an assumption was used, e.g., in [Lis96] to obtain quasi-contractive semigroups
as in Theorem 1.4.
(b) From the definition η(u) = Im(sgn u∇u) it follows that η(u) = −η(u) for
all u ∈ D(h0). Thus, (1.6) is actually a two-sided estimate:∣∣Im(Aa1∇u− u Im(b1+b2),∇u)∣∣ 6 (β ′2h0(|u|) +B′‖u‖22) 12 (As0η(u), η(u))12 .
(c) By Assumptions (III) and (IV), there exist constants αa, Bˆ > 0 and βˆ > 0
such that
|〈Aa1ξ, η〉|2 6 α2a 〈As0ξ, ξ〉〈As0η, η〉,〈
(As0)−1 Im(b1+b2), Im(b1+b2)
〉
6 βˆ2h0 + Bˆ
(4.5)
for all ξ, η ∈ RN . These inequalities are somewhat more explicit than (1.6); we
now show that they imply (1.6) with β ′ = 2αa + βˆ and B′ = (1 + 2αaβˆ )Bˆ.
Let u ∈ D(h0) and set ξ = ∇|u|, η = Im(sgn u∇u). Then (1.9) gives
Im
(Aa1∇u− u Im(b1+b2),∇u) = (−2Aa1ξ + |u| Im(b1+b2), η)
6
(
2αa(As0ξ, ξ)
1
2 +
(
βˆ2h0(|u|) + Bˆ‖u‖22
) 1
2
)
(As0η, η)
1
2 .
Since (As0ξ, ξ) 6 h0(|u|), it follows from (4.3) that
Im
(Aa1∇u−u Im(b1+b2),∇u) 6 ((2αa+ βˆ)2h0(|u|)+(1+ 2αaβˆ )Bˆ‖u‖22)12(As0η, η)12 ,
i.e., the estimate (1.6) holds with β ′ = 2αa + βˆ and B′ = (1 + 2αaβˆ )Bˆ.
In the next example we explain why the estimates (4.5) are much cruder
than (1.6). The main point is that Aa1 essentially plays the role of a first-order
coefficient i divAa1, rather than a second-order coefficient.
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Example 4.4. Let us assume that C∞c (Ω) is a core for h0, i.e., h0 = hmax↾C∞c (Ω).
(a) Suppose that b := i divAa1 =
(
i
∑N
j=1 ∂j(Aa1)jk
)
k
is a locally integrable
vector field. Then by the anti-symmetry of Aa1 one obtains
Im
(Aa1∇u− u Im(b1+b2),∇u) = Im(u Im(b− b1 − b2),∇u)
=
(|u| Im(b− b1 − b2), η(u))
for all u ∈ C∞c (Ω) and hence for all u ∈ D(h0). Thus, (1.6) is valid if〈
(As0)−1 Im(b− b1 − b2), Im(b− b1 − b2)
〉
6 β ′2h0 +B′.
Note that b = 0 if Aa1 has divergence free columns (e.g., if Aa1 is constant). In
this case, the form t and the associated semigroup are independent of Aa1, and
the constant αa in (4.5) does not play any role.
(b) Assume that b := Im(b1+ b2) ∈ Lp(Ω) for some p > 1 and that b is the
restriction of a compactly supported divergence free vector field b♯ ∈ Lp(RN). If
b itself is divergence free, then this is the case, for instance, when b has compact
support in Ω or when Ω is a simply connected Lipschitz domain. (In the latter
case use [KMPT00, Proposition 4.1] with k = s = 0 and σ = 1.) Then the
exterior derivative of (−∆)−1b♯,
A′ :=
(
1
2
(
∂k(−∆)−1b♯j − ∂j(−∆)−1b♯k
))
jk
∈ W 1,p(RN)
is an anti-symmetric matrix such that divA′ = b♯. As in (a) it follows that(Aa1∇u− u Im(b1+b2),∇u) = ((Aa1 −A′)∇u,∇u)
for all u ∈ D(h0). Hence, if there exists an α > 0 such that∣∣〈(Aa1 −A′)ξ, η〉∣∣2 6 α2〈As0ξ, ξ〉〈As0η, η〉 (4.6)
for all ξ, η ∈ RN , then by (1.9) we see that (1.6) is valid with β ′ = 2α and B′ = 0.
In the case where Im(b1+b2) is oscillating, this can lead to much better estimates
than Remark 4.3(c).
5 Extension of the interval
According to Theorem 1.7, the couple (t,U) is associated with a quasi-contractive
C0-semigroup on L
p for every p ∈ J . The aim in this section is to show that under
additional assumptions there exist consistent analytic C0-semigroups on L
p for p
from a larger interval. In general, these semigroups are not quasi-contractive any
more.
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The following result is an extension of [LiVo00, Proposition 9].
Lemma 5.1. Suppose that D(h0) is an ideal of D(a). Let ρ ∈ W 1,1loc ∩ L∞, and
assume that there exists a c > 0 such that 〈As0∇ρ,∇ρ〉 6 c(h0 + 1). Then ρ is a
bounded multiplication operator on D(h0).
Proof. Firstly, observe that ρ is a bounded multiplication operator on Q(V +).
Secondly, let u ∈ D(h0) ∩ L∞. Then ρu ∈ W 1,1loc and∫
〈As0∇(ρu),∇(ρu)〉 6 2c
(
h0(u) + ‖u‖22
)
+ 2‖ρ‖2∞h0(u). (5.1)
So ρu ∈ D(a) and |ρu| 6 ‖ρ‖∞|u|. By the ideal property we obtain ρu ∈ D(h0).
Since D(h0) ∩ L∞ is a core for h0, the assertion now follows from (5.1).
Remark 5.2. By a similar argument as above one can show the following con-
verse of Lemma 5.1: If ρ ∈ W 1,1loc ∩ L∞ is a bounded multiplication operator on
D(h0), then there exists a c > 0 such that
〈As0∇ρ,∇ρ〉 6 c(h0 + 1). For this one
does not need to assume that D(h0) is an ideal of D(a).
Proof of Theorem 1.9. We prove the assertion for all q ∈ (p−, pmax); then by
duality it also holds for all q ∈ (pmin, p+). Fix p ∈ (p−, p+). We shall show that
there exist M,µ, ω > 0 such that
‖ρ−1ξ Sp(t)ρξ‖p→p 6Meµ|ξ|
2t+ωt, (5.2)
‖Sp(t)‖p→ N
N−2
p 6Mt
−1/peωt (5.3)
for all t > 0 and ξ ∈ RN , where ρξ(x) := e−〈ξ,x〉; then [LSV02, Proposition 2.8]
yields the assertion for all q ∈ [p, N
N−2p).
For the proof of (5.2) fix ξ ∈ RN and n ∈ N, and set ρn = ρξ ∧ n. Then
Wρn :=
〈As0∇ρn,∇ρn〉
ρ2n
= 〈As0ξ, ξ〉1[ρξ6n] 6 c2|ξ|2 =: K
with c2 as in assumption (1.17). In particular, ρn is a bounded multiplication
operator on D(h0), by Lemma 5.1. Applying Proposition 3.7(b) with ε = 1, one
finds µ, ω > 0, independent of ξ and n, such that
‖ρ−1n SU,p(t)ρn‖p→p 6 exp
(
(ω + µ|ξ|2)t)
for all t > 0 and U ∈ U. Now let f ∈ Lp be such that ρξf ∈ Lp. Choosing
U = (Û − m)+ and passing to the limit m → ∞, we infer from the previous
estimate that
‖ρ−1n Sp(t)ρnf‖p→p 6 exp
(
(ω + µ|ξ|2)t)‖f‖p
for all t > 0. Then by Fatou’s lemma we conclude that (5.2) holds with M = 1.
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By Theorem 3.10, the estimate (2.1) and the assumption D(h0) ⊆ L
2N
N−2
(combined with the closed graph theorem), there exists a δ > 0 such that
Re
(
(ωp + 1 + Lp)u, u|u|p−2
)
> µph0(u|u|p/2−1) + ‖|u|p/2‖22 > δ‖u‖pN
N−2
p
for all u ∈ D(Lp). Now let f ∈ Lp, and set ut = e−t(ωp+1+Lp)f for all t > 0.
Using Ho¨lder’s inequality and the analyticity of Sp one deduces that there exists
a C > 0 such that
δ‖ut‖pN
N−2
p
6 Re
(
(ωp + 1 + Lp)ut, ut|ut|p−2
)
6
C
t
‖f‖pp
for all t > 0. It follows that ‖e−t(ωp+1+Lp)f‖ N
N−2
p 6
(
C
δt
)−1/p‖f‖p for all t > 0,
which proves (5.3).
Remark 5.3. In the case N 6 2 a similar result can be proved if one replaces
the assumption of the Sobolev embedding theorem with the following Gagliardo–
Nirenberg inequality: for all r ∈ (2,∞] with θ := N
2
(1 − 2r ) < 1 there exists a
c > 0 such that
‖v‖r 6 c[(h0 + 1)(v)]θ/2‖v‖1−θ2
for all v ∈ D(h0). Then a minor adaptation of the above proof shows that in the
case N = 2 the semigroup Sp extrapolates to an analytic C0-semigroup on L
q for
all q ∈ (1,∞); in the case N = 1 the semigroup Sp extrapolates to an analytic
C0-semigroup on L
q for all q ∈ [1,∞), and the integral kernel satisfies Gaussian
upper bounds. For N = 1 see also [Dav95].
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