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The Gottesman-Knill theorem established that stabilizer states and operations can be efficiently
simulated classically. For qudits with dimension three and greater, stabilizer states and Clifford
operations have been found to correspond to positive discrete Wigner functions and dynamics. We
present a discrete Wigner function-based simulation algorithm for odd-d qudits that has the same
time and space complexity as the Aaronson-Gottesman algorithm. We show that the efficiency
of both algorithms is due to the harmonic evolution in the symplectic structure of discrete phase
space. The differences between the Wigner function algorithm and Aaronson-Gottesman are likely
due only to the fact that the Weyl-Heisenberg group is not in SU(d) for d = 2 and that qubits
have state-independent contextuality. This may provide a guide for extending the discrete Wigner
function approach to qubits.
I. INTRODUCTION
A general set of unitary quantum operators on n-qudit
states requires a number of operators that grows expo-
nentially with n. An important exception to this rule
involves the set of Clifford operators acting on stabilizer
states. These states play an important role in quan-
tum error correction [1] and are closed under action by
Clifford gates. Efficient simulation of such systems was
demonstrated with the tableau algorithm of Aaronson
and Gottesman [1, 2] for qubits (d = 2). Finding the
underlying reason for why such an efficient algorithm is
possible for Clifford circuit simulation has since been the
subject of much study [3–5].
Recent progress has been the result of work by Woot-
ters [6], Eisert [4], Gross [7], and Emerson [5], who have
formulated a new perspective based on the discrete phase
spaces of states and operators in finite Hilbert spaces us-
ing discrete Wigner functions. They have shown that
stabilizer states have positive-definite discrete Wigner
functions and that Clifford operators are positive-definite
maps. This implies that Clifford circuits are efficiently
simulatable on classical computers. In odd-dimensional
systems, stabilizer states have been shown to be the
discrete analogue to Gaussian states in continuous sys-
tems [7] and Clifford group gates have been shown to have
underlying harmonic Hamiltonians that preserve the dis-
crete Weyl phase space points [8]. This means Clifford
circuits are expressible by path integrals truncated at or-
der ~0 and are thus manifestly classical [8, 9].
This poses the question of what the relationship is be-
tween past efficient algorithms for Clifford circuits and
the propagation of discrete Wigner functions of stabilizer
states under Clifford operators. Here, we show that the
original Aaronson-Gottesman tableau algorithm is actu-
ally equivalent to such a discrete Wigner function prop-
agation and that the tableau matrix coincides with the
discrete Wigner function of a stabilizer state. We accom-
plish this by first developing a Wigner function-based
algorithm that classically simulates stabilizer state evo-
lution under Clifford gates and measurements in the Zˆ
Pauli basis for odd d. We then show its equivalence to the
well-known Aaronson-Gottesman tableau algorithm [2].
Both algorithms require O(n2) qudits to represent n sta-
bilizer states, O(n) operations per Clifford operator, and
deterministic and random measurements require O(n2)
operations.
The Aaronson-Gottesman tableau algorithm makes
use of the Heisenberg representation. This means that
evolution is accomplished by updating an associated
tableau or matrix representation of the Clifford operators
instead of the stabilizer states themselves. Our algorithm
is framed in the Schro¨dinger picture, and involves evolv-
ing the Wigner function of stabilizer states. Since the
two algorithms are equivalent, the formulation of Clif-
ford simulation in the Heisenberg picture is a choice and
not a necessity for its efficient simulation. Furthermore,
we reveal the purely classical basis of both algorithms
and the physically intuitive phase space structures and
symplectic properties on which they rely.
II. DISCRETE WIGNER FUNCTION OF THE
STABILIZER FORMALISM
Before we discuss the discrete Wigner function, we in-
troduce a basic framework that defines how a phase space
behaves for odd d-dimensional Hilbert spaces. To begin,
we associate the computational basis with the position
basis, such that the Pauli Zˆj operator on the jth qubit
for n qubits acts as a “boost” operator:
Zˆj |k1, . . . , kj , . . . , kn〉 = e 2piid kj |k1, . . . , kj , . . . , kn〉 . (1)
The discrete Fourier transform operator is defined by:
Fˆj = (2)
1√
d
∑
kj ,lj∈
Z/dZ
e
2pii
d kj lj |k1, . . . , kj , . . . , kn〉 〈l1, . . . , lj , . . . , ln| ,
This is equivalent to the Hadamard gate and allows us
to define the Pauli Xˆj operator as follows:
Xˆj ≡ Fˆ †j ZˆjFˆj . (3)
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2While Zˆj is a boost, Xˆj is a shift operator because
Xˆδqj |k1, . . . , kj , . . . , kn〉 ≡ |k1, . . . , kj ⊕ δq, . . . , kn〉 , (4)
where ⊕ denotes integer addition mod d.
We can reexpress the boost Zˆj and shift Xˆj operators
in terms of their generators, which are the conjugate qˆj
and pˆj operators respectively:
Zˆj = e
2pii
d qˆj (5)
and
Xˆj = e
− 2piid pˆj . (6)
Thus, we can refer to the Xˆj basis as the momentum (pj)
basis, which is equivalent to the Fourier transform of the
qj basis:
pˆj = Fˆ
†
j qˆjFˆj . (7)
These bases form the discrete Weyl phase space (p, q).
The Wigner function Ψx(p, q) of a pure state |Ψ〉 is
defined on this discrete Weyl phase space:
Ψx(p, q) = d
−n ∑
ξq∈
(Z/dZ)n
e−
2pii
d ξq·pΨ
(
q +
(d+ 1)ξq
2
)
Ψ∗
(
q − (d+ 1)ξq
2
)
. (8)
We will shortly be interested in the discrete Wigner func-
tion of stabilizer states. But first we introduce the effect
that the Clifford gates have in this discrete Weyl phase
space.
A. Clifford Gates
A Clifford group gate Vˆ is related to a symplectic
transformation on the discrete Weyl phase space, gov-
erned by a symplectic matrix MVˆ and vector αVˆ [8]:(
p′
q′
)
=MVˆ
[(
p
q
)
+
1
2
αVˆ
]
+
1
2
αVˆ . (9)
Wigner functions Ψx(x) of states evolve under Clifford
operators Vˆ by
Ψx
(MVˆ (x+αVˆ /2)+αVˆ /2) , (10)
where x ≡ (p, q).
When considering Clifford gate propagation, we can
restrict to the generators of the group. One such set
of generators is made up of the phase-shift gate Pˆi, the
Hadamard gate Fˆi, and the controlled-not Cˆij (which act
on the ith and jth qudits).
The phase shift Pˆi is a one-qudit gate with the under-
lying Hamiltonian HPˆi = −d+12 q2i + d+12 qi [8]. Without
loss of generality, we will instead consider
Pˆ ′i = PˆiPˆiZˆi, (11)
which we will refer to as the phase-shift gate in this paper.
We note that the usual phase-shift can be obtained
from the new one within the Clifford group:
Pˆi = Pˆ
′
i Pˆ
′
i Zˆi, (12)
where [Pˆi, Zˆi] = [Pˆ
′
i , Zˆi] = 0. Hence, Pˆ
′
i is an adequate
replacement generator for Pˆi, and we will use it instead
of Pˆi from now on. Since its Hamiltonian has no linear
term (HPˆ ′i
= −q2i ), this leads to an easier presentation
ahead since αPˆ ′i
= 0.
The corresponding equations of motion for Pˆ ′i are p˙i =
2qi and q˙i = 0. Hence, for ∆t = 1,(
MPˆ ′i
)
j,k
= δj,k + 2δi,jδn+i,k. (13)
The Hadamard gate Fˆi is a one-qudit gate and has
the underlying Hamiltonian HFˆi = −pi4 (p2i + q2i ) [8]. The
corresponding equations of motion are p˙i =
pi
2 qi and q˙i =−pi2 pi. Hence, for ∆t = 1,(
MFˆi
)
j,k
= δj,k − δi,jδi,k − δn+i,jδn+i,k (14)
+δi,jδn+i,k − δn+i,jδi,k,
and αFˆi = 0.
Finally, the two-qudit CNOT Cˆij on control qudit i
and second qudit j has the corresponding Hamiltonian
HCˆij = piqj [8]. The corresponding equations of motion
are (p˙i, p˙j) = −(0, pi) and (q˙i, q˙j) = (qj , 0). Hence, for
∆t = 1,(
MCˆij
)
k,l
= δk,l − δi,kδj,l + δn+j,kδn+i,l, (15)
and αCˆij = 0.
B. Wigner Functions of Stabilizer States
A discrete Wigner function associated with the boost
and shift operators defined in Eqs. 5 and 6 is given by
the following theorem [8]:
3Theorem 1. The discrete Wigner function Ψx(x) of a
stabilizer state Ψ for any odd d and n qudits is δΦ×x,r for
2n× 2n matrix Φ and 2n vector r with entries in Z/dZ.
In particular, if we begin with a stabilizer state defined
as |Ψ〉0 = |q0〉, then it was shown in [8] that Ψx(x) =
δΦ0×x,r0 , where Φ0 =
(
0 0
0 In
)
, and r0 = (0, q0).
III. WIGNER STABILIZER ALGORITHM
With the discrete Wigner function of a stabilizer state
defined in Theorem 1 and the effect of the Clifford group
generators on discrete Wigner functions defined in Eq. 10,
we can now examine the effect Clifford operators have on
stabilizer states.
A. Stabilizer Representation
From Theorem 1, propagation of the stabilizer state Ψ
can be represented by considering the state in the Wigner
representation Ψx(x) = δΦt·x,rt . In this way, Φt and rt
specify a linear system of equations in terms of pt and
qt. The first n rows of Φt are the coefficients of (pt, qt)
T
in p0(pt, qt) and the last n rows of Φt are the coefficients
of (pt, qt)
T in q0(pt, qt):(
p0
q0
)
= Φt
(
pt
qt
)
, (16)
The Kronecker delta function sets this linear system of
equations equal to rt. In this way, an affine map—a
linear transformation displaced from the origin by rt—is
defined. This system of equations must be updated after
every unitary propagation and measurement.
Since the Wigner functions Ψx(x) of stabilizer states
propagate under M as Ψx(Mx), it follows that
Φt → ΦtM−1t . (17)
The importance of vector rt and when it must be updated
will become evident when we consider random measure-
ments. Hence, after n operations M1, M2, . . ., Mn,
M−1t =M−11 M−12 . . .M−1n . (18)
The matrices are ordered chronologically left-to-right in-
stead of right-to-left.
Since M is symplectic, M−1t = −JMTt J where
J =
(
0 −In
In 0
)
, (19)
and In is the n× n identity matrix.
Thus the the stability matrices M for Fˆi, Pˆ ′i and Cˆij
given in Eqs. 13-15 differ from their inverses only by sign
changes in their off-diagonal elements:(
M−1
Pˆ ′i
)
j,k
= δj,k − 2δi,jδn+i,k, (20)
(
M−1
Fˆi
)
j,k
= δj,k − δi,jδi,k − δn+i,jδn+i,k (21)
−δi,jδn+i,k + δn+i,jδi,k,
and (
M−1
Cˆij
)
k,l
= δk,l + δi,kδj,l − δn+j,kδn+i,l. (22)
We assume the quantum state is initialized in the com-
putational basis state Ψ0 = |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
n
and so initially
we should set Φ0 =
(
0 0
0 In
)
and r0 = 0. The initial
stabilizer state is Ψx0 = δqt,0. However, it will become
clear when we discuss measurements that it is practically
useful to instead set
Φ0 =
(
In 0
0 In
)
, (23)
thereby setting Ψx0 = δ(pt,qt),(0,0)—not a true Wigner
function. This is equivalent to the last matrix if the first
n rows in Φtx and rt are ignored—the same as ignoring
p0(pt, qt). In fact, we have two Wigner functions here:
one defined by the first n rows and another by the last
n rows. We proceed in this manner, ignoring the first n
rows, until their usefulness becomes apparent to us.
For n qudits unitary propagation requires O(n2) dits
of storage to track Φt and rt. More precisely, since Φt is
a 2n× 2n matrix and rt is an 2n-vector, 2n(2n+ 1) dits
of storage are necessary.
B. Unitary Propagation
Φt contains the coefficients of the linear equations re-
lating x0 to xt. Each row is one equation relating q0i or
p0i to xt. When manipulating rows of Φt we shall refer
to the linear equations that these rows define.
Examining Eqs. 20, 21, and 22, we see that the in-
verse stability matrices of the generator gates Fˆi, Pˆi and
Cˆij are the sum of an identity matrix and a matrix with
a finite number of non-zero off-diagonal elements. The
number of these off-diagonal elements is independent of
the number of qudits, n. Hence, multiplying Φt with a
new stability matrix in Eq. 17 and evaluating the ma-
trix multiplication is equivalent to performing a finite
number of n-vector dot products and so requires O(n)
operations. Therefore, keeping track of propagation of
stabilizer states by Clifford gates can be simulated with
O(n) operations.
Let us examine these unitary operations more closely.
Defining ⊕ and 	 to be mod d addition and subtraction
respectively, we find:
Phase gate on qudit i (Pˆ ′i ). For all j ∈ {1, . . . , 2n},
set Φj,n+i 7→ Φj,n+i 	 2Φj,n.
Hadamard gate on qudit i (Fˆi). Negate Φj,i mod d,
and then swap 	Φj,i and Φn+i,j .
4CNOT from control i to target j (Cˆij). Set Φk,j 7→
Φk,j ⊕Φk,i and Φk,n+i 7→ Φk,n+i 	Φk,n+j .
This confirms that unitary propagation in this scheme
requires O(n) operations.
C. Measurement
The outcome of a measurement Zˆi on a stabilizer
state can be either random or deterministic. As de-
scribed above, the bottom half of Φt defines q0j for
j ∈ {1, . . . , n}, each of which is a linear combination
of qti and pti. The entries in the (n+ j)th row of Φt give
the coefficient of pti and qti in q0j for j ∈ {1, . . . , n}. If
the coefficient of pti in any q0j is non-zero then the mea-
surement Zˆi will be random. If all coefficients of pti are
zero for q0j ∀j, then the measurement of Zˆi will be deter-
ministic. This can be seen from the fact that if our stabi-
lizer state |Ψ〉 is an eigenstate of Zˆi then Zˆi |Ψ〉 = eiφ |Ψ〉
for some φ ∈ R and (discrete) Wigner functions do not
change under a global phase. Thus, measuring Zˆi leaves
the Wigner function of |Ψ〉 invariant if the measurement
is deterministic. Since Zˆi is a boost operator that in-
crements the momentum of a state by one, its effect on
the linear system of equations specified by the Wigner
function is:
Φt

pt1
...
pti
...
ptn
qt

=
(
rtp
rtq
)
7→ˆ
Zi
Φt

pt1
...
pti + 1
...
ptn
qt

=
(
rtp
rtq
)
.
(24)
Thus, if the lower half of the ith column of Φt is zero
then Zˆi leaves the Wigner function invariant (and so the
measurement is deterministic). Verifying that these co-
efficients are all zero takes O(n) operations for each Zˆi.
In other words, to see if a given measurement of Zˆi is
random or deterministic, a search must be performed for
non-zero Φtn+j,i elements. If such a non-zero element
exists then the measurement is random since it means
that the final momentum of qudit i affects the state of
the stabilizer and so its position must be undetermined
(by Heisenberg’s uncertainty principle). If no such finite
Φtn+j,i element exists, then the measurement Zˆi is de-
terministic.
We now describe the algorithm in detail for these two
cases:
Case 1: Random Measurement
Let the (n+ j)th row in the bottom half of Φt have a
non-zero entry in the ith column, Φtn+j,i. Since the ran-
dom measurement Zˆi will project qudit i onto a position
state, we will replace the (n+ j)th row with q0i = q
′
i (the
uniformly random outcome of this measurement). After
this projection onto a position state, none of the other
qudit’s positions should depend on qudit i’s momentum,
pti. To accomplish this, before we replace row (n+j), we
solve its equation for pti and substitute every instance of
pti in the linear system of equations with this solution.
As a result, every equation will no longer depend on pti
and we can go ahead and replace the (n+ j)th row with
q0i = q
′
i.
There is one more thing to do, which will be impor-
tant for deterministic measurements: replace the jth row
with the old (n + j)th row. This sets p0i = q0j(pt, qt),
which becomes the only remaining equation explicitly de-
pendent on pti. In other words, p0i ∝ pti, similar to the
beginning when we set p0i = pti by setting Φ = I2n.
However, now we also conserve any dependence p0i has
on the other qudits incurred during unitary propagation.
In other words, we conserve pti’s dependence upon the
other qudits, but only in the Wigner function specified
by the top n rows, which we ignore otherwise.
After replacing the equation specified by row (n+j) of
Φt and rt with a randomly chosen measurement outcome
q′i (i.e. q0i = q
′
i), the identification of rows (n + i) and
(n + j) are exchanged, so that the former now specifies
q0j(pt, qt) while the latter specifies q0i(pt, qt), respec-
tively. p0i has also been updated by replacing the jth
row in the first half of Φt, with the (n+ j)th row we just
changed. Again, this row now describes p0i(pt, qt) while
the ith row now specifies p0j(pt, qt). Overall, this takes
O(n2) operations since we are replacing O(n) rows with
O(n) entries.
Case 2: Deterministic Measurement
Since the measurement is deterministic, Φt and rt do
not change. The n equations specified by the bottom half
of Φtxt = rt can be used to solve for qti—the determin-
istic measurement outcome. In general, this can also be
done by inverting Ψt and evaluating xt = Φ
−1
t ·rt for qi.
Aaronson and Gottesman themselves noted that such a
matrix inversion is possible, but practically takes O(n3)
operations [10].
Fortunately, there is another method that scales as
O(n2) and requires use of the n equations represented
by the top n rows of Φt, which were included in our de-
scription by setting Φ0 = I2n. The linear system of n
equations represented by Φtxt = rt can be written as
Φtxt = rt (25)(
p0(pt, qt)
q0(pt, qt)
)
=
(
rtp
rtq
)
, (26)
where we are interested in linear combinations of the bot-
tom half, q0(pt, qt), to solve for the measurement out-
come qti:
n∑
j=1
cijq0j = qti. (27)
where cij ∈ Z/dZ.
5Lemma 1. The coefficient in front of pti in the row of
Φt that specifies p0j(pt, qt), Φtji, is equal to the coeffi-
cient cij in front of q0j that makes up qti in Eq. 27. Or,
equivalently,
cij = q0j · qti(p0, q0) = p0j(pt, qt) · pti = Φtji. (28)
FIG. 1. The initial perpendicular manifolds p0j and q0j and
the harmonically evolved perpendicular manifolds pti and qti.
Description of the various lengths and angles are given in the
text in the proof of Lemma 1.
Proof. Under evolution under the Clifford group opera-
tors, (
pt
qt
)
=Mt
(
p0
q0
)
. (29)
M−1t = −JMTt J since Mt is symplectic. This means
that we can express the matrix inversion as follows:(
p0
q0
)
=M−1t
(
pt
qt
)
(30)
= −JMTt J
(
pt
qt
)
(31)
= −J
(
(Mt)11 (Mt)12
(Mt)21 (Mt)22
)T
J
(
pt
qt
)
(32)
=
(
(Mt)22 (−Mt)12
(−Mt)21 (Mt)11
)(
pt
qt
)
. (33)
Therefore
(M−1t )11i,j = (Mt)22i,j , and so
cij = q0j · qti(p0, q0) = p0j(pt, qt) · pti = Φtji. (34)
This property can also be seen in the drawing of phase
space shown in Fig. 1. There, initial perpendicular p0j
and q0j manifolds are drawn along with harmonically
evolved pti and qti manifolds, which remain perpendicu-
lar to each other and make an angle α to the first p0j and
q0j manifolds, respectively. The projection of qti(p0, q0)
onto q0j can be represented as the length b of a right
triangle’s adjacent side to the angle α, with an opposite
side set to some length a. The projection of p0j(pt, qt)
onto pti is similarly represented by the length b
′ of a right
triangle’s adjacent side to the angle α, with an opposite
side also set to length a. It follows that the third angle
β in both triangles must be the same, and so by the law
of sines
a
sinα
=
b
sinβ
=
b′
sinβ
. (35)
Therefore b = b′ and so these two projections are equal
to one another.
In the discrete Weyl phase space such manifolds must
lie along grid phase points and obey the periodicity in xp
and xq, but the premise is the same.
Overall, the procedure outlined in Lemma 1 for de-
terministic measurements takes O(n2) operations since
Eq. 28 is a sum of O(n) vectors made up of O(n) compo-
nents. So, the overall measurement protocol takes O(n2)
operations. Note that this formulation of the algorithm
shows that it is the symplectic structure on phase space
and the linear transformation under harmonic evolution
that allows the inversion (Eq. 33) to be performed effi-
ciently.
IV. AARONSON-GOTTESMAN TABLEAU
ALGORITHM
The Aaronson-Gottesman tableau algorithm was origi-
nally defined for qubits (d = 2) [2]. Like the algorithm we
presented in the previous section, it only requires over-
all O(n2) operations for propagationan and measurement
for n qubits. The algorithm has been proven to be ex-
tendable to d > 2 [11] and similar algorithms have been
formulated in d > 2 [12]. Alternatives have also been de-
veloped to the tableau formalism, though they prove to
be equally efficient in worst-case scenarios [13]. However,
we are not aware of any direct extension of the Aaronson-
Gottesman tableau algorithm to dimensions greater than
two. In this and the next section, we will show that the
Wigner algorithm presented in Section III is equivalent
to the Aaronson-Gottesman tableau algorithm.
A. Stabilizer Representation
The Aaronson-Gottesman algorithm is defined the sta-
bilizer formalism. It keeps track of the evolution of a sta-
bilizer state by updating the generators of the stabilizer
group, elements of which are defined as follows:
6Definition 1. A set of operators that satisfies S = {gˆ ∈
P such that gˆ |ψ〉 = |ψ〉} are called the stabilizers of state
|ψ〉, where P is the set of Pauli operators, each of which
has the form e
pii
2 αPˆ1 · · · Pˆn where α ∈ {0, 1, 2, 3} for n
qubits with Pˆi ∈ {Iˆi, Zˆi, Xˆi, Yˆi}.
For the sake of completeness, we present here a sum-
mary of the Aaronson-Gottesman algorithm, in order to
compare it to our algorithm. For more details, see [1, 2].
Each n-qubit stabilizer state is uniquely determined
by 2n Pauli operators. There are only n generators of
this Abelian group of 2n operators. Therefore, an n-
qubit stabilizer state is defined by the n generators of its
stabilizer state. Every element in this set of generators,
{gˆ1, gˆ2, . . . , gˆn}, is in the Pauli group, and each generator
has the form:
gˆi = ±Pˆi1 . . . Pˆin. (36)
Any unitary propagation by Clifford operators or mea-
surement of the stabilizer state changes at least some of
the Pˆij elements of the n generators of the state’s stabi-
lizer. This includes the ±1 phase in Eq. 36, which must
also be kept track of in Aaronson-Gottesman’s algorithm.
B. Unitary Propagation
For each Clifford operation, Aaronson and Gottesman
showed that only O(n) operations are necessary to up-
date all generators [2]. Specifically, according to the up-
date rules in Table I, each generator can be updated with
a constant number of operators for every single Clifford
gate, therefore O(n) in total. However, it is a little more
complicated to update the generators after each measure-
ment. To do this efficiently, Aaronson introduced “desta-
bilizers”:
Definition 2. Destabilizers {gˆ′1, . . . , gˆ′n} are the opera-
tors that generate the full Pauli group with the stabilizers
{gˆ1, . . . , gˆn}. They have the following properties:
(i) gˆ′1, gˆ
′
2, . . ., gˆ
′
n commute.
(ii) Each destabilizer gˆ′h anti-commutes with the corre-
sponding stabilizer gˆh, and commutes with all other
stabilizers.
To incorporate the destabilizers, a tableau becomes
useful to see how they play a role in updating the stabi-
lizer generators during measurement [2].
Aaronson-Gottesman defined such a 2n× (2n+ 1) bi-
nary tableau matrix as:
x11 . . . x1n z11 . . . z1n r1
...
. . .
...
...
. . .
...
...
xn1 . . . xnn zn1 . . . znn rn
x(n+1)1 . . . x(n+1)n z(n+1)1 . . . z(n+1)n rn+1
...
. . .
...
...
. . .
...
...
x(2n)1 . . . x(2n)n z(2n)1 . . . z(2n)n r2n

Gates Input Output
Hadamard
Xˆ Zˆ
Zˆ Xˆ
phase
Xˆ Yˆ
Zˆ Zˆ
CNOT
Xˆ ⊗ Iˆ Xˆ ⊗ Xˆ
Iˆ ⊗ Xˆ Iˆ ⊗ Xˆ
Zˆ ⊗ Iˆ Zˆ ⊗ Iˆ
Iˆ ⊗ Zˆ Zˆ ⊗ Zˆ
TABLE I. Transformation of stabilizer generators under Clif-
ford operations.
xij zij Pˆj
0 0 Iˆj
0 1 Zˆj
1 0 Xˆj
1 1 Yˆj
ri phase
0 +1
1 −1
TABLE II. Binary representation of the Pauli operators and
the Pauli group phase used in their tableau representation.
This matrix contains 2n rows. The first n rows denote the
destabilizers gˆ′1 to gˆ
′
n while rows (n+ 1) to 2n represent
the stabilizers gˆ1 to gˆn. The (n + 1)th bit in each row
denotes the phase (−1)ri for each generator. We encode
the jth Pauli operator in the ith row as shown in Table II.
We can update the stabilizers and destabilizers as follows:
Hadamard gate on qubit i For all j ∈ {1, 2, ..., 2n},
rj 7→ rj ⊕ xjizji, then swap xji with zji.
Phase gate on qubit i For all j ∈ {1, 2, ..., 2n}, rj 7→
rj ⊕ xjizji, zji 7→ zji ⊕ xji.
CNOT gate on control qubit i and target qubit j For
all k ∈ {1, 2, ..., 2n}, rk 7→ rk ⊕ xkizkj(xkj ⊕ zki ⊕ 1),
xkj 7→ xkj ⊕ xki, zki 7→ zki ⊕ zkj .
These actions correspond to those given in Table I.
Notice the striking similarity of these tableau transfor-
mation rules under unitary propagation to the Φ trans-
formation rules in Section IV. The most glaring differ-
ence is that the Aaronson-Gottesman algorithm involves
updates of the vector r. We will discuss this and its
connection to the dimension d = 2 of the system in Sec-
tion V. It is clear that these transformations also take
O(n) operations each.
C. Measurement
To describe the measurement part of the algorithm,
we need to first define a rowsum operation in the tableau
which corresponds to multiplying two Pauli operators to-
gether.
As defined in [2]:
Rowsum: To sum row i and j, first update the bits
that represent operators by xik ⊕ xjk and zik ⊕ zjk for
k = 1, . . . , n. To calculate the resultant phase, Aaronson
7and Gottesman first defined the following function:
f(xik, xjk, zik, zjk) =

0 if xik = zik = 0,
zjk − xjk if xik = zik = 1,
zjk(2xjk − 1) if xik = 0, zik = 1,
xjk(1− 2zjk) if xik = 1, zik = 0.
(37)
Since each stabilizer generator is the tensor product of n
single qubit Pauli operators (see Eq. 36), they must be
multiplied together to obtain the phase:{
0 if ri + rj +
∑n
k=1 f(xik, xjk, zik, zjk) ≡ 0 (mod 4),
1 if ri + rj +
∑n
k=1 f(xik, xjk, zik, zjk) ≡ 2 (mod 4).
(38)
Having defined the rowsum function, let us now con-
sider a measurement of Zˆi on qubit i. For d = 2, Pauli
group operators can only commute or anti-commute with
each other. If Zˆi anti-commutes with one or more of the
generators then the measurement is random. If Zˆi com-
mutes with all of the generators then the measurement
is deterministic. We consider these two cases:
Case 1: Random Measurement
Zˆi anti-commutes with one or more of the generators.
If there is more than one, we can always pick a single
anti-commuting generator, gˆj , and update the rest by
replacing them with their product with gˆj (i.e. taking
the rowsum of their corresponding rows) such that they
commute with Zˆi. These updates take O(n2) operations.
Finally, we only need to replace gˆj by Zˆi.
In other words, with respect to the tableau, there
should exist at least one j ∈ {n + 1, n + 2, ..., 2n} such
that xji = 1. Replacing all rows where xki = 1 for k 6= j
with the sum of the jth and kth row (using the rowsum
function) sets all xki = 0 for k 6= j.
Finally, we replace the (j − n)th row with the jth row
and update the jth row by setting zji = 1 and all other
xjks and zjks to 0 for all k. We output rj = 0 or rj = 1
with equal probability for the measurement result. This
procedure takes O(n2) operations because each rowsum
operation takes O(n) operations and up to n−1 rowsums
may be necessary.
Case 2: Deterministic Measurement
Zˆi commutes with all generators. In this case, there is
no j ∈ {n+1, n+2, ..., 2n} such that xji = 1 and we don’t
need to update any of the generators. But we do need to
do some work to retrieve the measurement outcome.
Measurement Zˆi commutes with all of the stabilizers,
therefore either +Zˆi or −Zˆi is a stabilizer of the state.
So it must be generated by the generators. The sign ±1
is the measurement outcome we are looking for. This
means that
n∏
j=1
gˆ
cj
j = ±Zˆi, (39)
where cj = 1 or 0.
For those destabilizers g′k that satisfy
{gˆ′k,±Zˆi} = 0, (40)
ck = 1. Otherwise ck = 0. This can be seen from
{gˆ′k,±Zˆi} = {gˆ′k,
n∏
j=1
gˆ
cj
j } =
n∏
j=1
j 6=k
gˆ
cj
j {gˆ′k, gˆckk } = 0, (41)
where we used part (ii) of Definition 2 of the destabilizers
and Eq. 40. The last equality requires ck = 1.
Therefore, to find the deterministic measurement out-
come, the stabilizers whose corresponding destabilizer
anti-commutes with the measurement operation Zˆi must
be multiplied together. Every row (n+ j) in the bottom
half of the tableau, such that xji = 1 (for j ∈ {1, . . . , n}),
can be added up together and stored in a temporary reg-
ister. The resultant phase ±1 of this sum is the measure-
ment result we are looking for.
Checking if each destabilizer commutes or anti-
commutes with Zˆi takes a constant number of operations.
One multiplication takes O(n) operations, and there are
O(n) multiplications needed. Therefore, a measurement
takes O(n2) operations overall.
V. DISCUSSION
As we made clear throughout Section IV, the scal-
ing of the number of required operations with respect to
number of qubits n is exactly the same in the Aaronson-
Gottesman algorithm in the Wigner algorithm presented
in Section III. The two algorithms also require the same
number of dits of temporary storage for performing the
deterministic measurement. Moreover, there is a corre-
spondence between the tableau employed by Aaronson-
Gottesman and the matrix Φt and vector rt we use. In
particular, the tableau is equal to
(
Φt rt
)
:
Φt =
(
∂p0
∂pt
∂p0
∂qt
∂q0
∂pt
∂q0
∂qt
)
≡

x11 . . . x1n z11 . . . z1n
...
. . .
...
...
. . .
...
xn1 . . . xnn zn1 . . . znn
x(n+1)1 . . . x(n+1)n z(n+1)1 . . . z(n+1)n
...
. . .
...
...
. . .
...
x(2n)1 . . . x(2n)n z(2n)1 . . . z(2n)n

(42)
8and
rt =
(
rp
rq
)
≡

r1
...
rn
rn+1
...
r2n

. (43)
This can be seen through the following equation:
exp
2pii
d
2n∑
j=1
Φtn+i,j xˆj
Ψt = 2n∏
j=1
exp
(
2pii
d
Φtn+i,j xˆj
)
Ψt
= exp
(
2pii
d
rti
)
Ψt (44)
where xˆ ≡ (pˆ, qˆ). Multiplying the right hand side of the
first equation and the second equation by exp
(− 2piid rti),
it follows that
exp
(
−2pii
d
rti
) 2n∏
j=1
exp
(
2pii
d
Φtn+i,j xˆj
)
Ψt = gˆiΨt = Ψt.
(45)
In other words, rti specifies the phase exp
(− 2piid rti) of
the ith stabilizer, which is itself specified by Φtn+i,j for
j ∈ {0, . . . , 2n}. These are the same roles for r and
the tableau in the Aaronson-Gottesman tableau algo-
rithm [2].
Indeed, both algorithms check the bottom half of their
matrices for finite elements of Φn+j,i to determine if a
measurement on the ith qudit will be random or not.
They also use a very similar protocal to determine the
outcome of deterministic measurements. The Wigner-
based algorithm motivates these manipulations in terms
of the symplectic structure of Weyl phase space and the
relationship between the two Wigner functions specified
by the top and bottom of Φ, providing a strong physical
intuition for their effects. Aaronson and Gottesman mo-
tivate these manipulations using the anti-commutation
relations between the stabilizer and destabilizer gener-
ators. Also, the latter half of both the Wigner func-
tion’s rt and Aaronson-Gottesman’s r are used to de-
termine measurement outcomes. The only fundamental
algorithmic difference between the approaches is that the
Wigner-based algorithm does not require updates of rt
during unitary propagation. The reason for this lies in
the fact that Aaronson-Gottesman’s algorithm deals with
systems with d = 2 while the Wigner-based algorithm is
restricted to odd d.
In particular, for the one-qubit Clifford group gate
operator Aˆ = {Pˆi, Fˆi} ∀i = {1, . . . , n}, the Aaronson-
Gottesman algorithm specifies that for a q- or p-state, its
Wigner function evolves by:
Ψx(MAˆx). (46)
But for |r〉 = 1√
2
(|0〉 ± i |1〉), a Y -state which is diagonal
to q and p, its Wigner function must first be translated:
Ψx
(MAˆ (x+ β)) , (47)
where the translation β can be (1, 0) or (0, 1) equiva-
lently. There is a similar state-dependence for the two-
qudit CNOT gate Cˆij .
This demonstrates that the Aaronson-Gottesman al-
gorithm is state-dependent on the qubit stabilizer state
it is acting on. On the other hand, our algorithm on
qudit stabilizer states is state-independent. This likely
is a consequence of the fact that the Weyl-Heisenberg
group, which is made up of the boost and shift opera-
tors defined in Eqs. 5 and 6 that underlie the discrete
Wigner formulation, are a subgroup of U(d) instead of
SU(d) for d = 2 [14]. Furthermore, qubits exhibit state-
independent contextuality while odd d qudits do not [15].
VI. EXAMPLE OF STABILIZER EVOLUTION
FIG. 2. A decomposition of the two qutrit Wigner function
into nine 3× 3 girds, where each 3× 3 grid denotes the value
of the Wigner function at all pt1 and qt1 for a fixed value of
pt2 and qt2 denoted by the external axes. This organization
is used in Fig. 3 below.
As a demonstration of what stabilizer state propaga-
tion looks like in the Wigner formalism, we proceed to go
through an example of Bell state preparation and mea-
surement starting from the state |0〉 ⊗ |0〉. The prepared
Wigner function is illustrated in Fig. 3 with the color
black, and the Wigner function represented by setting
Φ0 =
(
1 0
0 0
)
(i.e. considering the top n rows of our
function as a separate Wigner function) is illustrated
with the color gray.
We begin with
Ψx(x) = (48)
δ
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


pt1
pt2
qt1
qt2
,

0
0
0
0

= δ
pt1
pt2
qt1
qt2
,

0
0
0
0

,
9FIG. 3. The Wigner function of two qutrits initially pre-
pared in a) the state |0〉 ⊗ |0〉. (1) It is then evolved under
Fˆ1 to produce b)
1√
3
(|0〉+ |1〉+ |2〉) ⊗ |0〉. (2) This state is
subsequently evolved under Cˆ12 producing c) the Bell state
1√
3
(|00〉+ |11〉+ |22〉). (3) Qudit 1 is then measured produc-
ing the random outcome 1, which collapses qudit 2 into the
same state, so that d) |1〉 ⊗ |1〉 results. The black color in-
dicates the Wigner function specified by the lowest n rows
of δΦtx,rt , and the gray color indicates the Wigner function
specified by the highest n rows (q0(pt, qt) and p0(pt, qt), re-
spectively). The evolution and algorithmic implementation
are explained in the text.
denoting an initially prepared state of |0〉 ⊗ |0〉. This is
clear in Figure 3a by the black band that lies along all
Weyl phase space points with qt1 = 0 and qt2 = 0. On
the other hand, the gray manifold is perpendicular to the
black one, and lies along Weyl phase space points with
pt1 = 0 and pt2 = 0.
Acting on this state with Fˆ1 produces
1√
3
(
e
2pii
3 0×0 |0〉+ e 2pii3 1×0 |1〉+ e 2pii3 2×0 |2〉
)
⊗ |0〉. Ap-
plying the algorithm specified at the end of Section III B,
we find:
Ψx(x) = (49)
δ
0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1


pt1
pt2
qt1
qt2
,

0
0
0
0

= δ
−qt1
pt2
pt1
qt2
,

0
0
0
0

.
Thus, the momentum of qudit 1 is now determined and is
0 while the second qudit is unchanged. This can be seen
in Fig. 3b, where the qt2 values of the non-zero Weyl
phase space points are the same, while the state has ro-
tated by −pi/2 in (pt1, qt1)-space. A similar transforma-
tion has occured for the perpendicular gray manifold.
Acting next with Cˆ12 produces the Bell state
1√
3
(|00〉+ |11〉+ |22〉), which is represented by the fol-
lowing Wigner function:
Ψx(x) = (50)
δ
0 0 −1 0
0 1 0 0
1 1 0 0
0 0 −1 1


pt1
pt2
qt1
qt2
,

0
0
0
0

= δ
−qt1
pt2
pt1 + pt2
−qt1 + qt2
,

0
0
0
0

.
The entanglement between the two qudits is evident in
both of their dependence on each other’s momenta and
positions, pt1 = −pt2 and qt1 = qt2, specified by the
last two rows. Fig. 3c shows that the state is still rep-
resentable as lines in Weyl phase space, except they now
traverse through the different planes of (qt1, pt1) associ-
ated with each value of (qt2, pt2). However, if you con-
sider the left column in Fig. 3c corresponding to qt2 = 0,
you can see that the only black Weyl phase points are at
qt1 = 0. Similarly, the middle column corresponding to
qt2 = 1 shows that qt1 = 1, and the right column corre-
sponding to qt2 = 2 shows that qt1 = 2 too, confirming
that |P 〉hi = 1√
3
(|00〉+ |11〉+ |22〉). Thus, the entan-
glement of the two qudits positions is clearly evident in
this figure of the Wigner function.
We then proceed to measure qudit 1. Since the lower
two equations involve pt1, we know that this is a random
measurement. Let us pick the outcome to be 1 and set
the third row as such, replacing the first row with the old
third row. This collapses qudit 2 into the same state:
Ψx(x) = (51)
δ
1 1 0 0
0 1 0 0
0 0 1 0
0 0 −1 1


pt1
pt2
qt1
qt2
,

0
0
1
0

= δ
pt1 + pt2
pt2
qt1
−qt1 + qt2
,

0
0
1
0

.
The lower two rows show that now qt1 = 1, as we chose,
and qt2 = qt1 = 1. The collapse of qudit 2 into |1〉 can
also been seen in Fig. 3c by the fact that qt1 = 1 only in
the 3× 3 grids that correspond to qt2 = 1 too.
Finally, the fact that the measurement of qt2 is de-
terministic can be seen in that pt2 is not present in the
last two rows of Φt. Furthermore, it is clear since the
first row has a coefficient of 1 in front of pt1, that the
corresponding third row must be added with weight 1 to
the fourth row to obtain this deterministic measurement
outcome of qt2 = 1. This can also be seen in Fig. 3 by
finding the projection of p01 onto pt2, which are shown by
the gray manifolds in panels a) and d) respectively. They
are collinear and so the projection is equal to 1. (Perpen-
dicular manifolds corresponds to a projection of 0, and
those that lie pi/4 diagonally with respect to each other
have a projection equal to 2 in this discrete geometry.)
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VII. CONCLUSION
In summary, we introduced an algorithm that effi-
ciently simulates stabilizer state evolution under Clif-
ford gates and measurements in the Zˆ Pauli basis for
odd d qudits. We accomplished this by relying on the
phase-space perspective of stabilizer states as discrete
Gaussians and Clifford operators as having underlying
harmonic Hamiltonians. We showed the equivalence of
our algorithm, through Eqs. 44 and 45, to the well-
known Aaronson-Gottesman tableau algorithm [2], re-
vealing that Aaronson-Gottesman’s tableau corresponds
to a discrete Wigner function. As a consequence, we re-
vealed the physically intuitive phase space perspective of
Aaronson-Gottesman’s algorithm, as well as its extension
to higher odd d.
This work illustrates that no efficiency advantage is
gained by using the Heisenberg representation for stabi-
lizer propagation. Eq. 45 indicates that the Heisenberg
representation is equivalent to the Schro¨dinger represen-
tation in this context; evolving the operators is just as
efficient as evolving the states, as perhaps expected.
Lastly, the correspondence between the Wigner-based
algorithm and the Aaronson-Gottesman tableau algo-
rithm may point the direction on how to resolve the
long-standing issue of describing the Wigner-Weyl-Moyal
and center-chord formalism for d = 2 systems. We have
shown that the Aaronson-Gottesman algorithm is essen-
tially a d = 2 treatment of the Wigner approach. The
salient ingredient appears to be the state-dependence
of this evolution, and likely is related to the fact that
the Weyl-Heisenberg group is not in SU(d) for d = 2
and that qubits exhibit state-independent contextuality,
which odd d qudits do not. Exploring the details of this
state-dependence is a promising subject of future study.
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