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長さLのリングに，質量mのボソンがN個ある一次元系を考える．この系の状態はN体の波動関数 (x1; x2;    ; xN )
で記述される．ここで，xj は j 番目の粒子の位置座標を表す．粒子がボソンであることから，粒子の入れ替えに










V (xj ; xk) (2.1)














V (xj ; xk) = 2c(xj ; xk) (2.2)
を考える．ここで，jcjの大きさが相互作用の強さを表し，c > 0のとき斥力，c < 0のとき引力相互作用を表す．









2c(xj ; xk) (2.3)





2.2.1 N = 1のとき
1粒子のときは相互作用はなく，ハミルトニアンは HLL =  @21 となる．微分方程式   00(x1) = E (x1)の解
は，自由粒子の波動関数を表す平面波
 (x1) = e
ik1x1 (2.4)
となる．これが 1粒子の場合のベーテ波動関数である．エネルギーと運動量固有値は
E = k21; K = k1 (2.5)
となる．また，周期境界条件  (x1 + L) =  (x1)から，波数に対して条件





I1 (I1 2 Z) (2.7)
となる．ここで，整数 I1はベーテ量子数と呼ばれ，これを用いて励起状態が分類される．この場合，I1 = 0が基
底状態，I1 = 1が第一励起状態に対応している．
2.2.2 N = 2のとき
2粒子のときハミルトニアンはHLL =  @21   @22 + 2c(x1   x2)となる．2粒子以上の系から相互作用の効果が
入ってくるが，ベーテは，この場合にも波動関数が平面波の重ね合わせで書けること，および粒子の入れ替えに
よって重ね合わせの係数が散乱の効果を受けること，を要請して，以下のベーテ波動関数を提案した
 (x1; x2) = A12e
i(k1x1+k2x2) +A21e
i(k2x1+k1x2) (2.8)
ここで，係数の比が散乱行列 S12 := A21=A12によって表され，これは x1 = x2での波動関数の接続条件から決定
される．また，波数 k1; k2も自由な場合 (2.7)からずれ，これらはベーテ方程式から決定される．以下，これらを
具体的に考察していく．
(]) 衝突による接続条件～散乱行列
2次元領域 0  x1; x2  Lにおいて波動関数を決定したいのであるが，相互作用があるのは線分 x1 = x2 上だけ
であり，領域を x1 < x2 と x2 > x1 の 2つに分ければ，それぞれの領域内に限れば自由な系となり，平面波で書
けるであろう．そこで，それぞれの領域で波動関数としてベーテ波動関数を仮に設け，のちに x1 = x2 でそれら
を接続することを考える．具体的には，波動関数を以下のように 2領域で定義する
 (x1; x2) =
(
 12(x1; x2) (x1 < x2)
 21(x1; x2) (x2 < x1)
(2.9)
ただし，ボソンの対称性から， 12(x1; x2)を決定すれば自動的に  21(x1; x2)も
 21(x1; x2) =  12(x2; x1) (2.10)
と決定する．一般に，領域 x1 < x2 <    < xN における波動関数  12N (x1;    ; xN )のみを決定すれば，その他
の任意の領域 x1 < x2 <    < xN における波動関数  (x1;    ; xN )も自動的に




 12(x1; x2) = A12e
i(k1x1+k2x2) +A21e
i(k2x1+k1x2) (2.12)
を仮定する．すると，ボソンの対称性  21(x1; x2) =  12(x2; x1)より，





そのために，重心座標X := x1 + x2
2



















となる．ただし，K := k1 + k2, k := k1   k2 とした．ハミルトニアンは，
HLL =  2@2x  
1
2
@2X + 2c(x) (2.15)
と書き換えられる．ただし，@X := @=@X, @x := @=@xと略記した．これを用いて x = 0での接続を考えるため，






を考え，極限  ! +0をとる．まず， (x;X)は x = 0で連続  (x ! +0) =  (x !  0) = eiKX (A12 +A21)な










  + 2c (x! 0; X)










k1   k2   ic
k1   k2 + ic =  
k2   k1 + ic
k1   k2 + ic (2.18)
が得られる．ここで，記号





kj   k`   ic
kj   k` + ic (2.20)
を導入すると，
A21 = S12A12 (2.21)
と書ける．これは，粒子 1と 2がすれ違うときに，散乱行列 S12 によって散乱を受けた
S12 : A12 7! A21 (2.22)





 (x1 + L; x2) =  (x1; x2); (0 < x1 < x2 < L) (2.23)






() ei(k1x1+k2x2)(A21eik1L  A12) + ei(k2x1+k1x2)(A12eik2L  A21)





= S21 =  T12
T21
=
k1   k2 + ic




= S12 =  T21
T12
=
k2   k1 + ic
k2   k1   ic (2.25)
を得る．これが 2粒子の場合のベーテ方程式である．
2.2.3 N = 3のとき
3粒子の場合は，波動関数の定義域は 3! = 6個の領域に分けられるが，領域 x1 < x2 < x3 における波動関数
 123(x1; x2; x3)だけを決定すればその他の任意の領域 x1 < x2 < x3 ( 2 S3)における波動関数  (x1; x2; x3)
はボソンの対称性  (x1; x2; x3) =  123(x1 ; x2 ; x3)から決定される．
さて，2粒子のときと同様に，ベーテ型の波動関数









































A321 = S12A312 = S12S13A132 = S12S13S23A123;
A321 = S23A231 = S23S13A213 = S23S13S12A123 (2.30)
より，散乱行列は関係式
S12S13S23 = S23S13S12 (2.31)
を満たす必要がある．これを，Yang-Baxter関係式という [3, 4, 5]．
波動関数の係数 A は，散乱行列が Sj` =  T`j
Tj`
と書けることにより，
A123 = +T12T13T23; A132 =  T13T12T32; A213 =  T21T23T13;
































kj   k` + ic




以上の結果をまとめる．領域 x1 < x2 <    < xN においてベーテ波動関数を
 (x1; x2;    ; xN ) =
X
2SN




(kj   k` + ic) (2.36)




kj   k` + ic














k   ic =  e





ikjL = 2inj +
X
` 6=j













を得る．ここで nj は任意の整数であり，Ij = nj + (N   1)=2とおいた．この fI1;    ; INgをベーテ量子数と呼
び，粒子数N が偶数のとき半奇整数，N が奇数のとき整数をとる．
7
図 1: (a) 基底状態，励起状態のベーテ量子数の配置（粒子数 N = 5）(b) 励起状態の分散関係．赤い三角が基底
状態，青い四角が 1-hole励起，緑の丸が 1-particle励起，その他の小さい点は 1 hole-1 particle励起を表す（粒子
数N = 10，c = 100）
斥力相互作用のとき (c > 0)は，互いに相異なるベーテ量子数の組 fI1 < I2 <    < INgを与えると，唯一つの
実数解 fk1 < k2 <    < kNgを持つことが証明できる [6, 7]．．すなわち，ベーテ量子数の組と固有状態とが 1対
1に対応している．
まず，基底状態を与えるベーテ量子数を決定しよう．ここで，c!1の極限をとると，ベーテ方程式は kj = 2L Ij
となる．エネルギー固有値は E =PNj=1 k2j であるから，基底状態を与えるベーテ量子数は 0のまわりにびっしり
詰めたもの

















我々は，前述の 1-hole励起状態を重ね合わせることによって，量子ソリトン状態を構成することに成功した [8, 9]．
以下，これを説明する．粒子数 N，運動量 P = 2p=L(p = 0; 1; : : : ; N   1)の規格化された 1-hole励起状態を
jP;Niと書く．ベーテ量子数は具体的に，
Ij =  (N + 1)=2 + j for 1  j  N   p
=  (N + 1)=2 + j + 1 for N   p+ 1  j  N: (2.43)











ボース場の演算子  ^(x; t) は，交換関係






y@x ^ + c ^y ^y ^ ^    ^y ^]; (3.2)
となる．ただし，は化学ポテンシャルである．この系のハイゼンベルクの運動方程式は
i@t ^ =  @2x ^ + 2c ^y ^ ^    ^: (3.3)
で与えられる．これは非線形 Schrodinger方程式として広く知られている．
ここで，量子場の演算子  ^(x; t)を複素スカラー場  C(x; t)に読み替えると，
i@t C =  @2x C + 2cj C j2 C    C : (3.4)
を得る．これは古典可積分方程式であり，逆散乱法により系統的にソリトン解が構成される [10]．斥力相互作用
c > 0のときはダークソリトン解，引力相互作用 c < 0のときはブライトソリトン解を持つことが知られている．
引力相互作用の場合の量子古典対応は文献 [11] で議論されている．本レポートでは，c > 0を仮定し，ダークソリ
トン解を考える．
3.2 楕円関数解
周期境界条件の場合には方程式 (3.4)は楕円関数解を持つ．以下，添え字 C は省略し，具体的に 1-ソリトン解
を構成する．速度 vで伝播する進行波解を仮定し， (x; t) =  (x  vt)とすると， t =  v 0,  xx =  00 より，















































































2   2V +W 2 (3.11)
9
を得る．これは，ポテンシャル U で運動する一次元粒子のエネルギー保存則とみなすことができて，U() = 0
の３実解を a1 < a2 < a3 とすると，a1 <  < a2 で振動する解があることがわかる．そこで，初期条件として
(x = 0) = a1 として， Z 
a1
drp U(r) = 2x; a1    a2 (3.12)
を得る．積分変数を
























a3   a1 (3.15)
で与えられる．楕円関数の関係式を使って変形すると，































まず，量子場理論における粒子数密度の演算子 ^(x)を ^(x) :=  ^y(x) ^(x)で定める．これの量子波束状態 jX;Ni
における期待値は，












hP 0; N j^(0)jP;Ni : (4.1)
となる．ここで，形状因子 hP 0; N j^(0)jP;Ni の計算には以下の公式を用いる [12, 13, 14]

















ただし,fk1;    ; kNgと fk01;    ; k0Ngはそれぞれ jP iと jP 0iに対応するベーテ方程式の根である．また，kj;` :=








  K^(kj;`) for j; ` = 1; 2;    ; N: (4.3)
で与えられる．行列 U(k; k0)は




k0a   kj + ic













この公式を用いて粒子数密度分布 (4.1)を計算した結果と，古典ソリトンの振幅 (3.16)を比較した結果を図 2に
示す．結合定数 cが小さい領域で，両者がぴったりと一致していることが分かる．
10
図 2: N = L = 500における量子波束状態 jX;Niの粒子数密度分布 hX;N j^(x)jX;Ni を赤の実線で示す．また，
古典ダークソリトンの振幅 (3.16)を青の破線で示す．c < 1の領域で両者は見事に一致している．
4.2 場の一点関数
続けて，量子場の演算子  ^(x)の一点関数























hP 0; N   1j ^(0)jP;Ni; (4.5)
を考えよう．以下，q = q0 = 0の場合だけを考える．ここでは略すが，形状因子 hP 0; N   1j ^(0)jP;Niにも，粒
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Spectral theory for repulsive Hamiltonians
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p2 + V (x)
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Ε͍ͯΔ (cf. e.g. [BCHM])ɽ͔͠͠ޙड़ͷ Theorem 2.2ͷΑ͏ͳ݁Ռ͸ࠓ·ͰʹಘΒΕ͍ͯ
ͳ͍ɽߨԋͰ͸ɼ͜ͷఆཧͱؔ࿈͢Δ݁Ռʹ͍ͭͯ΋͓࿩͍ͨ͠͠ͱߟ͍͑ͯΔɽ
2 Setting and results
2.1 Classical orbit
ͯ͞ঢ়گઃఆʹೖΔલʹɼϋϛϧτχΞϯ͕ੱྗϙςϯγϟϧΛ΋ͭ৔߹ʹɼཻࢠͷݹయي
ಓ͕Ͳ͏ͳΔͷ͔Λ͓͓·͔ʹݟ͓ͯ͜͏ɽH = p2/2− |x|ϵ ͱ͢Δͱϋϛϧτϯํఔࣜ͸࣍
Ͱ༩͑ΒΕΔɽ
p = x˙, ϵ|x|ϵ−2x = p˙.
͜ͷ࿈ཱํఔࣜΛղ͍ͯ x(t)ΛٻΊΔͱɼt → ∞ͰҰൠʹ࣍ͷΑ͏ͳڍಈΛ͢Δ͜ͱ͕Θ
͔Δɽ
x(t) =
⎧⎨⎩O(t2/(2−ϵ)) for 0 < ϵ < 2,O(e√2t) for ϵ = 2.
͜ΕΑΓɼ৽ͨͳҐஔؔ਺ y(t)Λ
y(t) =
⎧⎨⎩|x(t)|1−ϵ/2 (x(t)/|x(t)|) for 0 < ϵ < 2,log |x(t)| (x(t)/|x(t)|) for ϵ = 2
ͱఆΊΕ͹ɼ|y(t)| = O(t)ͱͳΔɽ͜Ε͸ࣗ༝ӡಈʹ૬౰͢Δɽ
2.2 Basic setting.
·ͣɼݪ఺ۙ๣Ͱमਖ਼͞Εͨڑ཭ؔ਺ r ∈ C∞(Rd)ͰɼҎԼ͕੒Γཱͭ΋ͷΛҰͭબͿɽ
r(x) =
⎧⎨⎩1 for |x| ≤ 1,|x| for |x| ≥ 2, r ≥ 1.




r1−ϵ/2 − 1) /(1− ϵ/2) + 1 for 0 < ϵ < 2,
log r + 1 for ϵ = 2,
∇f = (∂jf)δjk∇k.





q = q1 + q2; q1 ∈ C1(Rd), q2 ∈ L∞(Rd)
Ͱ͋Γɼ͋Δ ρ, C > 0͕ଘࡏͯ͠ɼ࣍ͷධՁ͕ Rd શମͰ੒Γཱͭɽ
|q1| ≤
⎧⎨⎩Crϵf−ρ for 0 < ϵ < 2,Cr2f−1−ρ for ϵ = 2, ∇fq1 ≤ Cf−1−ρ, |q2| ≤ Cf−1−ρ.
࣍ʹߟ͑Δؔ਺ۭؒΛઃఆ͍ͯ͘͠ɽs ∈ Rʹରͯ͠ɼॏΈ෇͖ώϧϕϧτۭؒHs Λ
Hs = f−sH
ͱఆΊΔɽ·ͨɼHloc = L2loc(Rd)ͱ͢ΔɽBR = {f < R}ͱ͠ɼఆٛؔ਺ɿ
Fν = F (BRν+1 \BRν ), Rν = 2ν , ν ≥ 0
Λߟ͑Δɽ͜͜Ͱ F (Ω)͸ Ω ⊆ Rdͷఆٛؔ਺Ͱ͋Δɽؔ਺ۭؒ B, B∗, B∗0 ΛͦΕͧΕҎԼͰ
ఆΊΔɽ




B∗ = {ψ ∈ Hloc | ∥ψ∥B∗ <∞}, ∥ψ∥B∗ = sup
ν≥0
R−1/2ν ∥Fνψ∥H,
B∗0 = {ψ ∈ B∗ | limν→∞R
−1/2
ν ∥Fνψ∥H = 0}.
͜͜Ͱ೚ҙͷ࣮਺ s > 1/2ʹରͯ͠ɼแؚؔ܎ɿ
Hs ! B ! H1/2 ! H ! H−1/2 ! B∗0 ! B∗ ! H−s (2.1)
͕੒Γཱͭ͜ͱʹ஫ҙ͓ͯ͘͠ɽ؆୯ͷͨΊɼҎԼͷه߸Λಋೖ͢ΔɽI ⊆ Rʹରͯ͠
I± = {z = λ± iΓ | λ ∈ I,Γ ∈ (0, 1)}.
2.3 Results
࣍ͷఆཧ͸ɼࠓճͷओ݁ՌͷதͰجຊత͔ͭɼॏཁͳఆཧͰ͋Δɽ
Theorem 2.2. Condition 2.1ΛԾఆ͠ɼλ ∈ Rͱ͢Δɽ΋ؔ͠਺ φ ∈ B∗0 ͕௒ؔ਺ͷҙຯͰ
(H − λ)φ = 0









R(z) = (H − z)−1
͕΋ͭੑ࣭ʹ͍ͭͯݟ͍ͯ͜͏ɽ·ͣɼR(z)Λ B͔Β B∗ ΁ͷࣸ૾ͱΈͳͨ͠ͱ͖ɼͦͷ࡞
༻ૉϊϧϜ͕ɼہॴҰ༷༗քͱͳΔ͜ͱ͕࣍ͷఆཧ͔ΒΘ͔Δɽ
Theorem 2.3. Condition 2.1ΛԾఆ͠ɼI ⊆ RΛ೚ҙͷ૬ରίϯύΫτͳ։෦෼ू߹ͱ͢
Δɽ͜ͷͱ͖ɼ͋Δ C > 0͕ଘࡏͯ͠ɼ೚ҙͷ φ = R(z)ψ, z ∈ I±, ψ ∈ Bʹରͯ͠ɼ࣍ͷෆ
౳͕ࣜ੒Γཱͭɽ
∥φ∥B∗ + ∥∇fφ∥B∗ + ⟨pjhjkpk⟩1/2φ + ∥r−ϵpjδjkpkφ∥B∗ ≤ C∥ψ∥B.
͜͜Ͱɼh͸͋ΔඇෛͳςϯιϧͰ͋Δɽ
Theorem 2.2ͱ Theorem 2.3͔Β௚ͪʹ͕࣍ै͏ɽ













ℓ = δ − η˜(∇r)⊗ (∇r).
͜͜Ͱ δ͸ΫϩωοΧʔͷσϧλɼη˜͸ɼℓ ≥ 0ͱͳΔΑ͏ʹબΜͩ͋ΔΧοτΦϑؔ਺Ͱ͋
Δɽ͞Βʹ conjugate operator AΛಋೖ͢Δɽ
A = Re pf , pf = −i∇f .
Condition 2.5. Condition 2.1ʹՃ͑ͯɼ͋Δ τ, C > 0͕ଘࡏͯ͠ҎԼͷධՁ͕੒Γཱͭɽ
|∇fq1| ≤ Cf−1−τ , |ℓ•kr−ϵ/2∇kq1| ≤ Cf−1−τ .
͞ΒʹҎԼɼβc > 0͸ ϵ, ρ, τ ʹͷΈґଘ͢Δఆ਺ͱ͢Δɽ
16
Theorem 2.6. Condition 2.5ΛԾఆ͠ɼI ⊆ RΛ೚ҙͷ૬ରίϯύΫτͳ։෦෼ू߹ͱ͢
Δɽ͜ͷͱ͖͢΂ͯͷ β ∈ [0,βc)ʹରͯ͠ɼ͋Δ C > 0͕ଘࡏͯ͠ɼ೚ҙͷ φ = R(z),ψ ∈
f−βB, z ∈ I± ʹରͯͦ͠ΕͧΕ͕࣍੒Γཱͭɽ
∥fβ(A∓ a)φ∥B∗ + ⟨pif2βhijpj⟩1/2φ ≤ C∥fβψ∥B.
͜͜Ͱ a͸͋Δ༗քͳؔ਺Ͱ͋Δɽ
Theorem 2.6͸ φ = R(z)ψ͕ۭؒԕํͰͲͷఔ౓ৼಈ͍ͯ͠Δ͔Λ͸͔Δ໨҆ͱͳΔɽ
Theorem 2.3ͱ Theorem 2.6Λ༻͍Δ͜ͱͰɼ࣍ͷܗͷۃݶٵऩݪཧ͕ಘΒΕΔɽ
Corollary 2.7. Condition 2.5ΛԾఆ͠ɼI ⊆ RΛ೚ҙͷ૬ରίϯύΫτͳ։෦෼ू߹ͱ͢
Δɽ೚ҙͷ s > 1/2ͱ ω ∈ (0,min {(2s− 1)/(2s+ 1),βc/(βc + 1)})ʹରͯ͠ɼ͋Δ C > 0͕
ଘࡏͯ͠ɼ೚ҙͷ z, z′ ∈ I+ ·ͨ͸ z, z′ ∈ I− ʹର͕ͯ࣍͠੒Γཱͭɽ
∥R(z)−R(z′)∥B(Hs,H−s) ≤ C|z − z′|ω,
∥r−ϵ/2pR(z)− r−ϵ/2pR(z′)∥B(Hs,H−s) ≤ C|z − z′|ω.
ಛʹɼB(Hs,H−s)ͰͷϊϧϜҐ૬ͷҙຯͰɼ͜ΕΒ࡞༻ૉͷ I± ∋ z → λ ∈ I ʹ͍ͭͯͷۃ
ݶ͕ଘࡏ͢Δɿ
R(λ± i0) := lim
I±∋z→λ
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図 1: Hgのモデルとg;1上の単純閉曲線C1, C2．
H 0gを，S3からHgの内部を取り除いて得られる種数gの3次元ハンドル体とする．こ








Hg;1 nMg;1=H0g;1  ! V(3):
ここで，この帰納的極限は，図 2のような自然な埋め込み  : g;1 ,! g+1;1から誘導さ
れる写像類群間の単射準同型写像  :Mg;1 ,!Mg+1;1から誘導されるものである．
有向閉 3次元多様体M と任意の正の整数 nに対し，n次元の整係数ホモロジー群
Hn(M ;Z)がS3のホモロジー群Hn(S3;Z)と同型である時，Mを整ホモロジー3球面と
呼ぶ．S(3)を有向整ホモロジー3球面の微分同相類からなる集合とする．Mg;1のgの












Hg;1 n Ig;1=H0g;1  ! S(3):
この全単射から，両側剰余 Hg;1 n Ig;1=H0g;1 を調べる事は整ホモロジー 3球面を調べ
る事と同じであり，特に，任意の g に対して Hg;1 n Ig;1=H0g;1 からの写像を構成する
事が整ホモロジー 3球面の不変量を構成する事と同値となる．IHg;1 := Ig;1 \ Hg;1，
IH0g;1 := Ig;1 \H0g;1とおく．この時，Pitsch [6]によって次の結果が得られている．
定理 1.1 ([6]). f , h 2 Ig;1に対し，[f ] = [h] 2 Hg;1 n Ig;1=H0g;1となる事の必要十分条
件は，' 2 IHg;1, '0 2 IH0g;1,  2 Hg;1 \H0g;1が存在して以下を満たすことである：







写像を tcとおき，cに沿った右手Dehn twistと呼ぶ（図 3参照）．本講演では，微分同
相写像とそのアイソトピー類を同一視する．
図 3: 単純閉曲線 cに沿った右手Dehn twisttc．
定義 2.1. fc1; c2gを g;1上の単純閉曲線の組とする．c1と c2が非分離的で互いにア
イソトピックでなく g;1のある部分曲面の境界と等しくなる時，fc1; c2gを g;1上の
bounding pair (BP)という．特に，その部分曲面の種数が hとなる時，fc1; c2gをg;1
上の genus-h bounding pair (genus-h BP)と呼ぶ．




定義 2.2. Gを群，HをGの正規部分群，x1; : : : ; xnをHの元とする．Hがx1; : : : ; xn
のGによる共役全体で生成される時，Hがx1; : : : ; xnによってGの中で正規的に生成
されるという．
Johnson [3]は以下の定理を示した：




定義 2.4. fc1; c2gをg;1上の genus-h BPとする．c1と c2がHg内でそれぞれ円板を張
らず，c1 t c2がHg内のアニュラスを張る時，fc1; c2gをg;1上の genus-h homotopical
BP (genus-h HBP)と呼ぶ．
genus-h HBP fc1; c2gに対し，fc1; c2gに沿ったBP-map tc1t 1c2 を genus-h HBP-map
と呼ぶ．




定理 3.1. g  3に対し，IHg;1は tC1t 1C2 によってHg;1の中で正規的に生成される．こ
こで，C1とC2は図 1の単純閉曲線である．
定理 3.1の証明の概略. x0を@D0 = @g;1の点とすると，Hg;1はHgの基本群1(Hg; x0)
に作用する．1(Hg; x0)は階数gの自由群Fgと同型である為，この作用から準同型写像




1  ! ker jIHg;1  ! IHg;1
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Slope equality of plane curve fibrations
大阪大学大学院理学研究科数学専攻　榎園　誠（Makoto Enokizono）
1 主結果




Sをコンパクト複素曲面，Bを閉リーマン面とする．全射な正則写像 f : S → Bで一般
ファイバー F が種数 gの閉リーマン面なものを種数 gの代数曲線束又はファイバー曲面
という．本稿では常に代数曲線束 f は種数 g ≥ 2とし，相対極小である（ファイバーに含
まれる自己交点数が−1のリーマン球（≃ P1）は存在しない）ことを仮定する．代数曲線
束 f に対し，次の 3つの不変量K2f , χf , ef を考える:




S − 8(g − 1)(b− 1)
を満たす．ここで，KS = c1(ωS)であり，bはBの種数．
• 相対標準層 ωf の順像層 f∗ωf の次数 χf = deg(f∗ωf ). これは
χf = χ(OS)− (g − 1)(b− 1)
を満たす．ここで，χ(OS)は構造層OSのオイラー数である．
• 各ファイバー f−1(p)の位相的なオイラー数 etop(f−1(p))は一般ファイバーの位相的




−1(p))− 2 + 2g)と定義する．これは有限和であり
ef = etop(S)− 4(g − 1)(b− 1)
を満たす．
これらの不変量に対し次が成立する．但し f は種数 2以上で相対極小とする．
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• （ネーターの公式）12χf = K2f + ef .
• （ヒルツェブルフの符号数定理）Sign(S) = K2f − 8χf .
ここで，Sign(S)はH2(S,C)上の交点形式の符号数．
• K2f , χf , ef は全て非負である．また，χf = 0であることと f は正則ファイバー束で
あることは同値であり，ef = 0であることと f は位相的なファイバー束であること
は同値である．
以下では代数曲線束 f は正則ファイバー束ではないと仮定する．2つの不変量K2f と χf








Theorem 1.1 ([6]) 種数 gの超楕円曲線の退化ファイバー芽に対し非負有理数を与える












Theorem 1.2 ([4]) 種数 3の非超楕円曲線の退化ファイバー芽に対し非負有理数を与え
る関数 Indが存在し，任意の相対極小な種数 3の非超楕円曲線束 f : S → Bに対し等式








Theorem 1.3 d ≥ 4とする．非特異平面 d次曲線の退化ファイバー芽に対し非負有理数
を与える関数 Indが存在し，任意の相対極小な平面 d次曲線束 f : S → Bに対し等式
K2f =
6(d− 3)





種数 3の非超楕円曲線は非特異平面 4次曲線に他ならないので，Theorem 1.3は Theo-
rem 1.2の一般化であるといえる．スロープ等式の応用として，局所符号数と呼ばれる局
所不変量が定義でき，次が成立する．
Corollary 1.4 d ≥ 4とする．非特異平面 d次曲線の退化ファイバー芽に対し有理数を与








(X, o)を孤立 2次元超曲面特異点，つまり，C3の原点 oの近傍上定義された正則関数
h(x, y, z)を用いてX = {h(x, y, z) = 0}と書け，oはXの孤立特異点なものとする．(X, o)
の幾何種数 pg = pg(X, o)は特異点解消 X˜ → X を用いて dimH1(OX˜)と定義される．特
異点 (X, o)のスムージングXε = {h(x, y, z) = ε}（ε > 0は十分小）と原点 o中心の十
分小さい閉球 B ⊂ C3 との交わりM = Xε ∩ B は境界付き実 4次元多様体でありミル
ナーファイバーと呼ばれる．その第 2ベッチ数 µを (X, o)のミルナー数という．µ+，µ−，
µ0をそれぞれ交点形式H2(M,Z) × H2(M,Z) → Zの正，負，0の固有値の数とすると，




2pg = µ+ + µ0より，弱予想は 4pg ≤ µ+ µ0と同値であり，強予想から弱予想が従うこと
が分かる．[2]において弱予想は正しいことが示されたが，強予想の方は現在でも未解決
である．実は定理 1.3を用いてダーフィーの強予想に近い形の不等式が導くことが出来る．
Corollary 2.1 (X, o)を孤立 2次元超曲面特異点とし，有理特異点でない（pg > 0）とす
る．A = pi−1(o)を最小特異点解消 pi : X˜ → Xの例外集合とする．このとき，不等式
6pg ≤ µ− χtop(A),
25
又は同値であるが，
σ ≤ −2pg − 1−#A
が成立する．ここでχtop(A)はAの位相的オイラー数とし，#AはAの既約成分の個数と
する．特に χtop(A) ≥ 0である特異点に対し強予想は正しく，どんな孤立 2次元超曲面特
異点に対しても弱予想は正しい．
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本講演を通して, 1 < N ∈ N, 0 < T < ∞を定数とする. Ω ⊂ RN は十分滑らかな境界
Γ := ∂Ωを持つ有界領域とする. また QT := (0, T )×Ωを時間区間 (0, T )と空間領域 Ωと
の直積集合とし,同様に ΣT := (0, T )× Γと表す. このとき ε ≥ 0を定数とし,以下 (1)–(3)







+ β(u) + g(u) ∋ θ in QT , (1)
∂tuΓ −∆Γ(ε2uΓ) + ( Du|Du|) · nΓ + βΓ(uΓ) + gΓ(uΓ) ∋ θΓ, and u|Γ = uΓ on ΣT , (2)
u(0, ·) = u0, a.e. in Ω, and uΓ(0, ·) = uΓ,0, a.e. on Γ. (3)
ここに, nΓは外向き単位法線ベクトルを表す.“ |Γ ”は Γ上のトレースを表し,“∆Γ”は
Laplace–Beltrami 作用素を表す. θ : Q → R, θΓ : Σ → R はそれぞれ与えられた熱源と
し, u0 : Ω → R, uΓ,0 : Γ → Rはそれぞれ未知変数 u, uΓ の初期値を表す. (1)は未知変数
u : Q→ Rを持つ特異拡散方程式と呼ばれる偏微分方程式である. (S)ε の境界条件 (2)は,
一般に力学的境界条件 (dynamic boundary condition)と呼ばれる. この境界条件は未知変
数 uΓ : Σ → Rをもつ放物型偏微分方程式と,接合条件 “u|Γ = uΓ on ΣT ”から構成されて
おり,時間によって境界が動的に変化する様子を捉えることができると考えられる. した
がって, (S)εは 2つの未知変数を持つシステム (連立偏微分方程式)とみなすことができる.


























(BΓ(uΓ) +GΓ(uΓ)) dΓ, if u ∈ BV (Ω), εuΓ ∈ H1(Γ).
“w ∈ BV (Ω) 7→ ∫
Ω
|Dw|”は全変動汎関数を表す. “dΓ”は Γの面積要素, “∇Γ”は Γ上の
勾配を表す. また B : R→ [0,∞], BΓ : R→ [0,∞]はそれぞれ与えられた適正下半連続関
数であり,それぞれの劣微分を β = ∂B, βΓ = ∂BΓ とする. G : R → R, GΓ : R → Rはそ
れぞれ C1-級関数であり,それぞれの微分を g = G′, gΓ = G′Γ とする.
先述の二重井戸型関数はエネルギー汎関数において B = B(u), G = G(u) と BΓ =
BΓ(uΓ), GΓ = GΓ(uΓ)にはそれぞれの和 “B(u) + G(u)”と “BΓ(uΓ) + GΓ(uΓ)”が対応し
ており,相転移現象で 2つの安定状態が共存する状況を再現する役割をする. これらの関
数の具体例は次のようなものである (cf. [22]).
B(σ) = BΓ(σ) = I[−1,1](σ) and G(σ) = GΓ(σ) = −1
2
σ2, for σ ∈ R,
ここに, I[−1,1] は閉区間 [−1, 1]上の指示関数である:
σ ∈ R 7→ I[−1,1](σ) :=
{
0, if σ ∈ [−1, 1],
∞, otherwise.
この具体例を含むように,それぞれの関数 B, Gと BΓ, GΓ に適切な仮定をする.
本研究の目標は, (S)ε のような力学的境界条件下での特異拡散方程式を数学的に解析す











2∇u) · nΓ + βΓ(uΓ) + gΓ(uΓ) ∋ θΓ, and u|Γ = uΓ on Σ,
u(0, ·) = u0, a.e. in Ω, and uΓ, (0, ·) = uΓ,0, a.e. on Γ.
この近似問題 (RS)νε は特異拡散方程式 (1)の特異性を正則化項 ν2∇uにより緩和したシス
テムである. またシステム (RS)νε は,先行研究 (cf. [7])により以下の結果を得ている.
(A) ε ≥ 0のときの (RS)νε の解の数学的表現を含む解の適切性.
(B) ε→ ε0 ≥ 0と極限移行したときのシステムの連続依存性.
本研究では, システム (S)ε を上記の近似システム (RS)νε による ν → 0としたときの極
限問題として考察する. 特異拡散方程式の解の関数は一般に,有界変動関数 (BV 関数)と
呼ばれる関数である. この BV 関数とは,境界で不連続性をもつ関数 (例えば, Heaviside関










記号 1. d ∈ Nを任意の次元とする. 任意の a, b ∈ Rd に対して, |a|は通常の Euclidノル
ム, a · bを通常のスカラー積とする. また a⊗ bをテンソル積とする.
記号 2. X を Banach空間とする. | · |X はX のノルムとし, 〈·, ·〉X はX とX∗との双対写
像を表す. もし X が Hilbert空間ならば, (·, ·)X は内積と定義する.
X は Hilbert空間とする. X 上の適正下半連続凸 (汎)関数 φを考える. D(φ)は凸関数 φ
の有効領域を表し, ∂φは劣微分作用素 (以下,劣微分)を表す. 一般に劣微分は,X2 := X×X
上の集合値関数で与えられ,極大単調作用素であることが知られている (cf [3,5,6,10]). 特
に任意の z0 ∈ X に対し,劣微分は次の変分不等式によって定義される.
(z∗0 , z − z0)X ≤ φ(z)− φ(z0), for any z ∈ D(φ).
ここに, D(∂φ) := {z ∈ X | ∂φ(z) ̸= ∅}とする.
劣微分の表現の 1 つの例として次の符号関数 (Sgn 関数) と呼ばれる集合値関数 Sgn :
RN → 2RN を次で定義する.
ω ∈ RN 7→ Sgn(ω) :=

ω
|ω| , if ω ̸= 0,
{x ∈ Rd||x| < 1}, otherwise.
関数 Sgnは Euclidノルム | · | : ω ∈ RN 7→ |ω| := √ω · ω ∈ [0,∞)の劣微分と一致する. す
なわち, Sgn = ∂| · |である.
次に主定理の証明の鍵となる凸関数の収束, “Mosco収束”を定義する.
定義 1 (Mosco収束: cf. [15]). X を Hilbert空間とする. φ : X → (−∞,∞]を適正下半連
続凸関数, {φn}∞n=1 ⊂ X を適正下半連続凸関数の列で, φn : X → (−∞,∞], n ∈ Nとする.
このとき, φn が φにMosco収束するとは,次の条件 (M1), (M2)を満たすことをいう.
(M1) Lower-bound: 任意の zˇ ∈ X と {zˇn}∞n=1 ⊂ X に対して, “zˇn → zˇ weakly in X , as
n→∞ ”を満たすならば, “limn→∞ φn(zˇn) ≥ φ(zˇ)”が成り立つ.
(M2) Optimality: 任意の zˆ ∈ D(φ)に対して,次を満たす列 {zˆn}∞n=1 ⊂ Xが存在する:
zˆn → zˆ in H and φn(zˆn)→ φ(zˆ), as n→∞.
記号 3 (cf. [1, 4]). Ld を d次元 Lebesgue測度, Hd を d次元 Hausdorff測度とする. 滑ら
かな境界 S に対して, S 上の面積要素を dS と書くことにする.
A ⊂ Rdを任意の開集合とする. このときM(A)を有限 Radon測度集合とする. 一般に,
M(A)は Banach空間 C0(A)の双対空間である.
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記号 4 (BV-theory: cf. [1, 4, 8, 9]). A ⊂ Rd を任意の開集合とする. 任意の u ∈ L1(A) が
超関数の意味の微分 Du が A 上の有限 Radon 測度 (すなわち Du ∈ M(A)) となるとき,
uを A上の有界変動関数 (function of bounded variation)‡という. 有界変動関数全体の集
合を BV (A)と表す. また任意の u ∈ BV (A)に対して, uのノルムを次で与えるとBV (A)
は Banach空間になる.
|u|BV (A) := |u|L1(A) + |Du|(A), for u ∈ BV (A).




u divϕdx ϕ ∈ C1c (A)d and |ϕ| ≤ 1 on A
}
.
さらに,任意の u ∈ BV (A)と関数列 {un}∞n=1 ⊂ BV (A)が







を満たすとき, “un → u strictly in BV (A)”と書く (strict topologyという).
1 ≤ p < d/(d− 1)とし,開集合 A ⊂ Rd の境界 ∂Aが Lipschitzならば BV (A)は Ld(A)
にコンパクトな埋め込みである (cf. [1, Corollary 3.49], [4, Theorem 10.1.3-10.1.4]). また
BV-関数に対するトレース作用素と呼ばれる線形作用素 γ∂A : BV (A)→ L1(∂A)が一意的
に存在し,次を満たす.∫
∂A






ϕ ·Du, for any ϕ ∈ C1c (Rd;Rd).
また “un → u strictly in BV (A), as n→∞”ならば “γ∂Aun → γ∂Au in L1(∂A), as n→∞”
を満たす.
記号 5 (cf. [17]). Ω ⊂ RN は滑らかな境界 Γ := ∂Ωをもつ有界領域とし, nΓ ∈ C∞(Ω;Rm)
は外向き単位法線ベクトルとする. さらに, 距離 x ∈ RN 7→ dΓ(x) := infy∈Γ |x − y| ∈ R
を定義する. この距離関数は Γ上の近傍で C∞-関数を形成する§. これらを基に, Laplace–
Beltrami作用素 “∆Γ”を定義する. そのために, Γ上の勾配を表す “∇Γ” (surface-gradient)
および, Γ上の発散を表す “divΓ” (surface-divergence)を次のように定義する.{ · ϕ ∈ C1(Γ) 7→ ∇Γϕ := ∇ϕex − (∇dΓ ⊗∇dΓ)∇ϕex ∈ L2tan(Γ) ∩ C(Γ;RN),
· ω ∈ C1(Γ)N 7→ divΓ ω := divωex −∇(ωex · ∇dΓ) · ∇dΓ ∈ C(Γ).
ここに,
L2tan(Γ) := { ω˜ ∈ L2(Γ;RN) ω˜ · nΓ = 0 on Γ }
である. ∇ΓはH1(Γ)から L2tan(Γ)への線形作用素として拡張することができ,その拡張は
Hilbert空間 H1(Γ)の内積を用いて,次のように表せる.




さらに divΓは L2(Γ;RN)からH−1(Γ)への作用素として拡張可能である. これを踏まえる
と, −∆Γ = −divΓ ◦ ∇Γ : H1(Γ)→ H−1(Γ)は双対写像を用いて,次のように表せる.
〈−∆Γϕ, ψ〉H1(Γ) = (∇Γϕ,∇Γψ)L2(Γ)N , for [ϕ, ψ] ∈ H1(Γ)2.
この節の最後に,本問題を考察する上で重要な定理を 2つ紹介する.
定理 1 (boundary operator: cf. [10]). ω ∈ H1(Ω;RN) 7→ ω|ΓnΓ ∈ H1/2(Γ)は次で与えら







ω · ∇z dx,
for all ω ∈ L2div(Ω), and z ∈ H1(Ω),
ここに,
L2div(Ω) := { ω˜ ∈ L2(Ω;RN) div ω˜ ∈ L2(Ω) }.
定理 2 (pairing measure: cf. [2]). 任意の z ∈ BV (Ω) ∩ L2(Ω), およびベクトル値関数
ω ∈ L2div(Ω) ∩ L∞(Ω;RN)に対して,超関数の意味での微分 (ω, Dz) ∈ D′(Ω)を以下で定
義する.






(ω · ∇ϕ)z dx, for any ϕ ∈ C∞c (Ω).
これを pairing measureという. このとき,次が成り立つ.





|(ω, Dz)| ≤ |ω|L∞(Ω;Rm)
∫
E
|Dz|, for any E : Borel set






(ω, Dz), as n→∞.
さらに,次を満たす有界線形作用素 [ · , nΓ] : L2div(Ω) ∩ L∞(Ω;RN) → L∞(Γ)が存在し,定
理 1によって与えられた boundary operatorと一致する.
(iii) |[ω, nΓ]|L∞(Γ) ≤ |ω|L∞(Ω;RN ), for any ω ∈ L2div(Ω) ∩ L∞(Ω;RN)
(iv) 次は成り立つ. ∫
Ω










H := L2(Ω)× L2(Γ).
また本研究では,以下を仮定する.
(A1) β = ∂B ⊂ R2, βΓ = ∂BΓ ⊂ R2 はそれぞれ凸関数 B : R → [0,∞], BΓ : R → [0,∞]
の劣微分として表される極大単調作用素とし,さらに次の (a1)-(a3)を満たす.
(a1) B(0) = 0, BΓ(0) = 0 and [0, 0] ∈ β, [0, 0] ∈ βΓ on R2;
(a2) 以下を満たす 1次元区間 IB ⊂ Rが存在する:
intIB ̸= ∅, D(β) = D(βΓ) = IB and B,BΓ ∈ C(IB) ∩ L∞(IB);
(a3) 次の不等式を満たす定数 ak > 0, bk > 0 (k = 0, 1)が存在する:
a0|[βΓ]◦(τ)| − b0 ≤ |[β]◦(τ)| ≤ a1|[βΓ]◦(τ)|+ b1, for τ ∈ IB
ただし [β]◦, [βΓ]◦ はそれぞれ β, βΓ の minimal sectionを表す.
(A2) g = G′, gΓ = G′Γ を IB 上 Lipschitz連続な関数とする.
(A3) 熱源と初期値に次を仮定する.
[θ, θΓ] ∈ L2(0, T ;H ) and [u0, uΓ,0] ∈ D(Fε).
次に問題 (S)ε の弱解を以下で定義する.
解の定義. 以下 (S1), (S2)を満たす関数の組を [u, uΓ]を (S)ε の弱解と定義する.
(S1) [u, uΓ] ∈ W 1,2(0, T ;H ), |Du(·)|(Ω) ∈ L∞(0, T ), uΓ ∈ L∞(0, T ;L2(Γ)),
εuΓ ∈ L∞(0, T ;H1(Γ)), and [u(0), uΓ(0)] = [u0, uΓ,0] inH .
(S2) [u, uΓ]は以下の変分不等式を満たす.∫
Ω









































ただし, [z, zΓ] ∈ (BV (Q) ∩ L2(Q))× L2(Σ)は任意である.
さて上記の仮定および定義を基に,主定理を述べる.
主定理 1は弱解の数学的表現である. ここでは,エネルギーの汎関数において接合条件





主定理 1 (解の数学的表現). ε ≥ 0とする. 次を満たすベクトル場 ν∗Ω ∈ L∞(Q;RN),関数
µ∗Γ ∈ L∞(Σ)および関数の組 [ξ, ξΓ] ∈ L2(0, T ;H )が存在する.
(i) |ν∗Ω| ≤ 1, a.e. in Q, and |Du(t)| = (ν∗Ω(t), Du(t)) inM(Ω), a.e. t ∈ (0, T );
(ii) µ∗Γ = [ν∗Ω · nΓ]|Γ : Σ→ [−1, 1];
(iii) ξ ∈ β(u), a.e. in Q, and ξΓ ∈ βΓ(uΓ), a.e. on Σ.
さらに上記を満たす関数と弱解 [u, uΓ]が以下の放物型偏微分方程式を満たす.
∂tu(t)− divν∗Ω(t) + β(u(t)) + g(u(t)) = θ(t) in L2(Ω),
∂tuΓ(t)−∆Γ(ε2uΓ(t)) + µ∗Γ(t) + βΓ(uΓ(t)) + gΓ(uΓ(t)) = θΓ(t) in L2(Γ),
−µ∗Γ ∈ Sgn(u|Γ(t)− uΓ(t)), a.e. on Γ, a.e. t ∈ (0, T ),
u(0, ·) = u0, a.e. in Ω, and uΓ(0, ·) = uΓ,0, a.e. on Γ.
主定理 2は比較原理である. 一般に変分不等式の場合,比較原理は成立しない. しかし,
Kenmochi (cf. [11])による一般論を適用することにより本システムの弱解に比較原理を示
すことができる.
主定理 2 (弱解に対する比較原理) [θ(i), θ(i)Γ ] ∈ L2(0, T ;H ), [u(i)0 , u(i)Γ,0] ∈ D(Fε)をそれぞ
れ弱解 [u(i), u(i)Γ ]に対する熱源,初期値とする (i = 1, 2). 熱源と初期値に次を仮定する.{
θ(1) ≤ θ(2), a.e. in Q, and u(1)0 ≤ u(2)0 , a.e. in Ω,
θ
(1)
Γ ≤ θ(2), a.e. on Σ, and u(1)Γ,0 ≤ u(2)Γ,0, a.e. on Γ.
このとき,弱解 [u(i), u(i)Γ ]に次の関係が成り立つ.
u(1) ≤ u(2), a.e. in Q, and u(1)Γ ≤ u(2)Γ , a.e. on Σ.
最後はシステムの連続依存性である. 2 節の記号 4 により述べたが BV (Ω) ↪→ L1(Ω)
(L2(Ω) に対してコンパクトな埋め込みでない) のため C([0, T ];H ) の位相の収束を得る
のは難しいが,適切な定式化により結果を得ることができる.
主定理 3 (システムの連続依存性). ε0 ≥ 0 とする. システム (S)ε0 の解を [uε0 , uΓ,ε0 ] ∈
L2(0, T ;H )とし,そのときの熱源を [θε0 , θΓ,ε0 ],初期値を [u0,ε0 , uΓ,0,ε0 ] ∈ H とする. 同様
に (RS)νε の解の列を {[uνε , uνΓ,ε]}ε,ν>0 ⊂ L2(0, T ;H ) としたときの熱源と初期値の列をそ
れぞれ {[θνε , θνΓ,ε]}ε,ν>0 ⊂ L2(0, T ;H ), {[uν0,ε, uνΓ,0,ε]}ε.ν>0 ⊂H とする. 次を仮定する.{
[θνε , θ
ν
Γ,ε]→ [θε0 , θΓ,ε0 ] in L2(0, T ;H ),
[uν0,ε, u
ν
Γ,0,ε]→ [u0,ε0 , uΓ,0,ε0 ] inH ,














|Duε0|, as ε→ ε0, ν → 0.
33
4 証明の概要
主定理を証明するために, U := [u, uΓ] in L2(0, T ;H ), Θ := [θ, θΓ] in L2(0, T ;H ), U0 :=
[u0, uΓ,0] inH とおき,システム (S)ε を次で与えられる劣微分作用素によって支配された
発展方程式の抽象 Cauchy問題の枠組みとして捉え直す.{
∂tU(t)+∂Φε(U(t))+G(U(t)) ∋ Θ(t) inH , a.e. t ∈ (0, T ),
U(0) = U0 inH .
(4)
∂Φε は適正下半連続凸関数 Φε :H → (−∞,∞]の劣微分を表し,以下で与えられる.




















BΓ(wΓ) dΓ, if w ∈ BV (Ω), wΓ ∈ H1(Γ),
∞, otherwise.
(4)の定式化により,システム (S)εの一意解の存在は発展方程式の一般論 (cf. [5,6])によ
り明らかである. このとき主定理は,凸関数 Φε が Mosco収束するかどうかがポイントで




考える. (ただし, ν > 0, ε ≥ 0)
(KWC)ε:
∂tη −∆η + g(η) + α′(η)|∇θ| = 0 in Q := (0,∞)× Ω,
∇η · nΓ = 0 on Σ := (0,∞)× Γ,










= 0 in Q,
∂tθΓ −∆Γ(ε2θΓ) +
(
α(η) ∇θ|∇θ| + ν
2∇θ)|Γ · nΓ = 0, and
θ|Γ = θΓ on Σ,
θ(0, x) = θ0(x), x ∈ Ω, and θΓ(0, y) = θΓ,0(y), y ∈ Γ.
(6)
システム (KWC)εは, Kobayashi et-al. (cf. [12])により提唱された結晶粒界運動を記述する
数学モデルをアレンジしたものであり, 2つの初期値境界値問題 (5), (6)から構成されてい
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る. 以後このシステムを Kobayashi–Warren–Carterシステムと呼ぶ. 本システムは,以下
の自由エネルギーF : L2(Ω)2 × L2(Γ)→ [0,∞]の勾配流として導かれる:
















if [η, θ, θΓ] ∈ H1(Ω)2 ×H1/2(Γ), εθΓ ∈ H1(Γ), and θ|Γ = θΓ on Γ.
(7)
ここに,システム (KWC)εの未知変数 η = η(t, x)と θ = θ(t, x)のそれぞれは,多結晶体内の
結晶粒の「配向度」と「方位角」を表す相関数である. θΓは方位角 θの境界熱源であるが,こ
こではこの θΓを未知変数として加えることで, Ωの外部が動的に変化する状況にも対応可
能な枠組みでシステムが構成されている. また 0 < α0 ∈ W 1,2loc (R)と 0 < α ∈ C2(R)はそれ
ぞれ速度のモビリティと空間拡散のモビリティであり, α′は αの微分を表す. η0, θ0 ∈ L2(Ω)
と θΓ,0 ∈ L2(Γ)はそれぞれ与えられた初期値である.
Kobayashi–Warren–Carterシステムの数学解析は,現在までに様々な条件下で研究の成果





る. その第一段階として,システム (KWC)εにおける初期値境界値問題 (6)に力学的境界条
件を課した場合を考える. (6)のような力学的境界条件下での特異性を含む準線形拡散方
程式に対する数学解析は,先行研究 (cf. [7])によって定式化が成されている.
以上を踏まえ,本研究ではシステム (KWC)ε の数学解析において先行研究 [7]と同様の
定式化によって数学解析が可能かどうか検証するため,自由エネルギー (7)に適切な式変
形を施し,以下の課題について得られた結果を報告する.
(A) システム (KWC)εの解 [η, θ, θΓ]の存在及び解の数学的表現.
(B) ε→ ε0 としたときのシステムの連続依存性.
(C) 解 [η, θ, θΓ]の時間無限大での解挙動とシステム (KWC)εの定常問題との関連性の考察.
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その素因数を pとしたとき，素因数分解アルゴリズムはその計算量が N の大きさに依存するタイプの
ものと pの大きさに依存するタイプのものに大別できる．前者の代表的なものでは数体ふるい法がよく
知られており，本稿で中心的役割を果たす楕円曲線法（x3.3）は後者の代表例となっている．ところが，















その類多項式が２次以下となるよう判別式  D を用いて 4p = 1 +Dv2(v 2 Z)と書ける場合，CM法
を用いて Fp 上での位数が pとなる楕円曲線 E を生成するというアイデアを用いた．そうすることで，
∗ e-mail:yusuke@math.sci.hokudai.ac.jp
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もし有理点を得ることができれば，その N 倍が E(Fp)の中で単位元となり，あとは楕円曲線法と同様












を持つ場合へアルゴリズムの構成を一般化した．それにとどまらず，先行研究が 4p = 1 +Dv2 という
形の素数を扱っていたのに対し，4p = t2 +Dv2 という形をしていても p+ 1  tがスムースとなる場
合へアルゴリズムを拡張した．まとめると，本稿では次の２つのアルゴリズムを与え，それによって得
られた素因数分解の数値例を提示する．
• 4p = 1 +Dv2 という形の素数を素因数に持つ合成数 N と判別式  D とその類多項式 H D(X)
の入力に対し N の素因数を 確率 14 で出力する N の長さに関する多項式時間アルゴリズム．
• 素数 pが 4p = t2 +Dv2 という形をしており p+ 1  tが smoothになるとき，このような pを
素因数にもつ合成数 N と判別式  D とその類多項式 H D(X)の入力に対し N の素因数を確率
1




楕円曲線生成法である CM法は x4で解説を行う．最後に x5においてこれらを組み合わせた素因数分
解アルゴリズムを提案する．本アルゴリズムを用いた数値例は x6で与える．
2 RSA暗号
暗号技術の重要な役割の一つは \守秘"である．送信者 S はメッセージmをその内容を第三者には秘
密にしたまま受信者 Rに送ろうとしており，このmを盗聴したい第三者の攻撃者 Aはこの二者の間の
通信を傍受することができる，という状況を考える．もし S がこのメッセージ m をそのまま R へ送



















ここでは RSA 暗号 [7] について解説を行う．メッセージの受信者 R は大きな素数 p; q *2を選び，
N = pq を計算する．さらに整数 eで gcd
 
(p   1)(q   1); e = 1となるものをランダムにとる．これ
らに対して，Z=(p  1)(q   1)Zの中での eの逆元 dを計算する．このとき，
公開鍵：(N; e)
秘密鍵：d
とする．もちろん Rは p; q も秘密にしておく．
送信者 S が Rへ送りたいメッセージが 0  m  N   1なる整数mで表現されているとする．S は
公開鍵を用いて暗号文 cを
c = me 2 Z=NZ
と計算する．この暗号文 cを受け取った Rは秘密鍵を用いて Z=NZの中で cd を計算する．すると，














E : y2 = x3 +Ax+B (A;B 2 K; 4A3 + 27B2 6= 0) (3.1)
で定義される代数曲線をK 上の楕円曲線とよぶ．楕円曲線はそのK-有理点集合（以下，状況が明らか
な場合は単に有理点とよぶ）
E(K) := f(x; y) 2 K Kjy2 = x3 +Ax+Bg [ f1g
が点1を単位元とする群構造を持つという著しい性質を持つ．この群を楕円曲線 E の Mordell-Weil
群とよぶ．








 0 = 0
 1 = 1
 2 = 2Y
 3 = 3X
4 + 6AX2 + 12BX  A2
 4 = 4Y (X
6 + 5AX4 + 20BX3
 5A2X2   4ABX   8B2  A3)
 2m+1 =  m+2 
3






m 1    m 2 2m+1) (m  3)
これらを等分多項式とよぶ．さらに等分多項式を用いて整数m  0に対し次のように多項式を定める．
m = X 
2






m 1    m 2 2m+1)










が成り立つ*4．このように有理点 P の n倍点 は等分多項式によって完全に定められ，次が成り立つ：
nP =1()  n(x; y) = 0． (3.3)
このように体上の楕円曲線での群演算において，その計算過程で逆元の計算を必要とする．したがっ
て環上，例えば合成数 N に対して Z=NZ上で楕円曲線を考えた場合は，この加法公式が機能しなくな
る．しかし，そのことが楕円曲線法において重要な役割を果たす．なお，環上の楕円曲線の加法公式も
知られている [5]．
さて，K 上定義された２つの楕円曲線E1からE2への同種写像とは準同型写像  : E1(K)! E2(K)
であって，有理関数で与えられるものである．さらに逆写像が存在するとき E1 と E2 は同型であると
いう．E 自身から E 自身への同種写像を E の自己準同型とよび，それらのなす環を End(E)で表す．
本稿では K = Cの場合の自己準同型環の構造が重要であるが，それについて述べる前に次の定義を用
意する．
定義 3.1. 平方因子を持たない整数 dに対し，体
Q(







2 (d  3 mod 4)p d (d  1; 2 mod 4)
とおく．このとき Q(
p d) のオーダー O は整数 f > 0 が存在して O = Z + fZ という形をしてい
る．これに対してオーダー O の判別式を
 D =
 f2d (d  3 mod 4)
 4f2d (d  1; 2 mod 4)
で定める．あるオーダーの判別式となっている負の整数を単に判別式とよぶ．
*4 実は， 2m と m は X と Y 2 の多項式になることが示せる. 従ってこの公式の第一成分は y2 に x3 + Ax+B を代入す
ることで xのみの多項式として書ける．
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定理 3.2. E を C上の楕円曲線とする．このとき次のどちらかが成り立つ．
• End(E) = Z
• ある虚二次体K = Q(
p D)とそのオーダー O が存在し，End(E) = O となる
定義 3.3. C上の楕円曲線 E が Q(
p D)のオーダー O による虚数乗法を持つとは，End(E)が O と
同型なときをいう．





を E の j 不変量と呼ぶ．





逆に j0 2 K が与えられた時，j0 を j 不変量とする楕円曲線は次のように構成できる．
命題 3.5. 与えられた j0 2 K (j0 6= 0; 1728)に対し，





は j0 を j 不変量とするK 上の楕円曲線である．
さて，この量は次の重要な性質を持つ．
命題 3.6. ２つの楕円曲線が代数的閉体上同型であることと，それらの j 不変量が等しいことは同値で
ある．
一般の体 K 上で考えた場合，K 上同型であれば定義より明らかに j 不変量は一致するが，その逆は
成り立たない．楕円曲線 E に対し，jE に等しい j 不変量を持つ楕円曲線を E のツイストとよぶ．
3.2 p  1法
Pollardによって考案された p   1法は楕円曲線法の基本的アイデアを与えた重要な素因数分解アル
ゴリズムであるのでここで簡単な解説を与える．そこで，一つ用語を導入する．
定義 3.7. C を正の整数とする．このとき整数 N が C-スムースであるとは，N の最大の素因数が C
より小さいときを言う．C を省略して単に，N がスムースである，と言った場合は C が小さい整数で
あるということを暗に意味する．
合成数 N が N = pq と素数の積であるとし，N の素因数を見つけたい．素因数の一つの p に対し
p  1が C-スムースであると仮定する．また簡単のために p  1は平方因子を持たないと仮定する．こ
のとき p  1は C!の約数となるので，
aC!  1 mod p
が成り立つ．さらに運良く
aC! 6 1 mod q
であったとする．このとき gcd(aC!   1; N)は pを出力し合成数 N の非自明な素因数が見つかる．
*5 これらの虚２次体の単数群が特殊なものであるから例外的に扱う必要がある．
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以上の手続きで合成数の素因数を見つける方法を p   1法とよぶ．しかし，この方法には N が与え





この p  1法の問題点を楕円曲線を用いることで鮮やかに回避したのが Lenstra Jr.による楕円曲線
法 [6]である．まずそのアイデアを見る．
合成数を N = pq（pと q は異なる奇素数）とし，環 Z=NZ上で楕円曲線 E を考える．このとき，
E(Z=NZ) = E(Fp) E(Fq) (3.4)
が成り立つ．
さて E(Z=NZ) 上で公式 (3.2) を用いた有理点 P のスカラー倍を観察する．するとその計算過程で
は Z=NZの逆元の計算を必要とする．したがって分母にくるべき数 dが逆元を持たない場合は計算失
敗となる．では Z=NZで逆元を持たない数とは何か．それは pと q の少なくとも一方を素因数とする
数である．そこで， 
d  0 mod p
d 6 0 mod q (3.5)
であったとする．このとき，P のスカラー倍nP の計算が (3.4) の左辺で失敗したとしよう．P に対
応する (3.4)の右辺の点を (Pp; Pq)と書けば，仮定 (3.5)は (3.3)より nPp = 1かつ nPq 6= 1を意
味する．この観察を利用する．つまり，#E(Fp)jnとなる nを選ぶことができれば nPp = 1となり，
E(Z=NZ)内で計算した nP の分母にくるべき値と N の最大公約数を取ったとき非自明な値が返って
くる．この#E(Fp)こそが p  1法における値 p  1にあたるものである．そこで，スムースな位数を
持つことを期待して次々に楕円曲線を生成していけばよい．
しかしながら，一般に Z=NZ 上の楕円曲線 E とその有理点 P の組みをランダムに生成することは
難しい．この問題点は次のようにして巧みに回避できる．まずランダムに Z=NZ の元の３つ組み（
a; u; v）をとる．これらを用いて b 2 Z=NZを b = v2   u3   au mod N と定めれば，Z=NZ上の楕円
曲線 E : y2 = x3 + ax+ bと有理点 P = (u; v) 2 E(Z=NZ)が得られる．
まとめると，楕円曲線法とは以下の手続きで合成数の素因数を見つける方法である．
• Step1:いくつものランダムな Z=NZの組み (ai; ui; vi)から上述のように楕円曲線とその有理点
の組みの族 (Ei; Pi)を生成する．
• Step2:正整数 C を選び (C!)Pi を計算していく．
• Step3:ある i で計算に失敗したらその分母に来るべき整数と N の最大公約数は N の非自明な




また，本節以降の便利のため，次の記号を導入する．多項式 f(X) 2 Z[X] に対して，その係数を
mod nして得られる多項式を fn(X) 2 Z=NZ[X]で表す．
4.1 類多項式




そこで ELL( D) = fE1;    ; Ehgと書き下せば，それらの j 不変量をとることによって有限個の相






を mod pすることによって Fp 係数の多項式 H D;p(X)が得られる．
次の定理が成り立つ．
定理 4.2. 判別式  Dとし，pを  D を割らない素数とする．次は同値．












素数 pがある判別式  D を用いて 4p = t2 +Dv2(t; v 2 Z)と書けるとする（D > 4のとき*6，整数
t2; v2 は p;D から一意的に定まる）．CM法はここに現れる pと tに対し，Fp 上の楕円曲線 E であっ
て #E(Fp) = p+ 1  tなる楕円曲線を構成する方法である．
この仮定の下で定理 4.2により  D の類多項式 H D;p(X)は Fp の中で一次式の積に分解できるの
で，Fp 内に根を持つ．そのひとつを j0 とする．この j0 を j 不変量にもつ Fp 上の楕円曲線 Ej0 を命題



















E D;c : y2 = x3 +A D;c(X)x+B D;c(X): (5.1)
このとき jE D;c = X である．j0 を H D;p(X)の根とし，Fp 上の楕円曲線を
E D;cj0 : y






で定義すれば，その j 不変量は j0 であるから CM法により
#E D;cj0 (Fp) = p+ 1  t or p+ 1 + t
である．
係数環を拡大することにより E D;c の有理点を構成する．さらにランダムに選んだ x0 2 Z=NZに
対し，
(X) := x30 +A








Y 2   (X)
とおけば，








 n(x0; Y )
 n(x0; Y )2
;
!n(x0; Y )




 n(x0; Y ) = gn;0(X) + gn;1(X)Y
















Res(H D;N (X); g2N;0(X)  g2N;1(X)(X)); N
 6= 1
である．





が X に j0，Y に  を代入することで得られる．この写像は E D;c(S
 D;(X)
N )! E D;c(Fp)を導く．
P 2 E D;c(S D;(X)N )のこの写像による像を Pp 2 E D;c(Fp)と書く．
さらに仮定より#E D;cj0 (Fp) = pなので NPp =1 2 E D;cj0 (Fp)である．従って，







*8 添え字の nはスカラー倍に対応する nのことで，本稿で用いている係数を mod nして得られる多項式の記号とは異なる
ので注意されたい．
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であるが，j0 は H D;p(X)の Fp 内の根であることに注意すると，これは２つの多項式 H D;p(X)と
gN;0(X)
2   gN;1(X)2(X)が Fp に共通根を持つということを意味する．従って
Res
 
H D;N (X); gN;0(X)2   gN;1(X)2(X)
  0 mod p
となり命題の結論が得られる．
この命題の仮定を吟味する．#E D;cj0 (Fp) = p となるかどうかは c 2 Z=NZ の選び方に依存し
ており， 12 の確率で仮定を満たす楕円曲線が得られる．一方で，p(j0) 2 Fp が平方剰余かどうか
は x0 2 Z=NZ の選び方に依存し，こちらも 12 の確率で仮定を満たす元が得られる．このことから
c; x0 2 Z=NZをランダムに選んだとき 14 の確率で命題の仮定を満たす状況が整う．
命題 5.2. 記号を上記のものとし，p+ 1  tが C-スムースであるとし，素因数の最大の指数を eとす










入力：4p = 1 +Dv2 という形をした素因数 pを持つ合成数 N 判別式  D とその類多項式 H D(X)
出力：N の非自明な約数（pの倍数）
• 1.ランダムな c 2 Z=NZに対し環 R DN 上の楕円曲線を方程式 (5.1)で定義する．
• 2.ランダムな x0 2 Z=NZに対し (X) 2 R DN を (5.2)で定める．
• 3.S D;(X)N を構成し，P = (x0; Y ) 2 E(S D;(X)N )をとる．
• 4.NP を計算する．
• 5-1.確率 14 で gcd
 
Res(H D;N (X); g2N;0(X) g2N;1(X)(X)); N

は非自明なN の約数を返す．
• 5-2.上の gcdが 1を返した場合は失敗．cか x0 のどちらか，または共に別の値に取り替えて同
様の計算を実行．
提案アルゴリズム 2
入力：4p = t2 +Dv2 という形をした素数 pで p+ 1  tが C-スムースとなるもの，M = C!，pを素
因数に持つ合成数 N，判別式  D とその類多項式 H D(X)
出力：N の非自明な約数（pの倍数）
• 1.ランダムな c 2 Z=NZに対し環 R DN 上の楕円曲線を方程式 (5.1)で定義する．
• 2.ランダムな x0 2 Z=NZに対し (X) 2 R DN を (5.2)で定める．
• 3.S D;(X)N を構成し，P = (x0; Y ) 2 E(S D;(X)N )をとる．
• 4.MP を計算する．
• 5-1.確率 14 で gcd
 
Res(H D;M (X); g2M;0(X) g2M;1(X)(X)); N

は非自明なN の約数を返す．





*9 p+ 1 + tがスムースで #E D;cj0 (Fp) = p+ 1 + tとおきかえてもよい．
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なのかの解析については今後の研究課題である．
•  D =  23 (degH D(X) = 3)
p = 570942088504121; t = 1210134
4p = t2 +D  99614562
p+ 1  t = 570942087293988 j 2000!
q = 883478470161233
N = p q = 504415042902280115530654941193
•  D =  56 (degH D(X) = 4)
p = 804161; t = 450
4p = t2 +D  2322
p+ 1  t = 803712 = 27  3 7 13 23
N = p q = 488391904291
•  D =  131 (degH D(X) = 5)
p = 633825300115031367607309441663
4p = 1 +D  1391166570843392
q = 868610670601296908562434196197
N = p q = 550547418976985666816226779885030828558826986967578267955611
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Building set に伴うトーリック Fano 多様体
須山 雄介  y (Yusuke Suyama)
大阪市立大学 大学院理学研究科
1 トーリック多様体と扇
n 次元トーリック多様体とは，C 上の正規代数多様体 X であって，代数的トーラス (C)n を稠密な開
集合として含み，(C)n の自分自身への自然な作用を X 全体への作用に拡張するものをいう．代数的トー
ラスの作用は明示しないことが多いが，トーリック多様体というと作用も込めて考えており，代数多様体
としては同じものでも，作用が異なれば異なるトーリック多様体と考える．
トーリック多様体は，扇とよばれる多面錐の有限集合と 1 対 1 に対応する．Rn の有理強凸多面錐とは，
Zn の有限個のベクトル v1; : : : ; vr で張られる多面錐  = R0v1 +   +R0vr で，Rn の 0 でないいかな
る部分空間も含まないものをいう．Rn の扇とは，Rn の有理強凸多面錐からなる空でない有限集合  で
あって，次を満たすものをいう．
(1)  2  ならば， の各面もまた  に属する．
(2) ;  2  ならば， \  はそれぞれの面である．
定理 1.1 (トーリック幾何の基本定理). n次元トーリック多様体の同型類と，Rn の扇は 1対 1に対応する．
本稿では扇  からトーリック多様体 X() を構成する方法のみ解説する．まず，各有理強凸多面錐
 2  からアフィン代数多様体 U を構成する．_ = fu 2 Rn jすべての v 2  に対し hu; vi  0g とおく
と，_ \Zn は和に関し可換モノイドになり，モノイド環 C[_ \Zn] はC 上有限生成な整域になる．した
がって SpecC[_ \Zn] はアフィン代数多様体になるので，これを U とおく．次にこれらを貼り合わせる．
 が  の面ならば，包含写像  !  から自然に定まる射 U = SpecC[_ \ Zn]! SpecC[_ \ Zn] = U
は開埋め込みになる．これにより U を U の開部分集合と同一視し，U たちを貼り合わせてできる代数
多様体が求めるトーリック多様体 X() である．
トーリック多様体の多くの代数幾何的性質が扇の言葉に翻訳できる．Rn の扇  は，S2  = Rn を
満たすとき完備であるといい，各  2  が Zn の基底の一部で張られるとき非特異であるという．
定理 1.2. Rn の扇  に対し，X() が完備（resp. 非特異）であることは， が完備（resp. 非特異）で
あることと同値である．
トーリック多様体 X() が射影的かどうかも扇  の側で判定できるが簡単ではない．本講演で扱うトー
リック多様体はすべて非特異で射影的である．
2 Building set に伴うトーリック多様体
空でない有限集合 S 上の building setとは，S の空でない部分集合からなる有限集合 B で次の条件
を満たすものである．




(2) 任意の i 2 S に対し，fig 2 B である．
B の包含関係に関する極大元全体を Bmax で表し，Bmax の元を B-componentとよぶ．Bmax = fSg の
とき B は連結であるという．S の空でない部分集合 C に対し，BjC = fI 2 B j I  CgはC 上の building
set になる．任意の building set B に対し，B = FC2Bmax BjC が成り立つ．特に，任意の building set は
いくつかの連結な building set の非交和である．
定義 2.1. Building set B の nested set とは，B nBmax の部分集合 N で次の条件を満たすものである．
(1) I; J 2 N ならば，I  J; J  I; I \ J = ; のいずれかが成り立つ．
(2) 任意の k  2 と，任意の pairwise disjoint な I1; : : : ; Ik 2 N に対し，I1 [    [ Ik =2 B が成り立つ．
B の nested set 全体を N (B) で表す．
Building set B からトーリック多様体 X((B)) を構成する．まず，B が連結な場合を考える．S =
f1; : : : ; n + 1g とする．e1; : : : ; en を Rn の標準基底とし，en+1 =  e1        en とおく．I  S に対し
eI =
P
i2I ei とおき，N 2 N (B) に対しR0N =
P
I2N R0eI とおくと，(B) = fR0N j N 2 N (B)g




命題 2.2 ([8, Corollary 5.2 and Theorem 6.1]). X((B)) は非特異射影的トーリック多様体になる．
例 2.3. S = f1; 2; 3g; B = ff1g; f2g; f3g; f2; 3g; f1; 2; 3gg とする．このとき，N (B) は
f;; ff1gg; ff2gg; ff3gg; ff2; 3gg; ff1g; f2gg; ff1g; f3gg; ff2g; f2; 3gg; ff3g; f2; 3ggg
となる．したがって図 1 のような扇が対応し，伴うトーリック多様体 X((B)) は P2 の 1 点ブローアッ
プである．
図 1: 扇 (B).
注意 2.4. X((B)) は単なるトーリック多様体の具体例というだけのものではない．初出および関連する
話題について述べる．
(1) V を有限次元 C 線形空間とする．De Concini{Procesi [1] は，V  の subspace arrangement G で
ある条件を満たすものに対し，非特異射影代数多様体 Y G と P(V ) n
S
G2G P(G?) 上同型な全射
p : Y G ! P(V ) で，p 1(
S
G2G P(G?)) が Y G の単純正規交差因子になるようなものを構成した．条
件を満たす G を building set とよび，Y G を wonderful model とよぶ．特別な場合に G を抽象
化したものが B であり，Y G をトーリックの言葉で書き直したものが X((B)) である．
(2) Building set B に対し nestohedronとよばれる多面体 PB を定めることができ，その normal fanと
して扇 (B)を構成することもできる．有限単純グラフから building setを定めることができ，これに
対応する nestohedronを graph associahedronとよぶ．Graph associahedronは associahedron,











られた次元のトーリック Fano 多様体をすべて求めるアルゴリズムも知られている [3].
次元 1 2 3 4 5 6 7 8
トーリック Fano 多様体の数 1 5 18 124 866 7622 72256 749892
トーリック弱 Fano 多様体も各次元に有限個しか存在しないが，トーリック弱 Fano 多様体は，トーリッ





に対してのみ調べれば十分である．Rn の扇  の n   1 次元有理強凸多面錐  に対応するトーラス不変
曲線を V () で表す．
命題 3.1. X() を n 次元非特異射影的トーリック多様体とする．
(1) X() が Fano ,  の任意の n  1 次元多面錐  に対し，( KX():V ()) > 0 ([4, Lemma 2.20]).




命題 3.2. X()を n次元非特異完備トーリック多様体とし， = R0v1+   +R0vn 1 を の n 1次
元有理強凸多面錐（vi は原始ベクトル）とする．v; v0 を異なる原始ベクトルで，+R0v; +R0v0 がとも
にの n次元多面錐になるものとする．このとき，整数 a1; : : : ; an 1 で v+v0+a1v1+   +an 1vn 1 = 0
を満たすものが一意的に存在し，( KX():V ()) = 2 + a1 +   + an 1 となる．
4 主結果
定理 4.1 ([6]). B を building set とすると，次は同値である．
(1) トーリック多様体 X((B)) は Fano.
(2) B-component C と，I1 \ I2 6= ;; I1 6 I2; I2 6 I1 を満たす I1; I2 2 BjC に対し，I1 [ I2 = C かつ
I1 \ I2 2 BjC が成り立つ．
2 次元以下のトーリック Fano 多様体はすべて building set から得られる．3 次元トーリック Fano 多様
体 18 種類のうち，building set に伴うものは 14 種類である．
定理 4.2 ([7]). B を building set とすると，次は同値である．
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(1) トーリック多様体 X((B)) は弱 Fano.
(2) B-component C と，I1 \ I2 6= ;; I1 6 I2; I2 6 I1 を満たす I1; I2 2 BjC に対し，次の少なくとも一
方が成り立つ．
(i) I1 \ I2 2 BjC .
(ii) I1 [ I2 = C かつ j(BjI1\I2)maxj  2.
特に，building set に伴う 3 次元以下のトーリック多様体はすべて弱 Fano である．4 次元以上では，
building set に伴うトーリック多様体で弱 Fano でないものが存在する．
本稿では定理 4.1 の証明の方針のみを解説する（定理 4.2 も同じような方針で証明されるが，より複雑
である）．任意の building set は連結な building set の非交和であり，連結な building set の非交和はトー
リック多様体の直積に対応する．トーリック多様体の直積が Fano であるための必要十分条件は，もとの
トーリック多様体がすべて Fano であることであるから，S 上の連結な building set B に対し，次が同値
であることを示せば十分である．
(10) トーリック多様体 X((B)) は Fano.
(20) I1 \ I2 6= ;; I1 6 I2; I2 6 I1 を満たす I1; I2 2 B に対し，I1 [ I2 = S かつ I1 \ I2 2 B が成り立つ．
難しいのは (10)) (20) の部分なので，こちらだけを解説する．証明の鍵となるのは次の補題である．
補題 4.3. B を S 上の連結な building set とし，I1; I2 2 B が I1 \ I2 6= ;; I1 6 I2; I2 6 I1 を満たすとす
る．このとき，
J1; J2 2 B; j1 2 J1 n J2; j2 2 J2 n J1;
N 2 N (BjJ1\J2)max; N 0 2 N (Bj(J14J2)nfj1;j2g)max
で，J1 \ J2 6= ;; J1 [ J2 = I1 [ I2 かつ
fJkg [N [ (BjJ1\J2)max [N 0 [ (Bj(J14J2)nfj1;j2g)max
が各 k = 1; 2 に対し B の nested set になるようなものが存在する．
補題 4.3 の証明は非常に技巧的であるが，与えられた I1; I2 2 B から，条件を満たす J1; J2; j1; j2; N;N 0
を具体的に見つけるアルゴリズムになっている．
I1; I2 2 B が I1 \ I2 6= ;; I1 6 I2; I2 6 I1; I1 [ I2 ( S を満たすとする．補題 4.3 の J1; J2; j1; j2; N;N 0
をとる．M 2 N (B) で
fJk; J1 [ J2g [N [ (BjJ1\J2)max [N 0 [ (Bj(J14J2)nfj1;j2g)max [M
が各 k = 1; 2 に対し極大な nested set になるようなものが存在するので，
 = R0(fJ1 [ J2g [N [ (BjJ1\J2)max [N 0 [ (Bj(J14J2)nfj1;j2g)max [M)
とおくと，
eJ1 + eJ2  
X
C2(BjJ1\J2 )max
eC   eJ1[J2 = 0
だから，命題 3.2 より
( KX((B)):V ()) = 2  j(BjJ1\J2)maxj   1  2  1  1 = 0
となり，命題 3.1 (1) より X((B)) が Fano でないことがわかる．
I1; I2 2 B が I1 [ I2 = S かつ I1 \ I2 =2 B である場合も，補題 4.3 の主張を少し修正した補題を考える
ことで，X((B)) が Fano でないことを示すことができる．
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1 if n = 1;
( 1)k if nが相異なる k個の素数の積;
0 if nが平方因子をもつ

















がリーマン予想と非自明零点の重複度が全て 1位 1 であるという仮定の下で示され
た. ただし, 上記の最初の和はリーマンゼータ関数の非自明な零点 に関する和であ
り,  ! 1のとき T ! 1となるある数列に対する和である. さらに, Bartzにより
リーマン予想の仮定を外しても, 数列 Tにある条件を加えることで式 (1.1)が成り立
つことが示されている [1]. ここで, 式 (1.1)の零点の和に関する項に注目するとこの
明示公式からメビウス関数を調べるためには  0()が重要であることがわかる. その
ため, これに関しては多くの研究が行われている. 特に, この  0()和についての評価
の研究に関する一つの目標となる次の予想がGonek [3]とHejhal [4]により独立に提
起された.
1リーマン予想が 2017年 12月時点で未解決問題であることは周知の事実であろう. また, リーマン
ゼータ関数の非自明零点が全て 1位であるということも未解決な問題の一つであり 2017年 12月現在
では未解決な問題である.
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予想 1 (Gonek-Hejhal予想). リーマンゼータ関数の非自明零点の重複度が全て 1位で



















定理 1. を法を qとする原始ディリクレ指標とする. 今, L(s; )の全ての零点の重











C(log log T )2

をみたすT 2 [T=2; T ]が存在する. ただし, T0(q)はqのみに依存する十分大きな定数で
あり, 和についてはL(s; )の s = 0; 1
2
を除く零点  = + iで 3=4 <  < 1; jj  T
をみたす零点全体を走る和としている. 特に, T > T0(q) > 0に関してX
0T
1
jL0(; )j  T (2.1)
も成り立つ.
上記の結果は以下のRamachandraと Sankaranarayananの 2人により示された (s)
に関する臨界領域内の水平線上での一様な下からの評価をディリクレL関数に拡張す
ることで得ることができる. その拡張が以下の結果である.









jL( + it; )j 1  exp(C()(log log(QT ))2) (2.2)
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1 if Q  (log(T ))=4;
Q2 if Q > (log(T ))=4
である.




いて一様に (2.2)のような評価 T "-オーダーをもつ水平線を取ると, そこで指標につい
て和や積を取っても T "-オーダーを持つことがわかり, 複素解析を行う上ではよい評
価を得ることができる. 例えば, 等差数列へと応用するためには指標の和を考えたい
のだが, 指標に依存して (2.2)のような評価ができる場所が変わってしまうと都合が悪




系 1.   20である定数とし, T  T0() > 0とする. また, K=Qをアーベル拡大で











定理 3. K を代数体でQ上アーベル拡大なものとする. 今, K(s)の全ての非自明零











C(log log T )2

をみたす T 2 [T=2; T ]が存在する. ただし, T0(K)はKのみに依存する十分大きな定
数であり, 和については K(s)の零点  =  + iで 3=4 <  < 1; jj  T をみたす零







評価 (2.1)と (2.3)はGonek-Hejhal予想の  =  1=2の場合に関する下からの評価
を求めた結果である. これはリーマンゼータ関数の場合の結果 [2]と同等の結果であ
る. Gonek-Hejhal予想によるとリーマンゼータ関数の場合の真なる評価は T ではなく













Heath-Brown による [5] であるがこの結果は臨界線上  = 1=2付近では非常に悪い評
価しか得られていないものとなっている.
3 定理 1の証明
この節では定理 1の証明を述べる. 定理 1の証明は定理 2を用いることで割と簡単
に示すことができる.
定理 1の証明. を法が qの原始ディリクレ指標とする. 今, 定理 2を  = 20として
適用する. このとき, T > T0(q) > exp
 
q1=5
として, T 2 [T; 2T ]で 1=2    2に関
して一様に
jL( + iT ; )j 1  exp(C(log log T )2) (3.1)
が成り立つものが取れる.
また, ディリクレL関数の関数等式により, jL(s; )j  (qt)1=2 jL(1  s; )jが成り























が成り立つ. ただし, s = 0; 1
2
で L(s; )が零点を持つ場合, それは Oq(1)に吸収され
る. ここで, Z 2iT 3=4iT dsL(s; )
 exp(C(log log T )2)
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となる. 従って, 定理 1が導かれる.
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2015 年に G. Chinta 氏, J. Jorgenson 氏 及び A. Karlsson 氏らによって有限とは限らない頂









グラフ X = (VX,EX)を連結単純グラフとし, グラフ X のラプラシアンを ∆X と表す. 有限グ
ラフ X に対して, グラフの性質の中でもグラフの閉測地線とグラフのラプラシアンのスペクトル
との関連について良く調べられている. その関連を表す一つの等式が, 本講演の主題である伊原の










ここで, Nm はグラフ X における長さ mの閉測地線の個数を表す. このタイプのゼータ函数はも
ともと 1966年に伊原康隆氏により整数論の文脈において, セルバーグ型のゼータ函数として導入
された (cf. [15]). その後, 有限グラフのおいても同様にゼータ函数が定義されると J. P. Serre氏
により示唆され, 砂田利一氏, 橋本喜一朗氏, H. Bass 氏らにより研究が進められた (cf. [2], [10],
[11], [12], [13], [14], [16], [18], [19], [20]). 伊原ゼータ函数に対して, 次の公式が有名かつ重要な公
式である ([21]):
ZX(u)
−1 = (1− u2)−χ(X) det (I − u(DX −∆X) + u2(DX − I)).
∗ t-kosaka@math.kyushu-u.ac.jp
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ここで, X のオイラー標数を χ(X) と表し, valency operator と呼ばれる作用素を DX と表した.
特に, X が (q + 1)-正則グラフである場合, この公式は次のように表すことができる:
ZX(u)
−1 = (1− u2) 12n(q−1)
∏
λ∈σ(∆X)
(1− (q + 1− λ)u+ qu2)m(λ).
ここで上において, 頂点集合の濃度を n, ラプラシアン ∆X のスペクトルを σ(∆X), 固有値 λ の




その後, 1999年に L. Bartholdi氏により次のようなゼータ函数が導入された ([1]):








ここで, X における閉路全体の集合を C, 閉路 C の長さを ℓ(C), cyclic bump countを cbc(C)と
表した. このゼータ函数は Bartholdiゼータ函数と呼ばれている. Bartholdiゼータ函数において,






× det (I − u(DX −∆X) + (1− t)u2(DX − (1− t)I)).
特に, X が (q + 1)-正則グラフである場合, この公式は次のように表すことができる:
ZX(u)
−1 = (1− (1− t)2u2) 12n(q−1)
∏
λ∈σ(∆X)





この節では, グラフ X = (VX,EX)を高々可算個の頂点を持ち, 頂点次数が有界であるグラフと
し, 前節と同様に X のラプラシアンを ∆X と表す. 近年このような有限とは限らないグラフに対
して, 様々なゼータ函数が考案されている (cf. [3], [4], [5], [6], [7], [8], [9], [17]). その中でも [3]に
おいて, G. Chinta氏, J. Jorgenson氏, A. Karlsson氏らは頂点推移である (q + 1)-正則グラフX









ここで, 頂点 x0 を始点とする長さが mの閉測地線の個数を Nm(x0)と表した. 本講演では, これ
も伊原ゼータ函数という. 上において, グラフ X は頂点推移, すなわち, グラフ X の自己同型群
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Aut(X)が頂点集合 VX に推移的に作用することから, ZX(u, x0)は x0 に依存しない. [3]におい
て, G. Chinta氏, J. Jorgenson氏 及び A. Karlsson氏らはこのゼータ函数に対して, 次の公式を
証明した:
ZX(u, x0)
−1 = (1− u2) q−12 exp
(∫
σ(∆X)
log(1− ((q + 1)− λ)u+ qu2)dµx0,x0(λ)).
ここで, ラプラシアン ∆X のスペクトル測度を E と表したとき,
dµx0,x0(λ) := d〈E(λ)δx0 , δx0〉
と表した. この公式は頂点 x0 を始点とする閉測地線とラプラシアンのスペクトルとの関連を表し
ており, この公式も伊原タイプの公式であるということができる.
本講演では, 高々可算個の頂点を持ち, 頂点次数が有界である単純グラフに対して, [3]と同じア
イデアを用いて伊原ゼータ函数を定義し, その伊原タイプの公式を紹介する. また, そのゼータ函数
に対して, L. Bartholdi氏と同じアイデアを用いてゼータ函数を一般化し, その Bartholdiタイプ
の公式も紹介する. 特に, 有限グラフの場合には, これらの公式から, 本稿で紹介した公式を導くこ
とができる. その意味で本講演で紹介する公式はこれまで紹介した公式の一般化にもなっている.
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ADE型量子ループ代数のある加群圏の構造について








物理学的な背景から，有限次元複素単純 Lie代数 g もしくはその普
遍包絡環 U(g) に対し，「q 変形」と「ループ化」という 2種類の変形
を考えることが多い．ここで，「q 変形」とはパラメータ q を付加す
ることによる Hopf代数の非余可換変形（Drinfeld-神保の量子包絡環）
Uq(g) を指し，「ループ化」とは C（S1 の複素化）から gへの（代数
的な）写像全体 Lg := g




ここでは，ADE型 Lie代数 gの量子ループ代数 Uq(Lg)の有限次元表現論について述べる．それは，ADE
型 Dynkin図形の各辺に向きを与えて得られる Dynkin箙 Qや箙多様体と深く結びついている．本稿では特
に，各 Dynkin箙 Qに対して Hernandez-Leclerc [6]が定義した Uq(Lg)の良い加群圏 CQ の構造が箙 Qの表
現論や箙多様体の幾何とどのように関係しているかを説明したい．
2 量子ループ代数の表現論
2.1 Dynkin図形と Lie代数 An (n 2 Z1)
1 2 3 n  1 n
  
Dn (n 2 Z4)
1 2
  
n  3 n  2
n  1
n












であって，古典型と呼ばれる 4つの無限系列 An(n 2 Z1);Bn(n 2 Z2);Cn(n 2 Z2);Dn(n 2 Z4)と，有




以下では，記法を固定することも兼ねて Dynkin図形から対応する Lie代数 gがどのように復元されるのか
思い出し，その構造と表現論について簡単にまとめておく．X = A;D;E とし，Xn 型の Dynkin図形を考え
る．その頂点集合を I = f1; 2; : : : ; ngとし，2頂点 i; j 2 I が辺で結ばれているとき i  j と書く．Cartan行
列 A = (aij)i;j2I を
aij =
8><>:
2 i = j のとき;
 1 i  j のとき;
0 それ以外
と定義する．このとき，Xn 型の複素単純 Lie代数 gは生成元 fei; fi; higi2I と関係式
[hi; hj ] = 0; [hi; ej ] = aijej ; [hi; fj ] =  aijfj ; [ei; fj ] = ijhi;
ad(ei)
1 aij (ej) = ad(fi)1 aij (fj) = 0 (i 6= j);
で与えられる．ただし，ad(x)(y) := [x; y]は随伴作用を表す．Lie代数 gの普遍包絡環 U(g)は Lie括弧 [x; y]
を代数における交換子 xy   yxに読み替えて，上記の生成元と関係式を C代数の生成元と関係式と思って得
られるものに等しい．Lie代数 gの表現と C代数 U(g)上の加群とを自然に同一視し，以下区別しない．
Cartan 部分代数 h := Li2I Chi  g の基底 fhigi2I の双対基底 f$igi2I  h が生成する自由アーベル





M; M := fv 2M j h  v = (h)v (h 2 h)g:
また，i 2 I に対応する単純ルートを i :=
P
j2I aij$j 2 P で定義し，P  Q :=
L
i2I Zi  Q+ :=P
i2I Z0 と定義する．随伴表現のウェイト空間分解 g =
L
2Q g を考えることにより，ルートの集合
R := f 2 Q n f0g j g 6= 0gおよび正ルートの集合 R+ := R \ Q+ を定義する．R = R+ t ( R+)であり，
n+ (resp. n )を feigi2I (resp. ffigi2I)たちの生成する gの冪零部分 Lie代数とすると n =
L
2R+ g,
h = g0 および三角分解 g = n   h  n+ が成り立つ．各  2 R について dim g = 1 であり，特に
dim n = jR+jである.
有限次元 U(g)加群のなす圏 U(g)-modfd はWeylの定理より完全可約であり，その単純加群の同型類全体
の集合 IrrU(g)-modfd は支配的ウェイトの集合 P+ :=
P
i2I Z0i  P と 1 : 1対応する．支配的ウェイト
 2 P+ に対応する単純加群 V ()は生成ベクトルである最高ウェイトベクトル v と関係式
ei  v = 0; hi  v = (hi)v; f(hi)+1i  v = 0 (8i 2 I)
で定義される．代数 U(g)には，各X 2 gに対して(X) = X 
 1+1
X を満たすような余積 : U(g)!
U(g)




 w 7! w 








 f(t); Y 
 g(t)] = [X;Y ]
 f(t)g(t); (X;Y 2 g; f(t); g(t) 2 C[t1])
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で与えられる．ループ化 Lgを C上の無限次元 Lie代数とみなし，その C上の普遍包絡環を U(Lg)と書く．
ADE型の量子ループ代数 Uq(Lg) は，ADE型有限次元 Lie代数 gのループ化 Lgの普遍包絡環 U(Lg)に，複
素数パラメータ q を入れて変形した代数と思える．以下，1の冪根ではない q 2 C を固定する．
定義 2.1. X = A;D;Eに対して，Xn 型量子ループ代数 Uq(Lg)は（無限個の）生成元





































j (w)  (q + q 1)xi (z1)xj (w)xi (z2) + xj (w)xi (z1)xi (z2)
	
+ fz1 $ z2g = 0 (i  j のとき):
























最後の関係式の第 2項 fz1 $ z2g は第 1項から z1 と z2 を入れ替えて得られるものを意味する．
生成元 ei;r; fi;r; hi;m はそれぞれループ代数 Lg の元 ei 
 tr; fi 
 tr; hi 
 tm の対応物であり，生成元 Ki
は qhi
1 と思えるような元である．





M; M = fv 2M j Ki  v = q(hi)v (i 2 I)g
という形の分解を持つようにできる．このような分解を持つ加群を 1 型の加群と呼び，以下では有限次元 1
型 Uq(Lg)加群全体のなす C線形アーベル圏 C に着目する．Lie代数 gのときとは違い，圏 C では加群が非
自明な拡大を持ち，そのホモロジー代数的性質を明らかにすることは興味深い問題である．
量子ループ代数は余積 : Uq(Lg)! Uq(Lg)
Uq(Lg) を持つ*1. 一般の元に対してこれを書き下すことは
難しいが，例えば，各 i 2 I に対して
(Ki) = Ki 
Ki; (ei;0) = ei;0 
K 1i + 1
 ei;0; (fi;0) = fi;0 
 1 +Ki 
 fi;0;
*1 これは定義からは全く自明でなく，量子ループ代数 Uq(Lg)が量子アフィン代数 Uq(bg) （これはアフィン Lie代数の量子包絡環














定理 2.2 (Chari-Pressley [1]). 任意の単純加群 L 2 C に対し，1次元部分空間 Cv  Lと定数項 1の多項式
の I 組  = (i(u))i2I 2 (1 + uC[u])I が一意的に存在して，以下の 3つの条件*2を満たす：
(1) ei;r  v = 0 (i 2 I; r 2 Z);
(2) Ki  v = q(hi)v (i 2 I);







v (i 2 I):
ただし，ここで  := Pi2I(deg i)$i 2 P+ と定義し，[]z1=0 は z1 = 0 における形式的冪級数展開を表
す．さらに，このとき L = L()と書くことにすると，対応 Irr C 3 L() 7!  2 (1 + uC[u])I は 1 : 1である．
定理に現れた多項式の I 組  2 (1 + uC[u])I を Drinfeld多項式と呼ぶ．また条件 (1); (2); (3)を満たすベ
クトル v で生成される Uq(Lg)加群を `最高ウェイト加群，そのとき生成ベクトル v を `最高ウェイトベクト













ここでは Chari-Pressley [2] に従
って，単純加群の `最高ウェイトに
よる特徴付けと関連して局所および
大域 Weyl 加群と呼ばれる Uq(Lg)
加群を定義する．これらは箙多様体の同変K 群を用いて幾何学的に実現できる加群でもある（次節参照）．
まず，生成ベクトル v から定理 2.2の条件 (1); (2); (3)だけで定義される無限次元の普遍 `最高ウェイト加
群M()を考える．これは有限次元単純加群 L() 2 C をただ一つの単純商に持つが，M()は無限次元なの
で圏 C に属さない．そこで，局所Weyl加群 (local Weyl module)をM()の最大の有限次元商W () 2 C




i;r  v = 0 (i 2 I; r 2 Z) (2.1)
を課して定義される加群と同型になる．
一方，生成ベクトル v から定理 2.2の条件のうち (1); (2)のみを関係式として定義される加群M()*3を考
*2 実は条件 (2)は条件 (3)から従うのだが，説明の都合上敢えて分けて書いた．
*3 加群M()および大域Weyl加群W() は Drinfeld多項式の次数  2 P+ のみで決まることに注意する．
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え，加群M()の最大可積分*4商加群W()を大域Weyl加群 (global Weyl module) と呼ぶ．大域Weyl加
群W()は無限次元であり，結果としては条件 (1); (2)に条件 (2.1)を付け加えて定義される加群に同型であ
る．Chari-Pressley [2]および中島 [9]により，
R := EndUq(Lg)(W()) =
O
i2I




であり，W() は R 加群として有限階数自由であることが知られている．特に，環 R の極大イデ
アルの集合 Specm(R) = (C) :=
Q




2 (1 + uC[u])I によって，次数 の Drinfeld多項式の集合と同一視できる．次数 
の Drinfeld多項式  に対応する R の極大イデアルを r と書くことにすると，局所Weyl加群W ()は大域
Weyl加群W()のイデアル r による商と同型になる．別の言い方をすれば，大域Weyl加群W()を空間
(C) 上のベクトル束と思ったとき，局所Weyl加群W ()は点  におけるファイバーである．














各支配的ウェイト  2 P+ に対して，箙多様体 (quiver variety) と呼ばれる 2 種類の C 上の代数多様体
M() とM0()が定義される．実際には，多様体M()は非特異準射影的多様体の直和
F
2Q+ M(; ) と
して，多様体M0() は（一般には特異点を持った）アフィン多様体の和
S
2Q+ M0(; ) として構成される．
多様体M()とM0()には線形代数群 G() :=
Q
i2I GL(hi)(C) C の作用が入り，G()同変な固有射
 :M()!M0() が存在する．また，多様体M0()には原点 0があり，その  による逆像を L()と書い










I = f1g であるから $ = $1,  = 1 と略して書
く． = l$ 2 P+,  = k 2 Q+ に対して，多様
体 M(; ) は Grassmann 多様体の余接束 T Gr(k; l)
であり，M0() = fx 2 End(Cl) j x2 = 0g である．
T Gr(k; l) = f(x; V ) 2 End(Cl)  Gr(k; l) j x(Cl)  V; x(V ) = 0g という同一視の下で固有射  は第
1 成分の射影である．したがって，中心ファイバー L() は Grassmann 多様体 Gr(k; l) の直和となる．群
G() = GL(Cl)  C の T Gr(k; l) への作用は GL(Cl) の自然な作用 g  (x; V ) = (gxg 1; gV ) と C の
ファイバー方向のスカラー倍作用の直積である．
さて，一般にある線形代数群 G の作用つき多様体 X に対し，その同変 K 群，すなわち X 上の G 同変
連接層のなすアーベル圏 CohG(X) の Grothendiek 群 K(CohG(X)) を KG(X) と書く．多様体 X が 1 点
ptのとき CohG(pt) とは Gの有限次元表現のなす圏 Rep(G) であり，KG(pt)は Gの表現環 R(G)に等し
い．表現 V 2 Rep(G)を G多様体X 上の G同変自明束とみなして，[V ] 2 R(G)と [F ] 2 KG(X)との積を
*4 各 ei;r; fi;r が局所冪零に作用すること．量子アフィン代数 Uq(bg)のレベル 0表現と思ったときの可積分性と同値である．
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[V ]  [F ] := [V 
OX F ] と定めることで，同変K 群KG(X)は R(G)加群になる．
以下，箙多様体M()!M0()の設定で，群GとしてはG()を考える．標準的にA := R(C) = Z[v1],
R(GLk(C)) = Z[z11 ; : : : ; z
1
k ]
Sk とみなすとき，R(G()) =Ni2I A[z1i;1 ; : : : ; z1i;(hi)]S(hi) と同一視できる
ことに注意する（テンソル積は A上とっている）．不定元 v 2 Aを，量子ループ代数 Uq(Lg)を定義するとき
に固定したパラメータ q 2 C へ特殊化することで Cを A代数とみなす．前節の R は R = R(G())
A C
と同一視できることに注意する．任意の G()作用付き多様体 X に対して KG()(X) := KG()(X)
A Cと
書くことにする．これは R 加群である．
さて，箙多様体M()!M0() から Steinberg型多様体 Z() := M()M0() M() を構成し，その同
変 K 群 KG()(Z()) を考える．畳み込み (convolution)によって K 群 KG()(Z())には R 代数の構造が
入る．このとき中心ファイバーの同変K 群 KG()(L()) は代数 KG()(Z()) 上の加群となる．
定理 2.3 (中島 [9]). 各  2 P+ に対して，C代数の準同型  : Uq(Lg)! KG()(Z()) が存在して，引き戻
しで得られる Uq(Lg)加群 (KG()(L())) は大域Weyl加群W() と同型である．この同型は，両辺の R
作用と整合的である．
注意 2.4. 準同型  は一般には全射でも単射でもない．本稿の主定理 4.2では，特別な状況でこの準同型の
性質についてより深く考察する．
3 Dynkin箙の表現と Hernandez-Leclerc圏 CQ
この節の目標は，Dynkin箙の表現論を用いてモノイダル部分圏 CQ  C を定義することである．
3.1 箙の表現と Gabrielの定理
箙 (quiver)とは有向グラフのことである．すなわち，頂点の集合 I と矢の集合 
の組 Q = (I;
) であっ
て，各矢 a 2 
に対してその始点 a0 2 I と終点 a00 2 I が定まっている．以下，集合 I と 
は有限であると
する．箙 Qの（C上の）表現とは，各頂点 i 2 I ごとに Cベクトル空間 Vi を与え，各矢 a 2 
ごとに線形写
像 fa 2 Hom(Va0 ; Va00) を与えて得られるデータ ((Vi)i2I ; (fa)a2
)である．
箙 Q = (I;
)に対して，矢の有限列 p = (a1; a2; : : : ; al)で，a0k0 = ak+10 (1  k < l)を満たすものを頂点
a1
0 から頂点 al00 への道 (path)といい，このとき lを道 pの長さという．各矢 a 2 
は長さ 1の道と見なす．
長さ 0の道も考え，頂点 iから iへの長さ 0の道を i と書く．箙 Qの道代数とは，道全体の集合でラベルさ
れた基底を持つ Cベクトル空間 CQ =LpCp上に，「2つの道が結合可能な時は結合し，結合可能でないと
きは 0とする」という規則*5 で積を定義した結合的 C代数である．
道代数 CQ上の加群 V に対して，Vi := iV とし，矢 aの作用を fa : Va0 ! Va00 とすれば，箙 Qの表現
((Vi); (fa)) を得る．逆に箙 Q の表現から CQ 加群を得ることも容易である．これによって箙の表現と道代
数上の加群を同一視し，以下区別しない．有限次元 CQ 加群 V 2 CQ-modfd に対し，その次元ベクトルを









*5 まじめに書くと (a1; : : : ; al)  (al+1; : : : ; al+m) = al00;al+10 (a1; : : : ; al+m), i  j = iji, i  (a1; : : : ; al) =
i;a10 (a1; : : : al), (a1; : : : ; al)  i = al00;i(a1; : : : al):
70
を考える．群Gdの作用は共役 (gi)i2I : (fa)a2
 7! (ga00 fa g 1a0 )a2
 で与えられる．空間 Ed は dimV = d
なる V 2 CQ-modfd 全体の集合と思えて，群 Gd の作用は表現の間の同型に対応する．したがって，空間 Ed
上の Gd 軌道の集合 Ed=Gd は次元ベクトル dの表現の同型類全体の集合と 1 : 1に対応する．
定理 3.1 (Gabrielの定理). (1) 箙 Qが有限型，すなわち任意の d 2 ZI0 に対して jEd=Gdj < 1 が成り
立つための必要十分条件は，Qが Dynkin箙であるとき，すなわち Qから向き付けを忘れて得られる
グラフが ADE型の Dynkin図形に等しいときである．
(2) Qが Dynkin箙のとき，対応する型のルート系の記号を用いて全単射 (Z0)I 3 d$
P
i2I dii 2 Q+
を定め，(Z0)I と Q+ を同一視する．このとき，次元ベクトルをとる操作は CQ-modfd の直既約加群
の同型類集合と正ルートの集合 R+  Q+ の間の 1 : 1対応を引き起こす．
以下，Dynkin箙 Qをひとつ固定する．定理 3.1 (2)より各正ルート  2 R+ に対し dimM =  なる直既








$ (m) は Dynkin 箙 Q の次元ベクトル  の表現の同型類全体の集合と，
 の Kostant 分割の集合 KP() := f(m) 2 (Z0)R+ j
P
m = g の間の 1 : 1 対応を与える．特に，
 =
P
i2I dii のとき，空間 Ed の Gd 軌道は集合 KP()でラベル付けられる．
3.2 Auslander-Reiten箙
一般に，Krull-Schmidt性を持つ C線形圏 A*6 に対してその Auslander-Reiten(AR) 箙とは以下のように
定義される箙  (A)である：
  (A)の頂点集合は圏 Aの直既約対象の同型類全体である；
  (A)において，直既約加群 X（の同型類）から Y（の同型類）への矢の数は X から Y への既約射の
空間*7の次元に等しい．
この節では固定した Dynkin 箙 Q に対して，導来圏 Db(CQ-modfd) の AR 箙の記述を紹介する．最初に




M i = k のとき;
0 それ以外．
Dynkin 箙 Q = (I;
) に対して，その高さ関数，すなわち写像  : I ! Z であって a0 = a00 + 1 が任
意の矢 a 2 
 に対して成り立つようなものをひとつ取って固定する．ADE 型 Dynkin 図形が連結木である
ことから，そのような  は一斉に定数を加える不定性を除いて一意的に存在する．このとき，箙 Qの反復箙
(repetition quiver) bQ = (bI; b
) を以下で定義される無限箙とする：
bI := f(i; p) 2 I  Z j p  i 2 2Zg; b
 := f(i; p)! (j; p+ 1) j (i; p) 2 bI; i  jg*8:
*6 各 2対象についてその間の射の集合が有限次元 Cベクトル空間であることも仮定する．
*7 不可逆（sectionでも retractionでもない）かつ 2つの不可逆射の合成では書けない射のなすベクトル空間（と思いたいもの）．




(1; 2) (1; 0) (1; 2) (1; 4)
(2; 3) (2; 1) (2; 1) (2; 3)
(3; 2) (3; 0) (3; 2) (3; 4)
     
定理 3.3 (cf. [4]). 各高さ関数  に対して，箙の同型  : bQ = !  (Db(CQ-modfd)) であって，各 i 2 I につい
て (Ii[0]) = (i; i) を満たすものがただ一つ存在する．ここで Ii 2 CQ-modfd は単純加群Mi の移入包絡
(injective hull) である．
この同型をアーベル圏（標準的 t構造の中心）CQ-modfd  Db(CQ-modfd) に制限することによって，単
射 R+ 3  7! () := (M[0]) 2 bI を得る．これは箙の向き付けに依存する．
例 3.4. A3 型の場合．R+ = f1; 2; 3; (1 + 2); (2 + 3); (1 + 2 + 3)g である．
(1) Q = (1! 2! 3)で高さ関数が (1; 2; 3) = (2; 1; 0)であるとき，は下図のようになる．
3 2 1
2 + 3 1 + 2
1 + 2 + 3
7!

(1; 2) (1; 0) (1; 2)
(2; 1) (2; 1)
(3; 0)
(2) Q = (1! 2 3)で高さ関数が (1; 2; 3) = (2; 1; 2)であるとき，は下図のようになる．
2 + 3 1
2 1 + 2 + 3
1 + 2 3
7!

(1; 0) (1; 2)
(2; 1) (2; 1)
(3; 0) (3; 2)
3.3 Hernandez-Leclerc圏 CQ
以上の準備の下で圏 Cのモノイダル部分圏 CQ を定義しよう．集合 bI が生成する自由モノイドP+ := Z0bI
および，部分集合 (R+)  bI が生成するその部分モノイドP0+ P+ を考える．対応









によってこれらを Drinfeld多項式の集合 (1 + uC[u])I （これは多項式の積に関するモノイド）の部分モノイ
ドとみなす．定理 2.2 を用いて Irr C = (1 + uC[u])I と同一視する．このとき，圏 C の Serre充満部分圏 CZ
(resp. CQ) を Irr CZ =P+ (resp. Irr CQ =P0+) を満たすものとして定義する．大雑把に言えば圏 CZ は圏 C
から導来圏 Db(CQ-modfd) に対応する部分として切り出された部分圏であり，圏 CQ は圏 CZ の中でさらに
アーベル圏 CQ-modfd  Db(CQ-modfd)に対応する部分圏である．
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さて，次の定理によって圏 CZ は圏 C のモノイダル圏としての骨格にあたる部分だと思える．





する．ただし，a は Uq(Lg)の自己同型で aL((u)) = L((au))を引き起こすものである．
冪零部分 Lie 代数 n+  g を Lie 代数に持つ冪単代数群を N+ と書く．次の定理は圏 CQ が N+ の座標環
C[N+]の圏化 (categorication) を与えることを示している．
定理 3.6 (Hernandez-Leclerc [6]). 圏 CQ は圏 CZ のモノイダル部分圏である．さらに，環の同型K(CQ)
Z
C = C[N+]であって，CQ の単純対象の類全体と C[N+]の双対標準基底 (dual canonical basis)*9の間の 1 : 1
対応を引き起こすものが存在する．
したがって，圏 CQ のモノイダル圏構造は座標環 C[N+]における双対標準基底の元の積に関する振る舞い
によってある程度理解される．そして，その部分を記述するのが C[N+]の団代数 (cluster algebra)構造であ
ると見ることができる．
4 主定理とその応用
4.1 圏 CQ と箙多様体
対応 KP() 3 (m) 7!
P
m() 2 P0+ によって，集合 KP()をモノイドP0+ の部分集合とみなす．
この同一視の下で，P0+ =
F
2Q+ KP() と書くことができ，この分解は KP() + KP(0)  KP( + 0)
を満たす．圏 CQ; を Irr CQ; = KP() を満たす圏 CQ の Serre 充満部分圏とする．このとき，直和分解
CQ =
L
2Q+ CQ; が成り立ち，モノイダル構造に関して C 
 C0  C+0 が示される*10．以下  2 Q+ を
固定し，直和因子 CQ; に焦点をあてることにする．
固定した元  =Pi2I dii 2 Q+ に対して，対応 を用いて  :=Pi2I di(i) 2P0+  (1 + uC[u])I と
定義する．この  を Drinfeld多項式 (i(u))i2I だと思ってその次数部分  :=
P
i2I(deg i)$i 2 P+ を取り






b : Uq(Lg)! KG()(Z())! KG()(Z())
R bR =: bK
を考察する．R = R(G()) 
A C に注意して，G()の 1次元部分トーラス T (= C)  G()で，r に対
応するものをひとつとる．局所化定理により，r に対応する完備化を調べる際には，箙多様体M0()の T 固
定部分M0()T とその上の T の G()における中心化群（これは Gd  T と同型）の作用が重要である．
興味深いことに，今の設定では次が成り立つ．
定理 4.1 (Hernandez-Leclerc [6]). Gd 同変同型M0()T = Ed が存在する．
空間 Ed とその上の Gd 作用は Gabrielの定理を用いて記述することができ（系 3.2），それを用いて準同型b を詳しく解析することが可能である．その結果として以下の定理を示すことができる．
*9 量子包絡環 Uq(g)を用いて Lusztig, 柏原によって定義された良い基底．




定理 4.2 (F. [3]). (1) 準同型 b : Uq(Lg) ! bK による引き戻しは，有限次元加群圏上で圏同値bK-modfd = CQ; を引き起こす．これによって圏 CQ; を有限生成加群圏 bCQ; := bK-modfg の
充満部分圏とみなせる．




A型の古典的な Schur-Weyl双対性の量子ループ版として Uq(Lsln) と GL型アフィン Hecke環の有限次元
加群圏の間には良い関手を構成することができ，適当な充満部分圏の間の圏同値を引き起こすことが知られて
いる（量子アフィン Schur-Weyl双対性）．この構成を ADEへ一般化する形で，Kang-柏原-Kim [7]は任意の
Dynkin箙 Qに付随して，対応する箙 Hecke環*12の有限次元加群圏と量子ループ代数 Uq(Lg)の圏 CQ との
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は Jonathan.M. Fraser と Han Yuの共同研究である。
1 はじめに
k  1を自然数とし，実数の部分集合 fajgk 1j=0 が任意の j = 0; 1; : : : ; k   1に対して
aj = a0 + j
となるとき，fajgk 1j=0 を長さが k，公差が > 0の等差数列 (arithmetic progression)と














合には集合の `複雑さ'を表すフラクタル次元を用いる。Hausdor次元や upper box次元
など多くのフラクタル次元が知られているが，私たちはAssouad次元を用いた。
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Denition 1.2 (Assouad dimension [A]) (X; d)を距離空間とする。空でない部分集
合 F  X のAssouad次元を
dimA F = inf
(
s  0 : (9C > 0) (8R > 0) (8 r 2 (0; R)) (8x 2 F )
N
 
B(x;R) \ F; r  CR
r
s )


















Denition 2.1 (Fraser, Saito, and Yu [FSY]) fajgk 1j=0  Rとする。k  3と "  0
に対して
jaj   bj j  "
となる長さ k，公差 > 0の等差数列 fbjgk 1j=0 が存在するとき，fajgk 1j=0 を (k; ")-等差数
列という。
つまり，(k; ")-等差数列とは等差数列で近似できる列のことをいう。この (k; ")-等差数
列を用いて，次を示した。
Theorem 2.2 F  Rとし， k  3，" 2 (0; 1=2)とする。F が (k; ")-等差数列を含まな
いとき，




Theorem 2.3 k  3とし， " 2 (0; 1)を " < (k   2)=4満たすものとする。このとき，
(k; ")-等差数列を含まず，




を満たす F  Rが存在する。
これらの証明のアイデアは講演の際に述べる予定である。
Theorem 2.2と Theorem 2.3により，
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元良 直輝 (Naoki Genra) ∗
1 はじめに












[Lm, Ln] = (m− n)Lm+n + m
3 −m
12
δm+n,0C, [V ir, C] = 0.
によって定義される Lie代数である．その表現圏には中心 C がスカラー倍（＝中心電荷）で作用
する際に特別な値であれば fusion積によってモジュラーテンソル圏の構造が入り，Verlinde公式
によって計算することができる．そうした興味深い表現圏を与えてくれる Virasoro代数の一般化
として考えられたのがW 代数である．Virasoro代数は Lie代数だったのに対して一般のW 代数






−n−1 ∈ EndV ⊗ C[[z, z−1]]









などの関係式を満たすものである．A(z)を A ∈ V の場という. 一般にW 代数のほとんどでこの
関係式の右辺は無限和になり, 従って EndV の元として見做すしかない．特にその表現論を解析す
∗gnr@kurims.kyoto-u.ac.jp
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るのは非常に難しい．一番初めに発見されたW 代数は ZamolodchikovによるW3代数である [Z]．
Fateev-LukyanovらによってさらなるW 代数が発見され ([FL])，Feigin-Frenkelによって BRST
還元法と呼ばれるコホモロジーを用いて有限次元簡約 Lie代数 gと複素数 k に依存してW 代数
Wk(g)が構成された [FF2]. Wk(sl2)は中心電荷が
c(k) = 1− 6(k + 1)
2
k + 2
の Virasoro代数であり，Wk(sl3)はW3 代数となる．最終的に Kac-Roan-Wakimotoによって g，













が成り立つ．一般に主べき零元 f = fprinに対してWk(g, fprin) =Wk(g)である．さらにWk(g, 0)
は gのレベル kのアファイン Lie代数 gˆと見做せる．ここでアファイン Lie代数とは
gˆ = g⊗ C[t, t−1]⊕ C1
であって
[a⊗ f(t), b⊗ g(t)] = [a, b]⊗ f(t)g(t) + k(a|b)Res
t=0
f ′(t)g(t)dt
で定義される Lie代数である．ただし (a|b)は正規化された g上の Killing形式とする．
3 スクリーニング作用素



















α(z)は α ∈ h∗とKilling形式で対応する hの元によって定まるHの場とする．右辺の作用素たち
をスクリーニング作用素と呼ぶ．Wk(sln)の生成元はこの構成法を介して計算することができる．
これを一般のWk(g, f)に対しても拡張することは自然に考えられる．
定理 3.1 ([G1]). 一般のWk(g, f)に対しても gのある簡約 Lie部分代数 r ⊂ gのアファイン化 rˆの










gと kに付随するアファイン頂点代数 V k(g)は gˆの表現でもある．一般に gˆの（適切な条件を満
たした）加群M に対して BRST還元法を施すことができ，特にW 代数は V k(g)に BRST還元法
を施した時の 0次コホモロジー
Wk(g, f) = H0DS,f (V k(g))
に一致する．さらに構成からH0DS,f (M)はWk(g, f)-加群の構造を持つこともわかる．そこでこの
関手H0DS,f (?)を用いてW 代数の構造を解析しようとするのは自然である．こうしたW 代数の表
現の構成を gˆの脇本表現に対して適用することを考える．そこでまずは gˆの脇本表現を導入する．
gに対応する Lie群を G，上三角 Borel部分群を B+，下三角 Borel部分群を B− とする．旗多
様体G/B−へのGの左作用を考えると gはベクトル場としてG/B−上の正則関数に作用すること
がわかる．N+ = [B+, B+]とするとN+ · e¯ ≃ N+はG/B−の極大稠密開集合であり，作用を制限
することで Lie代数の射 ρ : g→ DN+ が得られる．ただしDN+ はN+の正則関数上の微分環であ
る．指数写像によって gのべき零 Lie部分代数 n+とN+を同一視すれば，その上の正則関数全体
はN+上の多項式環となることがわかる．sl2ならばN+ = {( 1 x0 1 )}であり e = ( 0 10 0 ), h = ( 1 00 −1 ),




, ρ(h) = −2x ∂
∂x
, ρ(f) = −x2 ∂
∂x




, ρχ(h) = −2x ∂
∂x
+ χ(h), ρχ(f) = −x2 ∂
∂x
+ χ(h)x
を加えることもできる．この ρχ のアファイン版を考える．DN+ は









を満たす an, a∗nで生成される代数 (=無限次元Weyl代数)を考える．一般には an, a∗nを dimN+個
のペアだけ用意して定義する．無限次元Weyl代数の Fock空間をAn+，hに付随する Heisenberg
代数の Fock空間H（h∗による捻りに対応する）として Lie代数の射 ρˆ : gˆ→ End(An+ ⊗H)が構
成できる．さらに ρˆは頂点代数の単射準同型
ρˆ : V k(g)→ An+ ⊗H
となる．sl2 では
ρˆ(e(z)) = a(z), ρˆ(h(z)) = −2 : a∗(z)a(z) : +b(z), ρˆ(f(z)) = − : a∗(z)2a(z) : +b(z)a∗(z) + k∂za∗(z).






さらに二つの場 A(z), B(z)に対し : A(z)B(z) :は











で定義される場である．以上の構成からAn+ ⊗Hは gˆ-加群になり，頂点代数構造を持つ．An+ ⊗H
を gˆの脇本表現という [W, FF1]．一般にはHeisenberg代数の最高ウェイト表現Hλ（λ ∈ h∗）に













（λα = −α/(k + h∨) ∈ h∗）で定義される．ここで eαは α ∈ Πに対応するルートベクトル，ρˆR は
N+ の自分自身への右作用から誘導された Lie代数の反準同型 ρR : n+ → DN+ のアファイン版で
ある．以上より次の完全系列を得る：





An+ ⊗Hλα . (1)
5 W代数の脇本表現
N+ に適切な座標系を与えることで関手H0DS,f (?)を完全系列 (1)に施した結果が





Ar+ ⊗Hλα ⊗ F (g 12 ) (2)
と計算できる．ここで Ar+ は r+ = n+ ∩ rの無限次元Weyl代数の Fock空間，F (g 12 )は定理 3.1
で現れた βγシステム，Qαは Sαから誘導されたスクリーニング作用素である．このWk(g, f)-加
群 Ar+ ⊗H⊗ F (g 12 )をW 代数の脇本表現と呼ぶ．

































ずらされた図形をピラミッドと呼ぶ．ピラミッド P を縦のラインに沿って二つのピラミッド P1と
P2 に分割できるとき P = P1 ⊕ P2 と表す.．例えば
= ⊕
.
ピラミッド P に対して元の Young 図形に対応する gln のべき零元を fP として，Wk(gln,P) =
Wk(gln, fP)とする．
定理 6.1. 任意のピラミッドの分割 P = P1 ⊕ P2 を考える．
(1) 頂点代数の射
∆ :Wk(gln,P)→Wk1(gln1 ,P1)⊗Wk2(gln2 ,P2)
が存在する．ただし ni は Pi に含まれる箱の数，ki は k + n = k1 + n1 = k2 + n2 を満たす．
(2) ∆は coassociativeである．
(3) さらに kが独立変数（または genericな値）のとき∆は単射である．




Ker Qαi . (3)
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Qαn1−−−→ Ar+ ⊗Hλαn1 ⊗ F (g 12 ) (5)
を得る．(3)(4)と (5)によって (5)の最初の単射準同型が（独立変数 kでの）∆である．一般の値
kに対しては evaluationすればよいが，その場合は単射性が非自明になることに注意する．示して
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ARITHMETIC AND DYNAMICAL DEGREES OF
SEMIABELIAN VARIETIES
YOHSUKE MATSUZAWA (JOINT WORK WITH KAORU SANO)
松澤陽介 (佐野薫との共同研究)
Let X be a smooth quasi-projective variety and f : X 99K X a ra-
tional self-map, both dened over Q. Having studied the arithmetic of
the discrete dynamical system f : X 99K X 99K X 99K    , Silverman
introduced the notion of arithmetic degree in [6], which measures the
growth rate of height functions along the f -orbits. Take a smooth pro-
jectivization X of X and x a Weil height function hX on X associated
with an ample divisor (good references for height functions are [1, 2]).
Write hX = hX jX . Consider a point x 2 X such that for all n  0,
fn(x) is not contained in the indeterminacy locus of f . The arithmetic
degree of f at x is
f (x) = lim
n!1
maxfhX(fn(x)); 1g1=n
provided that the limit exists. This, of course, measures the exponential
growth rate of hX(f
n(x)) as n goes to innite and is independent of the
choice of X and hX . Kawaguchi-Silverman proved the existence of the
limit when X is projective and f is a morphism [3]. The convergence
in full generality is still open.
When f is dominant, it is conjectured in [6], [4, Conjecture 6] that
the arithmetic degree of any Zariski dense orbits are equal to the rst
dynamical degree f of f . This is the Kawaguchi-Silverman conjec-
ture, and we abbreviate it as KSC. Here, the rst dynamical degree
is a birational invariant of f which measures the geometric complex-
ity of the dynamical system. When X is projective and f a surjec-
tive morphism, f is equal to the spectral radius of the linear map
f  : N1(X)
ZR  ! N1(X)
ZR where N1(X) is the group of divisors
modulo numerical equivalence.
Let A(f) be the set of arithmetic degrees of f , i.e.
A(f) = ff (x) j P 2 Xg
when we know f (x) exists for all x 2 X. Keeping the conjecture in
mind, we expect that we can describe this set in terms of geometric
data of f . When X is a toric variety and f is a self-rational map on X
that is induced by a group homomorphism of the algebraic torus, the
set A(f) is completely determined by the matrix dening f [6, 5].
Graduate school of Mathematical Sciences, the University of Tokyo.
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We prove KSC for self-morphisms of semi-abelian varieties and de-
termine the set A(f).
Theorem 1. Let X be a semi-abelian variety and f : X  ! X a self-
morphism (not necessarily surjective), both dened over Q.
(1) Suppose f is surjective. Then for any point x 2 X with Zariski
dense f -orbit, we have f (x) = f .
(2) For every x 2 X, the arithmetic degree f (x) exists. If we write
f = Ta  g where Ta is the translation by a point a 2 X and g
is a group homomorphism, then A(f) = A(g).
(3) Suppose f is a group homomorphism. Let F (t) be the monic
minimal polynomial of f as an element of End(X)
ZQ and
F (t) = te0F1(t)
e1   Fr(t)er
the irreducible decomposition in Q[t] where e0  0 and ei > 0
for i = 1; : : : ; r. Let (Fi) be the maximum among the absolute
values of the roots of Fi. Then we have








f(Fi)g if Xi is an algebraic torus,
f(Fi)2g if Xi is an abelian variety,
f(Fi); (Fi)2g otherwise.
Then we have
A(f) = f1g [ A1 [    [ Ar:
Theorem 2. Let X be a semi-abelian variety and f : X  ! X a sur-
jective morphism both dened over Q. Write f = Ta g where Ta is the
translation by a 2 X and g is an isogeny. Suppose that the minimal
polynomial of g has no irreducible factor that is a cyclotomic polyno-
mial. Then there exists a point b 2 X such that, for any x 2 X, the
following are equivalent:
(1) f (x) = 1;
(2) # Of (x) <1;
(3) x 2 b+X(Q)tors.
Here X(Q)tors is the set of torsion points.
Remark 3. It is easy to see that when f is an isogeny, we can take
b = 0.
To prove the above theorems, we calculate the rst dynamical degrees
of self-morphisms of semi-abelian varieties.
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Theorem 4. Let X be a semi-abelian variety over an algebraically
closed eld of characteristic zero.
(1) Let f : X  ! X be a surjective group homomorphism. Let
0 // T // X

// A // 0
be an exact sequence with T a torus and A an abelian variety.
Then f induces surjective group homomorphisms
fT := f jT : T  ! T
g : A  ! A
with g   =   f . Then we have
f = maxfg; fT g
Moreover, let PT and PA be the monic minimal polynomials of
fT and g as elements of End(T )Q and End(A)Q respectively.
Then, fT = (PT ) and g = (PA)
2.
(2) Let f : X  ! X be a surjective homomorphism and a 2 X a
point. Then Taf = f .
Remark 5. The description of fT and g in Theorem 4(1) might be
well-known.
References
[1] Bombieri, E., Gubler, W., Heights in Diophantine geometry, Cambridge uni-
versity press, 2007.
[2] Hindry, M., Silverman, J. H., Diophantine geometry. An introduction, Gradu-
ate Text in Mathematics, no. 20, Springer-Verlag, New York, 2000.
[3] Kawaguchi, S., Silverman, J. H., Dynamical canonical heights for Jordan
blocks, arithmetic degrees of orbits, and nef canonical heights on abelian vari-
eties, Trans. Amer. Math. Soc. 368 (2016), 5009{5035.
[4] Kawaguchi, S., Silverman, J. H., On the dynamical and arithmetic degrees of
rational self-maps of algebraic varieties, J. Reine Angew. Math. 713 (2016),
21{48.
[5] Lin, J-L., On the arithmetic dynamics of monomial maps, arXiv:1704.02661.
[6] Silverman, J. H., Dynamical degree, arithmetic entropy, and canonical heights
for dominant rational self-maps of projective space, Ergodic Theory Dynam.
Systems 34 (2014), no. 2, 647{678.
[7] Silverman, J. H., Arithmetic and dynamical degrees on abelian varieties,
preprint, 2015, http://arxiv.org/abs/1501.04205
Graduate school of Mathematical Sciences, the University of Tokyo,









で定義された滑らかな射影的代数多様体とし、f : X −→ X をQ上で






定理 1.1 (主定理). x ∈ X(Q)について、その算術次数が αf (x) > 1を
満たすとき、ある非負整数 tf (x)が存在して、n→∞の時に
hH(f











(1) 体の埋め込み σ : K ↪→ Cに対して
|x|σ := |σ(x)|
とする。ここで右辺の | · |は複素数の通常の絶対値である。
(2) P をOKの 0でない素イデアルとする。このとき x ∈ OK \ {0}
について
eP (x) := max {n ∈ Z | x ∈ P n}
と置いて |x|P を
|x|P := #(OK/P )−eP (x)
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で定める。一般にx ∈ Kのときはx = a/b (a, b ∈ OK)と表して
|x|P = |a|P|b|P
で定め、また |0|P := 0とする。
MK := {σ : K ↪→ C} ∪ {P : OKの零でない素イデアル } とする。
定義 2.2 (射影空間の高さ関数). Kが代数体のとき x = [x0 : x1 : · · · :















X上の非常に豊富な因子とする。Hに付随する埋め込みφ|H| : X −→ PN



















定義 2.7. f : X −→ XをQ上で定義されたX上の自己全射とする。X
上の（非常に）豊富な因子Hとそれに付随する高さ関数 hH を固定す
90
る。また x ∈ X(Q)に対して h+H(x) := max{1, hH(x)}とおく。このと
き xの f に関する算術次数 αf (x)を












定理 3.1. 記号は 2節の通りとする。x ∈ X(Q)について、その算術次
数がαf (x) > 1を満たすとき、ある非負整数 tf (x)が存在して、n→∞
の時に
hH(f
n(x)) ≍ ntf (x)αf (x)n
を満たす。
4. 力学系的Mordell-Lang（型）予想
予想 4.1 (力学系的Mordell-Lang予想, [GT, Conjecture 1.7]). Xを準
射影的な複素代数多様体とする。f : X −→ XをXのC上の自己射と
する。このときC有理点 x ∈ X(C)と閉部分多様体 Y ⊂ Xについて、
集合
Sf (x, Y ) := {n ∈ Z≥0 | fn(x) ∈ Y (C)}
はある非負整数 ai, biによって
{ai + biℓ | ℓ ∈ Z≥0}
と表せる集合の有限和である。
定理 4.2 ([BGT1, Theorem 1.3]). もし f : X −→ Xがエタール射であ
れば予想 4.1は正しい。
さらに [BGT2, Question 5.11.0.4]において次の予想が提出された。
予想 4.3 (力学系的Mordell-Lang型予想, [BGT2, Question 5.11.0.4]).
XをQ上で定義された射影多様体、HをX上の豊富なR-因子とする。
f, g : X −→ X がともにX のQ上で定義されたエタール射であって、
ある実数 δf , δg > 1について f ∗H ≡ δfH及び g∗H ≡ δgHがNS(X)Rの
元として成り立っていると仮定する。このとき任意の 2点 x, y ∈ X(Q)
について、集合
Sf,g(x, y) := {(m,n) | fm(x) = gn(y)}
は、ある非負整数 ai, bi, ci, di ∈ Z≥0を用いて
{(ai + biℓ, ci + diℓ) | ℓ ∈ Z≥0}
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と表せる集合の和集合である。







gq : X ×X −→ X ×Xと対角因子 Y = ∆ ⊂ X ×Xの組に対して予想
4.1が成り立ってさえいれば、f や gがエタールである必要はない。
定理 5.1. Xは 2節の通りとする。f, g : X −→ XをQ上で定義された
X上のエタールな自己全射とする。x, y ∈ X(Q)を、次の 2条件を満た
す点とする：
• ある p, q ∈ Z≥1が存在して αf (x)p = αg(y)q > 1
• tf (x) = tg(y)
ただしここで tf (x)と tg(y)は定理 3.1のものである。このとき集合
Sf,g(x, y) := {(m,n) ∈ Z≥0 × Z≥0 | fm(x) = gn(y)}
は、ある整数 ai, bi, ci, di ∈ Z≥0を用いて
{(ai + biℓ, ci + diℓ) | ℓ ∈ Z≥0}
表せる集合の有限和である。
予想 5.2. X は 2節の通りとする。f, g : X −→ X をQ上で定義され
たX 上のエタールな自己全射とする。x, y ∈ X(Q)を、αf (x) > 1か
つαg(y) > 1を満たし、かつ次の 2条件の少なくとも一方を満たす点と
する：
• ある無理数 r ∈ R \Qが存在して αf (x) = αg(y)r
• tf (x) ̸= tg(y)
ただしここで tf (x)と tg(y)は定理 3.1のものである。このとき集合
Sf,g(x, y) := {(m,n) ∈ Z≥0 × Z≥0 | fm(x) = gn(y)}
は有限集合である。
定理 5.3. Xは 2節の通りとする。f, g : X −→ XをQ上で定義された
X上の（エタールとは限らない）自己全射とする。ある豊富なR-因子
Hと実数 δf > 1があって f ∗H ≡ δfHを満たし、かつ f と gが可換で
あると仮定する。x, y ∈ X(Q)について、ある無理数 r ∈ R \Qが存在
して αf (x) = αg(y)r をみたすならば、集合
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Newton-Okounkov polytopes of ag varieties
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体の Newton-Okounkov 凸体に着目し, folding と呼ばれる異なる種類のディンキン図形の間の関係が




[20, 21, 22] によって導入された後 Kaveh-Khovanskii [12] および Lazarsfeld-Mustata [14] によって系統
的な定義がなされ, トーリック多様体に対するモーメント多面体の拡張として注目されている. 特に多面体
となっている Newton-Okounkov 凸体を Newton-Okounkov 多面体という. Newton-Okounkov 多面体は
元々の射影多様体の情報を数多く含んでいると考えられており, 実際にその理論を用いることでトーリッ
ク多様体への退化 (トーリック退化) や可積分系を構成することができる [1, 7].
本稿では表現論と密接な関係を持つ旗多様体の Newton-Okounkov 多面体を取り扱う. Kaveh [11]は
旗多様体のある付値 (highest term valuation) に関する Newton-Okounkov 多面体がストリング・パラ
メトリゼーションという柏原結晶基底のあるパラメトリゼーションから作られる多面体 (ストリング多面
体) と一致していることを見出した. 筆者は大矢浩徳氏との共同研究 [6]において, シューベルト多様体
の列に沿って零点の位数を測っていくことにより得られる幾何学的により自然な付値に着目し, 対応する
Newton-Okounkov 多面体もストリング多面体と一致していることを証明した. 本稿では, この多面体に古
典型のディンキン図形の folding がどのように反映されているのかについて説明する. 具体的には B 型お
よび C 型の旗多様体の Newton-Okounkov 多面体をそれぞれ A 型の旗多様体の Newton-Okounkov 多面
体の切断および射影として実現する (ただし C 型の旗多様体の偏極は A 型の旗多様体の偏極から誘導さ
れるものに限る). 応用として B 型と C 型の結晶基底の間に存在するある種の類似性に対して folding の
言葉を用いた解釈を与える.
本稿の結果はシューベルト多様体の Newton-Okounkov 多面体や例外型の場合まで自然に拡張すること
ができる. 本稿の詳細を記述した論文 [5] が Comm. Algebra に受理されている.
2 Newton-Okounkov 多面体
ここでは Newton-Okounkov 多面体の定義および応用について説明する ([1, 7, 12, 13] 参照). X を複
素 N 次元既約正規射影多様体とし, 既約正規閉部分多様体の列
X : XN  XN 1      X0 = X
であって, 各 0  k  N に対して dimC(Xk) = N   k となるものを考える. k を Xk の生成点とすると,




デアルの生成元 tk 2 (OXk 1)k を固定する. このとき X に沿って零点および極の位数を測っていくこ
とにより付値 vX : C(X) n f0g ! ZN が定まる:
vX(f) = (a1; : : : ; aN ), a1 := ordX1(f); a2 := ordX2((f=ta11 )jX1); : : :
定義 2.1 ([7, 12, 13] 参照). L を X 上の非常に豊富な直線束とし, 0 でない切断  2 H0(X;L) を固定す
る. 半群 S(X;L; vX ; )  Z>0  ZN を
S(X;L; vX ; ) :=
[
k>0
f(k; vX(=k)) j  2 H0(X;L
k) n f0gg
と定義する. さらにこの S(X;L; vX ; ) を含む最小の実閉錐を C(X;L; vX ; )  R0  RN とし, 集合
(X;L; vX ; )  RN を
(X;L; vX ; ) := fa 2 RN j (1;a) 2 C(X;L; vX ; )g
と定める. この (X;L; vX ; ) を Newton-Okounkov 凸体といい, 多面体となっている Newton-
Okounkov 凸体を Newton-Okounkov 多面体という.
次が Newton-Okounkov 多面体のトーリック退化に対する応用である.
定理 2.2 ([1, Theorem 1]). 半群 S(X;L; vX ; ) が有限生成のとき, 射影多様体 X は (正規とは限らな
い) トーリック多様体
X0 := Proj(C[S(X;L; vX ; )])
に退化する; X0 の正規化は Newton-Okounkov 多面体 (X;L; vX ; ) に対応する正規トーリック多様体
である.
3 ストリング多面体との関係
本節ではシューベルト多様体の列 X に関する付値 vX と結晶基底の関係を与えた論文 [6]の結果を紹
介する. 簡単のため An 型に限って話を進めよう.
G = SLn+1(C) = fA : (n+ 1)-次複素正方行列 j det(A) = 1g
とし, B  G を上三角行列全体のなす部分群 (ボレル部分群) とする. このとき商多様体 G=B を旗多様
体という. e1; : : : ; en+1 2 Cn+1 を単位ベクトルとし, 1  i  n+ 1 に対して Ei  Cn+1 を e1; : : : ; ei で
生成される C-部分空間とする. このとき旗多様体 G=B は次の写像により Cn+1 の旗全体のなす集合と同
一視される:
G=B ! f(0  V1      Vn+1 = Cn+1) j dimC Vi = i; 1  i  n+ 1g;
g mod B 7! (0  gE1      gEn+1 = Cn+1):
g = sln+1(C) = fA : (n+ 1)-次複素正方行列 j tr(A) = 0g を G のリー代数とし, 1  i; j  n+ 1 に対し
て Ei;j を (i; j)-成分のみ 1 で他の成分は 0 である (n+ 1)-次正方行列とする. このときリー代数 g は
Ei := Ei;i+1; Fi := Ei+1;i; Hi := Ei;i   Ei+1;i+1; 1  i  n;
で生成される; fEi; Fi;Hi j 1  i  ng を g の Chevalley 生成元という. 集合 P++ を
P++ := f = (1; : : : ; n+1) 2 Zn+1 j 1 >    > n > n+1 = 0g
と定義する. 各  2 P++ に対して G=B 上の直線束 L を L := (G  C)=B と定める; ここで B の
G C への右作用は, b 2 B の対角成分を d1; : : : ; dn+1 としたとき,
(g; c)  b := (gb; d11    dn+1n+1 c)
で与えられる.
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命題 3.1. 集合 fL j  2 P++g は G=B 上の非常に豊富な直線束全体の集合と一致する.
[n] := f1; : : : ; ng とし, N := dimC(G=B) = n(n+ 1)=2 とする.
定義 3.2. 次の写像が双有理射となるような語 i = (i1; : : : ; iN ) 2 [n]N を簡約語という:
CN ! G=B; (t1; : : : ; tN ) 7! exp(t1Fi1)    exp(tNFiN ) mod B:
例 3.3. 次の語 i は簡約語である:
i = (1; 2; 1; 3; 2; 1; : : : ; n; n  1; : : : ; 1) 2 [n]N :
簡約語 i = (i1; : : : ; iN ) 2 [n]N に対して, 上記の双有理射 CN ! G=B を用いて関数体 C(G=B) を有理
関数体 C(t1; : : : ; tN ) と同一視する. t1; : : : ; tN を変数とする単項式たちの間の全順序  を次で定義する:
(a1; : : : ; aN ); (a
0
1; : : : ; a
0
N ) 2 ZN0 に対し,
ta11    taNN  ta
0
1
1    ta
0
N
N () ある 1  k  N について; aN = a0N ; : : : ; ak+1 = a0k+1; ak < a0k:
各 1  k  N に対して, 旗多様体 G=B の閉部分多様体 Xk を集合 fexp(t1Fi1)    exp(tkFik) mod B j
t1; : : : ; tk 2 Cg のザリスキー閉包として定義する; Xk はシューベルト多様体と呼ばれる多様体であり, 既
約かつ正規であることが知られている. e 2 G = SLn+1(C) を単位行列とし, シューベルト多様体の列
X : fe mod Bg  X1      XN = G=B
に関する付値 vX : C(G=B) n f0g ! ZN を vi と書く. 上述の同一視 C(G=B) ' C(t1; : : : ; tN ) のもとで,
付値 vi は次のように計算することができる.
命題 3.4. f; g 2 C[t1; : : : ; tN ] n f0g に対して vi(f=g) = vi(f)  vi(g) であり,
f = cta11    taNN + (に関する higher terms) 2 C[t1; : : : ; tN ] n f0g
に対して vi(f) = (aN ; : : : ; a1) である; ただし c 2 C := C n f0g とする.
例 3.5. G = SL3(C) とする. このとき N = 3 であり, f = t1t2 + t23 2 C(G=B) ' C(t1; t2; t3) に対して
vi(f) = (0; 1; 1) となっている.
 2 P++ に対して最高ウェイト  の既約最高ウェイト G-加群を V () とし, 最高ウェイトベクトル
を v 2 V () とする. Borel-Weil の定理により大域切断のなす空間 H0(G=B;L) は双対加群 V () :=
HomC(V ();C) と同型な G-加群である. Lusztig [16, 17, 18] および柏原 [8]は V () のある特別な C-基
底 fGlow (b) j b 2 B()g を g に付随する量子包絡代数を用いて構成した. この基底を標準基底または下側
大域基底という. ここで B() は次のような付加構造（結晶構造）を持っている:
wt : B()! Zn+1; "i; 'i : B()! Z0; ~ei; ~fi : B()! B() [ f0g; i 2 [n];
B() を結晶基底といい, 作用素 ~ei; ~fi を柏原作用素という. b 2 B() および i 2 [n] に対して次が成り
立つ:
wt(b) = ;
"i(b) = maxfk 2 Z0 j ~eki b 6= 0g;
'i(b) = maxfk 2 Z0 j ~fki b 6= 0g;








ここで b 2 B() は Glow (b) 2 Cv により定まる元であり, 最高ウェイト元と呼ばれる.
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定義 3.6 ([9]参照). 結晶 B の結晶グラフとは, B を頂点集合とし次で定まる矢を持つ有向グラフのこと
である:
b
i ! b0 , b0 = ~fib:
例 3.7. G = SL3(C) とし,  = (2; 1; 0) とする. このとき結晶基底 B() の結晶グラフは次で与えられる:
















 1 //  1 // 
2
??
定義 3.8 ([2, Section 3.2]および [15, Section 1]参照). i = (i1; : : : ; iN ) 2 [n]N を簡約語とする. b 2 B()
に対して i(b) = (a1; : : : ; aN ) 2 ZN0 を
a1 := maxfa 2 Z0 j ~eai1b 6= 0g;
a2 := maxfa 2 Z0 j ~eai2~ea1i1 b 6= 0g;
:::
aN := maxfa 2 Z0 j ~eaiN ~e
aN 1
iN 1    ~ea1i1 b 6= 0g
と定義する; この非負整数の組 i(b) を b の i に関するストリング・パラメトリゼーションという.
定義 3.9 ([11, Denition 3.5]および [15, Section 1]参照). i 2 [n]N を簡約語とし,  2 P++ とする. 部




f(k;i(b)) j b 2 B(k)g
と定義し, Ci()  R0  RN を Si() を含む最小の実閉錐とする. さらに集合 i()  RN を
i() := fa 2 RN j (1;a) 2 Ci()g
と定める. この集合 i() をストリング多面体という.
例 3.10. G = SL3(C) とし,  = (2; 1; 0) とする. このとき簡約語 i = (1; 2; 1) に関するストリング・パラ
メトリゼーション i : B()! Z30 は次で与えられる:
(1; 0; 0)
2 // (0; 1; 1)


















1 // (1; 1; 0)
1 // (2; 1; 0)
2
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さらにストリング多面体 i() は次の不等式系を満たす a = (a1; a2; a3) 2 R3 全体のなす集合と一致する:
0  a3  1; a3  a2  a3 + 1; 0  a1  a2   2a3 + 1:
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8<:1 (b = b);0 (b 6= b)
と定義する.  は G-加群 H0(G=B;L)における最低ウェイトベクトルとなっている. a = (a1; : : : ; aN ) 2
RN に対して aop := (aN ; : : : ; a1) とし, H  RN に対して Hop := faop j a 2 Hg とする. 次が論文 [6] の
主結果である.
定理 3.11 ([6, Corollary in Introduction]). i 2 [n]N を簡約語とし,  2 P++ とする. このとき Newton-
Okounkov 多面体 (G=B;L; vi; )op はストリング多面体 i() と一致する.
4 固定点部分群
この節では本稿の主結果について説明する. 異なる型の代数群や結晶基底などを区別するため, GAn や
BAn() のように対応する型を添え字として付けることにする. GA2n 1 = SL2n(C) に対して, 代数群の自
己同型 ! : SL2n(C)  ! SL2n(C) を !(A) := w 10 tA 1w0 と定義する; ここで
w0 :=
0BBBBBBB@
0 0 0     1
::: : :
:
0 0 1    0
0  1 0    0




SL2n(C)! := fA 2 SL2n(C) j !(A) = Ag
は w0 により定まる C2n 上のシンプレクティック形式 (x;y) := txw0y に関するシンプレクティック群
Sp2n(C) = fA 2 SL2n(C) j (Ax; Ay) = (x;y); x;y 2 C2ng
と一致している. また固定点部分群 BCn := (BA2n 1)! は Sp2n(C) のボレル部分群となっており, Cn 型
の旗多様体 Sp2n(C)=BCn は自然に A2n 1 型の旗多様体 SL2n(C)=BA2n 1 の閉部分多様体と同一視でき
る. 以上のことは下図のようにディンキン図形の言葉で理解することができる: A2n 1 型のディンキン図
形を位数 2 の自己同型 ! で折りたたむ (folding) ことで Cn 型のディンキン図形が得られている.
A2n 1







  ! >> // Cn 1 2 n  1 nks
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A2n 1 型および Cn 型のディンキン図形の頂点集合をそれぞれ上図のように I := fi; i j 1  i  ng
および I := [n] = f1; : : : ; ng を用いて添え字付ける; ただし n := n である. 写像 I ,! I, i 7! i, に
より I を I における !-軌道の完全代表系とみなすことにする. このとき各 i 2 I および t 2 C に





! := f 2 PA2n 1++ j !(L) = Lg
と書き, 写像 (PA2n 1++ )! ! PCn++,  7! ^, を L^ = LjSp2n(C)=BCn により定義する. この写像は単射であ
ることが知られている. N := dimC(Sp2n(C)=BCn) とし, i = iC = (i1; : : : ; iN ) 2 IN を Cn 型の簡約語と
する. 簡約語 iC は A2n 1 型の簡約語
iA = (i1;1; : : : ; i1;mi1 ; : : : ; iN;1; : : : ; iN;miN )
を誘導する; ただし各 1  k  N に対して,
(ik;1; : : : ; ik;mik ) :=
8<:(ik; ik) (ik = 1; : : : ; n  1);(n) (ik = n)
である. これらの簡約語 iC および iA を用いて, 関数体 C(Sp2n(C)=BCn) および C(SL2n(C)=BA2n 1)
をそれぞれ有理関数体 C(t1; : : : ; tN ) および C(t1;1; : : : ; t1;mi1 ; : : : ; tN;1; : : : ; tN;miN ) と同一視する. 全射
R-線形写像 
A;Ci : Rmi1++miN  RN を

A;Ci (a1;1; : : : ; a1;mi1 ; : : : ; aN;1; : : : ; aN;miN ) := (a1;1 +   + a1;mi1 ; : : : ; aN;1 +   + aN;miN )
と定める. 次が本稿の主結果である.
定理 4.1 (F.). i 2 IN を簡約語とし,  2 (PA2n 1++ )! とする. このとき次が成り立つ:

A;Ci ((SL2n(C)=B
A2n 1 ;L; viA ; )op) = (Sp2n(C)=BCn ;L^; viC ; ^)op:
5 軌道リー代数
この節では Bn 型および Dn+1 型の旗多様体の Newton-Okounkov 多面体との関係について説明する.
定義 5.1 ([3, 4]参照). 固定点部分リー代数 Lie((GA2n 1)!) = Lie(Sp2n(C)) = gCn のラングランズ双対
t(gCn) ' gBn を ! の軌道リー代数という.
Bn
1 2 n  1 n+3 ooラングランズ双対 // Cn 1 2 n  1 nks
上図のように Bn 型のディンキン図形の頂点集合も I = [n] を用いて添え字付ける. このとき, Cn 型の簡
約語 iC 2 IN は Bn 型の簡約語 iB 2 IN とみなすことができる. 軌道リー代数 gBn に対して, 集合 PBn++
は (PA2n 1++ )! と同一視できることが知られている.  2 (PA2n 1++ )! に対応する PBn++ の元を  と書くこと
にする. このとき結晶基底 BBn() は次のようにして結晶基底 BA2n 1() の中に埋め込むことができる.









(ii) すべての b 2 BBn() および 1  i  n  1 に対して,
P(~eib) = ~ei~eiP(b); P(
~fib) = ~fi ~fiP(b);
P(~enb) = ~enP(b); P( ~fnb) = ~fnP(b)
が成り立つ; ただし P(0) := 0 である.
写像 P の条件から次が示される.
命題 5.3. i = (i1; : : : ; iN ) 2 IN を簡約語とし, 単射 R-線形写像 B;Ai : RN ,! Rmi1++miN を
B;Ai (a1; : : : ; aN ) := (a1; : : : ; a1| {z }
mi1
; : : : ; aN ; : : : ; aN| {z }
miN
)
と定義する. このときすべての  2 (PA2n 1++ )! および b 2 BBn() に対して,
B;Ai (iB (b)) = iA(P(b))
が成り立つ.
系 5.4. i = (i1; : : : ; iN ) 2 IN を簡約語とする. このとき  2 (PA2n 1++ )! に対して次が成り立つ:
B;Ai (iB (
)) = f(ak;l)1kN;1lmik 2 iA() j ak;1 =    = ak;mik ; 1  k  Ng:

A;Ci および B;Ai の定義により, (a1; : : : ; aN ) 2 RN に対して 
A;Ci B;Ai (a1; : : : ; aN ) = (a01; : : : ; a0N )
とすると, 各 1  k  N に対して
a0k =
8<:2ak (ik = 1; : : : ; n  1);ak (ik = n) (1)
となっている. 次節で述べるようにこの合成写像 
A;Ci B;Ai が Bn 型と Cn 型の結晶基底の間に存在す
るある種の類似性を記述している.
Dn+1 型のディンキン図形の位数 2 の自己同型 !0 に関する folding を考えよう.
Dn+1
1 2 n  1 nmmmmm
n
QQQQQ ~~ !0`` // Bn 1 2 n  1 n+3
このとき固定点部分リー代数は Bn 型の単純リー代数であり, 軌道リー代数は Cn 型の単純リー代数であ
る. そのため以上の議論は A2n 1; Bn; Cn; Dn+1 型の旗多様体の Newton-Okounkov 多面体の間の関係を
与えている.
A2n 1
























最後に Newton-Okounkov 多面体に対する folding の手法と結晶基底の類似性の間の関係について述べ
る. Bn 型のルート系は Cn 型のルート系における短ルートの長さをすべて 2 倍にしたものであることが









































この事実を反映して B 型と C 型の結晶基底の間には次のような類似性が存在する.








(ii) すべての b 2 BBn() および 1  i  n  1 に対して,




















が成り立つ; ただし SB;C (0) := 0 である.
この類似性に対して folding の言葉を用いた解釈を与えよう.
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3 主定理の応用 1 4







またK が CM 体のときは Abel多様体の虚数乗法によりK 上の Abel拡大を構成す
ることができることが知られている. しかし, これら以外の代数体に対しては (Kが
実二次体のときでさえ)あまり多くのことはわかっていないのが現状である.
二重正弦関数はK が実二次体のときの解析関数 FK の候補と考えられている関数
である. 実際, 新谷卓郎 [17]は二重正弦関数の等分値の積がある種のAbel拡大体の単
数であると予想し, 特別な場合には予想が正しいことを虚数乗法論を用いて証明した.
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二重正弦関数は以下のように定義される. !1; !2を 0でない複素数で, !1=!2は負の




(x+ n1!1 + n2!2)
 s
と定める. 2(s; x;!)はRe(s) > 2のとき絶対収束するが, 複素平面全体に有理型関数















応用を持つことが黒川信重らによって示されている. 具体的には, Riemann ゼータ関
数や Dirichlet L-関数の特殊値の表示や, Selberg ゼータ関数のガンマ因子の計算に用
いられている. ([13]を参照.) さらに多重正弦関数は数理物理においても応用を持つ

























が成り立つことであると定める. ここに実数 xに対して jjxjj := minfjx   nj;n 2 Zg
とおいた. このジェネリックであるという性質はあまり見慣れない実数の性質である
と思われるが, もし が Liouville数でない無理数ならば,ジェネリックとなることを
示すことができる.
次に


































定理 2.1 (主定理). 以下のいずれかの条件が成り立つと仮定する:
(i) !2=!1 62 R.
(ii) !2=!1 2 Q>0.


















=  6R(y; !1 + !2   x;!) + 6R(y; x+ y;!): (2.1)
主定理の証明の方針は、基本的には Eisensteinによる通常の余接関数の加法公式の
証明を一般化することである. Eisensteinは, 主に余接関数の部分分数分解を用いる
ことで通常の余接関数の加法公式を証明している. ([18]を参照.) !2=!1 62 Rのとき,
主定理は以下の二重余接関数の部分分数分解を使うことで証明される:
命題 2.2 ([10, Proposition3.3]). 二重余接関数は以下のような部分分数分解を持つ:











x+ n1!1 + n2!2
  1




















(x+ n1!1 + n2!2)k+1
  1
(x  (n1 + 1)!1   (n2 + 1)!2)k+1

が成り立つ.
ところが !2=!1 2 R のときは上の証明では, 級数の収束に関して微妙な点がある.
そこで !2=!1 2 R のときは, 符号付き二重 Poisson和公式という公式を用いる: 　
命題 2.3 (符号付き二重 Poisson和公式 [11]). 奇関数H(t)が
H(t) 2 L1(R); H(t) = O(t 2) (jtj ! 1)
を満たすとし,
eH(u) := Z 1
 1
H(t)eitudt:
とおく. ２つの実数 a; bは a=b; b=aがともにジェネリックであるようなものとする. 関
数H(t)がある実数  2 (0; 1)に対して
























































この節では, [10] で扱われている, 主定理の応用を紹介する. まず, 主定理から















x  bxc   1
2
(x =2 Z)































































































(x+ y + n!2)2
: (3.2)
を用いる. ここに c1(x) :=  cot(x)とおいた. (3.2)は (2.1)の変数をずらして差分を
とることにより得られる等式である. 系 3.1, 3.2は, (3.2)において !1 = h; !2 = kと
おいて両辺の Laurent展開の係数を比較すると得られる. 同様にして, (3.2)からは以
下の二つの系を得ることができる:


















(2r   2k)! :




























系 3.3,3.4は, それぞれ, (3.2)において (!1; !2) = (1; ); (1; i=)とした等式から
得られる.
注意 3.5. 系 3.3の左辺の無限級数が絶対収束することは [2, Lemma 1]より従う.
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4 主定理の応用2
この節では, [10]では考察されていない, 主定理の更なる応用を紹介する. この節の
内容は [10]とは別の論文で将来扱われる予定である.
主定理からは, 以下の定理を得ることができる:









(x1 + k1)m(x2 + k2)n
とおく. すると以下が成り立つ:
(1; 2; y; x) + (1; 2; y; x+ y)
=  0(x+ y)( (x)   (1  y)) +  0(x)( (x+ y)   (1 + y)): (4.1)
系 4.1は Eieと Liaw [4]の Proposition 3 と本質的には同じものである. また, 等式




























m+ j   1
j

(m+ j)(n  j): (4.2)








である. (4.2) は Huard-Williams-Zhang [8] によって得られた等式である. Huard-
Williams-Zhang [8] は, 等式（4.2）から, 二重ゼータ値の parity result を証明してい
る. 二重ゼータ値の parity result とは, i + jが奇数のとき (i; j)はRiemannゼータ
値で表せるという性質のことである. (この性質は一般の深さの多重ゼータ値に一般
化されている.)
定理 4.1を得るには, (2.1)において !1 = 1; !2 =  とし, 両辺の  ! i1 の極限を
とればよい. この際, 以下の命題を用いる:
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fCot2(x; (1; ))  Cot2(; (1; ))g =   (x)  





2 (x; (1; )) =   (k)(x)
が成立する.




F (x; y; y0;    ; y(n)) = 0
(n 2 Z0; F (x; Y0; Y1;    ; Yn) 2 C(x)[Y0; Y1;    ; Yn])
を満たさないことが挙げられる. この定理は Hölder [7]によって証明された. (なお
Hölderは二重三角関数を発見した数学者でもある. 詳しくは [6]を参照されたい. )
上のHölderの証明を一般化することにより以下の定理を示すことができる:
定理 4.3. 実数ではない複素数  に対して, 関数 f(x) が差分関係式
f(x+ ) = f(x)(2 sin(x)) 1 (4.3)
を満たせば, f(x) は超超越的である.
二重正弦関数 Sin2(x; (1; ))は差分関係式 (4.3)を満たす. よって !1=!2が実数でな
ければ, Sin2(x;!)は超超越的であることがわかる. さらにOstrowski[16]の結果を用
いることにより, この結果はより一般の多重三角関数に拡張される:
定理 4.4. rを 2以上の整数とし, 集合 f!j=!ij1  i < j  rgの中に実数でないもの
が存在すると仮定する. このとき r重正弦関数 Sinr(x;!) は超超越的である.






z; ;  2 C; Im(); Im() > 0に対して,







Felder-Varchenko[5]や成川 [15]が詳しい.) もし時間の余裕があれば, 講演ではこの一
般化についてもお話したい.
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解決である. 今回, 後者の場合を定式化し, それにかかわるコホモロジー
をいくつか計算することができたので報告する.
1 序論
Conn(X; r)を, 滑らかな複素射影曲線X上の階数が rであるベクトル束に付
随する接続のモジュライ空間とし, Bun(X; r)をX 上の階数が rであるベク
トル束のモジュライ空間とする.
GL(r)に対する圏論的ラングランズ予想とは, Conn(X; r)上のO-加群の
なす導来圏と, Bun(X; r)上のD-加群のなす導来圏とが圏同値である, とい
う予想である.
Arinkin は [1]において, X = P1; r = 2として 4点の確定特異点がある
場合について, この予想を証明した. この場合, Bun(X; r) として放物構造を
持ったベクトル束のモジュライ空間を考えることになる. (より詳しく, [1] で
は SL(2)-接続と PGL(2)-束に対して考察している.)
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リーマン球面 P1C 上の異なる n点 t = ft1; : : : ; tngを固定し, tに関する因
子をD = t1 +   + tn と定義する.
Denition 2.1. P1上の階数が 2でD上に特異点を持つ対数的接続とは, 次
を満たす組 (E;r)のことをいう: d 2 Zとする.
(1) Eは P1上の階数が 2で次数が dの正則ベクトル束,




 df + fr(s); f 2 OP1 ; s 2 E:
対数的接続 (E;r)に対して, 留数行列 resti(r) 2 End(Eti) ' M2(C),
(1  i  n) を定義する. resti(r)の固有値を f+i ;  i gとする. これをrの ti









i ) = 0
)
' C2n 1:
Denition 2.2.  2 Nn(d) が一般であるとは次の 2つを満たすことをいう.
　
(1) 任意の iに対して, +i    i =2 Z,
(2) 次が成立する.




 2 Nn(d) が一般でないとき, 特殊であるという.
P1 上の正則直線ベクトル束 L := OP1(d)と対数的接続 rL : L ! L 


1P1(D)を固定する. rLは各 tiにおいて留数固有値 +i +  i を持つ.
Denition 2.3.  2 Nn(d) を固定する. (P1; D)上の (L;rL)を行列式束に
持つ階数が 2の -放物接続とは組 (E;r; '; l = flig) であって, 次を満たすも
ののことをいう:
(1) (P1; D) 上の対数的接続 (E;r) であって, 階数が 2で局所指数 を持つ
もの.
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(2) 次の関係式を満たす直線ベクトル束の同型写像 ' : V2E ! L;　
Eの任意の局所切断 s1; s2に対して　　　　　　
'
 id(rs1 ^ s2 + s1 ^rs2) = rL('(s1 ^ s2)):
(3) 1次元部分空間 li  Eti であって, resti(r)は li に対して +i を掛ける
ことで作用するもの.
が一般なものについて liは resti(r)の +i に関する固有空間に他ならな
い. ゆえに, l = fligは (E;r) から一意に定まる.
安定性を導入するために重さ w を定義することによって, w-安定 -放物
接続 (E;r; l)のモジュライ空間Mw(t;)を構成することができる. Mw(t;)
は次元が 2(n  3)である滑らかで既約な準射影的代数多様体になることが知
られている ([5]). 一般の について (E;r; ')は既約であり, この場合すべて
の組 (E;r; ')が安定対象となる.
このようなモジュライ空間はガルニエ系と呼ばれる常微分方程式の初期
値空間に対応し, 特に n = 4の場合は第 VIパンルヴェ方程式に対応する. こ
れらは, 線形接続のモノドロミー保存変形として得られる微分方程式である.
初等変換により, d = deg(E) =  1としてよい. また, (1; : : : ; n) 2 Cn
として 8><>:
+i = i (i = 1; : : : ; n)
 i =  i (i = 1; : : : ; n  1)
 n = 1  n;
とできる. ここでMを -sl2-放物接続のモジュライスタックとし, 対応する




Denition 3.1. (P1; t)上の階数が 2で次数が dの準放物ベクトル束とは, 次
を満たす組 (E; l)のことをいう:
(1) P1上の階数が 2で次数が dの正則ベクトル束E,
(2) Etiの 1次元部分ベクトル空間 liの組 l := (l1; : : : ; ln)
この lを準放物ベクトル束の放物構造という. また, 重みw := (w1; : : : ; wn)
の情報を合わせて考える場合は (E; l)を放物ベクトル束という.
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Denition 3.2. 準放物ベクトル束 (E; l)は, 与えれた局所指数を持つ接続
rが付随するとき -平坦であるという.
Pdを直既約で次数が dの放物ベクトル束のモジュライ空間とし, 対応す
る粗モジュライ空間を Pdとする. Pd ! PdはGm-ジャーブである.
実は, (E; l)が -平坦であることと直既約であることは同値である. この
事実により, M から P := P 1への忘却写像 (E;r; ') 7! (E; l)が定義され
る. を一般として取っておくことにより, 放物構造 l = fligを固有値 +i に
対応する resti(r)の固有空間 li  Etiと見なすことができる.
一方で, 粗モジュライ空間 Pdは非分離スキーム (トポロジカルには non
Hausdor)である. n = 4の場合, P は t1; : : : ; t4で 2重点を持った射影直線
と同一視される ([3], [8]).
n = 5の場合, P はいくつかの射影曲面を貼り合わせたものとして構成で
きる ([6]). その幾何学的性質は 4次 del Pezzo曲面, つまりP2を 5点でブロー
アップしたものと関連している. より具体的に, 貼り合わされる射影曲面のう
ち一つは P2と同型であり, conicとしての自然な埋め込み P1 ,! X := P2が
存在する. この像をとする. この埋め込みによる t1; : : : ; t5 2 P1の像での
ブローアップ  : X^ ! X を考える. このとき, 定義から X^ は 4次 del Pezzo
曲面である. ブローアップによる例外因子をi  X^とし, X内で tiと tj を
結ぶ曲線の固有変換をij  X^で表す. この ;i;i;jは古典的によく知ら
れている 4次 del Pezzo曲面上に 16本存在する ( 1)-曲線と対応する.
4 フーリエ向井変換について
Y をアーベル多様体とし, Y \により Y のGmによる \-extensionのモジュラ
イ空間を表す. ここで \-extensionとは Y 上の平坦束であって, ある条件を満
たすもののことをいう.
このとき, Y 上のDY -加群のなす導来圏とOY \-加群のなす導来圏の間に,
自然な圏同値が存在する. この圏同値は, Y  Y \上の普遍束であって Y 方向
の接続が付随したPを用いて定義される.(このPをポアンカレ束ともいう).
またその圏同値性の証明には, PがOY \-加群の orthogonal Y -family であ
り,かつDY -加群の orthogonal Y \-familyであるという事実が用いられる. こ
こで言う orthogonal とは, 2つの異なるベクトル束のテンソル積のコホモロ
ジーが 0になることを指す.





X^ を 4次 del Pezzo曲面, つまり P2 を 5点でブローアップしたものとする.
x 2 X^に対し,M上のベクトル束 Ex を (E;r; ')上のファイバーがE 0x1
E 0x2
となるものとして定義する. ここで, E 0 は t5 においてEを上方変換したも
のを表し, (x1; x2) 2 P1  P1は 2 : 1被覆写像	 : X^ ! P1  P1による x の
像とする.
Theorem 5.1. x;y 2 X^ とする. このとき
(1) H i(M;OM) =
(
C; i = 0
0; i > 0:
(2) H i(M; Ex 
 Ey) = 0; for x 6= y; i  0.
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対角的 3次曲線の Brauer 群の明示的な表示について 
植松 哲也 (Tetsuya UEMATSU)y
概要
Brauer 群は, 体や環, より一般にスキームに対して定義される不変量の一つで, 整数論や幾何的な問
題にも応用をもつことが知られている. Brauer 群の元を記述する方法のひとつとして, シンボル (ノ
ルム剰余記号)があり, Chernousov{Guletski は楕円曲線の Brauer 群の 2-ねじれ部分群をシンボル
で記述する研究を行った. 本稿では, 対角的 3次曲線の Brauer 群の 3-ねじれ部分群について, 彼らの
手法を用いた類似の計算によりこれまでに得られた結果を報告する. それに先立ち, 体の Brauer 群と
そのシンボルによる表示, 代数多様体の Brauer 群についても解説する.
1 体の Brauer 群
代数多様体の Brauer 群が本稿の主題であるが, その準備として, 体の Brauer 群について概観してお
く. 体の Brauer 群についての詳細は, 例えば, [21], [33] などを参照のこと.
1.1 中心的単純環と Brauer 群
K を (可換)体とする. 「何らかの代数的構造を分類すること」は代数学におけるひとつの問題意識とし
て挙げることができるだろう. 例えば, 体の Galois 理論とは, K 上の拡大体のありようが, (絶対) Galois
群という群により捉えられることを主張するものであった. K 上の半単純環を分類する問題を考えると
き, Wedderburn [32, p.94] によれば, それは, 中心的単純環, あるいは斜体 (可除代数)を分類する問題に
帰着される. ここで, K 上の中心的単純環とは, K 上の有限次元代数 A で, 単純 (=両側イデアルは自明
なもののみ)かつ中心的 (= A の中心が K に等しい)なものをいう. K 上の中心的単純環の K-同型類の
集合を CSA(K) と書くことにする. 再びWedderburn [32, Theorem 22, 23] によれば, K 上の中心的単
純環 A に対して, 正整数 n と K 上の斜体 D (これは K 上中心的となる)が同型を除いて一意的に存在
して, A =Mn(D) となる. そこで, CSA(K) 上の同値関係 (森田同値)を
A  B def, 9n  19m  19D : K 上の斜体 s.t. A =Mn(D); B =Mm(D)
により定義すると, 商集合 Br(K) := CSA(K)=  には K 上のテンソル積によって, 群構造が入ることが
わかる (cf. [33, p.49]). この群を体 K の Brauer 群とよぶ. 定義より Br(K) の各類の代表元としては,
K 上の中心的斜体がとれるから, Br(K) とはいわば「K 上の中心的斜体の分類空間に群構造を入れたも
の」である.
 2018年 1月 28日.
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例 1.1. いくつかの体に対して, その Brauer 群を紹介する. 証明については, 例えば, [33]を参照せよ.
(1) Br(R) = f[R]; [H]g = Z =2Z. ここで, H は
H = RR i R j  R k; i2 = j2 =  1; ij = k =  ji
により定義される R 上 4次元の斜体で, ハミルトンの四元数体と呼ばれる.
(2) 代数閉体や有限体 K に対して, Br(K) = 0.
(3) p 進体 Qp（Q の p 進距離による完備化）に対して, Br(Qp) = Q =Z.
1.2 ノルム剰余記号
Brauer 群を記述する上で, その Galois コホモロジーによる表示は重要な役割を果たす. K の分離閉
包 K をひとつ固定し, GK := Gal(K=K) とおく. このとき, 自然な同型 Br(K) = H2(GK ;K) が
存在する ([21, p.351]). これより, Br(K) はねじれ群であることがわかるが, その n-ねじれ部分群を
nBr(K) := Ker(Br(K)
n! Br(K)) と書く. Kummer 系列を考えることにより, nBr(K) = H2(K;n)
であることが分かる. ここに, n は 1の n 乗根全体のなす乗法群である.
ノルム剰余記号による Brauer 群の記述について述べよう. 以下, n を正整数とし, K の標数は 0 また
は, n と互いに素であるとする. また, n  K とし, 1の原始 n乗根  をひとつ固定しておく. これによ
り, (自明な) GK-加群の同型 n = Z =nZ が定まる.
Kummer 理論によれば, Galois コホモロジーの連結準同型  : K ! H1(GK ; n) は同型
K=(K)n = H1(GK ; n) を導く ([21, p.344]).（全射性は, 体の言葉でいえば, K 上の n 次巡回拡大は
すべて ある K の元の n 乗根を添加することによって得られるものであるということを意味する）.
また, カップ積と, 先に述べた同型 n = Z =nZ を通じて, 準同型
H1(GK ; n)
Z H1(GK ; n) [! H2(GK ; 
2n ) = H2(GK ; n) = nBr(K)
が得られる.  とこれを合成することにより得られる写像
(; )n; : K 
Z K ! nBr(K)
や, それにより表された元 (a; b)n; をノルム剰余記号, または単にシンボルとよぶ. 以下,  が予め固定さ
れているなど明らかな場合には, シンボルの添字  を書かないことにする.
定義 1.2. K を体とする. 群 K 
ZK の a
 (1  a) (ここに, a; 1  a 2 K) で生成される部分群に
よる剰余群を K の (2次) Milnor K-群とよび, KM2 (K) で表す.
ノルム剰余記号について, 次のことが知られている:
命題 1.3. (1) (Tate (cf. [21, Theorem 6.4.2.])) ノルム剰余記号は KM2 (K) を経由する.
(2) (Merkurjev-Suslin [19]) ノルム剰余記号は, 同型KM2 (K)=nKM2 (K) = nBr(K) を導く.
これにより, 任意の nBr(K) の元は, シンボル (a; b)n; たちの和として表示できることが分かる. すべ
ての元がひとつのシンボルで書き表せるか, あるいは, どれくらいのシンボルを用いれば, nBr(K) を生成
できるのか, ということは, 一般には考察すべき問題として残っている.
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1.3 例: Hasse-Minkowski の定理
Brauer 群とそのシンボル表示について, 一つの例を見よう. Q 上の 3 変数 2 次形式に関する Hasse-
Minkowski の定理は次のようなものであった. 以下, R = Q1 とかく.
命題 1.4. a; b 2 Q とし, f = ax2 + by2   z2 とおく. このとき, 次の条件は同値である:
(a) f は Q において非自明な零点をもつ.
(b) f は すべての Qp と Q1 において非自明な零点をもつ.
証明は例えば [33] や [26] を見よ. [33] でも述べられているように, この定理は, Brauer 群の言葉で解
釈することができる. まず, 先にでてきた H の一般化として, K = Q;Qp;Q1 (一般に標数が 2と異なる




= K KiKj Kk; i2 = a; j2 = b; ij = k =  ji







が定める Br(K) の元はシンボル (a; b)2 に等しい.
(2) f が K において非自明な零点をもつ , (a; b)2 = 0 2 Br(K).
一般に, 体の拡大 L=K があれば, CSA(K)! CSA(L);A 7! A
K L により, 準同型 Br(K)! Br(L)







注意 1.6. (1) 終域の p に関する部分が直積でなく, 直和になることは自明ではない.
(2) 今は, 2-ねじれ部分群のみを考えたが, この準同型の単射性は, Br(Q) 全体を考えても正しく, また,
その準同型の余核も知られている. さらに, Q に限らず, 任意の代数体に対しても, すべての有限
素点, 無限素点に関する和を考えることによって, この結果は一般化される (例えば, [21, Theorem
8.1.17]).
(3) 実素点を持たないような代数体 K の場合, この結果は, 1 次元の算術的スキーム X = SpecOK
(OK は K の整数環)の加藤ホモロジー KH1(X;Z =2Z) の自明性に対応するものであり, より高
次元の算術的スキーム X に対しても類似の局所大域原理の成立が予想されている (加藤予想, 詳し
くは, [14], [24] などを参照.)
2 代数多様体の Brauer 群
ここでは, 代数多様体の Brauer 群の定義と, それらの計算例, とくに, 本研究の先行研究である
Chernousov-Guletski [4] の結果について紹介する. 代数多様体の Brauer 群についての詳細は, [10],
[11], [12], [20] などを参照のこと.
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2.1 代数多様体の Brauer 群
体上の中心的単純環がどれくらいあるのか, という問題意識から体の Brauer群が生じたが, 環や代数多
様体 (スキーム)上でも類似の構造がどれくらいあるのかを考察することは自然な流れであろう. 東屋によ
る局所環上の「中心的単純環」(現在では東屋代数と呼ばれている)の研究 [2]を経て, Grothendieck の一
連の論文 [10], [11], [12]において, 代数多様体 X の Brauer群 BrAz(X)が定義された. 一方, 体の Galois
コホモロジーの, 代数多様体に対する類似物としてエタールコホモロジーが構築され, H2(GK ;K

) に対
応するものとして, その文脈では自然に (コホモロジカル) Brauer 群 H2et(X;Gm) が定義される.
注意 2.1. 2つの定義について, いくつか補足をしておく.
(1) この 2 つを比較するような文脈では, コホモロジカル Brauer 群は H2et(X;Gm) のねじれ部分群
H2et(X;Gm)tor として定義されることが多い. なお, 正則なスキームであれば, H2et(X;Gm) 自体が
ねじれ群となることが知られている ([11, Corollarie 1.10]).
(2) 一般に単射準同型 BrAz(X)! H2et(X;Gm) が存在する ([20, IV, Theorem 2.5.]).
(3) BrAz(X) と H2et(X;Gm)tor が同型になるための条件としては, 例えば, Gabber による結果が知ら
れている (de Jong によるプレプリント [8] 参照).
本稿では, 後者の群について考察したい:
定義 2.2. X を代数多様体 (スキーム)とする. Br(X) := H2et(X;Gm) を X の Brauer 群とよぶ.
体 K 上の連結な非特異代数多様体 X に対して, その関数体を K(X) と書くことにする.
Grothendieck [11, Corollarie 1.10.] によれば, Br(X) から Br(K(X)) には自然な単射が存在し, した
がって, 代数多様体の Brauer 群は体の Brauer 群の部分群として捉えることができる. しかしながら, ど
のような部分群であるかについては, 一般にはわかっていないことが多く, 興味ある研究対象である. 以
下, いくつかの代数多様体 X に対し, その Brauer 群 Br(X) の具体的記述に関する結果を紹介したい.
 : X ! SpecK を構造射とするとき,  : Br(K) ! Br(X) が誘導される. X(K) 6= ; のときには,
 は単射となることに注意する. これにより, Br(K) を Br(X) の部分群とみなす.
2.2 対角的 3次曲面の Brauer 群
K を体とし, b; c; d 2 K とする. Xb;c;d を 斉次方程式 x3 + by3 + cz3 + dw3 = 0 で定義される P3K
内の曲面とし, これを対角的 3次曲面とよぶ. [18], [5], [7], [30] などにおいて, Xb;c;d の Brauer 群の構造
や記述が調べられている.









(1) (cf. [5, Proposition 1]) Br(X1;1;1) = Br(K).
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(2) ([18, x45]) d =2 (k)3 とすると, Br(X1;1;d) = Br(K) (Z =3Z)(d; f)3  (Z =3Z)(d; g)3.
(3) ([30, Theorem 4.1], cf. [7]) c; d; cd; d=c =2 (K)3 とすると, Br(X1;c;d) = Br(K) 
(Z =3Z)(d=c; f)3.
(4) ([5, Proposition 1], [30, Theorem 5.1])「一般の」Xb;c;d に対しては, Br(Xb;c;d)=Br(K) = 0 また
は Z =3Z.
注意 2.4. (1) これらの結果は, 対角的 3次曲面 X の Brauer 群 Br(X) を X := X K K の Picard
群 Pic(X) の Galois コホモロジーH1(GK ;Pic(X)) を用いて記述することによって本質的に得ら
れるものである. これは, あとで紹介する主結果においても用いられる手法であるので, 詳しくは,
上に挙げた論文や, 本稿の x3.2 を参照されたい.
(2) 3 6 K の場合にも Br(Xb;c;d) をシンボルの余制限写像による像, というかたちで記述する結果が
知られている ([7, Proposition 2.1.], [25, Proposition 4.2.6] など参照).
(3) (4) については, どちらの場合も起こりうる. また, Br(Xb;c;d)=Br(K) = Z =3Z の場合に, Z =3Z
の生成元を, (2) や (3) のように b; c; d を用いたシンボルでは書き表せないことが知られている
([30, Corollary 5.3]).
他の代数多様体に関する結果や Brauer 群の応用について, いくつか注意をしておく.
注意 2.5. (1) Br(X)=Br(K) := Coker とおく. より一般の 3 次曲面に対しても, Br(X)=Br(K)
の取りうる群構造については, Swinnerton-Dyer [29] により研究されており, 0, Z =2Z,
Z =2ZZ =2Z, Z =3Z, Z =3ZZ =3Z のいずれかに同型であることが知られている.
(2) この他に, アフィン対角的 2次曲面 ([31])や対角的 4次曲面 ([3]), 2次曲線束 ([28])などについて
も, Brauer 群のシンボルによる表示が考察されている. また, 標数 0 の体上の 3 次元以上の非特
異な完全交叉 (例えば, 超曲面など)に対しては, Br(X) = Br(K) となることが知られている ([23,
Proposition A.1]). 一般の高次元多様体については, 有理性問題などとの関係もあり, 多くの研究
がなされている (例えば, [1], [6], [22] などを参照).
(3) 代数体 K 上の代数多様体 X に対し, Manin [17] は Brauer 群 Br(X) を用いて, 現在では Brauer-
Manin 障害と呼ばれている集合を構成した. これは, 定義から有理点集合 X(K) を含んでおり, し
たがって, すべての K の完備化 Kv に対し, X(Kv) 6= ;が成り立っているような X について, こ
の Brauer-Manin 障害が空集合であることを示すことで, 局所大域原理の反例を構成することがで
きる. 例えば, 論文 [5] では,この障害を用いた, Q 上の対角的 3次曲面の局所大域原理の反例構成
がなされている.
2.3 楕円曲線の Brauer 群の 2-ねじれ部分
Chernousov{Guletski は論文 [4] において, 3 次の分離多項式 f(x) 2 K[x] を用いて, アフィン方程式
y2 = f(x) で定義された楕円曲線 E=K について, その Brauer 群の 2-ねじれ部分群をシンボルによって
書き表す研究を行った. 以下, K は標数が 2と異なる体とし, f(x) = (x  a)(x  b)(x  c) とする（a; b; c
は相異なる K の元）.




定理 2.7 ([4], Theorem 3.6). K を標数が 2 と異なる体, a; b; c を相異なる K の元, E を y2 =
(x  a)(x  b)(x  c) で定義されるK 上の楕円曲線とする. このとき
2Br(E) = 2Br(K) h(r; x  b)2; (s; x  c)2 j r; s 2 Ki
であり, さらに, (r; x  b)2 + (s; x  c)2 = 0 となるのは, r; s 2 (K)2 であるとき以外では, 以下の 3つ
の場合に限る:
(i) (u  c; x  b)2 + (u  b; x  c)2. (u 2 K は (u; v) 2 E(K) となる v 2 K が存在するような元)
(ii) (b  c; x  b)2 + ((b  c)(b  a); x  c)2.
(iii) ((c  a)(c  b); x  b)2 + (c  b; x  c)2.
3 対角的 3次曲線の Brauer 群の 3-ねじれ部分
3.1 主結果
対角的 3 次曲線 C : ax3 + by3 + cz3 = 0 の Brauer 群の 3-ねじれ部分群を, x2.3 で紹介した
Chernousov{Guletski の結果の証明手法を利用して計算した結果を紹介する. 最終的には任意係数で考
察することを目標としているが, 現時点では Fermat 曲線, すなわち a = b = c = 1 の場合についてのみ,
結果を述べる. とくに, Fermat 曲線は有理点 ( 1 : 1 : 0) をもつので, 楕円曲線であることに注意する.
まず, 体 K が 3 を含む場合には, 次のような結果を得た. なお, この結果は, [34] においても報告した
ものである. 以下, 1の原始 3乗根 ! 2 K をひとつ固定しておく.
定理 3.1. K を標数が 3と異なる体とし, 3  K とする. E を x3 + y3 + z3 = 0 で定義される K 上の









3Br(E) = 3Br(K) + h(a; f)3; (b; g)3 j a; b 2 Ki:
Manin が考察した X1;1;d 型の対角的 3次曲面は, w = 0 という平面切断により, 楕円曲線 E を閉部分
多様体として含んでおり, そこから誘導される Br(X1;1;d) ! Br(E) によって, Br(E) の元を得ることが
できるが, 定理 3.1によれば, この d を動かすことによって, 3Br(E) のすべての元が生成できるというこ
とがわかる.
K が 3 を含まない場合には次の結果を得た. L = K(!) とおく. これは, K の 2次拡大であり, その
Galois 群 Gal(L=K) の生成元を  とおく. また, Brauer 群の間に coresL=K : Br(EL)! Br(E) が導か
れる. ここに, EL := E K L は E を L に係数拡大したものである.
定理 3.2. K を標数が 3と異なる体とし, 3 6 K とする. E を x3 + y3 + z3 = 0 で定義される K 上の










3Br(E) = 3Br(K) + hcoresL=K((a  a; f)3 + (a=a; g)3) j a 2 Li:
3.2 証明の方針
Chernousov{Guletski [4] においては, Brauer 群の 2-ねじれ部分群を調べるために, 楕円曲線 E の 2
等分点のなす GK-加群 E[2] := Ker(E(K)
2! E(K)) を考察しているが, 我々の設定では, 3等分点のな
す GK-加群 E[3] を考える必要がある. その点において, 考察すべき Galois 作用などは変わってくるが,
本質的な計算手法は Chernousov{Guletski のものと同様である. 以下, もう少し具体的に解説する.
1. まず, Br(E) を Galois コホモロジー H1(GK ;Pic(E)) と結びつける. これには, Hochschild-Serre
スペクトル系列 Ep;q = Hp(GK ;Hq(E;Gm)) ) Hp+q(E;Gm) を用いればよいが, 写像の具体的な記述
を調べるために, E の Brauer 群の Galois コホモロジーによる記述 ([16, x1])
Br(E) = Ker(H2(GK ;K(E)
)! H2(GK ;Div(E)))
と, 1! K(E)=K ! Div(E)! Pic(E)! 1 から生じる完全列
0! H1(GK ;Pic(E))! H2(GK ;K(E)=K)! H2(GK ;Div(E))
を用いて, 準同型 Br(E)! H1(GK ;Pic(E)) を構成する. この構成については, [4] の他, [16], [30, p.687]
などを参照のこと. いまの設定においては, この写像は分裂する全射であることがわかり, その核は Br(K)
である.
2. 対角的 3 次曲面 X に対する先行研究においては, Pic(X) = Z7 と具体的に群構造がわかっ
ており (例えば, [13, V.4]), Galois 作用も記述できていたために, Galois コホモロジーを具体的に計
算することによって, Brauer 群を生成するシンボルを得ることができた. 一方, 楕円曲線の場合には,
Pic(E) の構造を直接みるのではなく, 次のような方法を取る. E は楕円曲線であるから, Picard 群の
次数 0 部分に対し, 同型 Pic0(E) = E(K) が存在する (cf. [27, III, Proposition 3.4.]). このことから,
H1(GK ;Pic(E)) = H1(GK ; E(K)) が導かれる. さらに, 楕円曲線の 3 倍写像から導かれる長完全列か
ら, 短完全列
0! E(K)=3E(K)! H1(GK ; E[3])! 3H1(GK ; E(K))! 0
が導かれる (cf. [4], [27]).
3. 最後に, 3  K であれば, E[3] = 3  3 によって, H1(GK ; E[3]) の元は, K K の元によっ
て, 記述することができる. これにより, シンボルと結びつけやすそうな群にたどり着くことができたの








// H1(GK ;Pic(E)) // 3H
1(GK ; E(K)):
3 6 K のときは, E[3] が GK-加群として非自明であるから, 拡大体 L で同様の議論をした後に, K 上
に戻る必要がある. 3  K の場合に比べ,  にあたる写像の構成はより複雑になるが, その詳細について
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は, 上の図式の可換性の証明や任意係数の場合の考察とともに, 論文としてまとめ, 追って報告する予定で
ある.
注意 3.3. 本研究は曲線 C の Brauer 群 Br(C) を C の言葉で記述することを目的とするものであって,
これとはやや方向性が異なるが, Weil-Cha^telet 群 H1(GK ; E(K)) の各元に対応する曲線 C に対応する
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概 要
A 2 M(m;Z) を正定値対称行列とする. A に関する調和多項式付きのテータ級数とよばれる保型形
式の構成法が知られている（[Miyake89, p.192]参照）. [Funada16]では Aとして E8 をとり, 低次の調
和多項式の場合にテータ級数が自明にならないような調和多項式を調べられた. 本稿では 対称行列とし
て A = E6 をとり, 同様に低次の場合にテータ級数が自明にならないような調和多項式を調べるととも
に, Hecke作用素 T (p)をテータ級数から成る空間に作用させ, その振る舞いを調べた.
1 調和多項式とテータ級数
m次実対称行列A 2 Sym(m;R)と, x 2 RmについてA[x] = txAxと定義する. 実対称
行列Aが正定値であるとは任意の 0 6= x 2 RmについてA[x] > 0が成立することを言う.
1.1 調和多項式
定義 1.1.1 A 2 Sym(m;R)が正定値であるとし, m変数複素係数 l次同次多項式のなす
複素ベクトル空間をC[x1; x2; :::; xm]lで表す. C[x1; x2; :::; xm]lのC-部分線形空間Hl(A)
を








(a i ;jはAの逆行列A 1の (i ; j )成分)























 a  d  1; b  c  0 mod N
9=; :
定義 1.2.1 部分群    SL(2;Z)が, あるN 2 Z0について  (N)   となるとき,  を
SL(2;Z)の合同部分群であるとよび,  (N) <  となる最小のN を  のレベルと呼ぶ.
　商空間  nP1(Q)の元を群  の cuspと呼ぶ.
定義 1.2.2 k  0とする. レベルN の合同部分群  と準同型  :  ! Cについて, 関数






1A 2  に対して, fk[M ](z) = (cz + d) kf(Mz)とすると fk[M ](z) =
(M)f(z)が成立する.





n; (q = exp(2
p 1z=N)):
　いま, 全てのM 2 SL(2;Z)について n < 0ならば an(f;M) = 0である.
定義 1.2.3 レベルN の合同部分群  についての準同型 に関する重さ k 2 Zのmodular
form全体からなる群をMk( ; )とかく. また
Sk( ; ) = ff 2Mk( ; ) j an(f;M) = 0(8M 2 SL(2;Z))g
とかき, f 2 Sk( ; )を群  について準同型 に関する重さ kの cusp formとよぶ.
　ここで, [Miyake89, x4.9]に従って, 調和多項式付きのテータ級数とよばれる保型形式
の構成法を述べる.







で定めるとこれはH上広義一様収束する. さらに, N 2 Z>0をNA 1 2 M(m;Z)をみた












1A 2 SL(2;Z) j c  0 mod N
9=;
と定めた.
(ii) Aが偶, すなわち任意の  2 ZmについてA[] 2 2Zが成り立つとき,
(z;A;P ) 2Mk( 0(2N); ):
(iii) Aと NA 1の対角成分が全て偶数であるとき, (z;A;P ) 2 Mk( 0(N); ). さらに
l  1ならば, (z;A;P ) 2 Sk( 0(N); )である.
1.3 不変式の利用
定義 1.3.1 G を有限群, V を有限次元C-ベクトル空間とする. いま,  : G ! GL(V )を
G の表現とする. このとき, V の部分空間V G , V (G)をそれぞれ
V G = fv 2 V j 8g 2 G ; (g)v = vg; V (G) =〈v   (g)v j g 2 G ; v 2 V〉C
で定める. ここで, V の部分集合 Sに対して, Sで生成される V の部分ベクトル空間を
〈S〉Cと表した.
　いま l  0, A 2 Sym(m;Z)とし, C[x1; x2; :::; xm]lを表現空間とする直交群O(A;Z) =
fh 2 GL(m;Z) j thAh = Agの表現 を
((g)P )(x) = P (g 1(x)); (x 2M(m; 1;C); g 2 O(A;Z); P (x) 2 C[x1; x2; :::; xm]l)
で定める.
命題 1.3.2 任意の P (x) 2 C[x1; x2; :::; xm]lに対して
ΔA((g)P )(x) = (g)(ΔAP )(x)
が成り立つ.
　命題 1:3:2よりHl(A)はC[x1; x2; :::; xm]lの部分表現であることが分かる. ここで有限
群の表現論から, 次が成り立つことがわかる.
定理 1.3.3 Hl(A) = Hl(A)O(A;Z)
LHl(A)(O(A;Z)).
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さて, 簡単のために A, NA 1 が偶であるとする. このとき, 定理 1:2:4の (iii)につい











p 1A[]z ) (P 2 Hl(A))
で定まる. について, 次の命題が容易に示せる.
命題 1.3.4 P (x) 2 Hl(A)(O(A;Z))に対して
(P )  0:






2 0  1 0 0 0
0 2 0  1 0 0
 1 0 2  1 0 0
0  1  1 2  1 0
0 0 0  1 2  1
0 0 0 0  1 2
1CCCCCCCCCCCA




4=3 1 5=3 2 4=3 2=3
1 2 2 3 2 1
5=3 2 10=3 4 8=3 4=3
2 3 4 6 4 2
4=3 2 8=3 4 10=3 5=3
2=3 1 4=3 2 5=3 4=3
1CCCCCCCCCCCA
となる. ゆえに, 定理 1:2:4の (iii)において, A = E6; N = 3ととることにより, 写像




この小節では, E6 型ルート系及びそのワイル群W (E6)を導入し, W (E6)と O(E6;Z)
の関係を調べる. まずは E6型ルート系を定義する. いま V = ft(x01; : : : ; x06; y01; y02) 2
R8 j P6i=1 x0i = 0; y01+ y02 = 0gとすると, V はR8の部分ベクトル空間である. R8の標準
基底を e1; : : : ; e8とする. さらに V にはR8の標準内積 (; )の制限を与える.







Zei \ V j (; ) = 2
)





 (ei + ej + ek) + 1
2
(S1   e7 + e8)

j 1  i < j < k  6

[ f(e7   e8)g




1 = e1   e2; 2 = 1
2
( e1   e2   e3 + e4 + e5 + e6   e7 + e8);
3 = e2   e3; 4 = e3   e4;
5 = e4   e5; 6 = e5   e6:
　また, R(E6)の基底 1; : : : ; 6に関するCartan行列 (hi; ji)1i; j6 2 M(6;Z)はE6
に一致する.
命題 2:1:1の R(E6)を E6型ルート系とよぶ. また, ♯ R(E6) = 72である.命題 2:1:1の
1; : : : ; 6に関する鏡映を s1; : : : ; s6とする. R(E6)に関するWeyl群W (E6)を
W (E6) = hs1; : : : ; s6i  GL(V )
で定義される.このとき 次の命題が成り立つ.
命題 2.1.2 (i) 6次対称群の元
 =
0@1 2 3 4 5 6
6 2 5 4 3 1
1A 2 S6
について, 命題 2:1:1対し, (i) = (i)(1  i  6)と定めることで, をR6の自己同
型, すなわちGL(6;Z)の元としてみる事が出来る. さらに
Aut(E6; (; )) := ff 2 GL(V ) j f (R(E6 )) = R(E6 )かつ (f (); f ()) = (; )(;  2 R(E6 ))g
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とする. このとき
W (E6)o hi = Aut(E6; (; ))
が成立する.
(ii) f 2 Aut(E6; (; ))のルート系 R(E6)の基底 1; : : : ; 6に関する行列表示を Bf とか
く. このときBf 2 O(E6;Z)であり, 線形写像 : Aut(E6; (; ))! O(E6;Z)は同型写像と
なる.
2.2 W (E6)の basic invariants
　まずChevalleyによる次の定理を [Humphreys90; p:54]より引用する.
定理 2.2.1 (Chevalley)W  GL(V )を鏡映により生成される有限群とし, V W = f0gを仮
定する. このときC-代数として正の次数をもつ n個の代数的独立な同次多項式 f1; : : : ; fn
があって
C[x1; : : : ; x6]
W = C[f1; : : : ; fn]
が成り立つ.
　ここで [Mehta88]に従い, 定理 2:2:1の生成系 (basic invariantと呼ばれる.)を
C[x1; : : : ; x6]
W (E6)の場合に具体的に与える.
定理 2.2.2 [Mehta88] l 2 Z>0とし, 多項式 I 0k(x01; : : : ; x06; y01; y02) 2 C[x01; : : : ; x06; y01; y02]を
I 0k(x
0






























































Tl+3 = f(z;E6; P ) j P (x) 2 Hl(E6)g, IOl = dimCC[x1; x2; :::; x6]O(E6 ;Z)l ,
hOl = dimCHl(E6 )O(E6 ;Z)とおく. k = l + 3について次の表が成立する.
定理 3.0.3 次の表が成立する.
l k dimCHl(E6 ) IOl hOl dimCTl+3 dimCSl+3( 0(3); )
2 5 20 1 0 0 0
4 7 105 1 0 0 1
6 9 336 2 1 1 2
8 11 825 3 1 1 2
10 13 1716 4 1 1 3
12 15 3185 6 2 2 4
14 17 5440 8 2 2 4
16 19 8721 10 2 2 5
18 21 13300 14 4 3 6
20 23 19481 18 4 3 6





　定理 3:0:3により l = 18; 20についてテータ級数を与える写像（テータ写像）は単射に
ならないことが示せた. 一般にテータ写像のHl(E6) = Hl(E6)O(E6 ;Z)への制限写像を考え
たときその核の構造には興味がもたれる. また定理 3:0:4が一般に dimCSl+3( 0(3); )が
偶数のときに成り立つのかもまた興味がもたれる.
4 証明の概略
P (x) 2 Hl(E6)に付随したテータ級数E6;l(P )全体のなすC上のベクトル空間を T 0l+3





　さて, U = R6, V 0 = R8とし, それぞれの標準基底を e1; :::; e6及び e01; :::; e08とする. U
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と1; : : : ; 6を小節 2:1で定めたルート系とその基底とする. いま, U と行列 (E6)で定義
される U の計量の組 (U;E6)と, V 0と単位行列 I8で定義される V 0の計量の組 (V 0; I8)を
考える. このとき単射線形写像  : U ! V 0を任意の i 2 f1; : : : ; 6gに対して
(ei) = i
で定めると, R(E6)の Cartan行列が E6に等しいことから, これは計量を保つ写像にな
る.ここでの基底 e1; :::; e6及び e01; :::; e08に関する行列表示をB 2M(8; 6;Z)とおく.こ
のとき, U , V 0の双対空間を U, V 0とし, e1; :::; e6及び e01; :::; e08に関する双対基底をそ
れぞれ, x1; :::; x6及び x01; :::; x08とする. いま, の引き戻しである全射線形写像  : V 0 !
U; (f) = f  が誘導され これにより不変式 I 0k(x01; : : : ; x08) 2 (C[x01; : : : ; x08]=(x01 +
  + x06; x07 + x08))W 0について次が成立する.
Ik(x1; : : : ; x6) := I
0
k(
(x01); : : : ; 
(x08)) 2 C[x1; : : : ; x6]W (E6):
　ただし, W 0 は Aの各列を基底とする V 0 内のルート系 R0 のWeyl群である. よって




8><>:f0g (lは奇数)Hl(E6)W (E6) (lは偶数)
証明 O(E6;Z) = W (E6)o hiであることに気をつける. ただし
 =
0BBBBBBBBBBB@
0 0 0 0 0 1
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
1CCCCCCCCCCCA
である. また (()Ik) = ( 1)kIk であることが分かる. ただし は小節 1:1で構成した
O(E6;Z)の作用である. 2





l 0 2 4 6 8 10 12 14 16 18 20
dimCHl(E6)O(E6;Z) 1 0 0 1 1 1 2 2 2 4 4
　いま, ここで求めたHl(E6)の基底を用いて Tl+3 = f(z;E6; P ) j P (x) 2 Hl(E6)gの次
元を同じく計算する. そのためにHecke作用素をHl(E6)O(E6;Z)の基底に対応する級数
にほどこし, Tl+3から Sl+3( 0(3); )の構造を調べる.
定義 4.0.7 ヘッケ作用素 T (n) : Mk( 0(3); )!Mk( 0(3); )を以下で定める.











　さて l  1のとき P (x) 2 Hl(E6)は同次多項式なので, P (0) = 0となる. またE6は正
定値よりE6[x] = 0のとき, x = 0である. ゆえに




(i) M3( 0(3); ) = T3
L
T (2)(T3).
(ii) l = 6 ; 8; 12; 14; 18; 20について




l 0 2 4 6 8 10 12 14 16 18 20
dimCTl+3 1 0 0 1 1 1 2 2 2 3 3
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ASAI表現に付随するEPSILON因子の比較について
石川 勲 (ISAO ISHIKAWA)
理化学研究所革新知能統合センター/慶應義塾大学
Abstract. 本稿では主に GL2 上の genericな既約許容表現に対して定まる Asai表
現が主題である. Asai表現に対して L関数, 及び, epsilon因子と呼ばれる不変量が定
義できるが, この不変量には 3つの異なる定義が存在する. それらの定義は全く異な
る文脈でなされるため, それらの比較は重要な問題である. 今回, 筆者は定義の異なる
epsilon因子ら同士の明示的な関係式を与えたので, その結果について概説したい.
1. Asai表現に付随する L関数, 及び, epsilon因子の定義
ここでは Asai表現に付随する L関数, 及び, epsilon因子について復習する. まず,
Rankin-Selberg積分を用いた定義を詳しく述べた後に, 他の定義を簡単に紹介し, それ
らの定義間に関係性について述べる. 1つ注意として, Asai表現は Langlands対応に
よってGalois側で明示的に定義されるため, 保型表現を主に取り扱う本稿ではAsai表
現と呼ばれる表現は現れず, その L関数と epsilon因子のみが定義される形となる. 以
下においては pを素数として, F をQpの有限次拡大とする.
1.1. Rankin-Selberg積分を用いた定義について. EをF 上の 2次半単純代数とする,
すなわち, EはF の 2次拡大体かF F である. E  F F である時, F を対角埋め込
みによってEの部分体とみなす. $F P F をF の素元として 1つ固定する. Eが体の時
は, $E P EをEの素元として 1つ固定する. |  |F をF の p進絶対値とし, |$F |F  q1
と正規化する. ここで qは F の剰余体の位数である. |  |Eを |NE{F pq|F によって定義
する. NE{F は Eから Fへのノルム写像である. 以下では,  P Eを trE{F pq  0
なるものとして 1つ固定する.
をGL2pEqの無限次元既約許容表現として中心指標を !とする. ここで, 表現 が
許容表現であるとは, 任意の開コンパクト部分群K  GL2pEqに対して, のK不変






 : F Ñ Cを加法的な非自明連続準同型とする. さらに,
  : E ÝÑ C; x ÞÑ  ptrE{F pxqq
と定義する.
W p;  qを , 及び,   に付随するWhittaker模型とする. すなわち, W p;  qは
GL2pEq上の連続関数fであって次の性質を満たすもの全体の集合である: 任意のu P E
















SpF 2qを F 2上の Bruhat-Schwartz関数 (局所定数かつ supportコンパクトな関数)





W pgqpp0; 1qgq | detpgq|sF dg:(1.1)
ここで UpF qはGL2pF qの冪単かつ上三角行列全体であり, dgはGL2pEqの不変測度
で volpGL2pOF q; dgq  1を満たすものとする. Zps;W;qは Repsqが十分に大きい時
にこの積分は絶対収束し複素平面全体に有理型関数として解析接続される. より詳し
くは, Zps;W;qは Crqs; qssの商体の元となる. Zps;W;qらによって生成される C
線型空間はCrqs; qssの分数イデアルになっており, さらに 1を含むことが確かめられ
る. 従って, ある多項式 P pXq P CrXsかつ P p0q  1なるものが存在して, P pqsq1が
その分数イデアルの生成元となる ([Fl93, Appendix, Theorem]).




より一般に任意の指標  : F Ñ Cに対して
LRSps;As b q : LRSps;Asp b rqq
と定義する. ここで, r : F Ñ Cは
r|F  :
を見たす E の指標である. この定義は rの選択に依存しないことに注意する. こ
の C上の有理型関数は次の関数等式を満たす ([Fl93, Appendix, Theorem]): 任意の
W P W p;  qに対して
Zp1 s;W b 1!1; pq
LRSp1 s;As_ b 1q  "RSps;As b ;  ; q
Zps;W b ;q
LRSps;As b q :(1.2)
ここで, _は の双対表現であり, ,  , 及び, のみから定まる数 c P Cとm P Zが
存在して
"RSps;As b ;  ; q  cqms;
が成り立つ. また ppx; yq : »
FF
pu; vq puy  vxq du dv
と定義する. ここで, du dvは F  F Ñ C; px; yq ÞÑ  px  yqに関する自己双対的な不
変測度である. すなわち pppx; yq  px; yq
が成立する.
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注意 1.1. E  F F の時,   p0;0qとして   1b2とする. ここで, iGL2pF q
の中心指標が !iとなる genericな既約表現である. この時, このAsai L関数は Jacquet
により定義された [Jac72, Theorem 14.8, (1)]における古典的なRankin-Selberg 局所L
関数と一致する. epsilon因子については "RSと [Jac72, Theorem 14.8, (3)]において定
義されたものは
"RSps;As;  ; q  !2p1q!p0q|0|2s1F "ps; 1  2;  q
 !pq||s1{2E "ps; 1  2;  q
なる関係にある. ここで右辺の "ps; 1  2;  qが [Jac72, Theorem 14.8, (3)]において
定義されたものである.
1.2. Asai表現の L関数, 及び, epsilon因子の別の定義について. 最初に述べたよう
に, Asai L関数にはRankin-Selberg積分を用いた定義以外にも 2つ異なる定義が存在
する. まず 1つは Langlands-Shahidi法 ([Sha90])と呼ばれる簡約代数群上定義される
繁絡作用素を用いた定義があり, Eが体の時は, Up2; 2qに対して, EがF 2の時は, GL4




と書く. もう 1つは, をLanglands対応によって定まるに対応したEのWeil-Deligne





異なる定義間の関係性について述べる. まず, L関数については, Eが体の時, LRS,
LLS, そして, LGal は全て一致することが, [Hen10, Section 1.5, Theoreme], [Mat09,
Theorem 1.3], 及び, [AR05, Theorem 1.6]の一連の結果によって証明されている. E 
F 2の時はそれらが一致することは古典的な結果である. 従って, これらを
Lps;Asq : LRSps;Asq  LLSps;Asq  LGalps;Asq:
と書くことにする.
epsilon因子については, Eが体の時は, Krishmarthy ([Kri03])によって, Langlands-
Shahidi法を用いたものと, Weil-Deligne群の表現から定まるものが一致することが示
されている. 従って, 以下では
"ps;As;  q : "LSps;As;  q  "Galps;As;  q
とする. E  F 2の時は, epsilon因子の明示的な関係式は Jacquet ([Jac72, Corollary
19.16]), 及び, Shahidi ([Sha84, Theorem 5.1.]によって得られている.







定理 2.1. F をQp上有限次拡大とする. EをF 上の半単純 2次代数とする. を無限次
元既約許容表現として中心指標を !とする.  : F Ñ Cを加法的指標として  P E
を trE{F pq  0満たす元とする. この時, 次が成立する:
!1pq ||s 1{2E E{F p q "RSps;As;  ; q  "ps;As;  q
ここで, E{F p qは Langlands定数と呼ばれるもので, Eが体の時は, E{F に対応する
2次指標の root numberであり, E  F 2の時は 1である.
証明の概略について述べる. 技術的に鍵となるのは次の "RSの乗法性である:
定理 2.2. ;  : E Ñ Cを指標として. を主系列表現 p; qとする. この時, 次が
成立する:
"RSps;As;  ; q  p1q"ps; |F ;  q"ps; |F ;  q"ps; ;  q:
この定理の帰結として, が主系列表現,及び,特別表現の時に,定理 2.1が従う. 定理
2.2の証明は, "RSps;As;  ; qの定義に立ち戻り, 良いWhittaker関数W P W p;  q,
及び, Bruhat-Schwartz関数を見つけて関数等式 (1.2)の両辺を明示的に計算をする
ことによる.
従って, GL2の許容表現に関する Langlands分類により, 問題は が超尖点形式の
場合に帰着される. 重要な事実として, 大域的な epsilon因子については, Asai表現の
modularity, 及び, L関数の一致によって, 異なる定義から定まる大域的 epsilon因子の
一致する. 従って, を大域的な保型表現に持ち上げることで証明が完結する.
注意 2.3. 筆者は主に非アルキメデス的な状況を考察したが, アルキメデス的な類似と
して, 2次拡大C{Rに関するAsai L関数, 及び, epsilon因子を同様のRankin-Selberg
積分を用いて定義し, それらがWeil-Deligne群の表現との比較を考察するというもの
がある. これについては, 共同研究者のCheng氏により同様の結果が得られている.
注意 2.4. 最後に本結果の応用 (動機)について簡単にコメントをしておく. 本研究は
筆者が \肥田族に沿う捻れ 3重積 p進 L関数"を構成するという問題に取り組んでい
る際に現れたものである. この問題において, 市野氏によって証明された公式 ([Ich08])
を計算する必要があったが, その計算結果として, Piatetski-Shapiro-Rallisによる 3重
積保型表現の epsilon因子や, 本稿で詳説したRankin-Selberg積分を経由して定義され
たAsai epsilon因子が現れる. Piatetski-Shapiro-Rallisによる 3重積保型表現の epsilon
因子が対応するWeil-Deligne表現のものと一致するのかというのも重要な問題である
が, Piatetski-Shapiro-Rallisによるものは今回詳説したRankin-Selberg積分によるAsai
epsilon因子と関係付くことが証明できる (共同研究者Chen氏による). 一方で, p進L
関数はWeil-Deligne群の表現から定まる種々の不変量との相性が良いという事情があ
り, 本研究結果は p進 L関数の構成の際に現れる計算結果をWeil-Deligne群の表現か
ら定まる不変量で表示したいという動機に基づくものである.
謝辞. この度は第 14回数学総合若手研究集会を講演の機会を頂き, また, 本研究集会
の企画, 運営を行なってくださった運営委員の皆様に感謝を申し上げます。
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を持ち, 数論で現れるデデキントゼータ函数の類似, あるいはトイ・モデルとして, Kim, 小山, 黒
川らによって研究された ([6], [8]). 本研究では, このような力学系のゼータ函数の一般化として, 組
み紐群のBurau表現を用いてゼータ函数を定め, その性質を調べた. 結果的に力学系のゼータ函数
には見られなかった性質として, 留数に幾何学的な不変量 (結び目の Alexander多項式)が現れる
ことがわかった ([14]). また, 他の組み紐群の表現の間の関係をゼータ函数の視点から観察するこ
とで, 不変量間の関係や, その力学的, あるいは数論的性質を理解することが期待される.
本稿では, A. Kosyakによって構成された 3次組み紐群B3の表現を, Bnへと一般化し, 得られ
た表現 (N)n;q;tのゼータ関数について考察する. 特に, トーラス型といわれる組み紐に関するゼータ
関数の明示公式を与え, その系として q-恒等式や, q-seriesとの関係を得たので紹介する.
2 準備
2.1 有限力学系のゼータ函数









ここで、Fix(m; Xn) := #fx 2 Xn j mx = xg. つまり, mによるXn上の不動点の個数を表す.
こうして定まる力学系ゼータ函数 (s;Xn)は, オイラー積表示や関数等式, リーマン予想の類似
を満たすなどの性質を持っている. なお, 自然数N  2に対して、
NXn := ff1(i1); 2(i2); : : : ; n(in)g j 0  ij  N   1g













組み紐群について簡潔にまとめる. （詳しくは [2]; [3]; [4]; [7]を参照）. n次組み紐群 Bnとは,以
下で定義される.
Bn := hi(1  i  n  1) j ij = ji(ji  jj > 1); ii+1i = i+1ii+1i
組み紐群の生成元 iは図のように視覚的に捉えることができる.
Figure 1: 生成元 i Figure 2: 閉包 
生成元 iは i番目と i+ 1番目の紐が Figure 1のように交差している n本の紐と思え, 紐を下
につなげることで積を考えることができる. 次に いくつかの基本的な記号を導入する.
(1)対称群Snへの自然な全射準同型 n : Sn  ! Bnを以下で定める.
n(i) = (i; i+ 1):
(2)絡み目全体の集合 fLinkgへの写像を Figure 2のように定める.  2 Bnの像を bと表し, これ
を の閉包と呼ぶ.
(3)自然数のペア (n;m)に対して n;m := (1   n 1)mと定める. これをトーラス型組み紐と呼
ぶ. (n;m)が互いに素なとき, n;mの閉包は結び目になり, 一般的にトーラス結び目と呼ばれる.
Figure 3: トーラス型組み紐 5;3
(4)組み紐群の元 が e1i1   erir と表されるとき, " : Bn  ! Zを "() := e1 +   + erで定める.
(5)組み紐群の表現 n;q : Bn  ! GL(Wn)を以下で定める.






ここで, Wnは n次元の複素ベクトル空間とし, qは複素パラメータとする. この表現 n;qをBurau
表現と呼ぶ.
注 2.2.1. n() 2 Snが長さ nのサイクルであるとき, bの成分数は 1となり, 結び目となる.
Burau表現は,次のように自明表現と非自明な既約表現に分解される.
n;q = 1 rn;q:
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 In 3 (i = 1);
Ii 2 
0B@ 1 0 0q  q 1
0 0 1






(i = n  1):
2.3 表現のゼータ函数とその具体例
有限集合上の力学系ゼータ函数の一般化として,「表現のゼータ函数」というものが考える. (G; ; V )
を C上の有限次元表現とするとき, g 2 Gに関する表現 のゼータ函数を
(s; g; ) := det(I   (g)s) 1:
で定める. 次に表現のゼータ函数についていくつか具体例を挙げてみよう.
例 2.3.1. （置換表現 pn : Sn  ! GLn(Z)の場合）
この場合, Sn ' Aut(Xn)であることから, 有限集合Xn上の力学系ゼータ函数に一致する.つま
り,  2 Snに対して
(s; ; pn) = (s;Xn)
が成り立つ.
例 2.3.2. （Burau表現 n;q : Bn  ! GL(Wn)の場合）
 2 Bnに対して定まるゼータ函数 (s;  : n;q)は函数等式や（複素パラメータ qにある条件を課




(s; ;n;q) =   1
[n]q
b(q) 1:






例 2.3.3. （HOMFLY表現  (N)n;q : Bn  ! GL(V 
nN )の場合）
VN をN 次元複素ベクトル空間（N  2）とし, その基底を fe0; e1; : : : ; eN 1gとする. このとき
線形作用素R(N)q : V 






 ei (i < j);
ei 
 ei (i = j);
ej 
 ei + (1  q)ei 






 idVN )(idVN 
R(N)q )(R(N)q 
 idVN ) = (idVN 
R(N)q )(R(N)q 
 idVN )(idVN 
R(N)q )











n;q ) := det(INn    (N)n;q ()N (t)s) 1
ここで N (t) := diag(1; t; : : : ; tN 1)と定める. bが結び目であるとき, 対数微分の s = 0での値は,
d
ds











となる. ここで H(N)b (q))は, 結び目 bの N 階 HOMFLY多項式という. なお, N = 2のときは







となり, Burau表現のゼータ函数のみで表すことができる. これは HOMFLY表現が岩堀-Hecke
代数の構造を持つことから従う.
さらに, HOMFLY表現  (N)n;q におけるゼータ函数の古典極限 q ! 1は
lim
q!1
(s; ;  (N)n;q ) = n()(s;N
Xn)
となり, 力学系 (n(); NXn)のゼータ函数となる.
3 B3の表現 (N)3;q;tの構成
3.1 表現の構成




































































( 1)N 1 N 1N 1 : : : ( 1)0 N 10 































[n]q  [n  1]q    [1]q (n > 0);
1 (n = 0):
こうして構成されたB3の表現（写像）を (N)3;q;t : B3  ! GL(Sym(N)(W r3 ))と表すことにする.　



































補題 3.1.1. n > 1に対し, 次が成り立つ。

























この章では, 4章で定めた表現 (N)3;q;tを, Bnに対して一般化する. n = 3の場合と n  4の場合は
構成方法に注意する必要がある. 例えば n = 4の場合, 1; 3に対しては先ほどと同様に構成がで
きるが, 2に対しては
r4;q(2) =



















という変形を行うと, 組み紐群の表現にならない. 組み紐群の関係式を満たすためには, 最初の行
列に関しては qt(m)を付けず, 最後の行列に関しては上の変形を施せばよい. これが表現になって
いることは後で述べることにする. まずは表現を定式化するために, いくつか記号を導入する.
被約 Burau表現 rn;q : Bn  ! GL(W rn)において, W rn の基底を ff1; f2; : : : ; fn 1g とする.
Xn 1 := f1; 2; : : : ; n  1gとし, 集合 Irn(N)を次で定める.
Irn(N) := f(i1; i2; : : : ; iN ) 2 XNn 1 j i1  i2      iNg:
また, I = (i1; i2; : : : ; iN ) 2 Irn(N)に対して,
fI = fi1fi2    fiN
と書くことにする. こうすることで, ベクトル空間 SymN (W rn)の基底は ffI j I 2 Irn(N)gと表す
ことができる. SymN (W rn)上の線形作用素Aにより, fI 7!
P
J AI;JfJ となるときAI;J を作用素
Aの (I; J)-成分と呼ぶ. さらに, I の中に含まれる l 2 Xn 1の個数をNl(I)と表すことにする. こ
うして (N)n;q;tは計算することで以下のように統一的に定義できる.

















8<:1 Nk(I) = Nk(J); (k 6= i  1; i; i+ 1)0 otherwise:
























n;q;t(i+1) (i = 1; 2; : : : ; n  2)









n s; cn; Sym
(N)prn)
ここで, cn 2 Snは長さ nのサイクルで, prnは対称群Snの (n  1)次元既約表現である.
この定理の証明のためにいくつかの補題を紹介する.
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定義 4.2.1. 1から n  1までの数と黒丸をmだけずらした次のような配列を考える.
1 2    m  1 m m+ 1    n  1 
n m+ 1 n m+ 2    n  1  1    n m  1 n m

:
これをm-シフト配列と呼ぶ. この配列の上段は Iに,下段は J に対応している. また, 黒丸を除く
上下のペア (1; n m+ 1);    (m  1; n  1); (m+ 1; 1)    ; (n  1; n m  1)の集合を P(n;m)
と記す. これを用いて次を定める.
























補題 4.2.2. 1  m  n  1に対して, 以下が成り立つ.

(N)
n;q;t(n;m)I;J = ( t)mN ( 1)Nn m(J)qt(N)Sn;m(q 1; (I; J))qbn;m(I;J) a(I;J):













































qk(nk 1) (N = nk)
 qk(nk+1) (N = nk + 1)
0 (otherwise)
さらに, 次のようなトレース母関数を考える.










Zq;t(s; ) = (s; ;
r
n; t):




Zq;t(1; n;1) = 1 +
Y
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自己入射中山多元環の Hochshild extension algebraの
表現について
鯉江 秀行 (Hideyuki Koie)　
東京理科大学理学研究科数学専攻
1 Hochschild extension algebra
K を代数的閉体, Aを有限次元 basicK-多元環とし, D を標準双対関手 HomK(−, K)とする. 最
初に Hochschild 拡大の定義と基本的な性質について述べる.
Definition 1. Aの D(A)による Hochschild 拡大とは, 短完全系列
0 −→ D(A) κ−→ T ρ−→ A −→ 0
のことである. ここで T は K-多元環, ρは全射環準同型, κは両側 T -加群としての単射準同型で
ある. また (D(A))は両側 A-加群であるので, ρを通して両側 T -加群とみなしている. このとき T
を Aの D(A)による Hochschild拡大環という.
Definition 2. Hochschild拡大 0 −→ D(A) κ−→ T ρ−→ A −→ 0 が splittableであるとは,ある
環準同型 ρ′ : A→ T が存在して ρρ′ = idA となることである.
Definition 3. ２つの Hochschid拡大 (F )と (F ′) が同値であるとは, 次の図式を可換にするよう
なK-多元環準同型 ι : T → T ′ が存在することをいう：










(F ′) 0 // D(A) // T ′ // A // 0
Hochschild拡大の同値類全体を F (A, D(A))と書く.
次に Hochschild 拡大環の積構造を考える. K-双線形写像 α : A × A → D(A) が任意の
a, b, c ∈ Aに対して
aα(b, c)− α(ab, c) + α(a, bc)− α(a, b)c = 0 (1.1)
をみたすとき, αを 2-cocycleという. この αを用いて, K-線形空間 A⊕D(A)に以下のように積
を定める：
(a, x)(b, y) = (ab, ay + xb+ α(a, b)) (1.2)
ここで (a, x), (b, y) ∈ A ⊕D(A). このとき, A ⊕D(A)は K-多元環であり, これを Tα(A)とか
く. 結合法則は, (1.1)によって成立する. そして, この Tα(A)により Hochschild拡大
0 −→ D(A) −→ Tα(A) −→ A −→ 0
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が得られる. 逆に, Hochschild 拡大 0 → D(A) → T → A → 0 に対して, ある 2-cocycle α が
存在し, T が Tα(A)と同型になる. Ae = A ⊗ Aop とする. 2-cocycleは Hochschild cohomology
H2(A, D(A)) := ExtAe(A, D(A)) の元の代表元になっており,次の結果が知られている.
Proposition 1.1 ([2, Proposition 6.2], [5, Section 2.5]). F (A, D(A))と H2(A, D(A))は一対
一対応しており, これは 2-cocycle α を Hochschild拡大 Tα(A)に対応することで得られる. 特に
H2(A, D(A))の零元は splittable拡大に対応する.
特に T0(A)を trivial拡大環といい, 多元環の表現論において非常に有用である.
2 quiver表示
qiver Qとは, 2つの集合 Q0, Q1 および, ２つの写像 s, t : Q1 → Q0 の四つ組 Q = (Q0, Q1, s, t)
のことをいう. このとき, Q0 の元を頂点, Q1 の元を矢といい, 矢 x ∈ Q1 に対して s(x)をその始
点, t(x)をその終点という. 矢の列 x1x2 · · ·xn で t(xi) = s(xi+1)をみたすものを長さ nの道とい
う. また, Qの頂点を長さ 0の道とみなし, u ∈ Q0 対して eu と表す. quiverは次のようにグラフ
で表すことができる.
Example 1. Q0 = {1, 2, 3}, Q0 = {x, y}, s(x) = 1, s(y) = 2, t(x) = 2, t(y) = 3 のとき,
1
x−→ 2 y−→ 3
quiver Q に対して, Q の道全体を基底とする線形空間 KQ を考える. 2 つの道
x1x2 · · ·xm, y1y2 · · · yl に対して, その積 (x1x2 · · ·xm)(y1y2 · · · yl) を, t(xm) = s(y1) なら
ば道 x1x2 · · ·xmy1y2 · · · yl, t(xm) ̸= s(y1)ならば 0として,多元環 KQを考える. このとき KQ
を道多元環という.
Theorem 2.1. Aが有限次元 basic K-多元環なら,ある quiver QとKQの ideal I が存在して A




Theorem 2.2 ([1]). trivial拡大環 T0(A)に大して, その ordinary quiver QT0(A) は以下によっ
て定まる：
 (QT0(A))0 = (QA)0
 (QT0(A))1 = (QA)1 ∪ {yp1 , yp2 , . . . ypl}
ここで, ypi は socAe(A)の基底 {p1, p2, . . . pl}に対応する矢 ypi : t(pi)→ s(pi)である.
さらに, 一般の Hochschild拡大環についての ordinary quiverについては以下のことがわかる.
Lemma 2.3. Aを有限次元 basic K-多元環, α : A× A → D(A)を 2-cocycleとする. αが任意
の i ∈ ∆0 に対して α(ei, −) = α(−, ei) = 0 をみたすとき, 次の subquiverの列を得る：
∆ ⊆ ∆Tα(A) ⊆ ∆T0(A).
Lemma 2.4. Aを有限次元 basic K-多元環, α : A× A → D(A)を 2-cocycleとする. αが任意
の i ∈ ∆0 に対して α(ei, −) = α(−, ei) = 0 をみたすとき,次は同値である：
(1) α(radA, radA) ⊆ radAD(A) +D(A)radA.

















n を 2 以上の整数, Rn∆ を長さ n 以上の道で生成される K∆ の ideal としたとき, A = K∆/Rn∆
を自己入射中山多元環という. 以降, ei, xi の添え字 i は s を法として考える. 一般に,
Hochschild cohomology H2(A, D(A)) は Hochschild homology HH2(A) := TorA
e
2 (A, A) の
双対空間 D(HH2(A))と同型であることが知られている. この Hochschild homology については
以下の定理がある.




K if s|q and n+ 1 ≤ q ≤ 2n− 1,
Ks−1 ⊕Ker(·ns : K → K) if s|q and q = n,
0 otherwise.
(3.1)




D(HH2, q(A)) ∼= D(
⊕
q
HH2, q(A)) = D(HH2(A))
∼−→ H2(A, D(A)).
が与えられており, この Θを通して 2-cocycleを構成できる. ここから以下の主結果を得られる.
Theorem 3.2 ([3]). A = K∆/Rn∆ とし n ≤ q ≤ 2n − 1 とする. α : A × A → D(A) をその
cohomology class [α]が Θ(D(HH2, q(A)))に含まれ, [α] ̸= 0をみたす 2-cocycleとする. このと
き, Hochschild拡大環 Tα(A)の ordinary quiver ∆Tα(A) は次で与えられる：
∆Tα(A) =
{
∆T0(A) if n ≤ q ≤ 2n− 2,
∆ if q = 2n− 1.
Corollary 3.3. A = K∆/Rn∆ とし n ≤ q ≤ 2n − 1 とする. α : A × A → D(A) を任意の
2-cocycleとすると [α] =∑2n−1q=n [βq] とかける. ここで βq : A× A → D(A)は cohomology class
[βq]が Θ(D(HH2, q(A)))に含まれるような 2-cocycleである. このとき次が成立する：
∆Tα(A) =
{
∆T0(A) if [β2n−1] = 0,
∆ if [β2n−1] ̸= 0.
Corollary 3.4. A = K∆/Rn∆ とし, α : A × A → D(A) を任意の 2-cocycle とする. もし
∆Tα(A) = ∆ならば Tα(A)はK∆/R2n∆ と同型であり, Tα(A)は対称多元環である.
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4 具体例






A = KQ/RnQ として Theorem 3.1から, n = 4とすると HH2,q(A) ̸= 0 となるのは q = 6のとき





∗ if ab = xixi+1xi+2xi+3,
x∗i+5 if ab = xixi+1xi+2xi+3xi+4,
e∗i+6 if ab = xixi+1xi+2xi+3xi+4xi+5,
0 otherwise,









このとき, Tα(A)はKQT0(A)/I と同型である. ここで,
I = 〈x′ixi − xix′i+1, xixi+1xi+2xi+3 − x′ixi, (x′i)2 | i = 1, 2, 3〉
である. 一方, T0(A)はKQT0(A)/I0 と同型である. ここで
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On generic structures of amalgamation classes of nite
structures








また, ランダムグラフの自己同型群は単純群であることが知られており, 特に, 恒
等的でない任意の自己同型写像 に対し, 他のすべての自己同型写像は の共役元 3
つの積として表現することができる. このことは, 一般の generic構造についてもある
程度同様に成り立ち, ある条件のもとで, その積の数は 32に抑えられることが示され
ている. 本研究において, 同条件のもとでこの数を 12まで減らすことができるという




定義 1.1. ある記号の集合L := fRi j i 2 Igを考える1. このLのことを言語 (language)
といい, 各Riを関係記号と呼ぶ. また, Riに対して自然数 a(Ri) > 0を割り当て, この数
をRiの項数 (arity)と呼ぶ.
ある集合AとRAi  Aa(Ri)について, A := hA;RAi : i 2 Iiを L-構造 (structure)と呼
ぶ. 各RAi を, RiのAでの解釈 (interpretation)と呼ぶ. しばしば構造と領域は同一視
される. 以下, 単にAと書いてもL-構造をあらわしているものとする.
例 1.2. (1) L = fE(x; y)g(すなわち a(E) = 2)とし, L-構造Aを, Eについて非反射的
かつ対称的な集合とすると, Aは単純グラフである.
(2) L = f(x; y; z)gとし, L-構造Gを,
1一般には, 関係記号だけでなく関数記号 (と定数記号)も言語として考えることができるが, ここでは関
係記号のみからなる言語だけを考える.
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(i) (演算) 任意の a; b 2 Gについて, c 2 Gが一意に存在して (a; b; c) 2 Gが成り
立つ.
(ii) (結合性) 任意の a; b; c 2 Gについて, ある x; y 2 Gについて (a; b; x); (b; c; y) 2
Gとなっているとき, ある z 2 Gが存在して, (x; c; z); (a; y; z) 2 Gが成り立つ.
(iii) (単位元) ある元 1 2 G存在して, 任意の a 2 Gについて (a; 1; a) 2 Gが成り
立つ.






(1) A;BをL-構造とする. 単射 f : A! Bが埋め込み (embedding)であるとは, 任意
のR 2 Lについて, a 2 RA () f(a) 2 RBがすべての a 2 Aa(R)で成り立ってい
ることをいう.
(2) 埋め込み f が包含写像であるとき, AはBの部分構造 (substructure)であるとい
い, 集合の包含記号を用いてA  Bと書く.
(3) 埋め込み f が全単射であるとき, f を同型写像 (isomorphism)と呼び, A = Bと
書く. また, この AとBは同型 (isomorphic)であるという. また, AとBを並べ
た順序対 a = (ai : i 2 I);b = (bi : i 2 I)について, f : a ! bがすべての i 2 I で
f(ai) = biとなっているとき, a  bとも書く.
(4) ある埋め込み f : B ! CがA  B \ Cを元ごとに固定するとき, B =A Cと書き,
BとCはA上で同型であるという. b A cについても同様である.
定義 1.4. M をL-(可算無限)構造とする.
(1) Age(M)で, M に埋め込めるL-有限構造全体からなるクラスをあらわす.
(2) Aut(M)で, M 上の自己同型群をあらわす. また, A M について, Aut(M=A)をA
を元ごとに固定する自己同型写像全体からなるAut(M)の部分群とする.
2通常, 群の言語は演算をあらわす 2変数関数と単位元をあらわす定数記号や, 必要ならば逆元を返す 1








定義 2.1. KをL-有限構造のクラスで, 同型写像で閉じているものとする.
(1) KがHP (Hereditary Property)を持つとは, 任意のA 2 Kに対し, B  Aなら
ばB 2 Kであることをいう.
(2) KがAP (Amalgamation Property)を持つとは, 任意の A;B1; B2 2 Kに対し,
AからB1; B2それぞれへの埋め込み f1; f2が存在するならば, C 2 KとB1; B2から
Cへの埋め込み g1; g2が存在し, g1  f1(a) = g2  f2(a) (8a 2 A)が成り立つことを
いう.
KがHPとAPをともに持つとき, Kを amalgamation classと呼ぶ.
命題 2.2. (R.Frasse, 1953[1]) KをLについての amalgamation classとする.
このとき, L-可算無限構造M が (同型を除いて一意に)存在し, 以下が成り立つ:
 Age(M) = K,
 Mはhomogeneousである. すなわち, 互いに同型な任意のA;B 2Mについて, 任
意の同型写像 f : A! BはM 全体の自己同型写像に拡大できる.
このM のことをKについての generic構造という. また逆に, ある可算構造M が homo-
geneousであるとき, Age(M)は amalgamation classである. このため, generic構造のこと
を単に homogeneousな構造ともいう.
例 2.3. (1) L = fE(x; y)gとし, Kをすべての有限単純グラフからなるクラスとする.
このとき, Kは amalgamation classであり, Kから得られるM はランダムグラフに
なる.
(2) L = fd(x; y) = r j r 2 Q0gとし, Kを有理距離をもつすべての有限距離空間とす




例えば, 次のような主張が成り立つ. この補題は, 本講演の主結果の証明にも部分的に
用いられる.
補題 2.4. generic構造M の有限部分構造上の各同型写像 f について,




定義 2.5. L-generic構造Mを固定する. A;B;C n Mについて, A  B \Cかつ任意の
R(x1; : : : ; xn) 2 Lに対し, B [ Cの元の列 a1; : : : ; anで, BとC両方にまたがっていてか
つR(a1; : : : ; an)が成り立っているようなものがないとする. このとき, L-構造A [B [C
を直和の記号を用いて B A C と書き, B と C の A上の free amalgamと呼ぶ. また,




定義 2.6. amalgamation class KがFAP (Free Amalgamation Property)をもつ, あ
るいはKの generic構造M が free homogeneousであるとは, 任意のA;B;C n M に





注意 2.7. M を free homogeneousな構造とする.



















Bかつ a0 | )
A
Bな
らば, a AB a0である.
例 2.8. ランダムグラフは free homogeneousな構造でもある.
3 主結果
まず, ランダムグラフ上の自己同型群についての事実について述べる.
命題 3.1. (J.K.Truss, 2003[5]) ランダムグラフM 上の自己同型群Aut(M)は単純群であ
る. また, 任意の  2 Aut(M) n fidgについて, すべての  2 Aut(M)を の共役元 3つの
積であらわすことができる.
このことは, 一般の generic構造についての主張としては, 次が成り立つことが知られて
いる.
命題 3.2. (D.Macpherson, K.Tent, 2011[6]) M を free homogeneousな構造とし, Aut(M)
がMへの作用として推移的かつMの対称群Sym(M)と異なるとする. このとき, Aut(M)
は単純群である.
また, 任意の  2 Aut(M) n fidgについて, すべての  2 Aut(M)を または  1の共
役元 32個の積であらわせる.
3この独立という関係は \よい"関係であり, ベクトル空間における基底の独立性や, 代数的閉体における
超越次元を意識した用語である. じっさい, モデル理論においてはこれらの独立概念は統一的に扱うことが




定理 3.3. Mを free homogeneousな構造とし, Aut(M)が推移的かつ Sym(M)と異なると
する. このとき, 任意の  2 Aut(M) n fidgについて, すべての  2 Aut(M)を または
 1の共役元 12個の積であらわせる.
4 今後の展望
APや FAPより弱い概念として, 部分構造としての関係 \"に他の条件を付け加えた
closedという関係 \<"を考え, その関係のもとでのみ FAPができるようなクラスを考え
ることがある. すなわち, A;B;C 2 Kについて, A < B;CならばBA C 2 Kが成り立っ
ているようなクラスKを考えるのである.
具体的には, 例えばグラフの言語において, 実数 0 <  < 1を固定し, グラフの次元 
を定義する. すなわち, (A) := jAj  jEAjとする. そこで, A  Bについて, A < Bを
任意のA ( X  Bに対して (X)  (A) > 0であると定義する.
これに関して, generic構造と似た構造を構成することができる.
命題 4.1. (K; <)が上記の意味で free amalgamation classであるとき, L-可算構造M が
(同型を除いて一意に)存在し, 以下が成り立つ:
 任意のA n M について, B n M が存在し, A  B < M が成り立つ.
 任意のA n M について, A 2 Kである.
 A < M かつA < Bであるような任意のA;B 2 Kについて, B0 =A Bが存在して
B0 M となる.
例えば, 上記の<によって構成されるグラフは, Shelah-Spencerグラフと呼ばれる, 非
常に辺の結ばれる確率の小さい可算グラフに一致する.
これらの構造に関して, 次のような予想を立てることができる.
予想 4.2. free amalgamation class (K; <)について, M を上記の命題によって構成された
可算構造とする. Aut(M)が推移的かつ Sym(M)と異なるとき, Aut(M)は単純群である.
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寺本 圭佑 (Keisuke Teramoto)
神戸大学大学院理学研究科数学専攻 D3
導入
I  R を区間とし,  : I ! R2 を C1 級の平面曲線とする. (t) = (x(t); y(t)) (y > 0)
と表し,  の x 軸に関する回転面を
s(t; ) =
 
x(t); y(t) cos ; y(t) sin 

(0.1)
とする. 曲線  を回転面 s の生成曲線と呼ぶ. s(t; ) の平均曲率を H(t) で表す. I 上
で与えられた C1 級関数 H(t) に対して, 回転面 s(t; ) が H(t) を平均曲率として持つ
ための生成曲線 (x(t); y(t)) の具体的な表示が剱持勝衛氏によって与えられた [6]. さら
に,回転面の周期性についての研究も行われている [7].
一方, 近年, 特異曲線や特異曲面に関する多くの研究が行われている ( [1{5, 9{12]).
もし生成曲線  が正則なら, 平均曲率 H は I 上可微分であるが,  が特異点を持つと
き, H は非有界になることがある [11] (see also [9]). 本講演では, P を離散集合とし,
I nP 上で与えられた C1 級関数 H に対して, 回転面 s の平均曲率が H である生成曲
線 (x(t); y(t)) の具体的な表示を紹介する. また,周期性についても紹介する.
本講演の内容は, L.F. Martins氏 (UNESP), 佐治健太郎氏 (神戸大学), S. P. dos
Santos氏 (UNESP) との共同研究 [8] に基づく.
1 特異回転面の構成
I  R を区間,  : I ! R2 をC1 曲線とする. 曲線  を (t) = (x(t); y(t)) とおき, 任
意の t 2 I に対して, y(t) > 0 を満たすと仮定する. ここで,次のことを仮定する: ある
関数 ' : I ! R が存在し, 任意の t 2 I に対して, 0(t) と e(t) = (cos'(t); sin'(t)) が
一次従属になる. このとき,
0(t) = l(t)e(t); e(t) = (cos'(t); sin'(t))
を満たす関数 l : I ! R を得る. これは,  が フロンタルであるということと同値であ
る. (詳細は Section 2). また, p 2 I が  の特異点であることと l(p) = 0 となることは




sin'(t);  cos'(t) cos ;  cos'(t) sin  (1.1)
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と取る. このとき, s の正則点集合 I nP 上で平均曲率 H はC1 級関数である. さらに,
次を得る.
Lemma 1.1. 関数 Hl は I 上の C1 級関数に拡張できる.
フロンタルの平均曲率の特異点付近での挙動の詳細は [9, Proposition 2.6] を参照.
逆に, I 上で Hl が C1 級関数となるように与えられた関数 H : I n P ! R と,
l : I ! R (P = l 1(0) は離散集合) に対して, (1.1) に関する平均曲率が H であり,生
成曲線  = (x(t); y(t)) が, 0 = l(cos'(t); sin'(t)) を満たす回転面を求めよう. このと
き, x; y は,次の微分方程式を満たす:
2H(t)y(t)l(t)  l(t) cos'(t) + y(t)'0(t) = 0: (1.2)
[6]の方法にしたがって, この方程式を
(x0(t); y0(t)) = l(t)(cos'(t); sin'(t)) (1.3)
の条件下で解く. z(t) = y(t) sin'(t) +
p 1y(t) cos'(t) とおくと, 方程式 (1.2) は,
z0(t)  2p 1H(t)z(t)l(t)  l(t) = 0
に変形でき, この方程式の一般解は,
z(t) = (F (t)  c1) sin (t) + (G(t)  c2) cos (t)
+
p 1 (G(t)  c2) sin (t)  (F (t)  c1) cos (t)




l(u) sin (u) du; G(t) =
Z t
0




y(t)2 = jz(t)j2 と x0(t) = l(t) cos'(t) = l(t)(z(t)  z(t))=(2p 1y(t)) から,
y(t) = ((F (t)  c1)2 + (G(t)  c2)2)1=2; (1.4)
x0(t) =
F 0(t)(G(t)  c2) G0(t)(F (t)  c1)
((F (t)  c1)2 + (G(t)  c2)2)1=2 =
F 0(t)(G(t)  c2) G0(t)(F (t)  c1)
y(t)
(1.5)
を得る. これが求めたかった式である. 初期値 c1; c2 は, 考えている定義域上で, (F (t) 
c1)
2 + (G(t)  c2)2 > 0 を満たすように取る.
2 生成曲線の特異点
この節では, 生成曲線や回転面に現れる特異点の判定条件について述べる.  の特異点
p が, 3=2-カスプ であるとは,  の p における写像芽が t 7! (t2; t3) に 0 おいて A-同値
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となるときをいう. (二つの写像芽 f1; f2 : (Rm; 0)! (Rn; 0) が A-同値 であるとは, 微
分同相写像芽 S : (Rm; 0) ! (Rm; 0), T : (Rn; 0) ! (Rn; 0) が存在し, f2  S = T  f1
を満たすときをいう.) 同様に, の特異点 p が, j=i-カスプ ((i; j) = (2; 5); (3; 4); (3; 5))
であるとは,  の p における写像芽が t 7! (ti; tj) に 0 おいて A-同値となるときをい
う. これらの特異点に関する判定法が知られている.
点 p における写像芽  が フロンタルであるとは, 写像芽 n : (R; p)! (R2; 0) が存
在し,任意の t に対して, jnj = 1, 0  n = 0 を満たすときをいう. フロンタルが 波面で
あるとは,組 (; n) がはめ込みを与えるときをいう.  が, p において 3=2-カスプ また
は, 4=3-カスプを持つとき, 波面であり,  が p において 5=2-カスプ または 5=3-カスプ
を持つとき,フロンタルだが波面ではない. 第 1 節で求めた曲線に対して次が成り立つ.
Proposition 2.1. (1.4), (1.5) によって与えられる曲線  = (x; y) はフロンタルであ
る. さらに, l(p) = 0 のとき,  が p で波面となるための必要十分条件は 0(p) 6= 0 を
満たすことである.
さらに,以下の判定条件が成立する.
Proposition 2.2.  を上述のものとし, l(p) = 0 とする. このとき,次が成り立つ.
(1)  が p で 3=2-カスプを持つための必要十分条件は, l00 6= 0 が p で成り立つこと
である.
(2)  が p で 5=2-カスプを持つための必要十分条件は, l0 6= 0, 0 = 0, l0000  l0000 6= 0
が p で成り立つことである.
(3)  が p で 4=3-カスプを持つための必要十分条件は, l0 = 0 と 0l00 6= 0 が p で成り
立つことである.
(4)  が p で 5=3-カスプを持つための必要十分条件は, l0 = 0 = 0 と 00l00 6= 0 が p
で成り立つことである.
Example 2.3. H = 1=t, l = t とし, c1 = c2 = 1=10 とおく. このとき, Proposition 2.2
から,  は t = 0 で 3=2-カスプを持つ. 生成曲線は Figure 1 のようになる.
Example 2.4. H = 1 + t, l = t, c1 = c2 = 1=10 とする. Proposition 2.2 より, 
は t = 0 で 5=2-カスプを持つ. H = 1=t2, l = t2, c1 = c2 = 1=10 とする. このとき,
Proposition 2.2 から,  は t = 0 で 4=3-カスプを持つ. H = 1=t, l = t2, c1 = c2 = 1=10
　とすると, Proposition 2.2 より,  は t = 0 で 5=3-カスプを持つ. 生成曲線は Figure
2 のようになる. 特異点は矢印で示されている部分.
Proposition 2.2 により, 回転面に現れる特異点を調べることができる. 写像 f :
(R2; q) ! (R3; 0) の特異点 q が j=i-カスプ辺 であるとは, f が q において, 原点 0
における写像芽 (u; v) 7! (ui; uj; v) と A-同値なときをいう. y > 0 のとき,写像芽
(x; y; z) 7! (x; y cos z; y sin z) は微分同相写像芽であるから, (0.1) で与えられる写像芽
s が (p; ) で, j=i-カスプ辺 を持つための必要十分条件は, 生成曲線  = (x; y) が p で
j=i-カスプを持つことである.
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Figure 1: Example 2.3 における生成曲線と回転面. 水平線は x 軸を表す.
Figure 2: Example 2.4 の生成曲線. 水平線は x 軸を表す.
3 周期性
この節では, H と l が周期的であるとき,曲面が周期的になる条件を紹介する. 正則な
場合には [7] で与えられていることに注意する. (0.1) で与えられる回転面の生成曲線
(x; y) が周期 L の周期を持つとは, ある正数 T > 0 が存在し, x(s + L) = x(x) + T と
y(s+ L) = y(s) が成り立つときをいう. このとき,次の周期性に関する条件を得る.
Theorem 3.1. H : R n P ! R と l : R! R が同じ周期 L を持つ C1 級周期関数と
する. ただし, P = l 1(0) は離散集合で, Hl が R 上の C1 級関数に拡張できるとす
る. このとき, (1.5), (1.4) で与えられる (1.2) の解 (x; y) が周期的であるための必要十















l(u) cos (u) du; (3.1)
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または, 1  cos (L) = 0 かつZ L
0
l(u) sin (u) du =
Z L
0
l(u) cos (u) du = 0 (3.2)
である. ただし, (x0(0); y0(0)) = l(0)(cos'(0); sin'(0)).
もし,生成曲線が正則なら, 上の条件は [7, Theorem 1] で与えられた条件と等しいこ
とに注意する.
Example 3.2. H = 1= sin t, l = sin t, c1 = 1, c2 = 3=4 とする. これは, Theorem 3.1
の条件を満たしているので,生成曲線は周期的になる生成曲線の像は Figure 3 である.
生成曲線に現れる特異点はすべて 3=2-カスプである.
Figure 3: Example 3.2 の生成曲線と回転面. 水平線は x 軸を表す.
Example 3.3. H = 1= sin2 t, l = sin2 t, c1 = c2 = 1=10 とする. これは, Theorem 3.1
の条件を満たさないので, 生成曲線は周期的でない (Figure 4). 現れる特異点は 4=3-カ
スプであり, それらは矢印で示された部分に現れている.
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定義 1.1 なめらかな n次元多様体M とその上の捩れのないアファイン接続 rとリーマン接続 g













p(x; )dx = 1; p(x; ) > 0;  2   Rn

と表されるとき, S を 
上の統計モデルという. S は  = (1; : : : ; n)を局所座標系とする n次元
多様体とみなすことができる. このとき, 微分と積分の順序交換可能性などの適当な仮定のもとで,














p(x; )dx (i; j = 1; 2; : : : ; n)
とおく. ただし, 
が高々可算集合の場合も和は積分の形で表すこととする. gF () = (gFij)は n次




























r(1) は平坦になっている. このように平坦な接続が存在する場合には, 平坦接続に関するアファイ





定義 1.3 統計多様体で r が平坦であるとき, (M;r; g) をヘッセ多様体といい, (r; g) をヘッセ
構造という.
次元の等しい二つの統計多様体 (M;r; g) と (M;r; g) が統計多様体として同じになるの
は, それらの間に微分同型写像 ' : M ! M が存在して任意のベクトル場 X;Y; Z に対して
C(X;Y; Z) = C('X;'Y; 'Z) が成り立つときである. したがって統計微分同型写像を次のよ
うに定義する.
定義 1.4 (M;r; g)と (M;r; g)を同次元の統計多様体とする. このとき, ' : M ! M が統計同
型写像であるとは, 'が等長写像でかつアファイン接続同型であるとき, すなわち
g(X; Y ) = g('X; 'Y );
'(rXY ) = r'X'Y
が任意のベクトル場 X;Y に対して成り立つときをいう.
次に統計多様体に関して基本的な概念を定義する.
定義 1.5 (1) (M; g) をリーマン多様体とし, r をM 上のアファイン接続とする. このとき, r
が rの g に関する双対接続であるとは
Xg(Y; Z) = g(rXY; Z) + g(Y;rXZ); X; Y; Z 2  (TM)
をみたすことをいう. (r; g)がM 上の統計構造ならば, (r; g)もM 上の統計構造となっている.
(2) 統計構造 (r; g)に対して, 差テンソルK := K(r;g) 2  (TM (1;2))を
K(X;Y ) := rXY  rgXY
で定義する. ここで, rg は g の Levi-Civita接続である.
M 上のアファイン接続 rに対して
Rr(X;Y )Z := rXrY Z  rYrXZ  r[X;Y ]Z; X; Y; Z 2  (TM)
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と定義すると, Rr は (1; 3)テンソル場となり, これを rに関する曲率テンソルと呼ぶ. 以下簡単
のため, R := Rr, Rg := Rrg , R := Rr と書くこととする.
ヘッセ多様体に対して差テンソルK を用いてヘッセ曲率を次のように定義する.
定義 1.6 ヘッセ構造 (r; g)に対して,
H(X;Y )Z :=  (rK)(Y; Z;X); X; Y; Z 2  (TM)
と定義すると, これはM 上の (1; 3)テンソル場で, これをヘッセ曲率テンソルという.
2 統計多様体上の局所統計同型写像
(M;r; g) と (M;r; g) を同次元の統計多様体とする. p 2 M と p 2 M をとって固定し, 線型
等長写像  : TpM ! TpM が与えられているとする. また凸開集合 Up  TpM と Up  TpM を
U := Expp(Up), U := Expp(Up)がそれぞれ pと pの rg に関する正規座標近傍となるようにと
る. すると微分同型写像 ' : U ! U が
' := Expp    (Expp) 1 (1)
によって定義される. pを始点とする rg に関する測地線  が任意に与えられたとき,  := '  
とおくと,  は U 上の pを始点とする rg に関しての測地線となる.  と  の終点をそれぞれ q と
q := '(q)とし, 線型等長写像 q : TqM ! TqM を
q := P     (P) 1 (2)
によって定義する. ここで P : TpM ! TqM と P  : TpM ! TqM はそれぞれ rg と rg に関し
ての  と  に沿った平行移動であり, これらは線型等長写像である.
このような設定のもと, 次の結果を得た.
定理 2.1 (M; r; g)と (M; r; g)を同次元の統計多様体とし, Rg を Rg をそれぞれのリーマン
曲率テンソルとし, K とK をそれぞれの差テンソルとする. そして 'と q を上の設定の (1), (2)
のようにとる. このとき U 上の pを始点とする任意の rg 測地線  に対して
q(R
g(u; v)w) = Rg(q(u); q(v))q(w);
q(K(u; v)) = K(q(u); q(v)); (u; v; w 2 TqM);
が成り立つとき, 'は U から U への統計同型写像となる.
さらに統計多様体がヘッセ多様体のとき, 次の定理を得た.
定理 2.2 (M; r; g)と (M; r; g)を同次元のヘッセ多様体とし, K とK をそれぞれの差テンソ
ルとし H と H をそれぞれのヘッセ曲率テンソルとする. そして 'と q を上の設定の (1), (2)の
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ようにとる. このとき U 上の pを始点とする任意のrg 測地線  に対して
q(K(u; v)) = K(q(u); q(v));
q(H(u; v)w) = H(q(u); q(v))q(w) (u; v; w 2 TqM);
が成り立つとき, 'は U から U への統計同型写像となる.
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の前にいくつか準備を行う．有限生成群 Γと Lie群 Gがあったとき Γから Gへの表現全体の成す空間
R(Γ, G) = Hom(Γ, G)
を表現多様体 (representation variety)と呼ぶ．表現多様体には Gが代数的な場合自然に代数的集合の構造が
入る．特に Γが n元生成であるとき R(Γ, G) ⊂ Gn であり関係子が定義方程式を定める．表現多様体には G
が共役により作用している．この作用に対する商空間
X (Γ, G) = R(Γ, G)//G
を指標多様体 (character variety)と呼ぶ．ここで商は GIT商を考えている．
指標多様体と多様体の幾何構造の関係の例として Teichmu¨ller 空間を思い出す．向き付けられた閉曲面 S
の Teichmu¨ller 空間 T (S) とは S 上の完備で有限体積を与え曲率が至る所-1 である Riemann 計量全体
Hyp(S) の微分同相群の単位元を含む成分 Diff0(S) による商空間 T (S) = Hyp(S)/Diff0(S) である．計量
に関する議論により T (S) は (標識付き) 複素構造，共形構造の空間に一致していて様々な観点で研究され
ている歴史の深い対象である．Teichmu¨ller空間の元を以下 S 上の双曲構造と呼ぶ．双曲構造 mに対して S
の普遍被覆 S˜ から双曲空間 H2 への m に付随する等長写像が存在することが知られている．この同一視で
基本群による被覆変換を H2 上の等長変換に読み替えることで次が言える．即ち双曲構造 m の与えられた
曲面 Sm に対して H2 の等長変換群 Isom+(H2) ∼= PSL2(R) の離散部分群 Γ が存在して Γ は基本群 pi1(S)
と同型で Sm と H2/Γ は等長的である．離散的な埋め込み pi1(S) → Γ ⊂ PSL2(R) は離散的で忠実な表現
ρ : pi1(S) → PSL2(R)を与える．この表現のことをよくホロノミー表現と呼ぶ．ここでホロノミー表現は同
一視 S = H2/ρ(pi1(S))が向きを保つようにとることにする．ホロノミー表現の共役類は双曲構造mに対して







Anosov表現を定義する．向き付けられた種数 g ≥ 2の閉曲面を S で表し S 上の双曲構造を任意に固定す
る．単位接束 T 1S の測地流を φt で表しまた pi1(S)-被覆を T 1S˜ で表す．実半単純 Lie群 Gを考えその放物
的部分の組 (P+, P−) で横断的なものを任意に固定する．ここで (P+, P−) が横断的であるとはその交わり
L = P+ ∩ P− が簡約であるときにいう．F+ = G/P+,F− = G/P− とおくとき G/Lは F+ × F− の軌道
空間として標準的に埋め込まれていることに注意する．表現 ρ : pi1(S)→ Gに対して T 1S 上の平坦捩れ束を
Eρ = T
1S˜ ×ρ G/Lで表す．接束 TG/Lを積構造 F+ ×F− に沿って分解することで F± 方向に沿った G/L
上の接分布 E± を定義する．
定義 1.1 (Guichard-Wienhardによる定義 [7]). 表現 ρが (P+, P−)-Anosovであるとは Eρ のある切断 σ
が存在し次を満たす．
(i) σ は φt に沿って平坦である．
(ii) σ による誘導束 σ∗E+, σ∗E− たちが φt の作用に関して dilating, contracting property をもつときに
いう．
定義の (ii) は次のことを意味する：ある連続的な σ∗E+(resp. σ∗E−) のファイバー上の計量の族と
定数 a,A > 0 が存在して，任意の t ≥ 0 と，任意の p ∈ T 1N 上のファイバーに属する全ての v ∈
σ∗E+(resp. σ∗E−)に対して
||φ−t(v)||φ−t(p) ≤ Ae−at||v||p, (resp. ||φt(v)||φt(p) ≤ Ae−at||v||p).
注意 1.2. Anosov表現は負曲率多様体の基本群に対しても定義される．より一般に Gromov双曲群に対して
も定義されるがその場合単位接束の代わりに Gromovの flow spaceが用いられる．また表現先の Lie群に関
しても複素半単純の場合や簡約 Lie 群の場合にも定義することができる．これら議論については [3], [7], [6]
を参照して頂きたい．
Anosov 表現の研究に用いられる極限曲線 (limit curve) について触れておく．この曲線は例えば擬 Fuchs
表現の極限集合の類似である．定義 1.1の条件から T 1S˜ に持ち上げられた測地流 φt の各軌道は F± のただ一
つの元に対応する．一方で測地線の集合は pi1(S)の Gromov境界の点の組と同一視される．これら事実に考
察を加えることで写像 ξρ : ∂∞pi1(S)→ F+ が得られる．この写像は連続であり Anosov表現に対して一意的
に定まることが知られている．曲線 ξρ を極限曲線や Anosov写像，旗曲線と呼ぶ．
注意 1.3. 極限曲線はAnosov表現の幾何学的意味を大いに反映した対象であり逆に極限曲線の存在をAnosov
表現の定義とすることもできる．この定義については [7], [11]を参照せよ．
以下横断的放物部分群の組として Borel群からなるものを考えその組を記号 (B+, B−)で表すことにする．
曲面群 pi1(S)の PSLn(R)への (B+, B−)-Anosov表現 ρに限ればその力学系の性質から次のような良い特徴
を持つ捩れ束を誘導することが Labourie により示されている．ρ のリフト ρ′ : pi1(S) → SLn(R) をひとつ
とる．
定理 1.4 (Labourie [12]). 単位接束 T 1S 上の ρ′ に付随する平坦捩れ Rn-束を E で表す．
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(i) E は T 1S 上の連続な直線束 V1, · · ·Vn の和に分解し各 Vi は φt の与える軌道に沿って平行である．
(ii) φt の平坦接続による持ち上げによる V ∗i ⊗ Vj(i > j)への作用は contractingである．
先に述べた極限曲線 ξρ はこの直線束への分解に大きく依存している．E の部分束 E±i を次で定義する．
E+i = ⊕1≤j≤iVj , E−i = ⊕n−i+1≤j≤nVj
また単位接束は T 1S = ∂∞pi1(S)(3) \∆のように同一視されることに注意する．ここで ∆は
∆ = {(x1, x2, x3) ∈ ∂∞pi1(S)(3) | xi = xj(i ̸= j)}
で定義される．横断的放物部分群として Borel群を選んでいるので ξρ の像は旗の成す空間 flag(Rn)と同一視
できる．測地流による p ∈ T 1S の軌道の吸い込み点を x+p ∈ ∂∞pi1(S) で表すとき次が成立することが定理




p ) = {(E+i )p}i ∈ flag(Rn)
この曲線 ξρ は次で定義される超凸 Frenet曲線であることが知られている．
定義 1.5 ([12]). 曲線 ξ : S1 → flag(Rn)が超凸 Frenetであるとは次を満たすときにいう．ここで像 ξ(x)に
対して ξ(x)(p) は旗 ξ(x)に属する p次元部分空間を指す．
(i) n1+ · · ·+nk ≤ n を満たす正整数組と異なる点の組 (x1, · · · , xk)に対して ξ(x1)(n1)+ · · ·+ ξ(xk)(nk)
は直和
(ii) 任意の点 x ∈ S1 に対して n1 + · · · + nk ≤ n を満たす正整数組を固定したとき異なる点の組
(x1, · · · , xk)を xへ近づける極限により
⊕i=ki=1ξ(xi)(ni) → ξ(n1+···nk)(x).
ここで極限は xi たちが互いに異なり続けるような極限である．
以下超凸 Frenet曲線を単に超凸曲線と呼ぶ．Labourieは PSLn(R)への (B+, B−)-Anosov表現から定義
される超凸曲線に関する議論を用いて Anosov表現の像がこれまで研究されてきた双曲等長変換群の離散部分
群とよく似た振る舞いをすることを示した．
定理 1.6 (Labourie [12]). 曲面群 pi1(S) の PSLn(R) への (B+, B−)-Anosov 表現は離散的で忠実であり，
pi1(S)の非自明元 γ ∈ pi1(S)に対して ρ(γ)は純斜航的，すなわち相異なる 1でない固有値を持つ．
2 Hitchin成分
Hitchin 成分とは Teichmu¨ller 空間 T (S) のある種の一般化である．冒頭にあるように T (S) は指標多様
体の部分集合と同一視される．以下 S の PSLn(R)-指標多様体を Xn(S) で表す．そこで標準的に得られる
SL2(R) の既約 SLn(R)-表現から誘導される準同型 ιn : PSL2(R) → PSLn(R) を考える．この既約表現は指
標多様体の間の写像 (ιn)∗ : X2(S)→ Xn(S)を定義し T (S)を Fuchn(S) = (ιn)∗(T (S))へ写す．
定義 2.1. 指標多様体 Xn(S)の Fuchn(S)を含む連結成分をHitchin成分と呼ぶ．Hitchin成分を Hitn(S)






定理 2.2 (Goldman [5]). 表現多様体 R(pi1(S),PSL2(R)) の連結成分の個数は 4g − 3 であり X2(S) には
Teichmu¨ller空間と同相な成分が向きに依存して 2つ存在する．特に Fuch2(S)は X2(S)の連結成分である．
Hitchin はこの結果の一般化を与えた．彼は Higgs 束の理論を用いて Xn(S) を調べ次のような結果を与
えた．
定理 2.3 (Hitchin [9]). n ≥ 3に対して Xn(S)の連結成分は nが奇数のとき３つ，nが偶数のとき 6つ存在
する．
特に Hitchin は連結成分の中で Teichmu¨ller 空間と関連する成分を見出しその連結成分を Teichmu¨ller 成
分と呼び位相構造を決定した．この成分が上で定義された Hitchin成分である．
定理 2.4 (Hitchin [9]). Hitn(S)は (2g − 2)(n2 − 1)次元 Euclid空間と同相である．
Hitchin成分は現在様々な文脈で研究されているが，(位相)幾何の文脈で研究が盛んになった大きな転機と
しては Labourieによる幾何学的特徴付けが挙げられる．第１節で述べた Anosov表現は歴史的には Labourie
が Hitchin表現の幾何学的特徴付けを与えるべく定義した表現である．(その後 [7], [6], [11]により様々な定
式化が与えられている．)
定理 2.5 (Labourie [12]). Hitchin表現は (B+, B−)-Anosovである．
一方で Fock-Goncharovによる Cluster代数を用いた特徴づけも興味深い．彼らは Cluster代数と旗空間の
配置空間の理論を利用して Hitchin表現たちを特徴づけた．
定理 2.6 (Fock-Goncharov [4]). Hitchin表現は positive表現である．
Hitchin成分は多様体上の幾何構造，特に射影幾何構造と呼ばれる幾何構造のモジュライと密接に関わって
いる．
定義 2.7. m次元多様体M が実射影幾何構造を持つとは次で特徴づけられるアトラスが存在するときにいう．
(i) M の開被覆 ∪Ui と各 Ui から RPm への上への同相写像 φi が存在する．
(ii) 座標変換は射影変換の制限，すなわち PGLm+1(R)の元の制限で与えられる．
多様体 M が実射影幾何構造をもつときある PGLm+1(R) の離散部分群 Γ と Γ が真正不連続かつ自由に
作用する RPm の開領域 Ω(真正不連続領域) が存在し Γ \ Ω は M と同相となる．真正不連続領域が凸，す
なわちその領域を含む射影空間の affine patch の意味で凸であるとき M は凸実射影幾何構造 (convex real
projective structure)をもつという．Teichmu¨ller空間が Riemann面上の双曲構造のモジュライ空間に相当
していたのと同様に Hitchin成分については次のような結果がある．
定理 2.8 (Choi-Goldman [2]). Hit3(S)は曲面 S 上の凸実射影幾何構造の変形空間に一致する．






には２つしか知られていない．一つは Fock-Goncharovによる高次元 Teichmu¨ller理論からのもの [4]でもう
一つが Bonahon-Dreyerによるもの [1]である．ここでは Bonahon-Dreyerの座標に注目する．
S 上に双曲構造を一つ固定し ρを Hitchin表現 (の代表元)とする．S の普遍被覆 S˜ として双曲構造に付随
するものをとり固定しておく．また S 上の有限数の葉から成る極大な有向測地的ラミネーション Lを一つ選
ぶ．このとき Lは S の理想三角形分割 T を与える．Bonahon-Dreyerは Hitchin表現に付随する極限曲線 ξρ
を用いて Hitchin表現に対して定まる次の２種類の不変量を構成した．
1.Triangle不変量：理想三角形分割 T で得られる各理想三角形 T に注目する．Tの普遍被覆への持ち上
げをとったときその理想頂点は視境界 ∂∞S˜ の 3つ組 (xT , yT , zT )を与える．Triangle不変量は各理想三角形
に対して定まり特に (ξρ(xT ), ξρ(yT ), ξρ(zT )) の Fock-Goncharov の triple ratio の対数をとることで定義さ
れる．
2.Shearing 不変量：無限に伸びる葉 h に対して持ち上げ h˜ を一つ選ぶ．また h に隣り合う理想三角
形 T1, T2 を h˜ に隣り合うように持ち上げて T˜1, T˜2 で表す．h˜ の無限遠点のうち h の向きについて吸い
込み点の方を x，湧き出し点の方を y とする．更に T˜1, T˜2 の頂点で x, y でないものを z, z′ とおく．こ
こで x, z, y, z′ の順に並ぶように z, z′ を与える．Shearing 不変量はラミネーションの葉に対して定まり
(ξρ(x), ξρ(y), ξρ(z), ξρ(z
′))の Fock-Goncharovの double ratioの対数をとることで定義される．閉じた葉に
対しても同様に定義するのだが上記のような無限遠点の組を選ぶときに議論が必要でありここでは省略する．
Triangle 不変量，Shearing 不変量はともに実数値不変量であり極限曲線の超凸性を用いることで Hitchin
表現の代表元の取り方に依らずに定まることが確かめられる．また Fock-Goncharovの各 ratioの対数をとる
ときの ratioが正であることが必要であるがここで定理 2.6が用いられる．即ち positive表現とは対応する極
限曲線の上記の ratioたちが正であるような表現のことを指す．
Bonahon-Dreyerの結果は次のようにまとめられる．
定理 3.1 (Bonahon-Dreyer [1]). Hitn(S) の元に定義されるすべての Triangle 不変量と Shearing 不変量の
値を対応させる写像を
ΦL : Hitn(S)→ RN
で表す．このとき ΦL は解析的な上への同相写像でありその像は Euclid凸胞の内部である．
筆者の主結果はパンツと呼ばれる位相的には球面から 3つの非交な開円板を除いて得られる曲面 (Figure1)
の Hitchin成分における Bonahno-Dreyerの座標系を用いた Fuchs跡の具体的なパラメータ付けである．主
張は次のようになる．
定理 3.2 (I. [10]). パンツ P に下図のような極大ラミネーション Lを固定する．このとき [ρn] ∈ Fuchn(P )
に対して Bonahon-Dreyerの座標 ΦL(ρn)は計算可能で，パンツの全測地的境界長さと nによる具体的な計
算公式を与えることができる．
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図 1 パンツ P とその上のラミネーション L.
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本稿では, ホモトピー代数的な構造の変形を用いて, 導分のなす Lie 代数のコホモロジー類として, 可微
分ファイバー束の特性類を構成する方法について紹介する. ファイブレーションの特性類が導分のコホモロ





ホモトピー論的には, n次元有向実ベクトル束 E → B が与えられたとき, 分類写像と呼ばれる連続写像
B → BSO(n)
が存在し, この写像で普遍束 ESO(n) → BSO(n)を引き戻すと E → B と同型なベクトル束が得られる. こ
の写像から, コホモロジー間の準同型
Φ : H•(BSO(n))→ H•(B)
が誘導される. ここで, 分類写像はホモトピーを除いて一意的であるからこのコホモロジー間の準同型 Φは分
類写像の選び方によらない. したがって, 写像 Φはベクトル束の不変量である. これを特性写像と呼ぶことに
する. コホモロジー類 c ∈ H•(BSO(n)) が与えられるたびに, ベクトル束の不変量 c(E) := Φ(c) ∈ H•(B)
が得られる. この類 cあるいは c(E)を特性類と呼ぶ. 以下では, 簡単のため, コホモロジーは実係数のみを考
える.
分類空間 BSO(n) は Grassman 多様体と同値になり, そのコホモロジーは SO(n)-不変多項式に全体に
なる:
H•(BSO(n);R) = I(SO(n)) = S(so(n)∗)SO(n)
但し, S(V )は線形空間 V が生成する対称代数である. ところで, これは Pontrjagin多項式 (類) pi と Euler
多項式 (類) eにより生成されていた:
I(SO(2n)) = R[p1, . . . , pn], I(SO(2n+ 1)) = R[p1, . . . , pn−1, e].
∗ 東京工業大学理学院数学系数学コース, e-mail: matsuyuki.t.aa@m.titech.ac.jp
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1.2 Chern-Weil理論的構成
可微分有向ベクトル束 E → B に対して, 同伴する主 SO(n)-束 P → B の接続 ∇を一つ与える. このとき,
対応する曲率形式 Ω ∈ A2(P ; so(n))が得られる. 任意の n次不変多項式 f ∈ I(SO(n))に対して, 微分形式
Φ∇(f) := f(Ω, . . . ,Ω︸ ︷︷ ︸
n
) ∈ A2n(P/SO(n)) = A2n(B)
が得られる. これは閉形式であり, そのコホモロジー類は接続の取り方によらないことが分かる. さらに, この
構成
Φ∇ : I(SO(n))→ A•(B)
がコホモロジーに誘導する写像 Φ : I(SO(n))→ H•DR(B)は, これは前節の意味での写像と一致していること
が知られている. 言い換えると, 可微分ベクトル束に対しては, 接続を与えるごとに特性類の代表元を自然に与
えることができる.
2 Chern-Weil的に構成されるファイバー束の特性類
ファイバー束 E → B に対して, ファイバー束 (の垂直接束)の計量を一つ与えたとする. この計量はファイ
バーの Riemann計量 (の類)の空間 B をパラメータとする変形を与えていると考えることができる.
一方で, 基点付き多様体 X に計量が与えられるたびに Chen展開と呼ばれるホロノミーを構成することが
できる.
定理 1（Chen [1, 2]） Riemann多様体X に対して, H = H1(X;R)の生成する完備 Hopf代数 TˆH の完備
Hopfイデアル I と完備 Hopf代数同型 Rˆpi1(X) ≃ TˆH/I が得られる. (これを Chen展開と呼ぶ.)
(ファイバーとなる)基点付き多様体 X の Chen展開全体を Θ(X)とする. この集合は, 有限次元多様体の逆
極限とみなせ, 通常の多様体と同様に微分形式等を定義できる. Chen展開の空間 Θ(X)には, 多様体 X の写
像類群
M(X) := {基点と向きを保つ X の微分同相のアイソトピー類 }
が作用する.
以上の設定において, ファイバー束の計量を用いて, 各ファイバーごとに Chen展開をとることにより, 滑ら
かな写像
B → Θ(X)/M(X)




コホモロジー H•DR(Θ(X)/M(X)) について考える. 簡単のため, (写像類群を適切に制限するなどして)
計量に対するイデアル I が固定できたとする. つまり, イデアル I を固定した Chen 展開全体を Θ(X, I)
としたとき, ファイバー束の計量が B → Θ(X, I) を与えたとする. このとき, H•DR(Θ(X)/M(X)) を
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H•DR(Θ(X, I)/M(X)) に置き換えて考える. 空間 Θ(X, I) には Hopf 代数 TˆH/I の自己同型群 (のある部
分群)
IAut(TˆH/I) := {f ∈ Aut(TˆH/I); f(H) ⊂ Tˆ≥2H/I}
が自由かつ推移的に作用する. よって, Θ(X, I)はMuarer-Cartan形式
η ∈ A1(Θ(X, I); Der+(TˆH/I))
を持つ. ここで, 導分の (ある部分) Lie代数
Der+(TˆH/I) := {X ∈ Der(TˆH/I);X(H) ⊂ Tˆ≥2H/I}




が得られる. さらに, この写像は Maurer-Cartan 形式 η の左不変性から, M(X)-同変である. 自然な作用
M(X)→ GLZ(H)の像を Gとすると, 以上をまとめて次の構成を得る.







前節で使った Chevalley-Eilenberg複体について述べておく. Lie代数 gについて, gが生成する外積代数を
C•CE(g) := Λ
•g
とし, 微分を c ∈ Cn−1CE (g), X1, . . . , Xn ∈ gに対して,
dCE(c)(X1, . . . , Xn) =
∑
i<j
(−1)i+jc([Xi, Xj ], X1, . . . , Xˆi, . . . , Xˆj , . . . , Xn)
と定義する. このとき, (C•CE(g), dCE) はチェイン複体になる. これを Chevalley-Eilenberg 複体と呼ぶ.
このコホモロジーは Lie代数 gのコホモロジーと呼ばれる.





[η, η] = 0
を満たすものが与えられたとする. このとき, C•CE(g)→ A•(M)を





とができる. よって, §2で構成した特性類は, ファイバーの 1次以上のホモロジーの情報を用いて, 単連結束の
場合にも拡張できるはずである.
Chen 展開は, 多様体の deRham 複体の Hodge 分解から得られる C∞-極小モデルの情報の一部である.
よって, C∞-極小モデルの空間全体 Q(X)を Chen展開の空間 Θ(X)の代わりに用いることにより, より豊富
な情報をもつ特性類が得られることが期待される. [4]では, Q(X)の “連結成分”を考えることにより, 同様の
構成ができることが分かっている. さらに, Q(X)の連結成分より細かいホモトピーの情報を用いて, [6]にあ
るような特性類を構成することを考えている.
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ことが１つの要因となっている（例えば Belcastroと Hullによる定義 [3]などがあるが，未定義語が存在し
ている）．そこで，本稿では平坦に折り畳んだ折り紙だけに注目し，この代数表現を考えることで折り紙に
関する諸問題を部分的に解決することを目指した．









定義 1.1 (作用). Aを集合とする. この時, 写像  : A ! Aを A上の作用素といい，a 2 Aにおける (a)
を aと略記する. また A  Aについても, 像 (A)を Aと略記する.

を集合とし, その元を A上の作用素と定める. すなわち, 写像  : 
! f j  : A上の作用素 gを定め
る. この時, 組 (;
;A)を 
の Aへの作用という.
注意 . 以後, ! 2 
の による像 (!)を単に !と略記する. また, (!) 1A (A  A)とは作用素 !による
Aの逆像のことを表す.
定義 1.2 (鏡映変換). Lを直線とする. 写像 RL : R2 ! R2 が直線 Lに関する鏡映変換であるとは，任意
の元 p 2 R2 について RL(p)が以下の条件を満たすことをいう．
(1) d(p; L) = d(RL(p); L)
(2) p，RL(p)を通る直線が Lと垂直
定義 1.3 (順序同型). (S;1)，(T;2)を半順序集合とする．
全単射写像 f : S ! T が順序同型写像であるとは，以下の条件のどちらかを満たすことをいう．
(1) 8a; b 2 S; a 1 b, f(a) 2 f(b)
(10) 8a; b 2 S; a 1 b, f(a) 2 f(b)
このとき，(S;1)と (T;2)は順序同型であるといい，(S;1) = (T;2)と表す．
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2 仮想平坦折り紙
以後，集合A 2 R2上の直線とはAの 2つの元を含む直線のことを表す．また集合A，BについてA B
とは Aから B を引いた差集合 fx j x 2 A かつ x =2 Bgを表す．
定義 2.1 (仮想平坦折り紙). A( R2)を内点を持つ有界閉集合とする.
始めに F1 = f(f11    f1n1) j f11; : : : ; f1n1 : A上の直線; n1 2 Ngとする.
F1 の R2 への作用 (;F1;R2)と半順序 1 について, 組 ((f11    f1n1)A;1)を次のように定める.




(FO2) 作用素 (f11    f1n1)を (f11    f1n1)Ai (i = 1; 2; : : : ; k1)がそれぞれ f11; : : : ; f1n1 のいずれかに関す
る鏡映変換（またはこれらの合成写像）となるように定める．
(FO3) fA1; : : : ; Ak1g の異なる元 Ai; Aj に対して，(f11    f1n1)Ai \ (f11    f1n1)Aj 6= ; であるならば，
Ai 1 Aj または Ai 1 Aj のいずれかの順序を定める．
次に F2 = f(f21    f2n2)F1 j F1 2 F1; f21; : : : ; f2n2 : F1A上の折り線; n2 2 Ngとする.
F2の R2への作用 (;F2;R2)と半順序2について組 ((f21    f2n2)(f11    f1n1)A;2)を次のように定
める.






((f11    f1n1)) 1f2j
1A の各連結成分の閉包と
する．
(FO2) 作用素 (f21    f2n2)(f11    f1n1)を (f21    f2n2)(f11    f1n1)Bi (i = 1; 2; : : : ; k2)がそれぞれ作用素
(f11    f1n1)に f21; : : : ; f2n2 のいずれかに関する鏡映変換（またはこれらの合成写像）を合成した写
像となるように定める．
(FO3) fB1; : : : ; Bk2gの異なる元Bi; Bjに対して，(f21    f2n2)(f11    f1n1)Bi \(f21    f2n2)(f11    f1n1)Bj 6=
;であるならば，Bi 2 Bj または Bi 2 Bj のいずれかの順序を定める.
帰納的に Fm = f(fm1    fmnm)Fm 1 j Fm 1 2 Fm 1; fm1; : : : ; fmnm : Fm 1A上の折り線; nm 2 Ng
を考える．(m 2 N)
Fm の R2 への作用 (;Fm;R2)と半順序 m について ((fm1    fmnm)    (f11    f1n1)A;m)を次のよ
うに同様にして定めることができる.







((f11    f1n1)) 1f2j [    [
nm[
k=1
((fm 11    fm 1nm 1)    (f11    f1n1)) 1fmk
1A
の各連結成分の閉包とする．
(FO2) 作用素 (fm1    fmnm)    (f11    f1n1)を (fm1    fmnm)    (f11    f1n1)Ci (i = 1; 2; : : : ; km)がそれ
ぞれ作用素 (fm 11    fm 1nm 1)    (f11    f1n1)に fm1; : : : ; fmnm のいずれかに関する鏡映変換（ま
たはこれらの合成写像）を合成した写像となるように定める．
(FO3) fC1; : : : ; Ckmgの異なる元 Ci; Cj に対して，
(fm1    fmnm)    (f11    f1n1)Ci \ (fm1    fmnm)    (f11    f1n1)Cj 6= ;
であるならば，Ci m Cj または Ci m Cj のいずれかの順序を定める.
以上のようにして定めた ((fm1    fmnm)    (f11    f1n1)A;m)を仮想平坦折り紙という．また以後，仮
想平坦折り紙に定まる半順序 1;2; : : : ;m を統一して と表し，これを重なり順とよぶ．
実際に A = [0; 1] [0; 1] (:正方形)として, いくつか仮想平坦折り紙の具体例を挙げよう．








(f)x = Rf (x) (x 2 A2)
(f)x = x (x 2 A1)









B1  B4  B3  B2
作用素 (g)(f)は次のように定められる.
(g)(f)x = Rg((f)x) (x 2 B2 [B3)
(g)(f)x = (f)x (x 2 B1 [B4)















 C5  C6
作用素 (gh)(g)(f)は次のように定められる.
(gh)(g)(f)x = Rh Rg((g)(f)x) (x 2 C7)
(gh)(g)(f)x = Rh((g)(f)x) (x 2 C6)
(gh)(g)(f)x = Rg((g)(f)x) (x 2 C8)




以後,仮想平坦折り紙A = ((fm1    fmnm)    (f11    f1n1)A;)は (FO1)により定まった領域A1; A2; : : : ; An
をもつものとする．展開された各折り線を元とする集合
ff11; : : : ; f1n1 ; : : : ; ((fm 11    fm 1nm 1)    (f11    f1n1)) 1fmnmg
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を devAと表し，Aに定まっている作用素 (fm1    fmnm)    (f11    f1n1)を F と略記する.
また，集合 Aに対して#fAgとは，Aに含まれる要素の個数を表す．
命題 3.1. 仮想平坦折り紙 Aにおける fA1; A2; : : : ; Angの任意の異なる元 Ai; Aj について次が成り立つ．
#fAi \Ajg > 1) 9!f 2 devA s.t. #ff \Ai \Ajg > 1
証明 . 条件#fAi \Ajg > 1より, Ai と Aj は互いに隣り合う．定義 2.1より, Ai と Aj の境目 Ai \Aj は
ある f 2 devAの部分集合となる．ゆえに題意が成り立つ．
命題 3.1により，(FO1)により定まる領域の境目は，折り線に依らず隣り合う領域によって決まることが
分かる．ゆえに，「折り目」は仮想平坦折り紙において次のように定義できる．
定義 3.2 (折り目). 仮想平坦折り紙 A における fA1; A2; : : : ; Ang の任意の異なる元 Ai; Aj について，
#fAi \Ajg > 1が成り立つとき，cij = fx j x 2 Ai \Ajgを Aiと Aj の間の折り目という. 特に i,jを指定
しない時, これを A上の折り目という．






証明 . () x 2
[
1ik
ci とする. このとき, 9ci0j0 : A上の折り目 s.t. x 2 Ai0 \ Aj0 が成り立つ．命題 3.1




f とする: このとき; 9f 2 devA s.t. x 2 f が成り立つ．f の定め方により, xはある隣り
合う領域 Ai; Aj の元になる. ゆえに, x 2 f \Ai \Aj となり, 定義 3.2から x 2 cij が成り立つ.
これにより，展開された折り線全体と折り目全体が一致することが分かった．
命題 3.4. 仮想平坦折り紙 Aにおいて, cij を Ai と Aj の間の折り目とする. このとき，次が成り立つ．
Fcij \ FAi = Fcij \ FAj
すなわち, 折り目が 2つに裂けるような作用素は存在しないということである．
証明 . cij の元は作用素 F により，Ai の元に定められた写像と Aj の元に定められた写像のどちらにも対
応する. もし，Fcij \FAi 6= Fcij \FAj であるならば, cij の元はこれらの鏡映変換により 2つの元に分か




定義 3.5 (山折り, 谷折り). Aを仮想平坦折り紙とし, cij を Ai と Aj の間の折り目 (Ai  Aj)とする．
(M) Aiの元に奇数回の鏡映変換, Aj に偶数回の鏡映変換が定まっているとき, cij をA上の山折りという.
(V ) Aiの元に偶数回の鏡映変換, Aj に奇数回の鏡映変換が定まっているとき, cij をA上の谷折りという.
ただし, 恒等変換は偶数回の鏡映変換とする．
命題 3.6. 仮想平坦折り紙Aにおける fA1; A2; : : : ; Angの任意の異なる元Ai; Ajについて，#fAi\Ajg > 1
であるとき，次が成り立つ．
Ai  Aj ) cij :山折り または 谷折り
すなわち, 重なり合う領域の間の折り目は必ず山折りか谷折りのいずれかである．
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証明 . 条件の Ai と Aj にどちらも偶数回の鏡映変換が定まっているとする.
偶数回の鏡映変換は回転変換を表すことに注意すると, Aiと Aj を重ねる (FAi \ FAj 6= ;となる)ため
には, 折り目 cij をずらす (すなわち F (Ai \ cij) 6= F (Aj \ cij)とする)必要がある. これは命題 3.4に矛盾
する. Aiと Aj にどちらも奇数回の鏡映変換が定まっている場合も, 反転させた回転変換を表していること
に注意すれば, 同様に矛盾が導かれる. ゆえに, 条件を満たす cij は山折りか谷折りでなければならない.
また重なり順が存在しない領域とその間の折り目は，合同のまま写される．
命題 3.7. 仮想平坦折り紙Aにおける fA1; A2; : : : ; Angの任意の異なる元Ai; Ajについて，#fAi\Ajg > 1
であり Ai と Aj に重なり順が存在しないとき，次が成り立つ．
Ai [Aj  FAi [ FAj
証明 . 条件と命題 3:4より; AiとAjは境界がずれないまま鏡映変換されることになる: ゆえに; 作用素 F こ
そが題意を満たす合同変換になっている:
定義 3.8 (補助折り目). 命題 3:7の条件を満たす Ai と Aj の間の折り目 cij のことを補助折り目という．
折り紙の局所的な性質を考えるために, 次の定義を与える.
定義 3.9 (頂点). 仮想平坦折り紙 Aにおいて, 山折りまたは谷折りが交わる点を Aの頂点という. 頂点が
Aの内部にあって 1つだけである時, Aは単頂点であるという.
命題 3.10. Aを単頂点仮想平坦折り紙とし，この頂点を vとする．Fvの十分近くを通る FA上の直線を
lとし，FA   lの連結成分の閉包で Fvを含む方をDとする．このとき，F 1Dは多角形となる．
証明 . vがAの内点であることに注意して，@FA[ lを考える．このとき，この集合は 2点集合であり，こ
の元を a，bとすると，F 1aと F 1bはA上の山折りまたは谷折りとなる各折り目の 1点になる．これら





定義 3.11 (一刀折り). 命題 3.11における F 1Dのことを Aの直線 lによる一刀折りという．
現実的な山折り, 谷折りという操作を考えた場合, 図 1のように xyz 空間において xy平面と平行な平面
を，折り線を軸として z方向に回転させて重ね合わせるという操作がイメージされる. この場合, 山折りが
z 方向に  回転していると見なすと, 谷折りとは z 方向に   回転しているものだと見なすことができる.









そこで, 山折り, 谷折りを考えるにあたり, 本論文では次のような角度構造を要請する.
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要請 1. cij をA上のAiと Aj の間の山折りとし, Fcij 上の 1点を c, FAi上の 1点を a, FAj 上の 1点を b
とする. また, acを aと cを通る線分, bcを bと cを通る線分と定める. このとき，acと bcが同一直線上に
あるならば, その角度 (\acb)は であると定める．また cij が谷折りのとき, acと bcが同一直線上にある
ならば, その角度 (\acb)は  であると定める．
また，現実的な平坦折りを考えるために，定義 3.11で扱った一刀折り F 1Dをもう一度折り畳むという
操作を考えよう．一刀折り F0(F 1D) = F 1Dから F1(F 1D) = FF 1Dへの変形 Ftを時間 t 2 [0; 1]で
の連続変形として捉える．具体的には，xy平面上にある F 1Dから yz平面と平行な平面上にある FF 1D
への連続変形を v = Fvになるようにして定める（図 2参照）．このとき，任意の時間 t 2 [0; 1)において，
Ft(F
 1D)の境界である閉曲線 Ft(F 1l)は頂点 v周りに回転数1を保っている（ただし，連続変形は R3
空間における操作であるため，Ft(F 1l）の回転数とは，Ft(F 1l）を xy平面に vを内部に含むように射影
した閉曲線の回転数として定める．すなわち，図 2を真上もしくは真上から少しずらした視点から見たと














図 2: 連続変形 Ft のイメージ図















B2  B1  B3  B4
作用素 (g)(f)は次のように定められる.
(g)(f)x = Rg((f)x) (x 2 B2 [B3)
(g)(f)x = (f)x (x 2 B1 [B4)
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定義 3.5より, cij をBiとBj の間の折り目とすれば, c12は山折り, c23は谷折り, c34は谷折り, c41は谷折
りである. しかし, この操作では c41が破けてしまい, 紙を切らない限り現実的に起こりえなくなってしまう.
このような操作を除くため, 仮想平坦折り紙に以下のような制限を加える.
定義 4.1 (可折平坦折り紙). 仮想平坦折り紙Aにおいて, cij を Aiと Aj の間の折り目とする. 次を満たす
cij を非可折であるという．
Ai 9 Ak  Aj s.t. 8x 2 cij ; Fx 2 FAk
そうでない cij を可折といい, A上の全ての折り目が可折である時, Aを可折平坦折り紙という.
単頂点な可折平坦折り紙において, 以下の「前川の定理」「川崎の定理」を示すことができる. 以下の証明
のアイデアは [4]に記載されている．
定理 4.2 (前川の定理). Aを仮想平坦折り紙かつ単頂点とし, M = #fA上の山折り g, V = #fA上の谷
折り gとする. この時,次が成り立つ．
A :可折平坦折り紙)M   V = 2
注意 . 単頂点可折平坦折り紙においては, M + V  3である. 実際M + V  2の場合, Aの内部で山折り
または谷折りは交わることができないので, Aは単頂点にならない.
証明 . A上の全ての山折りまたは谷折りに c1; : : : ; cnと名付ける．また頂点を vとおく．Aの直線 lによる
一刀折り F 1Dを考える. このとき, (F ) 1Dは c1; : : : ; cn の各 1点を頂点とする n多角形となる. この n
多角形の境界 (F ) 1lは頂点 v周りで回転数 1の閉曲線となる．要請 2により，lも Fv周りで回転数 1
の閉曲線である．また要請 1により，山折りを通るときは 回転, 谷折りを通るときは 回転しているか
ら，M   V = 2が成り立ち, M   V = 2が導かれる.
系 4.3. 単頂点可折平坦折り紙においてM + V は偶数である.
証明 . 定理 4.2より, M   V = 2であるから,
M + V =M   V + 2V = 2 + 2V = 2(1 + V )
定理 4.4 (川崎の定理). Aを仮想平坦折り紙かつ単頂点であるとし, A上の谷折り, 山折りを反時計回りに
c1; : : : ; c2w (w 2 N)と定める. この時, 次が成り立つ．
A :可折平坦折り紙) \(c1; c2) + \(c3; c4) +   + \(c2w 1; c2w) = 
ただし, \(ci; cj)は ci と cj の成す角（反時計回りを正とする）を表す.
証明 . 任意の領域 Ak 2 fA1; A2; : : : ; Ang について，FAk は合同変換であるから, \(Fci; F ci+1) =
\(ci; ci+1)が成り立つ. また定義 3.5より ci が山折りまたは谷折りであるためには,
\(Fci; F ci+1) > 0) \(Fci+1; F ci+2) < 0
\(Fci; F ci+1) < 0) \(Fci+1; F ci+2) > 0
のどちらかが成立しなければならない（ただし c2w+1 = c1 とする）.
ところで命題 3.4より, c1から順に c2; c3; : : : ; c2w を通って c1に戻る閉曲線Dを考えると, FDは閉曲線
に保たれる. これを満たすためには, 隣り合う折り目の間の角度の総和は 0でなければならない. すなわち,
2wX
i=1






j\(ci; ci+1)j = 2 であるから; \(Fc1; F c2) > 0と仮定すると;
2wX
j=1
j\(cj ; cj+1)j = j\(c1; c2)j+ j\(c2; c3)j+   + j\(c2w; c1)j






\(Fcj ; F cj+1) = 2(\(Fc1; F c2) + \(Fc3; F c4) +   + \(Fc2w 1; F c2w)) = 2
\(Fc1; F c2) + \(Fc3; F c4) +   + \(Fc2w 1; F c2w) = 
\(Fc1; F c2) < 0 と仮定すると，同様にして \(c1; c2) + \(c3; c4) +    + \(c2w 1; c2w) =   が得られ
る．
注意 . 定理 4.2及び定理 4.4の逆はどちらも成り立たない. 実際, 例 4は山折りと谷折りの差が 2であると





定義 5.1 (折り紙同形). 可折平坦折り紙 A，Bが
A = ((fm1    fmnm)    (f11    f1n1)A;)
B = ((gl1    glkl)    (g11    g1k1)B;)
と表せるとする．また，(FO1)によりそれぞれ領域A1; A2; : : : ; Au，B1; B2; : : : ; Bv が定まっているとする．
このとき，Aと Bが折り紙同形であるとは，次の条件を満たすことをいう．
(1) (fm1    fmnm)    (f11    f1n1)A∽ (gl1    glkl)    (g11    g1k1)B
(2) u = vのとき，以下を満たす全単射写像  : f1; 2; : : : ; ug ! f1; 2; : : : ; ugが存在する．
(i) A1∽B 1(1); A2∽B 1(2); : : : ; Au∽B 1(u)
(ii) 8Ai; Aj 2 fA1; A2; : : : ; Aug; Ai  Aj , B 1(i)  B 1(j)
または 8Ai; Aj 2 fA1; A2; : : : ; Aug; Ai  Aj , B 1(i)  B 1(j)
u > vのとき，cijが補助折り目となるような領域AiとAjについて，これを合わせた領域Aij = Ai[Aj
を作る．この操作を，新しく番号付けしたときに v 個の領域の列 A1; A2; : : : ; Av ができるまで繰り
返す．こうしてできる A1; A2; : : : ; Av と B1; B2; : : : ; Bv について，(i) と (ii) を満たす全単射写像
 : f1; 2; : : : ; ug ! f1; 2; : : : ; vgが存在するものがある．
u < vのとき，c0i0j0 が補助折り目となるような領域 B0i と B0j について，これを合わせた領域 Bi0j0 =
Bi0 [ Bj0 を作る．この操作を，新しく番号付けしたときに u個の領域の列 B1; B2; : : : ; Bu ができる
まで繰り返す．こうしてできる B1; B2; : : : ; Bu と A1; A2; : : : ; Au について，(i)と (ii)を満たす全単
射写像  : f1; 2; : : : ; ug ! f1; 2; : : : ; ugが存在するものがある．
Aと Bが折り紙同形であるとき，A  Bと表す．








証明 . 相似 ∽ は同値関係であるから，条件 (1)と (2)(i)について反射律，対称律，推移律が成立する．また，
PA = (fA1; A2; : : : ; Aug;)，PB = (fB1; B2; : : : ; Bug;)とすると，条件の写像 は fA1; A2; : : : ; Augか
ら fB1; B2; : : : ; Bugへの順序同型写像となる．すなわち PA = PB であり，これは同値関係であるから条件
(2)(ii)についても反射律，対称律，推移律が成立する．ゆえに は同値関係であると示される．
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これを有限群へと拡張した．廣瀬進氏 [2]は種数 4以下の全ての極大有限巡回群作用のDehn twist





f ∈ Diff+(Σg)に対し，fn = idΣg なる自然数 nが存在するとき，f は周期的であるという．ま
た，x ∈ Σg が周期的写像 f の重複点であるとは，f の周期 n よりも小さい自然数 k が存在し，
fk(x) = xとなることである．ここで，f の重複点全体の集合をMf とおき，pif : Σ → Σ/〈f〉を
n重分岐被覆写像とする．Bf := pi(Mf )を f の分岐集合と呼ぶ．bi ∈ Bf に対し，pi ∈ Mf を任
意に一つ固定する．pi に置ける pif の分岐指数を λi とおく．σi (1 ≤ σi ≤ λi)を pi の近傍の境
界への f nλi の作用が σiλi 2pi であるように選ぶ．このとき
σi
λi
を pi を含む f の軌道の valencyと呼
び，[g, n : σ1λ1 +
σ2
λ2
+ · · · ]を f の total valencyと呼ぶ．Nielsenによる次の定理の系として，total
valencyは周期的写像類の共役類を完全に分類することが知られている．
定理 2.1. Σg 上の 2つの周期的写像 f, f ′ ∈ Diff+(Σg)が共役であることと，以下の 3条件が満た
されることは同値：
1. f の周期 = f ′ の周期
2. ♯Bf = ♯B
′
f
3. {f の valencyの全体 }={f ′ の valencyの全体 }













例 3.1. 図 2は [4, 12; 112 + 16 + 34 ]で生成される Z12 作用を表す．














ιg を商空間が T 2 となる対合とする．
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図 4
定理 4.1. φ ∈ Mod(Σg)を既約かつ周期的な写像類とする．もし，φが ιg と可換ならば，φの共
役類 [φ]は以下のいずれかに等しくなる．




















































特に，g ≥ 5ならば，Σg 上の既約かつ周期的な写像であって，ιg と可換となるものは存在しない．
証明には各周期的写像の基本領域による曲面の分割と，分岐被覆の理論を用いる．
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Some distance functions in knot theory
Jie CHEN
Division of Mathematics, Graduate School of Information Sciences,
Tohoku University
1 Introduction
In this presentation, we focus on three distance functions in knot theory. They are
the Gordian distance, the algebraic Gordian distance and the Alexander polynomial
distance. A knot is defined to be an oriented circle embedded in the three-sphere S3.
A crossing change on a knot is often called the unknotting operation. The Gordian
distance between two knots is defined to be the minimum number of crossing changes
needed to turn one knot into the other. Analogously, the other two distance functions
of Seifert matrices and Alexander polynomials respectively are defined. These three
distance functions turn the sets of knots, S-equivalence classes of Seifert matrices and
Alexander polynomials into metric spaces. We are interested in the question when
these distances can be one.
Figure 1: unknotting operation
2 The Gordian distance
We use dG(K,K
′) to denote the Gordian distance between two knots K and K ′ in S3.
The unknotting number u(K) of a knot K is defined by u(K) = dG(K,O), where O is
the trivial knot.
The studies of unknotting number and the Gordian distance are often related to
the homology groups of covering spaces of knots. Pairing relations between homology
classes encode the structures of those covering spaces. There are studies showing that
different pairing relations have certain restrictions when the Gordian distance is one
for two knots. Lickorish [11] used surgery construction of the double branched cover
and showed an unknotting number one knot has an obstruction on the linking form
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→ = =
Figure 2: dG(31, 51) = 1
of its double branched cover. Murakami [12] used a similar technique to generalize
Lickorish’s result to two knots with Gordian distance one and showed their double
branched covers have certain linking forms.
There are studies connecting the Gordian distance with a variety of knot invariants.
Murasugi [14] gave a lower bound for the unknotting number in terms of the knot
signature. Stoimenow [17] connected the Jones polynomial and the unknotting number.
Nakanishi [15] found an obstruction for the Seifert matrices of unknotting number two
knots. More algebraic techniques are used to find obstructions for a pair of knots of
Gordian distance one. Kawauchi [9] used residue modules and determinant rings to
give an obstruction on the Alexander polynomials of a pair of knots with Gordian
distance one. With these restrictions, it becomes possible to tell whether two given
knots could be transformed into each other by one crossing change.
3 The algebraic Gordian distance
A Seifert matrix V is defined to be a square integer matrix satisfying det(V −V T ) = 1.
A Seifert matrix V ′ is said to be congruent to V if V ′ = PV P T for a unimodular
matrix P . A Seifert matrix V ′ is called an enlargement of V if
V ′ =
0 0 01 n M
0 NT V
 or
0 1 00 n M
0 NT V
 ,
where M and N are row vectors, and n is some integer. Then V is a reduction of V ′.
The S-equivalence is an equivalence relation generated by congruences, enlargements
and reductions. The S-equivalence class of V , denoted by [V ], is all Seifert matrices
S-equivalent to V ; see [16,19].
Motivated by the unknotting operation, Murakami defined the algebraic unknotting
operation in [13]. It assigns a Seifert matrix V to
ε 0 01 n M
0 NT V
 for ε = ±1; see [13].
Let [V ] and [V ′] be two S-equivalence classes. The algebraic Gordian distance
daG([V ], [V
′]) between [V ] and [V ′] is defined to be the minimum number of algebraic
unknotting operations needed to deform a matrix in [V ] to a matrix in [V ′].
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For a knot K in S3, a Seifert surface of K is a connected orientable surface bounded
by K. Given a Seifert surface F , we can choose a generator system x1, x2, . . . , x2g of
H1(F ), where g is the genus of F . Let lk denote the linking number. A Seifert matrix
for F can be calculated by V = (vij) with vij = lk(xi, x
+
j ) for i, j = 1, 2, . . . , 2g,
where x+j is the result of translating a representative cycle for xj into S
3 − F along
the positive side of F . The Alexander polynomial ∆K of K is defined by the equation
∆K = det(t
1
2V − t− 12V T ). Note that any two S-equivalent Seifert matrices have the
same Alexander polynomial. Let [K] denote the S-equivalence class of a Seifert matrix








Figure 3: a Seifert surface and Seifert matrix for 31
The Alexander module AV of a Seifert matrix V is defined by AV = Λ
2g/(tV −
V T )Λ2g, where Λ is the Laurent polynomial ring Z[t, t−1]. Then we know AV ∼=
H1(X˜(K);Z), where X˜(K) is the infinite cyclic cover of the complement of K. We
regard AV as a Λ-module, with t acting on X˜(K) as the deck transformation. The
Blanchfield pairing of AV is a map βV : AV × AV −→ Q(Λ)/Λ. It is a sesquilin-
ear form, meaning βV (px, qy) = pq¯βV (x, y), where q¯ = q|t=t−1 ; see [1]. Note that
(AV , βV ) ∼= (AV ′ , βV ′) if V is S-equivalent to V ′.
Analogously to the unknotting number, the algebraic unknotting number ua([V ])
is defined to be daG([V ], [O]), where [O] is the S-equivalence class of the 0× 0 matrix.
Murakami proved if ua([K]) = 1, then there exists a generator α for the Alexander mod-
ule of K such that the Blanchfield pairing βV (α, α) = ± 1∆K . Moreover, the Blanchfield
pairing is given by the 1× 1-matrix (± 1
∆K
); see [13, Theorem 5, p.288].
4 The Alexander polynomial distance
Kawauchi defined the Alexander polynomial distance ρ(∆,∆′) between two Alexander




where K∆ and K∆′ are knots with Alexander polynomials ∆ and ∆
′, respectively [9].
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Note that ρ(∆,∆′) ≤ 2; see [9]. This is because there exists an unknotting num-
ber one knot for any given Alexander polynomial; see [10]. In [4], it is proved that
daG([K1], [K2]) ≥ ρ(∆K1 ,∆K2).
A question of Jong asks to find two Alexander polynomials ∆ and ∆′ such that
ρ(∆,∆′) = 2; see [6–9]. Kawauchi gave a restriction for a pair of Alexander polynomials
of degree two such that their distance is one.
5 The Blanchfield pairing of two Seifert matrices of
distance one
In [4], by constructing two Seifert matrices of algebraic Gordian distance one and
finding the restriction of their Blanchfield pairing, the following theorem is deduced.
Theorem 5.1 ([4]). Let V and V ′ be two Seifert matrices. If the algebraic Gordian
distance daG([V ], [V
′]) = 1, then there exist a ∈ AV and a′ ∈ AV ′ such that βV (a, a) ≡
±∆V ′
∆V
(mod Λ) and βV ′(a
′, a′) ≡ ±∆V
∆V ′
(mod Λ).
The following corollaries to Theorem 5.1 give further results on the obstructions of
the algebraic Gordian distance and the Alexander polynomial distance.
Corollary 5.2 ([4]). If ua([V ]) = d
a
G([V ], [V
′]) = 1, then there exists c ∈ Λ such that
±∆V ′ ≡ cc¯ (mod ∆V ).
Corollary 5.3 ([4]). Let ∆V and ∆V ′ be the Alexander polynomials of Seifert matrices
V and V ′, respectively, with ∆V = h(t + t−1) + 1 − 2h, |h| being a prime or 1 and
∆V ′ ≡ d (mod ∆V ), where d ∈ Z. If ua([V ]) = 1 and if the equation for x and y
h2x2 + y2 + (2h − 1)xy = ±d does not have an integer solution, then the algebraic
Gordian distance daG([V ], [V
′]) 6= 1.
If there is an Alexander polynomial that is realized only by unknotting number one
matrices, we can use Corollary 5.3 to find many examples to answer Jong’s question.
6 Determinant of 2 × 2 Seifert matrices with alge-
braic unknotting number one
In [4], the following lemmas on Seifert matrices of algebraic unknotting number one
are proven.
Lemma 6.1 ([4]). If a 2× 2 Seifert matrix V has detV ∈ {1, 2, 3, 5}, then ua(V ) = 1.
Lemma 6.2 ([4]). For a Seifert matrix V , if ∆V = ht + ht
−1 + 1 − 2h with h ∈
{1, 2, 3, 5}, then ua(V ) = 1.
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The two lemmas are based on Trotter’s results in [18,19].













0 < 2m+ 1 ≤ min(a, c); see [19, p.204].
• If ∆V = ht + ht−1 + 1− 2h, V is S-equivalent to a 2× 2 Seifert matrix V ′ with
detV ′ = h ; see [18, pp.484-486].
We refer to [2, 5] for more information about the classification of binary quadratic
forms, with which we can find more determinants that can be realized only by algebraic
unknotting number one Seifert matrices.
By Corollary 5.3, we can find many examples of ρ(∆,∆′) = 2.
Corollary 6.3. The Alexander polynomial distance ρ(t+t−1−1,∆) = 2 if ∆ ≡ 4m+2
(mod t+ t−1 − 1) for some m ∈ Z.
Now we give an example for this corollary. The following figures are diagrams of
the knots 31 and 930, respectively [3].
∆31 = t+ t
−1 − 1 ∆930 = −t3 − t−3 + 5t2 + 5t−2 − 12t− 12t−1 + 17
We have ∆31 = t+ t
−1− 1 and ∆930 = −t3− t−3 + 5t2 + 5t−2− 12t− 12t−1 + 17, so
∆930 = (−t2 − t−2 + 4t+ 4t−1 − 7)∆31 + 2. By Corollary 6.3, we obtain dG(K1, K2) ≥
daG([K1], [K2]) ≥ ρ(∆31 ,∆930) = 2 for any pair of knots K1 and K2 with ∆K1 = ∆31
and ∆K2 = ∆930 .
Moreover, this example demonstrates how our result helps in calculating the al-
gebraic Gordian distance of two given S-equivalent classes. We know ua([930]) =
ua([31]) = 1. It gives d
a
G([31], [930]) ≤ ua([31]) + ua([930]) = 2. Therefore, we have
daG([31], [930]) = 2.
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Convex property of Wulff shapes and regularity of
their convex integrands
Yasushi Teruya
Graduate school of Mathematics, Kyushu University
Abstract
In this paper, for a convex closed surface which is called Wulff shape, we in-
vestigate the strength of the convexity of the Wulff shape in terms of regularity
of its convex integrand.
1 Introduction
It is known that the minimizer of an anisotropic surface energy among all closed
surfaces enclosing the same volume is unique (up to translations) and it is called
the Wulff shape. An anisotropic surface energy is the integral of an energy density
over the considered surface and it is a mathematical model of the surface tension
of a crystal. In general, the Wulff shape is not smooth. For example, the Wulff
shape is a convex cloesd surface with singularities like a polytope in some cases. The
smoothness and the strength of the convexity of the Wulff shape are deeply related to
the convexity and the regularity of the energy density. In this article, we investigate
the relationship between the strength of the convexity of the Wulff shape and the
regularity of the energy density, both locally and globally.
2 Main Results
We prepare some notations. Let n ∈ N. We denote the unit sphere with center at
the origin in Rn+1 by Sn. Let γ : Sn −→ R≥0 be a continuous function. We use the
following symbols.
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Γγ,ν := {x ∈ Rn+1|(x, ν) ≤ γ(ν)},
where ( , ) stands for the scalar product of x and ν in Rn+1.
Kn0 := {A ∈ Rn | A is a compact convex set containing the origin.}.
For W ∈ Kn0 and ν ∈ Sn,
F (W, ν) := ∂W ∩ ∂Γγ,ν .
We call the set F (W, ν) the ν-way face of W.
For given W ∈ Kn+10 , let γW be the convex integrand for W ( the definition of the
integrand, will be given in Section 3 ).
Theorem 2.1. Let W ∈ Kn+10 and ν ∈ Sn. Then, the following (a) and (b) are
equivalent.
(a) γW is differentiable at ν.
(b) F (W, ν) = {one point}.
Corollarly 2.1 (H.Han and T.Nishimura 2016 [1]). Let W ∈ Kn+10 . Then, the
following (a) and (b) are equivalent.
(a) γW is of C
1
(b) W is strictly convex.
3 Preliminaries








and we call γ a support function for the Wulff shape Wγ.
By definition, it is obvious to hold the following property.
Proposition 3.1. For a continuous function γ : Sn −→ R≥0 , Wγ is a compact
convex set containing the origin.
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Conversely, for a given compact convex set W containing the origin, we can con-





we have W = Wγ.
We call γ : Sn −→ R≥0 constructed as above the convex integrand (or energy
density) for W and denote it by γW .
Definition 3.1. Let γ : Sn −→ R≥0.
Then, the homogeneous extension γ˜ : Rn+1 −→ R≥0 of γ is defined by
γ˜(x) =
‖x‖γ( 1‖x‖x), (x 6= 0),0, (x = 0).
Proposition 3.2 ([2]). Let W ∈ Kn+10 , and γ be the convex integrand for W.
Let x ∈ Rn+1 \ {0}. Then, the following (a) and (b) are equivalent.
(a) γ˜ is differentiable at x.
(b) ∂W ∩ ∂Γγ˜(x),x = {one point},
where Γγ˜(x),x = {y ∈ Rn+1|(y, x) ≤ γ˜(x)}.
Definition 3.2. Let W ⊂ Rn. Then, if xy \ {x, y} ⊂ Int(W ) holds for any distinct
two points x, y ∈ ∂W , we say that W is strictly convex.
Proposition 3.3. Let W ∈ Kn+10 , and γ be the convex integrand for W. Then, the
following (a) and (b) are equivalent.
(a) W is strictly convex.
(b) F (W, ν) = {one point} (∀ν ∈ Sn)
4 Sketch of the proof of Main Theorem (Theo-
rem2.1)
Let W ∈ Kn+10 , and γ be the convex integrand for W. First, since γ = γ˜|Sn holds, the
following (a) and (b) are equivalent for any ν ∈ Sn and λ > 0.
(a) γ is differentiable at ν (resp. C1).
(b) γ˜ is differentiable at λν (resp. C1).
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Moreover, it is easy to verify that the following (a) and (b) are equivalent for any
ν ∈ Sn and λ > 0.
(a) F (W, ν) = {one point}.
(b) ∂W ∩ ∂Γγ˜(λν),λν = {one point}.
By using these facts and the results given in Section 3, we can prove the desired
result.
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Bianchi-Ba¨cklund transformation for spacelike constant mean
curvature surfaces in Minkowski 3-space∗
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1 Background
Given a surface with constant negative Gaussian curvature (CNC) in the Euclidean 3-space R3,
one may use the Ba¨cklund transformation to obtain a new CNC surface using tangential line
congruence depending on a spectral parameter. It is using this transformation that Bianchi proved
the Bianchi permutability theorem in [1], which says that given a seed CNC surface f , and two
Ba¨cklund transforms fβ1 and fβ2 using spectral parameters β1 and β2 respectively, there exists a
fourth surface fˆ such that










Using the permutability, in [2], Bianchi considered twice successive transformations using com-
plexified tangential line congruence to obtain a constant positive Gaussian curvature surface (CPC)
from a given CPC surface, called the Bianchi-Ba¨cklund transformation. From this, one may con-
struct a new constant mean curvature (CMC) surface from a given CMC surface, using the fact
that a CMC surface is a parallel surface of a CPC surface.
In this presentation, we give a method of constructing a new spacelike CMC surface from a
given one in Minkowski 3-space R2,1 by developing an analogue of the classical Bianchi-Backlund
transformation, and show that Bianchi permutability also holds for this transformation.
2 Bianchi-Ba¨cklund transformation for CMC surfaces in R3
We first briefly review the Bianchi-Ba¨cklund transformation in R3. (For further details, see [2],
[8], or [5], for example.) Let Σ ⊂ R2 be a simply-connected domain with coordinates (u, v) ∈ Σ,
and let f : Σ→ R3 be a conformally immersed surface with curvature line coodinates (u, v). Since
f(u, v) is conformal, for some function ω : Σ→ R,
ds2 = e2ω(du2 + dv2).
We choose a unit normal vector field e3 : Σ → S2. We further assume that the mean curvature
H = 12 and the Hopf differential factor Q = − 14 . Then integrability condition, or the Gauss
equation, becomes
∆ω + sinhω coshω = 0, (1)
the well-known sinh-Gordon equation.
∗This presentation is based on the jointwork with Mitsugu Abe (Kobe University) and Yuta Ogata (National
Institute of Technology. Okinawa College).
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By considering complexified tangential line congruence of a given surface with metric function
ω satisfying (1), one may construct another solution ϑ : Σ→ C to the same equation by solving{
(ϑ− ω)z = 12eβ sinh(ϑ+ ω)
(ϑ+ ω)z¯ = − 12e−β sinh(ϑ− ω)
(2)
where β is some constant in R, and z = u+ iv.
To obtain another real solution to (1), we perform two iterations of this as follows: We first
obtain ϑ and ϑ∗ from a given solution ω using the constants β and β∗, respectively, via (2), where
β∗ := pii− β. (3)
Then by performing another iteration, starting with ϑ and ϑ∗, and using β∗ and β, respectively,

















The choice of β∗ in (3) forces the new solution ωN to be a real function defined on Σ. The new
solution ωN is called the Bianchi-Ba¨cklund transformation of ω.
3 Complexified tangential line congruence for CGC K = 1
surface in R2,1
Now we switch our attention to R2,1. Let Σ ⊂ R2 be a simply-connected domain with coordinates
(u, v) ∈ Σ, and let f : Σ→ R2,1 be an immersion with conformal curvature line coordinates (u, v).
Since f(u, v) is conformal, for some function ω : Σ→ R,
ds2 = e2ω(du2 + dv2).
We choose a timelike unit normal vector field n = e3 : Σ → H2, and let e1 and e2 be the unit
tangent vectors in the direction of fu and fv, respectively. We further assume that the mean
curvature H = 12 and the Hopf differential factor Q = − 14 . Then the Gauss-Weingarten equations
become 
fuu = ωufu − ωvfv − eω sinhω n
fvv = −ωufu + ωvfv − eω coshω n
fuv = ωvfu + ωufv
nu = −e−ω sinhωfu
nv = −e−ω coshωfv.
Therefore, the integrability condition, or the Gauss equation, becomes
∆ω − sinhω coshω = 0. (4)
Now, we take g to be the parallel surface to f that is a constant Gaussian curvature K = 1
surface, i.e. g = f − n. Following Bianchi’s construction in [2], we construct a new constant
Gaussian curvature K = 1 from g as follows.
First, we define the complexified tangential line congruence gN of g as
gN := g + λ(cosϕe1 + sinϕe2)
for some constant λ ∈ C \ {0} and some function ϕ : Σ→ C. Then we demand that
1. The vector gN − g are tangent to both surfaces at their respective points, and
2. The normal vectors e3 and e
N
3 have a constant angle σ with each other at corresponding
points.
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Hence, we can define β and ϑ so that
i sinhβ = cothσ, coshβ =
1
λ
, iϑ = ϕ,
and obtain the Bianchi partial differential equations (PDE):{




−β sinh(ϑ− ω) (5)
where z := u+ iv ∈ C. Then a direct calculation gives us the following theorem.
Proposition 1. Let ω be a solution to (4), and let ϑ be defined via (5). Then ϑ is also a solution
to (4), i.e.
∆ϑ− sinhϑ coshϑ = 0.
4 Bianchi permutability theorem
We now aim to show that following Bianchi in [1] and [2], Bianchi permutability theorem also
holds for the transformation as defined in Proposition 1. Let ωN1 and ω
N
2 be twice successive










Through direct calculation, we can show that
ωN = ωN1 = ω
N
2

















and hence we have the following theorem.
Theorem 2. Let ω be a solution to
∆ω − sinhω coshω = 0,
and let ϑ1 and ϑ2 be defined via Bianchi PDE using β1 and β2, respectively. Then there exists a



























5 Bianchi-Ba¨cklund transformation for spacelike CMC sur-
faces in R2,1
In general, since we used complexifed tangential line congruence, the new solution constructed
via Bianchi PDE is complex, even if the original solution is real. However, using Theorem 2 and
performing twice successive transformations, we may force the solution to be real by letting β1 = β
and β2 = −β¯ for some complex β ∈ C\{0}. We call such an ωN a Bianchi-Ba¨cklund transformation
of ω. Therefore, given any spacelike CMC surface, we obtain a new spacelike CMC surface via the
following recipe:
1. From a given spacelike CMC surface in R2,1, recover the metric function ω satisfying (4).
2. Choose any nonzero β and perform a Bianchi-Ba¨cklund transformation via Theorem 2 to
obtain a new real solution ωN .
3. Construct a new spacelike CMC surface having ωN as its metric function.
Figure 1: Example of a Bianchi-Ba¨cklund transformation for spacelike CMC surfaces in R2,1. On
the left is hyperbolic cylinder, corresponding to the vacuum solution ω ≡ 0; on the right is a
Bianchi-Ba¨cklund transformation of hyperbolic cylinder, an analogue of bubbletons in R3.
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1. 導入
測度距離空間の幾何学は, リーマン多様体の収束理論に由来し, その一般化として研究




うな場合を含んでいるということが挙げられる. 深谷の研究に続き, 加須栄-久村 [6, 7]












Gromov収束 (以下, pmG収束)を導入した. 彼らは, pmG収束の下で, 曲率次元条件の
安定性やエネルギー汎関数の収束を調べた. pmG収束はmGH収束よりも弱い収束で




束に関する結果を得た. この一般化により, n次元球面の列 fSngn2Nなどもこの理論の





(X; d;m)が測度距離空間であるとは, (X; d)が完備可分距離空間であり, mがX上の局
所有限なBorel測度で suppm = Xを満たすものであるときをいう. すなわち, mは, 任









ある点 x 2 Xが存在して;Z
X
d(x; x)2 d(x) < +1

(1)
と定め, その上の2つの確率測度1; 2 2P2(X)の間のL2-Wasserstein距離を








により定める. ただし, (1; 2) := f 2 P(X  X) j pri = i (i = 1; 2)gであり,
pri : X  X ! Xは各成分への自然な射影, priは の priによる押し出し測度であ
る. 押し出し測度とは, 一般にBorel可測写像 p : X ! Y とX上のBorel測度に対し







(x) log (x) dm(x) ( = mのとき)
+1 (その他)
(3)
により定める. ただし,  = mはがmに関して絶対連続であり, その密度関数がで
あることを意味する. D(Entm) := f 2P(X) j Entm() < +1gとする.
測度距離空間におけるRicci曲率の下限条件に対応する曲率次元条件が [11], [13]で次
のように定義された.
定義 2.1. 測度距離空間 (X; d;m)がK 2 Rに対して曲率次元条件CD(K;1)を満たす
とは, 任意の 2つの測度0; 1 2P2(X) \D(Entm)に対して, 次を満たす0と1を結
ぶW2測地線  : [0; 1] 3 t 7! t 2 P2(X)が存在するときをいう. 任意の t 2 [0; 1]に
対し,
Entm(t)  (1  t)Entm(0) + tEntm(1)  K
2
t(1  t)W2(0; 1)2 (4)
が成り立つ.
ただし, 一般に距離空間 (Z; d)上の曲線  : [0; 1] ! Zが zと z0を結ぶ (最短)測地線
であるとは, (0) = z; (1) = z0を満たし, 任意の s; t 2 [0; 1]に対して,










f 2 Lip(X)に対して, fの局所Lipschitz定数 jrf j : X ! [0;+1)を















 fi 2 L2(X;m) \ Lip(X); fi L2 ! f: (7)
で定める. この定義において, L2(X;m)の中でL2(X;m)\Lip(X)が稠密であることか





定義 2.3. 測度距離空間(X; d;m)がK 2 Rに対してリーマン的曲率次元条件RCD(K;1)
を満たすとは, XがCD(K;1)を満たし, かつ, Cheegerエネルギー汎関数Chが 2次形
式となる, すなわち, 任意のf; g 2 L2(X;m)に対して,
Ch(f + g) + Ch(f   g) = 2Ch(f) + 2Ch(g) (8)
を満たすときをいう.
3. ファイバー制御条件とFC支配
(X; dX ;mX); (Y; dY ;mY )を測度距離空間とし, p : X ! Y をそれらの間の 1-Lipschitz
写像とする. この節では, ファイバー制御条件という新しい概念を導入する. この条
件は後に見るように, 空間Xの幾何学的な条件を空間Y が引き継ぐための条件である.
ファイバー制御条件を定義するために次の測度分解定理から定まる分解測度を用いる.
定理 3.1 (測度分解定理). X上の任意のBorel測度 で p 2 Mloc(Y )を満たすもの
に対して, 次の (1) - (3)を満たすようなX上の確率測度の族 fygy2Y  P(X)が存在
する.
(1) 任意のBorel部分集合A  Y に対して, Y 3 y 7! y(A) 2 [0; 1]がBorel可測関数
である.
(2) p-a.e. y 2 Y に対し, y(X n p 1(y)) = 0が成り立つ.










さらに, fygy2Y はp-a.e.に関して一意である. このfygy2Y をのpによる分解測度
という.
定義 3.2 (ファイバー制御条件 [8]). (X; dX ;mX)を測度距離空間とし, (Y; dY )を完備可
分距離空間とする. 1-Lipschitz 写像 p : X ! Y がファイバー制御条件FCを満たすと
は, pmX 2Mloc(Y )となり,また,あるBorel集合 ~Y  Y が存在して, pmX(Y n ~Y ) = 0
を満たし, かつ, mXの pによる分解測度の族 fygy2 ~Y がP2(X)に含まれ, 任意の 2点
y; y0 2 ~Y に対し,
W2(y; y0) = dY (y; y
0) (10)
が成り立つときをいう.
定義 3.3 (FC支配 [8]). (X; dX ;mX); (Y; dY ;mY )を測度距離空間とする. XがY をFC
支配するとは, ある 1-Lipschitz写像 p : X ! Y が存在して, FCと pmX = mY を満た
すときをいう.
FC支配の例には次のようなものがある.
例 3.4. (Y; dY ;mY ); (Z; dZ ;mZ)を測度距離空間とする. 1  q  +1に対して, Y とZ
の lq直積空間Y lq Zを,
Y lq Z := (Y  Z; dlq ;mY 
mZ) (11)
の3つ組からなる測度距離空間として定義する. ただし, mY 
mZはmY とmZの直積





0)q + dZ(z; z0)q)
1
q (1  q < +1のとき)
maxfdY (y; y0); dZ(z; z0)g (q = +1のとき)
: (12)
で定まる距離である.
このとき, さらにmZ 2P2(Z)であるとすると, Y lq ZはY をFC支配する.






によって定まる. ただし, [x]はx 2 XのG軌道である. (X=G; dX=G)は完備可分距離空
間になり, 自然な射影 p : X 3 x 7! [x] 2 X=Gにより, (X=G; dX=G; pm)は測度距離空
間である. この (X=G; dX=G; pm)を軌道空間という.
このとき, Gの作用が等長的であることに加え, さらにX上の測度mを保ち, かつ,
連続的であるとすると, XはX=GをFC支配する.
XがY をFC支配しているとき, Xの曲率次元条件はY に引き継がれ, Cheegerエネ
ルギー汎関数が保たれるという結果を得た.
定理 3.6 (K. [8]). (X; dX ;mX); (Y; dY ;mY )を測度距離空間とし, XがY をFC支配す
るとする. p : X ! Y をFC支配の定義の写像とする. このとき, 次が成り立つ.
(1) Xが実数Kに対しCD(K;1)を満たすならば, Y もCD(K;1)を満たす.
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(2) 任意のf 2 L2(Y;mY )に対して, ChX(f  p) = ChY (f)が成り立つ.
特に, Xが実数Kに対しRCD(K;1)を満たすならば, Y もRCD(K;1)を満たす.
注意 3.7. 定理 3.6は, 例 3.5の場合についてはGalaz-Garca, Kell, Mondino, Sosaに







定義 4.1 (漸近的FC支配 [8]). f(Xn; dn;mn; xn)gn2Nを点付き測度距離空間の列とし,
(Y; d;m; y)を点付き測度距離空間とする. Xnが Y を漸近的にFC支配するとは, ある
完備可分距離空間Zと写像pn : Xn ! Z,  : Y ! Zが存在して次を満たすときをいう.
(1) pn : Xn ! Zは条件FCを満たす1-Lipschitz写像である.
(2)  : Y ! Zは等長埋め込み写像である.
(3) pnmnが mに弱収束する.
(4) pn(xn)が (y)に収束する.
また, XnがY を漸近的にFC支配するとき, Xn & Y と表す.












ばれる収束を定義した. fXngn2N  X がY 2 X にpmG収束するとは, 定義 4.1におけ
る pnがすべて等長埋め込み写像になっている場合であり, 定義 4.1はpmG収束の一般
化である. pmG収束はX にPolish位相を与えるが, 一方でひとつの測度距離空間列が
漸近的にFC支配する測度距離空間は一般に複数存在する.
漸近的FC支配の例には次のようなものがある.
例 4.2. f(Zn; dn;mn; zn)gn2Nを点付き測度距離空間の列とし, mn 2 P2(Zn)を満たす
とする. (Y; d;m; y)を点付き測度距離空間とする. また, 1  q  +1とする. このと






例 4.3. (Y; d;m; y) を点付き測度距離空間とし, 1  q  +1 とする. このとき,
Y lp Sn(1)& Y である.
Y lp Sn(1)はY にpmG収束しない例である. また, この理論は例4.3のように次元が
発散する列も例に含む. 次元が発散する列に対しても収束する位相の例としてGromov
によって [5]で導入された集中位相がある. Y lp Sn(1)はY に集中位相では収束するこ
とが知られている. さらに, 次のような特徴的な例もある.
例 4.4. (R; j  j; ; 0)を点付き1次元ガウス空間とする. すなわち, (R; j  j)を1次元ユー










で定まるBorel確率測度とする. このとき, (Sn(pn); dSn ; n; xn)& (R; j  j; ; 0)となる.
fSn(pn)gn2Nは集中位相においても収束しないことが知られている.
4.2. L2関数列の収束とエネルギー汎関数の収束
測度距離空間の列 f(Xn; dn;mn)gn2Nと測度距離空間 (Y; d;m)に対して, ある完備可分
距離空間ZとBorel可測写像 pn : Xn ! Z,  : Y ! Zで pnmnが mに弱収束するも
のが存在すると仮定する. このとき, \空間をわたる"L2関数列の収束を次で定める.
















2 dmn(x) < +1 (16)













定義 4.6. En : L2(Xn;mn) ! [0;+1]; E : L2(Y;m) ! [0;+1]とする. 次の 2つの条
件を満たすとき, EnがEにMosco収束するという.
(1) 任意のfn 2 L2(Xn;mn); f 2 L2(Y;m)に対して, fnがfにL2弱収束するならば,
lim inf
n!1
En(fn)  E(f) (18)
が成り立つ.








Gigli-Mondino-Savareは [4]で, pmG収束の下, 曲率次元条件の安定性やCheegerエネ
ルギー汎関数がMosco収束することを示した. 漸近的FC支配の下でも, pmG収束と同
様の曲率次元条件の安定性やエネルギー汎関数の収束に関する結果が得られた.
定理 4.7 (K. [8]). 実数Kに対しCD(K;1)を満たす点付き測度距離空間の列fXngn2N





注意 4.8. 定理 4.7は, Xnが Y に pmG収束する場合についてはGigli-Mondino-Savare
によって [4]において示されている.
注意 4.9. Xが Y をFC支配しているとき, fXn := Xgn2Nは Y を漸近的にFC支配す






系 4.10. K 2 Rとする. f(Xn; dn;mn; xn)gn2NをRCD(K;1)を満たす点付き測度距
離空間列, (Y; d;m; y)を点付き測度距離空間とし, Xn & Y とする. n;をそれぞ
れXn; Y の Laplacianとし, そのスペクトルを (n); ()とする. このとき, 任意の
 2 ()に対し, あるn 2 (n)でに収束するものが存在する.
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Isoperimetric Rigidity and Distributions of 1-Lipschitz
Functions










距離空間 (X, dX)とX上の測度µXに対して，三つ組 (X, dX , µX)を測度距離空間と呼
ぶ．Xが測度距離空間であると言ったとき，その距離を dX，測度をµXで表す．測度
距離空間上の等周不等式を反映する isoperimetric profileと呼ばれる関数が定まる．
Definition 1.1 (Isoperimetric Profile) 任意のボレル集合A ⊂ Xに対して、Aの境
界測度を
µ+X(A) := lim infε→+0
µX(Aε)− µX(A)
ε
と定める．ここで，Aεは Aの ε-開近傍である．X の isoperimetric profile IX を実数
v ∈ ImµX = {µX(A) | A ⊂ X ボレル集合}に対して
IX(v) := inf{µ+X(A) | µX(A) = v }
と定義する．
Xの isoperimetric profile IXはXのリッチ曲率RicXと関係がある．実際，実数Kに対
してある関数 I˜Kが定まって
RicX ≥ K ⇒ IX ≥ I˜K
が成り立つ．一方，よく知られた剛性定理として，Chengの最大直径定理
RicX ≥ n− 1, diamX = pi ⇒ X = Sn(1) (等長同型)
やCheeger-Gromollの分裂定理
RicX ≥ 0, ∃a straight line in X ⇒ X = ∃Y × R (等長同型)
がある．ここで，Xはn− 1次元完備リーマン多様体である．我々の研究は，これらの
剛性定理の仮定RicX ≥ Kよりも弱い条件である，ある関数ϕに対して IX ≥ ϕが成り
立つという条件のもと，ある種の最大性を仮定することで空間Xの構造の剛性を得る
ものである．
2010 Mathematics Subject Classification: 53C23,53C20
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我々は，測度距離空間Xにおいて (X, dX)が完備可分距離空間でX上の測度 µXはボ
レル確率測度であることを仮定する．また，主定理における空間Xに対する重要な仮
定として，本質的連結性がある．
Definition 2.1 (本質的連結性) 測度距離空間Xが本質的に連結であるとは任意の閉
集合A ⊂ Xで0 < µX(A) < 1を満たすものに対し，µ+X(A) > 0が成り立つことである．
ここで，主定理における主要な仮定である等周比較条件について述べる．これは，R
上のボレル確率測度 νに対して，(R, | · |, ν)の isoperimetric profile を Iν としたとき，
IX ≥ Iνが成り立つことよりも少し強い仮定である．以下，νをR上のボレル確率測度
でルベーグ測度に関して絶対連続かつサポートが連結であると仮定する．
Definition 2.2 (等周比較条件 IC(ν)) Xが等周比較条件 IC(ν)を満たすとは
IX ◦ V ≥ V ′ a.e. on V −1(ImµX)
が成り立つことで定義する．ここでV (t) := ν((−∞, t])はνの分布関数である．
また，主定理において，空間の大きさはオブザーバブル分散という不変量を用いて測る．










λ(|x− x′|)d(η ⊗ η)(x, x′) ≤ ∞
と定める．Xのオブザーバブルλ-分散を
ObsVarλ(X) := sup{Varλ(f) | f : X → R 1-リプシッツ }
と定義する．
3. 主定理
Theorem 3.1 Xを本質的に連結な測地的測度距離空間とし，Varλ(ν) < ∞と仮定す







Definition 3.2 (リプシッツ順序) 二つのR上のボレル確率測度 η, η′に対して η′が η
を支配する，記号でη ≺ η′とは，ある1-リプシッツ関数h : R→ Rが存在してh∗η′ = η
を満たすことである．ここでh∗η′はhによるη′の押し出し測度である．
主定理は以下の二つの定理から得られる．
Theorem 3.3 Xを本質的に連結で IC(ν)を満たす測度距離空間とする．このとき，任




体の集合 {ϕ∗µX | ϕ : X → R 1-リプシッツ }がリプシッツ順序に関して最大元を持つ
ならば，Xは定理3.1の (1)から (3)のいずれかを満たす．
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Gを有限生成群とする．S を Gの有限生成系の1つとする．次の方法でグラフ Γ(G,S)
を構成する．
• 頂点集合 V (Γ(G,S)) = G
• 辺集合 E(Γ(G,S)) = {(g, ga)|g ∈ G, a ∈ S}
このグラフ Γ(G,S) をケーリーグラフと呼ぶ．
例 1.1. G = Z, S = {1}
図 1: G = Z, S = {1} のケーリーグラフ.
例 1.2. G = Z, S = {1, 2}
図 2: G = Z, S = {1, 2} のケーリーグラフ.
本研究は大森源城氏との共同研究である．





(X, dX), (Y, dY ) を距離空間とする．
定義 1.3. ϕ を X から Y への写像とする. 写像 ϕが擬等長的埋め込みであるとは，あ




′)−λ ≤ dY (ϕ(x), ϕ(x′)) ≤ λdX(x, x′)+λ. 写像 ϕが擬稠密であるとは，あ
る定数 λ ≥ 0 が存在して, 各 y ∈ Y に対して, ある x ∈ X が存在して dY (ϕ(x), y) ≤ λ
が成り立つことである. 写像 ϕ が擬等長写像であるとは，それが擬等長的埋め込みか
つ擬稠密であることである．そして X は Y と擬等長的であるといい，X ∼ Y とかく．
定義 1.4. 2つの群 G と G′ が擬等長的である (G ∼ G′) とは，それらのケーリーグラ
フ Γ(G,S) と Γ(G′, S ′) が擬等長的であることである．但し, S, S ′ はそれぞれ G, G′
の生成系の1つである．
定理 1.5. G を有限生成群とし，S と S ′ を G の異なる有限生成系とする．このとき，
Γ(G,S) と Γ(G,S ′) は擬等長的である．
幾何学的群論における問題の1つとして，以下がある．
問題 1.6. 群を擬等長により分類したい．
例 1.7. G = Z と G′ = Z ∗ Z2 は擬等長的である．
例 1.8. ZとZ× Zは擬等長的でない．




G を有限生成群とし，その語距離を ‖ · ‖G とする．K を G の任意の有限生成部分群
とする．このとき，K は自身の語距離 ‖ · ‖K を持つ．語距離 ‖ · ‖K を ‖ · ‖G と比較
することは，幾何学的群論において基本的でかつ重要な問題である．一般に，ある定
数 C > 0 が存在して，任意の k ∈ K に対して ‖ k ‖G≤ C ‖ h ‖K が成り立つ．そこ
で問題となるのは，この逆の不等式がいつ成り立つのかということである．すなわち，
‖ k ‖K≤ δ(‖ k ‖G) を満たす最小の関数 δ : N → R は何であるか，という問題である．
ここで，関数 f : N → R が，関数 g : N → R より小さいとは，ある定数 N ∈ N が存
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在して，全ての n ≥ N に対して，f(n) ≤ g(n) が成り立つことである．それを定式化
したものが歪み度である．ここで歪み度の定義を，Hamansta¨t-Hensel [3] に従って述
べる．
定義 2.1. G を有限生成群とする．K を G の任意の有限生成部分群とする．このとき，
K の G における 歪み度が δ であるとは，以下の2つの条件を満たすことである．
(1) ある定数 C, C ′ > 0 が存在して任意の k ∈ K に対して ‖ k ‖K≤ Cδ(‖ k ‖G)+C ′
が成り立つ．これを，K の G における歪み度は，高々 δ であると言う．
(2) ある K の元の列 {ki} (ki ∈ K) が存在して，ki の語距離は，G においては線形
に伸び，K においては δ に伸びる．これを，K の G における歪み度は，少なくとも
δ であると言う．
また，K の G における歪み度が線形であるとき，K は G において歪んでいないと
いう．




本稿では，S = Sg,b を種数 g, 境界成分数 bの連結コンパクト向き付け可能曲面とする．
定義 2.3. (1) Sg,b の写像類群Mg,b とは，Sg,b上の向きを保ち，境界成分上恒等写像
である同相写像のアイソトピー類からなる群である.
(2) Sg,b (b = 0, 1) のトレリ群 Ig,b とは，準同型 Φ0 : Mg,b → Aut(H1(Sg,b;Z)) の核
である.
(3) Sg,b (b ≥ 2)のトレリ群 Ig,bとは，Ig,b = i−1∗ (Ig,0)である,ただし i∗ : Mg,b →Mg,0
は自然な包含写像 i : Sg,b → Sg,0 から誘導される全射準同型である.
(4) Sのレベル d写像類群Mg,b[d] (b = 0, 1)とは，準同型 Φd : Mg,b → Aut(H1(Sg,b;Z/dZ))
の核である.
注意 2.4. 境界成分数が 2以上の曲面に対するトレリ群の定義はいくつかある (Put-
man [4] を見よ) が，定義 2.3 におけるトレリ群は有限生成である．
2011年に，Broaddus-Farb-Putman [1]が，向き付け可能曲面で境界成分数が高々1
であるものに対して，そのトレリ群の写像類群における歪み度を計算した:
定理 2.5. ([1]) 種数 g ≥ 3，境界成分数 b = 0, 1 なる向き付け可能曲面に対して，Ig,b
の Mg,b における歪み度は，少なくとも指数的であり，高々二重指数的である．
そして，2017年の Cohen [2] の以下の結果により，境界成分数が高々1である向き付
け可能曲面のトレリ群の，その写像類群における歪み度が完全に決定された．









定理 3.1. 種数 g ≥ 3, 境界成分数 b ≥ 2 なる向き付け可能曲面に対して，そのトレリ
群 Ig,b の Mg,b における歪み度は，少なくとも指数的である．
また，境界成分数が高々1の向き付け可能曲面に対して，そのトレリ群のレベル d 写
像類群における歪み度について，以下の解答を与えた．
定理 3.2. 種数 g ≥ 3, 境界成分数 b＝0, 1なる向き付け可能曲面に対して，そのトレリ
群 Ig,b の Mg,b[d] における歪み度は，Ig,b の Mg,b における歪み度と一致する．よっ
て，Ig,b の Mg,b[d] における歪み度は指数的である．
定理 3.1 は，Broaddus-Farb-Putman [1] の，トレリ群の写像類群における歪み度の，
下からの評価を求める議論を追うことで証明できる．定理 3.2 は，Mg,b[d] が Mg,b と
擬等長的であることを主に使い，証明できる．尚，定理 3.1 と定理 3.2 は，ともに大
森源城氏との共同研究である．
今後は，以下の問題を解決することを目標とする．
問題 3.3. 種数 g ≥ 3, 境界成分数 b ≥ 2 なる向き付け可能曲面に対して，そのトレリ
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4次元双曲理想コクセター多面体の構成と増大度
雪田 友成 (Yukita Tomoshige)
(早稲田大学教育学研究科)
1 序論
Hd を d次元双曲空間の上半空間モデルとして Hd を Rd ∪ {∞}における閉包とする. 体積有限な
凸多面体 P ⊂ Hd が双曲コクセター多面体であるとは, 面角が 2以上の自然数 k を用いて pik と表さ
れることである. 双曲コクセター多面体 P のファセットに関する鏡映の全体 S により生成される離
散群 Γを双曲コクセター群といい, (Γ, S)を P に関するコクセター系という. このとき P は Γの基
本領域である. P がコンパクト (または非コンパクト)のとき, 対応する双曲コクセター群 Γはココ
ンパクト (または余体積有限)と言われる. このとき (Γ, S)の S に関する語の長さの球面的増大度を
考える. すなわち, al を S に関する語の長さが lである Γの元の個数として, τΓ := lim supl→∞ l
√
al




l の収束半径を Rとすると, τ = 1R となる. このベキ級数をコク
セター系 (Γ, S)の増大度級数という. 双曲コクセター多面体 P の増大度と増大度級数とは P に関す
るコクセター系の増大度と増大度級数のことである. de la Harpeの結果により, 双曲コクセター多
面体の増大度は 1より真に大きい実代数的整数となることが知られている [5]. そこで, 次の問題を考
える.
双曲コクセター群の増大度はどのような実代数的整数となるか？
本稿では, 2または 3次元双曲コクセター群についての既存の結果および筆者が得た 4次元双曲コク
セター群の増大度の計算結果について説明する.
2 準備
定義 1. (コクセター系, コクセターグラフ, 増大度)
(i) コクセター系 (Γ, S)とは群 Γと有限生成系 S ⊂ Γ (S = {si}Ni=1)で関係式が (sisj)mij である
ものとの組である. ここで, mii = 1であり, i ̸= j についてmij ≥ 2または mij = ∞である. 但し
mij = ∞ とは sisj の位数が有限でないことを表すものとする. このとき群 Γ をコクセター群とい
う. I ⊂ S に対して, ΓI を {si}i∈I により生成される Γの部分群とする. ΓI は I により生成される
Γのコクセター部分群という.
(ii) 次のように構成されるグラフを (Γ, S)のコクセターグラフという:
頂点集合は S である. mij ≥ 3なる si, sj ∈ S に対して, 対応する頂点を辺で結ぶ. mij ≥ 4の時は
辺にmij とラベルを付けることとする. コクセター系 (Γ, S)について, 対応するコクセターグラフが
連結であるとき既約であるという.
(iii) コクセター系 (Γ, S)の増大度級数 fS(t)とは形式的ベキ級数
∑∞
l=0 alt
l である, ここで al は
S に関する語の長さが lである Γの元の個数である. τ = lim supl→∞ l
√




P ⊂ Hd が双曲多面体であるとは, 有限個の閉半空間の共通部分として表されることである. すな
わち, H−i を Hd 内の超平面 Hi により囲まれる閉半空間とすれば P = ∩H−i .
双曲多面体 P を囲む超平面 Hi,Hj が Hd において Hi ∩Hj ̸= ∅であるとき, 次のようにして Hi
と Hj のなす面角を定める: 点 x ∈ Hi ∩Hj を一つ取り, xを始点とする P に対する外法線ベクトル
を ui, uj とする. このとき, Hi と Hj のなす面角 θ ∈ [0, pi)とは cos θ = −(ui, uj)を満たすもので
ある. ここで (·, ·)は Rd におけるユークリッド内積である.
また Hi,Hj が理想境界 ∂Hd でのみ交点を持つときは, Hi,Hj のなす面角は 0とする.
定義 3. (双曲コクセター多面体)
体積有限な双曲多面体 P ⊂ Hd が双曲コクセター多面体であるとは, 面角が 2以上の自然数 kまた
は k = ∞を用いて pik と表されることである. ここで k = ∞とは対応する二つの超平面が理想境界
∂Hd でのみ交点を持つことである.
双曲多面体 P が体積有限となる必要十分条件は, P が Hd の有限個の点の凸包であることを注意し
ておく. 双曲コクセター多面体 P ⊂ Hd のファセットを定める超平面に関する鏡映の全体 S は離散
群 Γを生成する. このとき (Γ, S)はコクセター系となり, これを P に関する双曲コクセター系とい
い, Γを d次元双曲コクセター群という. さらに, P がコンパクト (または非コンパクト)のとき, 対
応する双曲コクセター群 Γはココンパクト (または余体積有限)と言われる.
定理 1. (Solomonの公式)[12]
既約有限コクセター系 (Γ, S)の増大度級数は fS(t)は fS(t) = [m1 + 1,m2 + 1, · · · ,mp + 1]と表さ
れる. ここで [n] = 1 + t + · · · + tn−1, [m,n] = [m][n] であり, {m1,m2, · · · ,mp} はコクセター系
(Γ, S)の指数と呼ばれるものである.
表 1 は既約有限コクセター系の指数を表したものである (詳細は [6]を参照).
表 1 指数
既約有限コクセター群 指数 増大度級数
An 1, 2, · · · , n [2, 3, · · · , n+ 1]
Bn 1, 3, · · · , 2n− 1 [2, 4, · · · , 2n]










(Γ, S) を無限コクセター系とする. ΓT を T ⊂ S により生成される部分コクセター群として, fT (t)










Solomonの公式と Steinbergの公式により, (Γ, S)の増大度級数は整係数有理関数 p(t)q(t) (p, q ∈ Z[t])
として表される. この有理関数 p(t)q(t) は (Γ, S)の増大度関数と呼ばれる. 増大度級数 fS(t)の収束半径





定理 3. (Cannon and Wagreich [2]) コンパクト双曲コクセター三角形の増大度は Salem数である.
ここで 1より大きな実代数的整数 τ が Salem数であるとは, τ−1 が τ の共役根であり, τ 以外の共役
根が単位円周上に存在することである (図 1参照).
定理 4. (Floyd and Plotnick [4], Parry [11]) 任意のコンパクト双曲コクセター多角形の増大度は
Salem数である.






定理 5. (Floyd [3]) 任意の非コンパクト双曲コクセター多角形の増大度は Pisot-Vijayaraghavan数
である. ここで 1より大きな実代数的整数 τ が Pisot-Vijayaraghavan数であるとは, τ 以外の共役根
が単位開円盤内に存在することである (図 2参照).
3.2 3次元双曲コクセター群について
定理 6. (Parry [11]) 任意のコンパクト双曲 3次元コクセター多面体の増大度は Salem数である.
定理 7. (Komori and Umemoto [9]) 非コンパクト双曲コクセター四面体の増大度は Perron数であ
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る. ここで 1より真に大きな実代数的整数 τ が Perron数であるとは, τ 以外の共役根の絶対値が τ
より真に小さいことである (図 3参照).






定理 8. (Nonaka and Kellerhals [7], Komori and Yukita [10]) 任意の 3 次元理想双曲コクセター
多面体の増大度は Perron数である. ここで理想双曲コクセター多面体とは, 全ての頂点が理想境界
∂H3 上に存在するものである.










定理 10. (Tumarkin [14]) 次のコクセターグラフを持つ 4次元理想双曲コクセター多面体が存在す









図 4 コクセターグラフと対応する多面体の Schlegel図式




• コンパクトな 4 次元双曲コクセター多面体の族は T.Zerht and C.Zehrt [18] の Coxeter
garland や Umemoto [15]の Coxeter domino など知られている例が存在する. 一方で非コン
パクト 4次元双曲理想コクセター多面体の無限族の例は今回得られたものが最初の例である.
• 4次元双曲コクセター多面体の増大度について, コンパクトな場合に Kellehals and Perren [8]
による数値計算の結果, Umemoto [15]による Coxeter domino の内のある部分族の増大度が
2-Salem数となることなどが知られている. 非コンパクト 4次元の場合における無限族の増大
度の数論的性質についての結果もまた今回得られたものが最初の結果である.
• 4次元以上の双曲コクセター群の増大度の計算において, 難しい点は 2点存在している. 一つ
は, 2または 3次元の場合と異なり双曲空間内にコクセター多面体として実現可能な多面体の
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予想 1.1. (Kontsevich). 任意のカラビ・ヤウ多様体M に対してあるカラビ・ヤウ多様体 M が存
在し, M 上で定義される深谷圏 Fuk(M)から得られる三角圏 Tr(Fuk(M))と M 上で定義される
連接層の成す有界導来圏Db(Coh( M))が三角圏として圏同値となる. ここで, Tr(C )は A1 圏 C
から得られる三角圏を表す.
この予想 1.1 に関して, いくつか注意事項を記しておく. まず, 深谷圏 [2] とは M 内のラグラ
ンジュ部分多様体とその上の局所系の組の成す A1 圏であり, また, Db(Coh( M))の替わりに, M
上の正則ベクトル束の成す DG圏 (高次の積が 0となるような A1 圏)DG M から得られる三角圏
Tr(DG M )であって, Db(Coh( M)) = Tr(DG M )となるようなものを考える場合もある. 特に, A1
圏としての圏同値 Fuk(M) = DG M が言えれば, 自動的に Tr(Fuk(M)) = Tr(DG M ), すなわち
ホモロジー的ミラー対称性が成り立つことが知られている.
1.2 問題意識
以下, 実 2n次元シンプレクティックトーラス T 2nと n次元複素トーラス T 2nをミラー対として
とって考える. このとき, 大雑把に言うと, T 2n 内のアファインラグランジュ部分多様体 Lとその





1SYZ 構成 [10] に基づいて考える場合, 特殊ラグランジュトーラスファイバーとその上の局所系の組が摩天楼層と呼ば
れる連接層に対応する. しかしながら本稿では正則ベクトル束の成す DG圏を用いて議論を進めるので, このあたりの話は
あまり気にしなくてもよい.
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あるのかを考えるということは非自明な問題であるから, 本稿ではまず, この E(L;L)がどのよう
なクラスに属する射影的平坦束であるのかということを明らかにする.
さらに, この E(L;L)の成す DG圏 DG T 2n から得られる三角圏 Tr(DG T 2n)において, 射  :
E(Lb;Lb) ! TE(La;La)(T は Tr(DG T 2n)におけるシフト関手を表す)の写像錐 C( )に付随す
る完全三角系列
       ! E(La;La)     ! C( )     ! E(Lb;Lb)      ! TE(La;La)     !    (1)
を考える. このとき, 対応するシンプレクティック幾何学側の観点から見た (1)に対する解釈とし
て, C( )が射影的平坦束となる場合, すなわち, (1)が 3つの射影的平坦束とその次数シフトから
成る完全三角系列となる場合, codim(La \ Lb)  1となることを証明する.
2 準備
本章では, 第 3章において必要となる概念についていくつか定義を与える.
まず, A1 圏, DG圏の定義を復習しておく.
定義 2.1. A1 圏 C とは, 対象の集合 Ob(C ) = fX;Y;    gと, 任意の 2つの対象 X, Y 2 Ob(C )
に対する Z次数付きベクトル空間 C (X;Y ) = r2ZC r(X;Y )に加え, 以下の A1 関係式を満たす
ような次数 (2  n)の多重線形写像mn : C (X1; X2)
    
C (Xn; Xn+1)! C (X1; Xn+1)の集ま






( 1)(j+1)(l+1)+l(ja1j++jaj j)mk(a1;    ; aj ;ml(aj+1;    ; aj+l); aj+l+1;    ; an):
また, A1圏 C であって, 高次の積が 0となる, すなわちm3 = m4 =    = 0となるようなものを
DG圏という.
特に, A1 関係式を n = 1; 2の場合に具体的に書き下してみると次のようになることが分かる.
n = 1 : m1(m1(a1)) = 0:
n = 2 : m1(m2(a1; a2)) = m2(m1(a1); a2) + ( 1)ja1jm2(a1;m1(a2)):
これらはすなわち, (C (X;Y );m1)が複体を成し, さらに微分m1が積m2に関してライプニッツ則
を満たすということを主張している. また, A1 圏 C が与えられた場合, C の「片側捻り複体」を
対象とする A1圏を構成し, それのゼロ次のコホモロジーをとることによってある三角圏を定義す
ることができるということが一般的に知られているが, その三角圏が本稿の第 1章で述べた Tr(C )
である [1], [8].
次に, 射影的平坦束の定義とその基本的な性質を述べる ([7], [9], [11]なども参照せよ).
定義 2.2. X をコンパクトなケーラー多様体, E を X 上で定義されている階数 rの正則ベクトル
束, P (E)を E に付随して定まる主 GL(r;C)束, P^ (E)を P^ (E) := P (E)=C  Ir によって定まる
主 PGL(r;C)束とする. ただし, Ir は r次単位行列を表す. このとき, E が射影的平坦束であると
は, P^ (E)が平坦であることをいう.
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Lie群 GL(r;C), PGL(r;C)の Lie環をそれぞれ gl(r;C), pgl(r;C)と書くことにすると, 自然
な射影  : GL(r;C) ! PGL(r;C)は Lie環の間の準同型写像 0 : gl(r;C) ! pgl(r;C)を誘導す
る. このとき, 正則ベクトル束 E の接続から定まる曲率形式を 
E とすると, P^ (E)の曲率形式は
0(
E)と表される. したがって, E が射影的平坦束である場合には 0(
E) = 0となるので, この
ことから直ちに以下の命題を得る.
命題 2.3. 
E をコンパクトなケーラー多様体上で定義された階数 rの正則ベクトル束 Eの接続か
ら定まる曲率形式とする. このとき, E が射影的平坦束となることと, ある複素 2次微分形式 が
存在して 




定義 2.4.  をCn内の格子, p : Cn ! Cn= を被覆射影, E ! Cn= を階数 rの正則ベクトル束と
する. このとき, ~E := pE ! Cnは階数 rの自明な正則ベクトル束となる ( ~E = CnCr)ことに注
意する. このような状況下において, 次の図式を可換にするような正則写像 j :  Cn ! GL(r;C)














より具体的に, 複素トーラス上で定義される階数 r の射影的平坦束の保型因子 j :    Cn !
GL(r;C)は,
ImR(; 0) 2 Z; ; 0 2  
を満たすようなエルミート形式 R : Cn  Cn ! Cと,






; ; 0 2  
を満たすような写像 U :  ! U(r)を用いて









; (; z) 2   Cn
と表されることが知られている. ここで, i = p 1である.
3 主結果
本章の目的は, 第 2章において準備した基礎事項をもとにして, 筆者によって得られた結果であ




3.1 ミラー対 (T 2n; T 2n), 射影的平坦束E(r;A;;U)の構成
まず,以下のようにしてn次元複素トーラス T 2nを定義する. 座標 (x1;    ; xn; y1;    ; yn)t 2 R2n
を考え, xi  xi + 2, yi  yi + 2 (i = 1;    ; n)のように同一視することによって得られる実 2n
次元トーラス R2n=2Z2n の座標も同様にして (x1;    ; xn; y1;    ; yn)t と書く. ただし, 簡単のた
め x := (x1;    ; xn)t, y := (y1;    ; yn)tと略記する場合もある. また, 後の議論で必要となるため,






2 R2n=2Z2n j 2
3









と定義しておく. ここで, " 2 Rは十分小さい正の数であると仮定する. このとき, 虚部が正定値と
なるような非特異 2n次複素行列 T = (tij)を用いて複素座標 z := (z1;    ; zn)t を z := x+ Tyと
定義する. この複素トーラスを T 2n := Cn=2(Zn  TZn)と書く. さらに, L  Cn を以下の元に
よって生成される格子とする (すなわち, T 2n = Cn=Lである).
1 := (2; 0;    ; 0)t;    ; n := (0;    ; 0; 2)t; 01 := (2t11;    ; 2tn1)t;    ; 0n := (2t1n;    ; 2tnn)t:
このn次元複素トーラス T 2nのミラーパートナーとして次のような複素化されたシンプレクティッ
ク形式 ~!を持つような実 2n次元トーラス T 2nをとる. ただし, 先と同様, (x1;    ; xn; y1;    ; yn)t,
xi  xi + 2, yi  yi + 2 (i = 1;    ; n)は T 2n の局所座標を表すものとする.






また, しばしば簡単のため x := (x1;    ; xn)t, y := (y1;    ; yn)t, dx := (dx1;    ; dxn)t, dy :=
(dy1;    ; dyn)t と略記する. この ~! を ~! = dxtBdy + idxt!dy と分解したとき, dxt!dy がシンプ
レクティック形式を表し, dxtBdyは B 場と呼ばれる.
以上でミラー対 ((T 2n; ~!); T 2n = Cn=2(Zn  TZn)) が定義できたので, 次に, これらの上で
ホモロジー的ミラー対称性を議論する際に用いる圏の対象となる正則ベクトル束やラグランジュ
部分多様体などを定義する. 以下, r 2 N, A = (aij) 2 M(n;Z),  := (1;    ; n)t 2 Cn,
p := (p1;    ; pn)t 2 Rn, q := (q1;    ; qn)t 2 Rn,  = p+ T tq,  := expf2ir gとする.
まず, 階数 r の正則ベクトル束 E(r;A;;U) ! T 2n を次のようにして定める. 変換関数について,







































2T が特異行列となる場合, 本稿で述べるやり方では T 2n のミラーパートナーを定義することができない. しかしなが
ら, T が特異行列となる場合であっても, T 2n のミラーパートナーの定義の仕方と考えるべき正則ベクトル束のクラスを少
しずらすことによってホモロジー的ミラー対称性を議論することができる [6].
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と定義する (他の開集合の共通部分上では自明であるとする). ただし, aj := (a1j ;    ; anj) 2 Zn,
Vj ; Uk 2 U(r)であるとし, (2), (3)は簡単に言うとそれぞれ xj 7! xj +2, yk 7! yk +2とした場
合に関する変換関数を表す. このときコサイクル条件は
VjVk = VkVj ; UjUk = UkUj ; 
 akjUkVj = VjUk; j; k = 1;    ; n
と表されるが, これらの関係式を満たすような Vj , Uk の成す集合を U と書く.
U :=
n




を以下で定める. ここで, dy := (dy1;    ; dyn)t であり, dは外微分作用素を表す.










dy  Ir: (4)
これよりr(r;A;;U)の曲率形式 
(r;A;;U) := d!(r;A;;U)+!(r;A;;U) ^!(r;A;;U)を計算することが
できるが, 一般的に, ある複素ベクトル束が与えられた場合, その複素ベクトル束が正則ベクトル束
となることとそれの曲率形式の (0,2)-partが消えることは同値である. このことを考慮して直接計
算することにより, 次の命題を得る ([5], Proposition 2.2).
命題 3.1. 複素ベクトル束 E(r;A;;U)が正則ベクトル束となることと n次複素行列 AT が対称行列
となることは同値である. このとき, r(r;A;;U) の曲率形式 
(r;A;;U) は局所的に以下で与えられ





dztf(T   T ) 1gtAdz  Ir:
これ以降は常に AT = (AT )t を仮定し, E(r;A;;U) と書いた場合には正則ベクトル束を指すもの
とする. 特に, 上記の命題 3.1と第 2章における命題 2.3より, E(r;A;;U) が射影的平坦束となるこ




f(T   T ) 1gtA
と定義しておく (すなわち, 
(r;A;;U) = 1rdztRdz  Ir である). しかしながら, 今 AT = (AT )tを仮
定しているため, この Rは実際には n次実対称行列となることに注意する.
次に, 正則ベクトル束 E(r;A;;U)の成すDG圏DG T 2n について説明する. このDG T 2n の対象は
もちろん正則ベクトル束 E(r;A;;U) であるが, 任意の 2つの対象 E(r;A;;U), E(s;B;;V) の間の射の
成す空間は以下のようにして定義する.
HomDG T2n (E(r;A;;U); E(s;B;;V)) :=  (E(r;A;;U); E(s;B;;V))
C1( T 2n) 
0;( T 2n):
ここで,  (E(r;A;;U); E(s;B;;V))は束準同型 E(r;A;;U) ! E(s;B;;V) の成す空間, 
0;( T 2n)は T 2n
上で定義される反正則な微分形式の成す空間を表し, HomDG T2n (E(r;A;;U); E(s;B;;V))の次数をこ
の反正則な微分形式の次数を用いて定義することによって HomDG T2n (E(r;A;;U); E(s;B;;V))は Z
次数付きベクトル空間となる. 特に, 次数 rを明記したい場合は HomrDG T2n (E(r;A;;U); E(s;B;;V))
のように書く. さらに, 微分を




 7 ! (2r(0;1)(s;B;;V))( )  ( 1)r (2r(0;1)(r;A;;U))
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で定義し, 積構造をそれぞれの正則ベクトル束同士の束準同型の合成, 及び反正則な微分形式同士
の wedge積をとることによって定める. このとき, これらの微分と積構造がライプニッツ則を満た
すので, このDG T 2n は DG圏となる.
本節の最後に, 対応するシンプレクティック幾何学側の話を簡単に説明しておく. 全体を通して
議論の中心となるのは (T 2n; ~!)内のラグランジュ部分多様体 (すなわち, dxt!dyjL = 0となるよう















特に, (4)の接続形式 !(r;A;;U)の部分にはこのラグランジュ部分多様体 L(r;A;p)の定義式の形がそ
のまま含まれている状態になっている. また, 接続形式 !(r;A;;U)内における q 2 Rnは (定義より,








説明した際に n次実対称行列Rを導入したが, 同じ記号を用いてエルミート形式R : CnCn ! C













ト形式R : CnCn ! Cと格子  の元 , 0に対して ImR(; 0) 2 Zとなるということを書いた
が, 今考えている射影的平坦束 E(r;A;;U) に関しても実際に次の命題が成り立つ ([5], Proposition
3.4, Proposition 3.5).
命題 3.2. 上記の (5)で定義されるエルミート形式に対して, ImR(j ; k) = 0, ImR(0j ; 0k) = 0,
ImR(j ; 
0
k) =  akj, ImR(0k; j) = akj が成り立つ. ここで, j; k = 1;    ; nである.
この命題 3.2は, AT = (AT )t が成り立つということに注意して直接計算することにより証明す
ることができる. 今, E(r;A;;U) の接続r(r;A;;U) の曲率形式は 
(r;A;;U) =  1rdztRdz  Ir によっ
て与えられているので, この E(r;A;;U) は以下のような保型因子 j : L  Cn ! GL(r;C), 及び接
続 ~r(r;A;;U)を持つような射影的平坦束 E(r;A;;U) ! T 2nと同型であることが予想される. ただし,
U(j), U(
0
k) 2 U であるとする.
























~r(r;A;;U) = d  1
r
dztRz  Ir   i
2r
t(T   T ) 1dz  Ir + i
2r
t(T   T ) 1dz  Ir:
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その同型射を具体的に構成することによって実際に E(r;A;;U) = E(r;A;;U) となることを証明した
のが次の定理であり, 本稿における主結果の 1つである ([5], Theorem 3.6).
定理 3.3. E(r;A;;U) = E(r;A;;U)であり, その同型射  : E(r;A;;U) ! E(r;A;;U)の局所表示は以下
で与えられる. ただし, A := f(T   T ) 1gt T tAt(T   T ) 1 であるとする.










ztf(T   T ) 1gt  i
2r
ztf(T   T ) 1gt

Ir:
以下, 定理 3.3の証明の概略を述べる. まず, 微分方程式 ~r(r;A;;U)(z; z) = (z; z)r(r;A;;U)を
解く. この微分方程式を解くことによって得られる解が上述の (z; z)であるから, この (z; z)を
用いて 
















を計算し (以下の可換図式, 及び (2), (3) も参照せよ), それぞれが実際に E(r;A;;U) の保型因子




















次に, 射影的平坦束 E(r;A;;U) の間の射の写像錐に付随する完全三角系列に対する, シンプレク
ティック幾何学的な観点から見た解釈について議論する. 以下, 第 3.1節で説明した DG圏DG T 2n
から得られる三角圏 Tr(DG T 2n)において話を進める. 特に, T : Tr(DG T 2n) ! Tr(DG T 2n)は
Tr(DG T 2n)におけるシフト関手を表すものとする (n次元複素トーラス T 2n の複素構造を定義す
る際にも T という記号を用いたが, 混乱することはないと思われるので同じ記号を用いて書くこと
にする). 次の定理が本稿における 2つ目の主定理である ([5], Theorem 4.1).
定理 3.4. T 2n 上において 2つの射影的平坦束 E(r;A;;U), E(s;B;;V) ( = p+ T tq;  = u+ T tv)
をとり, Tr(DG T 2n)において射  : E(s;B;;V) ! TE(r;A;;U) の写像錐 C( )に付随する完全三角
系列
       ! E(r;A;;U)     ! C( )     ! E(s;B;;V)      ! TE(r;A;;U)     !    (6)
を考える. このとき, ある射影的平坦束E(t;C;;W)が存在してC( ) = E(t;C;;W)となる, すなわち,
(6)が 3つの射影的平坦束とその次数シフトから成る完全三角系列となるならば, codim(L(r;A;p) \
L(s;B;u))  1が成り立つ.
以下, 定理 3.4 の証明の概略を述べる. 簡単のため,  := 1rA   1sB,  := 1su   1rp とおく.
 = Oの場合には,  2 2Znであれば L(r;A;p) = L(s;B;u)となって codim(L(r;A;p) \L(s;B;u)) = 0,
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 62 2Zn であれば L(r;A;p) \ L(s;B;u) = ; となるだけなので, 以下  6= O とする. このとき,
C( ) = E(t;C;;W)であると仮定しているので, ホモロジー的ミラー対称性 [3]を用いることにより



















0(t;C;;W)をとる. また, C( ) = E(t;C;;W)よ
り, C( )と E(t;C;;W)の i次のチャーン指標は一致するはずである. したがって, ベクトル束 Eの
i次のチャーン指標を chi(E)と書くことにすれば
chi(E(r;A;;U)) + chi(E(s;B;;V)) = chi(E(t;C;;W)) (7)





0(s;B;;V)) = 0 (8)








であることを考慮すると, 等式 (8) が成り立つことと, n 次正方行列  から任意に 2 行 2 列を抜
き出して得られる 2次正方行列の行列式が 0になることが同値であることが分かる. したがって,
この事実と L(r;A;p) \ L(s;B;u) 6= ;となることをふまえて連立方程式 x =  を解くことにより,
codim(L(r;A;p) \ L(s;B;u)) = 1となることが証明できる.
最後に, 1 つだけこの定理 3.4 に関する具体例を述べる. ミラー対として ((T 2; ~! =   1T dx1 ^
dy1); T 2 = C=2(Z TZ)), T 2 Hをとり, 以下のような写像錐に付随する完全三角系列を考える.
ただし,  6= 0であるとし, また, E(1;0;;U), E(1;1;;V) はそれぞれ次数 0, 1の正則直線束であって,
 = p+ qT ,  = u+ vT , U = V = fV1 = 1; U1 = 1 2 U(1)gとなっているようなものとする.
       ! E(1;0;;U)     ! C( )     ! E(1;1;;V)      ! TE(1;0;;U)     !    :
このとき C( )は階数 2, 次数 1の正則ベクトル束であり, 実際に C( ) = E(2;1;;W) となること
















である. このような状況下において, 確かに codim(L(1;0;p) \ L(1;1;u)) = 1が成り立っている.
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となる。ただし zi; zi (i = 1; 2; : : : ; N) は正則座標とする。
このテクニカルレポートでは、我々はアインシュタイン総和規約を使用する。gkl はKahler 計量行













 f =Pk fk~k; fk 2 C1 (M)o : 非可換
積 は






1. (F ;+; ) は、（非可換の）代数
2. Ck (; ) は双微分演算子
3. C0(f; g) = fg; C1(f; g)  C1(g; f) = ff; gg （ただし ff; gg は Poisson bracket）
4. f  1 = 1  f = f .
Karabegovは、[6]の中でKahler多様体の変形量子化を得る方法を導出した。彼の変形量子化は、
変数分離変形量子化と呼ばれる。
Denition 2 (変数分離変形量子化). 正則関数 a、反正則関数に対して a  f = af; f  b = fbを満た
すとき をけケーラー多様体の変数分離変形量子化のスター積という。
以下Dl = glk@k とし、S :=
n
A j A = P aD; a 2 C1 (M)o; とする。ただし は多重添




f  g = Lfgを意味する。
















1. R@l := @l + ~@l, 
Lf ; R@l

= 0 : (1.6)
2.
Lf1 = f  1 = f: (1.7)
上記条件は結合律












2   DnN ; D ~n := D1D2   DN ; Dk :=  Dkk ; Dj := Djj ;
~n =2 ZN0 に対しD ~n := 0とする。
Theorem 2.1. 局所対称Kahler多様体の変数分離変形量子化は以下のように得られる。










































~ (nk   kp   ik + 1)
 








































Example 1. (C; g)：ガウス平面


















Example 2. よく知られた平坦トーラス埋め込みX : S1  S1 ! R4
X (u; v) = (cosu; sinu; cos v; sin v) ; u = Re (z) ; v = Im (z)











































~g11 = E = G = 1:
となる。よってスター積は
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は, 超平面配置という組合せ論的対象との対応が知られていることである. 元々 Bielawski-Dancer は微分幾
何的な方法 (ハイパーケーラー商)を用いてハイパートーリック多様体 (toric hyperkahler varietyと呼ばれて
いた)を定義した. 一方で「代数的シンプレクティック商」という代数幾何的な構成 (GIT商)で, 正則シンプ
レクティック構造を持つ代数多様体として定義することも可能である (3節参照). この観点ではハイパートー





が, 錐的シンプレクティック多様体及びそのシンプレクティック特異点解消  : (Y; !0) ! (Y (0); !0)という
クラスに対しては, 一般的に Namikawaによって以下が成立することが知られている.
定理 1.1. (Namikawa [Na3])
錐的シンプレクティック多様体及びそのシンプレティック特異点解消  : (Y; !0) ! (Y (0); !0) について












ただしW  GL(H2(Y;C))は Namikawa-Weyl群と呼ばれる有限群である.












Lawrenceトーリック多様体と呼ばれるものになることを示す. そして第 5節で Namikawa-Weyl群の候補で




正規代数多様体 Y がシンプレクティック代数多様体であるとは, 非特異点集合 Xreg 上に, ある正則シンプレ
クティック形式 !0 2  (Y;
1Yreg )が存在し以下の条件を満たすときを言う:
Y のある特異点解消  : ~Y ! Y (i.e., ~Y は smooth で  は  1(Yreg) = Yreg となる全射固有双有理射) で
!0 が ~Y 上のある正則 2形式 !0 に拡張する.
なお特にこの拡張された正則 2形式 !0 がシンプレクティック形式であるときこの特異点解消をシンプレク
ティック特異点解消と呼ぶ.
注意. 今の場合, シンプレクティック特異点解消であることとクレパント解消であることは同値である.
シンプレクティック代数多様体 Y は自然にポアソン構造という, 構造層 OY 上の演算 f ; g で Lie 括
弧積と同じ公理を満たす構造を持つ. またポアソン代数多様体 (Y; f ; g0) に対し, それのポアソン変形と
はポアソン代数多様体 (Y; f ; g) 及び射  : Y ! (S; 0) (ただし 0 2 S) であってポアソン構造も含めて
(Y; f ; g0) = ( 1(0); f ; gj) となっているときを言う. 厳密な定義は述べないが, Y のポアソン変形
(Y; f ; g) が普遍ポアソン変形であるとは任意の (Y の) ポアソン変形がすべて (Y; f ; g) から (引き戻
しとして) 得られるときを言う. 与えられたポアソン変形 (Y; f ; g) が普遍ポアソン変形かどうか判定す
るために重要なものとして, 次の小平-スペンサー写像がある (紙数の都合上直観的に定義する). なお以下で
PD(Y;C["])を Y の“無限小”ポアソン変形全体と定める (厳密には SpecC["]上の Y のポアソン変形全体).
定義. (小平-スペンサー写像)
ポアソン代数多様体 (Y; f ; g0) について, Y のポアソン変形 (Y; f ; g);  : Y ! S が与えられたとす
る. このとき Y についての小平-スペンサー写像 KSY : T0S ! PD(Y;C["]) を接ベクトル  2 T0S に対し
(Y; f ; g)を  方向に制限した無限小ポアソン変形を対応させる射として定義する.
小平-スペンサー写像を用いると普遍性は次のように判定できる.
定理 2.1. ポアソン代数多様体 (Y; f ; g0)に対しその普遍ポアソン変形空間が存在するとする. Y の無限小







まずいくつか注意をする. 簡約代数群G及びその Lie環 gに対し, Z(g) :=  2 g = HomC(g;C) j Adg() =  (g 2 G)	
と定める. すると簡約代数群ということより単射 Homalg grp(G;C) ,! Z(g)が射の微分をするという操作
で得られ, この像を Z(g)Z と書く. この時 Z(g) = Z(g)Z 
Z Cとなることに注意する.
次に GIT 商の用語について少し述べる. G が代数多様体 X に作用しているとき  2 Z(g) =
Homalg grp(G;C) (GIT パラメーターと呼ぶ) を取ると, 一般的に安定集合 X st, 半安定集合 X ss
という X の開集合が X st  X ss  X となるように定まる. そして X ss==Gは半安定集合の圏論的
商 (categorical quotient)と定める. この上で以下のように定義する.
定義 &補題 2.2. (代数的シンプレクティック商)
Eを C上のベクトル空間, Gを簡約代数群, G ! GL(E)を Gの E表現とする. この表現から自然に定まる
Gの (T E = E E; !C)への作用はハミルトニアン作用となり, 次の射がモーメント写像となる.
 : E E ! g (z;w)(X) := w(X  z)
ただし g の E への作用は G の微分表現 g ! gl(E) から決まるものである. この時 GIT パラメーター
 2 Z(g)Z に対し
(1) ( 1(Z(g))の GIT商)
X() :=  1(Z(g))==G := ( 1(Z(g))) ss==G
X(0) :=  1(Z(g))==G := SpecC[ 1(Z(g))]G
とおく. これらは ( 1(Z(g)); !C)から自然に誘導されるポアソン構造を持つポアソン代数多様体と
なる. また包含写像 ( 1(Z(g))) ss ,!  1(Z(g)) が誘導する自然な (ポアソン構造を保つ) 射影
射を  : X()! X(0)と定める.
(2) (代数的シンプレクティック商)
各  2 Z(g)に対し
Y (; ) :=  1()==G := ( 1()) ss==G
Y (0; ) :=  1()==G := SpecC[ 1()]G
をそれぞれ代数的シンプレクティック商, アファイン代数的シンプレクティック商と呼ぶ (ただし
C[ 1()] は  1() の座標環である). これらは (T E; !C) から自然に誘導されるシンプレクティッ
ク構造 (Y (; ); !); (Y (0; ); !) を持つ. また包含写像 ( 1()) ss ,!  1() が誘導する自
然な (シンプレクティック構造を保つ) 射影射を  : Y (; ) ! Y (0; ) と定める. なお以下では
Y () := Y (; 0); Y (0) := Y (0; 0)と書くことにする.
(3) (錐的 C-作用)
T E = E  E への錐的 C-作用をスカラー倍 t  (z;w) := (tz; tw)で定める. この作用は G-作用と
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可換で (半)安定的集合を保つためX(); X(0); Y (); Y (0)への作用及び Z(g)への作用が誘導され
る (Z(g)への作用は t 2 C に対し t2 を掛ける作用). 特に以下の可換図式は C-同変となる.









またこの作用で (Y (0); !0)は錐的シンプレクティック多様体となる.
今後, 代数的シンプレクティック商を考えるときは以下を仮定して話を進める.
仮定 2.3.  2 Z(g)Z で次を満たすような元が存在する.
(i) は generic (i.e., ( 1(Z(g))) ss = ( 1(Z(g))) st)
(ii) Gは ( 1(Z(g))) st に自由に作用する.
(iii) j( 1(Z(g))) st : ( 1(Z(g))) st ! Z(g)は全射.
注意. (1) (iii) を満たすときモーメント写像の性質と安定集合の定義から j( 1(Z(g))) st :
( 1(Z(g))) st ! Z(g)はスムース射 (複素多様体としての位相で沈めこみ射)となる.
(2) (i), (ii) から (厳密には述べないが)“多くの場合” : X() ! X(0) は特異点解消となり, さらに各
 2 Z(g)に対し  : Y (; )! Y (0; )はシンプレクティック特異点解消を与える.
さてこうして上の仮定を満たすとき,  : Y () ! Y (0)は定理 1.1 の状況を満たしていることが分かった.
また上の図式で  : X()! Z(g),  : X(0)! Z(g)はそれぞれ (Y (); !0); (Y (0); !0)のポアソン変形を
与えている. これらが普遍ポアソン変形の候補となっている. さてまず  : X()! Z(g)が普遍ポアソン変
形となるかどうか考えるため小平-スペンサー写像をより分かりやすい写像で置き換えることを考える. まず
上で述べたことから以下が分かる.
補題 2.4. 上の状況で仮定 2.3を満たしているとする. アファイン多様体 X(0)のアファイン空間への埋め込
みをX(0)  CN と書く (定義から CN への錐的 C-作用が決まりこれは同変な埋め込みとなる). この時以下
の C-同変な図式は次の性質を満たす.




(1) CN ; Z(g)への C-作用は線形に正の重みで作
用 (i.e., ウェイトが全て正)
(2)  : C-同変全射固有射
(3)  : C-同変スムース射
(4)  6=  1(0) (  1(0)
さてこの補題で明示した条件を用いると (複素多様体としての位相で考えれば) 次の一般的な定理より
 : X()! Z(g)は自明 C1 級ファイバー束であることが従う.
定理 2.5. (essentially Slodowy [Slo])
Y を一般の C1 級多様体, S は C上のベクトル空間とし  : Y ! CN は C1 級の写像としてその像を ~Y(0)
と書く. また Y;CN ; S に C が作用し, C1 級写像  : Y ! S が次の性質を満たしているとする.
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(1) CN ; S には線形に正の重みで作用している
(2)  : C-同変全射固有 C1-写像
(3)  : C-同変沈めこみ C1-写像
(4)  6=  1(0) (  1(0)
このとき は C1-自明ファイバー束
さて今 X() のポアソン構造は  : X() ! Z(g) の各ファイバー (Y (; ); !) に非特異シンプレク
ティック代数多様体 (特に正則シンプレクティック多様体)の構造を誘導していた. このようなとき ! たちか
ら X()上の正則 2形式 !X() が決まるため, X()は  について相対的にシンプレクティックと呼ぶ. する
と今  : X()! Z(g)が C1-自明ファイバー束だったことから X()についての周期写像が定義できる.
定義. (周期写像)
相対的正則シンプレクティック多様体 (Y; !Y ; ) が S 上の C1 級自明ファイバー束とする. C1 級自明化
 : Y  S ! Y を取り による !Y の引き戻しを  := !Y と定める. このとき Y の周期写像を
pY : S  ! H2(Y ;C) :  7 ! [jYfg]
という滑らかな写像として定める.
注意. 周期写像は正則写像であることが知られている.
さて周期写像と小平-スペンサー写像を比較するため, 一般的にシンプレクティック代数多様体 Y に対し
PDY (C["])が H2(Y ;C)と同一視されることに注意する.
命題 2.6. (Namikawa [Na1]) PDY (C["]) = H2(Y ;C)
この命題から小平-スペンサー写像は KSY : T0S ! PD(Y;C["]) = H2(Y ;C)という写像だと思うことが
でき, 以下が成立する.
命題 2.7. (小平-スペンサー写像と周期写像の関係)
上の命題の同型で小平スペンサー写像をKSY : T0S ! H2(Y ;C)とみなした時,
KSY = (dpY)0
が成立する. ただし右辺は周期写像の 0における微分 (dpY)0 : T0S ! TpY(0)H2(Y;C) = H2(Y;C)である.
この定理から周期写像の微分が同型かどうかを見ることで普遍性を判定できることになった.
さらに周期写像は Kirwan 写像と呼ばれる線形写像と等しいことを示す. 定義から同型 Z(g)Z   
Homalg grp(G;C)及び Z(g) = Z(g)Z 
Z Cに注意して以下のように Kirwan写像を定義する.
定義. (Kirwan写像)













定理 2.8. (代数的シンプレクティック商の周期写像と Kirwan写像の関係)




(i) 2Y () は同型写像
(ii)  : X()! Z(g)は (Y (); !0)の普遍ポアソン変形空間である.
注意. 上で Kirwan写像が線形写像であることより, Kirwan写像の同型性と Kirwan写像の微分の同型性が
同値であることを用いた.
第 4節でハイパートーリック多様体の場合にこの定理と Kirwan写像についての既知の結果を用いることで
 : X()! Z(g)が Y ()の普遍ポアソン変形空間となる必要十分条件を求める.
本節の残りではアファイン代数的シンプレクティック商 Y (0) を含め, 一般の錐的シンプレクティック多
様体の普遍ポアソン変形について述べる. 主な目的は Namikawaの定理 1.1に現れた Namikawa-Weyl群を
[Na2]に則て定義することである. まず定義に必要な事実を述べる.
定理 2.9. (Kaledin [Kal])
Y (0)を錐的シンプレクティック多様体とすると Y (0)Sing は, 局所閉で非特異なシンプレクティック部分代数





この分解で各 Y (0) はシンプレクティック代数多様体のため偶数次元になっていることに注意する. 特に以
下では余次元 2の特異点集合を考察する.
補題 2.10. ([Na2])
Y (0)をm次元の錐的シンプレクティック多様体,  : Y ! Y (0)をシンプレクティック特異点解消とする.




と定め, これの連結成分への分解を codim 2 =
F
k 
(k) と置く. この時各 k に対しある `k  1が存在し, (k)
の各点 y の周りで
Y ~S`k  (C2m 2; 0)





となる. ただし S`k は ADE 型曲面特異点で ~S`k はそれの最小特異点解消である (ここで `k は例外因子の既
約成分の個数である).
各 (k) について上のような S`k を (k) のスライスと呼ぶことにする. Namikawa-Weyl群はこのスライス
たちを用いて定義される. しかし後で考えるハイパートーリック多様体の場合は上の定理でとったスライス
S(k) は A 型の場合しか現れないため, 以下ではこの場合のみ Namikawa-Weyl 群を定義する (一般的な定義
は [Na2]を参照). さてスライス S`k は A`k 1 型曲面特異点であるが, このとき ~S`k 内に現れる ( 2)-曲線を











9=;  H2( ~S`k ;R)
は H2( ~S`k ;R)内の A`k 1 型のルート系を定めている. 特に対応するWeyl群WA`k 1 := S`k が H2( ~S`k ;R)
に作用している. しかし (k) の上にある例外因子  1((k))の既約成分は `k 個より少なくなっていることが
ある. より正確には交叉数の不変性を考慮すると Dynkin図形の位数 2のグラフ自己同型  (今の場合 A型な
のでグラフの中心で左右を入れ替える同型)で貼り合う箇所に対応する ( 2)-曲線が大域的には張り合わさっ
て既約成分が b(`k + 1)=2c個になり得る (ただし bxcは x以下の最大の整数を表す). いずれにしろ既約成分
の個数を r と置くときW(k) を
W(k) :=

WA`k (r = `k)f 2WA`k j  = g (r = b(`k + 1)=2c)
と定義すれば, (k) の上の例外因子の既約成分のコホモロジー類の置換として H2(Y;R)に作用する. このと
き Namikawa-Weyl群をW :=QkW(k) と定義する.
3 ハイパートーリック多様体とローレンストーリック多様体
代数的シンプレクティック商で G がトーラスの場合として, ハイパートーリック多様体を以下で定義した
い. まず以下の自由アーベル群の完全系列が与えられたとする.
0 Zn d Zn Zd 0B A








0@ a1 a2    an
1A
さて上の完全列に対し Hom( ;C)を取ると次の代数トーラスの間の完全系列を得る.
1 Td Tn Tn d 1
tA tB





定義 &補題 3.1. (Lawrenceトーリック多様体とハイパートーリック多様体)
上の状況で tA : Td ! Tn の埋め込みによって Td の Cn-表現を考え, この表現から自然に定まる Td の
(C2n = Cn  (Cn); !C :=
Pn
j=1 dzj ^ dwj)への作用を考える. この時モーメント写像は






Y (A; (; )) := Y (; )
と定め, それぞれ Lawrenceトーリック多様体, 超トーリック多様体と呼ぶ (cf. 定義&補題 2.2).
注意. 一般の代数的シンプレクティック商の時と同様に, 以下のような C-同変な可換図式が存在することに
注意する. なお Aをユニモジュラー, を genericに取っておけば  := 0 はシンプレクティック特異点解消
を与えることが知られている.













定理 4.1. (Konno [Ko1])
Aがユニモジュラー, を genericとする. すべての iに対し bi 6= 0ならば Kirwan写像 2Y () は同型
この結果と定理 2.8から次が従う.
系 4.2. 上の定理の仮定を満たす時, Lawrenceトーリック多様体 X(A;)及び射  : X(A;) ! Cd が非特
異ハイパートーリック多様体 Y (A;)の普遍ポアソン変形を与える.
注意. 与えられたハイパートーリック多様体 Y (A;)が定理 4.1の仮定を満たさない時も Aと を適切に別




本節ではアファインハイパートーリック多様体 Y (A; 0)の普遍ポアソン変形を決定したい. まず Namikawa














1CA ただし k1 6= k2 なら b(k1) と b(k2) は互いに平行ではない.
という形に取り換えられることに注意する ( B(k) は `k  (n  d)行列とする). 以下では特に断らない限り,
B がこのような形になっていると仮定する. すると補題 2.10で述べた余次元 2の特異点集合の連結成分への
分解及びスライスは以下のように与えられることが分かる.
系 5.1. ([PW]の系)






Y (k)(A; 0) :=

(z;w) 2 C2n j i 2 fmk 1 + 1; : : : ;mkg , (zi; wi) = 0
	
==TdC  Y (A; 0)
はシンプレクティック部分代数多様体である (ただしmk :=
Pk
i=1 `iと定める). さらに各点 y 2 Y (k)(A; 0)に
おけるスライスはA`k 型曲面特異点である. 特に Y (A; 0)のNamikawa-Weyl群W はWB := S`1  S`s
の部分群である.
以下でW = WB となることを示したい. 本来 Namikawa-Weyl群の定義からW を求めるためには上の系
で述べたような局所的な記述ではなく大域的に codim 2 の定める Y (A;)内の例外因子の既約成分がいくつ
あるかを見る必要があった. これを直接見るのは一般には難しい. しかし今ハイパートーリック多様体及び
ローレンストーリック多様体が満たす次の C-同変な図式があることに注意する.










今系 4.2 で見たように  : X(A;) ! Cd は Y (A;) の普遍ポアソン変形であった. すると W = WB と
なることを示すためには定理 1.1 及び普遍性から次を示せば十分なことがすぐに分かる. なおこの補題は
Namikawa-Weyl群の作用の具体的な記述も与えている.
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補題 5.2. 上の状況でWB := S`1     S`s の X(A; 0)と Cd への作用で以下を満たすものが構成できる.
(i) Cd へのWB-作用は線形作用で, X(A; 0)へのWB-作用はポアソン構造を保つ.
(ii)  : X(A; 0)! Cd はWB-同変である.
(iii) WB-作用は X(A; 0); Cd への錐的 C-作用と可換である.
(iv) WB は Y (A; 0)  X(A; 0)には自明に作用する.
具体的にはWB := S`1     S`s  Sn と思って C2n の座標 z1; : : : ; zn と w1; : : : ; wn それぞれの置換作用
が X(A; 0)への作用を誘導し, a1; : : : ;an たちの置換作用が Cd = SpanC(a1; : : : ;an)への作用を誘導する.
定理 5.3. (主定理)
A がユニモジュラーで  が generic とする. そして B は上で述べたような形に取り換えておいてあるとし,
WB を X(A; 0); Cd に上で述べたように作用させたとき, ハイパートーリック多様体に対する定理 1.1の可換
図式は次のように与えられる (ただし WB は  : X(A;)! X(A; 0)とWB による商写像の合成とする).
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概要
本講演では, 非線形波動を記述する偏微分方程式の一つである, 分散項付きの粘性保存則方程式に対する, 初期値
問題の時間大域解の長時間挙動を取り扱う. 初期値は十分小さく, 多項式減衰しているとする. この方程式の解は非





ut + (f(u))x + kuxxx = uxx; t > 0; x 2 R;
u(x; 0) = u0(x); x 2 R: (1.1)
ここで, f(u) = (b=2)u2 + (c=3)u3, b; c; k 2 Rとし, 初期値 u0(x)は以下の仮定を満たすとする:
9 > 1; 9C > 0 s:t: ju0(x)j  C(1 + jxj) ; x 2 R: (1.2)
特に, 初期値 u0(x)は仮定 (1.2)より u0 2 L1(R)であることに注意する. この方程式は, 非線形性を持つ移流 (f(u))x,
分散 uxxx, 及び拡散 uxx の三つの効果を考慮した非線形波の方程式の一つである. 数学の分野において, この方程式
は, 基本的な非線形波の方程式である Burgers方程式と KdV方程式を組み合わせ, 移流項を一般化したものであるこ
とから, 一般化された KdV-Burgers方程式と呼ばれている. この方程式の数学解析により, 波動現象を理論的に説明
することが可能となる. しかし一般に, 与えられた偏微分方程式の解を具体的に書き表すことは非常に困難である. そ
こで, 解の形状の時間変化を調べる上で, 十分時間が経過した時に, 与えられた条件で解がどのように振る舞うのか,
その長時間挙動 (漸近挙動)を解析することが重要となる. 本講演では, 初期値問題 (1.1)の時間大域解について, 解の
時間無限大における漸近形と, その漸近形への漸近レート (漸近形への収束の速さ)や, 解の第 2漸近形 (時間無限大に
おける漸近展開の第 2項目)について考える. 特に, 初期値 u0(x)が (1.2)のように空間遠方で多項式減衰している場
合に, その減衰度合いの違いや, 移流と分散の効果が解の漸近挙動にどのような影響を与えるのかについて考察する.
2 既知の結果
まず, 初期値問題 (1.1)の解の漸近挙動について, 関連する先行結果を紹介する.
一般化された Burgers方程式について (k = 0)
初期値問題 (1.1)で k = 0とした以下の方程式は, 一般化された Burgers方程式と呼ばれている:
ut + (f(u))x = uxx; t > 0; x 2 R;
u(x; 0) = u0(x); x 2 R: (2.1)
この問題については, Kawashima [4]等の研究で, 単独の方程式だけでなく方程式系の場合も含めて, 時間大域解の存
在や解の漸近挙動に関する考察がなされている. また, 単独方程式については c = 0の場合に Liu [7]等でより詳しい
解析が行なわれている. 具体的には, 解は非線形散逸波と呼ばれる以下の関数 (x; t)に漸近することが知られている.
e-mail: i.fukuda@math.sci.hokudai.ac.jp
2010 Mathematics Subject Classication. Primary 35B40; Secondary 35Q53.
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u0(x)dx; b 6= 0:











(x; 0)dx = 

















とおき, w0 2 H2(R) \ L1(R)かつ kw0kH2 + kw0kL1 + ku0kL1 が十分小さいという仮定のもとで次の評価を導いた:
ku(; t)  (; t)kL1  C(1 + t) 1 log(2 + t); t  0: (2.3)
この時間減衰評価 (2.3) の最適性について, Kato [5] によって,  6= 0, c 6= 0, u0 2 L11(R) \H1(R) かつ ku0kL11 +
ku0kH1 が十分小さいときに, この評価が最適であることが示された. ここで,
L11(R) 

u0 2 L1(R)j ku0kL11 
Z
R
ju0(x)j(1 + jxj)dx <1

とした. (なお, 初期値 u0(x) に対する仮定 (1.2) と w0(x) 等の定義から直接計算することにより,  > 2 かつ
u0 2 H1(R)であれば, w0 2 H2(R) \ L1(R)や u0 2 L11(R) \H1(R)が実現されることに注意する.) 実際, 解の第 2
漸近形 V1(x; t)とその第 2漸近形への漸近に関する評価が以下で与えられる:
ku(; t)  (; t)  V1(; t)kL1  C(1 + t) 1; t  1: (2.4)
ここで, V1(x; t)は次で定められた関数である :









(1 + t) 1 log(1 + t); t  0; x 2 R;

















この評価 (2.4), V1(x; t)の定義及び三角不等式を用いることで,  6= 0かつ c 6= 0のもとで, 十分大きい t > 0に対し
て以下のような評価が得られる.
~C(1 + t) 1 log(1 + t)  ku(; t)  (; t)kL1  C(1 + t) 1 log(1 + t): (2.6)
すなわち解 u(x; t)が非線形散逸波 (x; t)に t 1 log tのレートで漸近することがわかり, さらに u  は V1(x; t)へ
t 1 のレートで漸近することがわかった. このような u  の漸近形は解の第 2漸近形と呼ばれる. (解の時間無限大
での漸近展開において, (x; t)が主要項に, V1(x; t)が第 2項目に対応する. )
KdV-Burgers方程式について (b = k = 1, c = 0)
一方, 初期値問題 (1.1)で b = k = 1, c = 0とした KdV-Burgers方程式
ut + uux + uxxx = uxx; t > 0; x 2 R;
u(x; 0) = u0(x); x 2 R (2.7)
の解の漸近挙動についても, 非線形散逸波 (x; t)への漸近とその漸近レートに関する結果が Karch [4]や Hayashi &
Naumkin [2]等により得られている. 更に, 非線形散逸波への漸近レートの最適性に関する解析や, 解の第 2漸近形の
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構成についても, Kato [5]と類似の結果が得られている. 具体的には, Kaikina & Ruiz-Paredes [3]により, s >  1=2
として, u0 2 L11(R) \Hs(R)のときに, 次の評価が導かれた:
ku(; t)  (; t  1)  V2(; t)kL1  Ct 1
p
log t; t > 1: (2.8)
ここで,










であり, V(x)及び dは (2.5)で定義された関数である. この結果によって, KdV-Burgers方程式の初期値問題 (2.7)
の場合であっても, (2.6)と同様の評価が導けるため, 解 u(x; t)は非線形散逸波 (x; t)に t 1 log tのレートで漸近し,
このレートが最適であることがわかる. しかし第 2漸近形 V2(x; t)への漸近レートに関しては, 一般化された Burgers
方程式のときの Katoの結果 (2.4)と比べると, (2.8)は plog t分粗い評価となっている. Kaikinaと Ruiz-Paredes
は彼らの論文 [3]の中で, この plog tは, より繊細な計算によって取り除けると述べているが, 証明はされていない.
一般化されたKdV-Burgers方程式について (一般の初期値問題 (1.1))
上記の背景のもとに, F. [1]は任意の b; c; k 2 R (b 6= 0)に対して, 初期値問題 (1.1)の解の漸近挙動に関する研究
を行い, 解の第 2漸近形を構成し, 評価 (2.4)に類似の, (2.8)を改良した次の結果を得た:
定理 1 ([1]の Theorem 1.1). u0 2 L1(R) \H3(R)とし, ku0kL1 + ku0kH3 は十分小さいと仮定する. このとき初
期値問題 (1:1)は, u 2 C0([0;1);H3)かつ @xu 2 L2(0;1;H3)を満たす唯一の時間大域解 u(x; t)を持つ. さらに
u0 2 L11(R) \H3(R)とし, ku0kL11 + ku0kH3 が十分小さいとすると, 以下の評価が成り立つ :
ku(; t)  (; t)  V (; t)kL1  C(1 + t) 1; t  1: (2.9)
ここで, (x; t)は (2:2)で定義された非線形散逸波であり, V (x; t)は次で定められた関数である :
















(1 + t) 1 log(1 + t); t  0; x 2 R: (2.10)
この評価 (2.9)と V (x; t)の定義及び三角不等式より,  6= 0かつ (b2k)=8 + c=3 6= 0であれば, 十分大きい t > 0に
対して, (2.6)と同様の次の評価が成り立つ:
~C(1 + t) 1 log(1 + t)  ku(; t)  (; t)kL1  C(1 + t) 1 log(1 + t): (2.11)
なお, (b2k)=8 + c=3 = 0の時には V (x; t)が恒等的にゼロとなるので, (2.9)より
ku(; t)  (; t)kL1  C(1 + t) 1; t  1
が成り立ち, 非線形散逸波への漸近レートとして, log項を取り除いた t 1 が得られることに注意する.
3 研究の主結果
上記で紹介した [1], [3], [5]等の先行結果では, 全体を通して, 初期値が u0 2 L11(R)と仮定しており, 仮定 (1.2)に
おいて  > 2という部分に対応する研究が行なわれていた. そこで本研究では, 初期値がより緩やかに多項式減衰す
る 1 <   2の場合の解の漸近挙動に関する考察を行い, 対応する解の第 2漸近形を具体的に構成することによって,
非線形散逸波への漸近について, 以下の結果を得ることができた:
定理 2 (F., In Preparation). 初期値 u0(x) に対して (1:2) を仮定し, 1 <   2 とする. また, u0 2 H3(R) とし,
ku0kL1 + ku0kH3 は十分小さいと仮定する. 更に 	0(x)  (x) 1
R x
 1(u0(y)   (y))dy とおき, limjxj!1(1 +
jxj) 1	0(x) = C( 6= 0)であるとする. この時, 初期値問題 (1:1)の解に対して次が成り立つ :
lim
t!1(1 + t)





ku(; t)  (; t) 	(; t)  V (; t)kL1 = 0;  = 2: (3.2)
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ここで, 	(x; t)は次で定義された関数である :
	(x; t)  C
Z
R
@x(G(x  y; t)(x; t))(1 + jyj) ( 1)dy;











この結果により, 初期値問題 (1.1)の解の漸近挙動について, 初期値の減衰度合いが弱い 1 <  < 2の場合には, 定
理 1の場合とは異なった解の第 2漸近形 	(x; t)と, その漸近レートが与えられることがわかった. また,  = 2の場
合には, 定理 1における (2.10)の V (x; t)と 	(x; t)を組み合わせた 	(x; t) + V (x; t)が第 2漸近形となる. これら
の第 2漸近形については, (3.3)の表示を用いて直接評価することで, 1 <  < 2かつ C 6= 0ならば
~C(1 + t) =2  k	(; t)kL1  C(1 + t) =2 (3.4)
が成り立ち, この評価 (3.4)と (3.1)と三角不等式を組み合わせれば, 十分大きな t > 0に対して
~C(1 + t) =2  ku(; t)  (; t)kL1  C(1 + t) =2 (3.5)
が得られる. 一方  = 2に対しては, (2.10)と (3.3)を用いて評価すると, C2 6= d((b2k)=8 + c=3)の場合に, 十分大き
な t > 0に対して
~C(1 + t) 1 log(1 + t)  k	(; t) + V (; t)kL1  C(1 + t) 1 log(1 + t) (3.6)
を示すことができ, (3.2)と三角不等式を用いれば十分大きな t > 0では,
~C(1 + t) 1 log(1 + t)  ku(; t)  (; t)kL1  C(1 + t) 1 log(1 + t) (3.7)
が得られる (これらの評価 (3.4)と (3.6)の具体的な導出方法については講演の中で紹介する).  > 2の場合における
評価 (2.11),  = 2の時の (3.7), 及び 1 <  < 2での (3.5)をまとめると, 初期値問題 (1.1)の解 u(x; t)の非線形散
逸波への漸近レートは, 初期値の減衰度合いの違いにより,   2と 1 <  < 2で大きく変化することが確認できる.
特に 1 <  < 2の場合には, 初期値の減衰率 が漸近レートに色濃く反映されていることがわかる.
4 主定理の証明の方針
最後に, 定理 2 の証明の方針とその考え方について紹介する. まず,  (x; t)  u(x; t)   (x; t) とおく. すると,
u(x; t)と (x; t)の満たす方程式から, 摂動  (x; t)が次の方程式を満たすことがわかる:















 0(x) = u0(x)  (x; 0):
(4.1)
この摂動方程式 (4.1)を解析するために, 次の予備問題を考える:
zt + (bz)x   zxx = @x(x; t); t > 0; x 2 R;
z(x; 0) = z0(x); x 2 R: (4.2)
ここで, (x; t)は十分なめらかなで, 空間遠方で減衰する既知の関数とする. この方程式については, Burgers型の方
程式に特有の Hopf-Cole変換に類似した変換を用いることで, 方程式を熱方程式に書き換えることができ, 解の具体
的な表示を得られることが知られている. 実際,
U [h](x; t; s) 
Z
R






と定めれば, 次が成り立つ (証明は [1], [5]を参照):
補題 1. 初期値問題 (4:2)の解 z(x; t)は次で与えられる.
z(x; t) = U [z0](x; t; 0) +
Z t
0
U [@x(s)](x; t; s)ds; t > 0; x 2 R: (4.4)
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摂動方程式 (4.1)に対して補題 1を用いれば,  = u  は次のように表せる.











3(s)](x; t; s)ds  k
Z t
0
U [@3xu(s)](x; t; s)ds
 I1 + I2 + I3 + I4:
ここで, I1 から I4 に対して, 解 u(x; t)の時間減衰評価 ([1]の Lemma 2.3):
k@lxu(; t)kL1 Ct l=2(1 + t 1=4); t > 0; l = 0; 1; 2; 3;
k@lxu(; t)kL2 C(1 + t) 1=4 l=2; t  0; l = 0; 1; 2; 3;
及び非線形散逸波 (x; t)と熱核 G(x; t)の時間減衰評価:
k@lx(; t)kLp  C(1 + t) (1=2)(1 1=p) l=2; t  0; l 2 Z+;
k@lxG(; t)kLp  Ct (1=2)(1 1=p) l=2; t > 0; l 2 Z+
(証明は [5], [8]等を参照)を適用すると, の減衰度合いが弱い 1 <  < 2の時には摂動項の I2, I3, I4 の方が初期値
部分の I1 よりも時間減衰が早いことがわかり,  = 2の時には両者の減衰オーダーが一致していることが示せる (詳
しい評価については, 講演の中で紹介する). このことから, 初期値の減衰の弱い場合には, u の主要部は I1 によっ
て決定されることが予想され, 解の第 2漸近形は初期値部分である I1 から導かれると考えられる. 実際, この I1 につ
いては (4.3)により具体的な表示が与えられているので, 緩やかに減衰する初期値を持つ半線形熱方程式の解析に用い
られた Narazaki & Nishihara [9]の手法を応用することで, 次の漸近公式を示すことができる:
補題 2. U [ 0](x; t; 0)と (3:3)で定義された 	(x; t)について, 次の公式が成り立つ:
lim
t!1(1 + t)





kU [ 0](; t; 0) 	(; t)kL1 = 0;  = 2: (4.6)
これらの漸近公式と I2, I3, I4 の時間減衰評価を組み合わせることで, (3.1)と (3.2)が導かれる.
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ରͯ͠ T ∗ ͸ͦͷڞ໾࡞༻ૉɼT ͸ͦͷดแΛද͢ͱ͢Δɻ·ͨࣗݾڞ໾࡞༻ૉ T ʹ
ରͯ͠ɼͦͷݻ༗ϕΫτϧΛ T ͷଋറঢ়ଶͱ͍͏ɻಛʹT ͕Լʹ༗քͳ৔߹Ͱɼ͔ͭ
࠷௿ΤωϧΪʔ E0 := inf σ(T ) ͕ݻ༗஋Ͱ͋Δͱ͖ɼݻ༗஋ E0 ʹର͢Δݻ༗ϕΫτ
ϧΛجఈঢ়ଶͱ͍͏ɻ͜͜Ͱ σ(T ) ͸ T ͷεϖΫτϧશମΛද͢ɻ
࣍ʹந৅తφ2-ϞσϧΛఆ͍ٛͯ͘͠ɻຊݚڀ͸ɼର૬ޓ࡞༻ϞσϧΛந৅తͳώϧ
ϕϧτ্ۭؒʹҰൠԽͨ͠ϋϛϧτχΞϯͷεϖΫτϧղੳΛͨ͠΋ͷͰ͋Δɻର૬












φ(t, x)V (x, x′)φ(t, x′)dxdx′
Ͱද͞ΕΔ΋ͷͷ͏ͪɼಛʹ V (x, x′) = −λρ(x)ρ(x′) ʹର͢Δ΋ͷͰ͋Δɻ͜͜Ͱ
λ ∈ R ͸݁߹ఆ਺Ͱ͋Γɼρ ͸ద੾ͳؔ਺Ͱ͋Δɻ͜ͷϞσϧ͸ઌߦݚڀ [1],[2]ͳͲʹ
ຊݚڀ͸ધ઒େथࢯ (๺ւಓେֶେֶӃཧֶӃ)ͱͷڞಉݚڀͰ͋Δɻ
Ωʔϫʔυɿ৔ͷྔࢠ࿦, Bogoliubov ม׵




ιϯϑΥοΫۭؒFb(H ) := ⊕∞n=0⊗nsymmH Ͱ͸ͨΒ͘ҎԼͷઢܗ࡞༻ૉH(λ),λ ∈ R
ʹҰൠԽ͢Δɿ





͜͜Ͱ dΓb(T )͸H ্ͷඇෛࣗݾڞ໾࡞༻ૉ T ʹΑΔୈೋྔࢠԽ࡞༻ૉͰ, Φs(g) (g ∈
H ) ͸ Segal৔Λදͦ͠ΕͧΕҎԼͷΑ͏ʹఆٛ͞ΕΔ࡞༻ૉͰ͋Δ:




I ⊗ · · ·⊗ I ⊗
j−th︷︸︸︷




(A(f) + A(f)∗), A(f) := (A(f)∗)∗, f ∈H ,
(A(f)∗ψ)(n+1) :=
√
n+ 1Sn+1(f ⊗ ψ(n)), n ≥ 0, (A(f)∗ψ)(0) := 0, ψ ∈ ⊕ˆ∞n=0⊗ˆnsymm(H ).
͜͜ͰA(f), A(f)∗͸ͦΕͧΕফ໓࡞༻ૉɼੜ੒࡞༻ૉͱݺ͹ΕΔ࡞༻ૉͰ͋ΓɼI ͸H
্ͷ߃౳࡞༻ૉͰ͋ΔɻT ͕ඇෛࣗݾڞ໾࡞༻ૉͰ͋Δ͜ͱʹΑΓɼdΓb(T ) ΋ඇෛࣗ
ݾڞ໾࡞༻ૉͰ͋Γɼ0 Λݻ༗஋ͱͯ࣋ͭ͠ɻྫͱͯ͠ m Λඇෛఆ਺ɼH = L2(Rd)ɼ
ω(k) := (|k|2 + m2)1/2 ͱ͠ɼω ʹΑΔֻ͚ࢉ࡞༻ૉΛ ωˆ ͱද͢ͱ͢Δɻ͢ͳΘͪɼ∫
Rd |ω(k)f(k)|2dk < ∞ ͱͳΔΑ͏ͳ f ∈ L2(Rd) ʹରͯ͠ɼ(ωˆf)(k) := ω(k)f(k), k ∈
Rd ͱ͓͘ɻ͜ͷͱ͖ɼσ(ωˆ) = [m,∞) Ͱ͋Γಛʹσ(dΓb(ωˆ)) = {0} ∪ [m,∞) ͱͳΔɻ





Δɼ͢ͳΘͪJ ͸H ্ͷ൓ઢܗ࡞༻ૉͰ͋ΓɼJ2 = I ͱ͢΂ͯͷ f ∈H ʹରͯ͠
∥Jf∥ = ∥f∥ Λຬͨ͢ɻ·ͨH ্ͷ༗քઢܗ࡞༻ૉU, V ͸࣍Λຬͨ͢΋ͷͱ͢Δɿ
U∗U − V ∗V = I, JU∗JV − JV ∗JU = 0,
UU∗ − JV V ∗J = I, UV ∗ − JV U∗J = 0.
͜ͷͱ͖ɼFb(H ) ্Ͱ͸ͨΒ͘࡞༻ૉB(f), f ∈H Λ
B(f) := A(Uf) + A(JV f)∗,
ͱ͓͘ɻ͜ͷͱ͖ɼରԠ (A(·), A(·)∗)→ (B(·), B(·)∗) ΛBogoliubovม׵ͱ͍͏ɻBo-
goliubovม׵ʹ͍ͭͯɼҰൠʹ࣍ͷఆཧ͕஌ΒΕ͍ͯΔɻ
Theorem 3.1. શͯͷ f ∈H ʹରͯ͠
UB(f)U−1 = A(f),
Λຬͨ͢ Fb(H ) ্ͷϢχλϦ࡞༻ૉU ͕ଘࡏ͢ΔͨΊͷඞཁे෼৚݅͸ɼV ͕ώϧ
ϕϧτγϡϛου࡞༻ૉͰ͋Δ͜ͱͰ͋Δ [3]ɻ
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T ΛԼʹ༗քͳࣗݾڞ໾࡞༻ૉͱ͠ɼE(·) ΛT ʹಉ൐͢ΔεϖΫτϧଌ౓ͱ͢Δɻ
֤f, g ∈H ʹରͯ͠ɼ1࣍ݩBorelू߹ମ্ͷෳૉଌ౓ ⟨g, E(·)f⟩ ͕Lebesgue ଌ౓ʹ
ؔͯ͠ઈର࿈ଓͰ͋Δͱ͖ɼͦͷRadon-Nikodym ಋؔ਺Λ ψg,f ͱද͢ͱ͢Δɻಛʹ
ψg := ψg,g ͱ͢Δɻ·ͨɼઢܗ࡞༻ૉ A ʹରͯ͠ɼA ͷఆٛҬΛD(A) ͱॻ͘ɻ
Assumption 3.2. 1. T ͸७ਮʹઈର࿈ଓͳඇෛࣗݾڞ໾࡞༻ૉͰ͋Δɻ
2. H ্ͷ͋Δڞ໾ࢠJ ͕ଘࡏͯ͠ JTJ = TɼJg = g ͕੒Γཱͭɻ
3. Tˆ := T − E0 ʹରͯ͠ g ∈ D(Tˆ−1/2) ∩D(T ) Λຬͨ͢ɻ
4. supx∈σ(T ) x
±1ψg(x) < ∞. ψg ͸࿈ଓͰ ψg ∈ C1(σ(T )\{E0})ɼ·ͨશͯͷ x ∈








6. શͯͷ0 < ε < ε0 ͱs ≥ 0 ʹରͯ͠c ≤ |D(s± iε)| ≤ d ͕੒ΓཱͭΑ͏ͳ ε0 > 0
ͱఆ਺ 0 < c ≤ d ͕ଘࡏ͢Δɻͨͩ͠D : C\(0,∞)→ C ͸࣍Ͱఆٛ͞ΕΔෳૉ
ؔ਺Ͱ͋Δɿ




µ2 − E20 − z
d∥E(µ)g∥2, z ∈ C\(0,∞).
Assumption 3.2 Λຬͨ͢T ͱ g ʹରͯ̎ͭ͠ͷఆ਺λc,0 ≤ λc < 0 Λ࣍Ͱఆٛ͢Δɿ









Theorem 3.3. T ͱ g ͸ Assumption 3.2 (1)-(6) Λຬͨ͢ͱ͢Δɻ͜ͷͱ͖ɼҎԼ͕
੒Γཱͭ:
1. λ > λc ͱ͢Δɻ͜ͷͱ͖Fb(H ) ্ͷϢχλϦ࡞༻ૉ U ͱ࣮ఆ਺ Eg ͕ଘࡏ͠
࣍Λຬͨ͢:
UH(λ)U−1 = dΓb(T ) + Eg.
ಛʹɼU−1Ω0͸H(λ)ͷجఈঢ়ଶͰ͋Δɻ
2. λc,0 < λ < λc ͱ͢Δɻ͜ͷͱ͖Fb(H ) ্ͷϢχλϦ࡞༻ૉ VɼH ্ͷඇෛࣗ
ݾڞ໾࡞༻ૉ ξ ͱਖ਼ఆ਺ Eb ͕ଘࡏͯ࣍͠Λຬͨ͢:
VH(λ)V−1 = dΓb(ξ) + Eg − Eb.
ಛʹɼV−1Ω0͸H(λ)ͷجఈঢ়ଶͰ͋Δɻ͞Βʹɼξ͸ͨͩҰͭͷ཭ࢄݻ༗஋β Λ




[1] A.Arai, A Note on Mathematical Analysis of a Pair-Interaction Model in Quantum Field
Theory, Unpublished.
[2] E.M.Henley and W.Thirring, Elementary Quantum Field Theory, McGraw-Hill Book
Company, New York, 1962.
[3] S. N. M. Ruijsenaars, On Bogoliubov transformations. II. The general case. Ann. Phys.
116(1978), 105-134.
278











している. 本講演では, その対応が凸結合をいつ保存するか, という問題を有
限次元性と可換性の条件の下解決したのでそれを紹介する.
まず自己双対CAR環と, その上の準自由状態は次で定義される.
Denition 1. Hを複素Hilbert空間,   : H ! Hを反ユニタリ対合 (すなわ
ち,  2 = 1; ( ; ) = (; )を満たす)とする. 自己双対CAR環A(H; )と
は, fb() j  2 Hgで生成され, 次を関係式とするような普遍C-環のことで
ある.
b( + ) = b() + b() (;  2 C; ;  2 H);
b( ) = b() ( 2 H);
[b("0); b("i)]+ := b()b()
 + b()b() = (; )1 (;  2 H):
A(H; )上の正値汎関数が(1) = 1を満たすとき, を状態と呼び, 等式









(b((i))b((i+n))) (k = 2n);
0 (k = 2n+ 1);
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を満たすとき, は準自由であると呼ぶ. ただし,
T2n := f 2 S2n j (1) <   (n); (i) < (i+ n) (i = 1;    ; n)g
である.
A(H; )上の準自由状態 に対して,
(S; ) = (b()
b()) (1)
を満たすようなH上の作用素 Sが存在する. Sは
0  S  1; (2)
 S  = 1  S: (3)
を満たしている. 逆に, H上の作用素Sが (2); (3)を満たしているとき, (1)を
満たす準自由状態 Sがただ一つ存在することが知られている. このようなS
を共分散作用素と呼ぶ.
[3]において, 2つの共分散作用素 S; S 0がアファイン性
S + (1  )S0 = S+(1 )S0 (0    1)
を持つための必要条件は (S; ) = (S 0; ) (;  2 H)を満たすことである
ことを示した.

















S"i = i"i; S "i = (1  i) "i (i = 1;    ; n):
となるようにHの基底 "1;    ; "n; "1;    ; "nをとり対角化しておく. この
とき, 次が成り立つ.
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Theorem 2. ([3]) S; S 0を 2n次元Hilbert空間H上の可換な共分散作用素と
し, 基底 "1;    ; "n; "1;    ; "nにより
S"i = i"i; S "i = (1  i) "i;
S 0"i = 0i"i; S
0 "i = (1  0i) "i
で i; 0iが定まっているとする. このとき (S; S 0)がアファイン性を持つため
の必要十分条件は高々1つの i0 = 1;    ; nを除いて i = 0iが成り立つこと
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We consider the inverse scattering problem of time-harmonic acoustic plane waves by
multiple impenetrable obstacles. For the purpose, we derive the factorization method, which
is a sampling method for solving certain kinds of inverse problems where the shape and
location of a domain have to be reconstructed. It has rst been introduced by Kirsch [2]
for inverse acoustic scattering problems. For details of the factorization method, we refer
to [3]. Recently, it has been applied to reconstruction of a scatterer with dierent physical
properties, see e.g., [5], [6].
Let k > 0 be the wave number and for  2 S2 we set
ui(x) := eikx; x 2 R3; (1)
where i in the left hand side stands for incident plane wave. Let 
  R3 be a bounded open
set with C2 boundary and let its exterior R3 n 
 be connected. We assume that 
 consists
of two bounded open sets, i.e., 
 = 
1 [ 
2 such that 
1 \ 
2 = ;. Note that each 
j
may consist of nitely many connected components whose closures are mutually disjoint.
Consider the following exterior mixed boundary value problem:
( + k2)us = 0 in R3 n 
 (2)




















where r = jxj, and (5) is the Sommerfeld radiation condition. Here and throughout this
paper, 
2(x) denotes the unit normal vector at x 2 @
2. We refer to Theorem 7.15 in [7]










; jxj ! 1; x^ := xjxj : (6)
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The function u1 is called the far eld pattern of us. With the far eld pattern u1, we dene









u1(x^; )g()ds(); x^ 2 S2: (7)
The inverse scattering problem we consider is to reconstruct the unknown obstacle 
 from





Recently, we have obtained the following result by modifying the original factorization
method:
Theorem 1 ([1]). Let a bounded domain B = B1 [ B2 be known a priori. Assume that
B1  
1, 
2  B2, 













2 + F ImpB;i0)i+ Im(FMix
1;
2 + F ImpB;i0) (9)







s =   @u
i
@B
  i0ui on @B










Theorem 1 empolys the following two ideas: The rst, coming from [6], is to make use of
an a priori known outer estimation B2 for a part of unkonw obstacles; the second, coming
from [4], inner estimation B1.
Compare our work with previous works. In Theorem 2.5 of [6], reconstruction of unkonwn
obstacles, like Theorem 1, has been shown by imposing an eigenvalue of   in the unknown
obstacle 
 (but we do not need an inner estimation B1). On the other hand, our work does
not require eigenvales instead of using an inner estimation B1. Therefore, by our work we
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2 次元 Sierpinski gasket (以下, 2 次元 S.G. と表す) は, 理想的な自己相似性を持つフラクタル
図形の典型例である. S.G.上には標準的な Dirichlet形式と呼ばれる 2次形式 (E ;F)が定まり, F
の元 f に対して, そのエネルギー測度 f が定まる (定義 2.9). さらに, 文献 [4] において導入さ
れた, 任意のエネルギー測度を絶対連続とする測度 (しばしば Kusuoka measureと呼ばれる [5,
Section 5.3]) を用いて, 2 次元 S.G. 上のエネルギー密度関数 (Radon{Nikodym 導関数) df=d
を考えることができる.
これは Rd 上の標準 Dirichlet形式 E(f; g) = RRd(1=2)  (rf(x);rg(x)) dxに対して, f のエネ
ルギー測度が f (dx) = (1=2)  jrf j2 dxと定まり, f は d次元 Lebesgue測度に関し絶対連続で
あることから, df=dxが考えられることの類似である.
これらの関係を表にしたものは以下の通りである.





(rf;rg)Rd dx E(f; g)




空間の測度m d次元 Lebesgue測度 Kusuoka measure 
表 1 Rd と 2次元 S.G.の比較
ここで, 2次元 S.G.上において, F に属する任意の関数 f に対応するエネルギー測度 f は正規
化された Hausdor測度 に対し特異であることが知られていることに注意する [4].
Rd 上ではエネルギー密度関数は df=dx = (1=2)  jrf j2 と表せることより, f が C1-級関数な
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らばエネルギー密度関数は連続な修正がとれる. 一方 2次元 S.G.上のエネルギー密度関数につい
て, Bell, Ho, and Strichartzは次のような結果を得た [1].
定理 1.1. 2次元 S.G.上の定数関数でない調和関数 hに対して, dh=d の任意の -修正は S.G.
上の全ての点で不連続である.
このような不連続性はフラクタル図形特有の性質であると考えられ, より一般のフラクタル図形
に対しても同様の主張の成立が予想される. 本稿では, 2 次元 S.G. を高次元に自然に拡張した N
次元 Sierpinski gasketにおいて議論を行い, 類似の結果を紹介する (定理 2.13). またこの研究は
京都大学 理学研究科 日野正訓教授の指導のもと進められたものである.
2 設定と主定理
本稿の設定は [3, 5]に基づく. 以下では N を 2以上の自然数とする.
2.1 N 次元 Sierpinski gasket上のエネルギー
始めに, N 次元 Sierpinski gasketの定義を与える.
定義 2.1. RN 内における N 単体を 1 つとり, その頂点を p0; p1; : : : ; pN とする. V0 :=






を満たす唯一の空でないコンパクト集合K を N 次元 Sierpinski gasketという.
この集合を SGと書き, 以後 N 次元 Sierpinski gasketを省略して N 次元 S.G.と記すことにす
る. 以後, 次元 N は固定して考えるため, 記号 SGには N を明示しない.
定義 2.2. W0 := f;g, Wm := f0; 1; : : : ; Ngm (m 2 N1), W :=
S1
n=0Wm と定義し, W の元
を有限の長さを持つ word と呼ぶ. Wm の元を w1w2   wm と表す. また, w 2 Wm と w0 2 Wn
に対し, その積 ww0 を w1w2   wmw01w02   w0n 2Wm+n と定義する.










また, Vm (m 2 N0)上の辺集合 Em を以下で定義する.
(x; y) 2 Em def() 9w 2Wm 9i; j 2W1 s:t: i 6= j; x = Fw(pi); y = Fw(pj):
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SGの構成法により, 集合列 fVmg1m=0 は単調増大で, V の RN における閉包は N 次元 S.G.と
一致することが知られている. これにより, SGは (Vm; Em)という頂点集合に関して単調増大する
有限連結グラフのの列により近似されると考えることができる. N = 2の場合の図を以下に示す.
図 1 近似グラフ (V0,E0) 図 2 2次元 S.G.
図 3 近似グラフ (V1,E1) 図 4 近似グラフ (V2,E2)
次に, SG上の 2次形式を導入する. 集合 V に対し, V 上の実数値関数全体からなるベクトル空
間を l(V )で表す.














ただし, x 2 Vm に対し,
X
(x;y)2Em
は (x; y) 2 Em なる y 2 Vm に関する和を表す.




(rf;rg)Rd dxの類似であることに注意する. この 2次
形式 E(m) について次の命題が成立する.
命題 2.4 ([3, Lemma 2.2]). m 2 N0 と f 2 l(Vm) について, inffE(m+1)(g; g) j g 2
l(Vm+1); gjVm = fg を達成する g 2 l(Vm+1)がただ一つ存在し, それを ~f で表すと,




定理 2.5 ([3, Theorem 3.2.4]). 任意の f 2 l(V)に対し, 数列 fE(m)(f jVm ; f jVm)g1m=0 は単調非
減少である. さらに, limm!1 E(m)(f jVm ; f jVm) < 1 を仮定すると, f は V 上一様連続である.
特に, 任意の f0 2 V0 に対して, f は V 上一様連続である.
一般に, RN の部分集合 A 上の一様連続関数は A の RN における閉包上の連続関数に
一意的に拡張されることに注意すれば, limm!1 E(m)(f jVm ; f jVm) < 1 なる f 2 l(V) は
limm!1 E(m)(f jVm ; f jVm) <1なる f 2 C(SG)と 1対 1対応する. さらに次の命題が成立する.
命題 2.6 ([3, Theorem 2.2.6]). F := ff 2 C(SG) j E(f; f) := limm!1 E(m)(f jVm ; f jVm) <1g
とすると F は R-代数である. さらに, f; g 2 F に対して,
E(f; g) := 1
2
fE(f + g; f + g)  E(f; f)  E(g; g)g
と定めるとき, (E ;F) は非負定値の 2次形式となる.
定義 2.7. この SG上の 2次形式 (E ;F)を SG上のエネルギーと呼ぶ.
2.2 調和関数とエネルギー測度とKusuoka measure
次に SG 上の調和関数の定義を与える. 命題 2.4 により, 任意の h0 2 l(V0) から
limm!1 E(m)(hjVm ; hjVm) = E(0)(h0; h0) なる h 2 l(V) を一意的に構成できることより, こ
の対応を (h0) := h で表す.
定義 2.8. h0 2 l(V0)に対して, (h0)を SG上に連続的に一意に拡張した SG上の関数を SG上の
調和関数と呼ぶ. 調和関数全体の集合をHで表す.
先ほど定めた  : l(V0)! l(V)は全単射かつ線型であることが知られている. 加えて定義 2.8の
連続拡張も全単射かつ線型であることから, Hと l(V0)はベクトル空間として同一視できる. よっ
て H 3 h 7! (h(p0); : : : ; h(pN )) 2 RN+1 という対応により, Hと RN+1 はベクトル空間として同
一視できるため, Hは F の (N + 1)-次元部分ベクトル空間であることが示される.
次にエネルギー測度の定義を与える. 次の命題より, F の各元に対して SG上の測度が定まる.
命題 2.9 ([5, Section 5.3]). f 2 F に対し, 以下を満たす SG上の測度 f がただ一つ存在する.Z
SG
' df = E('f; f)  1
2
E('; f2) (8' 2 F):
定義 2.10. f を関数 f に対応するエネルギー測度と呼ぶ.
命題 2.9を Rd の場合の標準的な Dirichlet形式にに適応させると, 右辺は
E('f; f)  1
2



































定義 2.11. i 2 W1 に対して, h0i 2 l(V0) を h0i (pj) := ij (j 2 W1) と定める. ただし, ij は
Kroneckerのデルタを表す. それらを SG上の調和関数に拡張したものを hi 2 H (i 2 W1)で表
す. さらに,  :=Pi2W1 hi と定め, これを Kusuoka measureと呼ぶ.
定理 2.12 ([4], [5, Theorem 5.3.1]). 任意の h 2 Hに対して, h は  に対し絶対連続である.
これにより, エネルギー密度関数 dh=d 2 L1(SG; )が定義される.
2.3 主結果
次が本稿の主結果である. この主結果は [2]で発表されたものである.
定理 2.13 ([2, Theorem 2.16]). h 2 H は定数関数でないと仮定する. このとき, (SG n A) = 0
なる A  SGが存在して, dh=d の任意の -修正は Aの各点で不連続となる.
参考文献
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の形をしている弾性体における振動を考える．u = (u1; u2; u3) :

! R3を振動に対応する変位ベクトル場とする．1; 2 > 0を弾性体の材質に依存す
る実定数とする．1は物体の伸縮反発を表し，2は物体が捩られるときの反発に対応
する量である．次にテンソル e(u)と(u)を以下のように定義する．













(u) = 1 tr(e(u)) Id3+22e(u):
ここで， trは行列のトレースであり，Id3は３次の単位行列である．e(u)は線型歪みテ
ンソル (linearized strain tensor)と呼び，(u)は一様等方的な弾性体のHookeの法則に
よる応力テンソル (stress tensor)である．そして，ラメ作用素は次のように定義する．













これから， = 1とし，振動は時間周期的振動であることを仮定する．周期を 2p

と
おき，u(x; t) = eiptv(x)とする．すると，(1)は固有値問題













本発表で扱う場合の準備を始める．先ず，小さいパラメータ " > 0に依存する領域

"を定式化する．そのために，集合S， s(+)1 ， s( )1 ， s2を
S = f(z1; z2; z3) 2 R3 j z21 + z22 < 1; 0 < z3 < lg;
s
(+)
1 = f(z1; z2; l) 2 R3 j z21 + z22  1g;
s
( )
1 = f(z1; z2; 0) 2 R3 j z21 + z22  1g;
s2 = f(z1; z2; z3) 2 R3 j z21 + z22 = 1; 0 < z3 < lg:
ここで，l > 0は円柱の高さである．これから，F : R3 ! R3を充分滑らかな微分同相
写像とし，次の性質を満たすように取る．
 F (z) = (F1(z); F2(z); z3) (z = (z1; z2; z3) 2 S).
 Fi(0; 0; z3) = 0 (i = 1; 2; 0  z3  l).
 任意の z 2 Sに対しFのJacobian行列式は正である．


















" ! R3を変位ベクトル場とし，"! 0のとき，次の固有値問題の固
有値や固有関数の漸近挙動を考える．8><>:
L[u] + u = 0 in 
";
u = 0 on  
(+)
1;" [  ( )1;" ;





主結果を述べるために，必要な準備をする．先ず，B = f(z1; z2) 2 R2 j z21 + z22 < 1g，







その行列式を J(z) = det(J(z)) とする．このとき，以下のように関数 H，Ki，Aij
(1  i; j  j)を定義する．
H = H(z3) =
Z
B













注意 2.1. 行列 (Aij)1i;j;2は（任意の0  z3  l)に対し）正定値実対称行列となる．
更に，固有値問題 (3)はゼロ以上の実数列からなる固有値







定理 3.1 (Both ends with Dirichlet B.C.). k 2 Nに対し固有値問題 (3)の第k固有値を
k(") とすると，以下が成り立つ．
a) k(") = O("





























































う一つの先端でNeumann境界条件 (u = 0 on  ( )1;"，(u)  = 0 on  (+)1;" [ 2;")を考える
とき，類似な結果が得られる．具体的に，定理3.1-a)と同様に固有値はまたO(") = "2
























A11 = A22 =

4
; K1 = K2 = 0;
A12 = A21 = 0; H = 
となる．従って，3 = 0を得る (これはK1 = K2 = 0と仮定するときにも得る）．以上
を用い，定理 3.1-b)の常微分方程式の固有値問題が対角化され，単独の常微分方程式
に帰着される．fmg+1m=1を関数




















+ (2 sin m + e




+ (cos m   sin m   e m) e
m
l










ek;" = ek in L2(F (S);R3)
が成り立つ．ここで
ek(y1; y2; y3) = ( b k+12 (y1; y2; y3) if k 奇数b k
2
(y1; y2; y3) if k 偶数
であり，bmは














 固有値問題 (3)の弱形式に吟味したテスト関数を代入し，" ! 0とすれば，極限
方程式が分かる．lim"!0 k(")"2 = ek と書くと，ek  kを得る．
 またRayleigh商やMax-Min法を使い評価 ek  kを示すことができる．従ってek = kとなり証明が終わる．
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説する. 非退化型 Schro¨dinger方程式とは、Lorentz計量 (より一般に非退化
計量)に付随したダランベルシアンに関する Schro¨dinger方程式である. トー
ラス上では、Y. Wang により, Riemann 型とは異なった Strichartz 評価が
得られることも知られている.
1 導入
本講演では, 非退化 Schro¨dinger方程式に対する Strichartz評価についての講演
者の結果について紹介する. ここで, 非退化 Schro¨dinger方程式とは以下のような
方程式である.
自然数 n ≥ 2を次元として, gを Rn上の指数 kの擬 Riemann計量とする. つ
まり、g は Rn 上の可逆行列値関数 g(x) = (gij(x)) ∈ C∞(Rn, GL(n,R))で与え
られ, 負の固有値の数が k個であるとする. このとき, gに付随する Laplace作用









そこで非退化 Schro¨dinger方程式とは, Laplace作用素 P を Hamiltonianとする
Schro¨dinger方程式: {
i∂tu+ Pu = 0,
u|t=0 = u0 ∈ L2(Rn),(1.1)
で与えられる方程式である. この方程式は, Davey-Stewartson 方程式系という
水面波を記述するモデルの一方程式でもある. しかし本研究では, この方程式を
Schro¨dinger方程式の枠組みの中で考察する.
∗本研究は JSPS 科研費 17J04478 の助成を受けたものです．Graduate School of Mathematical
Sciences, University of Tokyo, Tokyo, Japan, Email: taira@ms.u-tokyo.ac.jp.
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す Lp − Lq 型の不等式である. コンパクト多様体上など, Hamilton流が捕捉さ
れる場合には Euclid空間の場合と比べて, 一般に平滑化の lossが生じることが
知られている. 一方で, Burq-Guillarmou-Hassell[3]により, 捕捉軌道が存在する
が, Strichartz評価の平滑化の lossが起こらない Riemann多様体の存在が示され
た. さらに, k = 0と k ̸= 0の場合を比較しても Schro¨dinger方程式の解の平滑
化作用は異なることが知られている. Wang[5]は二次元平坦 Lorentzianトーラス
上での Strichartz評価は Bourgain[2]による二次元平坦 Riemannianトーラスの
場合とは, 平滑化の lossの仕方が異なることを示した. これは Laplace作用素 P
の固有値の分布が異なることに起因するものであり, 同じような Hamilton流で
あっても k = 0と k ̸= 0とでは異なる平滑化の lossが生じることがわかる. 本
研究では, Rn 上で Hamilton流が非捕捉軌道を持たない場合には, Strichartz評





Assumption A. 計量 gは定数係数計量の長距離型の摂動である. つまり,
δkij =
 1, 1 ≤ i = j ≤ n− k,−1, n− k + 1 ≤ i = j ≤ n,
0, i ̸= j,
とおいて, ある µ > 0に対して任意の α ∈ Zn≥0に対してある Cα > 0が存在して,




Assumption B. Hamilton流が非捕捉的 (non-trapping)である. つまり, 0でな
い運動量を持つ Hamliton流の積分曲線 (z(t), ζ(t)) ∈ T ∗Rn \ 0に対して,
|z(t)| → ∞, as t→ ±∞,
が成り立つ.




ξ q(x, ξ)| ≤ Cαβ(1 + |ξ|2)
1
2 (2−µ),
q(x, ξ) ≥ C(1 + |ξ|)2,
{p, q} = 0,
が成り立つ. ここで, {, }は T ∗Rn 上の標準的な Poisson括弧積である.
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また, admissible pairを定義する.









, q ≥ 2, (p, q, n) ̸= (2,∞, 2),
を満たすことをいう.
そこで, 講演者の主結果は以下の通りである.
Theorem 2.1 ([4]). (1) Assumption A と C を仮定する. このとき, P は
C∞c (Rn)上本質的自己共役である. 特に方程式 (1.1)は一意解u ∈ C(R, L2(Rn))
を持つ.
(2) Assumption Aと Cを仮定する. あるR > 0が存在して, 任意の admissible
pair (p, q)と任意の T > 0に対してある C > 0が存在して, (1.1)の解 uに
対し,
‖u‖Lp([−T,T ],Lq(|x|≥R)) ≤ C‖u0‖L2(Rn).
(3) Assumption Aと Bと Cを仮定する. 任意の R > 0と任意の admissible
pair (p, q)と任意の T > 0に対してある C > 0が存在して, (1.1)の解 uに
対し,
‖u‖Lp([−T,T ],Lq(|x|≤R)) ≤ C‖u0‖L2(Rn).
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関口 [9]は対称空間 SL(3;R)=SO(3) 上の退化したパラメーターに対する球関数の満たす微分方
程式系とAppellの超幾何級数 F1 の満たす微分方程式系を関係づけることにより，退化したパラ
メーターに対する球関数がAppellの F1 を用いて表されることを示した．
Jack多項式はパラメーター k > 0 をもつ多変数の直交多項式で k = 1 のとき Schur多項式，
k = 1=2 のとき zonal多項式（対称空間 SU(n)=SO(n) 上の帯球関数）になる．
本講演では，退化したパラメーターに対する n 変数の Jack多項式が Lauricellaの FD を用い
て表されることを述べる．これは n = 3; k = 1=2 の場合は関口 [9]の結果から従うが，そこでの
手法を一般の n; k に拡張することにより示される．
2 Jack多項式
この節では，[3], [7], [10]に従って Jack多項式について述べる．
1      n  0 (n  2) を満たす 0 以上の整数の組 (1;    ; n) を分割という．分割を
 = (1;    ; n) とおき，jj =
nX
i=1
i とする．変数を x = (x1;    ; xn) 2 Rn とする．多項式環
R[x1;    ; xn] には，変数の入れ替えにより対称群 Sn が作用する．対称群の作用により不変な元
全体の集合を
R[x]Sn = R[x1;    ; xn]Sn
と表す．R[x]Sn の元を n 変数対称多項式という．
 = (1;    ; n) 2 Zn0 に対し，x = x11   xnn とする．また，分割  に対して，i が 0 で











m(1;1)(x1; x2) = x1x2;
m(2;1;0)(x1; x2; x3) = x
2
1(x2 + x3) + x
2
2(x1 + x3) + x
2
3(x1 + x2)
である．m(x) は jj 次斉次多項式である．
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k > 0 とする．#i = xi @
@xi








xi   xj (#i   #j)
で定義する．;  を分割とし，半順序    を
jj = jjかつ，全ての i  1に対して 1 +   + i  1 +   + i
により定義する．
定理 1 (Macdonald [7], [10])






um(x) (u 2 R; u = 1) ，
(ii) L(k)P
(1=k)
 (x) = h()P
(1=k)
 (x) h() =
nX
i=1
i(i + k(n+ 1  2i)) ．
P
(1=k)















(1 + k)(2 + k)
m(1;1;1)(x)






f(ei1 ;    ; ein)g(ei1 ;    ; ein)
Y
1j<ln
jeij   eil j2kd1    dn
に関して R[x]Sn の直交基底をなす．
3 Lauricellaの超幾何級数 FD
この節では，[2], [4], [6] に従って Lauricellaの FD について述べる．8<:(a)n = a(a+ 1)    (a+ n  1) (n  1);(a)0 = 1 (n = 0)
とおく．n  1 変数の超幾何級数 Lauricellaの FD は




()m1++mn 1(1)m1    (n 1)mn 1
()m1++mn 1m1!   mn 1!
zm11    zmn 1n 1 ( 6= 0; 1; 2;    )
で定義される．上の級数は jz1j < 1;    ; jzn 1j < 1 で収束する．FD は積分表示









をもつ．上の積分はRe() > 0; Re(   ) > 0 のとき収束する．
FD は 1 変数のときGaussの超幾何級数
















定理 2 ([4], [6])





#l +    1
!






u (i = 1;    ; n  1);
zi(#i + i)#ju = zj#i(#j + j)u (1  i < j  n  1)
の (0;    ; 0) の近傍で解析的で u(0;    ; 0) = 1 を満たす一意解である．
ここで，#i = zi @
@zi
(i = 1;    ; n  1) とおいた．
補題 1 ([6])
変換公式
FD(; 1;    ; n 1; ; z1;    ; zn 1)
= (1  zn 1) FD
 





zn 1   1 ;    ;
zn 1   zn 2








n を 2 以上の整数とし，p; q は p  q  0 を満たす整数とする．分割 (p; q;    ; q) に対する n
変数の Jack多項式は n  1 変数の Lauricellaの FD を用いて具体的に表される．
定理 3 (T [12])
パラメーター k > 0 と分割  = (p; q;    ; q) に対して，
(i) P
(1=k)









q   p; k;    ; k; nk; 1  x1
xn













q   p; k;    ; k; q   p  k + 1; x1
xn





q   p は 0 以下の整数なので，右辺の超幾何級数は有限和になる．
n = 2 のとき，定理 3 (i)は
P
(1=k)












































定理 3 (i)は斉次性を用いて，分割  = (p; q    ; q) に対する n 変数の P (1=k) (x) の満たす微分
方程式 L(k)P (1=k) (x) = h()P
(1=k)
 (x) と n   1 変数の FD の満たす微分方程式系を関係づける
ことにより証明される．これは n = 3; k = 1=2 のときに関口 [9]が用いた手法を拡張したもので
ある．
 2 C に対して，






#l      k
!






u (i = 1;    ; n  1);
yi(#i + k)#ju = yj#i(#j + k)u (1  i < j  n  1)
(2)
の (1;    ; 1) の近傍で解析的で u(1;    ; 1) = 1 を満たす一意解であることが変数変換と定理 2に
より示される．
 = p  q のとき，(1) で与えられる u を用いて









;    ; xn 1
xn

とおくと，FD の定義と補題 1から P は対称多項式であることが示される．また，微分方程式系
(2)から
L(k)P = h()P
が導かれる．定理 1から P = cP を満たす定数 c が唯一つ存在する．この両辺をモノミアル対称





u(y1;    ; yn 1) = FD( ; k;    ; k;    k + 1; y1;    ; yn 1)
を解にもつが， 2 Z0 のとき，これは多項式になり，一意性より
FD( ; k;    ; k;    k + 1; y1;    ; yn 1) = (nk)
(k)
FD( ; k;    ; k; nk; 1  y1;    ; 1  yn 1)
が成り立つ．これより (ii)が示される．
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p - Sobolev owの解について
中村 謙太 (Kenta Nakamura)  y

  RN (N = 3)を有界領域，境界 @
は滑らかとし，T > 0を任意に固定した正
数とする．本講演では，p - Sobolev owとよばれる，次の二重非線形放物型初期・
境界値問題について考える:8>>><>>>:
@t(jujq 1u) = div (jrujp 2ru) in 
 (0; T )
u = 0 on @
 (0; T )
u(0) = u0 in 

(1)
ただし，2 5 p < N; q := Np
N p   1とし，u = (ui(x; t)); i = 1; : : : ; k;は (x; t) 2

 [0; T ]に対して定義されたRkに値を持つ未知関数である．特に p = 2; k = 1の
場合 (1)はYamabe ow (山辺流)とよばれる．Yamabe owはいわゆる山辺の問題
(N(= 3)次元 Riemann多様体 (M; g0)上の定スカラー曲率の共形計量の存在)の研
究で導入されたもので，熱流
ut = (s R)u = u  4N 2 (cNg0u R0u) + su; cN :=
4(N   1)
N   2 (2)










である．Hamilton ([1])はある幾何学的な条件の下 (2)の収束について示し，Ye ([2])
は多様体 (M; g0)が正曲率かつ局所共形平坦の下 (2)の時間大域解の存在と定常解の











り立たなくなる．本研究では曲率の条件を外して，Yamabe ow (2) より一般に (1)
の p - Sobolev owの解について以下の結果を得た．
主結果 1
u0 2 W 1;p0 (
) \ L1(
)とする．このとき任意の T > 0に対して，(1)の弱解が存
在する．
九州大学大学院数理学府博士後期課程 2年 k-nakamura@math.kyushu-u.ac.jp
yこの研究は三沢 正史 先生 (熊本大学先端科学部)との共同研究に基づく．
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主結果 1の証明のアイデアは，()で時間微分項 @t (jujq 1u)を後ろ向き差分商
@ ht






1：N 2 N，h := T=N > 0とし，時間を止める．fei(x)g1i=1をL2(
)で正規直交系を
なし，W 1;p0 (

















点定理より保証 ([8]))，l!1の極限に移行し fum(x)gを構成 ([6])．なお，この極限
移行に関しては，Minty's Monotone trickを用いる．実際，E(ru) := jrujp 2ru
と定義するとき，代数不等式
(jjp 2   jjp 2)  (   )  Cj   jp; 8;  2 Rk
を用いると，E(ru)はmonotoneであることが分かる．
2：各時間区間 (m   1)h < t 5 mhで 1で得られた fum(x)gをステップに拡張：
fuh(x; t)g．
























































k = 1, u0 2 W 1;p0 (
)\L1(
) かつ 
上 u0 = 0; u 6 0とする．このとき，任意の
(x; t) 2 








　以下，u = 0を (1)の非負弱優解とする．また，K2をRN 内の原点 0 2 RN を中
心とする一辺 2の立方体とし， > 0をパラメーターとして，シリンダーを
Q((2)p; 2) := K2  ( (2)p; 0)
とおく．ここで (y; s) 2 
T := 
 (0; T )に対し，
(y; s) +Q((2)p; 2) := K2(y) (s  (2)p; s)  
T
となるように十分小さく  > 0をとる．さらに，
+ := ess sup
(y;s)+Q((2)p; 2)
u;   := ess inf
(y;s)+Q((2)p; 2)





 2 (0; 1]; a 2 (0; 1)を任意に固定する．このとき，p;Nとパラメーター f; ; a; !g
に依存する正数   > 0が存在して，(x; t) 2 (y; s) +Q((2)p; 2) : u(x; t) <   + a!	 5  Q((2)p; 2)
ならば，
u(x; t) =   + a! a.e. (x; t) 2 (y; s) +Q(p; )
が成り立つ．ただし，集合Xに対して jXjはXの Lebesgue測度を表す．
主結果 3 (解の正値性の伝播)
ある (y; s) 2 
T と  > 0に対して，u(; s) = L	 \K(y) = K(y)
がある L > 0とある  2 (0; 1)について成り立つならば，p;N;  に依存する
; " 2 (0; 1)が存在して，u(; t) > "L	 \K(y) = 1
2

K(y); 8t 2  s; s+ Lq+1 pp:
さらに，ある正数  = (p;N; ) < 1が存在して，次が成り立つ:
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竹井 優美子 (Yumiko Takei)
概 要
本講演では Weber 方程式をはじめとする (合流型)超幾何微分方程式に対し













 (x; ~) = 0
(~は Planck 定数と呼ばれる小さなパラメータ)は WKB 解と呼ばれる形式解




を持つ．このとき方程式 (1.1)の Voros 係数は, S(+)を方程式 (1.1)の特異点 b0から










(1.4) P (x; y) = p0(x)y
2 + p2(x) = 0
を考える．また, x(z)と y(z)はP (x(z); y(z)) = 0であって, dxと dyが共通零点を持
たないような P1上の有理型函数とする．このとき, 位相的漸化式は次のように定式
化される．
定義 1.1 ([EO, Denition 4.2]). P1 上の有理型多重微分Wg;n(z1; : : : ; zn) (g  0,




(z1   z2)2 ;(1.6)












Wg1;1+jIj(z; zI)Wg2;1+jJ j(z; zJ)

:
ここで, R = fr 2 P1 j dx(r) = 0gは x : C ! P1 を被覆写像とみなした際の分
岐点の集合, zは各分岐点における zの局所共役点 (つまり, 各分岐点のある近傍で
x(z) = x(z) かつ y(z) 6= y(z)を満たす点),




であり, また (1.7)の最後の和は f1; : : : ; ngの空集合も許す任意の分割に関する和で
あり, I = fi1; i2; : : : ; img  f1; : : : ; ng (i1 < i2 <    < im)とすると
Wg;m+1(z; zI) = Wg;m+1(z; zi1 ; : : : ; zim)







定理 2.1 ([BE], cf. [Ta]). (1.1)において
(2.1) Q(x; ~) =
x2
4
  E   (   1
2
)~
とする．ただし  2 Cはパラメータである．このとき,











































であり, z = z(x)は
x = x(z)の逆関数である．
3 主結果
本講演の主結果は, (合流型) 超幾何微分方程式の Voros 係数が自由エネルギー Fg
の母関数を用いて表されるというものである．以下, Weber方程式の場合に説明する
こととし, Q(x; ~) は (2.1)で与えられるものとする．このとき, Fgは方程式 (1.1)に
含まれるパラメータ Eに依存するので, それを Fg(E)とかき, さらに Fg(E)の母関
数を




とする．また, このとき方程式 (1.1)の Voros 係数はパラメータE, , ~に依存する
ので, それを V (E; ; ~)と表す．
定理 3.1 (cf. [Ta]). 次が成り立つ．
(3.1) V (E; ; ~) = fF (E + ~; ~)  F (E + (   1)~; ~)g  @F0
@E





この定理 3.1とWKB解の性質により, F が差分方程式








2 2g (g = 2):
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注意 3.3. Weber方程式の場合の Fg(E)の具体形は, [HZ]により知られている．
定理 3.1と補題 3.2から, V (E; ; ~)の具体形もわかる．
定理 3.4 (cf. [AKT], [T]). V (E; ; ~)について, 次が成り立つ．
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中村 憲史 (Kenji Nakamura)
筑波大学大学院 数理物質科学研究科 数学専攻博士後期課程 2年
1 導入
非圧縮性粘性流体の運動は, 次のNavier-Stokes方程式で記述される：(
ut + (u  r)u+r = Div 2S; r  u = 0 in
 (0;1);
uj@




をもつn次元 (n  2)外部領域とし, u = u(x; t) = (u1(x; t); : : :












非圧縮条件r  u = 0と合わせてDiv 2S = u が従う. (NS)については数多くの研究結果が知
られており, [5]では n  3の場合について, (NS)の線形化問題の解に対する局所エネルギー減
衰定理が示され, Lp-Lq減衰評価が得られた. そして, 小さな初期値に対する時間大域解の一意
存在が示された. また, [1], [3]では (NS)の線形化問題の解に対する局所エネルギー減衰定理と,
Lp-Lq減衰評価が n = 2の場合についても示された.
本稿では, (NS)における変形速度テンソルが次の関係で与えられる場合を考える：






ここで,  > 0であり, 上式の左辺は形式的にはS(t+ )の 1次近似となる. 非圧縮条件ru = 0
と合わせればDiv 2(S + St) = uが従い, 次の双曲型Navier-Stokes方程式を得る：8>><>>:
utt  u+ ut +r + rt =  (u  r)ut   ((ut + u)  r)u in
 (0;1);
r  u = 0 in
 (0;1);
uj@
 = 0; (u; ut)jt=0 = (u0; v0):
(HNS)
(HNS)の小さな初期値に対する可解性については, 全空間の場合は [7], [8]などで示されている.
しかし, 外部領域の場合については, (NS)の場合とは対照的に我々の知る限り研究結果がない.
そこで (HNS)を解析するための第一歩として, 線形化問題の解析をおこなった.
本研究は小林孝行氏 (大阪大学), 久保隆徹氏 (筑波大学)との共同研究に基づく.
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以後, v = ut, U = T (u; v), C10;(
) = fu 2 C10 (
)n jr  u = 0 in








; cW 1;20; (
) = C10;(
)krk; G(
) = f 2 L2loc(
) jr 2 L2(
)ng


















Ut = AU for t > 0; U(0) = U0:





U = T (u; v) ju 2 cW 1;20; (




) = (ru;rw) + (v; z); kUkH (
) =
 kruk2 + kvk2 12 : (1)
ただし, W = T (w; z)とした. また, Br = fx 2 Rn j jxj < rg, r0を 
c  Br0 を満たす定数,

r = 












U = T (u; v) 2H (





定理 1.1. AはH (
)上C0半群 fT (t)gt0を生成する.
定理 1.2. n  2, mを非負整数, r を r > r0 を満たす任意の数とする. このとき, 任意の
F 2Hr(
)に対して次が成り立つ:
k@mt T (t)FkH (















u+ Au = f in
: (2)
ここで,  2 `; = f 2 C n f0g j jj < `; j arg j <    g, 0 < ` < 1, 0 <  < =2であり, A







  1 + j  j2 s2 @kj f 2 L2(
); k  mo
ただし, mは非負整数, sは実数とする. さらに, s > n=2 and s0 <  n=2 に対して
B = L  L2(
) \W 0;2s (
)n; L2(
r) \W 2;2s0 (
)n
とおく. このとき, 次が知られている:






 1 log +G2() +G3()
n
2







 1 where n is odd;
ここで, G1 2 B, G2() は に関する [n=2]  1次多項式, G3()! 0 (! 0)である.
次節において, が原点付近の場合について, (I   A) 1 の性質を調べる. そのために, 以下
で定義される関数空間 Ckとその性質を用いる.
定義 2.2 ([2]). X を Banach空間とし, j  jX をそのノルムとする. また, N  0を整数とし,
k = N +  (0 <  < 1)とする. さらに
Ck(R;X) =
n
f 2 C1(R n f0g;X) j hh f ii k;X <1
o
とする. ただし,



























であり, hf() = f( + h)  f()とした.
命題 2.3 ([9]). N を非負整数, X を Banach空間とし, j  jX をそのノルムとする. また, f 2
C1(R n f0g;X), f() = 0 if j j  2を仮定し, I = ( 2; 2)とおく. さらに, k = N + 

























 Cf j j 2:
このとき, f 2 Ck(R;X) であり, 次が成り立つ:
hh f ii k;X  C;NCf :
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命題 2.4 ([9]). XをBanach空間とし, j  jXをそのノルムとする. また, N  0を整数, 0 <  < 1








jF (t)jX  C(1 + jtj) (N+) hh f iiN+;X :
3 証明の概要
3.1 C0半群の構成
Lumer{Phillipsの定理 [6, Chapter 1, Theorem 4.3]から, 次の命題を示せば, AがH (
)上
C0半群を生成することがわかる. なお, 証明は省略する.
命題 3.1. (1) Aは消散作用素である. すなわち, Re (AU;U)H (
)  0.
(2) R(I  A) =H (













で定める. このとき, 任意の a > 0に対してMa > 0が存在して, 次を満たす:(I  A) 1L(H (
)) Ma
ただし,  2 Da;b(a) = f 2 C j jRej  b(a); jImj  ag [ f 2 C jRe  b(a)gである.
3.2  = 0付近での (I  A) 1の解析
ここでは,  = 0付近での (I  A) 1 を調べる.以下, (; )Dは (r;r) を表し, ` > 0は命題
2.1. と同じものとする. さらに, 'r(x) 2 C10 (Rn; [0; 1])は 'r(x) = 1 if jxj  r, 'r(x) = 0 if
jxj  r+1を満たすものとし, d(s) 2 C10 (R; [0; 1])は d(s) = 1 if jsj < d=2, d(s) = 0 if jsj > d
を満たすものとする.
補題 3.3. Qd = f 2 C j 0 < Re < d; jImj < dgとする. このとき, 次が成り立つ.
(1) 次を満たす d > 0及びR() 2 Hol (Qd;L(Hr(
);H(
r))) が存在する:
R()X = (I  A) 1X for X 2Hr(





T (f; g) j f 2 H1(
r) \ L2(






(2) 任意の非負整数 m, X 2 Hr(
), Y 2 H (
), 及び  < dに対して, 次を満たす定数
C = Cm;n;r;d;'r が存在する:












補題 3.4. e`= 2`=3とする. 任意の f 2 L2(
)\L2r(
), g 2 cW 1;20; (
), h 2 L2(



















e`(s) ('rS( + is)f; g)D	












e`(s) ('rS(+ is)f; g)D	






e`(s) ('rS( + is)f; g)D	
  Ckfkkrgkjsj  32 :
ただし, C = Cn;e`;'r . したがって, 命題 2.3から, nが奇数の場合について,







補題 3.3の証明. (1) S()を用いて, (I  A) 1 を表現する. X = T (f; g)及び
(I  A)U = X for U 2 D(A)
とする. このとき
v = u  f and f(+ 1) + Agu = (+ 1)f + g




(+ 1)S((+ 1)) S((+ 1))
(+ 1)S((+ 1))  1 S((+ 1))
#
(3)
とおけば, R()X 2 D(A)がわかり,
R()X = (I  A) 1X for X 2Hr(
) and  2 `0;0
となる. したがって, d = 2`0=3としてR()は (1)の性質をもつ .
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(2)  =  + is及びY = T (y; z)とする. 補題 3.4, (3), 及び Poincareの不等式から,


d()sm('rR( + i)X;Y)H (
)
  hhd()sm ('r(+ 1)S((+ 1))f; y)D ii
+  hhd()sm ('rS((+ 1))g; y)D ii
+  hhd()sm ('r(+ 1)S((+ 1))f; z) ii
+  hhd()sm ('rf; z) ii




ただし, hh  ii = hh  ii n=2;Rとした.
3.3 局所エネルギー減衰評価
本節では, 定理 1.2を示す. まず, 定理 1.1及び命題 3.1から次が成り立つ:
kT (t)kL(H (
))  1; 8t  0: (4)
このとき, Huang [4, Lemma 1] ([2, Lemma 4.2]も参照) から, 次が知られている.
補題 3.5.  > 0及びX 2H (
)とする. また,
g(!) =




とする. このとき, g(!) 2 L2(R)であり, 次が成り立つ:
lim
j!j!1







命題 3.6. 'rを補題 3.3と同じとし, mを非負整数とする. このとき, 任意のX 2 Hr(
) に対
して
k'r@mt T (t)XkH (




); t  0 (5)
が成り立つ. ここで, C = CMa;m;n;'r;であり, Maは補題 3.2に現れる定数である.
証明. (4)が成り立つので, X 2 D(A2)に対して次の表現を得る:






et(I  A) 1Xd;  > 0 (6)
(cf [6, Chapter 1, Corollary 7.5]). D(A2)はH (
)で稠密ゆえ, (6)はH (
)上の表現として成
り立つ. 以後, 簡単のため (s) = d(s)とする.  < d, X 2 Hr(



























eist(1  (s))  'r(( + is)I  A) 1X;YH (
) ds:
補題 3.3と命題 2.4から

















eist(1  (s))  'r(( + is)I  A) 1X;YH (
) ds




























(1  (s))  'r(( + is)I  A) 1X;YH (
)o ds:





((+ is)I  A) 1L(H (
)) ; jsj  a
が従うので, 補題 3.5から Lk!(t)! 0; ! !1 (8)
























a < d=2とすれば, 補題 3.2と補題 3.5から
























K2  C`;MakXkH (
)kYkH (
): (10)







を得る. (7)と (11)で ! 0とすれば, 任意のX 2Hr(
)に対して (5)を得る.
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N 次元 Euclid空間RN 上の Schrodinger方程式(
i@tu(t; x) = ( x + V (t; x))u(t; x); (t; x) 2 R RN ;
u(0; x) = u0(x); x 2 RN
(1)
は量子力学の基礎方程式として提唱されて以来，数学において様々な
研究がなされている．ポテンシャル V (t; x)が時間依存しない場合，(1)
の可解性は Schrodinger作用素
H =  x + V (x) on L2(RN)(2)
の自己共役性と同値である．(1)の解 u(t; ) = e itHu0の挙動はHのス
ペクトルによって決定されることが知られおり，2節で詳説する．
















u(x+ nj) + V (x)u(x); x 2 Z2;
ただしn1 = (1; 0), n2 = ( 1; 0), n3 = (0; 1), n4 = (0; 1), n5 = (1; 1),
n6 = ( 1; 1)．座標の取り方は下図参照．
東京大学大学院数理科学研究科 D2 (Graduate School of Mathematical Sciences,
the University of Tokyo)








(3) 2次元六角格子上の離散Schrodinger作用素: u = t(u1; u2) 2 `2(Z2)
`2(Z2) = `2(Z2;C2)に対し
Hhu(x1; x2) =  1
3

u2(x1; x2) + u2(x1   1; x2) + u2(x1; x2   1)








各座標 (x1; x2)に対し 2点が割り振られているため，先の 2例より複雑
な構造になっている．

















定理 2 ([6] p.12). V (x)は実数値で
N  3なら V 2 L2(RN) + L1(RN);
N  4なら V 2 Lp(RN) + L1(RN); p > N=2
とする．このときH =   + V; D(H) = C1c (RN)は本質的自己共役
であり，D(H) = H2(RN)である．
2.2. スペクトルの性質. H をヒルベルト空間 H上の自己共役作用素
とすると，H = Hpp(H)  Hac(H)  Hsc(H)と分解される．Hpp(H),
Hac(H), Hsc(H)はそれぞれH の点スペクトル空間，絶対連続部分空
間，特異連続部分空間とよばれる：
Hpp(H) := L.h.fu 2 H : Hの固有値 g;
Hac(H) := fu 2 H; fu(): Lebesgue測度について絶対連続 g;




d(EH()u; u); B 2 B(RN), EH(): H のスペクト
ル分解である．各スペクトルを以下で定義する．
pp(H) := fHの固有値 g Hの点スペクトル
ac(H) := (HjHac) Hの絶対連続スペクトル
sc(H) := (HjHsc) Hの特異連続スペクトル
Hpp(H)の元は束縛状態とも呼ばれ，特にHu0 = u0であれば (1)の
解はu(t) = e itHu0 = e itu0である．コペンハーゲン解釈によれば，時





当化している．定理 2の条件下の Schrodinger作用素は定理 3の仮定を
みたす．
定理 3 ([6] p.36). L2(RN)上の自己共役作用素Hが局所コンパクト性，
すなわち任意のR > 0に対して fjxj<Rg(H + i) 1がコンパクト，を満
たすとする．このとき任意のR > 0と u 2 Hac(H)に対してZ
jxj<R
je itHu(x)j2dx! 0; t! 1:




2.3. 散乱理論. 散乱理論は Schrodinger方程式の解の長時間挙動の解析
として研究されている．散乱理論の基本的な動機は，V が無限遠で減




e itHu  e itH0u ! 0; t! 1
をみたす u 2 L2(RN) = Hac(H0)が一意に存在するかを調べることで









V が短距離型，すなわちある  > 1が存在して V (x) = O(hxi )







jrx'(x; )j2 + V (x) = jj2(3)








WJ ( ) = s-limt!1
eitHJe itH0EH0( );   b (0;1)(5)
で定義される作用素2で，漸近完全性はRanWJ ( ) = EH( )Hac(H)で
置き換えられる．V が長距離型，すなわちある  > 0が存在して
j@xV (x)j  Chxi jj ; x 2 RN ;  2 NN0
をみたすとき，(5)で定義された修正波動作用素が任意の  b (0;1)で
存在し漸近完全であることが磯崎-北田 [7]によって示されている．
2エネルギー区間を  の範囲で制限しているのは，上で定義した作用素 J が有界




V が有限台を持つとき，例 1の 3つの格子を含むクラスで波動作用
素が存在し漸近完全であることが安藤-磯崎-森岡 [2]によって示されて


























と表わされ，h0 2 C1(TN ;R)である．自由作用素H0に対して次を仮
定する．
仮定 4. v() = rh0(), A() = trrh0()とし，
T = fh0() j  2 TN ; v() = 0g
とおくと，T は内点をもたず，




j=1 cos j, ht() =
 1
3
(cos 1 + cos 2 + cos(1   2)) であるから仮定 4をみたすことが分
かる．
V を ZN 上の実数値関数とし，
H = H0 + V
とおく．V に対して次を仮定する．
仮定 5. ある  > 0と V の拡張 ~V 2 C1(RN)が存在して，
j@x ~V (x)j  Chxi jj 
が任意の x 2 RN と多重指数 で成り立つ．
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上記の仮定の下で一つ目の主定理を述べる．
定理 6 ([15]). 仮定 4，5の下で，次をみたす `2(ZN)上の作用素 Jが存
在する：任意の   b h0(TN)nT に対して，修正波動作用素
WJ ( ) = s-limt!1
eitHJe itH0EH0( )
が存在し，以下が成り立つ：
i)Intertwining property: HWJ ( ) = W

J ( )H0，
ii)部分等長性: kWJ ( )uk = kEH0( )uk，
iii)漸近完全性: RanWJ ( ) = EH( )Hac(H).
定理中の Jは (3), (4)とほぼ同様にして構成される．'は x-空間上
のある領域での eikonal方程式
h0(rx'(x; )) + ~V (x) = h0()
の解として構成し，作用素 J を







4.2. 六角格子の場合. 考えるヒルベルト空間が `2(Z2;C2)であること
が正方格子等の場合と異なり，修正波動作用素の構成のために対角化
の議論が必要である．Hh0 を Hh に V1 = V2 = 0を代入した作用素，
F := F  F とおくと


























max2T2 p() = 3, min2T2 p() = 0より (Hh0) = [ 3; 3]で，
fp() j  =2 p 1(0); rp() = 0g = f1; 3g
となる．六角格子の場合の長距離散乱について以下の結果が得られた．







定理 7 (T., 2016). Z2上の実数値関数V1, V2は仮定 5をみたし，V1 V2
は仮定 5の条件  > 0を  > 1に置き換えたものをみたすとする．この
とき磯崎-北田型の修正波動作用素が構成できる．すなわち，作用素 J
が存在して，任意の   b [ 3; 3]nf0;1;3gに対して修正波動作用素





J ( ) = W

J ( )Hh0，
ii)部分等長性: kWJ ( )uk = kEHh0( )uk，
iii)漸近完全性: RanWJ ( ) = EHh( )Hac(Hh).
5. 証明の概略











の変形を受けることに注意する．ただしU := FU()F．V1; V2をT2
上の擬微分作用素と（modulo smoothing operatorで）同一視し，U()
の特異性を無視すれば，擬微分作用素の基本的な計算により上式は
(V1 + V2)=2 0
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A Functional Directional Derivative in Infinite





































∣∣∣∣ ψ(n) ∈ n⊗
s






で定義する。ここで、⊗nsHCは HCの n重対称テンソル積である（⊗0sHC := C）。
f ∈ HCに対してFb(HC)における試験ベクトル f に付随するボソン消滅作用素
を a(f)で表す。作用素 a(f)は稠密に定義された閉作用素であり、その共役 a(f)∗
は次の形を取る：
(a(f)∗ψ)(0) = 0, (a(f)∗ψ)(n) =
√
nSn(f ⊗ ψ(n−1)), n ≥ 1, ψ ∈ D(a(f)∗).
ここで、Snは⊗nHC上の対称化作用素を表す。作用素 a(f)∗は試験ベクトル f に
付随する生成作用素と呼ばれる。




H /4, f ∈H .
f1, · · · , fn ∈H に対して、 : φ(f1) · · ·φ(fn) :で確率変数 φ(f1), · · · , φ(fn)のウィッ
ク積を表す。ウィック積 : φ(f1) · · ·φ(fn) :は次の漸化式を満たす。
: φ(f1) := φ(f1),





〈f1, fj〉 : φ(f2) · · · φ̂(fj) · · ·φ(fn) : n ≥ 2,
ここで、φ̂(fj) は φ(fj)を除くことを意味する。ベクトルΩ ∈ Fb(HC)を
Ω := (1, 0, 0, · · · ),
で定義する。ベクトルΩはFb(HC)におけるフォック真空と呼ばれる。次の事実
はよく知られている（例えば、[5,9]）。




∗ · · · a(fn)∗Ω) = (
√
2)n : φ(f1) · · ·φ(fn) : , f1, · · · , fn ∈H
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すべてのH に対して、f 方向の汎関数的方向微分と呼ばれるDf を
Df := ipi(f) + φ(f).
で定義する。すると、よく知られているように [5]、すべての f ∈H に対して、Df
は L2(Q, dµ)上の可閉線形作用素になる。
定義 2.2. Rn上の関数 F は、すべての α ∈ Zn+に対して ∂αF が多項式的に有界に
なるとき、C∞p.b.(Rn)に属する、といわれる。
以下、微分作用素Dgを単にDgと書く。関数空間T (Q)を
T (Q) := {F (φ(f1), · · · , φ(fn))|F ∈ C∞p.b.(Rn), f1, · · · , fn ∈H , n ∈ N}
と定義する。すると、次の命題が成り立つ。
命題 2.3. すべての g ∈H に対して、 T (Q) ⊂ D(Dg)が成り立つ。 さらに、す
べての F ∈ C∞p.b.(Rn)と g, f1, · · · , fn ∈H に対して
DgF (φ(f1), · · · , φ(fn)) =
n∑
j=1
〈fj, g〉(∂jF )(φ(f1), · · · , φ(fn)).
が成り立つ。
変数 xjについて一般化された偏微分作用素をDjで表す。
命題 2.4. 関数 F ∈ L2(Rn)を多項式的に有界でDjF ∈ L2(Rn), j = 1, . . . , n,を満




φ(fi)φ(fj)dµ(φ))が正定値である。」という条件を満たすならばF (φ(f1), · · · , φ(fn)) ∈
D(Dg|T (Q)) ⊂ D(Dg) かつ
DgF (φ(f1), · · · , φ(fn)) =
n∑
j=1




命題 3.1. A ⊂ Rnを区間の直積、g ∈H 、F をQ× Aで定義された関数で












|DgF (φ, t)| ∈ L2(Q, dµ).
を満たすならば、∫
A








すべての φ = (φ1, φ2) ∈ Q×Qと f ∈H に対して,φ(f)を
φ(f) := (φ1(f), φ2(f)).
によって定義する。g ∈H かつ、F をQ×Q上の関数で、すべての φ1, φ2 ∈ Qに
対して F (·, φ2), F (φ1, ·) ∈ D(Dg)が成り立つものとする。このとき、D1gF,D2gF を
(D1gF )(φ1, φ2) := DgF (·, φ2)(φ1), (D2gF )(φ1, φ2) := DgF (φ1, ·)(φ2), φ1, φ2 ∈ Q.
で定義する。
定義 3.2. FをQ×Q上の関数で、すべてのφ1, φ2 ∈ Qに対して F (·, φ2), F (φ1, ·) ∈
D(Dg)が成り立つものとする。ある n ∈ N, fj ∈ H (j = 1, · · · , n),Gkj ∈ L2(Q×
Q, d(µ⊗µ)) (k = 1, 2)が存在して、すべてのg ∈H に対して、DkgF =
∑n
j=1〈fj, g〉Gkj ,
k = 1, 2. が成立するとき、F はD に属するといわれる。
ここで、ある種の複素微分形式を定義する。その起源は [3,4]にある。F ∈ D ,
{el}∞l=1をH のCONSとする。HCからL2(Q×Q, d(µ⊗µ))への実線形作用素 ∂¯F
を











, g = g1 + ig2, g1, g2 ∈H .
で定義する。この定義はCONSの取り方によらない。
命題 2.3,命題 3.1と一般化されたコーシーの積分公式 [7]により、次の定理が得
られる。





















F (φ) (2φ(g)G(φ)− (DgG)(φ)) dµ(φ).
が成り立つ。
有限次元空間の解析学における場合と同様に、命題 3.4により、汎関数的方向微
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　1.1 擬等角写像. 複素平面をCで表し, 領域D;D0  C間の向きを保つ可微
分同相写像 f : D ! D0 を考える. このとき点 z 2 Dでの f のベルトラミ係数





max fk(df)z(v)k j v 2 TzD; kvk = 1g




きを保つ可微分同相写像 f : R ! R0に対しても定義することができ, R上の
非負値関数を与える (定義よりK  1である ). 一方, ベルトラミ係数につい




jfz(z)j   jfz(z)j =
1 + j(z)j
1  j(z)j
本論説は第 14回数学総合若手研究集会 (2月 27日 (火)～3月 2日 (金), 於: 北海道大学)
のテクニカルレポートである. 本研究は JSPS特別研究員奨励費, 科研費 (16J02185)の助成を
受けたものである.
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が得られる. 従って, 歪曲係数K(z)およびベルトラミ係数 (z)は共に, 全微
分 (df)zがどのくらい円周を歪ませて楕円に移すのかを表す指標であると考え
られる.
図 1 : ` = jfz(z)j   jfz(z)j; L = jfz(z)j+ jfz(z)j.
実数K  1に対しfがK-擬等角であるとは,全ての z 2 Dに対してK(z) 
Kが成り立つことを言う. また, あるK  1に対して f がK-擬等角になると
き, 単純に f は擬等角であると言う. つまり, 擬等角写像とは全微分による円
周の歪め具合が一様に抑えられる写像のことである. リーマン面間の擬等角写
像についても同様に定義される. また上の議論から f が擬等角となることと,
kk1 := ess:supjj < 1となることは同値である.
擬等角写像の定義は線上絶対連続 (ACL)なクラスの (向きを保つ)同相写
像 f : D ! D0へ一般化できる. このとき, f (z) = fz(z)=fz(z)はほとんど至
る所で定義することができ, L1(D)1 := f 2 L1(D) j kk1 < 1gの元を定め
る. 次の強力な定理によって擬等角写像はベルトラミ係数によって完全に決定
する.
Theorem (Ahlfors{Bersの可測写像定理) 任意の  2 L1(bC)1に対し, 擬
等角写像 f : bC ! bCであって, f = がほとんど至る所成立するものが存在
する. さらにこのような擬等角写像は bCのメビウス変換の後からの合成を除い
て一意である.
H  Cを上半平面とする. この定理の系として, 任意の  2 L1(H)1に対し,
f = がほとんど至る所成立するような擬等角写像 f : H! Hが存在するこ
とが分かる. さらにこのような擬等角写像はHのメビウス変換の後からの合成
を除いて一意である.
1.2 擬対称写像と Beurling{Ahlforsの定理. 1956年に Beurling{Ahlfors
は, 上半平面の自己擬等角写像の境界値対応を特徴づけるために擬対称写像と
いう概念を導入した. 実数直線Rの向きを保つ自己同相写像 'がM  1に対




 '(x+ t)  '(x)
'(x)  '(x  t) M:
また, あるM  1に対して 'がM -擬対称となるとき, 'は単純に擬対称であ
ると言う. 一般に擬等角写像 f : H! Hは境界 @H := R [ f1gまで連続に拡
張し, H := H [ @Hの自己同相写像になる. ここで, 次の定理が成り立つ.
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Theorem (Beurling{Ahlforsの拡張定理 [BA56], 1956) K-擬等角写像f :
H ! HのHへの同相拡張が無限遠点を固定する時, 境界値対応 ' = f jRは

















は, 'のHへのC1級K-擬等角拡張を与える. ここでK = K(M)  1はM に
のみ依存する定数である. 特に ' = idR ならば f' = idHとなる.
同様に, 単位円周 S1 := @D上の同相写像に対して擬対称性を定義することが
できBeurling{Ahlforsの定理が成り立つ; すなわち, S1の向きを保つ自己同相




 (ei(+t))   (ei) (ei)   (ei( t))
 M
を満たすことと定めると, Dの自己K-擬等角写像の境界値対応はM = M(K)-




ている [TV80]. そして高次元においても Beurling{Ahlforsの定理が成り立つ
[Ahl64], [Car74], [TV82]. 一方, ユークリッド空間の一般の部分集合上で定義
された擬対称埋め込みの擬等角拡張可能性 (Vaisala の第 8問題 [Vai95]) につ










Theorem (Douady{Earle[DE86],1986) 任意のM-擬対称写像  : S1 !








j   zj2 jdj = 0
を満たす唯一の w 2 Dを F (z)と定めると, F は  の Dへの実解析的な
K = K(M)-擬等角拡張を与える. さらに以下の性質が成り立つ;
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1. メビウス変換 g; h 2 Mob(D)に対して, Fh g = h  F  gが成り立つ.




 (z)dz = 0ならば F (0) = 0.
Douady{Earle拡張は性質 (1),(3)によって特徴付けられる; すなわちS1の擬対
称写像に対し, Dへの擬等角拡張を与える対応  7! G が性質 (1),(3)を満た
すならばG = F となる. また, 双曲型リーマン面間の擬等角写像 f : R! S
が与えられた時, 普遍被覆 R : D ! R および S : D ! S によって, f は
擬等角写像 F : D ! D に持ち上がる. この時, Rおよび S に関する被覆変
換群をそれぞれ  R,  S  Mob(D)とすると,  S = F   R  F 1が成り立つ.
従って, 境界値対応  = F jS1 も  S =    R    1を満たす. 逆に擬対称
写像  が  S =    R    1を満たせば, 性質 (3)から Douady{Earle拡張も
 S = F   R  F 1 を満たす. 従って F は擬等角写像 f : R ! Sを誘導する
ことがわかる. 性質 (3)は等角自然性と呼ばれる.
1.3.2 Schoen予想 (調和拡張). 一般にリーマン多様体間の滑らかな写像 f :





の臨界点であることを言う. ただし vM は gに関する体積要素を表す. これは,










= 0; (k = 1;    ; n) (1)
が成り立つことと同値である. ただし, 4g = div gradは gに関するラプラス・
ベルトラミ作用素, (g);は g = (g);と行列表示した時の gの逆行列, そ
して N kijは hに関するクリストッフェル記号とする.
滑らかな写像 f : (H; gH)! (H; gH)を考える. ただし gHは上半平面のポア








と書ける. 次の Schoen予想 [Sch93]は, 一意性はLi{Tam[LT93a,LT93b]によっ




し, タイヒミュラー同値類 [f : R! S] 2 T (R) は, Dのポアンカレ計量から誘
導される双曲計量 gRおよび gSに関して調和な擬等角変形 fH : R! Sを (Sの
自己同型による違いを除き)ただ一つもつ. 特に, 任意の擬等角変形 g : R! S
はただ一つの調和擬等角変形にアイソトピックである.
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1.3.3 極小ラグランジュ拡張. 本論説のメインテーマとなるのが, Bonsante{
Schlenkerによって得られた次の拡張定理である;
Theorem (Bonsante{Schlenkerの極小ラグランジュ拡張 [BS10], 2010)
Rの擬対称写像 'は, 以下の性質を満たすただ一つの擬等角拡張 f = fML :
H! Hをもつ;
1. f はポアンカレ計量 gHに関して面積を保存する. すなわち, 面積要素を
vH =
p
det gH dxdy = (z)







2. f のグラフ  f := f(z; f(z)) j z 2 Hg は (HH; gH+ gH)内の極小部分多
様体となる.
一般に多様体 Sからリーマン多様体 (N; h)への滑らかな埋め込み (あるいはよ




なるとき, およびその像 (S)  N は極小であると言う. これはM = (S)
の平均曲率ベルトル場HM が 0になることと同値である. グラフ f は実次元 2
の部分多様体であるので,  f が極小部分多様体となるとき極小曲面と呼ぶ. 第
3節で説明するが, HHにはケーラー多様体の構造が入る. このとき, fMLの
満たす性質 (1)は, シンプレクティック構造 !HH に関して  f がラグランジュ
部分多様体となることと同値である1. 以上の意味で fMLは極小ラグランジュ
(minimal Lagrangian)擬等角拡張と呼ばれる. 証明, 特に拡張の構成法につい
ては第 2節で説明するが, ローレンツ幾何, 特に反ド・ジッター空間の幾何学
を用いる.
拡張の一意性を使えば, 極小ラグランジュ擬等角拡張も等角自然性を持つ





て、その構成法の概略を述べる. 詳しい内容については [BS10], [Bar16], ロー
レンツ幾何の基本的事項については [O'N83]が参考になる.
単位円板Dと実数直線Rの直積空間に, ローレンツ計量






を入れたものを AdS3 と書き, (3次元)反ド・ジッター空間と呼ぶ. ただし,
(w; t) 2 AdS3 = DRを標準的な座標, gDをD上のポアンカレ計量とする. やや
1つまり, !HH j f= 0となる.
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天下りな定義であるが,関数 g : D! Rが空間的であるとは jgwj2 < (1+jwj2) 2
を満たすことする2. 空間的な関数 g : D! Rのグラフを S  AdS3とする. こ
のときガウス写像と呼ばれる対応, S ! DD; p 7! (JL(p); JR(p))が得られる.
G : D ! AdS3をG(w) = (w; g(w))と定め, fJL = JL  G;fJR = JR  Gを計算
すると
fJL =  2iw + (1 + jwj2)(gw   w2gw)
(1 + jwj2)(1 + 2Im(wgw)) + (1  jwj2)
p
1  (1 + jwj2)2jgwj2
eig
fJR = 2iw + (1 + jwj2)(gw   w2gw)
(1 + jwj2)(1  2Im(wgw)) + (1  jwj2)
p
1  (1 + jwj2)2jgwj2
e ig
となることが分かる. ここで f := JR  J 1L = fJR fJL 1 : D! Dと置く. この
時, 一般に f はD上のポアンカレ計量に関して面積を保存する写像になること
が示される.
図 2 双曲的面積を保存する写像の構成.
例えば, g(w) = (u  9)2=18 (w = u+ iv)とすれば f は下図のような対応にな
る. ただし, 最も右の図はfJLおよびfJRによって移された三角形の像を一つの
円板上に描いたものである.




















図 3 g(w) = (u  9)2=18の場合.
ローレンツ幾何においてもリーマン幾何と同様にして, レビ・チビタ接続,
リーマン曲率テンソル, 各種曲率が定義される. ローレンツ幾何では平均曲率
ベクトル場が恒等的に消えるような (空間的)曲面を極大曲面と呼ぶ. もし gの
2関数 gのグラフを S  AdS3 と置く. 通常ならば, gが空間的であるとは S への gAdS3 の
制限が正定値となることと定義される.
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グラフ S が極大であれば f は極小ラグランジュとなることが示される. つま
り, f は双曲的面積を保存し, そのグラフはD  Dの極小曲面を定めるのであ
る. さらに, Sのガウス曲率が一様に負であれば f が擬等角となることも示さ
れる. より詳しく, Sの主曲率によって f の歪曲度が書ける. つまり gのグラ
フの曲がり具合に f の歪曲度・ベルトラミ係数の情報が現れるのである.




　 極小ラグランジュ擬等角写像 f : H ! H は, ポアンカレ計量に関して面積
を保存し, グラフ  f = f(z; f(z)) j z 2 HgがH  H内の極小曲面となるよう
な擬等角写像であった. グラフが極小曲面になるという条件は,  f の平均曲率
ベクトル場が 0になることに対応するため f に関する 2階の微分方程式によっ
て書くことができるはずである. この節では,  f が極小曲面となるために必要
な f に関する微分方程式を導出し, それによって面積を保存する擬等角写像が
極小ラグランジュとなるための必要十分条件を与える. またその条件はベルト
ラミ係数の条件によって書くことができることを説明する.
3.1 空間HH. 上半平面をH = fz = x+ iy 2 C j y > 0gとしポアンカレ
計量 (gH)z = (z)2jdzj2 ((z) = (Imz) 1) が入っているものとする. また gHに
関する体積形式を (!H)z = 2 1i(z)2dz^dz = (z)2dx^dyとする. 空間HH
には次のリーマン計量 gHHおよびシンプレクティック形式 !HHが入る;
(gHH)(z;w) = (gH)z + (gH)w;
(!HH)(z;w) = (!H)z   (!H)w:
このとき, (H  H; gHH; !HH)はケーラー多様体になっている. 向きを保つ
可微分同相写像 f : H ! Hに対し, そのグラフ  f = f(z; f(z)) j z 2 Hgが
H  Hのラグランジュ部分多様体になるとは, (!HH)(z;f(z))の T(z;f(z)) f への
制限が消えるということだが, これは f !H = (f(z))2(jfzj2   jfzj2)dx ^ dy =
(z)2dx ^ dy = !Hと同値である. つまり,  f がラグランジュ部分多様体にな
ることと, f がポアンカレ計量に関して面積を保存することは同値である.
標準的な座標 (z = x1 + ix2; w = x3 + ix4) 2 H  Hに関して, f@=@xjg4j=1
は T(z;w)HH = TzH TwHの基底を与える. HHのレビ・チビタ接続をr
としたとき, 点 (z; w)でのクリストッフェル記号  kij は,  211 =   112 =   121 =
  222 = (z);  433 =   334 =   343 =   444 = (w) となり, これ以外の (i; j; k)
に対しては  kij = 0となる.
3.2 極小グラフ. 実 2次元曲面 SのH  Hへの滑らかな埋め込み  : S !
H  Hを考える.  = (; )を Sの局所座標として, () = (1();2()), ま
た1() := '1() + i'2();2() := '3() + i'4() と書くことにする. S上に
リーマン計量が入っているとき, が調和写像になることと各'k (k = 1; 2; 3; 4)
が調和写像の方程式 (1)を満たすことは同値であるが, これはのテンション




[BW03]). ここで, g = gHHによってを等長埋め込みと見なすことにする.













































= 0 (k = 1; 2); (2)
と書けることが分かる. ただし, 局所座標  = (; )において, g 1 = (g);
と書いたとき, 8>><>>:
a = g11 + ig12 + ig21   g22;
b = g11   ig12 + ig21 + g22;
c = g11 + ig12   ig21   g22;
d = g11   ig12   ig21   g22;
とする. 以上から, (S)がHHの極小曲面になるための必要十分条件は, 計
量 g = gHH に関して方程式 (2)を満たすこととなる.
ここで領域 U  H上の滑らかな関数 f : U ! Hに対し, (z) = (z; f(z))
を適用すると以下の結果が得られる;


















































3.3 極小ラグランジュ擬等角写像のベルトラミ係数. f : H! Hを極小ラグ
ランジュ擬等角写像とする. このとき f のグラフは極小なので方程式 (3), (4)
を満たす. さらに, ポアンカレ計量に関して面積を保存するので ( f)2(jfzj2 
jfzj2) = 2が成り立ち, 方程式 (3), (4)において  = jfzj2となる.  = f =








1  jj2 + i
p











jfzj = 0: (4')
一方, ラグランジュ性 (つまりポアンカレ計量に関して面積を保存する性質)を
仮定したとき, 擬等角写像の極小性は (3')のみから導かれる. すなわち以下の
結果が得られる;
Theorem B ポアンカレ計量に関して面積を保存する滑らかな擬等角写像 f :













1  jj2 = 0:
ラグランジュ性についても微分方程式の言葉で書くことができるので, 極小ラ
グランジュ擬等角写像を特徴づける微分方程式系が得られる;



















1  jj2 = 0:
また, 単位円板Dに対して書き直すと以下のようになる;
Theorem D 滑らかな擬等角写像 f : D! Dが極小ラグランジュとなるため
の必要十分条件は以下の二つの微分方程式を満たすことである;8>>><>>>:
jfzj2   jfzj2














1  jj2 = 0:
しかし, 定理C, Dにおいて, ラグランジュ性を表す微分方程式がベルトラミ係
数の条件によって書けていないという課題が残る.
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単原子分子からなる理想気体を考える．気体中の微小体積 x  R3 に着目しよう．この中には多数の気体分
子があり，いろいろな速度  2 R3 で動いている．速度分布関数 f = f(x; ; t)（t は時刻）を以下のように定




fdxd = x 内で速度  2  を持つ分子の（平均）個数．
気体の種々の巨視量は f を用いて表せる：密度を  = (x; t)，流速を u = u(x; t)，温度を T = T (x; t) と
 1) School of Fundamental Science and Technology, Keio University, 3{14{1 Hiyoshi, Kohoku-ku, Yokohama, 223{8522,
Japan koike@math.keio.ac.jp 2) Center for Advanced Intelligence Project, RIKEN, 1{4{1 Nihonbashi, Chuo-ku,


















j   uj2f(x; ; t) d;
ここで Rg = B=m（B は Boltzmann 定数）は（1mol 当りの）気体定数である．また，応力 pij (i; j =




(i   ui)(j   uj)f(x; ; t) d (2.1)
と表せる．
2.2 運動論方程式
分布関数 f の時間発展を記述する偏微分方程式を，運動論方程式（kinetic equations）という．典型的には
次のように書ける：
@tf +   rxf = a(x; ; t); (2.2)
ここで rx = T [@x1 @x2 @x3 ] は空間変数に関する勾配を表す．a = a(x; ; t) はある関数で，たいていの場合 f
にも依存する：a = a[f ](x; ; t)．
もっとも有名な運動論方程式は Boltzmann方程式で，a は以下のように表せる：





B(   0; !)ff(x; ; t)f(x; 0; t)  f(x; ; t)f(x; 0; t)g d!d0;
! 2 S2;  =    (   0)!; 0 = 0 + (   0)!;
ここで B = B(   0; !) は非負の関数で，分子間相互作用を決めると 1つ定まる．たとえば，分子同士が弾
性衝突する場合には
B(   0; !) = 0j(   0)  !j （0 は定数）
である．















*1 微小面積 S  R3 にかかる力は応力 pij を用いて表せる：S の単位法線ベクトルを n，S の速度を uS と表す．このとき，
n 方向の気体が S におよぼす力の第 i 成分は  Pj [pij + ui(uj   uSj)]njS．（というより，これが応力の定義である．）
350
ここで，, u, T は気体の密度，流速，温度である（x2.1 参照）．*2 これは実験事実とおもってもよいが，






(t) の速度を uw = uw(x; t)，気体方向の単位法線ベクトルを n = n(x; t) (x 2 @
(t))
とおこう．
(x; ) は x 2 
(t)，または x 2 @
(t) かつ (   uw(x; t))  n(x; t) < 0 をみたすとしよう；このとき
x(s; ; t) = x  (t  s) とおくと，十分 t に近い s(< t) に対しては，x(s; ; t) 2 
(s) である．x(s; ; t) を
(x; ) を出発する（後ろ向き）特性曲線という．
方程式 (2.2) から，解 f に対して
f(x; ; t)  f(x(s; ; t); ; s) =
Z t
s
a(x(; ; t); ; ) d
が成り立つ；ただし，この式は x(s; ; t) 2 @
(s) をみたす最大の s(< t) を 1 = 1(x; ; t) とおくとき，*3
1  s  t で成り立つ．もし 1  0 であれば，初期条件
f(x; ; 0) = f0(x; ) (2.3)
を与えたとき，
f(x; ; t) = f0(x(0; ; t); ) +
Z t
0
a(x(s; ; t); ; s) ds (2.4)
である．一方，1 > 0 の場合には，
f(x; ; t)  f(x(1; ; t); ; 1) =
Z t
1
a(x(s; ; t); ; s) ds (2.5)
が得られるだけで，f と初期条件 (2.3) はまだ結びついていない．
そこで，式 (2.5) の f(x(1; ; t); ; 1) に注目する．1 の定義から
x(1; ; t) 2 @
(1); (   uw(x(1; ; t); 1))  n(x(1; ; t); 1) > 0
である；従って，f(x(1; ; t); ; 1) は境界 @
(1) から飛び出る分子の速度分布である．f(x(1; ; t); ; 1)
を，境界 @





Maxwell 型の境界条件も重要であるが，紙数の都合で紹介できない．他の境界条件については文献 [6, 16] を
見てほしい．
*2 熱平衡状態というと，静止状態 u = 0 を想像するかもしれないが，そうとは限らない；たとえば，等速運動する座標系で静止熱平
衡状態を観測した場合，u 6= 0 である．u = 0 の場合の Maxwell 分布を，絶対 Maxwell 分布とよぶ．
*3 そのような s が存在しなければ，1 =  1 とする．
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鏡面反射の境界条件は以下の式で与えられる：
f(x; ; t) = f(x; 0; t) (x 2 @
(t); (   uw(x; t))  n(x; t) > 0; t > 0); (2.6)
ただし
0 =    2[(   uw(x; t))  n(x; t)]n(x; t): (2.7)
式 (2.6) に現れる (   uw(x; t))  n(x; t) > 0 という条件は， が境界 @
(t) から飛び出る速度であることを
表す；一方，
(0   uw(x; t))  n(x; t) =  (   uw(x; t))  n(x; t) < 0
より，0 は境界に入射する速度である．0 の式 (2.7) は以下のような意味を持つ：分子が境界で弾性衝突する







剛体として，\次元" d = 1; 2; 3 で区別される 3 種類の形状を考える（図 1）：それぞれ円柱（d = 3），x3
方向に無限に伸びた（厚み有限の）平板（d = 2），および x2, x3 方向に無限に伸びた（厚み有限の）平面壁
（d = 1）である．x = (x1; : : : ; xd) = (x1; x?) 2 Rd と書き，x1 から xd が貼る平面 Rd による剛体の断面が
C(t) = fx 2 Rd j X(t)  1=2  x1  X(t) + 1=2; jx?j  1g (3.1)
となるよう，*6 剛体の座標系に対する位置，およびその寸法を決める．X(t) は時間的に変動する未知量であ
る（X(0) = 0 とする）．剛体の速度を V (t) = dX(t)=dt と書く．
V (t) の従う運動方程式を説明するために，まず剛体周囲の気体について説明する．
気体は剛体の外側の領域を占め，その状態を分布関数 f = f(x; ; t) で記述する（x2.1）．f の時間発展は運
動論方程式 (2.2) に従うとする．また，初期分布は空間一様な Maxwell 分布（x2.3）とする：
f(x; ; 0) = f0() := 
 3=2 exp( jj2): (3.2)
以下，方程式 (2.2) の右辺 a = a(x; ; t) は xd+1; : : : ; x3 には依存しないとする；このとき，剛体形状と初期
条件 (3.2) の対称性から，f も xd+1; : : : ; x3 には依存しない．従って  = (1; : : : ; d)，f(x; ; t) = f(x; ; t)
とおくと， f は
@t f +   rx f = a(x; ; t) (x 2 
(t);  2 R3; t > 0)
*4 境界の質量は分子より十分大きく，実質的に無限大とみなせると仮定する．
*5 本稿の性質上，著者の結果が強調された形になることをご容赦いただきたい．
*6 d = 1 のとき，条件 jx?j  1 は無視せよ．
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図 1 剛体の形状：左から円柱（d = 3），平板（d = 2），平面壁（d = 1）．
をみたす；ここで 
(t) = RdnC(t), rx = T [@x1 : : : @xd ] である．また，初期条件は
f(x; ; 0) = f0() := 
 3=2 exp( jj2): (3.3)
このことを踏まえ，以下では x, f をあらためて x, f と書くことにする．
境界条件として，鏡面反射の境界条件（x2.5）を課す：e1 2 Rd を x1 方向の単位ベクトル，n = n(x; t)
(x 2 @C(t)) を @
(t) = @C(t) の（気体方向の）単位法線ベクトルとすると，
f(x; ; t) = f(x;    2[(   V (t)e1)  n]n; t) (x 2 @C(t); (   V (t)e1)  n > 0; t > 0) (3.4)
である．
剛体の速度 V (t) の従う運動方程式について説明しよう．






1(1   V (t))f(x; ; t) d
と書ける．





(1   V (t))2f(x; ; t) d  
Z
I (t)




剛体の速度 V (t) は Newton の法則に従うとする：
dV (t)=dt =  D(t); V (0) = : (3.7)
初期速度  は正とする．
*7 とくに側面からの寄与はないことに注意する．これは側面で起こる分子と剛体の衝突では，分子の x1 方向の運動量は変化しない
ことによる．
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以上の方程式を解けば，剛体と気体の運動が求まる．f と V の方程式は両方向に連成していることに注意
しよう：境界条件 (3.4) は V (t) を含む；一方，Newton の運動方程式 (3.7) は D(t) の式 (3.6) を通して f
を含む．
以下，xx3.2, 3.3 で，V (t) の漸近挙動に関する定理を紹介する．
3.2 剛体速度の漸近挙動：自由分子流の場合
この節では，自由分子流中の剛体運動に関する定理を紹介する．自由分子流とは，分子同士がまったく衝突
しないような，極限的に希薄な気体のことである；その支配方程式は，方程式 (2.2) で a = 0 とおいた
@tf +   rxf = 0 (x 2 
(t);  2 R3; t > 0) (3.8)
である．*8
定理を述べるために，いくつか記号を導入する．










と定める；ここで c1 = 2 1=2, c2 = 4 1=2 および c2 = 21=2 である．このとき簡単な微分計算により，
D0 = D0(U) は滑らかで（狭義）単調増大な奇関数であり，区間 [0;1) で凸であることが分かる [4]．
0 <   1 に対して，C0 = D00(0), C = D00(), t = (log  1)=C とおく．D0 が（区間 [0;1) 上で）単
調増大かつ凸であることから，0 < C0 < C  D00(1) である．
剛体の速度 V (t) の漸近挙動に関して，以下の定理が成り立つ [3]．
Theorem 3.1 (Caprino{Cavallaro{Marchioro).  が十分小さいとき，方程式 (3.8), (3.3), (3.4)；および方
程式 (3.7), (3.6) の解 (f; V ) で，次の不等式をみたすものが存在する：
V (t)  e Ct   3 A1
(1 + t)d+2
; (3.9)
V (t)  e C0t   5 A2
td+2
1ft2tg; (3.10)
ただし，A1, A2 は d のみに依存する正定数，1 は集合の支持関数である．また，任意の解 (f; V ) は上の不等
式をみたし，V (t) は区間 [0; t ] で単調減少である．
Remark 3.1. (i) 定理は V (t) が代数的に減衰することを示している：V (t)  Ct (d+2)．その指数は次元
d に依存する．(ii) 解の一意性は未解決である；上の定理は，少なくとも，漸近挙動の指数 d + 2 は一意的
であることを保証している．(iii) V (t) は符号を変える：V (t) > 0 (t  t) かつ V (t) < 0 (t  5t) が不等
式 (3.9), (3.10) から従う（必要に応じて  を小さくする）．
速度に比例する抵抗力を仮定すると，V (t) は指数的に減衰する．すなわち，方程式 (3.7) の代わりに，CD
*8 右辺は d+1; : : : ; 3 に依存しない；そのため，f をこれらの変数に関して積分し，分布関数を簡約化できる．本稿で引用した論




dV (t)=dt =  CDV (t); V (0) = 
とすると，V (t) = e CDt である．上の定理は，このようなシンプルなモデルは漸近挙動を正しく捉えない
ことを示している．









このとき，気体分子の分布関数 f は次の運動論方程式に従う [17]：
@tf +   rxf = "(jj)

(f0   f) (x 2 
(t);  2 R3; t > 0); (3.11)
ここで f0 =  3=2 exp( jj2) である．  1 は分子と障害物の衝突頻度（の逆数）を表す定数，"  0 は障

































Theorem 3.2 (K.).   1, "  C0=4 とする． が十分小さいとき，方程式 (3.11), (3.3), (3.4)；および
方程式 (3.7), (3.6) の解 (f; V ) で，次の不等式をみたすものが存在する：
V (t)  e Ct   3A1w";;d(t)e  "2 t;
V (t)  e C0t   5A2w";;d(t)e  " t1ft2tg;
ただし，A1, A2 は d のみに依存する正定数である．また，任意の解 (f; V ) は上の不等式をみたし，V (t) は
区間 [0; t ] で単調減少である．
*9 気体を水蒸気とすると，この障害物は水滴にあたる；もっとも，今は単原子分子を考えているので，水蒸気というのは比喩である．




Remark 3.2. (i) " 6= 0 で  が有限の場合，V (t) は指数的に減衰する；" = 0 で  が有限の場合，V (t) は
次元 d に依存しない指数  5 で代数的に減衰する； =1 の場合，V (t) は次元 d に依存する指数  (d+ 2)
で代数的に減衰する．(ii) 解の一意性は自由分子流の場合（x3.2）と同様，未解決である．(iii) V (t) は自由分
子流の場合と同様，符号を変える：V (t) > 0 (t  t) かつ V (t) < 0 (t  8t) が成り立つ．(iv) "  C0=4




証明の基本的なアイデアは，解 (f; V ) を適切な写像の不動点として構成することである．設定をはっきり
させるため，x3.3 の状況を考えよう；とはいえ，以下しばらくは自由分子流（x3.2）と Lorentz 気体（x3.3）
に共通の内容である．
W : [0;1)! R を Lipschitz 連続な関数として，XW (t) =
R t
0
W (s) ds とおく．CW (t) を式 (3.1) の右辺
で X(t) を XW (t) で置きかえたもので定義する；IW (t) を式 (3.5) の右辺で C(t), X(t), V (t) を CW (t),
XW (t), W (t) で置きかえたもので定義する．
f = fW を方程式 (3.11), (3.3) および
f(x; ; t) = f(x;    2[(  W (t)e1)  n]n; t) (x 2 @CW (t); (  W (t)e1)  n > 0; t > 0)
の解とする．fW は x2.4 で述べた特性曲線の方法で構成できる．（W は未知量ではなく，既知の関数である
ことに注意する．）
次に，VW : [0;1)! R を以下のように定める．まず，
rW (t) = 2
Z
IW (t)
(1  W (t))2(fW   f0) ddS (4.1)
とおく．次に，関数 K : R! [0;1) を
K(U) = D0(U)=U (U 6= 0); K(0) = D00(0)
と定める．そうして，VW を次の方程式の解とする：
dVW (t)=dt =  K(W (t))VW (t)  r+W (t)  r W (t); VW (0) = :
これは明示的に解けて，
VW (t) = e
  R t
0






K(W ()) d (r+W (s) + r
 
W (s)) ds:
V を写像 W 7! VW の不動点とすると，(fV ; V ) は方程式 (3.11), (3.3), (3.4)；および方程式 (3.7), (3.6)
の解である．このことは
D0(V (t)) = 2
 Z
I+V (t)
(1   V (t))2f0 ddS  
Z
I V (t)




不動点 V の存在を示すには，写像 W 7! VW の定義域 K を適切に定める必要がある；とくに，W 2 K な
らば VW 2 K が成り立つようにしたい．K の定義には，rW (t) の t ! 1 での減衰評価が密接に関わって
いる．
4.2 rW (t)の評価と再衝突
rW (t)の評価が証明のもっとも本質的な部分であるが，それをここで述べる余裕はない；ここでは RW (t) :=
r+W (t) + r
 
W (t) 6= 0 であることについて，少しだけ説明しておく．式 (4.1) より，RW (t) 6= 0 であるために
は，ある (x; ) 2 IW (t) で fW 6= f0 となる必要がある．(x; ) に対して，x2.4 で述べたように，1 を定義
する．1  0 であれば，fW = f0 が従う．（自由分子流の場合は，式 (2.4) から従う；Lorentz 気体の場合に
も，同様の計算から従う．）つまり，RW (t) 6= 0 であるためには，ある (x; ) で 1 > 0 となる必要がある．
これは，x 2 @CW (t) に速度  で衝突する分子が，過去にも剛体に衝突していたこと（再衝突；recollision）
に対応する．
再衝突は実際に起こり，この影響が漸近挙動を決定する．再衝突のために，時刻 t での抵抗力 D(t) は運動
の履歴に依存する（履歴効果）．Lorentz 気体では，気体中の障害物が分子を散乱（吸収・放出）し，履歴効果
を破壊する．その結果，Lorentz 気体中では，自由分子流の場合と異なり，（" 6= 0,  <1 のとき）指数的な




方程式など）で記述する必要がある．MEMS (micro{electro{mechanical systems) とよばれる系では，微小
流路中で，物体と気体の相互作用を解析する必要がある．そのような問題は，本稿で扱った問題と関連が深
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1 Introduction
In this note, we inverstigate the first and second complex interplation of B˙uw-
spaces. Let us recall the definition of these spaces (see [4]). Let 1 ≤ u, p ≤ ∞
and w : (0,∞)→ (0,∞) be a nonincreasing function. For r > 0 denote by B(r)
the open ball in Rn centered at the origin. The space B˙uw(Lp) and Buw(Lp) are






u , for u <∞
sup
r>0







u , for u <∞
sup
r≥1
w(r)∥f∥Lp(B(r)), for u =∞.










for every R > 0. Note that if w(r) = 1 and u =∞, then B˙uw(Lp) = Lp.
We now recall the definition of the complex interpolation method, introduced
by A. P. Caldero´n (see [1, 2]). Let S := {z ∈ C : 0 ≤ Re(z) ≤ 1} and S be its
∗joint work with Shohei Nakamura (Tokyo Metropolitan University), Yoshihiro Sawano
(Tokyo Metropolitan University), and Takuya Sobukawa (Waseda University)
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interior. Recall that a pair (X0, X1) is said to be a compatible couple of Banach
spaces if there exists a Hausdorﬀ topological vector space Z such that X0 and X1
are subspaces of Z.
Definition 1.1 (Caldero´n’s first complex interpolation functor). Let (X0, X1) be
a compatible couple of Banach spaces. The space F(X0, X1) is defined to be the




2. F is holomorphic on S,
3. the functions t ∈ R (→ F (j + it) ∈ Xj are bounded and continuous on R
for j = 0, 1.





∥F (it)∥X0 , sup
t∈R
∥F (1 + it)∥X1
}
.
Definition 1.2 (Caldero´n’s first complex interpolation spaces). Let θ ∈ (0, 1) and
(X0, X1) be a compatible couple of Banach spaces. The complex interpolation
space [X0, X1]θ with respect to (X0, X1) is defined by
[X0, X1]θ := {f ∈ X0 +X1 : f = F (θ) for some F ∈ F(X0, X1)}
The norm on [X0, X1]θ is defined by
∥f∥[X0,X1]θ := inf{∥F∥F(X0,X1) : f = F (θ) for some F ∈ F(X0, X1)}.
The fact that [X0, X1]θ is a Banach space can be seen in [2] and [1, Theo-
rem 4.1.2]. When X0 and X1 are Lebesgue spaces, Caldero´n gave the following
description of [X0, X1]θ.
Theorem 1.3. [2] Let θ ∈ (0, 1), 1 ≤ p0 ≤ ∞, and 1 ≤ p1 ≤ ∞. Then
[Lp0 , Lp1 ]θ = L
p









Note that the Riesz-Thorin complex interpolation theorem can be seen as a
corollary of Theorem 1.3 and the following Caldero´n’s result.
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Theorem 1.4. [2] Let (X0, X1) and (Y0, Y1) be two compatible couples of Banach
spaces and let θ ∈ (0, 1). Suppose that T is a bounded linear operator from Xk to
Yk for k = 0, 1. Then, T is bounded from [X0, X1]θ to [Y0, Y1]θ.
We now move on to the second complex interpolation method. First let us
recall the definition of Banach space-valued Lipschitz continuous functions. Given
a Banach spaces X. The space Lip(R, X) is defined as the set of all functions






Definition 1.5. [1, 2](Caldero´n’s second complex interpolation functor) Let
(X0, X1) be a compatible couple of Banach spaces. Denote by G(X0, X1) the
set of all continuous functions G : S¯ → X0 +X1 such that:





t ∈ R (→ G(j + it)−G(j) ∈ Xj
are Lipschitz continuous on R for j = 0, 1.
The space G(X0, X1) is equipped with the norm
∥G∥G(X0,X1) := max
{∥G(i·)∥Lip(R,X0), ∥G(1 + i·)∥Lip(R,X1)} . (2)
Definition 1.6. [1, 2](Caldero´n’s second complex interpolation space) Let θ ∈
(0, 1). The second complex interpolation space [X0, X1]θ with respect to (X0, X1)
is defined to be the set of all f ∈ X0 + X1 such that f = G′(θ) for some G ∈
G(X0, X1). The norm on [X0, X1]θ is defined by
∥f∥[X0,X1]θ := inf{∥G∥G(X0,X1) : f = G′(θ) for some G ∈ G(X0, X1)}.
2 Main results
We now state our main results. Suppose that we have 3 functions w0, w1, w :
(0,∞)→ (0,∞) and 7 parameters 0 < θ < 1 ≤ u0, p0, u1, p1, u, p ≤ ∞ satisfying

















, w = w0
1−θw1θ. (3)
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and ωu00 = ω
u1
1 . (4)
We first describe the first complex interpolation [B˙u0w0(L
p0), B˙u1w1(L
p1)]θ and the
second complex interpolation [B˙u0w0(L
p0), B˙u1w1(L
p1)]θ for the case u0 and u1 are
finite.













For the case u0 = u1 = u =∞, we have the following result.
Theorem 2.2. [3] Let θ ∈ (0, 1), 1 ≤ p0, p1 <∞, and w0, w1 : (0,∞)→ (0,∞).


















f ∈ B˙∞w (Lp) : lim
j→∞






p1)]θ = B˙∞w (L
p) (6)
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⌦を Rn Un   2V内の領域とし-指数 1 < p <1を固定するX ⌦上で p乗 .B`B+?H2i
積分の 1mH2`@G;`M;2 方程式である p@GTH+2 方程式とその弱優解 u を考えるX 正
の超関数は測度として表現できるので- ある測度 µ 2 W 1,p0(⌦) が存在して u は方
程式
URV  4p u :=   /Bp(|ru|p 2ru) = µ BM ⌦
の弱解となるX 以下では各点評価を取り扱うため- 下半連続修正された弱優解のみを
考えるX
次の >`M+F の不等式が知られている, u を  4p u = 0 BM ⌦ の非負の弱解とす
るX このとき n と p にのみ依存する定数 C が存在して B(x0, 2R) ⇢ ⌦ となる任意
の球 B(x0, R) に対し




の評価は成り立たないX しかしながら- ⌦ 内部への適当な条件のもとで- 境界で消える
解に対して *`H2bQM 評価と呼ばれる類似の評価が成り立つX 実際- 2005 年- BFr
と a?MKm;HBM;K は距離測度空間の一様領域 U定義 jXe 参照V 上の p@調和関数に
対する次の評価を得たX 特に有界 GBTb+?Bix 領域は一様領域であることに注意するX
定理 RXR U(R)VX ⌦ を一様領域とし- ⇠ 2 @⌦ とするX y 2 ⌦ とし- R = |⇠   y|-
✓ = d(y, @⌦)/R とするX u を  4p u = 0 BM ⌦ の有界かつ非負の解で u = 0 QM
@⌦\B(⇠, 2R) を [mbB@2p2`vr?2`2 にみたすものとするX このとき n- p- c1- c2- ✓ に
のみ依存する定数 C が存在して任意の x0 2 ⌦ \B(⇠, ✓R/4) に対して
u(x0)  C BM7
B(y,✓R/5)
u.
他方- 1994年- EBHT2H BM2M と JHɷ は次の一般の弱優解に対する領域内部での各
点評価を得たX
定理 RXk U(8)VX uを  4p u = µ BM ⌦の非負の弱解とするX x0 2 ⌦とし B(x0, 2R) ⇢


















で定義される µ のqQHz ポテンシャルX
p = 2 の場合- 方程式の線型性を用いると- kつの不等式を組み合わせた形の弱優
解に対する境界近傍での各点評価も正しいことがわかるX 実際- このとき _B2bx の分
解定理から u は非負の調和関数 h と ⌦ の :`22M 関数 G(x, y) を用いて




と表示されるX また- p = 2 のとき- 6m#BMB の定理からqQHz ポテンシャルは L2riQM
ポテンシャルの形に書き換えることができ- :`22M ポテンシャルを上から評価できるX
したがって h に対して *`H2bQM 評価を用いることで求める不等式が得られるX しか
し- p 6= 2 の場合- 方程式 URV は線型ではなく- このような解の分解や表示公式は成り
立たないX
kX 主結果
p 6= 2 の場合も含めてこれら kつの定理が組み合わさった形の定理を得た (j)X
定理 kXRX ⌦を一様領域とし- ⇠ 2 @⌦とするX y 2 ⌦とし- R = |⇠ y|- ✓ = d(y, @⌦)/R
とするX u を URV の弱解で u+ のゼロ拡張 fu+ がW 1,p(B(⇠, 2R)) に属するという意
味で u  0 QM @⌦ \ B(⇠, 2R) かつ µ(B(⇠, 2R)) が有限になるものとするX このとき









証明のため- >`M+F の不等式 URV の証明に立ち返るX 証明は kつの部分に分かれ
ていたX まず- u が  4p u = 0 の非負の弱優解のとき- 弱 >`M+F 不等式と呼ばれ
る積分評価 U補題 jXRVがある s > 0 に対して成り立つX 他方- u が  4p u = 0 の弱
劣解のとき- 各 s > 0 に対して u に対して劣平均値の不等式型の上からの各点評価







が成り立つX ここで f+ = Kt{f, 0}-  
R
Af /x = |A| 1
R
A f /xX k つの不等式を組
み合わせて  4p u = 0 の非負の解に対する >`M+F の不等式が得られるX 定理
RXR- RXk の証明の方針も- この kつの部分からなることは変わらないX そこで我々は
次の二段階に分けて定理 kXR を行うX まず- 領域が一様領域であることと領域内部
では弱 >`M+F 不等式が成り立つことを利用し定理 RXR の境界近傍での積分評価は
 4p u = 0 の非負の弱優解に対しても成り立つことを示す Ua2+iBQM jVX 次に境界上
で u が消えていることを利用し定理 RXk の劣平均値型の各点評価を領域境界を超え
て拡張する Ua2+iBQM 9VX kつの評価を組み合わせて- 求める定理 kXR が得られるX
jX 大域的積分評価
p@GTH+2 方程式についての弱 >`M+F 不等式はよく知られている Uたとえば- (9-
h?2Q`2K 3.59)VX
補題 jXRX u を  4p u = 0 BM ⌦ の非負の弱優解とするX このとき n と p から定ま









この不等式- および (R) と (e) の方法を用いて大域的積分評価 U定理 jX3V を証明す
るX 証明のため- 領域境界から距離の離れた球の鎖を考え- 弱 >`M+F の不等式 U補
題 jXRV を繰り返し用いるX 鎖の長さを制御するのが次の擬双曲距離であるX
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定義 jXkX ⌦ を @⌦ 6= ; となる領域とするX x, y 2 ⌦ の擬双曲距離 k⌦(x, y) を






で定義するX ただし- 下限は x と y を結ぶ ⌦ 内の曲線   についてとるX
⌦ が R2 内の連結領域であれば k⌦(x, y) は x と y の間の双曲距離と同値になるX
次の条件をみたす球の鎖がとれる U(e- G2KK y) を参照VX
補題 jXjX 任意の x, y 2 ⌦ に対し次の条件をみたす有限個の球の族 {Bi}mi=0 =
{B(xi, ri)}mi=0 が存在するX
UBV 各 i に対し- ri = d(xi, @⌦)/5)X
UBBV x0 = x- xm = yX
UBBBV 各 0  i  m  1に対し- xi+1 2 Bi かつ Bi+1 ⇢ 115 BiXUBpV m  C(n)k(x, y) + 1X
各 115 Bi 上で補題 jXR を用いることで次の不等式を得るX
補題 jX9X u を  4p u = 0 BM ⌦ の非負の優解とするX このとき n と p にのみ依存




us /x  eA(k⌦(c(B),y)+1) BM7
B(y,d(y,@⌦)/5)
us.
ただし c(B) は B の中心X
この不等式と被覆定理から次の積分評価を得るX ただし- UjV の右辺の積分は一般
に収束しないことに注意するX
補題 jX8X u を  4p u = 0 BM ⌦ の非負の優解とするX このとき任意の 0 <    1 に














ただし A は 補題 jX9 の定数X
UjV の右辺の積分の収束のための一つの十分条件は- 領域 ⌦が一様領域であること
である U例えば (R- G2KK 4.4)VX 可積分性のためのより一般的な十分条件について
は (e) を参照X
定義 jXeX ある定数 c1 と c2 で任意の x, y 2 ⌦ に対して
k⌦(x, y)  c1 HQ;
✓ |x  y|




補題 jXdX ⌦を一様領域とし- ⇠ 2 @⌦とするX y 2 ⌦とし- R = |⇠ y|- ✓ = d(y, @⌦)/R
とするX このとき- n と c1 にのみ依存する正数 ⌧ > 0 と- n- c1- c2- ✓ にのみ依存す
る正数 C > 0 が存在して- 任意の 0 < ⇢  ✓R に対しZ
⌦\B(⇠,⇢)
e⌧k(x,y) /x  C⇢n.
  = ⌧A - ⇢ = 1325✓R として補題 jX8 と 系 jXd を組み合わせて次の評価を得るX
定理 jX3X ⌦を一様領域とし- ⇠ 2 @⌦とするX y 2 ⌦とし- R = |⇠ y|- ✓ = d(y, @⌦)/R
とするX u を  4p u = 0 BM ⌦ の非負の優解とするX このとき- n- p- c1- c2- ✓ にのみ












EBHT2H BM2M と JHɷ の領域内部での各点評価を- 符号付き外力を伴う方程式に対
しての評価に改良したX
補題 9XR U(k)VX µ+ と µ  を W 1,p0(⌦) に属する非負の測度とするX u を  4p u =
µ+   µ  BM ⌦ の弱解とするX x0 2 ⌦ とし B(x0, 2R) ⇢ ⌦ とするX このとき任意の t















補題 9XkX ⇠ 2 @⌦- R > 0 とするX u を URV の弱解で u+ のゼロ拡張 fu+ が
W 1,p(B(⇠, 2R)) に属するという意味で u  0 QM @⌦\B(⇠, 2R) かつ µ(B(⇠, 2R)) が
有限になるものとするX このときW 1,p0(⌦) に属する非負の測度 ⌫ が存在して
 4p fu+ = µb{u>0} ⌫ BM B(⇠, R).
_2K`F 9XRX 実際には ⌫ はZ
B(⇠,R)






|ru|p' /x 8' 2 C1c (B(⇠, R))
で与えられるX さらに p = 2 かつ {u = 0} が滑らかであればその単位外法線ベクト
ル n と面素 /S を用いて /⌫ =  ru · n /SX
拡張された関数 fu+ に定理 9XR を用いることで次の評価を得るX
定理 9XjX ⇠ 2 @⌦- R > 0 とするX u を URV の弱解で u+ のゼロ拡張 fu+ が
W 1,p(B(⇠, 2R)) に属するという意味で u  0 QM @⌦\B(⇠, 2R) かつ µ(B(⇠, 2R)) が
有限になるものとするX このとき任意の t > 0 に対し- n- p- t にのみ依存する定数 C












定理 kXR の証明X t = t0- r = ✓R として定理 9Xj と定理 jX3 を組み合わせるX ⇤
_272`2M+2b
(R) >X BFr M/ LX a?MKm;HBM;KX *`H2bQM@ivT2 2biBKi2b 7Q` p@?`KQMB+ 7mM+iBQMb M/ i?2
+QM7Q`KH J`iBM #QmM/`v Q7 CQ?M /QKBMb BM K2i`B+ K2bm`2 bT+2bX JB+?B;M Ji?X CX-
8jURV,Re8ĜR33- kyy8X
(k) hX >`X h?2 qQHz TQi2MiBH 2biBKi2 7Q` bQHmiBQMb iQ 2HHBTiB+ 2[miBQMb rBi? bB;M2/ /iX
JMmb+`BTi Ji?X- R8yUR@kV,98Ĝ83- kyReX
(j) hX >`X *`H2bQM@ivT2 2biBKi2b 7Q` p@bmT2`?`KQMB+ 7mM+iBQMbX T`2T`BMiX
(9) CX >2BMQM2M- hX EBHT2H BM2M- M/ PX J`iBQX LQMHBM2` TQi2MiBH i?2Q`v Q7 /2;2M2`i2 2HHBTiB+
2[miBQMbX .Qp2` Sm#HB+iBQMb- AM+X- JBM2QH- Lu- kyyeX lM#`B/;2/ `2Tm#HB+iBQM Q7 i?2 RNNj
Q`B;BMHX
(8) hX EBHT2H BM2M M/ CX JHɷX h?2 qB2M2` i2bi M/ TQi2MiBH 2biBKi2b 7Q` [mbBHBM2` 2HHBTiB+
2[miBQMbX +i Ji?X- RdkURV,RjdĜReR- RNN9X
(e) .X X ai2;2M; M/ .X *X lHH`B+?X amT2`?`KQMB+ 7mM+iBQMb BM >ƺH/2` /QKBMbX _Q+Fv JQmMiBM
CX Ji?X- k8U9V,R8jNĜR88e- RNN8X







q௒زԿڃ਺͸, Ψ΢εͷ௒زԿڃ਺ͷ qྨࣅͱͯ͠, 19ੈلʹHeine ʹΑͬ
ͯಋೖ͞Εͨ. ͜ͷ q௒زԿڃ਺͸, ϋΠωͷެࣜͱݺ͹ΕΔ౳ࣜΛຬͨ͠,
ఆੵ෼ͷ qྨࣅͰ͋ΔδϟΫιϯੵ෼ʹΑͬͯද͞ΕΔ͜ͱ͕஌ΒΕ͍ͯΔ.
ຊߨԋͰ͸, q௒زԿڃ਺ͷ֦ுFM,N Λఆٛ͠, ϋΠωͷެࣜͷ֦ு, ͦ͠
ͯFN,M Ͱද͞ΕΔಛघղΛ࣋ͭϞϊυϩϛʔอଘมܗͷ, N = 1ͷ৔߹ʹ
͍ͭͯ࿩͢.
1. q௒زԿؔ਺
q௒زԿڃ਺͸, Ψ΢εͷ௒زԿڃ਺ͷ qྨࣅͱͯ͠ಋೖ͞Εͨ. Ψ΢εͷ௒زԿڃ਺
ͱ͸࣍ͷΑ͏ͳࣜͰ͋Δ.











xn, |x| < 1. (1)
͜͜Ͱ, (α)n = α(α + 1)(α + 2) · · · (α + n− 1)Ͱ͋Δ.
(1)ͷ qྨࣅͱͯ͠ఆٛ͞ΕΔ q௒زԿڃ਺ͱ͸࣍ͷΑ͏ͳࣜͰ͋Δ











xn, |x| < 1. (2)
͜͜Ͱ, (a)n = (1− a)(1− qa) · · · (1− qn−1a) = (a)∞(qna)∞Ͱ͋Δ.
͜͜Ͱ, q௒زԿؔ਺ (2)ͷॏཁͳੑ࣭Ͱ͋Δ, ϋΠωͷެࣜͱੵ෼දࣔΛ঺հ͢Δ.
·ͣ, ϋΠωͷެࣜͱ͸࣍ͷΑ͏ͳ౳ࣜͰ͋Δ.
















͜ͷূ໌͸, ೋ߲ఆཧͷ qྨࣅͰ͋Δ q-ೋ߲ఆཧͱ, ࿨ͷॱংަ׵Λ͢Δ͜ͱͰࣔ͞
ΕΔ. ͜͜Ͱ, q-ೋ߲ఆཧͱ͸࣍ͷΑ͏ͳ΋ͷͰ͋Δ
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࣍ʹ, (2)ͷੵ෼දࣔʹ͍ͭͯड़΂Δ. ఆੵ෼ͷ qྨࣅͰ͋ΔδϟΫιϯੵ෼͸࣍ͷΑ
͏ʹఆٛ͞ΕΔ.
ఆٛ 1.3 (Jacksonੵ෼). ∫ c
0




q → 1ͷͱ͖, ͜ͷ࿨͸ϦʔϚϯੵ෼ʹҠߦ͢Δ. ͜ΕΛ༻͍Δͱ, (3)͸, ࣍ͷΑ͏
ʹੵ෼දࣔͱͯ͠ղऍ͞ΕΔ.
















͜͜Ͱ, Γq(x) = (q)∞(qx)∞ (1− q)1−xͰ͋Δ.
2. q௒زԿؔ਺ͷ֦ு


























nj, (a)n = (1− a)(1− qa) · · · (1− qn−1a) = (a)∞(qna)∞Λද͢.














͜ͷূ໌͸, ໋୊ 1.1ͱಉ༷ʹ, ఆཧ 1.1ͱ࿨ͷॱংަ׵ʹΑͬͯࣔ͞ΕΔ. (8)ʹΑ
Γ, ؔ਺FN,Mʹରͯ͠, (6)ͱಉ༷ʹͯ࣍͠ΛಘΔ.
















































1 ≤ i, j ≤ N







(α1)|m| · · · (αL−1)|m|(β1)m1 · · · (βN)mN
(γ1)|m| · · · (γL−1)|m|(1)m1 · · · (1)mN
xm (11)
{|x1| < 1, · · · |xN | < 1} ⊂ CN , (12)
ͰٻΊͨ. ·ͣ, FL,Nͷੵ෼දࣔΛ༻͍ͯύϑܥΛߏ੒͠, ࣍ʹHL,NͷϥοΫεܗࣜ
ΛݟΔͱ, ͦΕ͕FL,N͕ຬͨ͢ύϑܥʹؼண͢ΔͷͰ, FL,NͰHL,NͷಛघղΛදͤΔ
͜ͱ͕Θ͔Δ. ࠓճఆٛͨ͠FM,N͸, ͜ͷFL,Nͷ qྨࣅ (M = L − 1)Ͱ͋Γ, զʑͷ
໨ඪ͸, (10)ͷ qྨࣅΛಘΔ͜ͱͰ͋Δ. ͜Εʹ͍ͭͯ, N = 1ͷ৔߹ͷ݁ՌΛಘͨͷ
Ͱ, ຊߘͰ͸ͦΕʹ͍ͭͯड़΂Δ.
3.1. F1,M͕ຬͨ͢ύϑܥ
·ͣ, F1,Mͷੵ෼දࣔΛ༻͍ͯ, ͦΕ͕ຬͨ͢ύϑܥΛߏ੒͢Δ. (9)ͷN = 1ʹ͓͚






(x0 = b1, a0x0 = q). (13)
͜Εʹରͯ͠
Φp0, Φp1,i, (1 ≤ i ≤M) (14)

















(1− ai)xi aixi − ai+1xi+1






σi(p1,k) = p1,k(k ̸= i, i+ 1). (16)
·ͨ, ม਺xMͷ qγϑτ (TxM (f(xM)) = f(qxM))ʹରͯ͠, ͕࣍੒Γཱͭ
TxM (Φp0) = Φ
1− xMu1
1− aMxMu1 = (1− 1/a1)Φρ(p1,1) + 1/a1Φρ(p0), (17)
TxM (Φp1,i) = Φ
1− xMu1
1− aMxMu1p1,i = Φρ(p1,i+1), (1 ≤ i ≤M − 1) (18)
TxM (Φp1,M) = q
−γ1Φ
1− b1u1
1− aMxMu1 = q
−γ1Φρ(p1,1). (19)
͜͜Ͱ, ρ = σM−1σM−2 · · · σ1ͱ͓͘ͱ, (15)-(19)ΑΓ, ͕࣍ݴ͑Δ.
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໋୊ 3.1. ؔ਺F1,M͸, ࣍ͷύϑܥΛຬͨ͢ [3]
TxM (Ψ0) =
xM − b1
aMxM − b1 ρ(Ψ0) +
(aM − 1)xM
aMxM − b1 ρ(Ψ1,1), (20)












F1,M͸্ͷύϑܥΛຬͨ͢ͷͰ, ͦͷ܎਺ߦྻ͸ཱ྆৚݅Λຬͨ͢. ͜ͷ͜ͱ͔Β, ͦ
ΕΛಛघԽ͠, ؆໿ͨ͠΋ͷΛ͋ΔϞϊυϩϛʔอଘมܗͷϥοΫεܗࣜͱղऍͯ͠໨
ඪͷํఔࣜΛಘΔ.
ఆཧ 3.1. ߦྻA, BΛ
A =dX−11 X2 · · ·X−12M−1X2M , (23)
B =X2M(z/q, t)
−1 ·X2M−1(z/q, t), (24)






A(z, t) · B(qz, t) = B(z, t) · A(z, qt), (25)
ʹΑͬͯఆ·ΔϞϊυϩϛʔอଘมܗ 1͸, F1,MͰද͞ΕΔಛघղΛ࣋ͭ.
ূ໌ͷ֓ཁΛड़΂Δ. F1,Mͷੵ෼ද͔ࣔΒಘΒΕΔύϑܥͷ܎਺ߦྻ͕, (23),(24)ͷ
Α͏ʹද͞ΕΔ͜ͱ͕෼͔Ε͹ྑ͍. ͜͜Ͱ, ໋୊ 3.1ʹ͓͍ͯ,
−→







A = RM−1RM−2 · · ·R1QM . (27)
͜͜Ͱ, ߦྻRi, QM͸ (M + 1)࣍ਖ਼ํߦྻͰ, ͦΕͧΕ࡞༻ૉσi, TxMΑΓಋ͔ΕΔߦ









i+ 1 (1−ai)xixi−z 1











1 2 · · · M M + 1
1 1 0 · · · 0 q−γ1 (1−b1)z−b1






. . . 0
...
M + 1 0 0 · · · 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎠. (29)
·ͨ, ͜ͷͱ͖, ύϑܥ (20)-(22)ʹ͓͚Δະ஌ؔ਺ Ψ0, Ψ1, · · · ,ΨMͷ͏ͪ,ΨM͚͕ͩ
zʹґଘ͢Δ. ͦ͜Ͱ, ଞͷؔ਺ͷൺ Ψ1Ψ0 , · · ·
ΨM−1
Ψ0
Λ x1, · · · , xM−1ʹͷΈґଘ͢Δؔ਺
ͱͯͦ͠ΕͧΕ r1, r2, · · · rM−1ͱ͓͘ͱ, ࣜ (26), (27)͸Ψ0ͱΨM͚ͩͷ࿈ཱํఔࣜ
ͱͯ͠, ࣍ͷΑ͏ʹද͢͜ͱ͕Ͱ͖Δ
Tz(Ψ0,ΨM) = (Ψ0,ΨM) d
′Y −11 Y2 · · ·Y −12M−1Y2M , (30)




























͜Εͱ (23)Λݟൺ΂ͯ, ݁ՌΛಘΔ (ߦྻB΋ಉ༷).
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খࢁ ߶࢙ (KOYAMA Takeshi)





໌͕ॻ͔Ε͍ͯΔɽͦΕΒͷத͔Β 5ͭͷจݙ ([3], [5], [6], [9], [10]) Λௐ΂ͨͱ͜Ζɼ͍ͭ͘
͔ෆ໌ྎͳ෦෼͕Έ͔ͭͬͨɽຊൃදͰ͸ɼCarathe´odoryͷ֩ऩଋఆཧͱͦͷূ໌ʹ͍ͭͯ
վྑͨ͠఺Λத৺ʹड़΂͍ͯ͘ɽঘɼຊൃදͷ಺༰͸ԬࢁେֶେֶӃڭҭֶݚڀՊͷग़ᠽޫ෉




ຊࢿྉͰ͸ɼa ∈ C, r > 0 ʹରͯ͠ɼB(a, r) := {z ∈ C | |z − a| < r} ͱఆΊΔɽಛʹɼ
D := B(0, 1) = {z ∈ C | |z| < 1}ͱද͢ɽ
·ͣɼ୯༿ؔ਺࿦ʹ͓͍ͯ࠷΋جຊత͔ͭॏཁͳؔ਺ͷ଒ S Λఆٛ͢Δɽ
ఆٛ 1.1. ࣍ͷ৚݅Λຬͨؔ͢਺ f ͷ଒Λ S Ͱද͢ɿ
1. f ͸ D্ਖ਼ଇ͔ͭ୯ࣹͰ͋Δɽ
2. f(0) = 0͔ͭ f ′(0) = 1Ͱ͋Δ.
࣍ʹɼBieberbach༧૝ͱਂ͍ͭͳ͕Γ͕͋ΔKoebeؔ਺Λఆٛ͢Δɽ





༧૝ (Bieberbach༧૝ [1]). f ∈ S ͱ͢Δɽf ͷ D্ͷ Taylorల։Λ













Bieberbach༧૝͸ de Branges [2]ʹΑͬͯূ໌͞ΕͨɽͦͷޙɼFitzgeraldͱ Pommerenkeʹ
Αͬͯผূ໌ [4]͕༩͑ΒΕͨɽҎԼɼFitzgeraldͱ PommerenkeʹΑΔ Bieberbach༧૝ͷূ໌
ͷखॱͷҰ෦Λઆ໌͢Δɽ·ͣɼRobertson༧૝ͱ༧૝ͷఆࣜԽʹඞཁͳ໋୊Λهࡌ͢Δɽ
໋୊ 1.3. ೚ҙͷ f ∈ S ʹରͯ࣍͠ͷ 2৚݅Λຬͨ͋͢Δؔ਺ g ∈ S ͕ଘࡏ͢Δɿ
(i) ͢΂ͯͷ z ∈ Dʹରͯ͠ g(z)2 = f(z2).
(ii) g͸ D্ͷحؔ਺.
໋୊ 1.4 (Robertson༧૝). f ∈ Sͱ͢Δɽf ʹର໋ͯ͠୊ 1.3Λ༻͍ͯಘΒΕΔؔ਺Λ gͱ͢Δɽ
gͷ D্ͷ Taylorల։Λɼg͕حؔ਺Ͱ͋Δ͜ͱʹ஫ҙͯ͠ɼ




































ఆٛ 1.6 (ፊઢྖҬɼፊઢࣸ૾). z0 ∈ Cʹରͯ͠ z = z(t)Ͱɼt ∈ [0, t0)Ͱ࿈ଓɼz(0) = z0͔ͭ
lim
t→t0
|z(t)| = +∞ Λຬͨ͢΋ͷΛ z0͔Βແݶԕ఺∞Λ݁Ϳۂઢͷํఔࣜͱ͍͏ɽΓ ⊂ CΛɼ͋Δ




ఆཧ 1.7. S∗ ⊂ S Λፊઢࣸ૾ͷ଒ͱ͢Δɽ͜ͷͱ͖ɼ֤ g ∈ S∗ʹରͯ͋͠Δ D্Ͱਖ਼ଇͳؔ਺



























ఆཧ 2.1 (Riemannͷࣸ૾ఆཧ). ೚ҙͷ୯࿈݁ྖҬ Ω ! Cͱ೚ҙͷ఺ z0 ∈ Ωʹରͯ͠ɼΩ͔Β
D΁ͷશ୯ࣹͰ͋Δਖ਼ଇؔ਺ f Ͱɼf(z0) = 0, f ′(z0) > 0Λຬͨ͢΋ͷ͕། 1ͭଘࡏ͢Δɽ
ఆཧ 2.2 (Koebeͷ 1/4ఆཧ). f ∈ S ͱ͢Δɽ͜ͷͱ͖ɼB (0, 14) ⊂ f(D)͕੒Γཱͭɽ
ఆཧ 2.3 (Koebeͷ࿪ۂఆཧ). f ∈ S ͱ͢Δɽ͜ͷͱ͖ɼ͢΂ͯͷ z ∈ Dʹରͯ͠ɼ
|z|





ఆٛ 2.4. F ͸͋Δ։ू߹ Ω ⊂ C্Ͱఆٛ͞Εͨؔ਺ͷ଒ͱ͢Δ.
1. E ⊂ Ωͱ͢Δɽ͜ͷͱ͖ɼ͋Δఆ਺M > 0͕ଘࡏ͠ɼ͢΂ͯͷ z ∈ Eͱ͢΂ͯͷ f ∈ F ʹ
ରͯ͠ |f(z)| ≤M ͕੒Γཱͭͱ͖ɼF ͸E্Ұ༷༗քͰ͋Δͱ͍͏ɽ
2. ೚ҙͷ༗քดू߹K ⊂ Ωʹରͯ͠ F ͕K ্Ұ༷༗քͰ͋Δͱ͖ɼF ͸ Ω্޿ٛҰ༷༗ք
Ͱ͋Δͱ͍͏ɽ
375
3. ೚ҙͷؔ਺ྻ {fn}∞n=1 ⊂ F ʹରͯ͠ {fn}∞n=1ͷ͋Δ෦෼ྻͰ Ω্޿ٛҰ༷ऩଋ͢Δ΋ͷ͕
ଘࡏ͢Δͱ͖ɼF ͸ ΩͰਖ਼ن଒Ͱ͋Δͱ͍͏ɽ
ఆཧ 2.5 (Montelͷఆཧ). F ͸͋Δ։ू߹ Ω্Ͱਖ਼ଇͳؔ਺ͷ଒ͱ͢Δɽ͜ͷͱ͖ɼF ͕ Ω্
޿ٛҰ༷༗քͰ͋ΔͳΒ͹ɼF ͸ ΩͰਖ਼ن଒Ͱ͋Δɽ
ఆཧ 2.6 (Vitaliͷఆཧ). {fn}∞n=1͸͋ΔྖҬΩ্ਖ਼ଇͳؔ਺ͷྻͰɼA ⊂ Ω͸Ad ∩Ω ̸= ∅Λຬ
ͨ͢΋ͷͱ͢Δɽ͜͜ͰɼAd͸Aͷूੵ఺શମͷͳ͢ू߹Ͱ͋Δɽ·ͨɼ{fn}∞n=1͸ΩͰਖ਼ن଒







ఆٛ 3.1 (ྖҬͷྻͷ֩ɼ֩ऩଋ). {Dn}∞n=1͸͢΂ͯͷ n ∈ Nʹରͯ͠ 0 ∈ DnΛຬͨ͋͢Δྖ
Ҭͷྻͱ͢Δɽू߹D′Λ࣍ͰఆΊΔɿ
D′ := {w ∈ C |{0, w} ⊂ H Λຬͨ͋͢ΔྖҬH ͕ଘࡏ͠ɼ
े෼େ͖ͳ͢΂ͯͷ n ∈ Nʹରͯ͠H ⊂ Dn}.
͜ͷͱ͖ɼ{Dn}∞n=1ͷ֩DΛɼ
D := {0} ∪D′
ʹΑͬͯఆٛ͢Δɽ{Dn}∞n=1ͷ͢΂ͯͷ෦෼ྻ͕ {Dn}∞n=1ͱಉ֩͡DΛ΋ͭͱ͖ɼ{Dn}∞n=1͸
Dʹ֩ऩଋ͢Δͱ͍͍ɼDn → Dͱॻ͘ɽ
஫ҙ 3.2. D′ = ∅ͷͱ͖ɼ{Dn}∞n=1ͷ֩D͸D = {0}Ͱ͋Δɽ
ྫ 3.3. (i) ֤ n ∈ Nʹରͯ͠ɼ
Dn := C\
{
1 + it | |t| ≥ 1
n
, t ∈ R
}
Ͱఆٛ͞ΕΔྖҬͷྻ {Dn}∞n=1Λߟ͑Δɽ͜ͷͱ͖ɼ{Dn}∞n=1ͷ֩D͸ɼ
D = {z ∈ C | Rez < 1}
Ͱ͋Δɽ͞Βʹɼ{Dn}∞n=1ͷ೚ҙͷ෦෼ྻ΋ಉ֩͡DΛ࣋ͭͷͰɼDn → DͰ͋Δɽ
(ii) ֤ n ∈ Nʹରͯ͠ɼ
Dn := C\
{
it | |t| ≥ 1
n
, t ∈ R
}
Ͱఆٛ͞ΕΔྖҬͷྻ {Dn}∞n=1Λߟ͑Δɽ͢ΔͱɼͲͷΑ͏ʹ ε ∈ (0, 1)Λͱ͖ͬͯͯ΋͋
Δ n0 ∈ NͰɼB(0, ε) ̸⊂ Dn0 ͱͳͬͯ͠·͏ͷͰɼ{Dn}∞n=1ͷ֩D͸D = {0}Ͱ͋Δɽ͞
Βʹɼ{Dn}∞n=1ͷ೚ҙͷ෦෼ྻ΋ಉ֩͡DΛ࣋ͭͷͰɼDn → DͰ͋Δɽ
376
(iii) ֤ n ∈ Nʹରͯ͠ɼ
Dn := C\ {z ∈ C | Imz = (−1)n}
Ͱఆٛ͞ΕΔྖҬͷྻ {Dn}∞n=1Λߟ͑Δɽ͢Δͱɼ{Dn}∞n=1ͷ֩D͸ɼ
D = {z ∈ C | Imz > −1} ∩ {z ∈ C | Imz < 1}
͕ͩɼ෦෼ྻ {D2n}∞n=1ͷ֩͸ɼ










2ͭͷఆཧʹ෼͚ͯఆࣜԽͨ͠ɽఆཧ 3.4ɼఆཧ 3.5͸ [7]ʹΑΔɽ
ఆཧ 3.4. {fn}∞n=1 ͸ D ্Ͱਖ਼ଇ͔ͭ୯ࣹͰ͋Δؔ਺ͷྻͰɼ֤ n ∈ N ʹରͯ͠ fn(0) = 0,
f ′n(0) > 0Λຬͨ͢ͱ͢Δɽfn(D) = Dnͱද͠ɼྖҬͷྻ {Dn}∞n=1ͷ֩ΛDͱ͢Δɽ͜ͷͱ͖ɼ
{fn}∞n=1͕ D্͋Δؔ਺ f ʹ޿ٛҰ༷ऩଋ͢ΔͳΒ͹ɼf(D) = DͰ͋Δɽ
ఆཧ 3.5. {Dn}∞n=1͸֤ n ∈ Nʹରͯ͠Dn ! C͔ͭ 0 ∈ DnΛຬͨ͋͢Δ୯࿈݁ྖҬͷྻͱ͢
Δɽ{fn}∞n=1͸D্ਖ਼ଇͳ͋Δؔ਺ͷྻͰɼD͔ΒDn΁ͷશ୯ࣹͰɼfn(0) = 0, f ′n(0) > 0Λຬ
ͨ͢ͱ͢Δɽ{Dn}∞n=1ͷ֩ΛDͱ͢Δɽ͜ͷͱ͖ɼҎԼ͕੒ཱɿ
(i) Dn → D͔ͭD = {0}Ͱ͋ΔͳΒ͹ɼ{fn}∞n=1͸ D্ 0ʹ޿ٛҰ༷ऩଋ͢Δɽ




ҙੑͱఆཧ 3.4Λ༻͍ΔɽStep4Ͱ͸ఆཧ 2.6(Vitaliͷఆཧ)ͱఆཧ 3.4Λ༻͍ΔɽຊൃදͰ͸ɼఆ
ཧ 3.5ͷূ໌ͷ֓ཁΛઆ໌͢Δ͕ɼҎԼʹ͸ࣗݾ׬݁ͨ͠ূ໌Λهࡌ͓ͯ͘͠ɽ









n(0) = 0Λࣔ͢ɽ΋͠ 0ʹऩଋ͠ͳ͍ͱԾఆ͢Δͱɼ͋Δ ε > 0͕ଘ
ࡏ͠ɼͲͷΑ͏ʹ n ∈ NΛͱ͖ͬͯͯ΋ɼ͋Δ n0 ≥ nͰɼf ′n0(0) ≥ εΛຬͨ͢΋ͷ͕ଘࡏ͢Δɽ
ͭ·Γɼ
1ʹରͯ͋͠Δ൪߸ n1 > 1͕ଘࡏͯ͠ɼf ′n1(0) ≥ ε
n1ʹରͯ͋͠Δ൪߸ n2 > n1͕ଘࡏͯ͠ɼf ′n2(0) ≥ ε
...
nk−1ʹରͯ͋͠Δ൪߸ nk > nk−1͕ଘࡏͯ͠ɼf ′nk(0) ≥ ε


















































⊂ fnk(D) = Dnk
Ͱɼ{Dnk}ͷ֩͸গͳ͘ͱ΋B(0, ε4)ΛؚΜͰ͠·͍ɼDn → {0}Ͱ͋Δ͜ͱʹໃ६͢Δɽ









|fn(z)| = |Fn(z)||f ′n(0)| ≤ |f ′n(0)|M1 → 0 (n→ +∞)
ͱͳΔͷͰɼ{fn}∞n=1͸ D্ 0ʹ޿ٛҰ༷ऩଋ͢Δɽ
(ii)ͷূ໌ɿStep1. {f ′n(0)}∞n=1͸্ʹ༗քͰ͋Δ͜ͱΛࣔ͢ɽ{f ′n(0)}∞n=1͸্ʹ༗քͰͳ͍ͱ
Ծఆ͢Δɽ͜ͷͱ͖ɼ෦෼ྻ {f ′nk(0)}∞k=1 ⊂ {f ′n(0)}∞n=1 Ͱɼ limk→∞f
′
nk(0) = +∞Λຬͨ͢΋ͷ͕








⊂ fnk(D) = Dnk
͕੒Γཱͭɽ͍·ɼf ′nk(0) → +∞ (k → ∞)Ͱ͋ΔͷͰɼ{Dnk}∞k=1 ͸ CΛ֩ʹ΋ͭɽ͜Ε͸
Dn → D͔ͭD ! Cʹໃ६͢ΔɽΑͬͯɼ{f ′n(0)}∞n=1͸্ʹ༗քͰ͋Δɽ
378
Step2. {fn}∞n=1͸ DͰਖ਼ن଒Ͱ͋Δ͜ͱΛࣔ͢ɽStep1ΑΓɼ͋Δఆ਺M2 > 0͕ଘࡏ͠ɼ͢
΂ͯͷ n ∈ Nʹରͯ͠ |f ′n(0)| ≤ M2͕੒Γཱͭɽ֤ Fnʹରͯ͠ఆཧ 2.3(Koebeͷ࿪ۂఆཧ)Λ
༻͍Δͱɼ͢΂ͯͷ z ∈ K ʹରͯ͠ɼ
|Fn(z)| ≤ |z|
(1− |z|)2 ,





Δ΋ͷ͕ଘࡏ͢Δɽ{gn}∞n=1ͷۃݶؔ਺Λ gͱ͢Δɽ͜ͷͱ͖ɼ{fn}∞n=1͕ D্ gʹ֤఺ऩଋ͢
Δ͜ͱΛࣔ͢ɽ{fn}∞n=1͕ D্֤఺ऩଋ͠ͳ͍ͱԾఆ͢Δɽ͢Δͱɼ͋Δ α ∈ Dͱ ε > 0͕ଘࡏ
͠ɼͲͷΑ͏ʹN ∈ NΛͱ͖ͬͯͯ΋ɼ͋Δ൪߸ n > N Ͱɼ|fn(α)− g(α)| ≥ εΛຬͨ͢΋ͷ͕
ଘࡏ͢Δɽͭ·Γɼ
1ʹରͯ͋͠Δ൪߸ n1 > 1͕ଘࡏ͠ɼ|fn1(α)− g(α)| ≥ ε
n1ʹରͯ͋͠Δ൪߸ n2 > n1͕ଘࡏ͠ɼ|fn2(α)− g(α)| ≥ ε
...
nk−1ʹରͯ͋͠Δ൪߸ nk > nk−1͕ଘࡏ͠ɼ|fnk(α)− g(α)| ≥ ε
Λຬͨ͢෦෼ྻ {fnk}∞k=1 ⊂ {fn}∞n=1͕ଘࡏ͢Δɽ࠶ͼ {fn}∞n=1͕ DͰਖ਼ن଒Ͱ͋Δ͜ͱΛ༻͍
Δͱɼ{fnk}∞k=1ͷ෦෼ྻ {fnkl}∞l=1ͰɼD্޿ٛҰ༷ऩଋ͢Δ΋ͷ͕ଘࡏ͢Δɽ{fnkl}∞l=1ͷۃݶ
ؔ਺Λ f ͱ͢Δɽ͞Βʹɼ͢΂ͯͷ l ∈ Nʹରͯ͠




fnkl (α)− g(α) ̸= 0
ͭ·Γ f(α) ̸= g(α)Ͱ͋ΔɽҰํɼ{fnkl}∞l=1, {gn}∞n=1ʹରͯ͠ఆཧ 3.4Λ༻͍Δͱɼf(D) = D
͔ͭ g(D) = DͰ͋Δɽ·ͨɼ
f(0) = lim
l→∞





f ′(0) = lim
l→∞
f ′nkl (0) ≥ 0
ͱͳΔɽ{fn}∞n=1͸ D্ਖ਼ଇ͔ͭ୯ࣹͳͷͰɼf ΋ D্Ͱਖ਼ଇ͔ͭ୯ࣹͰ͋Δɽ͕ͨͬͯ͠ɼD
্Ͱ f ′(z) ̸= 0ɼͭ·Γ f ′(0) > 0Ͱ͋Δɽಉ༷ʹͯ͠ɼg(0) = 0͔ͭ g͸D্Ͱਖ਼ଇ͔ͭ୯ࣹͰɼ
g′(0) > 0Ͱ͋Δɽ͜ͷ͜ͱͱɼf , g͸D্ਖ਼ଇ͔ͭD͔Β୯࿈݁ྖҬD ! C΁ͷશ୯ࣹͳͷͰɼ
Riemannͷࣸ૾ఆཧͷࣸ૾ͷҰҙੑΑΓɼ͢΂ͯͷ z ∈ Dʹରͯ͠ f(z) = g(z)ͱͳͬͯ͠·͍ɼ
f(α) ̸= g(α)ʹໃ६͢ΔɽΑͬͯɼ{fn}∞n=1͸ D্ gʹ֤఺ऩଋ͢Δɽ
Step4. ఆཧͷ݁࿦Λࣔ͢ɽStep3ΑΓɼ{fn}∞n=1͸D্ gʹ֤఺ऩଋ͢ΔͷͰɼఆཧ 2.6(Vitali
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2章 Persistence weighted Gaussian kernel.
カーネル法に関しては [福10]を参照されたい.
1. パーシステントホモロジー
距離空間 (M,dM)の有限点集合をX, Xを中心とした半径aの球の和集合をB(X; a) :=⋃n
i=1B(xi; a)とする. ただし, B(x; a) = {y ∈ M | dM(x,y) ≤ a}とする. 球の和集
合を半径パラメーターaで集めた集合B(X) := {B(X; a)}a≥0をここではXのフィルト
レーションという. a ≤ bならば包含関係B(X; a) ⊂ B(X; b)があるため, ホモロジー
群間の射uba : Hq(B(X; a))→ Hq(B(X; b))を包含写像から誘導する. このとき, ホモロ
ジー群の系列
Hq(B(X)) : · · · → Hq(B(X; a)) u
b
a−→ Hq(B(X; b)) → · · · (a ≤ b)
をXの q次元パーシステントホモロジーという. パーシステントホモロジーは体係数





I[bi, di] (bi ≤ di)
と分解される. これをユークリッド空間R2内に表示した多重集合
Dq(X) := {(bi, di) | i ∈ I}
をXの q次元パーシステント図という. パーシステント図の元 (bi, di)はホモロジーの
生成元の発生時間（birth time）を bi, 消滅時間（death time）を diと記録しているも
のと解釈できる. ある生成元 α ∈ Hq(B(X; a))の発生消滅の組みが (b, d)であるとき,
α = ιab (β)なるゼロでない生成元β ∈ Hq(B(X; b))の b ≤ aの最小値が発生時間であり,
ιda(α) ∈ Hq(B(X; d))が初めてゼロ元となるd ≥ aが消滅時間である. 生存時間d− bが








図 3: 球モデルのフィルトレーション (左)と対応するパーシステント図 (右)
が知られている. ただし, ∆ は多重度が無限大の対角線集合 {(a, a) | a ∈ R} で
あり γ : D ∪ ∆ → E ∪ ∆ は全単射 2である. パーシステント図の集合を D :=
{D : persistence diagram | dW∞(D,∆) < ∞}とすると, (D, dW∞)は距離空間になる.
次の, 写像X 7→ Dq(X)がリプシッツ連続になる性質はパーシステント図の安定性とし
て知られている:
命題 1 ([CdSO14]). 距離空間 (M,dM)の有限部分集合X,Y に対し,
dW∞(Dq(X), Dq(Y )) ≤ dH(X,Y )
が成立する. ただし, dHはハウスドルフ距離













例えば, Xを真のデータ, Y をXの観測データとした時に, 多少ノイズが乗ったとし
てもそのパーシステント図は大きく異ならないため, Y からXの位相的情報を推論す
る事ができる（図4）.
図 4: 二つの集合X,Y (左)と対応するパーシステント図 (右). 緑の領域はDq(Y )の‖·‖∞
での ε近傍であり, Dq(X)のすべての点が緑の領域に入っていることがわかる.
2. Persistence weighted Gaussian kernel
関数 k : R2 × R2 → RをR2上の正定値カーネル 3とする. Moore-Aronszajnの定理
から正定値カーネルに付随する再生核ヒルベルト空間Hkがただ一つ存在し, Hkは関
2対角線集合の多重度を考慮することでD ∪∆からE ∪∆への全単射は常に存在する.
3集合 Ω上の正定値カーネル k : Ω × Ω → Rとは (i)対称関数 k(x, y) = k(y, x)であり, (ii)任意の
x1, · · · , xn ∈ Ωに対し行列 (k(xi, xj))i,j=1,··· ,nが半正定値行列になるものとして定義される.
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数族 {k(·, x) | x ∈ R2}を基底に持ち, その内積は 〈k(·, y), k(·, x)〉Hk = k(x, y)として
与えられる. 正定値カーネル kが可測で有界のとき, 関数w : R2 → [0,∞)に対して,





w(x)k(·, x) ∈ Hk
関数wは重み関数と呼び, パーシステント図の各点はその位置（主に, 対角線集合か
らの距離）によって重要度が異なるため, wによってその重要度を調整する. 正定値カー
ネルkとしてガウスカーネルkG(x, y) = e−
‖x−y‖2
2σ2 を選択すると, V kG,w(D)はパーシステ
ント図の各点を正規分布に置き換えたものになる. 加えて, 次の安定性定理を得た.
定理 1 ([KFH17]). 正定値カーネルkは可測, 有界, 連続とし, 重み関数wには次の定数









|w(x)− w(γ(x))| ≤ L sup
x∈D∪∆
‖x− γ(x)‖∞ .
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非定数有理関数全体を Rat とおき，f ∈ Rat を自然な方法でリーマン球面 Cˆ から Cˆ への
正則写像とみる．Cˆ は 1次元複素射影空間であり，実 2次元の球面と同相である．複素力学系





ば次のようなランダム力学系として考えたい．m 個の有理関数 f1, . . . , fm を固定し，初期値
z0 ∈ Cˆ からランダムに写像 fi を選んで時間発展するようなランダム力学系を考える．写像を
独立同分布で選ぶ力学系は [1] などで研究されてきたが，これを一般化し，写像 fi を選んだ











設定 2.1. m ∈ N とする．Rat 上の m2 個の（非負値）測度 τ = (τij)i,j=1,··· ,m で，任意の
i = 1, · · · ,m に対し ∑mj=1 τij が Rat 上で全測度 1 になるものが与えられたとする．ただし，
τij ≡ 0 かもしれない．Cˆ×{1, · · · ,m} 上の点 (z, i) からボレル集合 B × {j} への遷移確率が
τij({f ∈ Rat; f(y) ∈ B}) であるマルコフ連鎖を考える．
定義 2.2 (マルコフシステム). 設定 2.1にある測度の組み τ が与えられたとき， Sτ を次で定
める．頂点集合を V := {1, 2, · · · ,m} ，辺集合を E := {(i, j) ∈ V × V ; τij > 0} とする有向
グラフを考える．各有向辺 e = (i, j) ∈ E に有理関数族 Γe := supp τij を対応させる．これ
らの組み Sτ := (V,E, (Γe)e∈E) を有理関数からなる Cˆ 上のマルコフシステムという．また，
i, t : E → V を第一成分，第二成分への射影とし，i(e), t(e) ∈ V を有向辺 e ∈ E の始点，終
点と定める．
例 2.3. g1(z) = z2 − 1, g2(z) = z24 とし，f1 = g1 ◦ g1, f2 = g2 ◦ g2 とする．fn に重みを持
つディラック測度を δn とし，τ11 = 12δ1, τ12 = 12δ1, τ21 = δ2, τ22 = 0 とする．
図 1 例 2.3のグラフ
以下，τ は設定 2.1で与えられたものとする．定義 2.2により定まるマルコフシステム Sτ
で，そのグラフ (V,E) が（強）連結なものを考える．
定義 2.4. (i) e = (e1, e2, . . . , eN ) ∈ EN が長さ N ∈ N の（有限） admissible wordであ
るとは，任意の n = 1, 2, · · · , N − 1 に対して，t(en) = i(en+1) を満たすことである．
この wordに対し，i(e1), t(eN ) を e の始点，終点といい，i(e), t(e) とおく．
(ii) admissible word e = (e1, e2, . . . , eN ) ∈ EN に付随する N 個の写像 fen ∈ Γen に対
し，合成 feN ◦ · · · ◦ fe2 ◦ fe1 の全体を H(Sτ ) とする．これらのうち，i(e) = i となる
合成の全体を Hi(Sτ ) とし，さらに t(e) = j となるもの全体を Hji (Sτ ) とする．
定義 2.5. 写像族 H が点 z0 で同程度連続であるとは，任意の正の数 ϵ に対して，ある正の数
δ が存在して，z0 との距離が δ 未満の任意の点 z と任意の h ∈ H に対して，h(z) と h(z0)
との距離が ϵ 未満となることをいう． 写像族 H が点 z で局所同程度連続であるとは，z の近
傍 U が存在して，その各点 z0 ∈ U で同程度連続であることをいう．
(i) 写像族 H(Sτ ) が局所同程度連続になる点の全体を F (Sτ ) とおき，マルコフシステム
Sτ のファトウ集合という．そうでない点の全体を J(Sτ ) とおき，Sτ のジュリア集合
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という．
(ii) i ∈ V に対し，写像族 Hi(Sτ ) が局所同程度連続になる点の全体を Fi(Sτ ) とおき，マ
ルコフシステム Sτ の i におけるファトウ集合という．そうでない点の全体を Ji(Sτ )






数を H(Sτ )が含んでいれば，そのジュリア集合 J(Sτ ) は非可算集合になる．また，定義から
F (Sτ ) =
⋂
i∈V Fi(Sτ ), J(Sτ ) =
⋃
i∈V Ji(Sτ ) が成り立つ．
3 ジュリア集合の性質
この節では，2節で定義したジュリア集合（ファトウ集合）の基本的な性質を述べる．ジュ
リア集合 J(Sτ ) を各頂点ごとのジュリア集合 Ji(Sτ ) に分割すると，それぞれの関係が明らか
になる．重要なことは，ファトウ集合は「前向き」，ジュリア集合は「後ろ向き」に不変だとい
うことである．
記号 3.1. 写像族 F と集合 X に対して，F(X) := ⋃f∈F f(X) ，F−1(X) := ⋃f∈F f−1(X)
と定める．これらをそれぞれ FX, F−1X と略記することがある．
また，V で添え字づけられた Cˆ の部分集合たち (Li)i∈V , (L˜i)i∈V について (Li)i∈V ⊂
(L˜i)i∈V とは，任意の i ∈ V に対し Li ⊂ L˜i となることをいう ．
定義 3.2. (i) Cˆ の部分集合たち (Li)i∈V が，Sτ 前向き不変であるとは，任意の e ∈ E に
対し Γe(Li(e)) ⊂ Lt(e) が成り立つことをいう．
(ii) Cˆ の部分集合たち (Li)i∈V が，Sτ 後ろ向き不変であるとは，任意の e ∈ E に対し
Γ−1e (Lt(e)) ⊂ Li(e) が成り立つことをいう．
補題 3.3. (i) (Fi(Sτ ))i∈V , (Ji(Sτ ))i∈V はそれぞれ Sτ 前向き，後ろ向き不変である．
(ii) 各々 3点以上を含む Cˆ のコンパクト部分集合たち (Li)i∈V が Sτ 後ろ向き不変ならば，
(Ji)i∈V ⊂ (Li)i∈V となる．
(iii) 高々 2 点を除く Jj(Sτ ) の点 z について，任意の i ∈ V に対し Ji(Sτ ) = (Hji )−1(z)
となる．
(iv) 各辺 e ∈ E に対し，Γe が Rat のコンパクト集合だったとする．このとき，任意の
i ∈ V について， ⋃i(e)=i Γ−1e (Jt(e)(Sτ )) = Ji(Sτ ) が成り立つ．
注意 3.4. (iii)により，コンピュータを用いてジュリア集合 J(Sτ ) の図を描くことができる．
図 2はこの方法により描画した．また (iv)により，ジュリア集合 Ji は Jt(e) の「コピー」た
ち Γ−1e (Jt(e)) の和集合であり，そのために「フラクタル」の形になる．正則関数は微分が消え
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ない点で共形的 (conformal)であることに注意する．
図 2 例 2.3のジュリア集合
定義 3.5. Sτ が non-elemantaryであるとは，任意の i ∈ V に対し Ji が 3点以上を含むこと
をいう．
次数 2 以上の有理関数を H(Sτ )が含んでいれば，そのシステムは non-elementaryになる．
したがって，非常に多くの場合にシステムは non-elementaryである．
補題 3.6. Sτ が non-elementary なら，各 Ji(Sτ ) は孤立点を持たない．したがって，非可算
集合になる．
定理 3.7. Sτ が non-elementaryなら，任意の i ∈ V に対して h ∈ Hii (Sτ ) の反発的固定点
全体は Ji(Sτ )内で稠密である．ここで，有理関数 h の固定点 z が反発的であるとは，z での
h の微分の絶対値が 1 より大きいことをいう．
定義 3.8. 集合 Jker,i(Sτ ) := ⋂j∈V ⋂h∈Hji (Sτ ) h−1(Jj(Sτ )) をマルコフシステム Sτ の i ∈ V
における核ジュリア集合という．Jker(Sτ ) :=
⋃
i∈V Jker,i(Sτ )× {i} ⊂ Cˆ×V とおく．
定義 3.9. マルコフシフテム Sτ が後ろ向き分離条件を満たすとは，始点を共有する二辺
e1, e2 ∈ E と任意の fe1 ∈ Γe1 , fe2 ∈ Γe2 に対し，f−1e1 (Jt(e1)(Sτ )) ∩ f−1e2 (Jt(e2)(Sτ )) = ∅ と
なることをいう． ただし，e1 = e2 かつ fe1 = fe2 となる場合を除く．
補題 3.10. Sτ が後ろ向き分離条件を満たすとする．さらに，始点 i ∈ V を共有する二辺
e1, e2 ∈ E と f1 ∈ Γe1 , f2 ∈ Γe2 が存在して，e1 ̸= e2 または f1 ̸= f2 が成り立つと仮定する．
このとき，Jker(Sτ ) = ∅となる．
390
4 無限遠点に発散する確率
Y := Cˆ×V と定める．Cˆ の球面距離を用いて Y 上に距離 dY を定めることができ，位相的
に Cˆ のコピーの非交和と同一視する：Y ∼= unionsqV Cˆ．






φ(γ(y), j) dτij(γ), (y, i) ∈ Y．
Y 上の C値連続関数全体の空間に上限ノルムをつけたバナッハ空間を C(Y) とする．リー
スの表現定理より，バナッハ空間としての C(Y) の双対空間 C(Y)∗ は，Y 上の複素ボレル測
度全体と同一視できる．
記号 4.2. Y 上のボレル確率測度全体をM1(Y) とし，M1(Y) ⊂ C(Y)∗ に汎弱位相を入れる．
すなわち，µn → µ とは，任意の φ ∈ C(Y) に対して µn(φ)→ µ(φ) となることである．ここ
で，µ ∈M1(Y) に対して， µ(φ) :=
∫
Y φ dµ , φ ∈ C(Y) とおく．
補題 4.3. 推移作用素 Mτ に対し，次が成り立つ．
(i) 任意の φ ∈ C(Y) に対して Mτφ ∈ C(Y) である．
(ii) 推移作用素 Mτ : C(Y) → C(Y) は線形であり，その作用素ノルムは 1 である．した
がって，Mτ の随伴作用素 M∗τ は非負値有限測度を非負値有限測度に写し，かつその全
測度を保つ．
注意 4.4. 位相空間 M1(Y) は次のように距離化可能であり，それによってコンパクト距離空
間となる：Y のコンパクト性から，C(Y) の可算稠密な関数族 {φn}n∈N が存在する．そこで，







定義 4.5. 推移作用素Mτ : C(Y)→ C(Y) に対して，Fmeas(M∗τ ) を随伴写像の n 回合成から
なる写像族 {(M∗τ )n :M1(Y)→M1(Y)}n∈N が局所同程度連続な点の集合とする．
定義 4.6. 無限アドミッシブルワードとそれに付随する写像列の全体を
X(Sτ ) := {ξ = (γn, en)n∈N ∈ (Rat×E)N;任意の n ∈ Nに対してγn ∈ Γen}
とおく．これらのうち，始点が i ∈ V の列全体を Xi(Sτ ) とおく．また，有限集合 E に離散
位相を入れ，積位相により X(Sτ ) は位相空間とする．
記号 4.7. ξ = (γn, en)n∈N ∈ X(Sτ ) に対して，γN,M := γN ◦ · · · ◦ γM とおく．
定義 4.8. 各 ξ = (γn, en)n∈N ∈ X(Sτ ) に対して，写像族 {γn,1}n∈N が局所同程度連続であ
る点の全体を ξ のファトウ集合 Fξ とし，F ξ := {ξ} × Fξ ⊂ X × Y とおく． ジュリア集合
を Jξ := Y \ Fξ, Jξ := {ξ}× Jξ と定める．
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定義 4.9. Xi(Sτ ) 上のボレル確率測度 τ˜i を次のように定める：
Rat の N 個のボレル集合 A′n (n = 1, · · · , N) と (e1, . . . , eN ) ∈ EN に対して，An =
A′n × {en} とする．τ˜i を








1) · · · τeN (A′N ) , (e1, . . . , eN )が i ∈ V から始まるアドミッシブルワード
0 ,そうでないとき
となるように定める．ここで，e = (ij) に対し τe = τij である．定め方から supp τ˜i = Xi(Sτ )
である．
補題 4.10. pij = τij(Rat) とおき行列 P = (pij)i,j=1,··· ,m を考えると，次が成り立つ．
(i) 各成分が正の横ベクトル p = (p1, . . . , pm) が存在して，pP = p かつ
∑m
i=1 pi = 1 が
成り立つ．
(ii) 上の pについて τ˜ =∑mi=1 piτ˜i とおくと，τ˜ は X(Sτ ) 上のシフト写像に関して不変で
ある．
定理 4.11 (協調原理の一般化). Jker(Sτ ) = ∅ なら， Fmeas(M∗τ ) =M1(Y) かつ任意の i ∈ V
について τ˜i -a.e. ξ ∈ Xi(Sτ ),Leb(Jξ) = 0 が成り立つ．
以下本稿では，τij たちのサポートは有限集合であり，かつ 2次以上の多項式のみからなる
とする．
定義 4.12. 点 (z, i) ∈ Cˆ×V に対し，i から始まる無限 admissible word による時間発展が無
限遠点に収束する確率を
Tˆ∞(z, i) := τ˜i({ξ = (γn, en)n∈N ∈ Xi(Sτ ) ; d(γn,1(z),∞)→ 0 (n→∞)})
と定める．また補題 4.10のベクトル p を固定し，T∞(z) :=
∑m
i=1 piTˆ∞(z, i) と定める．
定義 4.13. Hi(Sτ )(z) が有界であるような点 z の全体を Ki(Sτ ) とおき，i ∈ V での最小充
填ジュリア集合という．
命題 4.14. 連続関数 φ ∈ C(Y) で，φ(・, i) のサポートが Ki(Sτ ) と交わらないとする．この
とき，次が成り立つ．
(i) n→∞ のとき，Mnτ φ→ Tˆ∞ となる．
(ii) Mτ Tˆ∞ = Tˆ∞ が成り立つ．
(iii) さらに Jker(Sτ ) = ∅ なら， Tˆ∞ は Y 上連続である．
(iv) Tˆ∞(・, i) は Fi(Sτ ) 上で局所定数である．
定理 4.15 (ジュリア集合の特徴づけ). 後ろ向き分離条件を満たすシステム Sτ について，T∞
は Cˆ 上連続である．また，最小充填ジュリア集合が空でなければ，i ∈ V でのジュリア集合
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Ji(Sτ ) は Tˆ∞,τ (・, i) が局所定数でない点全体と一致する．最小充填ジュリア集合が空なら，
T∞ は値 1 をとる定数関数である．
図 3 例 2.3での，無限遠点に収束しない確率 1− T∞ のグラフ
図 4 図 3を真上から見た様子
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子の場合と類似した条件下で BEC が起こることが計算できる [9]. この場合では，ある特別な条件があると
BECが起こっている時の準自由状態は KMS状態であることがわかり，非因子的であることもわかる．つま
り，BECを起こっている時準自由状態は何らかの KMS状態の重ね合わせで書ける．








~K を C-線形空間，  ~K を反線形形式で  2~K = 1を満たすものとする． ~K :
~K  ~K ! Cを半双線形形式で，
 ~K(  ~Kf;  ~Kg) =   ~K(g; f)を満たすとする．( ~K;  ~K ;  ~K)上の CCR環A( ~K;  ~K ;  ~K)を B(f), f 2 ~K, そ
の共役 B(f), f 2 ~K と単位元から生成される -環とし，これらの元は以下の関係式を満たすとする：
1. B(f)は f に対して C-線形,
2. B(f)B(g) B(g)B(f) =  ~K(f; g)1,
3. B(  ~Kf)
 = B(f).
A( ~K;  ~K ;  ~K)上の線形汎関数 'が条件 '(AA)  0, A 2 A( ~K;  ~K ;  ~K)と '(1) = 1を満たす時，'を
状態と呼ぶ．A( ~K;  ~K ;  ~K) 上の状態 ' に対して，' に付随する GNS-表現空間 (H'; '; ') が存在する．
Re ~K := f f 2 ~K j   ~Kf = f gと定義する．A( ~K;  ~K ;  ~K)上の状態 'で任意の f 2 Re ~K に対して '(B(f))
が本質的自己共役であるとき，状態 'は正則状態と呼ばれる．このときW'(f) = exp(i'(B(f))), f 2 Re ~K
と定義するとW'(f)はワイル・シーガルの関係式を満たす：
W'(f)W'(g) = exp(  ~K(f; g)=2)W'(f + g); f; g 2 Re ~K: (2.1)
より一般的には，ワイル CCR環は式 (2.1)を満たすユニタリ元W (f), f 2 Re ~K より生成される普遍的 C-
環として定義されW(Re ~K;  ~K)と書く． (詳しくは [4, Theorem 5.2.8.]．)
A( ~K;  ~K ;  ~K)上の状態 'が以下の等式
'(B(f1)   B(f2n 1)) = 0;




を満たす時，状態 'は準自由であるという．ここで，n 2 Nで和は s(1) < s(2) <    < s(n); s(j) < s(j+n),
j = 1; 2;    ; nを満たす全ての置換 sを走る．A( ~K;  ~K ;  ~K)上の任意の準自由状態 'に対して，半双線形形
式 S ~K : ~K  ~K ! Cを
S ~K(f; g) = '(B(f)
B(g)); f; g 2 ~K (2.3)
と定義すると，半正定値で B(f)の満たす関係式 2より
 ~K(f; g) = S ~K(f; g)  S ~K( g; f); f; g 2 ~K: (2.4)
を満たす ([1, Lemma 3.2.])．A( ~K;  ~K ;  ~K)上の任意の準自由状態 'は式 (2.4)を満たす K 上の半正定値双
線形形式 S を定め，逆に式 (2.4)を満たす K 上の半正定値双線形形式 S があると，式 (2.3)を満たす準自由
状態 'が一意的に定まり，'は正則状態であることがわかる ([1, Lemma 3.5.])．なので，式 (2.4)を満たす
K 上の半正定値双線形形式 S から定まる A( ~K;  ~K ;  ~K)上の凖自由状態を 'S と書くことにする．半正定値
双線形形式 (; )S より定まる半正定値双線形形式を
(f; g)S := S ~K(f; g) + S ~K(  ~Kg;  ~Kf); f; g 2 ~K (2.5)
で定め，また NS := f f 2 ~K j kfkS = 0 g，kfkS = (f; f)1=2S とする．この半正定値双線形形式で ~K=NS を
完備化した空間を K と書くことにする．S ~K(f; f)  kfk2S と j ~K(f; f)j  kfk2S より，K 上の有界作用素
SK を
(; SK)S = SK(; ); ;  2 K (2.6)
として定義する．
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定義 2.1. A( ~K;  ~K ;  ~K)上の正則状態 'が因子的であるとは，表現空間 (H'; ')上の作用素W'(f)から生
成されるフォン・ノイマン環
R' := fW'(f) j f 2 Re ~K g
w
(2.7)
が因子的である時にいう．つまり，R' \R0' = C1．ここで，有界線形作用素の部分集合 A  B(H')に対し
て，A
w
は Aの弱位相による閉包で，R'0 は R' の元全てと可換になる H! 上の有界線形作用素すべてを集め
た環である．




定義 2.3. [2, Denition 6.1.] A( ~K;  ~K ;  ~K)上の凖自由状態 'S1 と 'S2 に対して，S1 と S2 をそれぞれの
凖自由状態に付随する表現とする．この凖自由状態 'S1 と 'S2 が準同値であるとは，R'1 から R'2 へのフォ
ン・ノイマン環としての同型写像  が存在して，
(WS1(f)) =WS2(f); f 2 Re ~K; (2.8)
を満たす時にいう．ここで，WS1(f) = exp(iS1(B(f)))，WS2(f) = exp(iS2(B(f)))である．
この時以下が成立する．
定理 2.4. [3, Theorem] A( ~K;  ~K ;  ~K)上の準自由状態 'S1 と 'S2 が準同値であることと，以下が成立する
ことは同値：
1. kkS1 と kkS2 から誘導される位相は同じものである．
2. K を kkS1 もしくは，kkS2 で ~K を完備化した空間とする．このとき，S
1=2
1   S1=22 が K 上でヒルベ
ルト・シュミットクラスである．ここで S1 と S2 はK 上の作用素で式 (2.6)で定義されるものである．
2.2 ワイル CCR環と A( ~K;  ~K ;  ~K)の対応
定義 2.5. hをあるヒルベルト空間 Hの部分空間とする．(f; g) := Imhf; gi，f; g 2 hとする．W (f)を関
係式
W (0) = 1; W (f) =W ( f); W (f)W (g) = e  i(f;g)2 W (f + g) (2.9)
を満たすとする．ワイル CCR環W(h; )はW (f)から生成される普遍的 C-環である．
ワイルCCR環上の状態 'が正則であるとは，任意の f に対して，'(W (tf))が t 2 Rについて連続である時
をいう．'をワイル CCR環上の正則状態とすると，GNS表現空間 H'上に関係式 '(W (f)) = exp(i	'(f))
を満たす自己共役作用素 	'(f)，f 2 hが取れる．この 	' を用いて表現空間 H' 上に消滅作用素 a'(f)と生
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と定義する．以下では a'(f)と ay'(f)の 'を省略する．




で，fk 2 C，fekgk2N は正規直交基底である．この分解に対して，f を f :=
P
fkek と定義する．f1; f2 2 h
に対して，  ~K(f1  f2) := f2  f1 と定義し，
(f1  f2; g1  g2) = hf1; g1i   hf2; g2i
2




とおく．すると，W(Re ~K;  Re ~K) =W(h; )となる．
3 グラフ上の BECについて
G = (V G;EG) を無向グラフとする．ここで，V G は G の頂点の集合で，EG は G の辺の集合である．
x; y 2 V Gに対して，xと y がつながっていることを x  y と書き，任意の頂点 x 2 V Gに対して，xの次数
を deg(x) = jf y 2 V G j x  y gj，deg := supx2V G deg(x)とおく．ここで集合 Aに対して，jAjは Aの元の
個数を表す．ここでは，deg <1，連結，可算無限この頂点を持つとする．x，x 2 V Gを x(z) = 0，z 6= x，
x(x) = 1となる `2(V G)のベクトルとする．グラフ Gの隣接行列 AG を hx; AGyiが xから y への辺の数
となるように定義する．すると，
p
deg  kAGk  degとなることがわかり，今の場合は AG は `2(V G)上の
自己共役な有界作用素となる．グラフGの次数行列DG を f 2 `2(V G)に対して，(DGf)(x) = deg(x)f(x)，
x 2 V Gと定義する．グラフ G上のグラフラプラシアン G を G = DG  AG で定義する．







jGnj = 0; (3.12)
を満たすとする．ここで，j@Gnjは Gn から GnGn へつながる辺を持つ頂点の数を表すものとする．それぞ
れの有限グラフ Gn に対して，!
(;)
n をW(`2(Gn); )上の逆温度 ，密度 のグランドカノニカル分布より
定まる KMS状態











g; (e(hn n)   1) 1f
E
; (3.13)




































を満たす時 hを非再帰的であると言う．ベクトル f =
P
x2V G f(x)x 2 `2(V G)が有限個の x 2 V Gでしか
値を持たない時，f をコンパクト台を持つベクトルということにする．[9, Proposition 1.1 and Theorem 1.1]

















g; (e(h 1)   1) 1f (0 <   ())

g; (eh   1) 1f+ (  ())hvG; gihvG; fi (() < ) ; (3.18)
が成立する．ここで，f; g 2 `2(V G)はコンパクト台を持つベクトルで，v は AG に対するペロン・フロベニ
ウスベクトルに対応するもので任意のコンパクト台を持つベクトル f に対して，hv;AGfi = kAGkhv; fiとな
るものである．このような v の存在性は [5, Proposition 4.1]で示されているが，通常 v は `2(V G)の元では
ない．今の場合は，全ての x 2 V Gに対し v(x) = 1となる． > ()のときは，BECが起こっている時に
対応し，  ()のときは BECが起こっていない時に対応する．
定義 3.6. C を単位元を持つ C-環とし，! を C 上の状態とする．また，を C 上の 1径数自己同型群とし，
 > 0とする．! が 不変，つまり，任意の A 2 C に対して
!(t(A)) = !(A); (3.19)
かつ，任意の A;B 2 C に対して I = f z 2 C j 0 < Imz <  g上で解析的，I の閉包 I 上で連続かつ有界
であるような複素関数 FA;B が存在して，
FA;B(t) = !(At(B)); FA;B(t+ i) = !(t(B)A); A;B 2 C (3.20)
を満たすときに，! を (; )-KMS状態であるという．
[6, Theorem 4.5] では，h = kAGk1   AG の時に，h が非再帰的であるとすると，ある条件を満たす





g; (eh   1) 1f+Dhv; gihv; fi (3.21)
で定義される準自由状態がW(h; )上の (; )-KMS状態になっていることが示された．ここで，t(W (f)) =
W (eithf)，f 2 hである．
3.1 BECと準自由状態の非因子性
h = span f eithx j t 2 R; x 2 V G g とすると，式 (3.21)により定まる状態 !D はW(h; )上の KMS状態
である．この状態はとくに正則状態である．2.2節の対応関係を用いて双線形形式 SD は


















hv; f1ihv; g1i+ D
2
hv; f2ihv; g2i (3.22)
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となり，また











h + 1)(eh   1) 1g2

2
+Dhv; f1ihv; g1i+Dhv; f2ihv; g2i
(3.23)
となる．ここで，f1; f2; g1; g2 2 h．ここから得られる ~K = h hの kkD による完備化した空間KD は
KD =







となることが示せる [7, Lemma 4.1]．ここで， ~K
0
は kk0 で ~K を完備化した空間である．さらにKD 上の作
用素 SD は定義より D > 0 の時に 1=2 の固有値を持ち，D = 0 の時は 1=2 の固有値を持たないことがわか
る．とくに D > 0の時が，BECが起こっている状態，D = 0のときが，BECが起こっていない時の状態に
対応しているので，以下を得る．
定理 3.7. [7, Theorem 4.5] h := kAGk1 AG とし，hが非再帰的とする．この時，式 (3.21)で定義される
状態 !D は，D > 0の時非因子的であり，D = 0の時因子的である．つまり，BECが起こっている時は非因
子的であり，BECが起こっていない時は因子的である．
表現の規約分解と同様に状態が非因子的な場合は因子的な状態に分解できる．今の場合は

































!s1;s2(W (f)) = !0(W (f)) exp





と定義すると，これはW(h; )上の KMS状態であり，特に因子的になる [7, Theorem 3.2]．また，s1 6= t1
もしくは s2 6= t2 が成立している時には準同値でないことがわかる [7, Theorem 3.4]．よって，以下が得ら
れる．







注意 3.9. 以上の議論と同様に  < 0に対して









となる ! に対しても因子性が導かれる．ここで h = kAGk1 AG で，f 2 hである．
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8<:@tv + P>( )A=2v + (v  r)v +r = 0; r  v = 0; T3  (0;1);v
t=0
= v0 with r  v0 = 0; T3:
ただし,  > 0: 動粘性係数, (x; t): 圧力, v(x; t) = (v1(x; t); v2(x; t); v3(x; t)): 速度ベクトル
とする. また,  2 R3,  2 [1;1)に対して, P> := F 1fjj>gF , ( )A=2 := F 1jjAF
と定義する. ただし, を定義関数, F をフーリエ変換とした. P>は波数空間上でのカット
オフ関数に相当する. 特に,  = 0かつ A = 2の場合は通常の Navier{Stokes方程式に相当
する. 我々は A > 2の場合, つまり超粘性の場合を考える. また,  2 (1;1)の場合を考え
る. このように一部の周波数に対して粘性の効果が入るように一般化した粘性を部分粘性と
呼ぶこととする.
この方程式に関して, Lions [4]は, A  5=2,  = 0, かつ s > Aに対して v0 2 Hsのとき,
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例えば,  = 0としたEuler方程式の定常解として知られているArnold{Beltrami{Childress
Flow (ABC-Flow) [1]はGNSの定常解である. つまり, ABC-Flowを初期値とする速度場を
時間発展させたときは, エネルギーカスケードしない.
一方でコルモゴロフの仮説において慣性領域での粘性の効果を無視することなどを持ちい
て 5=3則を導いていた. しかし, 実際 Navier-Stokes方程式は慣性領域を含めてすべての波
数に粘性の効果が入っている. そこで我々はエネルギーカスケードの 5/3乗則の根源を解明
する手がかりを探るために, まずは慣性領域の粘性の効果を除去したGNSについて数学解
析として大域解の存在証明をした. また, 数値計算を用いてまずはエネルギー関数E(k; t)を
考察した.
2 数学結果
次のように A = 5=2かつ  2 [1;1)の場合について, 任意の初期値に対する時間大域的
な一様有界性を証明した.
定理. A = 5=2,  2 [1;1)とする. 任意の v0 2 H1に対して, 積分方程式の解 vが次の関数
クラスにおいて一意に時間大域解的に存在する:
Cb([0;1);H1) \ L2loc([0;1);H9=4) \ C1((0;1) T3);
ただし, Cbは有界な連続関数の空間を表す. また, 次の不等式が成立する.
kvk2L1(0;1;H1)  C












直接数値計算では, 境界を 3次元周期境界とし, 切断波数は (269  2 + 1)3としてフーリエス
ペクトル法を用いる. ただし, 離散フーリエ変換は高速フーリエ変換 (FFT)というアルゴリ
ズムを利用するが, FFTにより現れるエイリアスエラーは 3=2ルールに基づいて除去する.





に jKj < 2を満たすいくつかの波数K 2 N3におけるフーリエ係数が下記の等式が整理する
ように外力を入れる.
F[v](K; t) = F[v](K; 0) (jKj < 2):
この直接数値計算の方法を用いて, 次の表のようにA = 2; 5; 10かつ = 0の場合とA = 5
かつ  = 100の場合についてE(k; t)を計算をした.
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A=2   viscosity term
図 1(a) 2=2 0 0:15 10 3 usual Navier{Stokes
図 1(a)(b) 5=2 0 0:40 10 10 hyperviscosity
図 1(b) 5=2 100 0:40 10 10 partial hyperviscosity
図 1(a) 10=2 0 0:80 10 22 hyperviscosity
表 1: 直接数値計算するパラメータの値
ただし, E(k; t)の計算は渦レイノルズ数やエネルギー散逸率などの変動がほとんどなくな
















(a) A = 2; 5; 10の場合の E(k; t)をプロットした. た















(b)  = 0; 100の場合の E(k; t)をプロットした. ただ
し, A = 5は固定した.
図 1: 各パラメータA;に対するエネルギースペクトルE(k; t)を両対数メモリでプロット
した. ただし, 各エネルギースペクトルは t = 10から t = 30の値の時間平均をとって得たも
のである. また, 実線はコルモゴロフの 5=3則を表す.
図 1(a)(b)のいずれの場合も, 慣性領域 (およそ波数 k 2 [10; 100]程度の領域)では 5=3
則の線に沿っていることが見て取れる. つまり, 部分粘性や超粘性の場合についても通常の
Navier{Stokes方程式と同様にコルモゴロフの 5=3則におよそ従っていることがわかる.
さらに, 外力をなくした場合の (A;) = (2; 0); (5; 100)についてE(k; t)を計算をした. た
だし初期値は, 各々のパラメータ (A;)に対して上記の方法で低周波領域 jKj < 2にエネル
ギーを注入して時間発展させて得た速度場を初期値として計算した.







ドを引き起こし, エネルギーが減衰することが得られた. これに対して, ABC-Flowの速度
場のように時間発展させたときに, エネルギーカスケードを引き起こさない初期値が存在す
る. つまり, GNSにおいてエネルギー減衰をいうためには, 少なくとも初期値をエネルギー
カスケードするか否かで分類する必要があることがわかった.
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また, これらの結論から通常の Navier{Stokes 方程式に対して次のことが考えられる.
Navier{Stokes方程式の解の L2 ノルムの減衰性は示されるが, H1 ノルムの減衰性などは
示されていない. また, L2ノルムの減衰性を示すときは, Navier{Stokes方程式と速度 vとの
L2内積を取ることで得られるエネルギー不等式によって示される. しかし, 今回見たように
エネルギーカスケードするならば, 高周波だけの粘性の効果でエネルギーの時間減衰がいえ
るはずである. つまり, 初期値をエネルギーカスケードするか否かで分類できた場合, 従来の
エネルギー不等式よりシャープな空間での減衰性が言える可能性があることが示唆される.
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Young tableauを用いた rooted treeの数え上げ









て有名だが，AI の発達や IoT の普及などにより情報化が進む現代では，より複雑なデータ構造が
必要とされている．また，データ構造におけるアルゴリズムを考える上で，その構造の数学的特徴
を捉えることは必要不可欠である．既に，根つき木やラベルつき根つき木の数え上げ母関数の関
係式は得られているが，これらは明示的ではない [1] [2]．本稿で述べる根つき木“ finely-bounded




rooted tree (根つき木) とは，唯一つ区別される頂点をもつ tree (木グラフ)のことである．区
別される頂点を root (根)と言い，本稿では木と言えば rooted tree を指すこととする．
木の数え上げは“グラフの同型”による同値類の数え上げである．木の同型の定義は以下の通り
である:
Definition 1. (根つき木の同型) T = (V,E), T ′ = (V ′, E′)はそれぞれR ∈ V, R′ ∈ V ′を根とす
る根付き木とする．このとき，
T, T ′は同型 ⇐⇒
def
∃ φ : V → V ′ : bij s.t.{u, v} ∈ E ⇒ {φ(u), φ(v)} ∈ E′, φ(R) = R′
この定義は以下のように捉えることができる:
Lemma 1. T = (V,E), T ′ = (V ′, E′)はそれぞれ R ∈ V, R′ ∈ V ′ を根とする根付き木とする．
また，
CT = {T において，Rに隣接する点を根とし, Rと Rに接続している辺を除去したグラフ }
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とおく．このとき，
T, T ′は同型 ⇐⇒ for ∀c ∈ CT ∃ϕ : CT → CT ′ : bij s.t. c ≃ ϕ(c)
ここで，後に用いる整数の分割，Young diagram，Young tableau の定義を述べておく．
Definition 2. (整数の分割) ある整数 nに対し，λ = (λ1λ2 · · ·λk) (λi ∈ Z)が以下の２つの条件
を満たすとき，λは nの分割 (partition)であるという.
• λ1 + λ2 + · · ·+ λk = n
• λ1 ≥ λ2 ≥ · · · ≥ λk > 0
また，このとき λ ⊢ nと書き，kを分割 λの長さという．
λ = (λ1λ2 · · ·λk) ⊢ nのとき，λ = (1m12m2 · · ·nmn) = (imi) (mi = #{j|λj = i})とも表す．こ
こで，各 iに対しmi が 0または 1のとき，λは strict partitionという．
Definition 3. (Young diagram, Young tableau) λ = (λ1λ2 · · ·λk) ⊢ nに対し，i = 1, 2, · · · k行
目に λi個のセルを左端を揃えて並べた図形をYoung diagramという．また，各セルに数を入れ
たものをYoung tableauという．
Example 1. λ = (3221) = 112231 ⊢ ⇐⇒
3 主結果
T = (V,E)を木とする．v ∈ V について，
d(v)
を根から頂点 vまで経由する辺の最少数とし，これを vの深さという．また，
max{d(v)|v ∈ V }
を T の高さという．T の高さを hとし，i = 1, 2, · · · , hに対し，{
Vi = {v ∈ V |d(v) = i}
E(Vi−1, Vi) = {{u, v} ∈ E|u ∈ Vi−1, v ∈ Vi}
とおく．このとき，
Ti = (Vi−1 ∪ Vi, E(Vi−1, Vi))
を Vi−1の頂点全てを根とする根つき木の組とする．また，接続する辺がただ 1つの頂点を葉とい
う．ここで，本稿にて数え上げる対象は以下の木である：
Definition 4. (finely-bounded tree) 高さ hの根つき木 T が以下の条件を満たすとき，T を finely
bounded tree という:
(1) T の任意の葉 vに対し d(v) = h,
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(2) Th の任意の２つの根つき木は互いに非同型.
特に T が有限グラフであり，正整数列 r = (r1, r2, · · · , rh)に対し
|Vi| = ri (i = 1, 2, · · · , h)
となるとき，T を r−finely bounded tree という．
◦
Figure 1: 根つき木 T
◦ ◦ ◦◦◦◦
， ，
Figure 2: T1, T2, T3
Figure 1の木 T の高さは 3で，任意の葉は V3 に属する．さらに，T3 は 3つの互いに非同型な
根つき木からなる (Figure 2)．よって，これは (2,3,6)-finely-bounded treeである．
◦
Figure 3: Figure 1と非同型な根つき木 T’
それでは，表題にある Young tableau と木の関係を見ていく．Ti は高さ 1の根つき木の組であ




λ(T ) = (λ(i))hi=1
が得られる．例えば Figure 1の木 T について，T1, T2, T3 は Figure 2のようになる．これは分割




となる．この λを，高さ hの木の集合から h個の Young diagram の組の集合への写像と見ると，
この写像は全射であるが単射ではない．
これは，Figure 1の木 T に対応する分割列 λ(T )は Figure 3の木 T ′ に対応する分割列でもあ
ることからも明らかである．以降，数え上げを行うにあたり，finely-bounded tree 全体の集合と











とおく．このとき，F1,F2 · · · Fh に関する包含列
F1 ⊂ F2 ⊂ · · · ⊂ Fh
を T の filtrationと呼ぶ．
我々は木に Young tableaux の組を対応させるのだが，その手続きを Figure 1の例を用いて説
明する．
Figure 1の木 T について，
(1) λ(T ) = (λ(1), λ(2), λ(3)) =
 , ,
を考える．また，Figure 2 の根つき木
を左から t1, t2, · · · t6 とおくと，T1, T2, T3 はそれぞれ
T1 = (t1), T2 = (t2, t3), T3 = (t4, t5, t6)
となる．
(2) F1は λ(3)に対応しており，T3の要素 t4, t5, t6はそれぞれ λ3の第 3,2,1行に対応する．また，







(3) F2はλ(2)に対応しており，T2の要素 t2, t3はそれぞれλ(2)の第 2,1行に対応している．Lemma





(4) F3は λ(1)に対応しており，t1は第 1行に対応している．Lemma 1より，CF3 の任意の 2つ
の木は非同型であるから，λ(1) の各セルにはそれぞれ相異なる数を入れる:
1 2 .
(5) 以上より，根つき木 T に対応する Young tableaux の組 Λ(T ) は以下のようになる:
Λ(T ) =












逆に，セル内の数が互いに異なる異行内の 2つのセルの入れ替えを施せば，その Young tableaux
に対応する木は元の木と非同型な木であると言える．例えば，上で定めた Young tableaux の組
Λ(T ) に対し，Figure 3の木 T ′ に対応する Young tableaux の組 Λ(T ′) は
Λ(T ′) =














となる．ここで Λ(T ),Λ(T ′) を比較すると，Λ(T ′) の第二成分は Λ(T ) の第二成分の 2と 3を入れ替
えたものである．2,3は互いに異なる行に属しており，かつ 2 ̸= 3であるから，T と T ′は Lemma
1 から非同型であることがわかる．これらの性質を用いて，正整数列 r = (r1, r2, · · · , rh)に対し，
r-finely bounded tree の数え上げを考える．{
Tabri = {ri次の Young tableaux}
r−Tab = {(s1, s2, · · · , sh)|si ∈ Tabri , i = 1, 2, · · · , h}
とすれば，上の 3つの操作により生成される r-Tab 上の同値関係を ∼で表せば，1対 1対応
{r − finely bounded trees}/同型↔ r − Tab/ ∼
が得られる．これにより，以下で定める“ tree tableau” は r-Tab / ∼の代表系の元となり，この
定義は木に対応する Young tableau の標準的な取り方を与えている．
Definition 6. (tree tableau) Y を Young tableau，Y (i, j)を Y の i行 j 列のセル内の数とする．
Y が以下の条件を満たすとき，Y は tree tableauであるという．
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• 任意の iに対し，Y (i, j) ≤ Y (i, j + 1).
• i, i+ 1行内のセルの個数が等しいとき，Y (i, 1) ≤ Y (i+ 1, 1).
以上の議論から，木の数え上げは tree tableaux の組の数え上げに帰着されることがわかる．こ
れにより，以下の r-finely bounded tree の数え上げ明示公式が得られた．
Theorem 1. SPk(n)を長さ kの nの strict partitions の集合，Pk(n)を長さ kの nの分割の集



















Proof. finely-boundedの定義より，Thに対応する分割は strict partitionである．また，CF1 = Vh
で，任意の 2つの木 (頂点)は明らかに同型であるから，F1に対応する tree tableauは，その strict
partition に対応する Young diagram の全てのセルに同じ数を入れたものである．従って，F1 の
tree tableau は |SPrh−1(rh)|通り存在する．
CF2 ( = F1 = Th)の任意の 2つの根つき木は， finely-bounded tree の定義より互いに非同型で










また，F2の tree tableau 内の数が全て異なることから，CF2 の任意の 2つの根つき木は互いに
非同型である．よって，F3 に対応する tree tableau 内の数も全て異なる．








植田 優基 (Yuki UEDA)
本研究は, 長谷部 高広氏 (北海道大学)との共同研究である (詳細は [6]による).
1 単峰性と強単峰性
確率論や数理統計学で重要な性質の一つとして, 分布の単峰性というものがある.
定義 1.1. 1次元確率分布 がモード c 2 Rの単峰であるとは, が以下のように表示されることをいう.
 = (fcg)c + f(x)dx;
ただし f : R ! [0;1)は ( 1; c)上で単調非減少, (c;1)上で単調非増加な関数である. 値 (fcg)は 0
となることもある. また, モードを指定せず単にが単峰であるということもある. 更に,集合 T を [0;1)
の部分集合, t  0に対してXtを確率分布 tに従うある確率空間で定義された確率変数としたとき, 確
率過程 fXtgt0が T で単峰であるとは, 確率分布 tが t 2 T で単峰であることをいう.
分布の単峰性は, 数理統計学の視点から見れば, 分布の散布度, 歪度などの分布に現れる統計的特性
を統計指標で要約するために必要な性質として, 確率論の視点から見れば, L分布 (自己分解可能分布)の
もつ著しい性質として現れてくる. 例えば, ある確率空間上で定義された 1次元ブラウン運動は全ての
時刻で単峰である. なぜなら, ブラウン運動をなす分布族は正規分布族であり, 正規分布N(0; t)は全て
の t > 0でモード 0の単峰確率分布となるからである. なおブラウン運動は安定過程, 自己分解可能過程,
そしてレヴィ過程 (無限分解可能過程)と呼ばれる広いクラスの確率過程の代表的な例である. より一般
に安定過程, 自己分解可能過程やレヴィ過程の単峰性に関する研究は, 主に山里, 渡辺, Wolfeらを中心に
進められてきた. 有名な結果として, 安定過程と自己分解可能過程は全ての時刻で単峰であることが知ら
れている. 対して一般のレヴィ過程に関しては, 全ての時刻で単峰とはならないレヴィ過程が存在する事
が知られている. 具体的には を無限分解可能分布としたとき, もし がガウス部分 (レヴィ-ヒンチン
表現をしたときに現れる非負係数部分)をもたず, そのレヴィ測度が 0でない平均と有限の分散の値をも
つならば からなるレヴィ過程は十分大な時刻で単峰ではないという結果がある (これらの詳細は [10],
[11], [12]などによる).
つぎに, 単峰性より強い性質として強単峰性というものについて解説する. 一般に単峰性は分布のたたみ
こみによって保存されない. つまり単峰確率分布 ;  でそれらのたたみこみ分布    が単峰でないよ
うなものが存在する (構成については [9]を参照). ここで強単峰性の定義は次のようにされる.
定義 1.2. 確率分布 が強単峰であるとは, 任意の単峰確率分布 に対して, たたみこみ   が単峰と
なることをいう. また, t  0に対してXtを確率分布 tに従うある確率空間で定義された確率変数とす
る. このとき確率過程 fXtgt0が T  [0;1)で強単峰であるということを, 確率分布 tが t 2 T で強単
峰であることと定義する.
デルタ確率測度は単峰なので, 確率分布が強単峰ならばそれは自動的に単峰となる. また特殊な場合
として ;  が対称な単峰確率分布であれば    もまた対称な単峰確率分布となる. 一般に単峰確率分
布同士のたたみこみが単峰であるか否かを確認するのは容易ではないが, Ibragimovは確率分布が強単峰
になるための必要十分条件を次で与えた.
命題 1.3. (Ibragimov: [7]) デルタ分布でない確率分布 に関して以下は同値である.
(1) は強単峰である,




この結果によりブラウン運動はすべての時刻で強単峰になることが分かる. さらに Ibragimovは, す
べての時刻で強単峰な安定過程はブラウン運動のみであるという事を示した (詳細は [9]を参照).
2 自由確率論と単峰性





定義 2.1. Aを単位元 1Aをもつ複素数体 C上の (非可換)代数とする.
(1) Aが -代数であるとは, 代数Aに以下の条件をもつ写像  : A 3 a 7! a 2 Aを付随したものをいう:
全ての a; b 2 Aに対して (i) (ab) = ba, (ii) (a) = a.
(2) -代数A上の線形汎関数 が状態であるとは, (1A) = 1で, 全ての a 2 Aに対して (aa)  0が
成り立つときをいう.
(3) 組 (A; )が非可換 (-)確率空間であるとは, Aが単位元をもつ C上 (-)非可換代数, をその上の
状態であるときをいう.
(4) (A; )を非可換確率空間とするとき, Aの元のことを (非可換)確率変数, のことを期待値 (関数)と
呼ぶことがある. とくに a 2 Aが自己共役 (すなわち, a = a)のとき, aを実確率変数と呼ぶ.
(5) a 2 Aに対して, 値 ((a)m1an1    (a)mkank) (m1; nk 2 N [ f0g, m2   mk; n1;   nk 1 2 N)のこ
とを aのモーメントという. とくに, 値 (an)を aの n次モーメントという. 一般に a1;    ; an 2 A
とそれらの共役たちの積の期待値のことを, a1;    ; anの混合モーメントという.
非可換確率変数同士の積は非可換であるので, 一般にはこれらの混合モーメントを計算することは困
難である. ここで, 非可換確率変数の自由独立性というものを定義する.
定義 2.2. (A; )を非可換確率空間とする. このとき,
(1) Aの -部分代数A1;    ;Anが自由独立であるとは, 任意の 1  i1;    ; ik  nで i1 6= i2, i2 6= i3,
   , ik 1 6= ikなるものと, 任意の ail 2 Ail , (l = 1;    ; k)で (ail) = 0, (l = 1;    ; k)となるとき,
(ai1    aik) = 0; (2.1)
が成立することをいう.
(2) Aの部分集合A1;    ; Anが自由独立であるとは, 単位元 1Aと集合Aiで生成される -部分代数を
Ai := -Alg(1A; Ai), (i = 1;    ; n)とおくとき, A1    ;Anが自由独立であることをいう.
(3) a1    ; an 2 Aを (実)確率変数とする. このとき a1;    ; anが自由独立であるとは, Ai := faig,
(i = 1;    ; n)をAの部分集合として, A1;    ; Anが自由独立であることをいう.
確率変数が自由独立である時, 例えば次のような混合モーメントを計算することができるようになる.
例 2.3. a1; a2を自由独立な確率変数とする. このとき,
(1) (a1a2) = (a1)(a2),
(2) (a1a2a1) = ((a
2
1)  (a1)2)(a2).
実際, (1)は Xi := ai   (ai)1A (i = 1; 2)とおくことで, X1; X2 もまた自由独立な確率変数となり,
(X1) = (X2) = 0なので (X1X2) = 0. 後はこの左辺を展開することで (a1a2)の計算結果が得られ
る. (2)も同様である.
この概念は確率論における"独立性"と類似した概念である. 実際, たとえば (可積分な)確率変数X;Y
が独立であれば, E[XY ] = E[X]E[Y ]が成立するし, その他にも期待値の計算がいくつかできるようにな




定義 2.4. Gを群, G1;    ; GnをGの部分群とする. また eをG;G1;    ; Gnの単位元とする. このとき,
G1;    ; GnがGにおいて自由であるとは, 任意の 1  i1;    ; ik  nで i1 6= i2, i2 6= i3,    , ik 1 6= ik
なるに対して, gil 2 Gil n feg, (l = 1;    ; k)であるならば,
gi1    gin 6= e;
をみたすことをいう.
つぎに自由積を定義する. 群 G;H が与えられたとき, これらの自由積とは元が GとH の縮約され
た語であり, 積は連結して縮約したものとする群のことである. GとH の自由積をG H とかく. 構成
からG;H はG H の部分群として含まれる. たとえば, Fnを n個の生成元からなる自由群としたとき,
Fm  Fn = Fm+nである. また n個の群に関しても同様にして自由積が定義でき, G1     Gnと表すこ















ただし, e 2 GはGの単位元とする. このとき Gは C[G]上の状態となり, これらによって非可換確率
空間 (C[G]; G)が構成される. これらの定義から以下のような事実が知られている.
命題 2.5. G1;    ; Gnを群とする. このとき次の 2条件は同値である.
(1) G1;    ; GnはG = G1     Gnにおいて自由である.
(2) C[G]の -部分代数 C[G1];    ;C[Gn]は自由独立である.
(2)の定義は (2.1)において Gを使うだけである. ただし GjC[Gi] = Gi , (i = 1;    ; n)であること
に注意する. これより自由群 Fi1 ;    ;Fin , (i1;    ; in 2 N)を考えれば, Fi1 ;    ;Fin は Fi1++in におい
て自由であるから, 上の命題からC[Fi1 ];    ;C[Fin ]はC[Fi1++in ]の -部分代数として自由独立である.
ゆえに自由独立な確率変数の存在がわかった. なお自由独立の概念をはじめとする自由確率論は, 作用素
環論に現れる (自由)群フォンノイマン環の構造解析のために, Voiculescuによって展開されたのが始ま
りである (これらの詳細や命題 2.5 の証明などは [8]が詳しい).
つぎに確率論の時と同様, 非可換確率変数に従う確率分布と (自由)たたみこみの定義を与える.





xnd(x); n 2 N; (2.2)
が成立するとき, このような は次の意味で一意である: もし他の確率測度  が (2.2)を満たすとき, 任






が成立する. この を確率変数 aの確率分布という. もしくは, 確率変数 aは確率分布 に従うという.
このとき は R上のコンパクトサポートをもつ確率測度であるという事に注意する. 次に a; bを自
由独立な実確率変数として, ; をそれぞれ a; bの従う確率分布とする. このときVoiculescuは aと bの




xnd( )(x); n 2 N:
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; はコンパクトサポートをもつので,  もまたコンパクトサポートをもつ R上の確率測度となる.
この段階ではコンパクトサポートをもつ確率分布同士の自由たたみこみしか定義されていなかったが,





定義 2.7. ある (非可換)確率空間上で定義された非可換実確率過程 fWtgt0が 1次元自由ブラウン運動
であるとは, 次の条件をみたすものをいう.
(1) W0 = 0,
(2) 任意の 0 < t1 < t2 <    < tnに対し, Wt1 ;Wt2  Wt1 ;    ;Wtn  Wtn 1 は自由独立,
(3) 任意の 0  t < sに対して, Ws  Wtは分散 s  tの標準ウィグナー半円分 ws t(dx)に従う.






4t  x2  1[ 2pt;2pt](x)dx; x 2 R:
まずこのような非可換確率過程は存在することは知られている. 1次元自由ブラウン運動をなす分布族
はウィグナーの半円分布族でありwt(dx)はすべての t > 0でモード 0でコンパクトサポートをもつ単峰
確率分布となる. したがって自由ブラウン運動もまた全ての時刻で単峰であるといえる.
自由確率論においても自由安定過程, 自由自己分解可能過程, 自由レヴィ過程 (自由無限分解可能過程)な
どが定義され, 自由ブラウン運動はこれらの確率過程に含まれている. 自由安定過程, 自由自己分解可能
過程はすべての時刻で単峰であるという, 古典確率論における安定過程,自己分解可能過程の単峰性の結
果と完全に類似した結果が, Biane, 長谷部, Thorbjrnsenらによって証明された (詳しくは, [1], [5]を参
照). しかし長谷部, 佐久間は, を自由無限分解可能分布としたとき, の自由レヴィ測度がコンパクト
サポートをもつならば, からなる自由レヴィ過程は十分大な時刻で単峰になるという結果を与えてい
る. すなわち, 古典の場合と合わせると以下のような命題が得られたことになる.
命題 2.8. (Wolfe: [11], 長谷部, 佐久間: [4]) ガウス部分をもたない複合 Poisson分布 で,
(1) t は単峰にならない,
(2) ()t は単峰になる,
をある十分大な t > 0で同時に満たすようなものが存在する.
(2)の分布 ()は自由複合 Poisson分布と呼ばれる. なお, 写像 は無限分解可能分布全体の集合
IDから自由無限分解可能分布全体の集合 FIDへの全単射写像であり,  2 IDの特性三つ組を (a; ; )
(a  0,  2 R, は R上レヴィ測度) としたとき, () 2 FIDは特性三つ組 (a; ; )をもつ自由無限分





第 1, 2節では, 古典, 自由ブラウン運動の単峰性について触れてきた. 古典, 自由ブラウン運動をそれぞ
れ単に分布族としてみたとき, それらの初期分布はいずれも 0でのデルタ分布 0である. ここで我々は,
初期分布つき古典, 自由ブラウン運動の単峰性について研究してきた. 初期分布つき古典, 自由ブラウン
運動とは, 初期分布をデルタ分布でない適当な確率分布 に変更するときに得られる古典, 自由レヴィ過
程のことをいい, これらの確率過程をなす分布族は古典の場合は  N(0; t), 自由の場合は wt(dx)で
ある. 初期分布つき古典, 自由ブラウン運動の単峰性は, もちろん初期分布 に依存して変化し, 一般には
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すべての時刻で単峰ではなくなる. 例えば  = 12+1 + 12 1(対称ベルヌーイ分布)と取れば,  N(0; t)
は t  1で単峰,  wt(dx)は t  4で単峰になる (自由の場合は Figure 1-6). ここで我々の本研究での
問題点は, 初期分布がどのようなクラスであれば初期分布つき古典, 自由ブラウン運動は,
 (All time unimodality) すべての時刻で単峰になるか,
 (Large time unimodality) 十分大な時刻で単峰になるか,
 (Non-unimodality) すべての時刻で単峰にならないか,
について考察することである.






Figure 1:  w0:25(dx)






Figure 2:  w1(dx)






Figure 3:  w2(dx)






Figure 4:  w3(dx)






Figure 5:  w4(dx)






Figure 6:  w7(dx)
4 Bianeの密度関数公式
第 2節で定義した自由たたみこみによる分布の計算は一般的には困難であり, それを導出するような公
式は未だ与えられていない. しかし Bianeは特殊な場合として, 一般の R上確率測度 とウィグナーの
半円分布 wt(dx)との自由たたみこみ   wt(dx)の密度関数を陰関数表示する公式を与えた. この節で
はその公式について解説する. なお詳細は [3]による.
定義 4.1. を R上確率測度, t > 0とする. ここで以下のような集合を定義する.
Ut; :=











定義 4.2. を R上確率測度とする. t > 0と u 2 Rに対して, 次の方程式:Z
R
1




をみたす y  0が一意的に定まり, この v  0を v = vt(u)と表示することにする.
ここで関数 vt : R! [0;1)はR上連続であり, 開集合Ut;上で実解析的となる. また vt(u) > 0とな
るための必要十分条件は u 2 Ut;となることである. このとき Bianeは陰関数 vtの表示を使い, に関
する wt(dx)の subordination functionというものを求めることによって wt(dx)のコーシー変換
を計算した. 最後に Stieltjesの逆変換公式によって, 以下のような wt(dx)の密度関数公式を与えた.
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命題 4.3. (Biane: [3]) を R上確率測度とする. このとき   wt(dx)は Lebesgue測度に関して絶対




 1 t;(Ut;)(x); x 2 R:
さらに関数 ptはR上連続であり, fx 2 R : pt(x) > 0g上で実解析的である. ただし  t; : R! Rは以下
の表示:








第 4節の Bianeの密度関数公式に関する結果を用いることで, 初期分布つき自由ブラウン運動の単峰性
に関する結果を得る. この節では結果の主張および証明の概略を与える. なお詳細は [6]による.
定理 5.1. (All time unimodality) を対称かつ単峰なR上確率測度とするとき wt(dx)はすべて
の時刻 t > 0で単峰になる.
この定理を証明をするために 2つの補題を用意する (詳細は [6]を参考).
補題 5.2. を Lebesgue測度に関して絶対連続な R上確率測度とする. また の密度関数 p(x)は R上
連続関数に拡張され fx 2 R : p(x) > 0g上で実解析的であるとする. このとき が単峰であることの必
要十分条件は, 任意の a > 0に対して方程式 p(x) = aの解 xの個数が 2個以下であるということである.
確率分布の単峰性の定義によると, 単峰確率分布の密度関数は不連続点をもつことがあり得る. さら
には Rのある区間で平坦になっていることもあり得る. 補題 5.2ではこういった状態が起こらない場合
に関する単峰確率分布の条件を与えていることになる.









の解 xの個数が 2個以下であるならば  wt(dx)は単峰である.
証明. 命題 4.3 の  t; が R の同相写像であることと補題 5.2 により, 任意の a > 0 に対して方程式
pt( t;(x)) = aの解 xの個数が 2個以下であることを示せばよい. ここで t > 0と x 2 Rに対して, 値
vt(x)は正のとき方程式 (5.1)の一意的な解であったので,














が成立する. したがって今の仮定から (5.2)の右辺の解空間の元の個数は 2個以下である. ゆえに方程式
pt( t;(x)) = aの解 xの個数は 2個以下であることが示された.
定理 5.1の証明. を対称かつ単峰なR上確率測度とする. 補題 5.3より, 任意のR > 0と t > 0に対し
て方程式 R(x) = 1t の解 xの個数が 2個以下であることを示せばよい. 任意に R > 0と t > 0をとり,
方程式 R(x) = 1t を考える. ところでパラメーターR > 0の対称コーシー分布を CR(dx)と書くことに
すれば, とのたたみこみ  CR(dx)は Lebesgue測度に関して絶対連続で, その密度関数はR上連続か









(x  u)2 +R2d(u) =
R

 R(x) = R
t
; x 2 R; (5.3)
となるので, 補題 5.2より方程式 (5.3)の解 xの個数は 2個以下であることがわかる. 関数 R(x)は関
数 d(CR)dx (x)の定数倍に過ぎないので, 方程式 R(x) = 1t の解 xの個数も 2個以下であることが言え
る.
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つぎに Large time unimodalityに関する結果について述べていく. なお証明では簡単な計算は全て
省き, 概要のみを述べることにする.
定理 5.4. (Large time unimodality) をコンパクトサポートをもつ R上確率測度とし, Dを の
サポートの長さとする. このとき  wt(dx)は t  4D2で単峰になる.
証明. をコンパクトサポートを持つ確率測度として, t  4D2のとき,任意のR > 0に対してR(x) = 1t





に含まれると仮定してよい. また t  4D2として t > 0
をとっておく いま明らかに, 全ての x <  D2 に対して 0R(x) > 0, 全ての x > D2 に対して 0R(x) < 0
であり0RはR上連続である. もし 0 < R <
p

















に唯一つの極大点をもつ. これは方程式 R(x) = 1t の解 xの個数が 2個以下であることを示している.




定理 5.5. (Non-unimodality) f : R! [0;1)を可測関数とする. このとき,Z
R
f(x)(dx) <1;
となるような R上確率測度 で  wt(dx)はすべての t > 0で単峰にならないようなものが存在する.




n2maxff(an); 1g > 0; n 2 N;
ここで c > 0は正規化する定数とする. すなわちP1n=1wn = 1とするような正定数とする. これらの実
数列を使って構成したR上確率測度  :=P1n=1wnan はコンパクトサポートをもたず, wt(dx)はす
べての t > 0で単峰にならないことがいえる. その証明は [6]による.
以上の結果から第 3節で挙げた問題に対する一つの解答が得られたことになる. 最後に All time
unimodality に関する結果において, 次のような問題が自然に出てくることに触れておく.




つぎに初期分布つき古典ブラウン運動の単峰性に関する研究結果について述べる. まず All time uni-
modalityについてだが,初期分布として単峰なものをとれば, Ibragimovの結果により,正規分布N(0; t)
はすべての t > 0で強単峰であるので  N(0; t)はすべての t > 0で単峰になることがわかる. 我々は
初期分布つき古典ブラウン運動の単峰性 (Large time unimodality 及び Non-unimodality)に関して以下
のような結果を得た. 証明は [6]による.







このとき  N(0; t)は t  36 log(2)A のとき単峰になる.
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となるような R上確率測度 で  N(0; t)はすべての t > 0で単峰にならないものが存在する.
5.3 初期分布つき指数 1=2と 1の安定過程の単峰性
本題ではないが, 指数 1=2の片側安定過程と指数 1の (狭義)安定過程に関しても, 特定の初期分布をつ
けることで十分大時刻で単峰になること (Large time unimodality) と, 全ての時刻で単峰にならない例





 1R(x)dx; t > 0;
ここで分布族 Ct(dx)からなるレヴィ過程を指数 1の (狭義)安定過程, またはコーシー過程といい, 初期
分布 つきコーシー過程を分布族 Ct(dx)からなるレヴィ過程と定義する. このとき初期分布つきコー
シー過程の単峰性に関して以下の結果が得られた. All time unimodalityに関しては, 単峰性の一般論か
ら, が対称かつ単峰な R上確率分布であれば   Ct(dx)は全ての t > 0で単峰になることが言える.






をみたすとする. このとき,   Ct(dx)は t  201=3のとき単峰になる.
さらに初期分布つき古典ブラウン運動の結果と類似した結果も得られた.
定理 5.10. (Non-unimodality) 以下の性質:Z
R




をみたす R上確率測度 で   Ct(dx)がすべての時刻で単峰にならないものが存在する.
説明は省略したが, コーシー変換の計算によって, 任意の R上確率測度 に対して,
  Ct(dx) =  Ct(dx);
が成立し, さらに指数 1の自由狭義安定分布 (自由コーシー分布)は指数 1の狭義安定分布 (コーシー分
布)と一致する (詳しくは [1]を参照). したがって, 以下の定理も同時に得る.










分布族 Lt(dx)からなるレヴィ過程を指数 1=2の片側安定過程, または単に片側安定過程といい, 初期分
布 つき片側安定過程を分布族   Lt(dx)からなるレヴィ過程と定義する. このとき初期分布つき片側
安定過程に関する単峰性について, 以下のような結果を得た.
定理 5.12. (Large time unimodality) をコンパクトサポートをもつR上確率測度とし, Dを の
台の長さとする. このとき   Ltは t  (90=4)1=4D1=2 のとき単峰になる.
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定理 5.13. (Non-unimodality) 以下の性質:Z
R




をみたす R上確率測度 で   Lt(dx)がすべての時刻で単峰にならないものが存在する.
初期分布つき片側安定過程の単峰性に関しては, 定理 5.9, 定理 5.10のように絶対値モーメントの挙
動で与えられてはいないが, 定理 5.12の初期分布に関する仮定を絶対 5=2次モーメント有限な初期分布





 1[t=4;1)(x)dx; t > 0;






最後に自由強単峰性について触れ, 今回得た結果について報告する. 確率分布 が自由強単峰であると
は, 任意の単峰確率分布  に対して,  が単峰になることである. たたみこみによらずに定義される
単峰性と違い, 強単峰性はたたみこみによって定義されたので, 自由たたみこみによる強単峰性のような




定理 6.1. ウィグナーの半円分布は自由強単峰ではない. さらに一般に, 分散が有限である確率分布はす
べて自由強単峰ではない.
前半の証明. 後半の証明には自由中心極限定理などを用いるため, ここでは証明省略し, 前半の証明のみ
行う. Ibragimovの結果 (命題 1.3)から対称コーシー分布 C1(dx)は強単峰でないため, ある単峰確率測
度 が存在して   C1(dx)は単峰でない. したがって補題 5.2からある t > 0が存在して, 方程式:Z
R
1







の異なる解 xの個数が少なくとも 3個以上あることがわかる. 簡単のためこの方程式の異なる解の個数を
3個とし, それぞれの異なる解を x = x1; x2; x3 2 Rとしておく. したがって関数 vtの定義から, i = 1; 2; 3
において vt(xi) = 1となることがいえる. したがって ptを   wt(dx)の密度関数とすれば, i = 1; 2; 3
において pt( t;(xi)) = 1t を意味しているので,   wt(dx)は単峰ではない. wt(dx)の時刻 t > 0のス
ケールを変えれば, 全て t > 0でウィグナーの半円分布 wt(dx)は自由強単峰でないことがわかる.
この定理から自由ブラウン運動は全ての時刻で自由強単峰でないことがわかる. 言い方を変えれば,
単峰確率分布 が存在して  wt(dx)がある t > 0で単峰でないことがわかった. これは問題 5.6の解
答になっていることがわかる. ところで古典ブラウン運動は Ibragimovの結果により全ての時刻で強単
峰となるので, このことから強単峰性と自由強単峰性の間には大きな違いがあることがわかる.
最後に, 自由たたみこみと単峰性に関する問題を一つ挙げる. まず古典確率論では ; が対称かつ単峰で
あれば   もまた対称かつ単峰であったことを思い出す. 定理 5.1によると, 対称単峰確率分布とウィ
グナーの半円分布 (対称かつ単峰である)の自由たたみこみは単峰であることがわかっているが, より一
般的なことは解っていない. つまり,このことは以下の問題として定式化される.
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xy = yx, (x ≤ y) ∨ (y ≤ x), x ̸= 0→ ∃y(xy = 1)
などの自由変数を含むような文のことを論理式という。ここで、論理式には一般に
論理結合子: ∧, ∨, →, ¬ (not)
量化子: ∃, ∀
が含まれることに注意する。xy = yxは 2つの自由変数を持つ一方、∀x∀y(xy = yx)は全ての変数が量化（束
縛）されている。後者のような論理式のことを閉論理式といい、閉論理式の集合のことを（古典一階）理論と
いう*2。これが、数理論理学における「公理系」の定義である。
理論 T が与えられたときに、「T の公理をすべて満たす構造」のことを T のモデルという：
理論 T 群（resp. アーベル群、環、体、半順序、線型順序、順序体 etc.）の公理系
T のモデル 群（resp. アーベル群、環、体、半順序、線型順序、順序体 etc.）
モデル理論において理論とモデルの関係を論じるには、まず与えられた理論のモデルが存在するかどうかを知
る必要がある。Gödelの完全性定理から、








• 任意のモデルに埋め込めるような“素モデル”（e.g. 標数 pの素体）
などのことを指す。これらの問題を考える際には、モデルが論理式（の族）に対してどのように振る舞うかが











(1) 理論の拡大 T ⊆ T ′、すなわち公理の追加。
(2) 複素数体 Cの理論は（原理的には）実数体 Rの理論に帰着できる。より一般に任意の実閉体 Rに対し
て、Cと同様の方法で R2 に演算を入れることで代数閉体が得られる。
(3) 代数閉体 k に対して、射影空間 Pnk は kn+1 \ {0}の商空間として得られる。
(4) 群の作用 G×X → X に対して、X を忘却して Gを得る対応。 □
これらの具体例は翻訳という概念に一般化することができる。
Definition 1.2. T, T ′ を理論とする。T から T ′ への翻訳 I : T → T ′ とは、T -論理式 ϕに対して“T ′-論理式
の商 ϕI/∆I”を対応させるもので、これらのデータによって T ′-モデルから自然に T -モデルがつくれるよう
なもの。 □









Definition 2.1 (cf. [2]). 理論 T に対して、“論理式の圏”PT が構成できる*3。ここで、射 [χ] : ϕ(x)→ ψ(y)
は任意の T -モデルで次が成り立つような論理式 χ(x,y)（の T -同値類）である：
χ(x,y)→ ϕ(x) ∧ ψ(y), χ(x,y) ∧ χ(x, z)→ y = z, ϕ(x)→ ∃yχ(x,y)
このとき、PT は Boolean pretoposと呼ばれる圏になっている、すなわち、
• 有限極限を持つ。
• 任意の “同値関係”に関して、その coequalizerが存在。
• 部分対象の束 Sub(ϕ(x))は Boole代数。
*3 正確には、“論理式の商”まで含めて PT が構成される。
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• finite coproductが存在して、それらは disjoint。
• 上に挙げた構造は pullbackで保たれる。
PT は T の classifying pretoposと呼ばれる。 □
classifying pretoposは命題論理における Lindenbaum代数の類似になっており、理論に対する圏論的対
応物である。ここで、集合と写像の圏 Setも Boolean pretoposであることに注意する。
PT を用いると、T -モデルも圏論的に表現される：
Proposition 2.2. 任意の T -モデルMに対して、pretopos functor（= pretoposの構造を保つ函手）GM : PT →
Setが誘導される。ここで、GM は論理式 ϕを定義可能集合 ϕ(M)に写す。
さらに、この対応M 7→ GM は次の圏同値を与える：
Elem(T ) ≃ BPretop(PT ,Set)
• Elem(T )は T -モデルと基本埋め込み（=任意の論理式の真偽を保つような強い準同型）の圏
• BPretop(PT ,Set)は、PT から Setへの pretopos functorと自然変換の圏 □




• Gödelの完全性定理 vs. Deligneの定理（[7, Theorem 3.5.5], [4, §D3.3]）
• Bethの定義可能性定理（[6]）
2.2 翻訳と pretopos functor
続いて、翻訳に pretopos functorが対応することを見る。翻訳 I : T → T ′ とは、T -論理式 ϕに対して T ′-
論理式の商 ϕI/∆I を対応させるものだった。この対応は、T -論理式の商から T ′-論理式の商への対応に自然
に拡張される。したがって、函手 PI : PT → PT ′ が得られ、これは pretopos functorになる。
ここで、翻訳 I : T → T ′ が与えられると、T ′-モデルMから自然に T -モデルM|I が誘導されることを思
い出そう。実はより強く、翻訳から函手 Elem(T ′) → Elem(T )が誘導される。一方、PI : PT → PT ′ が構
成されたので、次のような函手を考えることができる：
BPretop(PT ′ ,Set)→ BPretop(PT ,Set) G 7→ G ◦ PI
これらの観察と Proposition 2.2より、次の図式は（自然同型を除いて）可換である：
Elem(T ′) Elem(T )








理論 7→ Boolean pretopos 翻訳 7→ pretopos functor
という対応がある一方で、逆向きの対応については先行研究ではほとんど調べられていなかった。実際、
任意の small Boolean pretoposはある理論の classifying pretoposと圏同値
という結果はよく知られていたが、
• 圏同値 PT ≃ PT ′ があるときに、T と T ′ はモデル理論の言葉でどのような関係にあるか？
• 任意の pretopos functor I : PT → PT ′ は、T から T ′ への翻訳から誘導されるか？
といった問題について明確な回答は与えられていなかった。
そこで本研究ではまず、理論と翻訳に加えて翻訳の間のホモトピーという 2-射を持つような双圏 Th を定
義し、上の対応が「small Boolean pretopos と pretopos functor と自然同型が成す 2-圏 BPretop∗」への
pseudo-functor Th → BPretop∗ を与えることを示した。さらに、この pseudo-functorが双圏の間の双圏
同値になっていることを示すことで、上述の問題を解決した。
3.1 双圏 Thの構成
Definition 3.1 (cf. [3, Chap. 5 §4(c)]). I, J : T → T ′ を翻訳とする。ホモトピー h : I ⇒ J は、任意の T ′-モ
デルMに対して T -モデルの同型M|I ≃M|J を与えるような適切なデータから成る。 □
ホモトピー h : I ⇒ J からは、自然な方法で自然同型 Ph : PI ⇒ PJ が構成される。よって、理論・翻
訳・ホモトピーから適当な 2-圏を定義できるように思われるが、ここで次のような問題が生じる：翻訳




Proposition 3.2. 理論・翻訳・ホモトピーは双圏 Thを構成する。
Proof 次の条件を確かめればよい：
• T から T ′ への翻訳とその間のホモトピーは圏 Th(T, T ′)を成す。




• ホモトピー hKJI : (KJ)I ⇒ K(JI)は、次の図に現れる自然同型 hを誘導する：
Th(T2, T3)× Th(T1, T2)× Th(T0, T1) Th(T2, T3)× Th(T0, T2)
Th(T1, T3)× Th(T0, T1) Th(T0, T3)
id×HT0T1T2




• 以上のデータが coherence axiomを満たす。 ■
Theorem 3.3. 上述の対応は pseudo-functor Th→ BPretop∗ を与える。さらに、これは双圏同値になって
いる。 □
3.2 定理からの帰結
Definition 3.4. 理論 T, T ′ が双翻訳可能であるとは、翻訳 I : T → T ′, J : T ′ → T が存在して JI ≃
idT , IJ ≃ idT ′ が成り立つことをいう。 □
双翻訳可能性は「双圏 Thの中における同値」になっている。したがって、双圏同値を通して次が得られる：
Corollary 3.5. 理論 T, T ′ について、次は同値：
(1) T, T ′ は双翻訳可能
(2) 圏同値 PT ≃ PT ′ が存在（この条件は森田同値とも呼ばれている） □
また、双圏同値から、特に hom-圏の間の函手 Th(T, T ′)→ BPretop∗(PT ,PT ′)が圏同値である。したがっ
て、本質的全射性より、




4.1 Category Theory for Model Theory












また、双翻訳可能性で不変な性質 P に対して、BPretopP∗ を“性質 P を持つ”Boolean pretoposが成す
BPretop∗ の充満部分-2-圏とするとき、BPretopP∗ とBPretop∗ の関係性を調べることも有用である。特に、
埋め込みBPretopP∗ ↪→ BPretop∗ が左-2-随伴を持つことがわかれば、任意の理論 T に対して性質 P を持つ
ような TP で適当な普遍性を持つものが構成できる。
(2) §1.2 の最後で言及した「翻訳の概念を通して理論間の相互作用を調べる」という問題に対しても、圏論
的手法が有用になると予想される。実際、T -モデルM に対してM の elementary diagram と呼ばれる理
論 Th(M)がモデル理論では重要で、この構成は双圏同値を通して Boolean pretoposのある種の weighted
colimitとして表現される。このようなモデル理論における理論の構成と圏論的構成の対応を他の例でも調べ
ることにより、理論の新しい構成法が得られると予想される。
(3) classifying pretopos について考察するだけでも先述のような応用の可能性があるが、さらに踏み込
んで classifying topos という圏を考察することもできる。理論 T の classifying topos は、PT に自然に
入る Grothendieck 位相 JT を利用して、PT 上の JT -層の圏 Sh(PT , JT ) として定義される。一般に層の
圏は Grthendieck topos と呼ばれる非常にいい圏になっている。Sh(PT , JT ) を Set[T ] と書くことにする。
classifying toposは次のような性質を持つ：
• T -モデルは“Set[T ]の点”に対応する。
• Set[T ]から PT を復元することが可能である。
• Set[T ] は coherent toposと呼ばれるいい性質を持つ Grothendieck toposになっている。
• Set[T ]は様々な同値な構成が存在する：T -モデルの圏に Grothendieck位相を入れたものや、T -モデ
ルとその間の同型から構成される位相亜群から Set[T ]を構成することができる。
したがって、PT の情報を保ったままで、より幅広い表現を使ってモデル理論と圏論の関係性を議論すること
ができる。この考え方は、Caramelloの “toposes as bridges”の思想に基いている（[1]）。
4.2 Model Theory for Category Theory
モデル理論と圏論の対応に基づけば、「モデル理論の手法を用いて圏論の定理を示す」という可能性も考え
られる。実際、pretoposに関する多くの定理はモデル理論的な証明に翻訳することが可能である。さらには、





しかし、pretopos から topos へと興味を移すと事情が変わってくる。上述の構成によって pretopos は
coherent toposと対応することが知られており、しかも coherent toposは数学においてもしばしば重要な役
割を果たす。例えば、ホモトピー論で使われる単体的集合の圏 Set∆ や、代数幾何で現れる種々の topos *5は





[1] O. Caramello. “The Unification of Mathematics via Topos Theory”. June 20, 2010. arXiv: 1006.
3930 [math.CT].
[2] V. Harnik. “Model Theory vs. Categorical Logic: Two Approaches to Pretopos Completion (a.k.a.
T eq)”. In: Models, Logics, and Higher-Dimensional Categories: A Tribute to the Work of Mihály Makkai.
MakkaiFest. (Montréal, June 18–20, 2009). Ed. by B. Hart et al. CRM Proceedings & Lecture Notes
53. Centre de Recherches Mathématiques. American Mathematical Society, 2011, pp. 79–106.
[3] W. Hodges. Model Theory. Encyclopedia of Mathematics and its Applications 42. Cambridge Uni-
versity Press, 1993.
[4] P. T. Johnstone. Sketches of an Elephant: A Topos Theory Compendium. Vol. 2. Oxford Logic Guides
44. Clarendon Press, 2002.
[5] T. Leinster. “Basic Bicategories”. Oct. 4, 1998. arXiv: math/9810017.
[6] M. Makkai. “Duality and Definability in First Order Logic”. In: Memoirs of the American Mathemat-
ical Society 105.503 (1993). x+106 pp. doi: 10.1090/memo/0503.
[7] M. Makkai and G. E. Reyes. First Order Categorical Logic: Model-Theoretical Methods in the Theory of
Topoi and Related Categories. Lecture Notes in Mathematics 611. Springer-Verlag, 1977.
*5 そもそも toposの概念は、数論幾何におけるコホモロジー論の研究の過程で Grothendieckらによって生みだされたものである。
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Finite Euclidean graphs and related combinatorial
problems








　本稿では, 上記の流れを概説した後, Euclid距離空間の s-距離集合の問題
を有限類似の空間上で考え, Euclideanグラフの固有値の情報を用いたグラフ





よばれる距離関数 e(x; y) =
p





Terrasら [13]によって提案された有限類似は, 位数 qの有限体Fq上の n次元数ベクト
ル空間Fnq に, 距離に対応する関数としてd(x; y) = (x1   y1)2 +   + (xn   yn)2を導入
するというものである. ここで, d(x; y)は平行移動に関する不変性は持つが, 三角不等




　本稿では, 上記の流れを概説したのち, Euclid距離空間の s-距離集合の問題を空間
(Fnq ; d)上で考える. 本稿の構成は以下の通りである. まず第 2節と第 3節でEuclidean
グラフとRamanujanグラフについて述べ, 第 4節でErd}osの距離問題と関連する結果





下では q = prは奇素数べきとする.
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　定義 2.1 ([13]). a 2 Fqとする. このとき, 頂点集合にFnq をもち, 異なる 2頂点 x; yが
d(x; y) = aのとき隣接すると定義されるグラフ Eq(n; a)をEuclideanグラフとよぶ.
グラフEq(n; a)に関しては次の事実が知られている.
命題 2.2 ([13]). Eq(n; a)に対して, 以下が成り立つ.
(1) n = 2, q  3 (mod 4)かつ a = 0の場合を除き, Eq(n; a)は qn 1 + O(q n2 )-正則で
ある. すなわち各頂点の次数 (接続する辺の数 )は qn 1 + O(q n2 )である. n = 2,
q  3 (mod 4)かつa = 0のとき, Eq(n; a)の各頂点の次数は0であり, Eq(n; q)は
辺を持たない.
(2) n = 2, q  3 (mod 4)かつa = 0の場合を除き, Eq(n; a)は連結, すなわち任意の
2頂点を結ぶ道が存在する.
さらに, Eq(n; a)の隣接行列の固有値については, 次の結果が知られている. ただし,
グラフGの隣接行列A(G) = (au;v)u;v2V (G)は, uと vが隣接するときau;v = 1, そうでな
いとき au;v = 0として定義される. 本稿では, A(G)の固有値を単にGの固有値とよぶ
ことにする.
命題 2.3 ([13]). Eq(n; a)の固有値は, 以下の表示を持つ:
b = G
n
















であり, Fqの乗法指標に対し, K( j c; d)はKloosterman和, すなわち


















ただし, SはGの頂点部分集合を動くとし, @S = fu =2 S j 9v 2 S, uは vと隣接する g
とおく. h(G)はGにおける局所的な辺の「結ばれ具合」を測る量である. また, diam(G)
でGの直径 (G内の最長道の長さ)とおく. 上の2つの量はGの固有値によって, 次のよ
うに評価できる.
事実 3.1 (e.g. [10]). k-正則グラフGが連結であるとき, 次が成り立つ.











ただし, (G) = maxfjj j は jj 6= kなるGの固有値gとおく.
さて, k-正則グラフGをネットワークとみなしたとき, 断線に対するある程度の強さ
を保証するためにはh(G)の値は大きい方が望ましい. また, 各2点が通信する場合, 経
由する地点は少ない方がよいため, diam(G)は小さい方が望ましい. よって, これら 2
つの要請を満たすには, (G)を小さくすればよい. だが, Alon-Boppanaによる次の漸
近的な下界が知られている.







この下界から, Lubotzky-Phillips-Sarnak [12] によって, Ramanujanグラフが定義さ
れた.
定義 3.3 ([12]). k-正則グラフGが(G)  2pk   1を満たすとき, GをRamanujanグ
ラフとよぶ.
さて, 前節でEuclideanグラフを紹介したが, 命題 2.2, 2.3とKloosterman和に関す
るWeilの結果から次が言える.
定理 3.4 ([13]). j(Eq(n; a))j  2q n 12 . すなわち, Eq(n; a)は (q ! 1のとき ) 漸近的
にRamanujan グラフとなる.
注意 3.5. nが奇数かつa = 0のとき, 実際はEq(n; a)はRamanujanグラフとなる.
注意 3.6. ネットワークは, 「よく結ばれて」いて, かつ「辺が多すぎない (疎である




になっている (と思われる ). なぜなら, 固定された次数に対して, そのような列が取
れれば, 十分大きな頂点数に着目したとき疎であるようなRamanujanグラフが得られ
る (前述のRamanujanグラフの登場の流れから, 1つ目の要請は満たされていて, イン




フの頂点増大列も興味深い対象である. 詳細は [10], [15]等を参照されたい.
4. Erd}osの距離問題
　Erd}osの距離問題は, Erd}os [7]の仕事から始まり, 今日まで多くの数学者が挑戦して
きた問題である. より詳細については, 教科書 [8]等を参照されたい.
問題 4.1 ([7]). 有限集合X  Rnに対し, (X) := fe(x; y) j x; y 2 X; x 6= ygとおく.
このとき, 自然数mに対し, gn(m) := minfj(X)j j jXj = mgを決定せよ.
例えば, n = 2のとき, 容易にわかるとおり g2(3) = 1, g2(4) = 2; : : :となる. しか
し, n = 2のときにおいても, mが大きくなると g2(m)を決定することは極めて難しい.







一方で, 有限空間 (Fnq ; d) 上で, Erd}os の距離問題を考える研究が Bourgain-Katz-
Tao [5], Iosevich-Rudnev [11]らによって行われている.
問題 4.4 ([11]). X  Fnq に対し, d(X) := fd(x; y) j x; y 2 X; x 6= ygとおく. このと
き, 自然数mに対し, gq;n(m) := minfjd(X)j j jXj = mgを決定せよ.
本問題は Erd}osの距離問題の自然な類似・拡張であり, 加法的数論における \sum-
product estimate"の問題と関連する (興味のある方は, [5, Section 7]等を参照された
い). 現在のところ, 次の結果がもっともよい評価であるように思われる.










オリジナルの証明では Fourier解析の手法が用いられているが, Vinh [16]によって,
Euclideanグラフの固有値とランダムグラフの理論における結果を用いたグラフ理論的





組合せ論や離散幾何学で研究されてきた. より詳細は, 坂内-坂内 [2]等を参照されたい.
問題 5.1. sを正の整数とする. 有限集合X  Rnに対して, j(X)j = s が成り立つと











本稿では有限空間 (Fnq ; d)における s-距離集合を定義し, 上記の問題の自然な類似を
考える (ただし, もともとの問題の幾何的な動機からは離れてしまったものになるかも
しれない).
問題 5.3. X  Fnq に対して, jd(X)j = s が成り立つとき, XをFnq 上の s-距離集合と
よぶ. このとき, Fnq の s-距離集合の濃度の最大値 fn;q(s)を求めよ.
以下が本稿における主結果である.







補題 5.5 (e.g. [1]). Gを非 2部的なk-正則n頂点グラフとする. このとき, Gの任意の
頂点部分集合Xに対し, eG(X)  k2n jXj2
  12  (G)  jXj
が成り立つ. ただし, eG(X)はX内に両端点をもつGの辺の総数とする.



















いま, XがFnq 上の s-距離集合であるとすると, jd(X)j = sである. さらに, a1 6= a2な




　本節では, 関連する諸注意を述べる. まずFq上の非退化な 2次形式Qに対し, d(x; y)
の代わりにQ(x   y)をとっても, すなわち有限空間 (Fnq ; Q)上で s-距離集合の問題を
考えても同様の結果が得られる. ここでは, Euclideanグラフの代わりに一般化された
Euclideanグラフ Eq(Q;n; a)を考える. ただし, グラフEq(Q;n; a)は, 頂点集合にFnq を




されている. しかし (本質的には同じなのかもしれないが), [13]またはCarlitz [6]の初
等的な指標和の計算を用いれば, 彼らが示した事実は単純な計算から示すことができる.
　また, 非Euclid空間である距離空間の一つとして, 複素上半平面があるが, 上半平面
についても有限体上への類似 (有限上半平面 )が与えられている.
定義 6.1 (see [15] or [10]). をFqの非平方元とする. このとき, Hq := fx+y
p
 j x; y 2
Fq; y 6= 0gをFq上の有限上半平面とよぶ. また, Hqの2点 z, wの \Poincare距離"を




とおく. ただし z = x + y
p




a 2 Fqに対して, 頂点集合にHqを持ち, 異なる2点 z, wがP (z; w) = aのとき隣接す
ると定義されるグラフをXq(; a)で表す. Xq(; a)は q2   q個の頂点を持ち, a 6= 0; 4
のとき連結な (q + 1)-正則グラフになる. またa = 0; 4のときは非連結であり, 各連結
成分が 2点からなることが知られている ([15]または [10]参照). さらに, a 6= 0; 4のと
きは, Soto-Andrade和の評価からXq(n; a)はRamanujanグラフとなる ([15]参照). 以
上から主定理の証明と同様にして次の定理が得られる.
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New upper bounds for anti-collusion schemes:
A graph theoretical approach
Yujie Gu




To protect the copyright of digital contents, a dealer who possesses a large amount
of copyrighted data would charge for the copyright of data. The one who paid for the
copyright can get the access to data, and the guy who did not pay would be held back.
In broadcast encryption, the dealer encrypts the copyrighted data and uploads to a pub-
lic cloud. Anyone can download the public encrypted contents, but a decryption key is
required to recover the original data.
To hinder the illegal redistribution of the decryption key, the dealer would assign each
authorized user, who purchased the copyright of data, a personal decoder, which is a
collection of base decryption keys and can be used to recover the data (maybe with the
help of some devices). However, several dishonest users (traitors) may work together to
generate a new decoder (pirate) and distribute it to several unauthorized users. Anti-
collusion schemes were introduced to help the dealer design the judicious key-distribution
strategy and trace back to traitors once a pirate copy is confiscated [2, 3].
Based on a threshold secret sharing scheme, Stinson et al. [9] proposed the traceabil-
ity scheme for the anti-collusion key-distribution in broadcast encryption and studied it
from a combinatorial viewpoint. In this setting, a traceability scheme(v, k) is a set system
(X ,B) with the desired properties, where X is a finite set of size v and B is collection of
k-subsets of X . The ground set X corresponds to the set of v base keys. Each authorized
user, who paid for the copyright, is assigned with a k-subset of X , which can be used to
decrypt the encrypted contents. Thus the family B of k-subsets of X represents all the
authorized users.
A t-collusion means that t dishonest users (traitors) B1, . . . , Bt ∈ B work together to
generate a k-subset (pirate) T ⊆ ⋃1≤i≤tBi and redistribute T to some unauthorized user-
s. Stinson et al. [9] showed that their traceability scheme can ensure that once a pirate
in a t-collusion is confiscated, at least one traitor can be traced back. Also in the same
setting, parent-identifying set system was investigated in [4] with the advantage that can
accommodate more users than traceability schemes, where the required properties are
weaker than that of traceability schemes. The idea of parent-identifying property was
introduced by Hollmann et al. in [8]. We first state the definition of parent-identifying
set systems as follows.
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Definition 1. A (w, v) t-parent-identifying set system (or t-IPPS(w, v), for short) is a
pair (X ,B) such that |X | = v, B ⊆ (X
w
)
, with the property that for any w-subset T ⊆ X ,








When a pirate T generated by a s-collusion, 1 ≤ s ≤ t, is confiscated, t-IPPSs ensure
that at least one traitor can be traced back. In fact, one could check each subset of B
with size at most t and then get Pt(T ). By Definition 1, the intersection of all members
in Pt(T ) is nonempty, and each guy in the intersection is a traitor.
The cardinality of B is called the size of the set system. Since the size of the set
system corresponds to the number of authorized users in this scheme, we expect that the
size can be as large as possible. Denote It(w, v) as the maximum size of a t-IPPS(w, v).
A t-IPPS(w, v) is called optimal if it has size It(w, v). Given parameters t, w and v, the
goal is to explore the exact value of It(w, v) and to construct optimal t-IPPS(w, v). In
the next section, we will argue the bounds of It(w, v).
The following is one example of 2-IPPS.
Example 1. Let X = {1, 2, . . . , 11} and B = {B1 = {1, 2, 3, 4}, B2 = {3, 5, 6, 7}, B3 =
{4, 7, 8, 9}, B4 = {2, 7, 10, 11}}. By Definition 1, (X ,B) is a 2-IPPS(4, 11).
For instance, if T = {2, 3, 5, 7}, we have
{2, 3, 5, 7} ⊆ B1 ∪B2,
{2, 3, 5, 7} ⊆ B2 ∪B4.
Then P2(T ) = {{B1, B2}, {B2, B4}} and
⋂
P∈P2(T )P = {B2} 6= ∅.
One can check that for each 4-subset T ⊆ X , the desired property in Definition 1 can
be satisfied. Thus (X ,B) is a 2-IPPS(4, 11).
2 Bounds for IPPS
2.1 Known results
In the literature, a combinatorial structure called own-subset by Erdo˝s, Frankl and
Fu¨redi [5] was used to derive upper bounds for IPPS. In a set system (X ,B), B ∈ B, a
subset B0 ⊆ B is called a |B0|-own-subset of B if for any B′ ∈ B \{B}, we have B0 * B′.
The first upper bound for IPPS was given by Collins in [4] by investigating own-subsets
with size d wbt2/4c+dt/2ee.






( d wbt/2c+1 e−1
d wbt2/4c+dt/2e e−1
) = O(vd wbt2/4c+dt/2e e).
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In [7], Gu and Miao improved the above upper bound by showing that some block
of a t-IPPS must contain at least one own-subset with a smaller size than d wbt2/4c+dt/2ee,
that is, own-subsets with size d wbt2/4c+te. Obviously, d wbt2/4c+te ≤ d wbt2/4c+dt/2ee holds for all
v ≥ w ≥ 2 and t ≥ 2.








Furthermore, Gu et al. [6] provided a lower bound for IPPS by virtue of the proba-
bilistic methods, which shows that the upper bound in Theorem 2 has the best possible
exponent for certain cases.
Theorem 3 ([6]). Let w and t be fixed positive integers such that t ≥ 2. Then there
exists a constant c, depending only on w and t, with the following property. For any
sufficiently large integer v, there exists a t-IPPS(w, v) with size at least cv
w
u−1 , that is,
It(w, v) ≥ cv wu−1 , where u = b( t2 + 1)2c.
2.2 New results
We can see that the upper bound in Theorem 2 and the lower bound in Theorem 3
have the same order of magnitude, wbt2/4c+t , when bt2/4c + t is a divisor of w and v is
sufficiently large. However, when bt2/4c + t is not a divisor of w, there is a gap between
the order of magnitude in Theorem 2 and in Theorem 3. In the following, we consider
the case that t = 2 and w = 4, where 3 - 4.
First, we have the following corollary directly from Theorem 2 and Theorem 3.
Corollary 1. For sufficiently large v, we have
cv4/3 ≤ I2(4, v) ≤ 1
2
v2,
where c is a positive constant.
One interesting problem is to determine the order of magnitude of the size of 2-
IPPS(4, v). By using a graph theoretic method, we show that
Theorem 4. lim
v→∞
I2(4, v) = o(v
2).
The tool exploited in the argument of Theorem 4 is the well-known graph removal
lemma proved by Alon, Duke, Lefmann, Ro¨dl and Yuster in [1].
Lemma 1 ([1]). For every γ > 0 and every positive integer k, there exists a constant
δ = δ(k, γ) > 0 such that every graph G on n vertices, containing less than δnk copies of
the complete graph Kk on k vertices, contains a set of less than γn
2 edges whose deletion
destroys all copies of Kk in G.




I3(6, v) = o(v
2).
However, for t ≥ 4 and w = b( t
2
+ 1)2c, we may cannot have a similar argument as
that of Theorem 4. Since in a graph, we can only get 2t points from t distinct edges, and
the fact w = b( t
2
+ 1)2c > 2t for any t ≥ 4 implies that 2t points are not enough to form
a w-subset. But we believe that this obstacle can be removed by virtue of hypergraphs
or some elaborate analyses. To be precise, we have the following conjecture.
Conjecture 1. Suppose t ≥ 4 is a positive integer, then
lim
v→∞
It(w, v) = o(v
2),
where w = b( t
2
+ 1)2c.
Moreover, we conjecture that the upper bound in Theorem 4 is the best possible for
2-IPPS(4, v). To be exact, we have
Conjecture 2. For any constant  > 0 and sufficiently large v, there exists a 2-IPPS(4, v)
with size cv2−, where c is a positive constant.
We remark that to prove Conjecture 2, some techniques or tools in number theory and
additive combinatorics may be required.
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Aw  b (1)
(1)式を満たす解 w 2 Rn は Fourier-Motzkin法を用いることで求められる.次の定理は, Fourier-Motzkin法
を用いることで証明できる [1].
定理 1. (1)が解 w 2 Rn をもたない , 9y 2 Rm+ s:t: AT y = 0; bT y < 0
次に連想記憶モデルと呼ばれるニューラルネットワークを考える. 2層の階層型ニューラルネットワークを
考え,入力層の状態を x 2 f0; 1gM , 出力層の状態を y 2 f0; 1gN とする.パターン対 (xd; yd)Dd=1 に対して,次
のようなモデルを考える.
定義 1. (2値相互想起型連想記憶モデル) 次のような N M 型実行列W が存在するとき, 2値相互想起型
連想記憶モデルという.
8d yd = H(Wxd + ) (2)
ここで,  2 RN はバイアス項と呼ばれ, H : RM ! f0; 1gN は, 各成分が次のようなステップ関数
h : R! f0; 1gからなるとする.
h(x) =

1 (x  0)






うに線形不等式を解くのが自然であると考える.行列W の i行目の行ベクトルを wi とし, ydi ; i をそれぞれ
yd;  の第 i成分とする.任意の d 2 f1; :::; Dg; i 2 f1; :::; Ngに対し,次が成り立つとき (2)式を満たす.
ydi = 1) wi  xd + i  0
ydi = 0) wi  xd + i < 0, 8 > 0 wi  xd + i    (4)
(4)式はさらに, 8i; 8 > 0に対し,
Xiwi  i (5)
と表せる.ここで Xi は, d行目の行ベクトルとして  (2ydi   1)xd をとる D M 行列で, i は d成分として
(2ydi   1)i + (yi   1)をとる D 次元ベクトルである.定理 1を使うことで,次のように連想記憶モデルの可
解性を判定することができる.
例題 1. M = 2; N = 1の場合において,次のパターン対 fxd; ydg4d=1 に対する 2値相互想起型連想記憶モデ
ルは存在しない. パターン対 x1 = (1; 0); y1 = 1; x2 = (0; 1); y2 = 1; x3 = (1; 1); y3 = 0; x4 = (0; 0); y4 =
0.実際, (x4; y4)から  < 0である. z = (1; 1; 1)T とすると, XT z = 0, T  z =     < 0.ゆえに定理 1か
ら,任意の  > 0に対し (5)式を満たす解 w1 が存在しないことがわかる.
このようなパターン対の識別を XOR問題といい,例題 1は XORパターンが線形分離不可能ということを
示したことになる [2].w1 = (w11; w12) とおくと, このことは (w11; w12) 平面上で図１のように現れる. ここ
で  < 0とし,領域 H1;    ;H7 は,超平面 h10 = fw1jw1  x1 +  = 0g; h01 = fw1jw1  x2 +  = 0g; h11 =
fw1jw1  x3 +  = 0g で分割される領域を hu10 = fw1jw1  x1 +   0g; hd10 = fw1jw1  x1 +  < 0g など
とおき, H1 = hu10 \ hu01 \ hu11; H2 = hu10 \ hd01 \ hu11;H3 = hd10 \ hu01 \ hu11;H4 = hd10 \ hd01 \ hu11;H5 =
hu10 \ hd01 \ hd11;H6 = hd10 \ hu01 \ hd11;H7 = hd10 \ hd01 \ hd11 と表される領域である.明らかに hu10 \ hu01 \ hd11
が存在しない.








= g(v; u) (6)
ここで, 時間 t 2 [0;1),膜電位 v 2 R1,チャネル変数 u 2 Rn とし,f; g をベクトル値関数とする. n=1のモデ




















とかける.ここで aE ; aG をそれぞれ興奮性と抑制性の背景活動の大きさとし, (t)は,スパイクに対する応答
関数とする.興奮性と抑制性のスパイク列 ftjEg; ftjGgが平均発火率 E ; G のポアソン過程で生成されるとす






式が考えられるが,ここでは synre chainを考える [6]. synre chainとは,数ミリ秒の間隔内で同期したスパ
イクを発するセルアセンブリを一つの単位とし,そのようなセルアセンブリからの同期したスパイク入力が次
のセルアセンブリを形成するという仮説である.
　本質的には,セルアセンブリ x 2 f0; 1gM から入力を受け取る後細胞 y が発火するか,しないかということ
なので,同期したスパイクからの外部刺激を Isyn(t)で表し,後細胞の Spiking Neuronを次のように表す.
dv
dt














xkwk(t  T ) (8)
ここで, wk は k 番目の神経細胞からのスパイクの大きさとする.時刻 T で xからの入力を受け取るとする.そ
こで (t) = h(t)exp(  t )とする. h : R! f0; 1gは (3)式のステップ関数である.
　以降は数値シミュレーションの概要である. Spiking neuron として Izhkevich モデルを使い,excitability
stateをとるパラメータを選択する.セルアセンブリ xを確率的に生成し,後細胞が区間 [T; T + t]で発火す
る確率 p(y = 1jx)を,サンプリングにより求めた. M = 2とし, (w1; w2)上の p(y = 1jx)について次のよう
に分類したのが, 図 2 である. ある点 (w1; w2) を決めて, 例題 1 のパターン xd (d = 1; 2; 3) それぞれに対し
p(y = 1jxd)が 0.5以上か未満かで分類し,色分けした.例えば赤い色は,　 p(y = 1jx1) < 0:5^p(y = 1jx2) <




図 1 (w11; w12) 平面上の線形分離領域
図 2 (w1; w2) に対して, Spiking Neuron の発火確
率 p(y = 1jx)を 0.5を基準に分類した図.
参考文献
[1] 室田一雄,杉原正顯 『線形代数 (東京大学工学教程 基礎系 数学)』,丸善出版 (2013)
[2] M. ミンスキー , S. パパート『パーセプトロン』斉藤正男 訳,東京大学出版会 (1971)
[3] Izhikevich M, "Dynamical systems in neuroscience",The MIT Press(2010)
[4] 甘利俊一,深井朋樹 『脳の計算論 (シリーズ脳科学 1)』東京大学出版会 (2009)
[5] Wulfram Gerstner, Werner M. Kistler, Richard Naud and Liam Paninski,"Neuronal Dynamics",Cambridge University
Press(2014)




○田中吉太郎 1，八杉徹雄 2，佐藤純 2，栄伸一郎 1
Yoshitaro Tanaka, Tetsuo Yasugi, Makoto Sato and Shin-Ichiro Ei































2.1 Proneural wave と離散モデル
この節では，Proneural wave (PW)と先行研究 [9]の離散モデルについて説明する．ショ
ウジョウバエ成虫脳を構成する神経細胞の大部分は幼虫期に形成される．視覚中枢を構成











図 1: (a) Proneural Waveがmedial側から lateral側に進行する様子．3齢幼虫初期 (左)，中期 (中
央)，後期 (右)の視覚中枢．緑色が神経上皮細胞 (NE)，青色が分化のトリガー，Letahl of Scute (L'sc)
を発現している NE，マゼンタ色が神経幹細胞 (NB)を表す．発生の進行と共に Proneural Waveは
medial側（左）から lateral側（右）に進行する．(A ’, B ’, C ’)は L'scと神経幹細胞のみの発現
を示す．(b) 側方抑制とその連続化の模式図．Dlが Deltaを表し，Nが Notchを表す．






シグナルやその相互作用などの伝搬機構が明らかになりつつある [8, 9, 10, 11]．中でも，上
皮成長因子 (EGF) と Delta/Notch シグナルという細胞間で情報を伝達する物質が主要なも








= deE   keE + aeA(A0  A);
dNi;j
dt
=  knNi;j + dt
X
j2i
Dl;m   dcNi;jDi;j ;
dDi;j
dt
=  kdDi;j + adAi;j(A0  Ai;j);
dAi;j
dt
= ea(A0  Ai;j)maxfEi;j  Ni;j ; 0g;
x 2 
; t > 0;(1)
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ここで，時刻は t > 0 で，計算領域は L;Ly を正の数として，
 = [0; L]  [0; Ly] であ
り，E = E(x; y; t) は EGF リガンドの濃度とシグナルの複合的な変数，Ni;j = Ni;j(t)，
Di;j = Di;j(t)と Ai;j = Ai;j(t)は，i; j 番目の細胞領域（
を格子上に分割したときの正
方領域）における，Notchのシグナル量とDeltaの発現量，AS-C の発現度とし，de; ke; ae,














= deE   keE + aeA(A0  A);
dN
dt
=  knN + dtc D   dcND;
dD
dt
=  kdD + adA(A0  A);
dA
dt
= ea(A0  A)maxfE  N; 0g;
x 2 








1 if y 2 c(x);
0 otherwise;
c(x) =B (x; r + ) nB (x; r) ;
と定義する．ここで，rは細胞一つの直径に対応するパラメーターで，はDeltaがNotchに
影響を及ぼす範囲に対応するパラメーターであり，Deltaの Notchへの影響が細胞膜近傍に限
定される場合は, は十分小さい定数である．y 2 [0; Ly]に対して [0; y]上では斉次 Neumann















図 2: 二次元領域 
における (2)の Aの数値計算結果．赤色が高濃度，青色が低濃度を表す．パ
ラメーターは de = 2:0, ke = 1:0, kn = 3:0, dt = 2:0, dc = 0:5, kd = 1:5, ad = 1:0, ea = 10:0，
A0 = 1:0, r = 1,  = 0:25となっている．(a) ae = 2:0, PWモード．(b) ae = 0:8, ストライプモー
ド．(c) ae = 0:5, ごま塩モード．
得られた．これらのパターンは離散モデルを用いた先行研究 [9]で報告されたパターンに対




パターンで，分化している領域と，分化していない領域をそれぞれ lNB; lNE とすると，積
分核 cの rと に対して，おおよそ (
lNB = r






















図 3: 二次元領域 
における (2)と (3)の Aの数値計算結果．赤色が高濃度，青色が低濃度を表




NBの領域では行われないので，ある閾値 thを導入し，A(x; t)  thを満たす xの領域では












  ke ~E + ae ~A(A0   ~A);
d ~N
dt
=  kn ~N + dtL(t)
L
~c  ~D   dc ~N ~D;
~x 2 [0; L]; t > 0;(3)
を計算することで，細胞分裂の効果を導入した．ここで，~c(~x) = c(L(t)~x=L)であり， ~D










ut = K  u  u+ f(u); x 2 R2; t > 0
u(x; 0) = u0(x); x 2 R2
ここで，K は Z
R2
K(x)dx = 1; K = K(jrj) > 0; for all r =
p
x2 + y2
を満たす積分核で，K  u = RR2 K(x  y)u(y; t)dyは R2上の合成積，f は単安定もしくは
双安定でなめらかな関数である．合成積K の典型例は，ガウス核でK = e (x2+y2)=であ
り，単安定の非線形項は本講究録では
(5)
f(u) = u(1  u);
f(u) = u(1  u2);
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とする [5]．また双安定の非線形項は









J(x  y)u(y; t)dy   u+ f(u); in R ft > 0g;
u(; 0) = u0 in R ft = 0g;
ここで，J はなめらなか正値な偶関数で，J 2 L1(R)である．
f が (5)のような単安定の場合，[2, 3, 5]によって，(6)における進行波解の存在が報告さ
れている．1次元進行波解のために，








J(x) 2 C1(R); J(x) = J( x)  0; for all x;
Z
R






Theorem 3.1. ([5, Theorem1.1]) (H1) と (H2) を仮定し，f は単安定とする．このとき，




J(x) 2 C1(R); J  0; J(x) = J( x);
Z
R







[J  U   U + f(U)]  c
Z
R
U0 = 0;  2 C10 (R)
このとき，一次元上の進行波解の存在定理を，[1]より以下のように引用する：
Theorem 3.2. ([1]) (A1)と (A2)を仮定し，f は双安定と仮定する．このとき，(Pw)の弱
解 (U; c)が存在し，f(u)に依存する r  0に対して，U 2 C1+r(R)となり，単調増加とな
る．さらに，もし V が速度 c0の他の解とすると，c = c0と V (x) = U(x + p)がある p 2 R
に対して成り立つ．
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明することができる．最初に Planar進行波解による動座標変換を，任意の y 2 Rに対して
以下のように行う：























Theorem 3.3. f は単安定だとし，K = K(x; y)は正値な球対象関数で，K に対して (8)
で定義された関数 Jが (H1)と (H2)を満たすと仮定する．このとき，ある定数 c > 0が存
在して，全ての c  cに対して，(P )に対して，単調増加関数U 2 C1(R) を解として持つ．




































drU(x  z1   ct)dz1
= J  U:


















Theorem 3.4. f は双安定だとし，K = K(x; y)は正値な球対象関数で，K に対して (8)
で定義された関数 Jが (A1)と (A2)を満たすとする．このとき，(Pw)の弱解 (U; c)が存在
し，f(u)の関数クラスに依存する r  0に対して，U 2 C1+r(R)となる．さらに，もし V





(9) 0 = (J  )(z) + cz + f(); z 2 [ 1;1]:
を満たすとする．ここで， の項は f()の項へ含めて書き，J は積分核K に対して (8)
で定義された関数である．この安定性を考える．つまり，
u(t; x1; x2) = (x1   ct) + v(t; x1   ct; x2)
とおく．ここで，vは x2方向に依存する十分小さい摂動項である．これは，x2方向にを
並べるときに，少しずらすことを考えて，
(10) (x1   ct  b(t; x2)) = (x1   ct)  z(x1   ct)b(t; x2) +    :
と展開することから類推される．(4)に代入し，線形化を行うと，
 cz   cvz + vt = (J  ) + (K  v) + f() + f 0()v +G
ここで，G  O(jv2j)である．したがって，(9)を代入すれば，








として，v^ = F2[v](x1; 2)とおく．この表記を用いると
(11) v^t = F2[K  v] + cv^z + f 0()v^
を得る．合成積の項









を計算する．まず，(10)の計算から，形式的に v(t; x1; x2) = (x1   ct)(t; x2)としよう．
このとき，
K  v =
Z
R2
K(jyj)(z   y1)(t; x2   y2)dy1dy2 =
Z
R2
(z   y1)(K2  )2(t; y1; x2)dy1;





F2[K  v](2) =
Z
R









2^(t; 2)(  K^2(2; ))(z):
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したがって，(11)に v^(t; z; 2) = (z)^(t; 2)を代入して，
^t(t; 2) = ^(t; 2)
p
2(  K^2(2; ))(z) + cz + f 0()

:
(2)を固有値 (2)に対する固有関数として，^(t; 2) = e(2)t(2)とすると，
(2) =
p




2(z  K^2(2; ))(z) + czz + f 0()z:
摂動がない場合，Planar進行波解は平行移動するので，(0) = 0 を得る．(0) = 0 は，
0 =
p
2(z  K^2(0; ))(z) + czz + f 0()z に同値なので，
(2)z =
p









2hK^(2; )  K^(0; ); ^2z()iL2(R)
kzk2L2(R)
を得る．ここで，K^ = F [K](2; 1)はKのR2上のフーリエ変換，^zはz(z)のR上フーリエ
変換である．(12)を用いると，固有値(2)の正負は，任意の 1に対する K^(2; 1) K^(0; 1)
の符号によって与えられる．例えば，積分核K がガウス核であるときは，そのフーリエ変
換を計算し，1を任意にとって，2の関数とみると
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G-TUTTE POLYNOMIAL VIA ALGEBRAIC COMBINATORICS, TOPOLOGY AND
ENUMERATION
TAN NHAT TRAN
This is based on the joint work with Ye Liu and Masahiko Yoshinaga
ABSTRACT. We introduce and study the notion of the G-Tutte polynomial for a list A of elements in
a finitely generated abelian group Γ and an abelian group G, which is defined by counting the number
of homomorphisms from associated finite abelian groups to G. The G-Tutte polynomial is a common
generalization of the (arithmetic) Tutte polynomial for realizable (arithmetic) matroids, the characteristic
quasi-polynomial for integral arrangements, Bra¨nde´n-Moci’s arithmetic version of the partition function of
an abelian group-valued Potts model, and the modified Tutte-Krushkal-Renhardy polynomial for a finite
CW-complex. As in the classical case,G-Tutte polynomials carry topological and enumerative information
(e.g., the Euler characteristic, point counting and the Poincare´ polynomial) of abelian Lie group arrange-
ments. We also discuss differences between the arithmetic Tutte and theG-Tutte polynomials related to the
axioms for arithmetic matroids and the (non-)positivity of coefficients.
1. INTRODUCTION
The Tutte polynomial is one of the most important invariants of a graph. The significance of the Tutte
polynomial is that it has several important specializations, including chromatic polynomials, partition
functions of Potts models ([28]), and Jones polynomials for alternating links ([30]). Another noteworthy
aspect of the Tutte polynomial is that it depends only on the (graphical) matroid structure, and thus one
can define the Tutte polynomial for a matroid. Matroids and (specializations of) Tutte polynomials play
a role in several diverse areas of mathematics ([27, 31]).
Matroids and Tutte polynomials are particularly important in the study of hyperplane arrangements
([26]), because the Tutte polynomial and one of its specializations, the characteristic polynomial, carry
enumerative and topological information about the arrangement. For instance, the number of points
over a finite field, the number of chambers for a real arrangement and the Betti numbers for a complex
arrangement are all obtained from the characteristic polynomial.
In the context of hyperplane arrangements, matroids are considered to be the data that encode the
pattern of intersecting hyperplanes. It should be noted that the isomorphism class of a subspace is
determined by its dimension (or codimension), or equivalently, by the rank function in matroid theory.
This is the reason that matroids are extremely powerful in the study of hyperplane arrangements.
It is natural to consider arrangements of subsets of other types. There have been many attempts to
consider arrangements of submanifolds inside a manifold. Recently, arrangements of subtori in a torus,
or so-called toric arrangements, have received considerable attention ([12]), which has origin in the study
of the moduli space of curves ([23]) and regular semisimple elements in an algebraic group ([21]).
However, beyond linear subspaces, the notion of rank is no longer sufficient to determine the isomor-
phism class of intersections of an arrangement. We need additional structure to describe intersection
patterns combinatorially.
The notions of arithmetic Tutte polynomials and arithmetic matroids invented by Moci and collabora-
tors ([24, 11, 8, 15]) are particularly useful for studying toric arrangements. As in the case of hyperplane
arrangements, arithmetic Tutte polynomials carry enumerative and topological information about toric
arrangements. It is generally difficult to explicitly compute the arithmetic Tutte polynomial. Arithmetic
Tutte polynomials for classical root systems were computed by Ardila, Castillo and Henley ([1]).
Key words and phrases. Tutte polynomial, characteristic quasi-polynomial, Poincare´ polynomial, arithmetic matroids.
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Another (quasi-)polynomial invariant for a hyperplane arrangement defined over integers, the charac-
teristic quasi-polynomial introduced by Kamiya, Takemura and Terao [18], is a refinement of the char-
acteristic polynomial of an arrangement. The notion of the characteristic quasi-polynomial is closely
related to Ehrhart theory on counting lattice points, and has increased in combinatorial importance re-
cently. The characteristic quasi-polynomial for root systems was essentially computed by Suter [29] (see
also [19]). By comparing the computations of Suter with those of Ardila, Castillo and Henley, it has
been observed that the last constituent of the characteristic quasi-polynomial is a specialization of the
arithmetic Tutte polynomial.
The purpose of this paper is to introduce and study a new class of polynomial invariant that forms
a common generalization of the Tutte, arithmetic Tutte and characteristic quasi-polynomials, among
others. The key observation to unify the above “Tutte-like polynomials” is that they are all defined by
means of counting homomorphisms between certain abelian groups (this formulation appeared in [8,
§7]). This observation has prompted us to introduce the notion of the G-Tutte polynomial TGA (x, y) for a
list of elementsA in a finitely generated abelian group Γ and an abelian groupG with a certain finiteness
assumption on the torsion elements (see §3.2 for details). We mainly consider abelian Lie groups G of
the form
G = F × (S1)p × Rq,
where F is a finite abelian group and p, q ≥ 0. When the group G is C, C×, or the finite cyclic group
Z/kZ, the G-Tutte polynomial is precisely the Tutte polynomial, the arithmetic Tutte polynomial, or a
constituent of the characteristic quasi-polynomial, respectively. We will see that many known properties
(deletion-contraction formula, Euler characteristic of the complement, point counting, Poincare´ polyno-
mial, convolution formula) for (arithmetic) Tutte polynomials are shared by G-Tutte polynomials. (See
[14] for another attempt to generalize arithmetic Tutte polynomials.)
The organization of this paper is as follows.
§2 gives a summary of background material. We recall definitions of the Tutte polynomial TA(x, y),
arithmetic Tutte polynomial T arithA (x, y) and the characteristic quasi-polynomial χ
quasi
A (q) for a given
list of elements A in Γ = Z`.
In §3, we study the problem from an algebraic combinatorial approach, which is a source of our
main motivation. We define arrangements A(G) of subgroups in Hom(Γ, G) and its complements
M(A; Γ, G) for arbitrary abelian group G. We see that the set-theoretic deletion-contraction formula
holds. In §3.2, the G-Tutte polynomial TGA (x, y) is defined using the number of homomorphisms of
certain finite abelian groups to G (the G-multiplicities). If G = S1 or C×, then the G-multiplicities
satisfy the five axioms of arithmetic matroids given in [11]. A natural question to ask is whether the
G-multiplicities satisfy these axioms for general groups G. In §3.4, we show that four of the five axioms
are satisfied by the G-multiplicities. We also prove that the G-multiplicity function satisfies another im-
portant formula, the so-called convolution formula, which has been a formula of interest recently [3, 13].
§4 contains an application of the G-Tutte polynomials via algebraic topology where we prove a for-
mula that expresses the Poincare´ polynomial of M(A; Γ, G) in terms of G-characteristic polynomials
under the assumption that G is a non-compact abelian Lie group with finitely many connected compo-
nents. This formula covers several classical results, including hyperplane arrangements (Orlik-Solomon
[25] and Zaslavsky [34]), subspace arrangements (Goresky-MacPherson [16], Bjo¨rner [6]) and toric ar-
rangements (De Concini-Procesi [12], Moci [24]).
In §5, we will be concerned with an enumerative point counting problem. We show that the Euler
characteristic e(M(A; Γ, G)) of the complement can be computed as a special value of the G-Tutte
polynomial (or G-characteristic polynomial) when G is an abelian Lie group with finitely many compo-
nents. As a special case, when G is finite, we obtain a formula that counts the cardinality #M(A; Γ, G).
The equality between the arithmetic characteristic polynomial and the last constituent of the characteris-
tic quasi-polynomial is also proved. In §5.3 we compute the Poincare´ polynomial for toric arrangements
associated with root systems (considering positive roots to be a list in the root lattice).
This report is an extended abstract of the preprint [22], to which the interested reader is suggested to




2.1. (Arithmetic) Tutte polynomials. Let A = {α1, . . . , αn} ⊂ Z` be a list of integer vectors, let
αi = (ai1, . . . , ai`). We may consider αi to be a linear form defined by
αi(x1, . . . , x`) = ai1x1 + · · ·+ ai`x`.
A sublist S ⊂ A determines a homomorphism αS : Z` −→ Z#S . Let G be an abelian group. Define
Hαi,G := Ker(αi ⊗G : G` −→ G) ≤ G`.
The list A determines an arrangement A(G) = {Hα,G | α ∈ A} of subgroups in G`. Denote their
complement by




The arrangement A(G) of subgroups and its complementM(A;Z`, G) are important objects of study
in many contexts. We list some of them below.
(i) When G is the additive group of a field (e.g., G = C,R,Fq), A(G) is the associated hyperplane
arrangement ([26]).
(ii) When G = Rc with c > 0, A(G) is called the c-plexification of A (see [6, §5.2]).
(iii) When G is C× or S1, A(G) is called a toric arrangement.
(iv) When G = S1×S1 (viewed as an elliptic curve),A(G) is called an elliptic (or abelian) arrange-
ment. ([5]).
(v) When G is a finite cyclic group Z/qZ, A(G) is related to the characteristic quasi-polynomial
studied in [18, 19] (see 2.2). There is also an important connection with Ehrhart theory and
enumerative problems ([7, 32, 33]).
To define the arithmetic Tutte polynomial, we need further notation. The linear map αS is expressed by
the matrix MS = (aij)i∈S,1≤j≤` of size #S × `. Denote by rS the rank of MS . Suppose that dS,i with
1 ≤ i ≤ rS , 0 < dS,i divides dS,i+1 are the invariant factors of MS . The Tutte polynomial TA(x, y) and




(x− 1)rA−rS (y − 1)#S−rS ,
T arithA (x, y) =
∑
S⊂A
m(S)(x− 1)rA−rS (y − 1)#S−rS ,
where m(S) = ∏rSi=1 dS,i.
These polynomials encode combinatorial and topological information about the arrangements. For
instance, the characteristic polynomial of the ranked poset of flats of the hyperplane arrangement is
χA(t) = (−1)rAt`−rATA(1− t, 0), and the Poincare´ polynomial ofM(A;Z`,Rc) is ([16, 6])








Note that the special cases c = 1 and c = 2 reduce to the famous formulas given by Zaslavsky [34]
and Orlik-Solomon [25], respectively. Similarly, as proved by De Concini-Procesi [12] and Moci [24],
the characteristic polynomial of the layers (connected components of intersections) of the correspond-
ing toric arrangement is χarithA (t) = (−1)rAt`−rAT arithA (1 − t, 0), and the Poincare´ polynomial of
M(A;Z`,C×) is
(2.2) PM(A;Z`,C×)(t) = (1 + t)







The cohomology ring structure ofM(A;Z`,C×) was recently described by Callegaro-Delucchi [9].
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2.2. Characteristic quasi-polynomials. Kamiya, Takemura and Terao [18] proved that #M(A;Z`,Z/qZ)
is a quasi-polynomial in q (q ∈ Z>0), denoted by χquasiA (q), with period
ρA := lcm(dS,rS | S ⊂ A).
More precisely, there exist polynomials f1(t), f2(t), · · · , fρA(t) ∈ Z[t] such that for any positive integer
q,
χquasiA (q) := #M(A;Z`,Z/qZ) = fk(q),
where k ≡ q mod ρA. The polynomial fk(t) is called the k-constituent. They also proved that fk(t) =
fm(t) if gcd(k, ρA) = gcd(m, ρA). Furthermore, the 1-constituent f1(t) (and more generally, fk(t) with
gcd(k, ρA) = 1) is known to be equal to the characteristic polynomial χA(t) ([2]).
We will show that the most degenerate constituent fρA(t) is obtained as a specialization of the arith-
metic Tutte polynomial, and that the other constituents can also be described in terms of the G-Tutte
polynomials introduced later (Theorem 5.3, Corollary 5.4).
3. ALGEBRAIC COMBINATORICS
Throughout the paper, the term list refers to synonym of multiset. Let Γ be a finitely generated abelian
group, A ⊂ Γ a list of finitely many elements, and G an arbitrary abelian group.
3.1. Arrangements over abelian groups. Let us denote the subgroup of torsion elements of Γ by
Γtor ⊂ Γ, and the rank of Γ by rΓ. More generally, for a sublist S ⊂ Γ, denote the rank of the subgroup
〈S〉 ⊂ Γ generated by S by
rS = rank〈S〉.
We now define the “arrangement” associated with a listA over an arbitrary abelian groupG. The total
space is the abelian group
Hom(Γ, G) = {ϕ : Γ −→ G | ϕ is a homomorphism}
of all homomorphisms from Γ to G. For each α ∈ Γ, define
Hα,G := {ϕ ∈ Hom(Γ, G) | ϕ(α) = 0}.
The collection of subgroups A(G) = {Hα,G | α ∈ A} is called the G-plexification of A. Denote the
complement of A(G) by




Fix α ∈ A. DenoteA′ := Ar {α} as a list of elements in the same group Γ′ := Γ. Set Γ′′ := Γ/〈α〉,
and A′′ := A/{α} = {α′ | α′ ∈ A′} ⊆ Γ′′, the contraction of A to {α}. The group Hom(Γ′′, G) can be
identified with
Hα,G = {ϕ ∈ Hom(Γ, G) | ϕ(α) = 0}.
Proposition 3.1 (Deletion-Contraction formula).
M(A′; Γ′, G) =M(A; Γ, G) unionsqM(A′′; Γ′′, G).
3.2. G-Tutte polynomials.
Definition 3.2. An abelian group G is said to be torsion-wise finite if the subgroup of d-torsion points
G[d] := {x ∈ G | d · x = 0} is finite for all d ∈ Z>0.
Convention: In the remaining of this paper, we assume that G is always a torsion-wise finite group.
Definition 3.3. The G-multiplicity m(S;G) ∈ Z>0 for each S ⊆ Γ is defined by




(1) The multivariate G-Tutte polynomial ZGA(q,v) of A is defined by
ZGA(q,v) = Z
G







(2) The G-Tutte polynomial TGA (x, y) of A is defined by
TGA (x, y) :=
∑
S⊆A
m(S;G)(x− 1)rA−rS (y − 1)#S−rS .




(−1)#Sm(S;G) · trΓ−rS .
These three polynomials are related by the following formulas:
TGA (x, y) = (x− 1)rA · ZGA((x− 1)(y − 1), y − 1, . . . , y − 1),
χGA(t) = (−1)rA · trΓ−rA · TGA (1− t, 0).
Recall that α ∈ A is called a loop (resp. coloop) if α ∈ Γtor (resp. rA = rAr{α} + 1). An element α
that is neither a loop nor a coloop is called proper ([11, §4.4]).
Lemma 3.5. Let (A,A′,A′′) be the triple associated with αi ∈ A. Then
ZGA(q,v) =
{
ZGA′(q,v) + vi · ZGA′′(q,v), if αi is a loop,
ZGA′(q,v) + vi · q−1 · ZGA′′(q,v), otherwise.
Corollary 3.6. The G-Tutte polynomials satisfy
TGA (x, y) =
 T
G
A′(x, y) + (y − 1)TGA′′(x, y), if αi is a loop,
(x− 1)TGA′(x, y) + TGA′′(x, y), if αi is a coloop,
TGA′(x, y) + T
G
A′′(x, y), if αi is proper.




3.3. Specializations. The G-Tutte polynomial has several specializations. We choose to mention some
of important ones.
Proposition 3.8. Let A be a list in the free abelian group Γ = Z`.
(1) Suppose that G is a torsion-free abelian group. Then TGA (x, y) = TA(x, y) and χ
G
A(t) = χA(t).
(2) Suppose G = S1 or C×. Then TGA (x, y) = T arithA (x, y) and χGA(t) = χarithA (t).
The arithmetic Tutte polynomial can also be obtained as another specialization of the G-Tutte poly-
nomial. Suppose that (Γ/〈S〉)tor '
⊕kS
i=1 Z/dS,iZ, where kS ≥ 0 and dS,i|dS,i+1. Define ρA by
ρA := lcm(dS,kS | S ⊂ A).
Proposition 3.9. TZ/ρAZA (x, y) = T
arith
A (x, y).
3.4. Relationship with arithmetic matroids.
Theorem 3.10. TheG-multiplicities satisfy the following four properties (we borrow the numbering from
[11, §2.3]).
(1) If S ⊂ A and α ∈ A satisfy rS∪{α} = rS , then m(S ∪ {α};G) divides m(S;G).
(2) If S ⊂ A and α ∈ A satisfy rS∪{α} = rS + 1, then m(S;G) divides m(S ∪ {α};G).











(−1)#T −#Bm(B;G) ≥ 0.
Additionally, if G is a (torsion-wise finite) divisible abelian group, that is, the multiplication-by-k map
k : G −→ G is surjective for any positive integer k, then the G-multiplicities satisfy the following.
(3) If S ⊂ T ⊂ A and T is a disjoint union T = S unionsq B unionsq C such that for all S ⊂ R ⊂ T , we have
rR = rS + #(R∩ B), then
m(S;G) ·m(T ;G) = m(S unionsq B;G) ·m(S unionsq C;G).
Theorem 3.11. LetG be a torsion-wise finite divisible abelian group. Then the coefficients of theG-Tutte
polynomial TGA (x, y) are positive integers.
Theorem 3.12 (Convolution formula). Let A ⊂ Γ be a list in a finitely generated group Γ, and let G1
and G2 be torsion-wise finite groups. Then
TG1×G2A (x, y) =
∑
B⊂A
TG1B (0, y) · TG2A/B(x, 0).
4. ALGEBRAIC TOPOLOGY
4.1. Torus cycles. We introduce a special class of homology cycles inH∗(M(A; Γ, G),Z), called torus
cycles, which are lifts of cycles in a compact torus. Let G = F × (S1)p × Rq, where F a finite abelian
group. Write Gc = F × (S1)p (compact part) and V = Rq (non-compact part). Let Γ be a finitely
generated abelian group. Fix a decomposition Γ = Γtor ⊕ Γfree, where Γfree ' ZrΓ . Then
(4.1) Hom(Γ, G) ' Hom(Γ, Gc)×Hom(Γfree, V ).
(Note that Hom(Γtor, V ) = 0). We can decompose this further as follows:
(4.2) Hom(Γ, G) ' Hom(Γtor, Gc)×Hom(Γfree, Gc)×Hom(Γfree, V ).
Let α = (β, η) ∈ Γtor ⊕ Γfree. According to decomposition (4.1),
Hα,G = Hα,Gc ×Hη,V ,
where Hα,Gc ⊂ Hom(Γ, Gc) and Hη,V ⊂ Hom(Γfree, V ). If α ∈ Γtor, or equivalently α = (β, 0), then
using (4.2) gives
Hα,G = Hβ,Gc ×Hom(Γfree, Gc)×Hom(Γfree, V ),
where Hβ,Gc is a subgroup of the finite abelian group Hom(Γtor, Gc). In this case, Hα,G is a collection
of connected components of Hom(Γ, G). If A ⊂ Γtor ⊂ Γ, then
(4.3) M(A; Γ, G) =M(A; Γtor, Gc)×Hom(Γfree, Gc)×Hom(Γfree, V ).
Therefore,M(A; Γ, G) is also a collection of some of connected components of Hom(Γ, G).
Let A ⊂ Γ be a list of elements. Define Ator := A ∩ Γtor. Consider the following diagram:
(4.4)
M(A; Γ, G) ⊂−−−−→ M(Ator; Γ, G) ⊂−−−−→ Hom(Γ, G) 3 (f, t, v)y ypi
M(Ator; Γ, Gc) ⊂−−−−→ Hom(Γ, Gc) 3 (f, t),
where pi : Hom(Γ, G) −→ Hom(Γ, Gc) is the projection defined by pi(f, t, v) = (f, t) for (f, t, v) ∈
Hom(Γtor, Gc)×Hom(Γfree, Gc)×Hom(Γfree, V ) ' Hom(Γ, G).
Now assume that q > 0. The fiber of the projection pi is isomorphic to Hom(Γ, V ) ' V rΓ ' Rq·rΓ .
Hence






is non-empty. Fix an element v0 ∈ M(A r Ator; Γ, V ). For a given (f, t) ∈ Hom(Γ, Gc), define
iv0(f, t) := (f, t, v0). This induces a map
iv0 :M(Ator; Γ, Gc) −→M(A; Γ, G),
which is a section of the projection pi|M(A;Γ,G) :M(A; Γ, G) −→M(Ator; Γ, Gc) in (4.4).
Definition 4.1. Assume that q > 0. A cycle γ ∈ H∗(M(A; Γ, G),Z) is said to be a torus cycle if there
exist a connected component T ⊂ M(Ator; Γ, Gc), a cycle γ˜ ∈ H∗(T,Z) ⊂ H∗(M(Ator; Γ, Gc),Z)
and v0 ∈M(ArAtor; Γ, V ) such that
γ = (iv0)∗(γ˜).
The subgroup of H∗(M(A; Γ, G),Z) generated by torus cycles is denoted by Htorus∗ (A(G)).
4.2. Meridian cycles. The torus cycles introduced in the previous section are not enough to generate
the homology group H∗(M(A; Γ, G),Z). We also need to consider meridians of Hα,G to generate
H∗(M(A; Γ, G),Z). Let us first recall the notion of layers. A layer of A(G) is a connected component
of a non-empty intersection of elements of A(G). Let S ⊂ A. Every connected component of HS,G :=⋂
α∈S Hα,G is isomorphic to
(
(S1)p × Rq)rΓ−rS . We sometimes call the number rS the rank of the
layer. Since H∅,G = Hom(Γ, G), a connected component of Hom(Γ, G) is a layer of rank 0. Similarly,
a connected component of Hα,G for α ∈ ArAtor is a layer of rank 1.
Let L be a layer. Denote the set of α such that Hα,G contains L by AL := {α ∈ A | L ⊂ Hα,G}, and





=L ∩M(AL; Γ/〈AL〉, G).
Let L1 ⊂ Hom(Γ, G) be a rank 1 layer of A(G), and let L0 be the rank 0 layer that contains L1. We
wish to define the meridian homomorphism
µεL0/L1 : H∗(ML1(A),Z) −→ H∗+ε·(g−1)(ML0(A),Z),
where g = dimG = p+ q > 0 and ε ∈ {0, 1}.
Since the normal bundle of L1 in L0 is trivial, there is a tubular neighborhood U of ML1(A) in
L0 such that U ' ML1(A) × Dg with the identification ML1(A) = ML1(A) × {0}. Then U ∩
ML0(A) ' ML1(A) × Dg∗, where Dg∗ = Dg r {0}. We denote the corresponding inclusion by
i : ML1(A) × Dg∗ ↪→ ML0(A). For a given γ ∈ H∗(ML1(A),Z), define the element µεL0/L1(γ) ∈
H∗+ε·(g−1)(ML0(A),Z) as follows.
(0) For ε = 0, let p0 ∈ Dg∗. Then γ × [p0] ∈ H∗(ML1(A)) ⊗H0(Dg∗) ⊂ H∗(ML1(A) ×Dg∗),
and µ0L0/L1(γ) := i∗(γ × [p0]).
(1) For ε = 1, let Sg−1 ⊂ Dg∗ be a sphere of small radius. Then γ × [Sg−1] ∈ H∗(ML1(A)) ⊗
Hg−1(Dg∗) ⊂ H∗+g−1(ML1(A) × Dg∗) (this part is essentially the Gysin homomorphism).
Now define µ1L0/L1(γ) := i∗(γ × [Sg−1]).
Similarly, we can define the meridian map
µεLj/Lj+1 : H∗(MLj+1(A),Z) −→ H∗+ε·(g−1)(MLj (A),Z)
between layers Lj ⊃ Lj+1 with consecutive ranks.
Definition 4.2. A cycle γ ∈ Hd(M(A; Γ, G),Z) is called a meridian cycle if there exists some k ≥ 0
and
(a) a flag L0 ⊃ L1 ⊃ · · · ⊃ Lk of layers with rankLj = j, such that L0 ∩M(A; Γ, G) 6= ∅ (or
equivalently, L0 ⊂M(Ator; Γ, G)),
(b) a sequence ε1, . . . , εk ∈ {0, 1}, and




γ = µε1L0/L1 ◦ µ
ε2
L1/L2
◦ · · · ◦ µεkLk−1/Lk(τ).
We call the minimum such k the depth of γ.
4.3. Poincare´ polynomials for non-compact groups. Throughout this section, we assume that G =
(S1)p × Rq × F , where F is a finite abelian group, q > 0, and g := dimG = p + q. The Poincare´
polynomial of G is PG(t) = (1 + t)p × #F. For simplicity, we also set M(A) := M(A; Γ, G),
M(A′) :=M(A′; Γ, G), andM(A′′) :=M(A′′; Γ′′, G).
Theorem 4.3. The following hold:
(i) H∗(M(A),Z) is generated by meridian cycles. That is H∗(M(A),Z) = Hmerid∗ (A(G)), and
furthermore it is torsion free.
(ii) If α is not a loop, then H∗(M(A),Z) −→ H∗(M(A′),Z) is surjective.
(iii) Let α ∈ A. Then
PM(A)(t) =
{
PM(A′)(t)− PM(A′′)(t), if α is a loop,
PM(A′)(t) + tg−1 · PM(A′′)(t), if α is not a loop.
Theorem 4.4.













5.1. Euler characteristic of the complement. We briefly recall the notion of Euler characteristic for
semialgebraic sets (see [10, 4] for further details). Every semialgebraic set X has a decomposition
X =
⊔N
i=1Xi such that each Xi is a semialgebraic subset that is semialgebraically homeomorphic to
the open simplex σdi = {(x1, . . . , xdi) ∈ Rdi | xi > 0,
∑
xi < 1} for some di = dimXi. The





Unlike the topological Euler characteristic etop(X) :=
∑
(−1)ibi(X), the semialgebraic Euler char-
acteristic esemi(X) is not homotopy invariant. However, if X is a manifold (without boundary), then
esemi(X) and etop(X) are related by the following formula:
esemi(X) = (−1)dimX · etop(X).
Here we assume that G is of the form G = (S1)p × Rq × F , where F is a finite abelian group. Such
a group G can be realized as a semialgebraic set, with the group operations defined by C∞ semialge-
braic maps. Hence subsets defined by using group operations are always semialgebraic sets. The Euler
characteristics of G are easily computed as
esemi(G) =
{
0, if p > 0,
(−1)p+q ·#F, if p = 0,
etop(G) =
{
0, if p > 0,
#F, if p = 0.
Let A be a finite list of elements in a finitely generated abelian group Γ. The space M(A; Γ, G) is a
semialgebraic set, and, if it is not empty, it is also a manifold (without boundary) of dimM(A; Γ, G) =
rΓ · dimG. The G-Tutte polynomial can be used to compute the Euler characteristic ofM(A; Γ, G).
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Theorem 5.1. Let G be an abelian Lie group with finitely many connected components, and let g =
dimG. Then,
esemi(M(A; Γ, G)) = χGA(esemi(G)),
or equivalently,
etop(M(A; Γ, G)) = (−1)g·rΓ · χGA ((−1)g · etop(G)) .
5.2. Point counting in complements. In the case that G is finite, the complementM(A; Γ, G) is also
a finite set. Every finite set can be considered as a 0-dimensional semialgebraic set whose Euler charac-
teristic is equal to its cardinality. The following theorem immediately follows from Theorem 5.1.
Theorem 5.2. Let A be a finite list of elements in a finitely generated abelian group Γ, and let G be a
finite abelian group. Then
#M(A; Γ, G) = χGA(#G).
Theorem 5.3. (See §2.2 for notation.) Let A be a finite list of elements in Γ = Z`, and let k be a divisor
of ρA. The k-constituent fk(t) of the characteristic quasi-polynomial χ
quasi




Corollary 5.4. The last constituent fρA(t) of the characteristic quasi-polynomial χ
quasi
A (q) is equal to
both χC
×
A (t) and χ
arith
A (t).
5.3. Examples: root systems. Let Φ be an irreducible root system of rank `, and let Γ = Z · Φ
be the root lattice of Φ. Consider the list AΦ := Φ+ ⊂ Γ of positive roots. The characteristic
quasi-polynomial χquasiAΦ (q) was computed by Suter [29] and Kamiya-Takemura-Terao [19]. Using




(−1+tt ). We only show exceptional cases.
PM(AE6 ;Γ,C×)(t) =1 + 42t+ 705t
2 + 6020t3 + 27459t4 + 63378t5 + 58555t6
PM(AE7 ;Γ,C×)(t) =1 + 70t+ 2016t
2 + 30800t3 + 268289t4 + 1328670t5
+ 3479734t6 + 3842020t7
PM(AE8 ;Γ,C×)(t) =1 + 128t+ 6888t
2 + 202496t3 + 3539578t4 + 37527168t5
+ 235845616t6 + 818120000t7 + 1313187309t8
PM(AF4 ;Γ,C×)(t) =1 + 28t+ 286t
2 + 1260t3 + 2153t4
PM(AG2 ;Γ,C×)(t) =1 + 8t+ 19t
2
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◯田中悠太 (Yuta Tanaka) ，城戸真弥 y ，渡邉靖之  ，丸野健一 z ，筧三郎 x
1 イントロダクション
2次元浅水波を記述する代表的な数理モデルとしてKadomtsev-Petviashvili(KP)方程式
( 4ut + 6uux + uxxx)x + 23uyy = 0 (1)
が知られている．特に 2 =  1の時はKP I方程式，2 = 1の時はKP II方程式と呼ばれ
ている．KP II方程式はソリトン解を持つことが知られており，その解はWronskianで表示
することができる．最近，KP II方程式のWronskian解のソリトン相互作用は組み合わせ論
的手法を用いることでより深く解析できることがわかってきた [1, 2, 3, 4]．
本稿ではKP II方程式の拡張の一つとして知られているDKP(coupled KP)方程式 [5, 6]8<:( 4ut + 6uux + uxxx)x + 3uyy = 24(v+v )xx2vt + 3uvx + vxxx  3  vxy + vR xuydx = 0 (2)




発見の後，Biondini-KodamaはKP II方程式も spider-web解を持つことを発見し [8]，これ
がきっかけとなり２次元ソリトンの相互作用の研究が活発化することとなった．Chakravarty-
KodamaはKP II方程式のソリトン解のWronskian表示に対してCauchy-Binetの公式を適



















( 4ut + 6uux + uxxx)x + 3uyy = 0 (1)
は従属変数変換 u(x; y; t) = 2 (log (x; y; t))xxによって双線形方程式 
D4x   4DxDt + 3D2y
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0B@ a11    a1M... . . . ...
aN1    aNM
1CA
0B@ e











 A^行列のN N 小行列式が全て非負である．(totally non-negative, TNN)
 A^行列を行基本変形で階段行列にした時，全ての行のピボット以外の成分および全て
の列に非零の成分が存在する．(reduced row echelon form, RREF)













例えば，図 1は L-diagramであるが，図 2や図 3は L-diagramになっていない．
図 1: L-diagramの例 図 2: L-diagramでない例 図 3: L-diagramでない例
L-diagramは完全置換と 1対 1に対応する．ここで完全置換とはM 次完全置換 で i 6=
(i) (i = 1; : : : ;M)を満たすものである． L-diagramから対応する完全置換の構成方法は
以下の手順に従う:
1. 図 4のルールに従って空き箱，白丸の入った箱を全て置き換える．
2. Young図形の右，下枠に一番右上から数字を 1から順にM まで並べる．
3. 図 4のルールで数字が移ると考えてYoung図形の左，上枠に対応する数字を並べる．
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図 6: yi; siとネットワークの対応






























図 8: 図 1に対応するネットワーク
このようにして得られたネットワークは行列として解釈することができる．具体的には，
ネットワーク上に振られている数字をその経路の重み (何も書かれていない場合は重み 1)
と考え，ネットワークの左の番号 iから右の番号 j への経路の重みをM M 行列 Aの第
M   i+ 1;M   j + 1成分とする．さらにここで得られた行列Aに対して
A =
0B@ a11    a1M... . . . ...
aM1    aMM
1CA 7 ! A^ =
0B@aMN    a1N... . . . ...
aM1    a11
1CA
という操作を施すことでN M 行列 A^が得られ，これは TNNかつ RREFなので確かに
KP II方程式のソリトングラフと対応する．ただし，N は L-diagramに対応する完全置換で
l < (l)を満たす元 lの個数とする．図 8のネットワークの場合は
A =
0BBBBBBBB@
0  1 0 0 0 0
1 0 0 0 0 0
p1 0 0 0 1 0
0 p4 1 0 0 0
0 0 p7 1 0 0
0 0 p5p7 p5 0 1
1CCCCCCCCA
7 ! A^ =
0B@p5p7 p7 1 0 0 00 0 p4 0 0  1





DKP方程式 8<:( 4ut + 6uux + uxxx)x + 3uyy = 24(v+v )xx2vt + 3uvx + vxxx  3  vxy + vR xuydx = 0 (2)
は従属変数変換 u = 2(log n)xx; v = n1=nによって双線形方程式8<:( 4DxDt +D4x + 3D2y)n  n = 24n 1n+1(2Dt +D3x  3DxDy)n1  n = 0 (5)
に変形され，この双線形方程式 (5)はWronski型 Pfaan解








Qi;j = Qi+k;j +Qi;j+k (t1 = x; t2 = y; t3 = t) (6)
を持つ [6]．ただし，Qn は 2n次反対称行列，
 = f1  i1 <    < in  2n; ik < jk;
k = 1; : : : ; ngであり，
(i1; j1; : : : ; in; jn) = sign
 
1 2    2n  1 2n
i1 j1    in jn
!


















2    E(2n 1)M
1CCCCA ; E(j)i = kij exp(kix+ k2i y + k3i t)
と選ぶとこれは分散関係式 (6)を満たす．この表示によって得られる  関数は石川・若山の
パフィアンの和公式を用いて以下のように展開される [9]:
n = Pf[EnBE>n ] =
X
1=i1<<i2nM
Pf[Bi1;:::;i2ni1;:::;i2n ] det[(En)i1;:::;i2n ]: (7)
ただし，Bi1;:::;i2ni1;:::;i2n は行列Bの i1; : : : ; i2n行および i1; : : : ; i2n列を抜き出した小行列を表し，

























































なる xi(p); yi(p); siの積で表される行列Aで
B = AJ
(2l)






0 0 1 3
0 0 2 6
 1  2 0 0
 3  6 0 0
1CCCA
は A1 = y1(3)y3(2)s2 を用いて B1 = A1J (2)4 (1)A>1 と分解されるので，この B1 行列に図 9
のネットワークを対応させることができる．これはKP II方程式のWronskian解で現れた
ネットワークに他ならず，






























表 1: A^行列のサイズが 2 4の時の解の分類
A^行列 ネットワーク ソリトンのグラフ
 
1 0  a  b
0 1 c d
!










1 0  a  b
0 1 c d
!
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(t, L) = 0 (1.2)
の下で考察する．u(t, x) ∈ R，v(t, x) ∈ R は未知関数であり，D1 > 0 は u の拡散係数, D2 > 0 は v の拡散
係数，s > 0 は積分項のコントロールパラメータである．なお，これは化学電気実験における数理モデルとし
て導出されたものである ([8])．反応拡散方程式系 (1.1)–(1.2)の定める力学系の相空間を
X := {(u, v) ∈ H2(0, L)×H2(0, L); ux(t, 0) = ux(t, L), vx(t, 0) = vx(t, L) = 0}
とする．システム (1.1)に対して次の仮定をおく：
∗ 明治大学大学院理工学研究科数学専攻博士後期課程 1 年（〒214-8571 神奈川県川崎市多摩区東三田 1-1-1, E-mail:
s.kobayashi.meiji@gmail.com）
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Assumption 1. 反応項 f(u, v), g(u, v) は十分滑らかであり f(0, 0) = g(0, 0) = 0 かつ
fu > 0, fv < 0, gu > 0, gv < 0,
fvgu
gv
+ gv < 0
を満たす．さらに，システム (1.1)は自明解においてチューリング不安定性をもつ．すなわち





(0, 0), fv =
∂f
∂v
(0, 0), gu =
∂g
∂u




現在までに，システム (1.1)に対してカオス的な挙動をする解が数値的に報告されている ([1, 9, 10])．例え
ば，以下のようにパラメータと反応項をおく：
D1 = 0.25, f(u, v) = u− 10v − u2 − 2u3, g(u, v) = 2u− 5v − 0.8u2,





図 1.1 3重臨界点付近におけるシステム (1.1)の数値解．
上段左図は u(t, x) の (t, x) ∈ [13000, 14000] × [0, L] における鳥瞰図であり，上段右図は高速フーリ
エ変換によって得られた，フーリエ空間上における (u0(t), u1(t), u2(t)) の軌道を表している．ここで uj
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は u(t, x) の j 番目のフーリエ係数を表している．また，下段左図は u(t, x) の L2-ノルム ‖u‖L2(t) を
表しており，下段右図は初期値鋭敏性を表すグラフである．横軸は時間 t，縦軸は解の誤差の log プ
ロット：log | ‖u1‖L2(t)− ‖u2‖L2(t) | である．ここで，(u2(t, x), v2(t, x)) は初期値を (u2(0, x), v2(0, x)) =










2)r + ϕ1(r, x),
x˙ = (ν0 +K1|w|2 +K2x2)x+ ϕ2(r, x),















u(t, x) x ∈ [0, L],
u(t, 2L− x) x ∈ [L, 2L]. v˜(t, x) =
{
v(t, x) x ∈ [0, L],
v(t, 2L− x) x ∈ [L, 2L] (2.1)
は (0, 2L) へと拡張された，以下のシステムの解であることがわかる：





u(t, x)dx, x ∈ (0, 2L), t > 0,
vt = D2vxx + g(u, v), x ∈ (0, 2L), t > 0,
u(t, x) = u(t, x+ 2L), ux(t, x) = ux(t, x+ 2L), t > 0,




Xper := {(u, v) ∈ H2per(0, 2L)×H2per(0, 2L); (u(x), v(x)) = (u(2L− x), v(2L− x))} (2.3)


























































































































(u(t, x), v(t, x))e−imkxdx
}
m∈Z
によってXperと同値である．ここで，u(t, x) ∈ R，v(t, x) ∈ Rと対称性 (2.1)から，(um, vm) = (u−m, v−m) ∈
R× R であることに注意されたい．よって，m ≥ 0 において力学系 (2.4)を考えればよい．
以下，分岐パラメータを s, D2, k とし，中立安定曲線と呼ばれるものを定義する：
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Definition 1. 中立安定曲線とは，DetMm = 0 を満たす分岐パラメータ (D2, k) により定まる曲線のこと




















図 2.1 fu = 1, fv = −10, gu = 2, gv = −5，D1 = 1/4 のときの中立安定曲線．右から n = 1, 2, 3, 4 に対応する．
本講演では，0 : 1 : 2 モードの線型化行列が同時に 0 固有値をもつ状況を考え，これを満たすように



























(−gv +D∗2m2(k∗)2 fu −D1m2(k∗)2
gu gu
)



































































ここで F˜m，G˜m は αm，βm に関する高次項を表す．上の力学系 (2.5)に中心多様体定理 ([4, 5])を適用する
ことで，3次元に縮約された常微分方程式系（縮約方程式）を得る．
Theorem 1. 3重臨界点：(s,D2, k) = (s∗, D∗2 , k∗) 近傍における中心多様体上の力学系は，以下の常微分方
程式（縮約方程式）が定める力学系と局所位相同値である：














1α2 +O(|(α0, α1, α2)|4),






2)α1 + b4α0α1α2 +O(|(α0, α1, α2)|4),










1 +O(|(α0, α1, α2)|4).
(2.6)
ここで，係数 Aj, Bj, Ej, aj, bj, ej ∈ R はシステム (1.1)の定数 D1 と反応項 f(u, v)，g(u, v) から定まる
定数であり，µj (|µj | ≪ 1) は s,D2, k に依存する分岐パラメータである．
上で得られた縮約方程式は，変換 (α0, α1, α2) 7→ (α0,−α1, α2) の下で不変である．以下，得られた縮約方
程式を 3次項までで打ち切った力学系：


































を扱うこととし，Aj ̸= 0, Bj ̸= 0, Ej ̸= 0, aj ̸= 0, bj ̸= 0, ej ̸= 0 とする．
3 Hopf-Pitchfork分岐
この節では，非自明な平衡点 (α0, α1, α2) = (α∗0, 0, α∗2) からの解の分岐を調べる．次の補題を得ることがで
きる：
Lemma 1. A3E1 < 0 が成り立っていると仮定する．ρ ∈ R \ {0} を










0 := −α∗0{A1 + a1α∗0 + ρ2(A3 + a3α∗0)},
µ1 = µ
∗
1 := −α∗0{B1 + ρB2 + (b1 + ρb4 + ρ2b3)α∗0},
µ2 = µ
∗
2 := −α∗0{E1 + (e1 + ρ2e3)α∗0}
とすると，(α0, α1, α2) = (α∗0, 0, α∗2) における線型化行列は単純 0固有値とペアの純虚数固有値を同時にもつ．
平衡点 (α∗0, 0, α∗2) を原点に平行移動したのち，Hopf 分岐の標準形変換と近恒等変換 ([5]) を施すことで，
Hopf-Pitchfork分岐の標準形を得る：{
z˙ = (λ+ J1|z|2 + J2x2)z +O(|(z, z¯, x)|4),
x˙ = (ν +K1|z|2 +K2x2)x+O(|(z, z¯, x)|4).
(3.1)
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ここで，z ∈ C，x ∈ R であり，λ ∈ R，ν ∈ R は新たな分岐パラメータ，Jj ,Kj ∈ C である．z = r(t)eθ(t)
と変換し，さらに適切なスケーリングを施すことで，
r˙ = (ν1 + r
2 + bx2)r + ϕ1(r, x),
x˙ = (ν2 + cr
2 + dx2)x+ ϕ2(r, x),
θ˙ = ω + ϕ3(r, x)
(3.2)
と書き換えることができる．ここで， ν1, ν2 ∈ R は新たな分岐パラメータ，d = ±1，ω ∈ R，ϕj(r, x) は r, x




この章では，力学系 (3.2) がヘテロクリニックサイクルを持ちうることを議論する．もし，力学系 (3.2)に
θ 方向への回転対称性がある場合には，ドーム型の不変曲面が存在することが知られている ([3])．しかし，今
回の場合にはそのような対称性（つまり S1-symmetry）は引き継がれない．このような状況では，Dumortier
et al. [2] により紹介されている手法が有効である．実はこの対称性が崩れた場合には，S1-symmetricな状況
で形成される不変曲面が崩壊し，その結果コネクティングオービットが作られる．
以下，ϕn はすべて C∞ 級と仮定し，Dumortier et al. [2] による手法を適用する．力学系 (3.2) について，
blow-up を行う．十分小さな ε > 0 によって
µ1 = ε
2µ¯, µ2 = ε
2, r = εr¯, x = εx¯
の変換と，時間のリスケーリング dτ = ε2dt を行うことで
r′ = r(µ+ r2 + bx2) + ϕ1(εr, εx)/ε3,
x′ = x(1 + cr2 + dx2) + ϕ2(εr, εx)/ε3,
θ′ = ω/ε2 + ϕ3(εr, εx)/ε2
(4.1)
を得る．ここで，“−”は省略し，′ は τ による微分を表す．回転部分と O(ε) の項を無視すると，以下の平面
上における力学系を得る： {
r′ = r(µ+ r2 + bx2),
x′ = x(1 + cr2 + dx2).
(4.2)
以下，次の仮定のもとで力学系 (4.2) を考える：
b > 0, c < 0, d = −1, d− bc > 0, µ < 0. (4.3)
このとき平衡点は








, p3 := (
√−µ, 0)
で与えられる．これらそれぞれに対応する (4.1)の平衡点を p1µ,ε，p2µ,ε，p3µ,ε とおき，p3µ,ε によって作られる
閉軌道を Cµ,ε と書く．力学系 (4.2) は µ = µ∗ := (b+ 1)/(c− 1) においてハミルトニアン H(r, x) をもつ：
H(r, x) = rαxβ{−µ+ (r2 + γx2)}.
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図 4.1 (4.2)の相図の模式図．左から µ < µ∗, µ = µ∗, µ > µ∗ に対応する.
ここで α = 2(1− c)/(−1− bc), β = 2(1 + b)/(−1− bc), γ = (1 + b)/(1− c), −1− bc > 0 である．
先に述べたように，図.4.1（中央）で得られた 3 つの平衡点を繋ぐヘテロクリニック軌道は，ϕj(r, x) が
S1-symmetricを保つようなものであれば，3次元空間においてもドーム型の不変曲面として存続することが
知られている ([3])．ところが generic にはそのような対称性は保存されない．実際，縮約方程式 (2.7) から
Hopf-Pitchfork分岐の標準形 (3.1)に変換する過程で，4次以上の高次項を無視している．有限次で考える限
り θ 方向の回転対称性は保存されるが，無限次における項においては，もはやそのような対称性は残っていな
い．このような無限次における対称性を破壊するような影響を考慮にいれると，実は平衡点 O と p1 におけ
る 1次元不変多様体が分離しうる．それにより不変ドームが崩壊し，そこにコネクティングオービットが生成
されうる．ここでは，平衡点 p3µ,ε によって形成される周期軌道 Cµ,ε と原点を繋ぎ合わせるヘテロクリニッ
クサイクルの存在を議論する．
さて，いくつかの記号の定義を行う．
• Σ: (r, x, θ) 空間における 2次元断面のことであり，Σ := {(r, x, θ)|x =√(b+ µ)/(−1− bc)}；
• Cu : Σ ∩Wu(p1µ,ε) で表される単純閉曲線；
• Cs : Σ ∩W s(Cµ,ε) で表される単純閉曲線；
• q: Wu(O) と断面 Σ との二つ目の交点．
Definition 2. Exceptional set E を以下で定義する：
E := {(µ, ε) ̸= (0, 0)|平衡点 (0, 0) と (1, 0) の 1次元不変多様体が交差しない．}
Definition 3. 力学系 (4.1) またはそれに対応するパラメーターの点が forward trapping にあるとは，Cu
が Cs の内部にあるときのことをいう（図.4.1（左））．さらに，Cu と Cs で囲まれた平面 Σ 上の環状の領域
と，2次元不変多様体 W s(Cµ,ε) と Wu(p1µ,ε) の一部を forward trapping region と呼ぶ．力学系 (4.1) また
はそれに対応するパラメーターが backward trappingにあるとは，Cs が Cu の内部にあるときのことをいう
（図.4.1（右））．さらに backward trapping regionも上と同様に定義する．
いま，条件 (4.3) に加えて b + c < 0，µ∗ := (c − 1)/(b + 1) < 0 とする．さらに，パラメータ (µ, ε) を
exceptional set E と交差しないように動かせるとする．このとき，O の 1次元不安定多様体と p1µ,ε の 1次元
安定多様体とが互いに交差することなく forward trapping から backward trapping へと入れ替わる，すなわ
ち，Cu と Cs の位置が入れ替わることがわかる（図.4.2）．さらに，Σ 上の点 q の位置に着目すれば，点 q と
Cs が断面 Σ 上でぶつかるようなパラメータがとれる．つまり，O における 1次元不安定多様体と p3µ,ε にお























図 4.2 1次元不変多様体が分離するときの (4.1)の流れの模式図．左図は µ < µ∗（backward trapping），









図 4.3 µ− ε 空間におけるヘテロクリニックサイクルの分岐の模式図．(µ−, ε−) は backward trapping，
(µ+, ε+) は forward trapping に対応している．与えられた µ− < µ∗ < µ+ < 0 に対して exceptional
set E と交わらないようなパス γ を (µ−, ε−) と (µ+, ε+) をつなぐようにとれるなら，(4.1)がヘテロク
リニックサイクルをもつようなパラメータ (µ∗, ε∗) ∈ γ が存在する．
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に限定している。この 2次元 4状態の量子ウォークは 1次元スプリット・ステップ量子ウォー
クの拡張版である。量子ウォークが局在化を起こすことは，量子ウォークの時間発展を記述す




本章では，まず 2 次元スプリット・ステップ量子ウォークの基礎となる 1 次元 2 状態の量
子ウォークについて，その定義と性質を解説する。1次元 2状態の量子ウォークは 2010年に
























2 C2; 	 2 H
と定義する。このとき，1次元スプリット・ステップ量子ウォークは
Uss(1; 2) := S R(2)S+R(1); 1; 2 2 [0; 2)
と定義される。ここで，1; 2 は x 2 Z に依存した関数 1 = 1(x); 2 = 2(x) としても良
い。以下，上記の 1次元スプリット・ステップ量子ウォークを一般化した 1次元 2状態の量子
ウォークを考える。そのため，状態のヒルベルト空間を




 博 (理) 北 海 道 大 学 大 学 院 理 学 研 究 院 数 学 部 門（ 〒060-0810 札 幌 市 北 区 北 10 条 西 8 丁 目,
E-mail:funakawa@math.sci.hokudai.ac.jp）
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と定義する。上記に挙げた 1 次元スプリット・ステップ量子ウォーク Uss(1; 2) もヒルベル
ト空間H上のユニタリ作用素である。1次元 2状態の量子ウォークとして，本紙では特に次の
時間発展を考える：
	t+1(x) = P (x+ 1)	t(x+ 1) +Q(x  1)	t(x  1) +R(x)	(x); (x; t) 2 Z N (1)
ただし，P (x); Q(x); R(x)は x 2 Zに依存した 2  2の行列であり，	t(x)とは 	t 2 H を
満たす，t回時間発展した際の位置 x 2 Z における状態を表す。以下，(1)の時間発展を記述
するH上のユニタリ作用素を定義する。まず，ヒルベルト空間 `2(Z)上の作用素 Lを
(Lf)(x) := f(x+ 1); f 2 H; x 2 Z






と定義する。ただし，L は Lの共役作用素，I は `2(Z)上の恒等作用素，(p; q) 2 R Cは
p2 + jqj2 = 1を満たす数であり，q は q の複素共役を意味する。この S はシフト作用素と呼
ばれ，粒子の移動に対する時間発展を記述している。
次に各 x 2 Zに対して，C(x) 2 U(2)を取る。この C(x)による掛け算作用素を C : H ! H
と表すことにする, i.e.
(C	)(x) := C(x)	(x); 	 2 H; x 2 Z:
この C は C(x) 2 U(2)なため，ユニタリ作用素であり，コイン作用素と呼ばれる粒子の内部
自由度に対する時間発展を記述している。上記の S と C の積によって
U := SC (2)























と定義すると，	t = U t	0 は，(1)を満たす。ここで，	0 2 H (k	0k = 1) は，初期状態で






について，p := sin 2
2
; q := cos 2
2
; C(x) := R(x)1
としたとき (*)，
U = 1Uss(1; 2)1
を直接計算によって示すことができる。このため，U と 1 次元スプリット・ステップ量子




定義 1 U が初期状態 	0 の下で局在化を起こすとは，limt!1 k(U t	0)(x)k2 > 0となるよ






命題 1.1 U は特異連続スペクトルを持たないとする。
このとき，U が初期状態 	0 の下で局在化を起こすことと，	0 が U の固有空間と overlapす
ることは同値である。
上記の命題によって，U が固有値を持つときに，その固有空間と overlapするように初期状態
	0 を取ることによって局在化を起こすことができる。例えば，U が固有値 を持つときにそ
の固有空間 ker(U   )と overlapするようなベクトルとは U の に対する固有ベクトルが挙
げられる。以下では量子ウォークが局在化を起こすことを示すために，U の固有値の有無を議
論する。特に (2)で定義された 1次元スプリット・ステップ量子ウォーク U の局在化について
は次の先行研究がある：




 (p 1) 2(x)
q 1(x)













として定義する。次に `2(Zd)上の線形作用素 Lj を
(Ljf)(x) := f(x+ ej); x 2 Zd; f 2 `2(Zd); j = 1; : : : ; d
として定義する。ただし，fejgj とは Zd 上の標準基底である。この Lj を基にシフト作用素
S : H ! Hを次のように定義する：







; (pj ; qj) 2 R C; p2j + jqj j2 = 1; j = 1;    ; d:
さらにコイン作用素 C : H ! Hを次で定義する：
(C	)(x) := C(x)	(x); C(x) 2 U(2d):エルミート; x 2 Zd; 	 2 H:
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上記のシフト作用素 S とコイン作用素 C を使って d 次元 2d 状態の量子ウォークの時間発展
を記述するユニタリ作用素 U : H ! Hを
U := SC (3)
で定義する。(3)のことをしばしば多次元量子ウォークとも呼ぶ。多次元量子ウォークに対す
る局在化の定義も定義 1と同様に定義する：
定義 2 U が初期状態 	0 の下で局在化を起こすとは，limt!1 k(U t	0)(x)k2 > 0となるよ







C0; x = 0;
C1; x 6= 0:
このようなコイン C に対して U を one-defect モデルと呼ぶ。
さて，C はユニタリな自己共役作用素であるから，C のスペクトル (C)は (C)  f1gを
満たす。特に，多次元量子ウォークにおいては次を仮定する：
dimker(C(x)  1) = 1
このとき，(x) 2 ker(C(x) 1); k(x)k = 1とすると，C(x) = 2j(x)ih(x)j 1とスペ
クトル分解することができる。特に d : H ! `2(Zd) を (d	)(x) := h(x);	(x)i; x 2 Zd
と定義すると，コイン作用素 C は C = 2dd   1 を満たす。この d を使って discriminant
operator T : `2(Zd)! `2(Zd)を次で定義する：
T := dSd:
Discriminant operator T のスペクトルは U のスペクトルとある意味で対応している。実際，
次の定理が存在する：
定理 2.1 (スペクトル写像定理 [7])







故に，T が固有値を持てば U も固有値を持つことを意味し，局在化を起こすことが出来る。こ
のことから T の固有値問題に帰着する。よって，以下 T を陽に書き下す。そのため，次の記
号を導入する。まず，(x) 2 ker (C(x)  1)  C2d より，
(x) = t(1;1(x); 1;2(x); 2;1(x); 2;2(x);    ; d;1(x); d;2(x)); x 2 Zd (4)
と成分表示する。今，U は one-defect モデルなので，




 = t(!1;1; !1;2; : : : ; !d;1; !d;2); k
k = 1;
 = t(1;1; 1;2;    ; d;1; d;2); kk = 1:





 jj;1j2   jj;2j2+ qjj;1Ljj;2 +  qjj;1Ljj;22g:
ここで j;i (i = 1; 2; j = 1;    ; d)は j;i(x)による掛け算作用素である。この T の固有値
を探すために以下の Feshbach mapを利用する：
射影作用素  := j1f0gih1f0gj; ? := I  によって，T の Feshbach mapを
F () := ?(T   )?  ?T((T   )) 1RanT?;  2 C:
と定義する。このとき次の補題に注意する。
補題 2.2 次の 2つは必要十分である：
(1) ((T   )) 1Ran が存在する。
(2)  6= a0(p) :=Pdj=1 pj  j!j;1j2   j!j;2j2.
Feshbach mapは上記の補題によって  6= a0(p)の下でwell-denedである。Feshbach map
が有用な理由は次の定理からくる：
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定理 2.3 ([1]) 次の 2つは必要十分である：
(1)  2 p(T )である。
(2) F ()  = 0となる   2Ran?nf0gが存在する。
Feshbach mapF ()は直接計算によって次のように表示される：
F () = ?





ただし，T0 は `2(Zd) 上の自己共役作用素，' は `2(Zd) 上のベクトルであり，次で定義され
るものである：
























j=1 jqjj;1j;2jとすると，ess(T ) = (T0) = [a1(p) 0; a1(p)+0]が得





 2 T  [ T+
上図のように，T 上に T の固有値が現れれば，U は U 上に固有値を持つことがスペクト
ル写像定理より分かる。今，特に

T0     j'ih'ja1(p) 

  = 0を満たす   2Ran?nf0gは
F ()  = 0も満たす。そのため，

T0     j'ih'ja1(p) 

  = 0について考察するが，このよ
うな   は




T0     j'ih'ja1(p) 

  = 0と
f() :=   a1(p) + h'; (T0   )'i = 0
は同値であることが確かめられる。さらに，本章では以下，次の仮定を設ける。
仮定 2.4
(1) 全ての j = 1;    ; dに対して，!j;1j;2 + !j;2j;1 = 0が成立する。
(2) ある l = 1;    ; dに対して !j;1j;2 6= 0が成立する。
この仮定の下で次が成り立つ：
補題 2.5
(i) 仮定 2.4(1)が成立するとき，  2Ran? である。
(ii) 仮定 2.4(2)が成立するとき，' 6= 0である。
特に仮定 2.4の下で   2Ran?nf0gとなる。
故に f の零点が存在すれば U が局在化を起こすことが分かる。先行研究 [2]では，上記の議論
を経て f の零点の存在を証明した：
定理 2.6 (T.Fuda, D.Funakawa, A.Suzuki (2017)[2])
任意の j = 1;    ; dに対して集合 Dj を
Dj := f(p;q) 2 Rd  Cd j pjqj 6= 0g
と定義する。ある p0 2 f 1; 1gd が存在し，a0(p0) 6= a1(p0) を満たすとする。また，仮定
2:4(2)を見たす番号を lと書くことにする。このとき，(p;q) 2 Dl であり，k(p;q)  (p0;0)k
が十分小さいならば，f は T  [ T+ 上に零点を持つ。故に，U は局在化を起こす。




本章では，前章の空間次元を d = 2で固定することによって，f が零点を持つための必要十
分条件を提示する。特に本紙では以下のモデルの解析を行なう：
U := SC acting on H := `2(Z2;C4) =
n

















C は 4  4 のユニタリかつエルミートな行列 C(x) による掛け算作用素で定義される。
さて，正規化された R4 上のベクトル 
; を 
 = t(!1;1; 0; !2;1; !2;2) 2 R4;  =
t(1;1; 0; 2;1; 2;2) 2 R4 として取る。ただし，各成分は次を満たすものとする：
!2;1!2;22;12;2 6= 0;







j   1; (x = 0);
C1 = 2jihj   1; (x 6= 0):
本章のモデルにおいては，pj = 0 であるから a1(p) = 0 となる。また，qj = 1 なので
ess(T ) = [ 2j2;12;2j; 2j2;12;2j]であることが直接計算によって確かめられる。故に，本
モデルでは T を T  = ( 1; 2j2;12;2j); T+ = (2j2;12;2j; 1) となることが分かる。先
行研究よりも f の零点の存在について精度よく調べていくと次の結果を得る：
定理 3.1 次の 2つは同値である：
(1) T が T  [ T+ 上に固有値を持つ。
(2) T が T  と T+ に固有値を一つずつ持つ。
(3) j2;2j < j!2;2jが成り立つ。
次の系は定理 3.1から直ちに従う。
系 3.2 !1;1 = 0を仮定する。このとき，定理 3.1の (3)は常に成り立つ。よって，!1;1 = 0
の下で，U が局在化を起こすような初期状態 	0 は常に取ることができる。
以上の結果によって，qが 0に近くない場合 (特に qj = 1; j = 1; 2の場合でも)，U は局
在化を起こすことが証明できた。以下，f の零点について少し補足をする。まず，f の定義の
中に (T0   ) 1 が使われていることと，今回 1が固有値であるか否かを考慮していないた
め，f の定義域を T  [ T+ としていた。しかし，元々の Feshbach map F ()に立ち戻れば，
 6= a0(p)でさえあれば Feshbach mapを定義できた。今 a0(p) = 0であるから，T の固有
値の候補である  は ( 1; 1)nf0g から探しても良いことになる。よって，以下では f の零点
問題について少し の範囲を広げた議論を行なう。今後， := 2j2;12;2jとし，  のこ
とを改めて  a と書くことにする。ただし，a := 22;12;2 で定義する。この時，2;12;2 の
符号に依存して  !  は a ! 1と同値であることに注意されたい。今，f について，次
のことが分かる：






よって， = 2j2;12;2jも T の固有値の候補となるが，この場合  1 62 `2(Z2)である。こ






e kx (x);  2 `2(Z); k = (k1; k2) 2 [0; 2)2
を使い， ^1 := (F 1) 62 L2([0; 2); dk(2)2 )を示すことによって確かめられる。上記のよう
に，固有方程式を満たしても，固有ベクトルがヒルベルト空間の元ではないような はレゾナ








 : [0; 2)2 ! R+ j (k) = O(k
1+"





















定理 3.4 任意の  2 D に対して次が成り立つ：
 ^1 2 L2 ; lima!10 k ^a    ^1kL2 = 0:
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と呼ばれ 1989年に Manin-Schectmanらによって Braid arrangementの一般化として定義された．





古典的な Braid arrangementの一般化を与えるような超平面の族を与え，discriminantal arrangement
と呼び，その組み合わせ論的，位相的性質の研究を行った [12]．A = {H01 ,H02 , . . . ,H0n}を一般の位
置に配置された Ck上の n枚の超平面の配置 (generic arrangement)とし，その平行移動全体は Cnと
考えることができる．更に一般の位置にあるという条件を落とすような平行移動全体は Cnの中に
超平面の配置を誘導し，これが discriminantal arrangementと呼ばれる配置であり B(n, k)と書かれ
る．B(n, k)は純ブレイド群の一般化であると捉えることができ，実際 B(n, 1)は純ブレイド群と一
致する (例えば [14])．この arrangementは例えば [12], [1], [3]のように組み合わせ論を含む幅広い問
題と関係がある．高次圏との関わりでは Zamolodchikov equationに関連した研究があり [7]，トー
リック多様体上のバンドルのコホモロジーの消滅との関係では [15]のような研究がなされている．
[12]では一般の位置に配置された超平面の平行移動全体のなす空間におけるザリスキー開集合Z
上で combinatoricsが一定であるような配置 (つまり combinatoricsが nと kにのみ依存する配置)か
ら誘導される B(n, k)に焦点を当てた研究が行われたものの，Zを明示的に記述はしていない．
1994年に Falkは [5]において [13]の sect. 8, [14]や [9]で述べられていたことに対し，Aがザ
リスキー開集合Z上で変化するとき，対応する discriminantal arrangementの combinatoricsの型が
異なるような Aの具体例を挙げることで B(n, k)の combinatoricsの型が A = {H01 ,H02 , . . . ,H0n}に
も依存することを指摘した．1997年に Bayerと Brandtは [3]で discriminantal arrangementがもと
の配置に依存するとき，そのもとの配置を very genericそうでないときは non very genericとして
∗Email:so.yamagata.math@gmail.com. The author is supported by The Ministry of Education, Culture, Sports, Science and
Technology through Program for Leading Graduate School (Hokkaido University ”Ambitious Leader’s Program”)
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分類し，さらに very generic の場合の discriminantal arrangement の組み合わせ論的な記述に対す









Fを体とする．ベクトル空間V ≃ Fkにおいて有限枚のアフィン超平面の集まりA = {H1,H2, . . . ,Hn}
を超平面配置 (arrangement of hyperplanes)という．体 Fとしては断りがなければ Cを用いることに
する．ここで一旦超平面の定義を確認しよう．線形超平面とは V の (k − 1)-次元部分空間 Hのこと
で，α = (α1, α2, . . . , αk) ∈ Fk を固定した 0でないベクトルとしたとき，Hは次の形を持つ．
H = {v ∈ V | α · v = 0},
ここで ′′·′′ は次のようなドット積で定義されている：





J = {v ∈ V | α · v = a, a ∈ C}
で定義される．
もし V ≃ Ck+1として，k-次元射影空間 P(V) = (V \ {0})/C∗を考えるときは射影超平面が定義出来
る．即ち，V ≃ Ck+1 かつ Hを k-次元線形部分空間とするとき，射影超平面は
H¯ = {P = [U] ∈ P(V)| U ⊂ H}
と書ける．この平行移動はアフィン超平面の射影的閉包とも呼ばれる．
Aとかくと超平面配置を表すものとする．Aの部分集合 B ⊂ AはAの部分配置という．いま
A = {H1,H2, . . . ,Hn}をベクトル空間 V または射影空間 P(V)上の超平面配置とする．このとき，A
の次元を V または P(V)の次元で定義することにする．
Aが generic arrangementであるとは，任意の 1 ≤ p ≤ nに対し，以下を満たすことである．
{Hi1 ,Hi2 , . . . ,Hip } ⊂ A, p ≤ k ⇒ dim(Hi1 ∩ Hi2 ,∩ . . . ,Hip ) = k − p,












































H , ∅| B ⊂ A},
x < y ⇐⇒ x ⊃ y






交叉半順序集合の例として C3の generic arrangementA = {H1,H2, . . . ,H6}を考えると，図 1のよ
うにハッセ図を用いた表現ができる．ただし，li j = Hi ∩ H jは直線，pi jkl = li j ∩ lklは点をそれぞれ
表している．
2.2 Discriminantal arrangementの定義
A = {H01 ,H02 , . . . ,H0n}を Ckの generic arrangementとする．超平面たち H01 ,H02 , . . . ,H0n の平行移動
全体のなす空間 S(H01 , ...,H0n) (H0i が明らか或いは本質的でないときは単純に Sとも書く)とは超平
面の n-組 H1, ...,Hn のなす空間であって任意の i = 1, ..., nに関して Hi ∩ H0i = ∅または Hi = H0i を
満たすもの全体がなす空間である．つまり
S = {(H1,H2, . . . ,Hn)| Hi ∩ H0i = ∅ or Hi = H0i (i = 1, 2, . . . , n)}.
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このとき Sは Cn と同一視することができ，特にAにおける超平面の順番は Sの座標系を決定す
ることが分かる ([11]).
Generic arrangementAを一つ固定し，generic arrangementではなくなるような超平面の集合のな
す Sの閉部分集合を考えよう．この閉部分集合は，部分集合 L = {i1, . . . , ik+1} ⊂ [n] := {1, . . . , n}に対
し DL = {(H1,H2, . . . ,Hn) ∈ S| ⋂i j∈L⊂[n],|L|=k+1 Hi j }とかける．Discriminantal arrangementはすべての
部分集合 Lに対する和集合 {DL}L⊂[n],|L|=k+1として定義され，B(n, k,A)と書かれる．これはMannin
と Schectmanらによって導入された [12].
Discriminantal arrangementは normal vectorを使って定義することもでき，Bayerと Brandtによっ
て [3]で以下のように与えられた.
Definition 2.1 (Bayer and Brandt [3]). A = {H01 ,H02 , . . . ,H0n} を Ck の generic arrangement とする．
また α1, α2 . . . , αn をそれぞれ H01 ,H02 . . . ,H0n の normal vectorを表すものとする．ただし，ここで
normal vectorは section 2.1で述べたようにドット積を用いて定義している：









(−1)i det(αs1 , . . . , αˆsi , . . . , αsk+1 )esi , (1)
ここで {s1 < s2 < · · · < sk+1} ⊂ [n]とし {e j}1≤ j≤n は Cn の標準基底とし，αL , 0とする.
さて，今から Ck を Pk \ H∞ とみることでコンパクト化を考えることにし，超平面としてアフ
ィン超平面 H0i の射影閉包 H¯0i が与えられているものとする．Ck 上の generic arrangement A =
{H1,H2, . . . ,Hn}に対し，無限遠における arrangementをA∞ = {H∞,1,H∞,2, . . . ,H∞,n}とする．ここ
で各 i (i = 1, 2, . . . , n)に対し H∞,i = H¯0i ∩ H∞ とする．A∞ は Pk 上の超平面の n-組のなす空間にお
ける部分空間として，平行移動全体のなす空間 Sを定義する．Generic arrangement A∞ に対して
も同様の議論でDiscriminantal arrangement B(n, k,A∞)が定義される．Discrimnantal arrangementの
combinatoricsはA∞に依存することが知られている [11]ため，以後はB(n, k,A)ではなくB(n, k,A∞)
と記すこととする．Aを generic arrangementとするとき，もし B(n, k,A∞)の combinatoricsが A
に依存するとき，Aを very generic,そうでないとき non very genericと呼ぶ．
2.3 good 3s-partitionと行列 A(A∞)
s ≥ 2，n ≥ 3sなる自然数 s, nが与えられたとき集合 T = {L1, L2, L3}を考えよう．ここで Li は
[n]の部分集合であって |Li| = 2s, |Li ∩ L j| = s(i , j), L1 ∩ L2 ∩ L3 = ∅ (特に |⋃ Li| = 3s)を満たし，




Lemma 2.2 (Lemma 3.1 [11]). s ≥ 2, n = 3s, k = 2s − 1が与えられたとし，A = {H01 ,H02 , . . . ,H0n}を
Ck の generic arrangementとする．[n] = [3s]とし，good 3s-partition T = {L1, L2, L3}が与えられた
とき，無限遠 H∞ における，余次元が sとなる３つの部分空間 H∞,i, j = ⋂t∈Li∩L j H∞,t を考える．こ
のとき H∞,i, j が H∞ において真部分空間をなすことと DL1 ∩ DL2 ∩ DL3 の余次元が 2になることは
同値である. ここで DLi は B(n, k,A∞)の超平面を表している．
注意として，もし T = {L1, L2, L3}，L1 = {1, 2, 3, 4}, L2 = {1, 2, 5, 6}, L3 = {3, 4, 5, 6} が good 6-
partitionならば I1 = L1 ∩ L2, I2 = L2 ∩ L3，I3 = L1 ∩ L3 に関して，超平面の共通部分 ⋃i∈I1 H∞,i,⋃
j∈I2 H∞,i，
⋃
k∈I3 H∞,i は H∞ の真部分空間をなす．
[11]において，次のように dependentという概念が定義されている．s ≥ 2, P2s － 2 上の generic
arrangement A∞ = {W∞,1, . . . ,W∞,3s} について，[3s] の partition I1, I2, I3 であって Pi = ⋂t∈Ii W∞,t
が P2s － 2の真部分空間を張るとき，A∞は dependentであるという．特に，{L1, L2, L3}が good 3s-
partitionであるとき I1 = L1 ∩ L2, I2 = L1 ∩ L3, I3 = L2 ∩ L3 とおくと，lemma 2.2の仮定は A∞ が
dependentであるということになる．
さて Pk+1([n]) = {L ⊂ [n] | |L| = k + 1}を元の個数が k + 1である [n]の部分集合たちのなす集合と
する．このとき
A(A∞) = (αL)L∈Pk+1([n]) (2)
を各行に超平面 DL の normal vector αL を持つような行列とし，AT(A∞)は各行に αL, L ∈ T, T ⊂
Pk+1([n])を持つような A(A∞)の部分行列とする．
2.4 グラスマン多様体Gr(k, n)とプリュッカー行列
Gr(k, n)を Cn の k-次元部分空間全体のなすグラスマン多様体とし，
γ : Gr(k, n)→ P(
k∧
Cn)
< v1, . . . , vk > 7→ [v1 ∧ · · · ∧ vk],
をプリュッカー埋め込みとする．このとき [x] ∈ P(∧k Cn)が γ(Gr(k, n))の点であることと写像
ϕx : Cn →
k+1∧
Cn
v 7→ v ∧ x
の核の次元が k，即ち， ker ϕx =< v1, . . . , vk >であることは同値である．e1, . . . , en を Cn の基底と
するとき eI = ei1 ∧ . . . ∧ eik , I = {i1, . . . , ik} ⊂ [n], i1 < · · · < ik は









βi1...ik (ei1 ∧ · · · ∧ eik )． (3)
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ここで同次座標 βI は Cnの順序つき基底 e1, . . . , enに関する P(∧k Cn) = P(nk)−1上のプリュッカー座標





×n行列で，各行は順序のついた部分集合 I ⊆ [n], |I| = k
について，i ∈ I のとき bi j = (−1)iβI∪{ j}\{i} を，そうでないときは bi j = 0を成分に持つ．
プリュッカー関係式，即ち dim(ker ϕx) = kとなる条件は Mxの全ての (n− k + 1)× (n− k + 1)小行
列式が 0になることである．よく知られているように (例えば [6])プリュッカー関係式は次数２の
関係式であり，以下のように書くことができる．
任意の (i1, . . . , ik−1, j0, . . . , jk)に対し
k∑
l=0
(−1)lβi1...ik−1 jlβ j0... jˆl... jk = 0 (4)




この理由から，以後 A(A∞)のことをプリュッカー行列と呼ぶことにする．特に det (αs1 , . . . , αˆsi ,
. . . , αsk+1 )はプリュッカー座標 βI , I = {s1, s2, . . . , sk+1}\{si}である．
2.5 例
C3 上の generic arrangement A = {H01 ,H02 , . . . ,H06}と各超平面の normal vector αi = (ai1, ai2, ai3),
1 ≤ i ≤ 6を考えよう．いま，Htii を超平面 H0i を αi の方向に沿って平行移動して得られる超平面，
すなわち Htii = H0i + tiαi, ti ∈ Cとする.









−β234 β134 −β124 β123 0 0
−β256 β156 0 0 −β126 β125
0 0 −β456 β356 −β346 β345
 , βi jk = det

ai1 a j1 ak1
ai2 a j2 ak2
ai3 a j3 ak3

はプリュッカー行列 A(A∞)の部分行列である．






このとき αi と α j はそれぞれ Hi と H j の直交ベクトルなので αi × α j は直線 Hi ∩ H j の方向ベク
トルであり，rankAT(A∞) = 2であることと rank(αi × αi+1) = 2であることは同値である．




H¯tii ∩H∞ = H¯t33 ∩H¯t44 ∩H∞,
⋂
i∈L1∩L3
H¯tii ∩H∞ = H¯t11 ∩H¯t22 ∩H∞,
⋂
i∈L2∩L3
H¯tii ∩H∞ = H¯t55 ∩H¯t66 ∩H∞が
同一直線上に存在する．即ち，Htii ∩Hti+1i+1の方向ベクトルたちは一次従属であるから，rank(αi×αi+1) = 2
を得る． (図 2).
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図 2: Picture of case B(6, 3,A0∞)
さて，AT(A∞)の階数が 2であることと AT(A∞)のすべての 3次小行列式がすべて 0になること
は同値である. これは即ち βi jk が以下の方程式系の根であることになる：

−β456(β134β256 − β234β156) = 0
β356(β134β256 − β234β156) = 0
−β346(β134β256 − β234β156) = 0
β345(β134β256 − β234β156) = 0
−β256(β124β356 − β123β456) = 0
β234β126β456 + β124β256β346 = 0
−(β234β125β456 + β124β256β345) = 0
−(β234β126β356 + β123β256β346) = 0
β234β125β356 + β123β256β345 = 0
−β234(β125β346 − β126β345) = 0
and

β156(β124β356 − β123β456) = 0
−(β134β126β456 + β124β156β346) = 0
β134β125β456 + β124β156β345 = 0
β134β126β356 + β123β156β346 = 0
−(β134β125β356 + β123β156β345) = 0
β134(β125β346 − β126β345) = 0
−β126(β124β356 − β123β456) = 0
β125(β124β356 − β123β456) = 0
−β124(β125β346 − β126β345) = 0
β123(β125β346 − β126β345) = 0
(5)
3 主結果：グラスマン多様体Gr(3, n)の超曲面









を各行に超平面 H0i ∈ Aの normal vector αiを持つような行列とする．Aは genericであるので，A
の列は一次独立な C6のベクトルであり，C6に 3次元の部分空間を張る．即ち，グラスマン多様体
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Gr(3, 6)の点が得られる．Aの 0でない 3次小行列式はプリュッカー座標 βi jk であり，A(A∞)は
ϕx : C6 →
4∧
C6
v 7→ v ∧ x,
の行列である．ここで x = ∑1≤i< j<k≤n βi jk(ei ∧ e j ∧ ek)とする.




(a) : β134β256 − β234β156 = 0
(b) : β124β356 − β123β456 = 0
(c) : β125β346 − β126β345 = 0
and (II) :

(d) : β234β126β456 + β124β256β346 = 0
(e) : β234β125β456 + β124β256β345 = 0
( f ) : β234β126β356 + β123β256β346 = 0
(g) : β234β125β356 + β123β256β345 = 0
(h) : β134β126β456 + β124β156β346 = 0
(i) : β134β125β456 + β124β156β345 = 0
( j) : β134β126β356 + β123β156β346 = 0
(k) : β134β125β356 + β123β156β345 = 0 .
更に簡単な計算により (a)から (k)の式はすべて (a)の式一本に簡略化することができる．従って以
下の式を得る．
β134β256 − β234β156 = 0. (7)
この一本の式 (a)への簡略化の議論は次の Lemmaの直接の結果である．
Lemma 3.1 (Lemma 5.1 [10]). Aを C3上の n枚の超平面の generic arrangementとし，A(A∞)をそ
のプリュッカー行列とする．また {i1, i2, . . . , i6} ⊂ [n]を選び，T = {L1, L2, L3}，L1 = {i1, i2, i3, i4}, L2 =
{i1, i2, i5, i6},L3 = {i3, i4, i5, i6}を good 6-partitionとする．もし A(A∞)の成分 βI がプリュッカー関係
式を満たすとき rankAT(A∞) = 2と AT(A∞)の全ての 3次小行列式のうちどれか一つが 0になるこ
とは同値である．




× n行列であって，任意の L = {s1 < s2 < s3 < s4}に関し行ベクトル αL の成分 (x1, . . . , xn)は
xi j = (−1) jβI j , I j = L \ {s j}, j = 1, 2, 3, 4を除いてすべて 0である．従って任意の固定した 6つの添え






部分行列は各行が αL, L ⊂ {s1, . . . , s6}, | L |= 4からなり，列は第 s1, . . . , s6 列をとることで得られる
行列である (行列 (αL)L⊂{s1,...,s6},|L|=4の全ての j列目（ j < {s1, . . . , s6}）は 0である）. 以上から，一般
に C3 上の n枚の超平面の配置を考えたとしても，本質的には n = 6の場合に帰着することが分か
る．
一方で簡単な注意として，s1 < . . . < s6 ∈ [n]を 6つの固定された添え字とし，T = {{s1, s2, s3, s4},
{s1, s2, s5, s6}, {s3, s4, s5, s6}}を good 6-partitionとする（これは添え字集合 {1, . . . 6}の場合で言うと
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{{1, 2, 3, 4}, {1, 2, 5, 6}, {3, 4, 5, 6}}に対応する）．このとき，{s1, . . . , s6}上の good 6-partitionは次の形
をしている．
σ.T = {{i1, i2, i3, i4}, {i1, i2, i5, i6}, {i3, i4, i5, i6}} (8)
ただし i j = σ(s j), σ ∈ S6．S6 は {s1, . . . , s6}の入れ替え全体のなす群である．ここで，一般に i j は
順序付けられているとは限らず，i j > i j+1 の場合もあり得ることに注意する．
このとき以下の Lemmaが従う．
Lemma 3.3 (Lemma 5.3 [10]). AをC3上n枚の超平面のgeneric arrangementとし，σ.T = {{i1, i2, i3, i4},
{i1, i2, i5, i6}, {i3, i4, i5, i6}}を添え字集合 s1 < . . . < s6 ∈ [n]の good 6-partitionとし，rankAσ.T(A∞) = 2
を満たすとする．このときAは次の式が定義する超曲面における点になる．
βi1i3i4βi2i5i6 − βi2i3i4βi1i5i6 = 0 . (9)
Remark 3.2と Lemma 3.3から次の主定理を示すことができる．
Theorem 3.4 (Theorem 5.4 [10]). C3の超平面配置を考える．このとき dependentな部分配置を含む
ような generic arrangementの集合は，グラスマン多様体Gr(3, n)の超曲面の点の集合であって，各
成分はグラスマン多様体と二次曲面との共通部分になっている．
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xi1 · · ·xik
と定める．さらに，整数分割 λ = (λ1, . . . , λ`)に対し，eλ := eλ1 · · · eλ` と定める．ただし，空分
割 ∅に対しては，e∅ := 1とする．{eλ}λ は Symの Z基底をなすことが知られている．対称関
数 f が e-positive であるとは，f を {eλ}λ の線形結合で表したとき，その係数がすべて非負で
あるときにいう．
整数分割 λに対し，Schur 関数 sλ を
sλ := det(eλ′i−i+j)1≤i,j≤λ1
と定める．ただし，λ′は λの双対である．{sλ}λも Symの Z基底をなす．対称関数 f が s-positive
であるとは，f を {sλ}λ の線形結合で表したとき，その係数がすべて非負であるときにいう．一
般に，e-positive な対称関数は s-positive でもあることが知られている．
∗ e-mail: tsujie@math.sci.hokudai.ac.jp
509
対称関数のなす環 Symは対称群の表現論と密接な関係がある．Rn を n次対称群 Sn の既約指
標が生成する Z加群とする．直和 R :=
⊕∞
n=0Rn には自然に次数付き代数の構造が入る．R と
SymC := Sym⊗ZCの間には次数付き代数としての同型が存在し，整数分割 λに付随する既約指
標と Schur 関数 sλ が対応している．したがって，s-positive な対称関数は対称群の指標に対応し
ている．詳しくは，[Mac95]を参照．
2 彩色対称関数
G = (VG, EG),H = (VH , EH)を単純グラフとする．写像 κ : VG → VH が GからH への準同
型であるとは，以下を満たすときにいう．
{u, v} ∈ EG ⇒ {κ(u), κ(v)} ∈ EH .
GからH への準同型がなす集合を Hom(G,H)と書く．特に，Gから完全グラフKn への準同型
がなす集合は
Hom(G,Kn) = { κ : VG → {1, . . . , n} | κ(u) 6= κ(v) for ∀{u, v} ∈ EG }
となっている．集合 {1, . . . , n}を色の集合と思うと，κ ∈ Hom(G,Kn)は Gの隣り合っている頂
点を異なる色で塗り分ける n色での彩色である．
Definition 2.1. 有限単純グラフ Gに対して，
χ(G,n) = #Hom(G,Kn) (∀n ∈ N)
を満たす多項式 χ(G, t) ∈ Z[t] が存在する．これを G の彩色多項式 (chromatic polynomial) と
いう．
Stanley [Sta95] は彩色多項式の対称関数による一般化を導入した．







を Gの彩色対称関数（chromatic symmetric function）という．ただし，KN は Nを頂点集合と
する完全グラフである．
1n := (1, . . . , 1︸ ︷︷ ︸
n









t(t− 1)n−1 となるので，彩色多項式は頂点数が同じである木を全く区別できない．Stanley はよ
り強い不変量である彩色対称関数であれば，木を完全に区別できると予想している．
Conjecture 2.3 (Stanley [Sta95]). T1, T2 を木とする．もし，X(T1,x) = X(T2,x)であれば，
T1 と T2 は同型である．






半順序集合 P の比較不可能グラフ（incomparability graph）inc(P )とは，頂点集合を P とす
るグラフで，u, v ∈ P が隣接していることと u, v が比較不可能であることが同値になっているグ
ラフのことである．i, j ∈ Nに対し，半順序集合 P が (i+ j)自由（(i+ j)-free）であるとは，P
が i個の元からなる全順序集合と j 個の元からなる全順序集合の非交和を誘導部分半順序集合と
して持たないときにいう．




Theorem 2.5 (Guay-Paquet [GP13]). 任意の (3 + 1)自由かつ (2 + 2)自由な半順序集合 P に




Theorem 2.6 (Gasharov [Gas96]). P を (3+1)自由半順序集合とする．このとき，X(inc(P ),x)
は s-positiveである．
完全二部グラフK1,3 を爪（claw）と呼ぶ．爪を誘導部分グラフとして持たないグラフを爪自由
（claw-free）という．(3 + 1)自由半順序集合の比較不可能グラフは爪自由となる．Gasharov は以
下を予想している．
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Conjecture 2.7 (Gasharov). Gを爪自由なグラフとする．このとき，X(G,x)は s-positive で
ある．
3 自明理想グラフと補可約グラフ
グラフ G,H に対し，G unionsqH で GとH の非交和（disjoint union），つまり，GとH を単に並
べてできるグラフを表す．G+H で Gと H の結び（join），つまり，Gと H を並べ，さらに G
の頂点と H の頂点をすべて辺で結んでできるグラフを表す．G で G の補グラフ（complement
graph）を表す．いくつかのグラフのクラスはこれらの演算を用いて生成されるクラスとして定義
される．以下の条件を考える．
(1) K1 ∈ C.
(2) G ∈ C ⇒ G unionsqK1 ∈ C.
(3) G ∈ C ⇒ G+K1 ∈ C.
(4) G,H ∈ C ⇒ G unionsqH ∈ C.
(5) G,H ∈ C ⇒ G+H ∈ C.
(6) G ∈ C ⇒ G ∈ C.
グラフ G が条件 (1)(2)(3) を用いて生成されるとき，G を閾値グラフ（threshold graph）とい
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Discriminantal arrangement and Pappus' Theorem











Ck 上の n枚の超平面からなる超平面配置 fH1;    ; Hngを考える．これが genericであるとは，
任意の k 枚の超平面が一次独立であることをいう．
この超平面配置に関する空間 S(H1;    ;Hn)を，Hi に平行（一致も含む）な超平面の組全体と
する．つまり，
S(H1;    ;Hn) =

(H 01;    ;H 0n) jH 0i \Hi = ; or H 0i = Hi (i = 1;    ; n)
	
.
このとき，S(H1;    ; Hn)は (H1;    ;Hn)を原点と対応させることで Cn と同一視できる．さら
に，Ck を Pk nH1 であると考えると，Hi に対応する射影平面 Pk 1 上の超平面 H1;i は
H1;i = Hi \H1
となる．ただし Hi は Hi の Pk での閉包である．
ここで，L = fi1;    ; ik+1g  [n] := f1;    ; ngに対し，
DL =





とすると，DL は S(H1;    ;Hn) の超平面となる．DL たちが成す超平面配置を Discriminantal
arrangementという．
DL の法線ベクトル L は次のように与えられることが知られている．L = fi1;    ; ik+1g を
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( 1)i det(s1 ; : : : ; ^si ; : : : ; sk+1)esi ;
ただし，i = (ai1;    ; aik)はHi の法線ベクトル，fejg1jn は S(H1;    ;Hn) ' Cn の標準基
底とする．
例 1.1 k = 1の場合，L = fi1; i2gについて
DL =

(H 01;    ; H 0n) 2 S(H1;    ;Hn) jH 0i1 = H 0i2
	
となり，これは Braid arrangement を構成する．この意味で，Discriminantal arrangement は
Braid arrangementの高次元化といえる．
1.2 グラスマン多様体 Gr(3;Cn)
ここからは k = 3の場合，つまり C3 上の超平面配置について考える．
Gr(3;Cn)をグラスマン多様体とするとき，
 : Gr(3;Cn)! P(
3^
Cn)
< v1; v2; v3 > 7! [v1 ^ v2 ^ v3]
をプリュッカー埋め込みという．このとき，[x] 2 P(V3 Cn)が (Gr(3;Cn))の元であることと写
像 'x
'x : Cn !
4^
Cn
v 7! x ^ v
について dim(ker 'x) = 3 となることが同値である． もし e1; : : : ; en が Cn の基底であるなら
ば，eI = ei1 ^ ei2 ^ ei3（I = fi1; i2; i3g  [n]; i1 <    < i3）は
V3 Cn の基底としてとれて，








i1:::i3(ei1 ^    ^ ei3)
と一意にかける．ここで，斉次座標 I を P(
V3 Cn) = P(n3) 1 でのプリュッカー座標という． 'x
の表現行列をMx と書くと，dim(ker 'x) = k の条件はMx のすべての (n  2) (n  2)小行列
式が 0であることと同値．これらの関係式は fp1; : : : ; p2; q0; : : : ; q3g  [n]に対し
3X
l=0
( 1)lp1:::p2qlq0:::q^l:::q3 = 0 (1)
と書き表せる．この関係式をプリュッカー関係式という．
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1.3 Discriminantal arrangementと Gr(3;Cn)の関係
ここからは，H1;    ;Hn から 6 枚の超平面を選び，それらを改めて H1;    ;H6 と名づける．
C3 上の genericな超平面配置 A = fH1;    ;H6gと A1 = fH1;1;    ;H1;6gについて考える．
Hi の法線ベクトル i = (ai1; ai2; ai3)について，i行目を i とした行列 A
A =
0B@a11 a12 a13... ... ...
a61 a62 a63
1CA
を考える．Aは genericなので，Aの列ベクトルは C6 上で一次独立．したがってこの 3つの列ベ
クトルは，C6 の 3次の部分空間の基底となる．つまり Aは Gr(3;C6)  Gr(3;Cn)の元である．
このようにして Aは Gr(3;Cn)の点とみなせる．
ここで，Discriminantal arrangementとの対応を考えるために，次のような超平面の添え字に
関する部分集合 L1; L2; L3 を考える．
記号 L1; L2; L3  [6] を jLij = 4, jLi \ Lj j = 2 (i 6= j), L1 \ L2 \ L3 = ; を満たす集
合とするとき，T = fL1; L2; L3g を good 6-partition という．このとき L1; L2; L3 は L1 =
fi1; i2; i3; i4g; L2 = fi1; i2; i5; i6g; L3 = fi3; i4; i5; i6gのように書ける．
ここからは，good 6-partitionに対する Discriminantal arrangementの超平面DL1 ; DL2 ; DL3 を
考える．
A. Libgober 氏 と S. Settepanella 氏 の 結 果 か ら ，Tt2L1\L2 H1;t, Tt2L1\L3 H1;t,T
t2L2\L3 H1;t が H1 上で共線的であることと，DL1 \ DL2 \ DL3 の余次元が 2 であ
ることの同値性がわかっている （Lemma 3.1 [3]）．Li は DLi の法線ベクトルなので，






さらに，S. Settepanella 氏と山形氏との共同研究により，T = ffi1; i2; i3; i4g, fi1; i2; i5; i6g,




1CCA の階数が 2であることと，Aが Gr(3;C6)  Gr(3;Cn)の二次曲面
i1i3i4i2i5i6   i2i3i4i1i5i6 = 0
の点であることが等しいことを示した．（cf. [4]）





定理 2.1（Pappus） 射影平面上の 2つの直線 l1，l2を考える．l1，l2上の 3点 A;B;C，A0; B0; C 0
に対し， X;Y; Z をそれぞれ AB0 \ A0B，AC 0 \ A0C，BC 0 \ B0C とすると，3点 X;Y; Z を通
るような直線 l3 が存在する．
図 1 パップスの定理
今，C3上の n枚の genericな超平面配置から 6枚の超平面を選び，それらをA = fH1;    ;H6g
とし，A1 = fH1;1;    ; H1;6gとかくこととする．Gr(3;Cn)上の 2次曲面についてこの定理を
考えると，P2 の直線 AB0, A0B, BC 0, B0C, AC 0, A0C は A1 の超平面 H1;1;    ;H1;6 に対応
し，l1; l2; l3 はそれぞれ A1 の 2つの超平面の共通部分が共線的であることに対応していることが
わかる．
このことから，good 6-partition T = fL1; L2; L3g; L1 = f1; 2; 3; 4g, L2 = f1; 2; 5; 6g, L3 =
f3; 4; 5; 6gに対し，Aが Gr(3;C6)上の 2次曲面












同様にして，good 6-partition T2 = fL01; L02; L03g, L01 = f4; 6; 2; 5g, L02 = f4; 6; 1; 3g, L03 =





















Q2 : 425613   625413 = 0; (3)
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Q3 : 216435   416235 = 0 (4)
の点であることがそれぞれ対応している．
これらの記法を用いると，次の定理がしたがう．






Qi; fi1; i2g  [3]
前章 1.3より，この 2次曲面は超平面の共通部分の共線性に対応する (図 2)．
図 2 (ij は H1;i \H1;j を表す)
この 3 つの共線は，すべて異なる超平面の共通部分を含んでいることが必要十分である．そこ
で，2つの good 6-partition T = fK1;K2;K3g, T0 = fK 01;K 02;K 03gに対し，
Ki \Kj 6= K 0i0 \K 0j0 (1  i < j  3; 1  i0 < j0  3)
となるとき，Tと T0 は disjointであると呼び，good 6-partition Tにより定まる 2次曲面を QT
とかくと，次の定理が得られる．
定理 2.3 (パップスの定理) A = fH1;    ;H6gを C3 上の genericな超平面配置とする．disjoint
な good 6-partition T, T0 に対し，Aが QT, QT0 の点ならば，A 2 QT00 となる good 6-partition
T00 が唯一つ存在する．
この定理は，2次曲面の方程式 (2), (3), (4)とプリュッカー関係式 (1)を用いて示される．
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Persistent Stiefel-Whintey homology classes














モロジー類として特性類を定義できることがある. このうちで最初のものが Sullivan が mod. 2





関数がなす関手 Feu を構成することで，ポセット上の Stiefel-Whitney 類を Feu からホモロジー








文献としては，[10, 12, 9] がある．Stiefel-Whitney ホモロジー類については，[13] の最終章にも簡単な紹介があ
る．
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を持つ．これを順序複体 (order complex) と言い，(P ) で表す．(P ) の単体（すなわち P
の全順序部分集合） に対し，その次元を dim := #   1 と定義し，ポセット P の次元を
dimP := maxfdim j 2 (P )gと定義する．ポセット P の重心細分 (barycentric subdivision)
を Sd(P ) := ((P );)で定める．ここで は単体間の面関係 (face relation)，すなわち P の全
順序部分集合間の包含順序関係である．また，順序複体 (P )の重心細分を 2(P ) := (Sd(P ))
で定義する．帰納的に，Sdk(P )とk(P )が定義される．
Rを単位元を持つ可換環とする．ポセット P 上の R-構成的関数 (R-constructible function)と
は，関数  : (P )! Rのことであり，このような関数の集合を F(P ;R)と書く（Rが文脈から
明らかなときは単に F(P )と書くこともある）．F(P ;R) には，R の演算から自然に R-代数の構
造が入る． 2 (P )に対し，1  を  に対して 1を，その他の単体に対しては 0を対応させるよ












f : P ! Q をポセット間の順序を保つ写像とする（このような写像を以下「ポセット間の射」と
*4 第 2節及び第 3節の内容は，基本的に第二著者による修士論文 [11]に基づいている．
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呼ぶ）．f の押し出し (pushforward)f : F(P ;R)! F(Q;R)を以下の線形拡張により定義する．
f(1 ) := ( 1)dim dim f()1 f()
Posetsn を有限ポセットとポセット間の射がなす圏，ModR を R-加群と加群準同型がなす圏と
すると，この対応により F( ;R) : Posetsn !ModR は共変関手となる．
2.2 ポセット上のオイラー標数積分
構成的関数に対してはそのオイラー標数積分 (Euler integral)が定義できる．与えられた部分集











( 1)dim = ((P ))
ここで，((P )) は抽象単体複体 (P ) のオイラー標数であり，その定義はまさにP
2(P ) ( 1)dim である．また， 2 F(P ;R) のオイラー標数積分は以下のようにも書
けることが簡単にわかる． Z
S
 = pt(  1 S) 2 F(pt;R) = R:
ここで，pt : P ! ptはポセット P から一点ポセット ptへの唯一の写像とする．





 ( 2 (Q))
オイラー標数積分についてはフビニの公式が成り立つ．








ポセット P 上の構成的関数に対する絡み作用素 (link operator) R : F(P ;R)! F(P ;R)を以
下で定義する．
R(1 ) := (1 + ( 1)dim 1)1  + ( 1)dim 11Bd():
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ここで Bd() := f  2 (P ) j   ， 6= gであり， の境界を意味する．R は F( ;R)上
の自然変換になっている．
定義 2.2 ポセット P が R-オイラーであるとは，R(1(P )) = 0であることをいう．
註 2.3 R = Z2 と取ると，P が Z2-オイラーであることは，その順序複体 (P )が Z2-オイラー
空間であること，すなわち任意の  2 (P )に対して，
(lk(P )())  0 (mod.2)
となることと同値．ここで，単体複体K と  2 K について， のK におけるリンクは，
lkK() := f 2 K j  \  = ;;  [  2 Kg
と定義される．
Z2-オイラー性については以下の同値な条件がある．
補題 2.4 ポセット P についての以下の 3つの条件は同値である．
(a) Z2-オイラーである．
(b) (Sd(P ))の各 q   1単体  に対して    なる q 単体  2 (Sd(P ))の数が偶数である．
(c) P の任意の頂点 v と任意の頂点のペア v1; v2 について以下が成立する：
P<v := fw 2 P j v > wgの空でない全順序部分集合が偶数個である．
P>v := fw 2 P j v < wgの空でない全順序部分集合が偶数個である．
Pv1v2 := fw 2 P j v1 < w < v2gの空でない全順序部分集合が偶数個である．
Z2-オイラーポセットは「Stiefel-Whitney 類が定義できるポセット」として我々の理論の中
で重要な意味を持つ．Stiefel-Whitney 類を自然変換に拡張するために，[3] における algebraic
constructible function と似た構成により，「オイラー構成的関数」がなす関手 Feu を導入する．
定義 2.5 T を R-オイラーポセット，T : T ! P をポセット間の射とし，f(T )1(T )gT たち
で生成される F(P ;R)の部分群を Feu(P ;R)と書く． Feu(P ;R)の元を P の R-オイラー構成的
関数と呼ぶ．
 2 Feu(P )に対して f 2 Feu(Q)が成り立つので，Feu は F の部分関手になる．
2.3.2 Stiefel-Whitney類変換
Rを係数に持つポセット P のホモロジーは，
H(P ;R) := H((P );R):
として定義される．ポセット間の射 f : P ! Q は単体写像 (P ) ! (Q) を自然に誘導するか
ら，f : H(P ;R)! H(Q;R)が定義でき，この対応によってH : Posetsn !ModR という
共変関手が得られる．
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 2 Cq(2(P );Z2)
という2(P )（(P )の重心細分）上の鎖を考えると，補題 2.4の (b)からこれがサイクルである，す
なわち @sq(P ) = 0であることがわかる．したがって，サイクル sq(P )が代表するHq(2(P );Z2)
の元があり，これを Stiefel-Whitney類という．
定義 2.6 Z2-オイラーポセットに対する q 次 Stiefel-Whitney類を以下で定義する．
wq(P ) := [sq(P )] 2 H(P ;Z2):
w(P ) =
P
q wq(P ) 2 H(P ;Z2)を全 Stiefel-Whitney類と呼ぶ．
Z2-オイラーポセットの Stiefel-Whitney類は，以下の「Stiefel-Whitney類変換」に一般化できる．
定理 2.7 ポセット P に対し，Ti : Ti ! P を Z2-オイラーポセット Ti から P への射，niを Z2
の元として，







と定めると，これは well-denedな Z2-準同型写像になっており，しかも P について自然である.
すなわち，wq は自然変換 Feu( ;Z2)) Hq( ;Z2)を定める．
証明はトポロジー的な議論を経由せず，組合せ論的に straightforwardにできる．定義から，Z2-オ
イラーポセット P に対して wq(1(P )) = wq(P )となるので，確かにこれは Stiefel-Whitney類の







有限圏 Aに対し，有限ポセット E(A)を対応させることができ，E(A)上の Stiefel-Whitney類
を Aの Stiefel-Whitney類と定義する．以下，E(A)の構成について説明する*5．
[n]を f0  1      ngという順序集合を圏とみなしたものとする．有限圏 Aに対し，
(A) := f  : [n]! A j n 2 N; は対象について単射な関手 g
とする．; 0 2 (A)について以下のように半順序が定義できる．
  0 :, ある単射な順序を保つ写像  : [n]! [n0]について = 0   が成り立つ．
*5 なお，j(E(A))jと jN(A)j（Aの分類空間）は．ホモトピー同値にはならないことに注意．
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 2 (A)に対し，End() := Qni=0 End((i))（ここで End((i))は (i)上の自己射がなすモノ





gi (j 2 ([n])
id0(j) (j 62 ([n]))
となるようなモノイド準同型として定義する．（ここで j は j 番目の射影）この対応により，関手
End : A !Monoids が定義される．E(A)は関手 Endの category of elementsとして定義さ
れる: すなわち，E(A)は，対象が (; g)( 2 A; g 2 End())であり，射（順序）(; g)  (0; g0)
が「  0 かつ 0 (g) = g0」として定義されるようなポセットになる．特に，Aがポセットのと
き E(A)は順序複体(A)の face poset((A);)に他ならない．
f : A ! B を有限圏の間の対象について単射な関手とする．このとき，ポセット間の射
E(f) : E(A)! E(B)が以下のように定義される．
E(f)(; g) := (f  ; (f(gi))i)
この対応により，E は有限圏を対象，その間の対象について単射な関手を射とする圏 Catinjn から
Posetsn への関手となる．












SeqPosetsnを K : K0
f0 // K1
f1 //    というポセットの列がなす圏とする．ここで，射
' = ('n)n : K! L は，ポセットの射 'n : Kn ! Ln の組であって，以下を可換にするものとし
て定義する:
   // Kn
'n





   // Ln gn // Ln+1 //   
 : Posetsn ! ModR を共変関手とする．このとき，共変関手 P : SeqPosetsn !
ModR[x] が以下のように定義される：K に対し，R[x]-加群 P(K) :=
L
n (Kn) を対応させ
る．ここで，R[x]-作用は  2 (Kn) に対して x: := fn 2 (Kn+1) により定義される．射
' : K ! Lに対しては，R[x]-準同型 ' : P(K) ! P(L)を '() := 'n() ( 2 (Kn))
により定義する．
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ここで，として関手 Feu と H を R = Z2 のもとで考える．このとき，自然変換
Pw : PFeu(K;Z2)! PH(K;Z2)
が Pw(n) := w(n)(n 2 Feu(Kn)) により定義される．
Z2[x]-加群 PH(K) の生成元を Bar(PH(K)) = fb0; b1;    g と書くことにする．Kj が Z2-オ
イラーであるとき，Kj の Stiefel-Whitney類は Bar(PH(K))により以下のように表せられる．




SW (K)を集合 fSW (Kj)gj0 とすると，次の定理が成り立つ.
定理 4.1 ' := f'n : Kn ! Lngを Z2-オイラーポセットの列 Kと Lの間の射とする． 任意の
n 2 Nと  2 Ln に対し，#' 1n ()が奇数であるとすると，' は SW (K)を SW (L)に移し，
しかもこれは全射である．
4.1 例：実射影平面の配置







w(TRP 2) = (1 + a)3 = 1 + a+ a2 2 H(RP 2) = Z2[a]=(a3)
のポアンカレ双対になっていることに注意する．ここで，a = w1(P2)は divisor classである（[4]
を参照）．それゆえ，wk(RP 2) (k = 0; 1; 2)は 0でない．
Li (i = 0; 1; 2) を RP 3 内で横断的に交わる実射影平面とする．X0 := L0，X1 := L0 [ L1，




















bk := ((Xk); (Xk \H); (Xk \ `); (Xk \ fpg)T 2 (Z2)4;
ここで H は genericな平面, `は genericな直線, pは X2 の外にある RP 3 の点である．ak,bk は
以下のように計算される．
[a0 a1 a2 a3] =
2664
1 0 0 0
1 1 0 0
1 0 1 0
0 0 0 1
3775 ; [b0 b1 b2 b3] =
2664
1 0 0 0
0 1 1 1
1 0 1 0
0 0 0 1
3775 :
これらは同じ情報を持つ，すなわち ak = Pbk なる Z2 成分の正則行列 P があることが知られて
いる．
SW (X)はこれら 4つのベクトルにホモロジー類の persistencyの情報を付加したものと考える
ことができる．
H0(Xk) = H1(Xk) = Z2 (k = 0; 1; 2; 3); H2(X3) = H3(X3) = Z2;
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ν 次元超立方格子 Λ = {α ∈ Zν |0 ≤ αi ≤ Li − 1, Li ∈ N, i = 1, . . . , ν} の各格子点に大きさが S







α )とおくと，S(j)α は S(j)α ∈ Aα := B(Hα) (Hα = C2S+1)であり，自己共役である．


























2 = S(S + 1).
この (S(1)α , S(2)α , S(3)α ) をスピン S のスピン作用素という．
強磁性 Heisenberg 模型の一部の相互作用を反強磁性的相互作用に置き換えた模型を記述するハミル
トニアンを次のように定義する．












と定義する．ただし， δm は (δm)i = δim を満たすとし， Λ の境界条件は周期的境界条件とする．
[3]のように，HΛ が記述する模型において，長距離秩序が存在するような r の範囲を求める．Λ に
対して，HΛ = ⊗α∈ΛHα とおき，AΛ = B(HΛ) とおく．
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定理 2.1. n ≥ 3, ν, r, S が
2
3
S(S + 1)2 > G(n)
(












命題 2.3. Li は偶数とし，p ∈ Λ∗ に対して，






































命題 2.3 と命題 2.4 は [1]と同様の手法で証明することができる．この２つの不等式を使うことで長
距離秩序が存在するための十分条件を得ることができる．
参考文献
[1] F. J. Dyson, E. H. Lieb, B. Simon, J. Stat. Phys. 18, 335-383, 1978
[2] E. J. Neves, J. F. Perez, Phys. Lett. 114A, 331-333, 1986















問題 1. 連続写像 f : X → Y が存在し，ある有限集合 S ⊂ X 上の振る舞い f↾S だけ与えられて
いる．この時，ホモロジー誘導写像 f∗ : HX → HY の情報を得ることが出来るだろうか．
先行研究 [1] では次のような解析を提案している．まず位相空間 X 及び Y を有限個に分割し，
サンプル { (s, f(s)) | s ∈ S }が乗っている領域（図 2の紫の部分）を F とおく．
定義 2. X × Y の部分集合を（X から Y への）対応と呼ぶ．
定義 3. 対応 F に対し，標準的な射影から定まる図式 X p← F q→ Y を考える．二条件
• Im p∗ = HX (homologically complete)
• q∗(Ker p∗) = 0 (homologically consistent)
を満たす時，誘導写像 F∗ := q∗ ◦ p−1∗ : HX → HY が well-definedに定まる．
ここで，連続写像 f のグラフ Gr(f)は対応であり，Gr(f)∗ が定まるが，これは f∗ と一致する
ことに注意する．次の二定理により，分割が十分に細かくサンプルが十分に取れている時，f∗ を
F∗ によって取り出せることが保証されている．




{ (s, f (s)) | s 2 S }
図 1 f のグラフ Gr(f)とサンプル
X
Y
図 2 分割して対応 F を取り出す
定理 4 ([1, Theorem 3.10]). 対応 F が Gr(f) ⊂ F かつ homologically consistent条件を満たす
なら，F は homologically completeで F∗ が定まり，f∗ = F∗．
定理 5 ([1, Theorem 4.6]). 対応 F が homologically consistent 条件，対応 G が homologically
complete条件を満たし，さらに G ⊂ F の時，F は homologically complete, Gは homologically




Q = (Q0, Q1)とは，頂点集合が Q0 で有向辺の集合が Q1 で与えられる有向グラフのことである．
箙 Qの頂点 a ∈ Q0 から b ∈ Q0 への辺 α ∈ Q1 を α : a→ bで表す．
箙 Q の表現 M = (Ma, ϕα)a∈Q0,α∈Q1（もしくは簡単に (Ma, ϕα)）とは，各頂点 a ∈ Q0 に
有限次元ベクトル空間 Ma を割り当て，各辺 α : a → b ∈ Q1 に線形写像 ϕα : Ma → Mb を
割り当てたものである．箙 Q の表現 M = (Ma, ϕα) から表現 M ′ = (M ′a, ϕ′α) への射 f :=
{ fa : Ma →M ′a | a ∈ Q0 } : M →M ′ を











表現M は，M ∼= N ⊕N ′ なる任意の直和分解に対して常に N = 0もしくは N ′ = 0となると
き直既約という．Krull-Remak-Schmidt の定理によると，任意の表現M は直既約な表現の直和
536
M ∼= N1 ⊕ · · · ⊕Ns に同型を除いて一意に分解出来ることが知られている．
An(τn)型箙（もしくは An 型箙）とは，次のような n個の頂点が n− 1個の辺で結ばれた有向
グラフのことである：
An(τn) :
1◦ 2◦ · · · n◦ ．
ここで，←→は −→もしくは←−を表し，それぞれに記号 f, b (forwardと backward)を用意し，
An(τn) 型箙は f, b の n − 1 個の列 τn でその向き付けを表す．Gabriel の定理 [2] によると，An
型箙の任意の表現
M :M1 M2 · · · Mn
は，直既約な区間表現
I[b, d] : 0←→ · · · ←→ 0←→
b 番目
K
idK←→ K idK←→ · · · idK←→
d 番目





I[b, d]mb,d , (mb,d ∈ Z≥0：重複度) (1)
として同型を除いて一意に分解可能であることが知られている．位相的データ解析で中心的な役割
を果たしているパーシステントホモロジー群
HX : HX1 → HX2 → · · · → HXn
は，An 型箙の射の向きが全て揃った τn = ff · · · f の特別な場合の表現（これをパーシステント加
群と呼ぶ）として扱うことも出来，その直既約成分 I[b, d]は HXb で発生し HXd+1 で消滅するホ
モロジー群の生成元を意味している．パーシステントホモロジー群の一意分解 (1)から定まる多重
集合




図式 HX p∗← HF q∗→ HY は A3 型箙の表現として直既約表現の直和に分解することが出来，
(HX
p∗← HF q∗→ HY ) ∼=⊕1≤b≤d≤3 I[b, d]mb,d と書ける．直既約分解は “良い”基底の割り当てを
選ぶことであり，例えば I[1, 2]はHX の生成元をHY の 0に割り当てている．従って，ここで非
自明な割り当ては I[1, 3] = (K idK← K idK→ K)のみであり，他の直既約表現を HX から HY への














図 3 対応の誘導写像の別定義．1行目から 2行目は直既約分解．
上記の議論はこの形の図式に限らず，A3 型箙の表現は向き付けに依らずに区間表現の直和に直
既約分解することが可能であり，例えばジグザグ加群 M1 → M2 ← M3 において M1 と M3 の
対応が重要な時，同様の定義で写像M1 → M3 を定義し，本質的な部分だけを取り出すことが出
来る．
4 離散力学系のパーシステンス
直既約分解をして I[1, 3]だけ見るという手法は，離散力学系の固有空間関手を用いた解析 [4]に
別の視点を与えることが出来る．論文 [4]では，問題 1に条件 X = Y を追加した離散力学系の問
題を設定している．すなわち，
問題 6. (X, dX)を距離空間とする．連続写像 f : X → X が存在し，ある有限集合 S ⊂ X 上の振




まず S の位相的形状を捉えるような，S の点を頂点に持つ 単体複体のフィルトレーション
{C1 ⊂ C2 ⊂ · · · ⊂ Cn }（e.g. Cˇechフィルトレーション，アルファフィルトレーション等）を生成
する．f↾S を用いて各フィルター Ciの自己単体写像を誘導したいが，一般には部分写像*1（partial
map）κi : Ci ↛ Ci を誘導する．この部分写像の列は，κi の定義域を domκi と表記すれば，単体




*1 集合X から Y への対応 F が部分写像であるとは，x ∈ X に対し F (x) := { y ∈ Y | (x, y) ∈ F }と書いた時，任







κi+1 : Ci+1 domκi+1 Ci+1
















κi+1∗ : HCi+1 H domκi+1 HCi+1














定義 7. 関手 Eλ : Pairs(Vect)→ Vectを次で定義する．これを固有値 λの固有空間関手と呼ぶ．
• 対象：(V1 f← V2 g→ V1) ∈ obj(Pairs(Vect))
7−→ Eλ(f, g) := Ker(g − λf)/(Ker f ∩Ker g) ∈ obj(Vect)
• 射：中央の線形写像から自然に誘導される．





























Λ[1, 3] : I[1, 3]m
1
1,3 → I[1, 3]m21,3 → · · · → I[1, 3]mn1,3










仮定で f↾S : S → S としたところを f↾S : S → f(S)に弱め，f(S)で別のフィルトレーションを











b,d → I[1, 3]mi1,3





















Φ1:3i : I[1, 3]m
i
1,3 → I[1, 3]mi+11,3
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を
Φ1:3i := pii+1 ◦ Φi ◦ νi


































i : I[1, 3]m
i







離（interleaving 距離）dI と等しいことが知られている [8, 9]．先行研究の解析手法と同様に，本
研究の解析手法においても次の安定性定理が成り立つ．
定理 9. X ×X の距離を dX×X((x1, x2), (x′1, x′2)) := max{dX(x1, x′1), dX(x2, x′2)}で与え，dH
を dX×X から定まる Hausdorff 距離とする．また，使用する単体複体のフィルトレーションは
Cˇechフィルトレーションもしくは Vietoris-Ripsフィルトレーションとする．Xの 2つの有限部





従って，S がノイズを含んでいても，その f による評価がノイズを含んでいても，得られるパー
システント加群及びパーシステント図には高々そのノイズ程度の影響しか与えない．
■謝辞 本研究は JSPS科研費 JP16J03138の助成を受けたものです．
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→ (x, y) (4)
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（x ∈ C）を陽に実２変数の形式（x + iy, x, y ∈ R）で書き直し、改めて実変数を複素変数と見なす











F : x 7→X, x,X ∈ Cd (5)
*2 可換な四則演算しか使っていないという意味で。
*3 n周期再帰方程式は、その周期性 x1 7→ x2 7→ · · · 7→ xn = x1 より、x1, x2, . . . , xn−1 の対称多項式が不変量となる。
*4 例えば [3]が周期再帰方程式について詳しい。






r : Cd → Cp, s.t. r(x) = r(X), r(x) ∈ C(x) (6)
を持つとする。このとき n周期点集合{
x ∈ Cd
∣∣∣ (F (n)(x)− x = 0) ∧ (F (m)(x)− x ̸= 0, m ≤ n) } (7)
が不変量のみの多項式の零点集合、即ち、代数多様体として与えられるとき{
x ∈ Cd
∣∣∣ γ(n)(r(x)) = 0 } , γ(n) ◦ r : Cd → Cd−p (8)
これを IVPPという。IVPPの重要な性質は以下の IVPP定理に集約されている：
F を d次元有理写像で p個不変量を持つとする。条件 p ≥ d/2を満たすならば n周期 IVPPと IVPP
を成さないm周期周期点集合*6 は ∀n,m ∈ Zに対し 1つの写像に同時に存在しない。
写像 (5)は選んだ初期点が含まれる等位面に制限される。逆に写像を等位面に制限した写像を構成す
ることができる。従って、写像 (5)を n周期 IVPPに制限した写像を構成すると、その写像は任意の初










1− x, Y = y
1− x
1− y , x, y,X, Y ∈ C (9)
及び、その１つの不変量
r(x, y) = r(X,Y ) = xy (10)
を考える。
• SCの為の初期点（ {∞}の原像）を不変量で径数付けた点を p0 とする：
p0 ∈ {(1− x = 0) ∧ (R = xy)} ⇒ p0 = (1, R), R ∈ C. (11)
*6 一般に等位面上の離散点集合を与える。
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• 写像 (9)を初期点 (11)に対し繰り返し適用することで軌道を得る*7 ：















→ . . . (12)
• 次に (∞, 0)を起点として、n回写像の後、再度 (∞, 0)に戻る為の係数に関する条件を見出すと、
これが n周期 IVPPの条件と等価であることがわかる：
γ(2)(R) = none,
γ(3)(R) = 3 +R, so on. (13)
• 最後に写像 (9)を n周期 IVPPへ制限する。こうして得られた写像は n周期再帰方程式となる：
X =
x+ 3





1− x → x (15)
3 アルゴリズム
本節では基礎方程式から高次元写像を導くためのアルゴリズムを与える。
F を d次元 “複素”写像 (5)
F : (x1, . . . , xd) 7→ (X1, . . . , Xd), xi, Xi ∈ C, i = 1, . . . , d
で p個 “複素”不変量 (6)






i : xi 7→ xi +
√−1xd+i, B(1)j : rj 7→ rj +
√−1rp+j , i = 1, . . . , d, j = 1, . . . , p (16)
を定義する。この写像を用いることで F の複素変数の明示化は
F [1] : (x1, . . . , xd, xd+1, . . . , x2d) 7→ (X1, . . . , Xd, Xd+1, . . . , X2d) (17)





√−1Xd+i = [F (A(1)1 (x1), . . . , A(1)d (xd))]i, i = 1, . . . , d (18)
i.e.
Xi = [F [1](x1, . . . , x2d)]i = ℜ([F (A(1)1 (x1), . . . , A(1)d (xd))]i), (19)
Xd+i = [F [1](x1, . . . , x2d)]d+i = ℑ([F (A(1)1 (x1), . . . , A(1)d (xd))]i), i = 1, . . . , d (20)
と置いた。
通常、我々は (18) を、2d 次元 “実” 写像で 2p 個 “実” 不変量を持つものと考える。しかし、実変数
(x1, . . . , xd, xd+1, . . . , x2d)を改めて複素変数と思うことで、2d次元複素写像、及び、2p個の複素不変
量が得られる。
この操作は繰り返し用いることができることに注意する。従って、この操作を ∀k ∈ N回繰り返すこ
とで、2kd次元複素写像、及び、2kp個の不変量を得ることができる：
Xi = ℜ([F [k](A(k)1 (x1), . . . , A(k)kd (xkd))]i), (21)
X2kd+i = ℑ([F [k](A(k)1 (x1), . . . , A(k)kd (xkd))]i), i = 1, . . . , 2kd (22)
ここで、IVPP定理の写像の次元と不変量の個数の関係の仮定 p ≥ d/2を思い出すと、この手続きを






















, Y = x
この写像の倍化変数 x 7→ x+√−1u, y 7→ y +√−1v に依る倍化写像は
X =








V = u (24)
となる。実際に (24)を シンボリックに写像すると
(x, u, y, v)→
(
y(1 + x) + uv
y2 + v2
,







xy(1 + x+ y) + xv2 + yu2 − uv
(x2 + u2)(y2 + v2)
,−xv(1 + x) + yu(1 + y) + uv(u+ v)
(x2 + u2)(y2 + v2)
,
y(1 + x) + uv
y2 + v2
,






x(1 + y) + uv
x2 + u2
,−u(1 + y)− xv
x2 + u2
,
xy(1 + x+ y) + xv2 + yu2 − uv
(x2 + u2)(y2 + v2)
,
xv(1 + x) + yu(1 + y) + uv(u+ y)






x(1 + y) + uv
x2 + u2
,−u(1 + y)− xv
x2 + u2
)
→ (x, u, y, v) (25)









r(x, y) = xy
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[13]で (8)の一般の IVPPを与える公式が与えられている：




, m = 1, 2 . . . , n− 1, n = 3, 4, . . . (26)
その幾つかを具体的に書くと
γ(2)(r) = none,
γ(3)(r) = 3 + r,
γ(4)(r) = 1 + r, so on.
となる。
この写像の倍化変数 x 7→ x+√−1u, y 7→ y +√−1v に依る倍化写像
X =
x(1− x)(1− y)− u2(1− y) + uv
(1− x)2 + u2 ,
U =
−xv(1− x) + u(1− y + uv)
(1− x)2 + u2 ,
Y =
y(1− y)(1− x)− v2(1− x) + uv
(1− y)2 + v2 ,
V =
−yu(1− y) + v(1− x+ uv)
(1− y)2 + v2 (27)
及び、不変量は
r(x, u, y, v) = xy − uv, s(x, u, y, v) = xv + yu (28)
となる。
ここで (27)の IVPPから周期再帰方程式を得る為に SCを用いた IVPPの導出を行おう：
1. SCの為の初期点（{∞}の原像）を不変量で係数付けた点を p0 とする：
p0 = {(D(1)1 (x, u, y, v) = 0) ∧ (D(2)1 (x, u, y, v) = 0)







(−S ± (R− 1)),
±(R2 − 3R− S2) +√−1S
±(1 +R) +√−1S ,













2 + 21R+ 35) + S2(15 +R)∓√−1S(R2 + 6R+ 9 + S2)
8(±(R+ 3) +√−1S)(∓(R+ 1) +√−1S) → . . . . (30)
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3. ∞を起点として n回写像の後、再度∞に戻る為の係数に関する条件として n周期 IVPPの条件
を与える：
(∓(R+ 3) +√−1S = 0) ∧ (∓(R+ 1) +√−1S = 0), so on, (31)
4.3.1 注意
こうして得られた IVPPの条件 (31)は従来のアルゴリズムの構造からすれば 3周期 IVPPの条件と
なるはずである。しかし実際は周期 12を持つことがわかっている。このことは虚部 S を 0にとれば倍
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る. このモデルについては 2節と 3節で詳しく述べるが, 方体集合X の各基本方体 Qに対し [0, 1]上へランダ
ムに値 ωQ を与え, 各 tに対してサブレベル集合 X(t) := {Q ∈ X : ωQ ≤ t}を考えることで得られる. 特に,
Zd 上の格子点や辺は 0次元と 1次元の基本方体であるので, このモデルは古典的なボンドパーコレーション
モデルの自然な高次元化になっている. このランダム方体複体の上では 2節で述べるようにホモロジーを考え
ることができ, ベッチ数を確率変数とみなすことができる. このランダム方体複体におけるベッチ数について
は平岡–角田 [1]により, 確率測度が定常性とエルゴード性を満たすとき, 以下の極限定理が成立することが示
されている. ここで, Xn(t) := X(t)∩Λn はランダム方体複体X(t)を長さ 2nの d次元立方体 Λn = [−n, n]d
に制限したものとする.









|Λn| = βˆq a.s.
が成立する．
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n(t))− E [βq(Xn(t))]) law=⇒ N (0, σ2)
が成立する．ここで, law=⇒は法則収束, N (0, σ2)は平均 0, 分散 σ2 の Gauss分布である.
上記の 2つの定理は, 定理 1.1がベッチ数に対して大数の法則が成立することを, 定理 1.2 がベッチ数に対
して中心極限定理が成立することを示している. 本研究では, これらの結果をもとに 4節で述べるパーシステ
ントベッチ数への拡張を行った.
2 方体複体のホモロジー
まず, ランダムネスを入れる幾何学的対象である方体複体について簡単に説明する. 詳細については [3]を参
照されたい. 単体複体が三角形の一般化である単体によって構成されるのと同様に, 方体複体は四角形の一般
化である基本方体を用いて構成される. 基本方体を定義するために, 以下の基本区間を定義する.
定義 2.1. 閉区間 I ⊂ Rが以下の形式で書けるとき，I を基本区間 (elementary interval)という.
I = [l, l] or I = [l, l + 1], (l ∈ Z).
このとき, 幅がない基本区間 [l, l] は退化しているといい, 幅のある基本区間 [l, l + 1] は非退化であるという.
以後は記法を簡単にするために退化している基本区間に対して [l] := [l, l]を用いるものとする.
ここで, d ∈ Nを一つ固定する. 本研究を通じて，dは後述する方体集合が埋め込まれている空間の次元を
表すものとする.
定義 2.2. Qが基本方体 (elementary cube)であるとは, Qが基本区間の d個の直積で表されることである.
すなわち, Ii ⊂ R(1 ≤ i ≤ d)を基本区間として
Q = I1 × I2 × · · · × Id.
このとき，基本方体 Qの i番目の成分を Ii(Q) := Ii で表すものとする．
定義 2.3. 基本方体 Qの次元を, Qの非退化な基本区間の個数で定める．すなわち，
dimQ := #{1 ≤ i ≤ d : Ii(Q)は非退化な基本区間 }.
ここで, #は集合の要素の個数を表す.
例 2.4. 以下に示す図はそれぞれ左から, 0次元, 1次元, 2次元の基本方体である. これより次元の定義が我々
の直感に適したものになっていることが分かる.
図 1 基本方体の例 : 左から 0次元, 1次元, 2次元の基本方体
この基本方体を用いて, 方体集合を定義する. X ⊂ Rd が方体集合であるとは, X が基本方体の和として表
すことができるときをいう.
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定義 2.5. 方体集合 X に対し, X 内の全ての k 次元基本方体と整数係数による有限形式和からなる自由 Z加
群を, k 次方体鎖群とよび Cdk(X)と表す. すなわち,
Cdk(X) := {c =
∑
αiQi : Qi ∈ Kdk(X), αi ∈ Z}.
定義 2.6. 基本方体 Q = I1 × · · · × Id の非退化な基本区間を Ii1 , . . . , Iik とし, 各 0 ≤ j ≤ 1の非退化な基本
区間を Iij = [lj , lj + 1]と表す.このとき,
Q−j := I1 × · · · × Iij−1 × [lj ]× Iij+1 × · · · × Id






と定める. この ∂k を線形に拡張して得られる ∂Xk : Cdk(X)→ Cdk−1(X)を境界作用素と呼ぶ.
定義 2.7. 方体鎖群と境界作用素からなる系列, すなわち
· · · −→ Cdk+1(X)
∂Xk+1−→ Cdk(X)
∂Xk−→ Cdk−1(X) −→ · · ·
を方体鎖複体とよぶ.
定義 2.8. 方体鎖複体において,
Zk(X) := Ker ∂
X
k = {c ∈ Cdk(X) : ∂k(c) = 0}
Bk(X) := Im ∂
X
k+1 = {c ∈ Cdk(X) : ∃b ∈ Cdk+1(X) s.t. ∂k+1(b) = c}
とおき, Zk(X)を k 次サイクル群, Bk(X)を k 次バウンダリ群と呼び, それぞれの元を k 次サイクルと k 次
バウンダリと呼ぶ.
注意 2.9. 境界作用素の定義から ∂k ◦ ∂k+1 = 0なので, Bk(X) ⊂ Zk(X)が成り立つ.




で定める. このとき, 鎖群の係数として整数係数をとっていたので, 有限生成 Z加群の構造定理より, 自由加群
Zβk(X) と捩れ加群 Tork(X)を用いて, k 次ホモロジー群 Hk(X)は
Hk(X) ≃ Zβk(X) ⊕ Tork(X)





入れたものである. まず, 各基本方体に区間 [0, 1]内の値をランダムに与えることを考える. このとき, 標本空
間は Ω = {ω : Kd → [0, 1]} = [0, 1]Kd となる. また, F を柱状集合からなる σ 加法族とする. このとき, 可測
空間 (Ω,F)に対し, 次の 2条件を満たす確率測度 P を入れる.
1. 平行移動不変性　任意の A ∈ F , x ∈ Zd に対し, P (τ−1x A) = P (A)を満たす.
2. エルゴード性　 τ−1x A = Aならば, P (A) = 0 または 1である.
ここで, τx は τxω(Q) := ω(−x+Q), τx(A) = {τxω, ω ∈ A}であり, 平行移動を表す.
例 3.1. 上記の可測空間 (Ω,F)に対し以下のような周辺分布からなる直積測度は平行移動不変性とエルゴー
ド性を満たす. 
P (ωQ = 0) = 1 Q ∈ Kdl , l < k
P (ωQ ≤ t) = t Q ∈ Kdk, 0 ≤ t ≤ 1
P (ωQ = 1) = 1 Q ∈ Kdl , k < l
このモデルは, l次スケルトンに k 次の基本方体を確率的に発生させる. よって, パーコレーションモデルの高
次元化を与える. 実際, l = 0, k = 1のときは, ボンドパーコレーションモデルになる.
以上の準備をもとに, ランダム方体集合の定義を行う. このランダム方体集合についても方体集合のときと
同様にして方体複体のホモロジーが定義でき, ベッチ数を確率変数とみなすことができる.




{Q ∈ Kd : ωQ ≤ t}.
ここで, ランダム方体集合 X(t)を定める変数 tを時刻と呼ぶことにする. また, 方体複体と同様に, 以後特に
混乱の恐れがない場合は, 単に X(t)でランダム方体複体も表すものとする.
このとき, ランダム方体複体 X(t)は時刻 tに対して方体が単調に増大するので, tに関する方体複体の単調







定義 4.1. Xをランダム方体複体のフィルトレーションとする. このとき, 0 ≤ r ≤ s ≤ 1に対し, q 次パーシ
ステントベッチ数 βr,sq (X)を時刻 r における q 次サイクル群 Zq(X(r))の, 時刻 sでの q 次バウンダリ群との
共通部分 Zq(X(r)) ∩Bq(X(s))による剰余加群の階数 (rank)として定義する. すなわち,
βr,sq (X) := rank
Zq(X(r))
Zq(X(r)) ∩Bq(X(s)) .
特に, r と sが一致するとき, その値を t(= r = s)とおくと rank Zq(X(t))
Zq(X(t)) ∩Bq(X(t)) = rank
Zq(X(t))
Bq(X(t))
より時刻 tでのランダム方体複体のベッチ数になる事が分かる. よって, パーシステントベッチ数はベッチ数
の拡張になっている. また, q次ベッチ数 βq(X(t))が時刻 tにおける q次元の穴の個数を表していたのに対し,
パーシステントベッチ数 βr,sq (X)は時刻 r から時刻 sまで存続する q 次元の穴の個数を意味する.
時刻 時刻 
図 3 上の図のようなフィルトレーション Xに対して時刻 r から時刻 sまで存続する穴は丸の書かれてい




のフィルトレーションに対し, 次の結果が得られた. ここでフィルトレーションに包含関係があるとは, 各時刻
におけるランダム方体複体に対して, 包含関係が成立していることである.
命題 5.1. ランダム方体複体のフィルトレーション X,Yに対し, 包含関係 X ⊂ Yがあるとする.すなわち, 各
t ∈ [0, 1]に対し X(t) ⊂ Y (t)が成り立つとする. このとき,∣∣βr,sq (X)− βr,sq (Y)∣∣ ≤ #K(Y (s))−#K(X(s)) + #K(Y (r))−#K(X(r))





定理 5.2. ランダム方体複体 X(t)を Λn に制限したときのフィルトレーション Xn := {X(t) ∩ Λn}0≤t≤1 に














更に, 定理 5.2における βˆr,sq が正の値になる条件として, 次の結果が得られた.
命題 5.3. 長さ 2K で原点中心の d 次元立方体に含まれる方体集合を L0,K とおく. また, L を L0,K を
含む任意の有限な方体集合とする. L に対し L 内のフィルトレーションを XL と表し, L から L0,K
を除いた上でのフィルトレーションを X0,KL とする. ここで Ωq(0,K, r, s) を L0,K を含む任意の L に対し,
βr,sq (XL) ≥ 1+βr,sq (X0,KL )が成り立つ事象とする. このとき,ある正の整数K が存在し, P (Ωq(0,K, r, s)) > 0
ならば, βˆr,sq > 0である.
5.2 パーシステントベッチ数に対する中心極限定理
ここで, ランダム方体複体モデルを次のように再構成する. まず, 基本方体で全ての基本区間の最小値が 0に





個の異なる k次基本方体があるので, N d に含まれる基本方体の個数は#N d =∑dk=0 (dk) = (1+ 1)d = 2d と
なる.
このとき, d次元正方格子 x ∈ Zd と N ∈ N d により, 基本方体 Q = x+N が一意に定まる. この N d を用
いて, ωx,N := ωx+N = ωQ として,
{
ωQ : Q ∈ Kd






この ωx,N を用いることで, ランダム方体集合 X(t)は,以下のように書き直すことができる.
X(t) :=
⋃{





ω∗0,N : N ∈ N d
)とする.このとき ωx に対して, ω∗x を
ω∗x :=
{
(ω∗0,N : N ∈ N d) x = 0
(ωx,N : N ∈ N d) otherwise
で定めると, X(t) と同様にして X∗(t) が定まる. ここで, B := {B ⊂ Zd : B = (x+ Λn) ∩ Zd} とする. ま
た, ⪯を辞書型順序とし原点 O に対し x ⪯ O なる格子点で添字付けられた ωx によって生成される σ 加法族
を Fo := σ ({ωx : x ⪯ O}) で表す. 更に {H(ωx;B)}B∈B を B で添字付けられた実数値確率変数 H の族と
し, (DoH)(B) := H(ω;B)−H(ω∗;B)で, B における x = 0での違いによる確率変数 H の値の差を表す.
このとき, 次に紹介する Penroseの定理 [2]が成立する.
定理 5.4 (Penrose, 2001[2]). 実数値確率変数の族 {H(ω;B), B ∈ B}が次の 3条件を満たすとする.
1. 並進不変性
H(τxω;x+B) = H(ω;B)が任意の x ∈ Zd, ω ∈ Ω, B ∈ B で成立する.
2. 安定性
ある確率変数 DH(∞) が存在して, 正方格子の列 {An;n ∈ N} ⊂ B が lim inf An = Zd を満たすなら
ば, (DoH) (An) →
n→∞ DH (∞) in Probが成立する.ここで in Probは確率収束を表す.
3. モーメント有界条件
ある定数 γ > 2が存在して, sup
B∈B
E[|(DoH) (B)|γ ] <∞が成立する.









E [H(ω;An)− E [H (ω;An)]] law=⇒ N (0, σ2)
が成立する. ここで, σ2 = E [E [DH(∞)|Fo]], N (0, σ2)は平均 0,分散 σ2 のガウス分布であり, law=⇒は法則収
束を表す.
Penroseの定理の条件のうち, 並進不変性はパーシステントベッチ数の定義から, 有界モーメント条件は命
題 5.1と N d の要素の個数から簡単に証明ができる.　安定性については次の命題を示すことで証明した.
命題 5.5. ランダム方体複体のフィルトレーション X,Y について, 任意の 0 ≤ t ≤ 1 に対しその対称差
X(t)△ Y (t)が有界集合であるとする. このとき, ある整数 θ∞ が存在して, lim inf An = Zd を満たす任意の
正方格子の列 {An}n∈N に対して, ある n∞ ∈ Nが存在し, n ≥ n∞ を満たす任意の nについて
βr,sq (X(An))− βr,sq (Y(An)) = θ∞
が成立する. ここで, X(An),Y(An)はそれぞれフィルトレーション X,Yを An に制限したものである.
この結果より確率 1 で (DoH) (An) の θ∞ への収束が示されるので, 特に確率収束が従うことが分かる.
よって, Penrose の定理 [2]の適用条件をパーシステントベッチ数がみたすので, パーシステントベッチ数に対
しても次の中心極限定理が成立する.
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=⇒ N (0, σ2)
が成立する. ここで, law=⇒は法則収束, N (0, σ2)は平均 0, 分散 σ2 の Gauss分布である.
参考文献
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[2] Penrose, M. D.: A Central Limit Theorem with Applications to Percolation, Epidemics and Boolean
Model. Ann. Probab. 29, 1515–1546 (2001).










塊―――クラスターを考える．Ising 模型でも格子上の各サイトに対してアップ・ダウンの 2 値を
とるスピン変数を定義し，同じ値のスピンをつないでできる塊―――クラスターを考える．それぞ
れのクラスターは開いている程度を表すパラメータ p，もしくは温度 T によって大きさが変化す









ラメータとみなして，この母関数 χp が発散する点（収束半径）が臨界点 pc である．これを臨界





期待値に相当）は pc の近傍で漸近的に1)χp ≍ (pc − p)−γ と振る舞うことが知られている．ここ







1) 記号 ‘≍’ は上下から同じオーダーで押さえられることを意味する．すなわち，Landau の記号を用いれば，関数











上部臨界次元 dc という．上部臨界次元は自己回避歩行で dc = 4，パーコレーションで dc = 6 と
予想されている．
平均場臨界指数への退化は，最近接自己回避歩行に対しては原と Slade が d ≥ 5 で証明し
た [4, 5]．一方で，最近接パーコレーションに対しては Fitzner と van der Hofstad が d ≥ 11 で
証明した [1, 2]．これらの論文で使われた手法がレース展開3)である．前者は上部臨界次元ぎりぎ
りのところで証明されているが，後者はそれより上であるため未解決である．それに加えて，前
者でも後者でも，その論文は非常に長いため（36 + 93 頁と 79 + 92 頁）初学者が理解するのは
容易ではなかった．そこで，講演者らは体心立方格子上で解析を行った．後で述べるように，体
心立方格子上ではランダム・ウォークの遷移確率が簡単になり，レース展開による解析の煩雑さ
を軽減する．その結果，60頁程度の長さに抑えつつ，自己回避歩行に対しては d ≥ 6 で，パーコ




d 次元体心立方格子 Ld とは，原点 o = (0, . . . , 0) を含み，かつ最近接点の集合 { x =
(x1, x2, . . . , xd) ∈ Zd |
∏d
j=1|xj | = 1 } を平行移動することによって生成される集合（図 2a）で
ある．これは，単純立方格子 Zd が最近接点の集合 {x = (x1, x2, . . . , xd) ∈ Z |
∑d
j=1|xj | = 1 }
を平行移動することによって生成されること（図 2b）と対比するとわかりやすい．単純立方格子
の最近接点の数は 2d 個であるが，体心立方格子の最近接点の数は 2d 個となることに注意された
い．また，点 x, y ∈ Ld が互いに隣接点，すなわち ∏dj=1|xj − yj | = 1 であることを x ∼ y で
3) 特にパーコレーションの論文では non-backtracking lace expansion という，通常のレース展開よりも複雑な展
開方法を用いている．
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(a) 体心立方格子 Ld (b) 単純立方格子 Zd
図 2: 格子の概念図．実線は点同士が繋がっていることを表し，点線は繋がっていないことを表す．
表す．
上のように Ld を定義することによって，1歩の変位に対する d 次元ランダム・ウォークの遷
移確率が4)





と簡単な形になる．最後の表式は独立な d 個の 1 次元ランダム・ウォークの遷移確率に関する積
になっている．1 次元ランダム・ウォークに対しては特に Stirling の公式5)を用いた評価ができ
る．すなわち，2n 歩で原点に戻って来る確率は6)











































1 [j = 1]
(2n− 1) [j = 2]
(2n− 1)n [j = 3]
で定義する．これらの上界は (1) を用いて計算できる．その具体的な数値計算の結果を表 1 に
示す．
4) δ·,· は Kronecker デルタ，1· は指示関数．また ‘:=’ は右辺によって左辺を定義するという意味．











を示す．体心立方格子 Ld における n 歩のランダム・ウォークの経路を，順序づけられた集合 ω =
(ω0, ω1, . . . , ωn) で定義する．ただし，各 i = 0, 1, . . . , n に対して ωi ∈ Ld である．経路の歩数を
|ω| = n と記す．原点 o から点 x に至る n 歩の経路全体を Wn(o, x) = {ω | ω0 = o, ωn = x }
で表す．原点 o から点 x に至る任意歩数の経路全体を W(o, x) = ⋃∞n=0Wn(o, x) で表す．















x∈Ld Sp(x) で定義する．p を 0 から大きくして
いったとき，χRWp が発散する点 pc として臨界点を定義する．臨界点の近傍における帯磁率の振
る舞い χRWp ≍ (pc − p)−γ を特徴づける指数 γ が臨界指数である．ところが，単調収束定理によ
り極限を交換できて
χRWp = 1 +
∞∑
n=1
pn = 11− p
となるから，pc = 1 および γ = 1 とわかる．
2.3 自己回避歩行
自己回避歩行はランダム・ウォークに自分自身の経路と交わらないという条件を加えたモデル
である．経路はランダム・ウォークのときと同様に定義する．そして，原点 o から点 x に至る
n 歩の自己回避歩行の経路全体を Ωn(o, x) = {ω | ω0 = o, ωn = x & ωi ̸= ωj if i ̸= j } で表す．
原点 o から点 x に至る任意歩数の自己回避歩行の経路全体を Ω(o, x) = ⋃∞n=0Ωn(o, x) で表す．







D (ωj − ωj−1)
で定義する．ランダム・ウォークのときと同様に，自己回避歩行の帯磁率と臨界点を
表 1: ランダム・ウォークのループ，バブル，トライアングルの上界．
d 3 4 5 6 7 8 9
ε1 0.393216 0.118637 0.046826 0.020461 0.009406 0.004451 0.002144
ε2 ∞ ∞ 0.178332 0.044004 0.015302 0.006156 0.002678





Gp(x), pc := sup { p ≥ 0 | χp <∞} (2)



















点 x, y ∈ Ld を組にしたもの {x, y} をボンドと呼ぶ．Ld 上のボンド全体の集合を B と書く．
Ld 上の各ボンドに対して，開いている・閉じているという状態を独立に与えるモデルがパーコ
レーションである．すなわち，ボンド {u, v} ∈ B に対して互いに独立な Bernoulli 確率変数7)
ξ({u, v}) =
{
1 w.p. pD(v − u),
0 w.p. 1− pD(v − u)
を与え，ξ({u, v}) が 1 である場合を開いている，0 である場合を閉じていると称する．任意の
数のボンドに対して ξ の結合分布を考える．その結合分布に対応する確率測度を Pp とし，その
確率測度で定まる期待値を Ep と書く．また，x ∈ Ld から y ∈ Ld に至る自己回避歩行の経路
ω ∈ Ω(x, y) が開経路であるとは，すべての j ∈ { 0, 1, . . . , |ω| } に対して ξ({ωj−1, ωj}) = 1 が
成り立つことをいう．x から y に至る開経路が存在するとき，x と y は繋がっているといい，
x←→ y と記す．
このとき，p ∈ [0, 2d) と x ∈ Ld に対して，パーコレーションの二点相関関数を

































が成り立ち，かつこの量が十分小さければ，微分不等式による評価から γ = 1 となることが
知られている [9]．ただし，Gˆp(k) は格子空間 Ld 上の関数 Gp(x) の Fourier 変換 Gˆp(k) =∑
x∈Ld Gp(x)eik·x である．(3)から，γ が平均場の値に退化するための十分条件は次の主結果が
成り立つことである．これは，(1 − Dˆ(k))−1 = limp↑1 Sˆp(k) =: Sˆ1(k) と書き替えてみればわか
るとおり，Gˆp(k) が Sˆ1(k) で近似できることを意味する．
定理 1 (赤外評価). Ld≥6 上の自己回避歩行と Ld≥9 上のパーコレーションに対して，モデル依
存の定数K ∈ (0,∞) が存在して，p ∈ [1,∞) で一様に
∥(1− Dˆ)Gˆp∥∞ := sup
k∈[−pi,pi]d
(
1− Dˆ(k))|Gˆp(k)| ≤ K
と上から押さえられる．
多くの先行研究では赤外評価における p の初期値を 0 にとっている．主結果ではそれを 1 に
とった．また，先行研究では Gˆp(k) と Sˆµp(k) (µp = 1− χ−1p は p ∈ [0, pc) に対して µp ∈ [0, 1)
の範囲を動くようにスケール変換したパラメータ) とを比べているが，主結果では Gˆp(k) と
Sˆ1(k) とを比べた．これらの点が本研究の特色であり，簡単化できた要因の一部でもある．特に
p ∈ [0, 1) でも評価したい場合は次のようにすればよい．すなわち，pc > 1 だから χ1 < ∞ であ
る．これと χp の単調性を用いると，p ∈ [0, 1) でも
∥(1− Dˆ)Gˆp∥∞ ≤ 2χ1 <∞
と上から押さえられる．
定理 1を証明するには以下に示す 3つの命題を証明する．それらの主張を述べるために，まず，
3つの関数 { gi(p) }3i=1 を定義する．g1(p) と g2(p) は
g1(p) := p, g2(p) := ∥(1− Dˆ)Gp(k)∥∞
とする．特に g2(p) が上から押さえられれば定理の題意が示される．k, l ∈ [−pi, pi]d と波数空間
上の関数 fˆ(l) に対して，離散ラプラシアンを 2 で割ったものを
∆ˆkfˆ(l) :=
fˆ(l + k) + fˆ(l − k)
2 − fˆ(l)




Sˆ1(l + k) + Sˆ1(l − k)








図 3: 定理 1 の証明の概念図．g2(p) ≤ K2 を仮定したとき g2(p) < K2 となっている．初期値 g2(1) は
K1 より下にあり，かつ g2(p) は連続だから，g2(p) が越えられない禁止帯ができる．また，g1(p) で










とする．ここで，Uˆ(0, l) = 0 であるため，k = 0 の近傍では上限を |k| → 0 での上限として意味
づける．つぎに，3つの命題について述べ，それによって定理 1を証明する．
命題 1 (連続性). 関数の組 { gi(p) }3i=1 はそれぞれ p ∈ [1, pc) 上で連続である．
命題 2 (初期条件). 自己回避歩行では Ld≥6 において，パーコレーションでは Ld≥8 において，
∀i = 1, 2, 3, ∃Ki <∞ (モデル依存の定数) s.t. gi(1) < Ki.
命題 3 (Bootstrapping argument). 自己回避歩行では Ld≥6 において，パーコレーションでは
Ld≥9 において，∀p ∈ (1, pc), ∀i = 1, 2, 3, ∃Ki <∞ s.t. gi(p) ≤ Ki =⇒ gi(p) < Ki が成り立
つ．ただし，{Ki }3i=1 は命題 2と同じ定数である．
定理 1の証明. まず，g2(p) に対してはその連続性と初期値が g2(1) < K2 であることから，
∀p ∈ [1, pc ∧K1), g2(p) < K2 が成り立つ9)．なぜなら，もし g2(p) > K2 なる p があったとす
れば，g2(p) が連続であったことに反するからである．同様に，g1(p) に対しても，∀p ∈ [1, pc),
g1(p) = p < K1 が成り立つ．これは pc < K1 を意味する．したがって，∀p ∈ [1, pc), g2(p) < K2
である（図 3）．
上の 3つの命題の中でも，特に命題 2と命題 3の証明でレース展開を用いる．そこで，以下で
はレース展開の主張と，それを如何に使って命題を証明するかの概略を示す．連続性の証明は文
献 [3]に譲る．
9) ここで，a ∧ b = min { a, b }．
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4 レース展開
ランダム・ウォークの Green 関数 Sp(x) に対しては再生方程式 Sp(x) = δo,x + (pD ∗ Sp) (x)
が成り立つことが知られている．自己回避歩行とパーコレーションの二点相関関数 Gp(x) に対し
てもある条件下で同様に再生方程式が成り立つ．それを与えるものがレース展開である．
命題 4 (レース展開). p < pc と N ∈ Z+ := { 0 } ∪ N に対して，モデルに依存する Ld 上の
関数 {pi(n)p }Nn=0 (自己回避歩行では pi(0)p ≡ 0) が存在して以下を満たす．すなわち，Π(N)p (x) :=∑N
n=0(−1)npi(n)p (x) とおいたとき，















(x) + (−1)N+1R(N+1)p (x) (4)
が成り立つ．ここで，剰余項 R(N)p は






この命題における Π(N)p (x) はある種の図式（ダイアグラム）を用いて，自己回避歩行の場合
Π(N)p (x) = −
x = o





− · · · (6)
と描かれ，パーコレーションの場合




とを意味する．具体的には，例えば自己回避歩行の pi(2)p (x) は正確な表式で












1{ω(i)∩ω(j)={ o,x } }
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と書ける．これに含まれる指示関数を上からすべて 1 で評価すれば，pi(2)p (x) ≤ (1− δo,x)Gp(x)3
となるので，3本の線からできていることがわかる．
さて，命題 2と命題 3は次の手順に従って証明できる．
1. 再生方程式 (4) の両辺に Fourier 変換を施す．その上で，交代級数 Πˆp(k) :=
limN→∞ Πˆ(N)p (k) が絶対収束すると仮定して，形式的に Gˆp(k) を評価する．
2. Gˆp(k) の評価を用いて { gi(p) }3i=1 を評価する．その上界にはレース展開係数に対する
Fourier 変換の 0 モード Πˆp(0) および 0 モードと k モードとの差 Πˆp(0) − Πˆp(k) が現
れる．
3. Πˆp(0) と Πˆp(0)− Πˆp(k) を評価する．その際，自己回避歩行では劣加法性を，パーコレー
ションでは BK不等式を用いて図式 (6), (7)を基本ダイアグラム（ループ，バブル，トラ
イアングルなどと呼ばれる）に分解する．
4. 命題 2 では自明な不等式 G1(x) ≤ S1(x) を，命題 3 では bootstrapping argument の仮
定 Gˆp(k) ≤ K2Sˆ1(k) などを用いて，基本ダイアグラムをランダム・ウォークの量 (ε1, ε2,
ε3) で評価する．ここで，g2(p) と g3(p) はそれぞれ対応するランダム・ウォークの量との
比で定義されていたことに注意されたい．
5. 表 1の数値と {Ki }3i=1 に適当な数値（これは初期条件を満たすようにとる）を代入したも
のとを用いて，{ gi(p) }3i=1 の上界の具体的な数値を求める．そして，選んだ {Ki }3i=1 で
実際に ∀p ∈ [1, pc), ∀i = 1, 2, 3, gi(p) < Ki が成り立つことを確かめる．
6. 最後に，選んだ {Ki }3i=1 に対して，手順 1で仮定した収束性が成り立つことを確認する．
ここでは手順 1, 2についてもう少し詳しく記す．




p (0) = 0, Iˆp(k) := lim
N→∞
Iˆ(N)p (k) > 0
とみなす．この第 1式によって，剰余項 (5)の Fourier 変換の 0 モードは
0 ≤ Rˆ(N)p (0) =
∑
x∈Ld
R(N)p (x) ≤ pˆi(N)p (0)χp −−−−→
N→∞
0
と収束する．Jˆp(k) := limN→∞ Jˆ (N)p (k) とおく．このとき，(4) の両辺の Fourier 変換をとって
k = 0 を代入すると
χp = Gˆp(0) = Iˆp(0) + Jˆp(0)χp = Iˆp(0)×
{
(1− p− Πˆp(0))−1 [自己回避歩行]
(1− p− pΠˆp(0))−1 [パーコレーション]
(8)
となる．3番目の等号では等式を χp について解いた．最後の表式で p について解き，χp ≥ 0 と











Jˆp(0)− Jˆp(k) + Iˆp(0)/χp
≤ Iˆp(k)
Jˆp(0)− Jˆp(k)




















を得る．また，g3(p) については [9, Lemma 5.7]を援用して評価する．
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