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Abstract
As a continuation of our previous work [18] the aim of the recent paper is to
investigate the solutions of special inhomogeneous linear functional equations
by using spectral synthesis in translation invariant closed linear subspaces of
additive/multiadditive functions containing the restrictions of the solutions
to finitely generated fields. The idea is based on the fundamental work of
M. Laczkovich and G. Kiss [3]. Using spectral analysis in some related vari-
eties we can prove the existence of special solutions (automorphisms) of the
functional equation but the spectral synthesis allows us to describe the entire
space of solutions on a large class of finitely generated fields. It is spanned
by the so-called exponential monomials which can be given in terms of auto-
morphisms of C and differential operators. We apply the general theory to
some inhomogeneous problems motivated by quadrature rules of approximate
integration [6], see also [7] and [8].
1 Introduction and preliminaries
Let C denote the field of complex numbers. We are going to investigate the
family of functional equations of type
n∑
i=1
aif(αix+ βiy) = cp ·
p∑
l=0
xlyp−l (x, y ∈ C), (1)
where αi and βi (i = 1, . . . , n) are given real or complex parameters, p =
1, . . . , 2n − 1 and cp ∈ C is a constant depending on p. For some technical
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reasons we pay a special attention to the case of p = 1, i.e.
n∑
i=1
aif(αix+ βiy) = c · (x+ y) (x, y ∈ C), (2)
where c1 is rewritten as c for the sake of simplicity. The problem of solving
the family of equations (1) as p runs through its possible values 1, . . . , 2n− 1
is equivalent to the solution of equation
F (y)− F (x) = (y − x)
n∑
i=1
aif(αix+ βiy), (3)
where x, y ∈ C and f, F : C → C are unknown functions. It is motivated by
quadrature rules of approximate integration [6], see also [7] and [8].
Remark 1.1. In order to substitute x = 0 or y = 0 into (1) we agree that
00 := 1. Such a special choice reproduces the pair of equations
n∑
i=1
aif(αix) = cp · x
p and
n∑
i=1
aif(βiy) = cp · y
p (x, y ∈ C) (4)
that are consequences of (3) for monomial solutions of degree p. For a more
detailed survey of the preliminary results see [18].
Let (G, ∗) be an Abelian group; CG denotes the set of complex valued
functions defined on G. A function f : G → C is a generalized polynomial, if
there is a non-negative integer p such that
∆g1 . . .∆gp+1f = 0 (5)
for any g1, . . . , gp+1 ∈ G. Here ∆g is the difference operator defined by
∆gf(x) = f(g ∗ x) − f(x) (x ∈ G), where f ∈ C
G and g ∈ G. The smallest
p for which (5) holds for any g1, . . . , gp+1 ∈ G is the degree of the generalized
polynomial f . A function F : Gp → C is p-additive, if it is additive in each
of its variables. A function f ∈ CG is called a generalized monomial of degree
p, if there is a symmetric p-additive function F such that f(x) = F (x, . . . , x)
for any x ∈ G. It is known that any generalized polynomial function can
be written as the sum of generalized monomials [11]. By a general result of
M. Sablik [10] any solution of (3) is a generalized polynomial of degree at
most 2n− 1 under some mild conditions for the parameters in the functional
equation:
1. α1, . . . , αn, β1, . . . , βn ∈ R or C,
2. αi + βi 6= 0,
3. ∣∣∣∣ αi βiαj βj
∣∣∣∣ 6= 0, i 6= j, i, j ∈ {1, . . . , n}; (6)
see also Lemma 2 in [7]. The generalized polynomial solutions of (3) are con-
stituted by the sum of the diagonalizations of p-additive functions satisfying
equations of type (1).
In what follows we are going to use spectral synthesis in translation invari-
ant closed linear subspaces of additive functions on some finitely generated
2
fields containing the restrictions of the solutions of functional equation (2).
Note that the translation invariance is taken with respect to the multiplicative
group structure. We will use spectral synthesis in some related varieties of
equation (1) for any p > 1 too. The idea is based on [3]. To describe the space
of the solutions of the inhomogeneous equation we need a non-zero particular
solution in the first step. In some special cases it is enough to use spectral
analysis to find such a solution [18]. Otherwise the spectral analysis proves
the existence of special solutions (automorphisms) of the functional equations
in the homogeneous case; see e.g. [1], [4], [14] and [18]. This means that we
have only some necessary conditions for the existence of a nonzero solution of
the inhomogeneous problem and we need the application of spectral synthesis
in the varieties to give the description of the solution space on a large class of
finitely generated fields. It is spanned by the so-called exponential monomials
which can be given in terms of automorphisms of C and differential operators.
Unfortunately, the description of all exponential monomials spanning the en-
tire space of the solutions seems to be beyond hope in general; see Example
2 in subsection 4.2. Our results give an explicite and unified technic to solve
the problem of finding solutions at all: it is based on the spectral analysis in
the first part [18] of the investagations and the present paper completes the
solution of the problem by the application of spectral synthesis.
1.1 Varieties generated by non-trivial solutions of
linear functional equations
The varieties we are going to investigate have been constructed in our previous
work [18] for the application of the so-called spectral analysis. In what follows
we summarize the basic steps of the constructions. Let G be an Abelian group.
By a variety we mean a translation invariant closed linear subspace of CG.
1.1.1 Varieties of additive solutions
Let a finitely generated subfield K ⊂ C containing the parameters αi, βi
(i = 1, . . . , n) be fixed. If V1 is the set of additive functions on K then it is a
closed linear subspace in CK ; for the proof see [3].
Definition 1.2. Let S1 be the subset of V1, where f˜ ∈ S1 if and only if there
exists c˜ ∈ C such that
n∑
i=1
aif˜(αix+ βiy) = c˜ · (x+ y) (x, y ∈ K). (7)
By Lemma 2.3 in [18], S1 is a closed linear subspace of V1. Let K
∗ = {x ∈
K : x 6= 0} be the Abelian group with respect to the multiplication in K. We
also put V ∗1 = {f |K∗ : f ∈ V1} and S
∗
1 = {f˜ |K∗ : f˜ ∈ S1}. By Lemma 2.5 in
[18], V ∗1 and S
∗
1 are varieties in C
K∗. Recall that the translation invariance is
taken with respect to the multiplicative group structure, i.e. if f˜ ∈ S∗1 , then
the map τaf˜ : x ∈ K
∗ 7→ f˜(ax) also belongs to S∗1 for every a ∈ K
∗.
Definition 1.3. S01 is the subspace of S1 belonging to the homogeneous case
c˜ = 0.
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1.1.2 Varieties generated by higher order monomial solutions
Let a finitely generated subfield K ⊂ C containing the parameters αi, βi
(i = 1, . . . , n) be fixed. If Vp is the set of p-additive functions on K then it
is a closed linear subspace in CG, where G = K × . . . × K is the Cartesian
product of K with itself (p-times); for the proof see [3]. For any p-additive
function Fp let us define F
σ
p as
F σp (w1, . . . , wp) := Fp(wσ(1), . . . , wσ(p)),
where σ is a permutation of the elements 1, . . . , p.
Definition 1.4. Let Sp be the subset of Vp, where F˜p ∈ Sp if and only if
there exists c˜p ∈ C such that
n∑
i=1
aiF˜
σ
p (αix1, . . . , αixp) = c˜p · x1 · . . . · xp,
n∑
i=1
aiF˜
σ
p (βiy1, . . . , βiyp) = c˜p · y1 · . . . · yp,
n∑
i=1
ai
(
p
l
)
F˜ σp (αix1, . . . , αixl, βiy1, . . . , βiyp−l) = c˜p · x1 · . . . · xl · y1 · . . . · yp−l
(8)
(l = 1, . . . , p− 1) for any permutation σ of the elements 1, . . . , p.
Sp is a closed linear subspace of Vp. If the sets V
∗
p and S
∗
p consist of
the restrictions of the elements in Vp and Sp to G
∗ := K∗ × . . . × K∗ (p −
times), respectively then they are varieties in CG
∗
. Lemma 2.8 in [18] shows
that S∗p is the variety in C
G∗ generated by the restriction of symmetric p-
additive functions to G∗ provided that the diagonalizations are the solutions
of functional equation
n∑
i=1
aif(αix+ βiy) = c˜p ·
p∑
l=0
xlyp−l (x, y ∈ K). (9)
for some c˜p ∈ C.
Definition 1.5. S0p is the subspace of Sp belonging to the homogeneous case
c˜p = 0.
1.2 Applications of spectral analysis
Let (G, ∗) be an Abelian group. A function m : G→ C is called exponential if
it is multiplicative: m(x∗y) = m(x)m(y) for any x, y ∈ G. If a variety contains
an exponential function then we say that spectral analysis holds in this variety.
If spectral analysis holds in each variety on G, then spectral analysis holds on
G. The main results of [18] (Theorem 3.3 and Theorem 4.1) are based on the
application of spectral analysis in the variety S∗p (p = 1, . . . , 2n − 1). They
can be summarized as follows1.
1Since the variety S∗
1
contains the restrictions of additive functions, the exponential property
results in an automorphism of C by an extension process.
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Theorem 1.6. The existence of a nonzero additive solution of (2) implies
that there exist a finitely generated subfield K ⊂ C containing αi and βi (i =
1, . . . , n) and an automorphism φ : C → C as the extension of an exponential
element in S∗1 such that
n∑
i=1
aiφ(αix+ βiy) = c˜ · (x+ y) (x, y ∈ K) (10)
for some c˜ ∈ C. Especially,
n∑
i=1
aiφ(αi) =
n∑
i=1
aiφ(βi) = c˜. (11)
If c˜ = 0 then
n∑
i=1
aiφ(αix+ βiy) = 0 (x, y ∈ C), (12)
i.e. φ is the solution of the homogeneous equation on C. If c˜ 6= 0 then φ(x) = x
(x ∈ K) and
n∑
i=1
aiαi =
n∑
i=1
aiβi = c˜ 6= 0. (13)
Conversely, if (13) holds then f := (c/c˜) · x is a nonzero particular additive
solution of (2) on C.
The result says that if there are no automorphisms satisfying (11) with
c˜ = 0, i.e. S01 is trivial
2 for any finitely generated subfield K ⊂ C containing
the parameters αi and βi (i = 1, . . . , n) then the only nonzero additive solution
of (2) must be the proportional of the identity function provided that (13)
holds. In what follows we are interested in another possible case: if c˜ = 0
for any exponential function in S∗1 then the exponentials give only translation
parts in the solution of the inhomogeneous equation on K and we need to
apply spectral synthesis in the variety S∗1 to decide the existence of a nonzero
particular solution of the inhomogeneous equation on finitely generated fields
containing the parameters αi and βi (i = 1, . . . , n). The higher order analogue
of Theorem 1.6 formulates the consequences of the application of spectral
analysis in S∗p : the existence of a nonzero monomial solution of degree p > 1
of (1) implies that there exist a finitely generated subfield K ⊂ C containing
αi and βi (i = 1, . . . , n) and some automorphisms φi : C → C (i = 1, . . . , p)
such that
n∑
i=1
aidiag φ(αix+ βiy) = c˜p ·
p∑
l=0
xlyp−l (x, y ∈ K) (14)
for some c˜p ∈ C, where the product φ = φ1 · . . . ·φp is an exponential function
in S∗p and diag means the diagonalization of the mappings. Especially
n∑
i=1
aiφ1(αi) · . . . · φp(αi) =
n∑
i=1
aiφ1(βi) · . . . · φp(βi) =
n∑
i=1
ai
(
p
l
)
φσ(1)(αi) · . . . · φσ(l)(αi) · φσ(l+1)(βi) · . . . · φσ(p)(βi) = c˜p,
(15)
2 The so-called characteristic polynomial method helps us to investigate such an existence
problem in terms of polynomials whose coefficients depend algebraically on the parameters αi and
βi (i = 1, . . . , n); [15], see also [13], [16] and [17].
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where l = 1, . . . , p − 1 and σ is an arbitrary permutation of the indices. If
c˜p = 0 then
n∑
i=1
aidiag φ(αix+ βiy) = 0 (x, y ∈ C), (16)
i.e. diag φ is the solution of the homogeneous equation on C. If c˜p 6= 0 then
φ1(x) = . . . = φp(x) = x (x ∈ K) and
n∑
i=1
aiα
p
i =
n∑
i=1
aiβ
p
i =
n∑
i=1
ai
(
p
l
)
αliβ
p−l
i = c˜p 6= 0 (l = 1, . . . , p − 1). (17)
Conversely, if (17) holds then f(x) := (c/c˜p) ·x
p is a nonzero particular mono-
mial solution of degree p of (1) on C; see Theorem 4.1 in [18]. In what follows
we are interested in the application of spectral synthesis in the variety S∗p .
It is spanned by the so-called exponential monomials which can be given in
terms of automorphisms of C and differential operators. The conditions for
the exponential monomial solutions are formulated on a finitely generated field
K ⊂ C containing the parameters αi and βi (i = 1, . . . , n). Therefore both the
exponential function and the differential operator solutions provide solutions
of the functional equation on C by some (tipically transfinite) extension pro-
cesses. Note that the direct application of the spectral theory (analysis and
synthesis) to C is impossible but any solution on C can be naturally embedded
in the varieties by a simple restriction. Therefore we also restrict our inves-
tigations to finitely generated fields to provide the area for the application of
spectral theory (analysis and synthesis).
2 Spectral synthesis in the variety contain-
ing additive functions
An exponential monomial is the product of a generalized polynomial and
an exponential function. If a variety V ⊂ CG is spanned by exponential
monomials belonging to V then we say that spectral synthesis holds in the
variety V . If spectral synthesis holds in each variety on G, then spectral
synthesis holds on G. If spectral synthesis holds in a variety V then spectral
analysis holds in V , as well. Lemma 2.2 in [12] states the explicite result as
follows.
Lemma 2.1. Let p be a nonzero generalized polynomial, m is an exponential
function on the Abelian group G; if the exponential monomial p ·m belongs
to the variety V ⊂ CG then ∆hp ·m also belongs to V ; especially V contains
the exponential function m after finitely many steps of applying the difference
operator to the polynomial term.
The following result was proved in [3].
Theorem 2.2. Suppose that the transcendence degree of the field K over Q
is finite. Then spectral synthesis holds in every variety on K∗ consisting of
additive functions with respect to addition.
To give a more precise description of the solutions of functional equation
(2) we also need the notion of differential operators.
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2.1 Differential operators on a finitely generated
field K
Suppose that the complex numbers t1, . . . , tn are algebraically independent
over Q. The elements of the field Q(t1, . . . , tn) are the rational functions of
t1, . . . , tn with rational coefficients. By a differential operator on Q(t1, . . . , tn)
we mean an operator of the form
D =
∑
ci1...in ·
∂i1+···+in
∂ti11 · · · ∂t
in
n
, (18)
where ∂/∂ti is the usual partial derivative, the sum is finite, the coefficient is
a complex number in each term and the exponents i1, . . . , in are nonnegative
integers. If i1 = . . . = in = 0, then ∂
i1+···+in/∂ti11 · · · ∂t
in
n means the identity
operator on Q(t1, . . . , tn). The degree of the differential operator D is the
maximum of the numbers i1 + . . . + in such that ci1...in 6= 0. It is clear
that ∂/∂ti is a derivation on Q(t1, . . . , tn) for every i = 1, . . . , n, i.e. it is
an additive function satisfying the Leibniz rule. Therefore, any differential
operator on Q(t1, . . . , tn) is the complex linear combination of finitely many
maps of the form d1 ◦ . . .◦dk, where d1, . . . , dk are derivations on Q(t1, . . . , tn).
This observation motivates the following definition.
Definition 2.3. LetK be a subfield of C. We say that the mapD : K → C is
a differential operator on K, if D is the complex linear combination of finitely
many maps of the form d1 ◦ . . . ◦ dk, where d1, . . . , dk are derivations on K. If
k = 0 then d1 ◦ . . . ◦ dk means the identity function on K.
Differential operators in the sense of formula (18) and Definition 2.3 mean
the same objects on K = Q(t1, . . . , tn) as the following Proposition shows; see
[3].
Proposition 2.4. Let K be a subfield of C and suppose that the elements
t1, . . . , tn ∈ K are algebraically independent over Q. If D is a differential
operator on K then the restriction of D to Q(t1, . . . , tn) is of the form (18).
Definition 2.5. The action of a field automorphism φ : C→ C on the differ-
ential operator
D =
∑
ci1...in ·
∂i1+···+in
∂ti11 · · · ∂t
in
n
(19)
is defined as
Dφ =
∑
c′i1...in ·
∂i1+···+in
∂ti11 · · · ∂t
in
n
, (20)
where c′i1...in := φ(ci1...in) for any coefficient of D.
Remark 2.6. Note that if L ⊂ K ⊂ C are fields and D is a differential
operator on L, then D can be extended to K as a differential operator. This
is clear from the fact that every derivation can be extended from L to K. If K
is the algebraic extension of L, then the extension of the differential operator
is uniquely determined.
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3 Applications of spectral synthesis for ad-
ditive solutions of linear functional equa-
tions
Now we are going to apply spectral synthesis to the functional equation
n∑
i=1
aif(αix+ βiy) = c · (x+ y) (x, y ∈ K) (21)
and the related variety S∗1 . Recall that K ⊂ C is a finitely generated sub-
field containing the parameters αi, βi (i = 1, . . . , n), V1 is the set of additive
functions on K, S1 ⊂ V1, where f˜ ∈ S1 if and only if there exists c˜ ∈ C such
that
n∑
i=1
aif˜(αix+ βiy) = c˜ · (x+ y) (x, y ∈ K) (22)
and S∗1 is the variety containing the restrictions of the elements in S1 to the
multiplicative subgroup K∗ of K. Since K is a finitely generated field we can
apply Theorem 2.2 to conclude that spectral synthesis holds in S∗1 . Therefore
it is spanned by exponential monomials. By Theorem 4.2 in [3] we have the
following basic theorem.
Theorem 3.1. The function f˜ ∈ S∗1 is an exponential monomial on K
∗ if
and only if f˜ = φ ◦D|K∗, where φ : C→ C is the extension of an exponential
function in S∗1 to an automorphism of C and D is a differential operator on
K.
In what follows we are going to test the most simple generating elements:
if there is a solution of the form φ◦D then it is also a polynomial exponential
function of the form p ·m by Lemma 4.2 in [3]. As Lemma 2.2 in [12] shows, if
the generalized polynomial p is not constant, then ∆hp ·m is also a solution.
In the most simple case p is additive and the polynomial exponential function
p ·m can be written into the form φ ◦ d where d : K → K is a derivation; the
details can be found in [5].
Proposition 3.2. Suppose that
n∑
i=1
aif˜(αix+ βiy) = c˜ · (x+ y) (x, y ∈ K) (23)
has a nonzero exponential monomial solution of the form φ◦d, where φ : C→
C is the extension of an exponential function in S∗1 to an automorphism of C
and d : K → K is a derivation. If c˜ 6= 0 then φ(x) = x (x ∈ K),
n∑
i=1
aiαi =
n∑
i=1
aiβi = 0 (24)
and
n∑
i=1
aid(αi) =
n∑
i=1
aid(βi) = c˜ 6= 0. (25)
Conversely, if c˜ 6= 0 then (24) and (25) imply that f˜ = (c/c˜) · d is a nonzero
particular additive solution of (21).
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Proof. If y = 0 then
n∑
i=1
aif˜(αix) = c˜ · x, (26)
where f˜ is of the form φ ◦ d and we have that
n∑
i=1
aiφ(d(αix)) = c˜ · x, i.e.
n∑
i=1
aiφ(d(αi)x+ αid(x)) = c˜ · x
(
n∑
i=1
aiφ(d(αi))
)
φ(x) +
(
n∑
i=1
aiφ(αi)
)
φ(dx) = c˜ · x. (27)
If x = 1 then
n∑
i=1
aiφ(d(αi)) = c˜, i.e. c˜ · φ(x) +
(
n∑
i=1
aiφ(αi)
)
φ(dx) = c˜ · x (28)
which means that (
n∑
i=1
aiφ(αi)
)
φ(dx) = c˜ · (x− φ(x)). (29)
In a similar way, (
n∑
i=1
aiφ(αi)
)
φ(dy) = c˜ · (y − φ(y)),
(
n∑
i=1
aiφ(αi)
)
φ(d(xy)) = c˜ · (xy − φ(xy)).
(30)
Expanding both sides of the second equation in (30), equations (28) - (30)
imply that φ(x) = x in case of c˜ 6= 0. On the other hand
n∑
i=1
aiαi = 0 and
n∑
i=1
aid(αi) = c˜
in the sense of (28). The corresponding relations for βi’s can be derived in a
similar way by substitution x = 0. The converse of the statement is trivial.

Remark 3.3. The proof of the previous theorem shows that the result and
its consequences can be formulated by separating the terms containing x and
y, respectively.
Corollary 3.4. If c˜ 6= 0 for an exponential monomial φ ◦ d in S∗p then the
space of the additive solutions of equation (21) is
c
c˜
· d+ S01 ,
where S01 ⊂ S1 is the subspace belonging to the homogeneous case c˜ = 0.
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Remark 3.5. If c˜ 6= 0 then equation (24) shows that any exponential function
in S∗1 solves the homogeneous equation because
n∑
i=1
aiφ(αi) =
n∑
i=1
aiφ(βi) 6= 0
gives a contradiction in the sense of Theorem 1.6. In case of c˜ = 0
n∑
i=1
aiφ(αi) =
n∑
i=1
aiφ(βi) = 0,
n∑
i=1
aiφ(d(αi)) =
n∑
i=1
aiφ(d(βi)) = 0,
(31)
i.e. both the exponential function φ and the exponential monomial φ ◦ d
are the solutions of the homogeneous equation. It is useful to apply the
inverse automorphism on both sides to unify (31) for the application of the
characteristic polynomial method:
n∑
i=1
φ−1(ai)αi =
n∑
i=1
φ−1(ai)βi = 0,
n∑
i=1
φ−1(ai)d(αi) =
n∑
i=1
φ−1(ai)d(βi) = 0;
(32)
[15], see also [13], [16], [17].
Corollary 3.6. A derivation d : K → K is a solution of (23) on K with
c˜ 6= 0 if and only if
n∑
i=1
aiαi =
n∑
i=1
aiβi = 0 (33)
and
n∑
i=1
aid(αi) =
n∑
i=1
aid(βi) = c˜ 6= 0. (34)
3.1 An observation on differential operators and
field isomorphisms
Before testing the generating element φ ◦D of S∗1 we need the following key
lemma. Let t1, . . . , tk be an algebraically independent system. For the sake
of simplicity let us introduce the following abbreviations:
∂1 =
∂
∂t1
, . . . , ∂k =
∂
∂tk
.
In the sense of Proposition 2.4 any difference operator on Q(t1, . . . , tk) is of
the form
D :=
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k
and it has a unique extension to the algebraic closure of Q(t1, . . . , tk).
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Lemma 3.7. Suppose that
D =
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k
is a differential operator on Q(t1, . . . , tk) with the uniquely determined ex-
tension to the field K, where Q(t1, . . . , tk) ⊂ K and K is contained in the
algebraic closure of Q(t1, . . . , tk). If
D(x) = c · φ(x)
for any x ∈ K, where c is a nonzero complex number, φ : C → C is an
automorphism then cj1...jk = 0 if j1 + . . . + jm ≥ 1, c0...0 = c and φ(x) = x
(x ∈ K).
Proof. First we show the statement for k = 1. For the sake of simplicity let
t1 = t and ∂1 = ∂. We have that
J∑
j=1
cj∂
j(x) + c0x = c · φ(x). (35)
If x = 1 then c0 = c. Substituting x = t
j, j = M, . . . ,N :
M !
(M − J)!
· cJ · t
M−J + · · ·+M · c1 · t
M−1 + c · tM = c · vM ,
. . . = . . .
N !
(N − J)!
· cJ · t
N−J + · · ·+N · c1 · t
N−1 + c · tN = c · vN ,
where v = φ(t). Let us divide the equations by tM , . . . , tN , respectively:
M !
(M − J)!
· cJ · t
−J + · · ·+M · c1 · t
−1 + c = c ·
(v
t
)M
,
. . . = . . .
N !
(N − L)!
· cJ · t
−J + · · ·+N · c1 · t
−1 + c = c ·
(v
t
)N
Using the notation cj · t
−j = µj we can write
M !
(M − J)!
· µJ + · · · +M · µ1 + c = c ·
(v
t
)M
,
. . . = . . .
N !
(N − J)!
· µJ + · · · +N · µ1 + c = c ·
(v
t
)N
.
The left hand sides of the equations are polynomial expressions in M , . . ., N ,
respectively (the degree of the polynomial is the degree J of the differential
operator). The right hand sides of these equations are exponential expressions
in M , . . ., N , repectively. It follows that c must be zero or v = t and v/t = 1.
In both cases we get that

M !
(M−J)! · · · M
· · · · · · · · ·
N !
(N−J)! · · · N

×

 µJ· · ·
µ1

 =

 0. . .
0

 .
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If N −M = J then it is a quadratic matrix. Using that
M(M − 1) +M =M2, M(M − 1)(M − 2) + 3M(M − 1) +M = M3, . . .
we have that its determinant is the same as that of the usual Vandermonde-
matrix 
MJ · · · M· · · · · · · · ·
NJ · · · N

 .
The nonzero determinant implies that µj = 0 for any j = 1, . . . , J , i.e. c1 =
. . . = cJ = 0 and c0 = c as we have seen above. Using that the extension
of D to K is uniquely detemined it follows that D(x) = c · x (x ∈ K) and,
consequently, φ(x) = x (x ∈ K). We sketch the inductive step for k = 2. Let
D be a differential operator of the variables t1 and t2. If one of the variables,
say t2, is keeping constant then we can repeat the previous procedure by the
substitution of tM1 · t
J2
2 , . . . , t
N
1 · t
J2
2 , where N −M = J1. We have that for any
j1 = 1, . . . , J1
µj1 :=
J2∑
j2=0
cj1j2
J2!
(J2 − j2)!
tJ2−j22 · t
−j1
1 = 0,
i.e.
J2∑
j2=0
cj1j2
J2!
(J2 − j2)!
tJ2−j22 = 0,
where the left hand side is a polynomial expression of the variable t2. This
means that cj1j2 = 0, where j1 = 1, . . . , J1 and j2 = 0, . . . , J2. Changing
the role of the variables: cj1j2 = 0, where j1 = 0, . . . , J1 and j2 = 1, . . . , J2.
Therefore D(x) = c · x for any x ∈ Q(t1, t2). Using that the extension of
D to K is uniquely detemined it follows that D(x) = c · x (x ∈ K) and,
consequently, φ(x) = x (x ∈ K). 
Remark 3.8. Lemma 3.7 is of the same type as the statement in [2] about
the linear independency of the iterates of any nonzero real derivation.
In what follows we are going to test the generating elements of the form
φ ◦D by the transcendence degree of the parameters α1, . . ., αn, β1, . . ., βn
over the rationals.
3.2 The case of transcendence degree 0 (algebraic
parameters)
Suppose that the parameters α1, . . ., αn, β1, . . ., βn are algebraic num-
bers over the rationals. Since there is no nontrivial derivation on K =
Q(α1, . . . , αn, β1, . . . , βn), any element φ ◦ D ∈ S1 reduces to φ; see e.g. [5]
and [9]. By subsection 1.2 this means that
n∑
i=1
aiφ(αi) =
n∑
i=1
aiφ(βi) = c˜
12
and we have two possibilities: if c˜ 6= 0 then φ(x) = x (x ∈ K) and any solution
of (21) must be of the form
c
c˜
· x+
∑
j
cj · φj(x) (x ∈ K) (36)
provided that
∑n
i=1 aiαi =
∑n
i=1 aiβi = c˜ 6= 0 (Theorem 1.6). The second
term in (36) contains the linear combination of automorphisms satisfying
n∑
i=1
aiφj(αi) =
n∑
i=1
aiφj(βi) = 0. (37)
According to the characteristic polynomial method [15], see also [13], [16], [17]
there is only finitely many different φj’s, i.e. the space S
0
1 is finitely generated.
If
n∑
i=1
aiαi =
n∑
i=1
aiβi = 0 (38)
then both the exponential functions and the differential operators solve the
homogeneous equation3. Therefore we have no solutions of (21) with c 6= 0.
Remark 3.9. Suppose that K is a finitely generated field containing the
algebraic parameters α1, . . ., αn and β1, . . ., βn such that K contains at least
one transcendental number to provide the existence of nontrivial differential
operators. Then we can formulate the following result too: any solution of
(21) must be of the form
c
c˜
· x+
∑
cjφj ◦Dj(x)
provided that
∑n
i=1 aiαi =
∑n
i=1 aiβi = c˜ 6= 0, the automorphism φj satisfies
(37) and Dj is an arbitrary differential operator on K for any j = 1, . . . , n.
Observe that if the automorphism part φ solves the homogeneous equation
then φ ◦D is also a solution of the homogeneous equation for any differential
operator D. The case of algebraic parameters is closely related to the theory
of spectral analysis because of the trivial action of the differential operators
on algebraic elements. The transcendence degree of the embedding (finitely
generated) field has no any influence in this sense. In case of (38) we have no
solutions of (21) with c 6= 0.
3.3 The case of higher transcendence degree
Suppose that the transcendence degree of the parameters α1, . . ., αn, β1, . . .,
βn is k, i.e. we have a field extension L = Q(t1, . . . , tk) such that t1, . . ., tk
are algebraically independent over the rationals and the algebraic closure of
L contains the parameters αi’s and βi’s. Let us introduce the abbreviations
∂1 =
∂
∂t1
, . . . , ∂k =
∂
∂tk
.
By a simple induction we have that
∂n(xy) =
n∑
k=0
(
n
k
)
∂k(x)∂n−k(y) (x, y ∈ K), (39)
3This means that they belong to S0
1
.
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where K is a finitely generated field containing the parameters αi and βi
(i = 1, . . . , n) such that L ⊂ K and K is contained in the algebraic closure of
L. Using formula (39)
∂j11 . . . ∂
jk
k (xy) = ∂
j1
1 . . . ∂
jk−1
k−1

 jk∑
lk=0
(
jk
lk
)
∂jk−lkk (x)∂
lk
k (y)

 =
jk∑
lk=0
. . .
j1∑
l1=0
(
jk
lk
)
· . . . ·
(
j1
l1
)
∂j1−l11 . . . ∂
jk−lk
k (x)∂
l1
1 . . . ∂
lk
k (y) (x, y ∈ K).
Recall that the action of an automorphism φ on a differential operator
D :=
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k
is defined as
Dφ =
J1∑
j1=0
. . .
Jk∑
jk=0
c′j1...jk∂
j1
1 . . . ∂
jk
k ,
where c′i1...in := φ(ci1...in) for any coefficient of D; see formula (20). In what
follows we frequently need the following family of differential operators gen-
erated by D: if 0 ≤ m1 ≤ J1, . . ., 0 ≤ mk ≤ Jk then
Dm1...mk :=
J1∑
j1=m1
. . .
Jk∑
jk=mk
cj1...jk
(
jk
mk
)
· . . . ·
(
j1
m1
)
∂j1−m11 . . . ∂
jk−mk
k ;
especially D0...0 = D. Therefore
Dφm1...mk :=
J1∑
j1=m1
. . .
Jk∑
jk=mk
c′j1...jk
(
jk
mk
)
· . . . ·
(
j1
m1
)
∂j1−m11 . . . ∂
jk−mk
k .
Proposition 3.10. Suppose that
n∑
i=1
aif˜(αix+ βiy) = c˜ · (x+ y) (x, y ∈ K) (40)
has a nonzero exponential monomial solution of the form φ◦D, where φ : C→
C is the extension of an exponential function in S∗1 to an automorphism of C
and
D :=
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k (41)
is a differential operator on K by its uniquely determined extension to the
algebraic closure of L. If c˜ 6= 0 then φ(x) = x (x ∈ K),
n∑
i=1
aiD
φ
m1...mk
(αi) =
n∑
i=1
aiD
φ
m1...mk
(βi) = 0 (42)
if m1 + . . .+mk ≥ 1 and
n∑
i=1
aiD
φ(αi) =
n∑
i=1
aiD
φ(βi) = c˜. (43)
Conversely, if c˜ 6= 0 then (42) and (43) imply that f := (c/c˜) ·Dφ is a nonzero
particular additive solution of (21).
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Proof. If y = 0 then equation (40) reduces to
n∑
i=1
aif˜(αix) = c˜ · x, (44)
where, by our assumption, f˜ is of the form φ ◦D,
D :=
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k .
Substituting in (44)
n∑
i=1
aiφ(D(αix)) = c˜ · x,
n∑
i=1
ai
J1∑
j1=0
. . .
Jk∑
jk=0
φ(cj1...jk)φ(∂
j1
1 . . . ∂
jk
k (αix)) = c˜ · x
n∑
i=1
ai
J1∑
j1=0
. . .
Jk∑
jk=0
φ(cj1...jk)
jk∑
lk=0
. . .
j1∑
l1=0
(
jk
lk
)
· . . . ·
(
j1
l1
)
φ(∂j1−l11 . . . ∂
jk−lk
k (αi))φ(∂
l1
1 . . . ∂
lk
k (x)) = c˜ · x.
Applying the inverse automorphism φ−1 to both sides
n∑
i=1
φ−1(ai)
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk
jk∑
lk=0
. . .
j1∑
l1=0
(
jk
lk
)
· . . . ·
(
j1
l1
)
∂j1−l11 . . . ∂
jk−lk
k (αi)∂
l1
1 . . . ∂
lk
k (x) = φ
−1(c˜)φ−1(x).
If c˜ 6= 0 then, by Lemma 3.7,
λm1...mk :=
n∑
i=1
φ−1(ai)
J1∑
j1=m1
. . .
Jk∑
jk=mk
cj1...jk
(
jk
mk
)
· . . . ·
(
j1
m1
)
∂j1−m11 . . . ∂
jk−mk
k (αi) = 0
if m1 + . . .+mk ≥ 1,
λ0...0 :=
n∑
i=1
φ−1(ai)
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k (αi) = φ
−1(c˜)
if m1 = . . . = mk = 0 and φ
−1(x) = x (x ∈ K). Taking the action of φ on
both sides of the equations it follows that
n∑
i=1
aiD
φ
m1...mk
(αi) = 0 (m1 + . . .+mk ≥ 1) and
n∑
i=1
aiD
φ(αi) = c˜
because of D0...0 = D and φ(x) = x for any x ∈ K. Note that the terms
of the form ∂j1−m11 . . . ∂
jk−mk
k (αi) also belongs to K (see Remark 3.16). The
corresponding system of equations for the parameters βi’s can be derived in
a similar way by substitution x = 0. The converse of the statement is trivial.

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Corollary 3.11. If c˜ 6= 0 for an exponential monomial φ ◦D in S∗p then the
space of the additive solutions of equation (21) is
c
c˜
·Dφ + S01 ,
where S01 ⊂ S1 is the subspace belonging to the homogeneous case c˜ = 0.
Remark 3.12. Equations (42) and (43) can be considered as linear systems
of equations for the unknown quantities c′0...0, . . ., c
′
j1...jk
, . . ., c′J1...Jk in the
expression of the solution DΦ. Following the lexicographic ordering we have
upper triangle matrices from the definition of Dm1...mk . The coefficients of
c′m1...mk in equations (42) and (43) are
n∑
i=1
aiαi and
n∑
i=1
aiβi, respectively. Sup-
pose (for example) that the matrix containing αi’s is regular, i.e.
n∑
i=1
aiαi 6= 0.
For an upper triangle fundamental matrix Cramer’s rule says that
c′0...0 = c˜ ·
(
∑n
i=1 aiαi)
N−1
(
∑n
i=1 aiαi)
N
=
c˜∑n
i=1 aiαi
,
where N = J1 · . . . · Jk and cj1...jk = 0 if j1 + . . . + jk > 0. Therefore we have
two possible cases:
n∑
i=1
aiαi =
n∑
i=1
aiβi 6= 0
and Dφ reduces to the proportional of the identity:
Dφ(x) = c′ · x (x ∈ K), where c′ =
c˜∑n
i=1 aiαi
=
c˜∑n
i=1 aiβi
.
Otherwise
n∑
i=1
aiαi =
n∑
i=1
aiβi = 0
and we can reduce the order of the upper triangle matrices of systems (42)
and (43): c′0...0 can be arbitrarily choosen and we can delete the first column
and the last row to give a reduced system of linear equations for the unknown
quantities c′0...01, . . ., c
′
j1...jk
, . . ., c′J1...Jk . This means that if D is an at least
first order differential operator then
n∑
i=1
aiαi =
n∑
i=1
aiβi = 0
implies that any exponential function φ must be in S01 , i.e. φ is the solution of
the homogeneous equation on K. By contraposition, if there is an exponential
function in S∗1 with c˜ 6= 0 then it must be the proportional of the identity
function on K together with the exponential monomial φ ◦ D, i.e. D is a
differential operator of degree zero.
According to the technical difficulties of the discussion of the matrix forms
of (42) and (43) we omit the details in general. The case of transcendence
degree 1 can be entirely solved by the technic of linear systems of equations
as we shall see in subsection 3.3.1; see also subsection 5.2.1. In case of the
higher transcendence degree we omit the further theoretical computations but
we present how the method is working in explicite cases; section 4.
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Remark 3.13. If c˜ = 0 then
n∑
i=1
φ−1(ai)Dm1...mk(αi) =
n∑
i=1
φ−1(ai)Dm1...mk(βi) = 0 (45)
for any 0 ≤ mi ≤ Ji (i = 1, . . . , k). These equations can be also considered
as linear systems of equations for the unknown quantities c0...0, . . ., cj1...jk ,
. . ., cJ1...Jk ; cf. Remark 3.12. The diagonal elements of the fundamental
matrices are
n∑
i=1
φ−1(ai)αi and
n∑
i=1
φ−1(ai)βi, respectively. They have zero
determinant because of
n∑
i=1
aiφ(αi) =
n∑
i=1
aiφ(βi) = 0, where φ is the extension
of an exponential function in S01
∗
to an automorphism of C; cf. equation (32).
Unfortunately the action of φ is hard to compute in general. We need to
apply the characteristic polynomial method to (45). This results in a system
of polynomial equations. The transcendence degree l of ai’s over the rational
gives the number of the variables of the polynomials. Their coefficients depend
on
• the particular actions
∂j1−m11 . . . ∂
jk−mk
k (αi) or ∂
j1−m1
1 . . . ∂
jk−mk
k (βi)
of the differential operator (see Remark 3.16),
• the coefficients of the defining polynomial of an algebraic elements u over
Q(a1, . . . , al), where a1, . . . , al form a maximal algebraically independent
system and u is choosen such that the missing outer parameters belong
to the simple algebraic extension Q(a1, . . . , al)(u),
• the (rational) coefficients of the polynomials pj and qj, where
aj = pj(a1, . . . , ak)/qj(a1, . . . , ak) j = l + 1, . . . , n.
For the details we can refer to [15], see also [13], [16], [17]. Practically we
simultaneously determine the actions w1 := φ
−1(a1), . . ., wl := φ
−1(al) and
the quantities c0...0, . . ., cj1...jk , . . ., cJ1...Jk as the solutions of a system of (mul-
tivariate) polynomial equations. They constitute an exponential monomial in
S01 by the composition φ ◦D.
Remark 3.14. The proof of the previous theorem shows that the result and
its consequences can be formulated by separating the terms containing x and
y, respectively.
Corollary 3.15. A differential operator
D =
J1∑
j1=0
. . .
Jk∑
jk=0
cj1...jk∂
j1
1 . . . ∂
jk
k
is a solution of (40) on K with c˜ 6= 0 if and only if
n∑
i=1
aiDm1...mk(αi) =
n∑
i=1
aiDm1...mk(βi) = 0 (46)
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if m1 + . . .+mk ≥ 1 and
n∑
i=1
aiD(αi) =
n∑
i=1
aiD(βi) = c˜ 6= 0. (47)
Remark 3.16. To compute the particular action of a differential operator on
an algebraic element u over L = Q(t1, . . . , tk) we need its defining polynomial
um + rm−1u
m−1 + . . . r1u+ r0 = 0.
Then
(mum−1 + (m− 1)rm−1u
m−2 + ...+ r1)∂i(u) +
m−1∑
j=0
(∂irj)u
j = 0,
where rj = pj(t1, . . . , tk)/qj(t1, . . . , tk) is a rational fraction and ∂irj means the
usual partial differentiation. Observe that ∂i(u) is also an algebraic number
over L = Q(t1, . . . , tk) because the algebraic numbers form a field and m =
deg u implies that
mum−1 + (m− 1)rm−1u
m−2 + ...+ r1 6= 0.
Moreover ∂i(u) ∈ Q(t1, . . . , tk)(u) and the process can be repeated to compute
the action ∂j11 . . . ∂
jk
k (u) of the higher order term of the differential operator.
3.3.1 The case of transcendence degree 1
This special case gives the best result from the viewpoint of the application of
the general theory. It is due to the relatively simple matrix form of the equa-
tions and the uniquely determined main terms in the differential operators.
Suppose that the transcendence degree of the parameters α1, . . ., αn, β1, . . .,
βn is 1, i.e. we have a field extension L = Q(t) for some transcendental num-
ber over the rationals such that its algebraic closure contains the parameters
αi’s and βi’s. In case of k = 1 systems (42) and (43) can be written in a more
detailed form (cf. Remark 3.12). For example
c′0
n∑
i=1
aiαi + c
′
1
n∑
i=1
ai∂(αi) + c
′
2
n∑
i=1
ai∂
2(αi) + . . .+ c
′
J
n∑
i=1
ai∂
J(αi) = c˜
c′1
n∑
i=1
aiαi +
(
2
1
)
c′2
n∑
i=1
ai∂(αi) + . . .+ c
′
J
(
J
1
) n∑
i=1
ai∂
J−1(αi) = 0
...
c′J−1
n∑
i=1
aiαi +
(
J
J − 1
)
c′J
n∑
i=1
ai∂(αi) = 0
c′J
n∑
i=1
aiαi = 0.
(48)
The corresponding system of equations containing the parameters βi’s is
of the same form. Since we have upper triangle matrices the following result
can be easily concluded4.
4Recall that K is a finitely generated field containing the parameters αi’s and βi’s such that
L ⊂ K and K is contained in the algebraic closure of L.
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Proposition 3.17. Suppose that
n∑
i=1
aif˜(αix+ βiy) = c˜ · (x+ y) (x, y ∈ K) (49)
has a nonzero exponential monomial solution of the form φ ◦D on K, where
φ : C → C is the extension of an exponential function in S∗1 to an automor-
phism of C and
D =
J∑
j=0
cj∂
j , cJ 6= 0 (50)
is a differential operator on K by its uniquely determined extension to the
algebraic closure of L. If c˜ 6= 0 then φ(x) = x (x ∈ K),
n∑
i=1
aiαi = 0,
n∑
i=1
ai∂(αi) = 0,
n∑
i=1
ai∂
2(αi) = 0, . . . ,
n∑
i=1
ai∂
J−1(αi) = 0,
n∑
i=1
aiβi = 0,
n∑
i=1
ai∂(βi) = 0,
n∑
i=1
ai∂
2(βi) = 0, . . . ,
n∑
i=1
ai∂
J−1(βi) = 0,
(51)
i.e. the coefficients c0, . . . , cJ−1 can be arbitrarily choosen and
n∑
i=1
ai∂
J(αi) =
n∑
i=1
ai∂
J(βi) 6= 0, c
′
J =
c˜∑n
i=1 ai∂
J(αi)
=
c˜∑n
i=1 ai∂
J(βi)
, (52)
where c′J = φ(cJ). Conversely, if c˜ 6= 0 then (51) and (52) imply that f :=
(c/c˜) ·Dφ is a nonzero particular additive solution of (21), where
Dφ =
J∑
j=0
c′j∂
j , c′J 6= 0,
the coefficients c′0, . . . , c
′
J−1 can be arbitrarily choosen and c
′
J is determined by
(52).
Remark 3.18. If c˜ = 0 then
n∑
i=1
φ−1(ai)Dm(αi) =
n∑
i=1
φ−1(ai)Dm(βi) = 0 (53)
for any 0 ≤ m ≤ J . The analogue result of (32) up to order J of the differential
operator can be easily concluded by using (48).
Corollary 3.19. A differential operator
D =
J∑
j=0
cj∂
j , cJ 6= 0
is a solution of (49) with c˜ 6= 0 if and only if (51) and (52) are satisfied with
cJ = c
′
J .
Remark 3.20. Note that the existence of a uniquely determined main term
of the differential operator is an essential difference relative to the case of
higher transcendence degree; see e.g. subsection 4.2.
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4 Examples
The following examples illustrate how the results are working in explicite
cases. For the sake of simplicity we use their separated version in the sense
of Remark 3.3 and Remark 3.14. In case of transcendence degree 1 we can
describe the entire space of solutions (Example 1). Otherwise the situation
becomes more difficult because of the missing main term of the differential
operators (Example 2).
4.1 Example 1
Let c 6= 0 be a complex number and consider functional equation
t3f(tx)− t2f(t2x)− tf(t3x) + f(t4x) = c · x, (54)
i.e. n = 4 and a1 = t
3, a2 = −t
2, a3 = −t, a4 = 1, α1 = t, α2 = t
2, α3 = t
3,
α4 = t
4, where t is a transcendental number over the rationals, L = Q(t) and
L ⊂ K such that K is a finitely generated field and it is contained in the
algebraic closure of L. Using that
4∑
i=1
aiαi = t
3 · t− t2 · t2 − t · t3 + t4 = 0
4∑
i=1
ai∂(αi) = t
3 − t2 · (2t)− t · (3t2) + 4t3 = 0
(55)
but
4∑
i=1
ai∂
2(αi) = −2t
2 − 6t2 + 12t2 = 4t2 6= 0 (56)
we have, by Corollary 3.19, that the differential operator
D = c0 + c1∂ +
c
4t2
∂2 (c0, c1 ∈ C)
is a non-zero particular solution of equation (54) and the space of the solutions
on K is D+ S01 . Equation
4∑
i=1
aiαi = 0 implies that any exponential function
in S1 belongs to S
0
1 , i.e.
t3φ(t)− t2φ(t2)− tφ(t3) + φ(t4) = 0.
Substituting s = φ(t) we have
t3 · s− t2 · s2 − t · s3 + s4 = 0 ⇒ s · (s− t) · (s2 − t2) = 0.
Therefore φ(t) = t or φ(t) = −t. To find the generating elements of the form
φ ◦D in S01 we need to use system (53):
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• If φ(t) = t then φ−1(ai) = ai (i = 1, . . . , 4) and we have
c0
4∑
i=1
aiαi + c1
4∑
i=1
ai∂(αi) + c2
4∑
i=1
ai∂
2(αi) + . . .+ cJ
4∑
i=1
ai∂
J(αi) = 0
c1
4∑
i=1
aiαi +
(
2
1
)
c2
4∑
i=1
ai∂(αi) + . . .+ cJ
(
J
1
) 4∑
i=1
ai∂
J−1(αi) = 0
...
cJ−1
4∑
i=1
aiαi +
(
J
J − 1
)
cJ
4∑
i=1
ai∂(αi) = 0
cJ
4∑
i=1
aiαi = 0.
(57)
By equations (55) and (56) it follows that c2 = . . . = cJ = 0, i.e. D = c0+ c1∂
(c0, c1 ∈ C).
• If φ(t) = −t then φ−1(a1) = −a1, φ
−1(a2) = a2, φ
−1(a3) = −a3 and
φ−1(a4) = a4. System (53) has vanishing diagonal elements because of
4∑
i=1
φ−1(ai)αi = −t
3 · t− t2 · t2 + t · t3 + t4 = 0
but
4∑
i=1
φ−1(ai)∂(αi) = −t
3 − t2 · (2t) + t · (3t2) + 4t3 = 4t3 6= 0.
Therefore c1 = . . . = cJ = 0 and D reduces to the proportional of the identity
function on K.
This means that S01 is spanned by the extensions of φ1, φ2 and φ1 ◦ D,
where φ1(t) = t, φ2(t) = −t and D(x) = c0x+ c1∂(x) (c0, c1 ∈ C and x ∈ L).
4.2 Example 2
Let c 6= 0 be a complex number and consider functional equation
(t31 + t
3
2)f(x)− (t
2
1 + t
2
2)f((t1 + t2)x) + t2f(t
2
1x) + t1f(t
2
2x) = c · x, (58)
i.e. n = 4 and a1 = t
3
1 + t
3
2, a2 = −(t
2
1 + t
2
2), a3 = t2, a4 = t1, α1 = 1,
α2 = t1 + t2, α3 = t
2
1, α4 = t
2
2, where t1 and t2 are algebraically independent
numbers over the rationals, L = Q(t1, t2) and L ⊂ K such that K is finitely
generated and it is contained in the algebraic closure of L. First of all compute
the possible coefficients of the corresponding linear system of equations:
4∑
i=1
aiαi = 0,
4∑
i=1
ai∂1(αi) =
4∑
i=1
ai∂2(αi) = −(t1 − t2)
2,
4∑
i=1
ai∂1∂2(αi) = 0,
4∑
i=1
ai∂
2
1(αi) = 2t2,
4∑
i=1
ai∂
2
2(αi) = 2t1;
(59)
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note that any higher order derivative must be zero because αi’s are at most
second order polynomials of the variables t1 and t2. We are going to use
Corollary 3.15 to compute differential operator solutions
D =
J1∑
j1=0
J2∑
j2=0
cj1j2∂
j1
1 ∂
j2
2
of degree one, two and three.
• If J1 = J2 = 1 then we have four equations for the coefficients of D.
Using (59)
4∑
i=1
aiD11(αi) = 0,
4∑
i=1
aiD10(αi) = −c11(t1 − t2)
2 = 0 ⇒ c11 = 0,
4∑
i=1
aiD01(αi) = 0,
4∑
i=1
aiD00(αi) = −(c10 + c01)(t1 − t2)
2 6= 0
and a non-zero particular solution is (c/c˜) ·D, where
D = c00 + c10∂1 + c01∂2,
c00, c10 and c01 ∈ C such that c˜ := −(c10 + c01)(t1 − t2)
2 6= 0.
• If J1 = J2 = 2 then we have nine equations for the coefficients of D.
Using (59)
4∑
i=1
aiD22(αi) = 0,
4∑
i=1
aiD21(αi) = −2c22(t1 − t2)
2 = 0 ⇒ c22 = 0
4∑
i=1
aiD20(αi) = −c21(t1 − t2)
2 = 0 ⇒ c21 = 0,
4∑
i=1
aiD12(αi) = 0,
4∑
i=1
aiD11(αi) = −2c12(t1 − t2)
2 = 0 ⇒ c12 = 0,
4∑
i=1
aiD10(αi) = − (2c20 + c11) (t1 − t2)
2 = 0 ⇒ c11 = −2c20,
4∑
i=1
aiD02(αi) = 0,
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4∑
i=1
aiD01(αi) = − (2c02 + c11) (t1 − t2)
2 = 0 ⇒ c11 = −2c02,
4∑
i=1
aiD00(αi) = −(c10 + c01)(t1 − t2)
2 − c11(t1 + t2) 6= 0
and a non-zero particular solution is (c/c˜) ·D, where
D = c00 + c10∂1 + c01∂2 −
c11
2
(
∂21 − 2∂1∂2 + ∂
2
2
)
,
c00, c10, c01 and c11 ∈ C such that
c˜ := −(c10 + c01)(t1 − t2)
2 − c11(t1 + t2) 6= 0.
• If J1 = J2 = 3 then we have sixteen equations for the coefficients of D.
Using (59)
4∑
i=1
aiD33(αi) = 0,
4∑
i=1
aiD32(αi) = −3c33(t1 − t2)
2 = 0 ⇒ c33 = 0
4∑
i=1
aiD31(αi) = −2c32(t1 − t2)
2 = 0 ⇒ c32 = 0,
4∑
i=1
aiD30(αi) = −c31(t1 − t2)
2 = 0 ⇒ c31 = 0,
4∑
i=1
aiD23(αi) = 0,
4∑
i=1
aiD22(αi) = −3c23(t1 − t2)
2 = 0 ⇒ c23 = 0,
4∑
i=1
aiD21(αi) = −2c22(t1 − t2)
2 = 0 ⇒ c22 = 0,
4∑
i=1
aiD20(αi) = −(c21 + 3c30(t1 − t2)
2 = 0 ⇒ c21 = −3c30,
4∑
i=1
aiD13(αi) = 0,
4∑
i=1
aiD12(αi) = −3c13(t1 − t2)
2 = 0 ⇒ c13 = 0
4∑
i=1
aiD11(αi) = −2(c12 + c21)(t1 − t2)
2 = 0 ⇒ c12 = −c21,
4∑
i=1
aiD10(αi) = −(c11 + 2c20)(t1 − t2)
2 + 2t1c12 + 6t2c30 = 0 ⇒
(c11 + 2c20)(t1 − t2)
2 = 2t1c12 + 6t2c30,
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4∑
i=1
aiD03(αi) = 0,
4∑
i=1
aiD02(αi) = −(c12 + 3c03)(t1 − t2)
2 = 0 ⇒ c12 = −3c03,
4∑
i=1
aiD01(αi) = −(c11 + 2c02)(t1 − t2)
2 + 2t2c21 + 6t1c03 = 0 ⇒
(c11 + 2c02)(t1 − t2)
2 = 2t2c21 + 6t1c03,
4∑
i=1
aiD00(αi) = −(c01 + c10)(t1 − t2)
2 + 2t1c02 + 2t2c20 6= 0
and a non-zero particular solution is (c/c˜) ·D, where
D = c00 + c10∂1 + c01∂2 −
c11
2
(
∂21 − 2∂1∂2 + ∂
2
2
)
+
t1 + t2
(t1 − t2)2
c12
(
∂21 − ∂
2
2
)
+
c12
3
(
∂31 + 3∂1∂
2
2 − 3∂2∂
2
1 − ∂
3
2
)
,
c00, c10, c01, c11 and c12 ∈ C such that
c˜ := −(c10 + c01)(t1 − t2)
2 − c11(t1 + t2)− 2
t1 + t2
t1 − t2
c12 6= 0.
The space of the solutions on K is D+S01 . Equation
4∑
i=1
aiαi = 0 implies that
any exponential function in S1 belongs to S
0
1 , i.e.
(t31 + t
3
2)− (t
2
1 + t
2
2)(s1 + s2) + t2 · s
2
1 + t1 · s
2
2 = 0, (60)
where φ(t1) = s1 and φ(t2) = s2 are algebraically independent over the ratio-
nals. Since the coefficient t2/t1 of the normalized characteristic polynomial
p(x, y) =
t31 + t
3
2
t1
−
t21 + t
2
2
t1
(x+ y) +
t2
t1
· x2 + y2
is transcendent it has algebraically independent roots; see [16] and [17]. Es-
pecially φ(t1) = t1 and φ(t2) = t2 are solutions of equation (60). To find the
generating elements of the form φ ◦D in S01 we need to use (45):
4∑
i=1
φ−1(ai)Dm1m2(αi) = 0 (0 ≤ m1 ≤ J1, 0 ≤ m2 ≤ J2).
If φ(t1) = t1 and φ(t2) = t2 then φ
−1(ai) = ai (i = 1, . . . , 4). Therefore
φ ◦ D ∈ S01 , where D is one of the differential operators above provided
that the surviving coefficients is choosen such that c˜ = 0. For example, a
differential operator of degree one in S01 is
D = c00 + c10∂1 + c01∂2, where c10 + c01 = 0.
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5 Spectral synthesis in the variety contain-
ing monomial solutions of higher degree
In what follows we are going to give a survey of the higher order version of
section 3. By Theorem 6.3 in [3] the space Sp is spanned by the functions of
the form
(x1, . . . , xp) 7→ φ1 ◦D1(x1) · . . . · φp ◦Dp(xp),
where φ := φ1 · . . . · φp is an exponential element in Sp and D1, . . ., Dp are
differential operators on K, where K is a finitely generated field containing
the parameters αi and βi (i = 1, . . . , n).
5.1 The case of transcendence degree 0 (algebraic
parameters)
If the parameters α1, . . ., αn, β1, . . ., βn are algebraic numbers (the case of
transcendence degree 0) then we have no non-trivial differential operators on
K = Q(α1, . . . , αn, β1, . . . , βn); cf. subsection 3.2. The analogue results can
be easily formulated for p > 1 by using the higher order version of Theorem
1.6; see also section 4 in [18].
5.2 The case of higher transcendence degree
Suppose that the transcendence degree of the parameters α1, . . ., αn, β1, . . .,
βn is k, i.e. we have a field extension L = Q(t1, . . . , tk) such that t1, . . ., tk
are algebraically independent over the rationals, L ⊂ K and K is contained
in the algebraic closure of L; especially it contains the parameters αi’s and
βi’s.
Lemma 5.1. Suppose that φ(x) = x (x ∈ K); then
φ ◦D(αix) =
J1∑
m1=0
. . .
Jk∑
mk=0
Dφm1...mk(αi)∂
m1
1 . . . ∂
mk
k (x)
for any x ∈ K.
The proof is a straightforward calculation by formula (39). The key step
of the application of the higher order spectral synthesis is to formulate the
necessary and sufficient conditions for
F˜p(x1, . . . , xp) := φ1 ◦D1(x1) · . . . · φp ◦Dp(xp)
to satisfy system (8). In what follows we discuss only the case of p = 2. The
case of p > 2 can be investigated in a similar way because of the inductive
argument as follows. The first equation of system (8) implies that
n∑
i=1
aiφ1 ◦D1(αix1) · φ2 ◦D2(αix2) = c˜ · x1 · x2 (61)
In order to use the results in the previous sections let the variables x2 be
considered as a non-zero given constant inK; the most simple choice is x2 = 1.
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Then
n∑
i=1
aiφ2 ◦D2(αix2)︸ ︷︷ ︸
new coefficients
·φ1 ◦D1(αix1) = c˜ · x1 · x2, (62)
where the new constant is c˜ · x2, i.e. φ1 ◦ D1 satisfies one of the conditions
to be the additive solution of an inhomogeneous equation with some new
coefficients. If c˜ 6= 0 then we have, by Proposition 3.10, that φ1(x) = x
(x ∈ K) and
n∑
i=1
aiφ2 ◦D2(αix2) ·
(
Dφ11
)
m11...m1k
(αi) = 0 if m11 + . . . +m12 ≥ 1
n∑
i=1
aiφ2 ◦D2(αix2) ·D
φ1
1 (αi) = c˜ · x2.
(63)
In a similar way, φ2(x) = x (x ∈ K) and, by using Lemma 5.1, the left hand
side of the first equation is the action of a differential operator at x2 for any
given m11, . . . ,m1k:
J21∑
m21=0
. . .
J2k∑
m2k=0
n∑
i=1
ai
(
Dφ2
2
)
m21...m2k
(αi) ·
(
Dφ1
1
)
m11...m1k
(αi) · ∂
m21
1
. . . ∂m2kk (x) = 0.
Therefore
n∑
i=1
ai
(
Dφ11
)
m11...m1k
(αi) ·
(
Dφ22
)
m21...m2k
(αi) = 0
if m11 + . . .+m1k ≥ 1 and 0 ≤ m21 ≤ J21, . . . , 0 ≤ m2k ≤ J2k.
(64)
On the other hand the second equation of (63) shows that φ2 ◦D2 satisfies one
of the conditions to be the additive solution of an inhomogeneous equation
with some new coefficients. By Proposition 3.10
n∑
i=1
ai
(
Dφ22
)
m21...m2k
(αi) ·D
φ1
1 (αi) = 0 if m21 + . . .+m2k ≥ 1
n∑
i=1
aiD
φ2
2 (αi) ·D
φ1
1 (αi) = c˜.
(65)
Equations (64) and (65) give that
n∑
i=1
ai
(
Dφ11
)
m11...m1k
(αi) ·
(
Dφ22
)
m21...m2k
(αi) = 0
if m11 + . . .+m1k +m21 + . . . +m2k ≥ 1
n∑
i=1
aiD
φ1
1 (αi) ·D
φ2
2 (αi) = c˜.
(66)
System (8) implies similar equations containing the parameters β1, . . ., βn
(pure case) or α1, . . ., αn, β1, . . ., βn (mixed cases). According to the definition
of Dm1...mk the result is a non-linear (polynomial; especially quadratic because
of p = 2) system (66) for the quantities c′j11...j1k ’s and c
′
j21...j2k
’s, where
Dφ11 =
J11∑
j11=0
. . .
J1k∑
j1k=0
c′j11...j1k∂
j11
1 . . . ∂
j1k
k ,
26
Dφ22 =
J21∑
j21=0
. . .
J2k∑
j2k=0
c′j21...j2k∂
j21
1 . . . ∂
j2k
k ,
c′j11...j1k = φ1(cj11...j1k), c
′
j21...j2k
= φ2(cj21...j2k).
5.2.1 The case of transcendence degree 1
For the sake of simplicity consider the case of k = 1 (transcendence degree
one), p = 2 and the separated version of the functional equations as in section
4 (see also Remark 3.3 and Remark 3.14). For any fixed index m21 system
(66) results in a diagonal form like (48) with some new coefficients:
n∑
i=1
ai ·
(
Dφ22
)
m21
(αi)︸ ︷︷ ︸
new coefficients
·
(
Dφ11
)
m11
(αi) = 0 if m11 +m21 ≥ 1
n∑
i=1
ai ·D
φ2
2 (αi)︸ ︷︷ ︸
new coefficients
·Dφ11 (αi) = c˜.
(67)
Therefore we can conclude that
n∑
i=1
aiαi
(
Dφ22
)
m21
(αi) = 0
n∑
i=1
ai∂(αi)
(
Dφ22
)
m21
(αi) = 0
. . .
n∑
i=1
ai∂
J11−1(αi)
(
Dφ22
)
m21
(αi) = 0
n∑
i=1
ai∂
J11(αi)
(
Dφ22
)
m21
(αi) =


0 if m21 ≥ 1
c˜ if m21 = 0
(68)
Taking the terms of the form ai∂
j11(αi) (i = 1, . . . , n) as new coefficients in
the j11th equation we can give similar conclusions by (48) in case of each
equation above:
n∑
i=1
aiα
2
i = 0 (j11 + j21 = 0),
. . .
n∑
i=1
ai∂
j11(αi)∂
j21(αi) = 0 (j11 + j21 < J11 + J21),
c′J11c
′
J21
n∑
i=1
ai∂
J11(αi)∂
J21(αi) = c˜ (j11 + j21 = J11 + J21).
(69)
These are necessary and sufficient conditions in case of transendence degree 1
for the generating elements of the space S2. The coefficients can be arbitrarily
choosen except the greatest one in both D1 and D2 provided that system (69)
holds.
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5.2.2 An explicite example
Let c 6= 0 be a complex number and consider functional equation
t6f(tx)− t4f(t2x)− t2f(t3x) + f(t4x) = c · x2 (70)
i.e. n = 4 and a1 = t
6, a2 = −t
4, a3 = −t
2, a4 = 1, α1 = t, α2 = t
2, α3 = t
3,
α4 = t
4, where t is a transcendental number over the rationals, L = Q(t) and
L ⊂ K such that K is a finitely generated field and it is contained in the
algebraic closure of L. Using that
4∑
i=1
aiα
2
i = t
6 · t2 − t4 · t4 − t2 · t6 + t8 = 0
4∑
i=1
aiαi∂(αi) = t
7 − t4 · t2 · (2t)− t2 · t3 · (3t2) + t4 · (4t3) = 0
(71)
but
4∑
i=1
ai∂(ai)∂(αi) = t
6 − t4 · (2t)2 − t2 · (3t2)2 + (4t3)2 = 4t6 6= 0 (72)
it follows that the generating elements of S2 are the products of first order
exponential monomials Dφ11 (x) = c
′
10x+c
′
11∂(x) and D
φ2
2 (x) = c
′
20x+c
′
21∂(x)
such that c′11 ·c
′
21 =
c
4t6
, where c′11 = φ1(c11), c
′
21 = φ2(c21) and the differential
operators are of the form D1(x) = c10x+c11∂(x) and D2(x) = c20x+c21∂(x).
6 Concluding remarks
The spectral synthesis in S∗p allows us to describe the entire space of solutions
of an inhomogeneous linear functional equation on a large class of finitely
generated fields, at least theoretically. In general we need to solve inhomoge-
neous linear systems of equations to find the solutions. The conclusions for
the homogeneous case has been also formulated step by step in terms of some
remarks. The discussion of the case of algebraic parameters (the transcen-
dence degree is zero) is relatively simple because of the trivial action of any
differential operator on algebraic numbers. The case of transcendence degree
one gives the best results independently of the degree of the monomial solu-
tions. In case of higher degree of transcendence the problem becomes much
more difficult because of the missing main terms of the differential operators
and the increasing number of the equations. Some explicite examples are also
presented to illustrate both the effectivity and the difficulties of the method
in practice. Computer assisted methods can be successful for the formulation
and the solution of large systems of linear equations belonging to the case of
higher order monomial solutions and/or higher degree of transcendence.
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