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Abstract
General procedures are proposed for nonparametric classiﬁcation in the presence of missing covariates.
Both kernel-based imputation as well as Horvitz–Thompson-type inverse weighting approaches are em-
ployed to handle the presence of missing covariates. In the case of imputation, it is a certain regression
function which is being imputed (and not the missing values). Using the theory of empirical processes, the
performance of the resulting classiﬁers is assessed by obtaining exponential bounds on the deviations of their
conditional errors from that of the Bayes classiﬁer. These bounds, in conjunction with the Borel–Cantelli
lemma, immediately provide various strong consistency results.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following two-group classiﬁcation problem. Let (Z, Y ) ∼ FZ,Y be a random
pair where Z′ = (X′,V′) ∈ Rd+p is always observable and Y ∈ {0, 1} has to be predicted. In
classiﬁcation one tries to predict Y, based on Z, in such a way that the misclassiﬁcation error
is as small as possible. Formally, for any classiﬁer  : Rd+p → {0, 1}, the error is deﬁned by
L() = P {(Z) = Y }. The best classiﬁer, called the Bayes classiﬁer, is given by
B(z) =
{
1 if B(z) > 12 ,
0 otherwise,
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where B(z) = P {Y = 1| Z = z}. Since FZ,Y is unknown in practice, one usually ﬁnds an
estimate n of B based on some data: Dn = {(Z1, Y1), . . . , (Zn, Yn)}. Let M be a class of
candidate functions  : Rd+p → [0, 1] that contains B. The least-squares estimator of B is
given by
n = argmin
∈M
1
n
n∑
i=1
|Yi − (Zi )|2 , (1.1)
and the corresponding data-based classiﬁer is simply
n(z) =
{
1 if n(z) > 12 ,
0 otherwise.
Let Ln(n) = P {n(Z) = Y |Dn}, then n is strongly Bayes consistent in the sense that
Ln(n)
a.s.→L(B), as n → ∞. For more on this and other related results see, for example,
[5, Chapter 29].
Now consider the case where a subset of Z, say V, may be missing at random (recall Z′ =
(X′,V′)). More speciﬁcally, let
 =
{
0 if V is missing,
1 otherwise.
Then an observation may be represented by (X,V, Y, ), where Y is to be predicted. Under the
commonly used assumption of data Missing At Random (MAR), one assumes that the probability
that V is missing does not depend on V itself. I.e., P { = 1| X,V, Y } = P { = 1| X, Y } =
E(| X, Y ). When V is Missing Completely At Random (MCAR) then P { = 1| X,V, Y } =
P { = 1}. For these deﬁnitions and other missing patterns, the reader is referred to the book by
Little and Rubin [10].
In what follows we shall assume that whether an observation is missing does not depend on
the class Y. That is an observation is missing at random in the sense that
P { = 1| X,V, Y } = P { = 1| X}. (1.2)
If  = 1, the natural choice of a classiﬁer is a map of the form g1 : Rd+p → {0, 1}. On the other
hand, when  = 0 (i.e., V is missing), one is conﬁned to classiﬁers of the form g0 : Rd → {0, 1}.
This suggests considering classiﬁers of the form
(Z, ) = g1(Z) + (1 − )g0(X). (1.3)
As for a best rule, deﬁne the classiﬁers 1 : Rd+p → {0, 1} and 0 : Rd → {0, 1} by
1(z) =
{
1 if B(z) > 12 ,
0 otherwise, 0(x) =
{
1 if B(x) > 12 ,
0 otherwise,
where
B(z) = P {Y = 1| Z = z} and B(x) = P {Y = 1| X = x}.
Also, put
B(Z, ) = 1(Z) + (1 − )0(X). (1.4)
The following result is rather elementary.
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Theorem 1.1. Let B be the classiﬁer deﬁned in (1.4), and suppose that the MAR assumption
(1.2) holds. Then for any other classiﬁer  given by (1.3), one has:
(i) L() − L(B)0, where L() = P {(Z, ) = Y }.
(ii) Suppose that the classiﬁers g1 and g0, used in the deﬁnition of  in (1.3), are of the form
g1(Z) = I {(Z) > 12 } and g0(X) = I {(X) > 12 }, for some functions (measurable)  :
Rd+p → [0, 1] and  : Rd → [0, 1]. Then
L() − L(B)  2E
[
p(X)
∣∣∣(Z) − B(Z)∣∣∣+ (1 − p(X))∣∣∣(X) − B(X)∣∣∣] ,
 2E
[∣∣∣(Z) − B(Z)∣∣∣+ ∣∣∣(X) − B(X)∣∣∣] ,
where p(X) = E(| X).
Proof.
(i) Let  be as in (1.3) and note that
P {(Z, ) = Y } = P {g1(Z) = 1, Y = 1,  = 1} + P {g1(Z) = 0, Y = 0,  = 1}
+P {g0(X) = 1, Y = 1,  = 0} + P {g0(X) = 0, Y = 0,  = 0}
:= P1 + P2 + P3 + P4.
But
P1 = E
[
I {g1(Z) = 1}I {Y = 1}P { = 1|Z, Y }
]MAR= E [I {g1(Z) = 1}I {Y = 1}p(X)]
= E [E (I {g1(Z) = 1}I {Y = 1}p(X)|Z)] = E
[
p(X)I {g1(Z) = 1}B(Z)
]
.
Similarly,
P2=E
[
p(X)I {g1(Z)=0}(1 − B (Z))
]
, P3=E
[
(1 − p(X)) I {g0(X)=1}B(X)
]
, and
P4 = E
[
(1 − p(X))I {g0(X) = 0}(1 − B(X))
]
. Therefore
L() − L(B) = P {B(Z, ) = Y } − P {(Z, ) = Y }
= E [p(X) (2B(Z) − 1) (I {1(Z) = 1} − I {g1(Z) = 1})]
+E [(1 − p(X)) (2B(X) − 1) (I {0(X) = 1} − I {g0(X) = 1})]
= 2E
[
p(X)
∣∣∣B(Z) − 12 ∣∣∣ I {1(Z) = g1(Z)}]
+2E
[
(1 − p(X))
∣∣∣B(X) − 12 ∣∣∣ I {0(X) = g0(X)}] , (1.5)
which is always non-negative.
(ii) This part follows from part (i) upon noticing that the ﬁrst expectation on the r.h.s. of (1.5)
is always bounded by 2E
[
p(X)|(Z) − B(Z)|
]
. Similarly the second expectation is bounded
by 2E
[
(1 − p(X))|(X) − B(X)|
]
. The second inequality in (ii) is trivial. 
Given the data Dn = {(Z1, Y1, 1), . . . , (Zn, Yn, n)} = {(X1,V1, Y1, 1), . . . , (Xn,Vn, Yn,
n)}, one would like to predictY corresponding to the new observation (X,V, Y, ). If  = 0, i.e.,
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ifV is missing, then one can ﬁnd a Bayes consistent classiﬁer using, for example, the least-squares
method discussed earlier. I.e., choose n:
n = argmin
∈
1
n
n∑
i=1
|Yi − (Xi )|2,
provided that the class  contains B, where B(x) = P {Y = 1|X = x} as before. (There are
of course other popular classiﬁcation methods that one could use instead of the least-squares ap-
proach.)The situation, however, is completely differentwhen = 1, i.e.,whenV
(
and thus all of Z
=
(
X
V
))
is observable in (X,V, Y, ). Since not every Zi is completely observable in Dn, one
might consider a counterpart of (1.1) based on the complete cases, i.e., one would choose n ∈ M
that minimizes
Sn() = 1
n1
n∑
i=1
i |Yi − (Zi )|2 where n1 =
n∑
i=1
i .
Unfortunately, there are drawbacks to this approach: in the ﬁrst place, if a large proportion of
the sample (say 75%) is missing, then by discarding/ignoring the incomplete cases one may be
losing useful information which could otherwise be available from all those (Xi , Yi)’s for which
i = 0. Secondly, the above sum of squares is not (in general) unbiased for E(Y − (Z))2, under
the MAR assumption. This implies that the resulting empirical processes (indexed by  ∈ M)
are not centred, not even asymptotically. The reason for emphasizing this fact is that the resulting
function-indexed empirical processes play a crucial role in obtaining exponential bounds on the
performance of the resulting classiﬁers. Such bounds, in conjunction with the Borel–Cantelli
lemma, immediately provide various strong consistency results.
In the next two sections, a number of procedures will be proposed to “correct” the deﬁnition
of Sn(), under different assumptions.
2. A kernel-based method
2.1. A motivational example
To motivate the methods discussed in this section, consider the hypothetical situation where
one has available the function E
(
|Yi − (Zi )|2
∣∣∣Xi , Yi) for every  ∈ M. Re-deﬁned Sn() to be
S˜n() = 1
n
n∑
i=1
[
i |Yi − (Zi )|2 + (1 − i )E
(
|Yi − (Zi )|2
∣∣∣Xi , Yi)] .
Then, it is straightforward to show that:
Lemma 2.1. Under the MAR assumption,
E(S˜n()) = E|Y − (Z)|2.
Let ˜n = argmin∈M S˜n(). Also, let n(x) be any estimator of (x) = P {Y = 1|X = x}.
Then the resulting plug-in classiﬁer is given by
˜n(Z, ) = ˜n,1(Z) + (1 − )n,0(X), (2.1)
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where ˜n,1(Z) = I {˜n(Z) > 12 } and n,0(X) = I {n(X) > 12 }. To study the performance
of ˜n we ﬁrst state the following result. Recall that a class of function M is said to be totally
bounded w.r.t. supnorm, if for every  > 0 there is a subclass M = {1, . . . , N()} such that
for every  ∈ M, there is a ∗ ∈ M satisfying ‖ − ∗‖∞ < . Here M is called an -cover
of M. The cardinality of the smallest such -cover is denoted by N∞(,M). In what follows
Ln(˜n) = P {˜n(Z, ) = Y |Dn}.
Theorem 2.1. LetM be a totally bounded class of functions  : Rd+p → [0, 1], containing B.
Then for every  > 0 and all n1
P
{
Ln(˜n) − L(B) > 
}
C1N∞
(
2
512
,M
)
e−C2n4 + n(),
where C1 and C2 are positive constants not depending on n and
n() = P
{
E
[
|n(X) − B(X)|
∣∣∣Dn] > 4} . (2.2)
Remark 1. Finding a bound on n() clearly depends on the estimator n. For example, if n =
argmin∈ 1n
∑n
i=1 |Yi − (Xi )|2 and if B ∈ , then, provided that  is totally bounded, the
results of Devroye et al. [5, Chapter 29] yield the exponential bound:
n()C3N∞(C42,)e−C5n4 ,
for positive constants C3, C4, C5 that do not depend on n.
Before proving Theorem 2.1, we state the following corollary, which is a consequence of
Theorem 1.1.
Corollary 2.1. Let n and n be any estimators of B and B, based on the sample Dn. Also, let
n be any classiﬁer of the form n(Z, ) = I {n(Z) > 12 } + (1 − )I {n(X) > 12 }. Then
Ln(n)−L(B)2E
[
p(X)|n(Z)−B(Z)|
∣∣∣Dn]+2E [(1−p(X))|n(X)−B(X)|∣∣∣Dn] .
Proof of Theorem 2.1. The proof is along standard arguments. First note that
E
[
p(X)|˜n(Z) − B(Z)|
∣∣∣Dn]  √E [|˜n(Z) − B(Z)|2∣∣∣Dn]
=
√
E[|˜n(Z) − Y |2|Dn] − E|B(Z) − Y |2
=
√
E[|˜n(Z) − Y |2|Dn] − inf
∈M
E|(Z) − Y |2
:=√I (n), (say). (2.3)
But
I (n) = sup
∈M
[
E[|˜n(Z) − Y |2
∣∣∣Dn] − S˜n(˜n) + S˜n(˜n) − S˜n() + S˜n() − E|(Z) − Y |2]
 2 sup
∈M
∣∣∣S˜n() − E|(Z) − Y |2∣∣∣ . (2.4)
1056 M. Mojirsheibani, Z. Montazeri / Journal of Multivariate Analysis 98 (2007) 1051–1071
Thus, by Corollary 2.1, for every  > 0,
P {Ln(˜n) − L(B) > }  P
{
sup
∈M
∣∣∣S˜n() − E|Y − (Z)|2∣∣∣ > 232
}
+P
{
E
[
(1 − p(X))|n(X) − B(X)|
∣∣∣Dn] > 4} .
Since 01 − p(X) < 1, the second probability on the r.h.s. is bounded by n(). Next, let
M 2
512
be a minimal 2512 -cover of M. That is, for every  ∈ M, there is a ∗ ∈ M 2
512
such that
‖− ∗‖∞ < 2512 . Let g(Z, Y ) = |Y − (Z)|2 and g∗(Z, Y ) = |Y − ∗(Z)|2 and observe that∣∣∣S˜n() − E|Y − (Z)|2∣∣∣  1
n
∣∣∣∣∣
n∑
i=1
ig(Zi , Yi) −
n∑
i=1
ig
∗(Zi , Yi)
∣∣∣∣∣
+1
n
∣∣∣∣∣
n∑
i=1
(1 − i )E
[
g(Zi , Yi) − g∗(Zi , Yi)
∣∣∣Xi , Yi]
∣∣∣∣∣
+
∣∣∣Eg(Zi , Yi) − Eg∗(Zi , Yi)∣∣∣+ ∣∣∣S˜n(∗) − E|Y − ∗(Z)|2∣∣∣
 ‖g − g∗‖∞
n∑
i=1
i
n
+ ‖g − g∗‖∞
n∑
i=1
1 − i
n
+ 4
2
512
+
∣∣∣S˜n(∗) − E|Y − ∗(Z)|2∣∣∣
= 8
2
512
+
∣∣∣S˜n(∗) − E|Y − ∗(Z)|2∣∣∣ .
Here, we have used the fact that |g(Z, Y )−g∗(Z, Y )| = ∣∣|Y − (Z)|2 − |Y − ∗(Z)|2∣∣ = |(Z)−
∗(Z)| × |(Z) + ∗(Z) − 2Y |4‖− ∗‖∞. Therefore,
P
{
sup
∈M
∣∣∣S˜n() − E|Y − (Z)|2∣∣∣ > 232
}
P
⎧⎪⎨⎪⎩ sup∈M 2
512
∣∣∣S˜n() − E|Y − (Z)|2∣∣∣ > 264
⎫⎪⎬⎪⎭
N∞
(
2
512
,M
)
sup
∈M 2
512
P
{∣∣∣S˜n() − E|Y − (Z)|2∣∣∣ > 264
}
.
The theorem now follows from an application of Hoeffding’s inequality to the above probability
on the far r.h.s. (Note that S˜n() is a sum of iid bounded random variables, and is also unbiased
for E|Y − (Z)| by Lemma 2.1.) 
2.2. Kernel-based imputation
Clearly the function E
[
|Yi − (Zi )|2
∣∣∣Xi , Yi] that appears in the deﬁnition of S˜n() is virtually
always unknown in practice. In this section we propose a kernel-based estimator of the above
conditional expectation. Kernel estimation/imputation has already been used by many other au-
thors; see, for example, Cheng and Chu [4] for the estimation of a marginal distribution function.
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Also, see Hazelton’s [7] estimator of a marginal density function as well as Cheng’s [3] estimator
of a mean functional, in the presence of missing data. To this end, for each  ∈ M, deﬁne
L̂n() = 1
n
n∑
i=1
[
i |Yi − (Zi )|2 + (1 − i )̂n,i()
]
, (2.5)
where the term ̂n,i , deﬁned by
̂n,i () =
∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
) ∣∣∣Yj − (Zj )∣∣∣2∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
) (2.6)
is the estimate of the function E
[
|Yi − (Zi )|2
∣∣∣Xi , Yi]. Note that L̂n() is the imputation esti-
mator of E|Yi − (Zi )|2. Also, let
̂n = argmin
∈M
L̂n()
be the resulting empirically selected function from the classM. Deﬁne the classiﬁer corresponding
to ̂n by
̂n(Z, ) = ̂n,1(Z) + (1 − )n,0(X),
where ̂n,1(Z) = I {̂n(Z) > 12 } and n,0(X) = I {n(X) > 12 }; here n(x) is any estimator of
(x) = P {Y = 1|X = x}. To assess the performance of ̂n, we state some conditions.
C1: pmin:=infx P { = 1|X = x} > 0.
C2: The probability density function of X, say f (x) is compactly supported and satisﬁes:
infx f (x):=fmin > 0. Furthermore both f and its ﬁrst-order partial derivatives are uniformly
bounded on this compact support.
C3: The kernel K is a pdf and satisﬁes ∫ |ti |K(t) dt < ∞ , i = 1, . . . , d and ‖K‖∞ < ∞.
Furthermore, the smoothing parameter hn satisﬁes hn → 0 and nhdn → ∞, as n → ∞.
C4: For every  ∈ M, the partial derivatives xi
{
E
[
|Y − (Z)|2
∣∣∣X = x, Y = y]} , (where
i = 1, . . . , d, and y = 0 or 1) exist and are bounded on the compact support of f, uniformly in x.
The following theorem provides bounds on the performance of ̂n.
Theorem 2.2. LetMbe the class of functions deﬁned inTheorem2.1,and suppose that conditions
C1–C4 hold. Then, for every  > 0, there is an n0 > 0 such that for all nn0,
P
{
Ln(̂n) − L(B) > 
}
C3nN∞(C42,M)e−C5nhdn4 + n(),
where C4 = 1/512, C3 and C5 are positive constants not depending on n, and n() is as in (2.2).
Proof. Deﬁne the class
G ≡ GM = {g : Rd+p+1 → [0, 1]
∣∣∣g(Z, Y ) = |Y − (Z)|2, ∃ ∈ M}. (2.7)
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Also, let (g) = Eg(Z, Y ) = E|Y − (Z)|2 and put
n(g) = n−1
n∑
i=1
[
ig(Zi , Yi) + (1 − i )̂g(Zi , Yi)
]
,
where
̂g(Zi , Yi) =
∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
)
g(Zj , Yj )∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
) .
By Corollary 2.1 and arguments similar to those leading to (2.3) and (2.4) one ﬁnds
Ln(̂n) − L(B)2
√
2 sup
g∈G
|n(g) − (g)| + 2E
[
(1 − p(X)) |n(X) − (X)|
∣∣∣Dn].
Therefore, ∀ > 0,
P {Ln(̂n) − L(B) > }P
{
sup
g∈G
|n(g) − (g)| >
2
32
}
+ n().
But
P
{
sup
g∈G
|n(g) − (g)| >
2
32
}
 P
⎧⎨⎩ supg∈G2/512
∣∣n(g) − (g)∣∣ > 264
⎫⎬⎭(
where G2/512 is an
2
512
− cover of G w.r.t. ‖ ‖∞
)
 N∞
(
2
512
,M
)
max
g∈G2/512
P
{
|n(g) − (g)| >
2
64
}
.
(2.8)
To bound the probability on the far right side of (2.8) ﬁrst observe that for every t > 0, one may
write
P
{|n(g) − (g)| > t}
P
{
n−1
∣∣∣∣∣
n∑
i=1
g(Zi , Yi) − n(g)
∣∣∣∣∣ > t3
}
+P
{
n−1
∣∣∣∣∣
n∑
i=1
(1 − i )
(
g(Zi , Yi) − E
[
g(Zi , Yi)
∣∣∣Xi , Yi])
∣∣∣∣∣ > t3
}
+P
⎧⎨⎩n−1
∣∣∣∣∣∣
n∑
i=1
(1 − i )
⎛⎝ n∑
j=1,=i
jWj (Xi , Yi)g(Zj , Yj )
−E
[
g(Zi , Yi)
∣∣∣Xi , Yi]
⎞⎠∣∣∣∣∣∣ > t3
⎫⎬⎭
:=Dn1 + Dn2 + Dn3, (2.9)
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where
Wj(Xi , Yi) =
I {Yj = Yi}K
(
Xj−Xi
hn
)
∑n
k=1,=i kI {Yk = Yi}K
(
Xk−Xi
hn
) .
But by Hoeffding’s inequality Dn12e−
nt2
18
. Similarly, the terms
Ui = (1 − i )
(
g(Zi , Yi) − E[g(Zi , Yi)|Xi , Yi]
)
, i = 1, . . . , n
are independent, zero-mean (under the MAR assumption) random variables, bounded by −1 and
+1. Thus, one more application of Hoeffding’s inequality gives
Dn2 = P
{
n−1
∣∣∣∣∣
n∑
i=1
Ui
∣∣∣∣∣ > t3
}
2e− nt
2
18 .
As for the term Dn3, ﬁrst note that by the MAR assumption E [g(Zi , Yi)|Xi , Yi] = (p(Xi ))−1
×E[ig(Zi , Yi)|Xi , Yi], where p(Xi ) = P {i = 1|Xi} as before. Thus
Dn3  P
⎧⎨⎩n−1
n∑
i=1
∣∣∣∣∣∣
n∑
j=1,=i
jWj (Xi , Yi)g(Zj , Yj ) − E
[
g(Zi , Yi)|Xi , Yi
]∣∣∣∣∣∣ > t3
⎫⎬⎭

n∑
i=1
P
⎧⎨⎩
∣∣∣∣∣∣
∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
)
g(Zj , Yj )∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
)
−
E
[
ig(Zi , Yi)|Xi , Yi
]
p(Xi )
∣∣∣∣∣∣ > t3
⎫⎬⎭
:=
n∑
i=1
pn,i, (say). (2.10)
Let
(g|Xi , Yi) = E
[
ig(Zi , Yi)
∣∣∣Xi , Yi]
̂(g|Xi , Yi) =
∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
)
g(Zj , Yj )∑n
j=1,=i I {Yj = Yi}K
(
Xj−Xi
hn
)
p̂(Xi , Yi) =
∑n
j=1,=i j I {Yj = Yi}K
(
Xj−Xi
hn
)
∑n
j=1,=i I {Yj = Yi}K
(
Xj−Xi
hn
) .
Then, with p(Xi , Yi) := E(i |Xi , Yi)MAR= p(Xi ), one ﬁnds
pn,i = P
{∣∣∣∣ ̂(g|Xi , Yi)p̂(Xi , Yi) − (g|Xi , Yi)p(Xi , Yi)
∣∣∣∣ > t3
}
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= P
{∣∣∣∣−̂(g|Xi , Yi)/p̂(Xi , Yi)p(Xi , Yi)
(
p̂(Xi , Yi) − p(Xi , Yi)
)
+ ̂(g|Xi , Yi) − (g|Xi , Yi)
p(Xi , Yi)
∣∣∣∣ > t3
}
.
Using the fact that |̂(g|Xi , Yi)/p̂(Xi , Yi)|1, we can write
pn,iP
{∣∣∣p̂(Xi , Yi) − p(Xi , Yi)∣∣∣+ ∣∣∣̂(g|Xi , Yi) − (g|Xi , Yi)∣∣∣ > tpmin3
}
.
Also, deﬁne
Ŝ(g|Xi , Yi) = 1
(n − 1)hdn
n∑
j=1,=i
j I {Yj = Yi}K
(
Xj − Xi
hn
)
g(Zj , Yj )
S(g|Xi , Yi) = f (Xi )P {Y=Yi |Yi}E
[
ig(Zi , Yi)|Xi , Yi
]
=f (Xi )P {Y=Yi |Yi}(g|Xi , Yi)
r̂(Xi , Yi) = 1
(n − 1)hdn
n∑
j=1,=i
I {Yj = Yi}K
(
Xj − Xi
hn
)
r(Xi , Yi) = f (Xi )P {Y = Yi |Yi}.
Then ̂(g|Xi , Yi) = Ŝ(g|Xi , Yi)/̂r(Xi , Yi) and (g|Xi , Yi) = S(g|Xi , Yi)/r(Xi , Yi). Conse-
quently, one ﬁnds (with p1 = P {Y = 1})
pn,i  P
{∣∣∣p̂(Xi , Yi) − p(Xi , Yi)∣∣∣+
∣∣∣∣∣ Ŝ(g|Xi , Yi)r̂(Xi , Yi) − S(g|Xi , Yi)r(Xi , Yi)
∣∣∣∣∣ > tpmin3
}
 P
{∣∣∣p̂(Xi , Yi) − p(Xi , Yi)∣∣∣+ ∣∣∣∣ r̂(Xi , Yi) − r(Xi , Yi)r(Xi , Yi)
∣∣∣∣
+
∣∣∣∣∣ Ŝ(g|Xi , Yi) − S(g|Xi , Yi)r(Xi , Yi)
∣∣∣∣∣ > tpmin3
}
 P
{∣∣∣p̂(Xi , Yi) − p(Xi , Yi)∣∣∣+ 1
(p1 ∧ (1 − p1))fmin
(∣∣∣̂r(Xi , Yi) − r(Xi , Yi)∣∣∣
+
∣∣∣Ŝ(g|Xi , Yi) − S(g|Xi , Yi)∣∣∣) > tpmin3
}
, (2.11)
because r(Xi , Yi)(p1 ∧ (1 − p1))fmin. Now ﬁx 	 > 0 and observe that
P
{∣∣∣Ŝ(g|Xi , Yi) − S(g|Xi , Yi)∣∣∣ > 	}  EP{ ∣∣∣Ŝ(g|Xi , Yi) − E[Ŝ(g|Xi , Yi)|Xi , Yi]∣∣∣
+
∣∣∣E[Ŝ(g|Xi , Yi)|Xi , Yi]
−S(g|Xi , Yi)
∣∣∣ > 	∣∣∣∣Xi , Yi}.
To deal with the r.h.s. of the above expression, we need the following lemma to bound the “bias”
term E[Ŝ(g|Xi , Yi)|Xi , Yi] − S(g|Xi , Yi). 
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Lemma 2.2. Suppose that conditions C1–C4 hold. Then∣∣∣E[Ŝ(g|Xi , Yi)|Xi , Yi]− S(g|Xi , Yi)∣∣∣ hn · |const|.
As a consequence of Lemma 2.2, one ﬁnds for every 	 > 0, and n large enough,
P
{∣∣Ŝ(g|Xi , Yi) − S(g|Xi , Yi)∣∣ > 	}  EP{
∣∣∣∣∣Ŝ(g|Xi , Yi)
−E
[
Ŝ(g|Xi , Yi)|Xi , Yi
]∣∣∣ > 	2
∣∣∣∣∣Xi , Yi
}
= EP
⎧⎨⎩ 1n − 1
∣∣∣∣∣∣
n∑
j=1,=i

j (Xi , Yi)
∣∣∣∣∣∣ > 	2
∣∣∣∣∣Xi , Yi
⎫⎬⎭ ,
(2.12)
where

j (Xi , Yi) = h−dn
[
j I {Yj = Yi}K
(
Xj − Xi
hn
)
g(Zj , Yj )
−E
[
j I {Yj = Yi}K
(
Xj − Xi
hn
)
g(Zj , Yj )
∣∣∣Xi , Yi]].
But, conditional on (Xi , Yi), the terms
j ’s are independent, zero-mean randomvariables bounded
by −h−dn ‖K‖∞ and +h−dn ‖K‖∞. Furthermore, Var(
j (Xi , Yi)|Xi , Yi)=E(
2j (Xi , Yi)|Xi , Yi)
h−dn ‖K‖∞‖f ‖∞. Therefore an application of Bennett’s inequality to the conditional probability
on the r.h.s. of (2.12) yields
P
⎧⎨⎩(n − 1)−1
∣∣∣∣∣∣
n∑
j=1,=i

j (Xi , Yi)
∣∣∣∣∣∣>	2
∣∣∣Xi , Yi
⎫⎬⎭ 2 exp
{
− (n−1)h
d
n(	/2)2
2‖K‖∞[‖f ‖∞+	/2]
}
.
(2.13)
Since the above bound does not depend on (Xi , Yi) one obtains, for n large enough,
P
{∣∣Ŝ(g|Xi , Yi) − S(g|Xi , Yi)∣∣ > 	}  the bound in (2.13).
Similarly, one can also show (in fact, with less efforts) that ∀	′ > 0 and n large enough,
P
{∣∣∣̂r(Xi , Yi) − r(Xi , Yi)∣∣∣ > 	′} 2e− (n−1)hdn(	′/2)22‖K‖∞[‖f ‖∞+	′/2]
Finally, note that
|p̂(Xi , Yi) − p(Xi , Yi)| =
∣∣∣∣∣ Ŝ(1|Xi , Yi)r̂(Xi , Yi) − S(1|Xi , Yi)r(Xi , Yi)
∣∣∣∣∣

∣∣∣∣ r̂(Xi , Yi) − r(Xi , Yi)r(Xi , Yi)
∣∣∣∣+
∣∣∣∣∣ Ŝ(1|Xi , Yi) − S(1|Xi , Yi)r(Xi , Yi)
∣∣∣∣∣ .
(2.14)
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Since r(Xi , Yi)(p1 ∧ (1 − p1))fmin, where p1 = P {Y = 1}, one ﬁnds for every 	′′ > 0, (and
n large enough),
P
{∣∣∣p̂(Xi , Yi)−p(Xi , Yi)∣∣∣>	′′}
4 exp
{
−(n−1)hdn((p1 ∧ (1−p1))fmin	′′/4)2
2‖K‖∞
[‖f ‖∞+((p1 ∧ (1−p1))fmin	′′/4)]
}
. (2.15)
Putting all the above together, one ﬁnds, for n large enough,
pn,i  P
{∣∣∣Ŝ(g|Xi , Yi) − S(g|Xi , Yi)∣∣∣ > (p1 ∧ (1 − p1))fminpmint9
}
+P
{∣∣∣̂r(Xi , Yi) − r(Xi , Yi)∣∣∣ > (p1 ∧ (1 − p1))fminpmint9
}
+P
{∣∣∣p̂(Xi , Yi) − p(Xi , Yi)∣∣∣ > pmint9
}
 2
[
e−C6(n−1)hdnt2 + e−C7(n−1)hdnt2 + 2e−C8(n−1)hdnt2
]
 8e−C9(n−1)hdnt2 , (2.16)
where (2.16) is obtained upon taking 	 = 	′ = (p1∧(1−p1))fminpmint9 and 	′′ = pmint9 . Here, we
have used the fact that one only needs to bound pn,i for 0 < t < 12, (if t12 then pn,i = 0). This
is because the simple bound |g(Z, Y )| |Y | + |(Z)|2 implies that ∣∣∑nj=1, =i jWj (Xi , Yi)
g(Zj , Yj ) − E
[
g(Zi , Yi)
∣∣Xi , Yi]∣∣4; see the deﬁnition of pn,i as given earlier. The constants
C6–C9 above are positive and do not depend on n. The above bound in conjunction with (2.10),
(2.8), and (2.9) implies that for every  > 0, and n large enough,
P {Ln(̂n) − L(B) > }N∞
(
2
512
,M
)[
4e−C10n4 + 8ne−C9(n−1)hdn4
]
+ n().
(2.17)
Now, the theorem follows from the fact that hn → 0, as n → ∞ (and nhdn → ∞).
Proof of Lemma 2.2. To prove this lemma, start by writing
E
[
Ŝ(g|Xi , Yi)|Xi , Yi
]
− S(g|Xi , Yi)
= 1
n−1
n∑
j=1,=i
{
h−dn E
[
j I {Yj=Yi}K
(
Xj−Xi
hn
)
g(Zj , Yj )
∣∣∣Xi , Yi]−S(g|Xi , Yi)}
:= 1
n − 1
n∑
j=1,=i
In,i,j . (2.18)
But E
[
j I {Yj = Yi}K
(
Xj − Xi
hn
)
g(Zj , Yj )
∣∣∣Xi , Yi]
= E
{
I {Yj = Yi}K
(
Xj − Xi
hn
)
E
[
j g(Zj , Yj )|Xi , Yi,Xj , Yj
]
︸ ︷︷ ︸
∣∣∣Xi , Yi}
= E [j g(Zj , Yj )|Xj , Yj ] (by independence)
= (g|Xj , Yj ).
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Therefore,
In,i,j = h−dn E
[
I {Yj = Yi}K
(
Xj − Xi
hn
)
(g|Xj , Yj )
∣∣∣Xi , Yi]
−f (Xi )P {Y = Yi |Yi}(g|Xi , Yi)
= h−dn E
[(
(g|Xj , Yj ) − (g|Xi , Yi)
)
I {Yj = Yi}K
(
Xj − Xi
hn
) ∣∣∣Xi , Yi]
+E
[
(g|Xi , Yi)
{
h−dn I {Yj = Yi}K
(
Xj − Xi
hn
)
−f (Xi )P {Y = Yi |Yi}
} ∣∣∣∣Xi , Yi]
:= I (1)n,i,j + I (2)n,i,j .
Taylor expansion gives
∣∣∣I (1)n,i,j ∣∣∣ h−dn E
[
d∑
k=1
∣∣∣∣(g|X∗, Yi)xk
∣∣∣∣ · ∣∣∣Xjk − Xik∣∣∣K(Xj − Xihn
) ∣∣∣∣Xi , Yi
]
,
where Xjk and Xik are the kth components of the vectors Xj and Xi , respectively, and X∗ is on
the interior of the line segment joining Xi and Xj . Let Cmax = maxi=0,1 ∨dk=1
∥∥∥(g|x,i)xk ∣∣∣x=.∥∥∥∞,
where the notation
∥∥∥(g|x,i)xk ∣∣∣x=.∥∥∥∞ stands for supy∈d
∣∣∣∣(g|x,i)xk ∣∣∣x=y
∣∣∣∣. Then by condition C4,
Cmax < ∞, and consequently,
|I (1)n,i,j |  Cmax
d∑
k=1
∫
Rd
|xk − Xik|h−dn K
(
x − Xi
hn
)
f (x) dx
 Cmax‖f ‖∞
d∑
k=1
∫
Rd
hn|uk|K(u) du
 |const|hn (by condition C3).
As for the term I (2)n,i,j , ﬁrst note that
I
(2)
n,i,j = (g|Xi , Yi)E
[
h−dn I {Yj = Yi}K
(
Xj − Xi
hn
)
− f (Xi )P {Y = Yi |Yi}
∣∣∣Xi , Yi] .
Let fy(x) be the conditional density of X, given class y (y = 0, 1). Then
E
[
h−dn I {Yj = Yi}K
(
Xj − Xi
hn
) ∣∣∣Xi , Yi]
=
∫
Rd×{0,1}
h−dn I {y = Yi}K
(
u − Xi
hn
)
f (u, y) dy du
(where f (u, y) = fy(u)P {Y = y} and y = 0, 1)
=
∑
k=0,1
P {Y = k}I {Yi = k}
∫
Rd
h−dn K
(
u − Xi
hn
)
fk(u) du.
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Furthermore, noticing that P {Y = Yi |Yi} = ∑k=0,1 P {Y = k}I {Yi = k}, and taking into
account the fact that K(·) integrates to 1 over Rd (by condition C3) one ﬁnds
I
(2)
n,i,j=(g|Xi , Yi)
∑
k=0,1
P {Y=k}I {Yi=k}
∫
Rd
h−dn K
(
u−Xi
hn
)[
fk(u)−fk(Xi )
]
du.
Since |(g|Xi , Yi)| 1 and |P {Y = k}I {Yi = k}| 1, one obtains
|I (2)n,i,j | 
∑
k=0,1
∣∣∣∣∫Rd [fk(Xi + hnv) − fk(Xi )]K(v) dv
∣∣∣∣
 hn
∑
k=0,1
d∑
m=1
‖f (x)/xm|x=·‖∞
∫
Rd
|vm|K(v) dv (via Taylor expansion)
= |const|hn (by condition C2).
This completes the proof of Lemma 2.2. 
3. Horvitz–Thompson-type estimators
The assumption of total boundedness imposed on the class M in the previous section is rather
restrictive and undesirable. In practice supnorm covers or equivalently N∞(·,M), can be very
large and one is typically interested in carrying out the analysis based on empirical L1-norm
coverings of the underlying class. That is, one is interested in ﬁnding bounds such as the one in
Theorem 2.2, withN∞(·,M) replaced by the expected value of the empirical covering number of
the classM (with respect to the empirical L1-norm). However, in this case the dependence struc-
ture among the terms (which is caused by the kernel-based imputation approach of the previous
section) prevents one from applying standard Dudley-Pollard [11], symmetrization arguments to
dealwith the resulting empirical processes. To achieve our goal, we propose aHorvitz–Thompson-
type estimation approach, which works by weighting the complete cases by the inverse of the
missing data probabilities. For other results related to the estimation and inference for the mean
of a distribution (where the estimation is done via weighting of the complete cases by the inverse
of missing data probabilities) see, for example, [14,8,12]. In the present case of classiﬁcation with
missing covariates, start by deﬁning
L̂n,p() = 1
n
n∑
i=1
i
p(Xi )
∣∣∣Yi − (Zi )∣∣∣2. (3.1)
Clearly, the above estimator is unbiased under the MAR assumption: E[L̂n,p()] MAR= E|Y −
(Z)|2. Of course the estimator in (3.1) is useful when the function p(x) is known. If this is not
the case, one may use a data-based estimator p̂(x) in which case (3.1) becomes
L̂n,pˆ() = 1
n
n∑
i=1
i
p̂(Xi )
∣∣∣Yi − (Zi )∣∣∣2. (3.2)
Now let
n =
⎧⎪⎨⎪⎩
argmin
∈M
L̂n,p() if p(·) is known,
argmin
∈M
L̂n,pˆ() otherwise,
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and deﬁne the corresponding classiﬁer by n(Z, ) = n,1(Z) + (1 − )n,0(X), where
n,1(Z) = I {n(Z) > 12 } and for any estimator n of , n,0(X) = I {n(X) > 12 }. How
good is n? The answer is partially buried in the following result. Fix the data Dn and for any
 > 0, let N1(,M, (Zi , i )ni=1) be the -covering number of M with respect to the empirical
L1-norm, based on the complete cases. That is, N1(,M, (Zi , i )ni=1) is the cardinality of the
smallest subclass of functions M = {1, . . . , N(): Rd+p → [0, 1]}, with the property that for
every  ∈ M there is a ∗ ∈ M such that (∑nj=1 j )−1∑ni=1 i |(Zi ) − ∗(Zi )| < , provided
that
∑n
j=1 j > 0.
Theorem 3.1. Let n be as deﬁned above. Also, let n() be as in (2.2). If the function p(x) =
P { = 1|X = x} is known then, under conditions C1 and C2, there is an n0 such that for all
n > n0,
P {Ln(n) − L(B) > }4E
[
N1
(
C14
2,M, (Zi , i )ni=1
)]
e−C15n4 + n(),
where C14 = pmin/1024 and C15 is a positive constant not depending on n.
The following proof is based on symmetrization arguments that goes back to Dudley [6] and
Pollard [11]; such methods also appear in empirical process techniques, under “Rademacher
Complexity”, in machine learning literature; see, for example, [1,2].
Proof of Theorem 3.1. Let G ≡ GM be as in (2.7) and (g) = Eg(Z, Y ) := E|Y − (Z)|2.
Also put n,p(g) = 1n
∑n
i=1
i
p(Xi ) g(Zi , Yi). Then, as in the proof of Theorem 2.2, one has
Ln(n) − L(B)2
√
2 sup
g∈G
|n,p(g) − (g)| + 2E
[
(1 − p(X))|n(X) − (X)|
∣∣∣Dn].
In other words, ∀ > 0,
P {Ln(n) − L(B) > }P
{
sup
g∈G
∣∣∣n,p(g) − (g)∣∣∣ > 232
}
+ n().
We shall use symmetrization arguments to ﬁnish the proof. Fix the data Dn. If supg∈G |n,p(g)
−(g)| > 232 then there is a g ∈ G (which will depend on the data Dn) such that |n,p(g) −
(g|Dn)| > 232 , where (g|Dn) = E[g(Z, Y )|Dn]. Let D′n = {(Z′1, Y ′1, ′1), . . . , (Z′n, Y ′n, ′n)}
be an iid ghost sample, where (Z′i , Y ′i , 
′
i )
iid=(Z1, Y1, 1). Put
′n,p(g) =
1
n
n∑
i=1
′i
p(X′i )
g(Z′i , Y ′i )
and observe that
P
{∣∣∣′n,p(g) − (g|Dn)∣∣∣ < 264
∣∣∣Dn} = 1 − P {∣∣∣′n,p(g) − (g|Dn)∣∣∣ 264
∣∣∣Dn}
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1 − sup
g∈G
P
{∣∣∣∣∣1n
n∑
i=1
′
p(X′i )
g(Z′i , Y ′i ) − (g)
∣∣∣∣∣  264
}
1 − 64
2
n4
sup
g∈G
Var
(
1
p(X1)
g(Z1, Y1)
)
1 − 64
2
n4
.
‖g‖2∞
p2min
>
1
2
for n large enough.
Therefore, for n large,
1
2
< P
{∣∣∣′n,p(g) − (g|Dn)∣∣∣ < 264
∣∣∣Dn}
 P
{
−
∣∣∣′n,p(g) − n,p(g)∣∣∣+ ∣∣∣n,p(g) − (g|Dn)∣∣∣ < 264
∣∣∣∣Dn}
 P
{∣∣∣′n,p(g) − n,p(g)∣∣∣ > 264
∣∣∣Dn}
 P
{
sup
g∈G
∣∣∣′n,p(g) − n,p(g)∣∣∣ > 264
∣∣∣Dn} . (3.3)
Now, the far left and far right sides of (3.3) do not depend on any speciﬁc g, and the chain of
inequalities between them is valid on the set {supg∈G |n,p(g) − (g)| > 
2
32 }. Thus, multiplying
the two far sides of (3.3) by I {supg∈G |n,p(g) − (g)| > 
2
32 } and taking expectation w.r.t. the
distribution of Dn, one ﬁnds
1
2
P
{
sup
g∈G
|n,p(g) − (g)| >
2
32
}
 P
{
sup
g∈G
|′n,p(g) − n,p(g)| >
2
64
}
= P
{
sup
g∈G
1
n
∣∣∣∣∣
n∑
i=1
[
ig(Zi , Yi)
p(Xi )
−
′
ig(Z′i , Y ′i )
p(X′i )
]∣∣∣∣∣> 264
}
.
Let R1, . . . , Rn be iid with P {Ri = −1} = 12 = P {Ri = +1}; here R1, . . . , Rn are independent
of both Dn and D′n. Then
P
{
sup
g∈G
|n,p(g) − (g)| >
2
32
}
2P
{
sup
g∈G
1
n
∣∣∣∣∣
n∑
i=1
Ri
[
ig(Zi , Yi)
p(Xi )
− 
′
ig(Z′i , Y ′i )
p(X′i )
]∣∣∣∣∣ > 264
}
4P
{
sup
g∈G
1
n
∣∣∣∣∣
n∑
i=1
Riig(Zi , Yi)/p(Xi )
∣∣∣∣∣ > 2128
}
. (3.4)
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Fix Dn and let Gn,256−12pmin be an empirical L1
2pmin
256 -cover of G based on the complete cases
only. I.e., ∀g ∈ G, there is a g∗ ∈ Gn,256−12pmin such that 1n
n∑
i=1
i |g(Zi , Yi) − g∗(Zi , Yi)| <
2pmin
256 . Let N1
(
2pmin
256 ,G, (Zi , Yi, i )ni=1
)
be the 
2pmin
256 -covering number of G. Then for some
g∗ ∈ Gn,256−12pmin ,
1
n
∣∣∣∣∣
n∑
i=1
Riig(Zi , Yi)/p(Xi )
∣∣∣∣∣  1n
∣∣∣∣∣
n∑
i=1
Rii
p(Xi )
[g(Zi , Yi) − g∗(Zi , Yi)]
∣∣∣∣∣
+1
n
∣∣∣∣∣
n∑
i=1
Riig
∗(Zi , Yi)/p(Xi )
∣∣∣∣∣
 1
pmin
.
2pmin
256
+ 1
n
∣∣∣∣∣
n∑
i=1
Riig
∗(Zi , Yi)/p(Xi )
∣∣∣∣∣ .
Therefore,
r.h.s. of (3.4)  4EP
⎧⎨⎩ supg∈G
n,256−12pmin
∣∣∣∣∣1n
n∑
i=1
Riig(Zi , Yi)/p(Xi )
∣∣∣∣∣ > 2256
∣∣∣Dn
⎫⎬⎭
 4E
[
N1
(
2pmin
256
,G, (Zi , Yi, i )ni=1
)]
e
− 2n(2/256)2
4(‖g‖∞/pmin)2 . (3.5)
But N1
(
2pmin/256, G, (Zi , Yi, i )ni=1
)
N1
(
2pmin/1024, M, (Zi , i )ni=1
)
, which com-
pletes the proof of Theorem 3.1. 
Next, in order to study the case where the function p(x) is unknown, we consider two possible
estimators to be used in L̂n,pˆ(), (see expression (3.2)). Our ﬁrst estimator is the kernel-type
regression estimator:
p̂(Xi ) =
∑n
j=1,=i jK
(
Xj−Xi
hn
)
∑n
j=1,=i K
(
Xj−Xi
hn
) .
The resulting classiﬁer is
̂n(Z, ) = ̂n,1(Z) + (1 − )n,0(X),
where ̂n,1(Z) = I {n(Z) > 12 } with n = argmin∈M L̂n,pˆ(), and n,0(X) = I {n(X) > 12 }
as before. To study the performance of ̂n, we ﬁrst state the following condition.
C5: The partial derivatives xi p(x), where i = 1, . . . , d, exist and are bounded on the compact
support of f, uniformly in x.
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Theorem 3.2. Supposed that conditions C1, C2, C3, and C5 hold. Then ∀ > 0, there is an n0
such that for n > n0
P
{
Ln(̂n) − L(B) > 
}
4E
[
N1
(
2pmin
512
,G, (Zi , Yi, i )ni=1
)]
e−C16n4+4ne−C17nhdn4+4ne−C18nhdn+n(),
where the positive constants C16, C17, and C18 do not depend on n, and n() is as in (2.2).
Proof. Let G be as in (2.7), and for every g ∈ G put n,pˆ(g) = 1n
∑n
i=1
i
p̂(Xi ) g(Zi , Yi), and
(g) = Eg(Z, Y ). Since
i
p̂(Xi )
g(Zi , Yi) = −ig(Zi , Yi)
p̂(Xi )
[
p̂(Xi )
p(Xi )
− 1
]
+ i
p(Xi )
g(Zi , Yi),
one ﬁnds (using Corollary 2.1),
P
{
Ln(̂n) − L(B) > 
}
 P
{
sup
g∈G
|n,pˆ(g) − (g)| >
2
32
}
+ n()
 P
{
sup
g∈G
|n,p(g) − (g)| >
2
64
}
+P
{
1
n
n∑
i=1
∣∣∣∣ 1p̂(Xi )
∣∣∣∣ · ∣∣∣∣ p̂(Xi )p(Xi ) − 1
∣∣∣∣ > 264
}
+ n()
:= n,1 + n,2(p̂) + n(). (3.6)
But, by the arguments leading to (3.5) in the proof of Theorem 3.1, one ﬁnds
n,14E
[
N1
(
C19
2,G, (Zi , Yi, i )ni=1
)]
e−C16n4 , (3.7)
where C19 = pmin/512 and the constant C16 > 0 does not depend on n. As for the term n,2(p̂),
ﬁrst observe that n,
n,2(p̂)  P
{[
1
n
n∑
i=1
∣∣∣∣ 1p̂(Xi )
∣∣∣∣ · ∣∣∣∣ p̂(Xi )p(Xi ) − 1
∣∣∣∣ > 264
]⋂ n⋂
i=1
[
p̂(Xi )
pmin
2
]}
+P
{
n⋃
i=1
[
p̂(Xi ) <
pmin
2
]}
,

n∑
i=1
P
{
2
p2min
∣∣∣p̂(Xi ) − p(Xi )∣∣∣ > 264
}
+
n∑
i=1
P
{
p̂(Xi ) <
pmin
2
}
.
However, arguments similar to (and, in fact, simpler than) those used in the derivation (2.15) can
be used to show that for every  > 0 and n large enough,
P
{∣∣∣p̂(Xi ) − p(Xi )∣∣∣ > ∣∣∣∣Xi} 4e−C17nhdn2 ,
where C17 > 0 does not depend on n. The theorem now follows upon noticing that P {p̂(Xi ) <
pmin/2}P {|p̂(Xi ) − p(Xi )| > pmin/2}. 
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Clearly the bound in Theorem 3.2 is not as tight as the one in Theorem 3.1 in the sense that
the effective sample size appearing in the exponential function is nhdn rather than n. This is the
price to pay for replacing p(x) by its kernel estimator. To motivate our second estimator, suppose
that one knows in advance that the unknown p belongs to some known class P of functions
p : Rd → [pmin, 1], where pmin = infx P { = 1|X = x} is assumed to be known. Then one
may consider the least-squares estimator
p˜ = inf
p∈P
1
n
n∑
i=1
|i − p(Xi )|2.
Also, let ˜n = argmin∈M L̂n,p˜(), with p˜ as above, and deﬁne the corresponding classiﬁer
˜n(Z, ) = ˜n,1(Z) + (1 − )n,0(X),
where ˜n,1(Z) = I {˜n(Z) > 12 } and n,0(X) = I {n(X) > 12 }, for any estimator n of . The
following theorem provides performance bound for ˜n.
Theorem 3.3. Let p˜ be as above and suppose that conditions C1 and C2 hold. Then ∀ > 0 there
is an n0 such that for all n > n0,
P {Ln(˜n) − L(B) > }
12n(2,P,G)e−C20n4 + 8E
[
N1
(
C21
4,P, (Xi )ni=1
)]
e−C22n8 + n(),
where C21 = p4min/((16)(128)2), C20 and C22 are positive constants not depending on n, and
n(
2,P,G) = E
[
N1
(
pmin2
512
,G, (Zi , Yi, i )ni=1
)∨
N1
(
p2min
2
1024
,P, (Xi )ni=1
)]
.
Proof. Replace p̂ with p˜ in the proof of Theorem 3.2 and note that (see (3.6))
P {Ln(̂n) − L(B) > }n,1 + n,2(p˜) + n(),
where n,1 is bounded according to (3.7). As for the term n,2(p˜), observe that
n,2(p˜)  P
{
1
np2min
n∑
i=1
∣∣∣p˜(Xi ) − p(Xi )∣∣∣ > 264
}
 P
{
sup
p′∈P
∣∣∣∣∣1n
n∑
i=1
∣∣∣p′(Xi ) − p(Xi )∣∣∣− E∣∣∣p′(X) − p(X)∣∣∣
∣∣∣∣∣ > p2min2128
}
+P
{
E
[∣∣∣p˜(X) − p(X)∣∣∣∣∣∣Dn] > p2min2128
}
:= n,2(i) + n,2(ii).
The term n,2(i) can be bounded using standard results from the empirical processes theory (see,
for example, [11, pp. 26–27] or [5, Theorem 29.1]), according to
n,2(i)8E
[
N1
(
C24
2,P, (Xi )ni=1
)]
e
− np
4
min
4
(128)3 ,
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where C24 = p2min/1024. To deal with n,2(ii), let
L̂(p) = 1
n
n∑
i=1
∣∣∣p(Xi ) − i∣∣∣2,
and note that
n,2(ii)  P
{
E
[
|p˜(X) − p(X)|2
∣∣∣Dn] > p4min41282
}
(Cauchy–Schwarz inequality)
= P
{
E
[
|p˜(X)−|2
∣∣∣Dn]−E|p(X)−|2>p4min41282
}
(since p(X)=E(|X))
 P
{
2 sup
p′∈P
∣∣∣∣L̂(p′) − E∣∣∣p′(X) − ∣∣∣2∣∣∣∣ > p4min41282
}
,
where we have used the fact that
E
[
|p˜(X) − |2
∣∣∣Dn]− E|p(X) − |2 = E [|p˜(X) − |2∣∣∣Dn]− inf
p′∈P
E|p′(X) − |2
= sup
p′∈P
{
E
[
|p˜(X) − |2
∣∣∣Dn]− L̂(p˜) + L̂(p˜) − L̂(p′) + L̂(p′) − E|p′(X) − |2}
2 sup
p′∈P
∣∣∣∣L̂(p′) − E∣∣∣p′(X) − ∣∣∣2∣∣∣∣ (because L̂(p˜) − L̂(p′)0 by the deﬁnition of p˜).
Hence
n,2(ii)8E
[
N1
(
C25
4,P, (Xi , Yi)ni=1
)]
e
−np8
min
8/C26 ,
whereC25 = p4min/((16)(128)2) and the constantC26 > 0 does not depending on n. This complete
the proof of Theorem 3.3. 
4. Concluding remarks
This article proposes some new techniques for nonparametric classiﬁcation in the presence of
missing covariates. We have employed kernel-based imputation as well as Horvitz–Thompson-
type inverse weighting approaches to handle the presence of missing covariates. The performance
of the resulting classiﬁers is assessed by obtaining exponential bounds on the deviations of their
conditional errors from that of the Bayes classiﬁer. It should also be mentioned that:
(a) Except for the bound in Theorem 2.1, which is nonasymptotic, all the other bounds in this
article are asymptotic in the sense that they hold for large n. Since these bounds are sufﬁcient for
establishing strong consistency results, no attempts have been made to obtain the best (tightest)
values of the constants that appear in various bounds.
(b) The bounds, found in Section 2, are based on the assumption of total boundedness of the
class M, with respect to ‖ · ‖∞. Many important classes of functions are totally bounded with
respect to ‖ · ‖∞; here we give two examples:
Example 1 (Differentiable functions). For i = 1, . . . s, let ki0 be non-negative integers. Put
k = (k1, . . . , ks) and let k = k1 + · · · + ks . Also, for any g : Rs → R, deﬁne D(k)g(u) =
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kg(u)/uk11 , . . . , u
ks
s . Consider the class of functions with bounded partial derivatives of
order r:
G =
{
g : [0, 1]d → R1
∣∣∣ ∑
k r
sup
u
|D(k)g(u)|A < ∞
}
.
Then, for every  > 0, log N∞(,G)M−, where  = d/r and M ≡ M(d, r); this is due to
Kolmogorov and Tikhomirov [9].
Example 2. Consider the class  of all convex functions  : C → [0, 1], where C ⊂ Rd
is compact and convex. If  satisﬁes | (z1) − (z2) |L|z1 − z2|, for all z1, z2 ∈ C, then
logN∞(,)M−d/2, for every  > 0, where M ≡ M(d,L); see [13].
(c) Since supnorm covers (equivalently the quantity N∞(·,M) that appears in Theorems 2.1
and 2.2) can be very large, and sinceLp-norm covers, which are weaker, depend on the underlying
unknown probability distribution, we have also carried out our analysis w.r.t. the empirical L1-
norm covering of the class M. This was achieved via the so-called Horvitz–Thompson “inverse
weighting” of the complete cases. Although the resulting covering numbers depend on n, the fact
that they are smaller than supnorm covers makes them more attractive (in the sense of giving
smaller bounds).
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