Akaike's Bayesian information criterion (ABIC) has been widely used in geophysical inversion and beyond. However, little has been done to investigate its statistical aspects. We present an alternative derivation of the marginal distribution of measurements, whose maximization directly leads to the invention of ABIC by Akaike. We show that ABIC is to statistically estimate the variance of measurements and the prior variance by maximizing the marginal distribution of measurements. The determination of the regularization parameter on the basis of ABIC is actually equivalent to estimating the relative weighting factor between the variance of measurements and the prior variance for geophysical inverse problems. We show that if the noise level of measurements is unknown, ABIC tends to produce a substantially biased estimate of the variance of measurements. In particular, since the prior mean is generally unknown but arbitrarily treated as zero in geophysical inversion, ABIC does not produce a reasonable estimate for the prior variance either.
Introduction
A linear inverse ill-posed problem can often be written symbolically as the following linear model:
where y is an (n×1) vector of measurements, A is the deterministic coefficient matrix, which is assumed to be theoretically of full column rank but with singular values close to zero, β is a (t × 1) vector of unknown parameters to be estimated, and the random error vector ǫ is of zero mean and variancecovariance matrix Wσ 2 , W is an (n × n) (positive definite) weighting matrix. If the least squares (LS) method is applied to (1), we have the weighted LS solution of β below:
Althoughβ is unbiased, it can become highly unstable and practically meaningless physically, because the normal matrix A T WA, often denoted by N = A T WA, is of almost zero eigenvalues (see e.g., Phillips 1962; Tikhonov 1963; Tikhonov and Arsenin 1977) .
To obtain a mathematically and/or physically meaningful solution to inverse ill-posed problems (1), we can either limit ourselves to a sub-space spanned by the vectors corresponding to sufficiently large eigenvalues (see e.g., Xu 1998) or add a positive (semi-)definite matrix, say W β κ, to the normal matrix N such that the addition of both matrices avoids sufficiently small eigenvalues, where W β is positive (semi-)definite and κ is a positive scalar. This latter method is well known either as ridge regression in the statistical literature (see e.g., Hoerl and Kennard 1970; Vinod and Ullah 1981; Xu 1992a; Xu and Rummel 1994) or regularization in the literature of mathematics and applied sciences (see e.g., Tikhonov 1963; Tikhonov and Arsenin 1977) , with the solution being given as follows:
which will be called a regularized solution in this letter, for simplicity but without loss of confusion. Determination of the regularization parameter κ is of crucial importance in regularizing the inverse illposed model (1). If κ is too small, the regularized solutionβ r of (3) may still remain unstable; however, if it is chosen too large,β r will become over-smoothed. In particular, if κ tends positively to infinity, β r will shrink towards zero and the measurements y play no role at all in retrieving the information on β. There are a number of methods to determine the regularization parameter κ, depending on how the regularized solutionβ r of (3) is interpreted. The view points can be either presented in terms of frequentist, under the Bayesian framework, or even intuitively in terms of some norms of residuals of measurements and/or estimates of β.
From the frequentist point of view,β r of (3) has been known as a biased estimator of β. As a result, the regularization parameter has been mainly motivated to compromise between noise amplification and bias such as the criterion of mean squared errors (see e.g., Hoerl and Kennard 1970; Vinod and Ullah 1981; Xu 1992a; Xu and Rummel 1994) or predict measurements such as generalized cross-validation and maximum likelihood (see e.g., Golub et al. 1979; Wahba 1985; Xu 2009 ). Norms of residuals and parameters have played an important role in choosing the regularization parameter. Very often, one can either determine the regularization parameter, given a fixed level of noise for the residual norm (see e.g., Miller 1970; Tikhonov and Arsenin 1977; Morozov 1984) or by finding a balance between some norms of residuals and parameters (see e.g., Hansen and O'Leary DP 1993) .
The inverse ill-posed model (1) has also been solved under the Bayesian framework (see e.g., Akaike 1980; Tarantola 1987) . Assuming that there exists prior information on the parameters β in terms of the first and second (central) moments, namely,
where the prior vector µ is given, D(·) stands for variance operator, W β is a positive definite matrix and the scalar σ 2 β is given as well. Then applying stochastic inference to inverse problems (1) with prior information (4) results in the following estimator:
If the prior values µ are equal to zero, namely, µ = 0, and denoting κ = σ 2 /σ 2 β , then the stochastic inferenceβ i of (5) formally becomes the regularized or biased solutionβ r of (3).
An alternative use of prior information to solve inverse problems (1) is based on full Bayesian inference, which requires the assumption of distributions of both measurements and prior data. As in the case of regularization and/or stochastic inference, proper choice of the regularization parameter is crucial in Bayesian inversion. Akaike (1980) proposed a Bayesian information criterion to determine the regularization parameter, which has since been widely applied in geophysical inversion. However, little has been known about statistical aspects of Akaike's Bayesian information criterion (ABIC) for ill-posed inverse problems. The purpose of this paper is primarily to investigate statistical performances of ABIC. We will provide an alternative representation of the marginal distribution of measurements. We will show that the ABIC determination of regularization parameter is statistically equivalent to estimating the variance σ 2 of measurements and the prior variance σ 2 β . We will also prove in this section that if the prior mean µ is unknown but arbitrarily treated as zero, as almost always in the case of practical geophysical inversion, the estimate of σ 2 will be significantly biased, which will further affect the estimate of σ 2 β and thus further the determination of the regularization parameter. The theoretical results will then be summarized in the concluding remarks.
ABIC and its statistical aspects
The measurement and prior distributions are usually assumed to be normal and respectively given as follows:
and
as can be found, for example, in Zellner (1971) and Akaike (1980) , where det(·) stands for the determinant of a square matrix. Then the joint distribution density of both y and β is given by
Bayesian inference on β has been done on the basis of the following posterior distribution of β given the measurements y:
where π(β/y, σ 2 , σ 2 β ) stands for the posterior distribution of β given y, and m(y/σ 2 , σ 2 β ) is the marginal distribution of y, which is defined and given as follows:
As a result, one can derive the Bayesian (posterior) estimate, either by maximizing or computing the posterior mean from the posterior distribution π(β/y, σ 2 , σ 2 β ) of (8), which is denoted byβ b and simply written belowβ
(see e.g., Zellner 1971; Akaike 1980) . It is obvious that both stochastic and Bayesian inferences result in the same estimator under the assumption of normal distributions by comparingβ i of (5) withβ b of (10). The Bayesian posterior estimator (10) can also be equivalently rewritten aŝ
indicating thatβ b is actually the weighted mean of the LS estimateβ and the prior mean µ. If the prior distribution is too poor to be useful, or more precisely, σ 2 β =⇒ ∞, thenβ b becomesβ. However, for an ill-posed inverse problem, the LS estimateβ can be too poor in accuracy and the prior information will constrainβ b even for a large value of σ 2 β . If µ = 0 in (10), the corresponding Bayesian estimator is then denoted byβ b0 and (10) becomeŝ
which essentially turns out to beβ r of (3).
Remark 1: For a geophysical inverse problem, the geophysical signals we are seeking from measurements y are not equal to zero. In other words, it is generally not fair/reasonable to assume µ = 0; otherwise, we have no reasons to collect the data y, as explained in the case of satellite gravimetry (Xu and Rummel 1994) . By setting µ = 0 for geophysical inverse problems, the Bayesian estimator (12) is biased, as correctly pointed out by Akaike (1980) (see also Xu 1992b) . From this point of view, it may become easily understandable why the regularized solutionβ r of (3) has been called a biased estimator from the frequentist point of view.
Realizing the importance of choosing the parameter κ, or equivalently σ 2 and σ 2 β , Akaike (1980) proposed a criterion by maximizing the marginal distribution of y, i.e. m(y/σ 2 , σ 2 β ) of (9) to choose κ, which is known as Akaike's Bayesian information criterion or simply ABIC. ABIC has since been widely applied to geophysical inverse problems, as can be seen, for example, in Tamura et al. (1991) , Yabuki and Matsu'ura (1992) and Fukuda and Johnson (2008) , just to name a few of geophysical applications.
Although m(y/σ 2 , σ 2 β ) plays a key role in ABIC, it was simply given in Akaike (1980) without providing any details of its derivation, which has been further basically used verbatim in geophysical applications (see e.g., Tamura et al. 1991; Yabuki and Matsu'ura 1992) . Given the normal distribution (6a) of measurements and the normal prior distribution (6b), we have re-derived the marginal distribution m(y/σ 2 , σ 2 β ) of the measurements y, which is simply given as follows:
where
The detailed derivation of (13) is given in appendix A. The univariate version of (13) can be found in Zellner (1971, p.28 ). The marginal distribution m(y/σ 2 , σ 2 β ) appears to be formally different from the corresponding distribution in Akaike (1980) , they are essentially identical.
It has become clear that ABIC for geophysical inversion is the same as estimating the two unknown variance components σ 2 and σ 2 β or equivalently, the unknown variance σ 2 and the relative weight κ, by maximizing the marginal distribution (13) of measurements. Mathematically, maximizing m(y/σ 2 , σ 2 β ) of (13) is equivalent to minimizing min: L(σ 2 , σ 2 β ) = ln{det(Σ py )} + (y − Aµ) T Σ −1 py (y − Aµ).
Since κ = σ 2 /σ 2 β , the objective function L(σ 2 , σ 2 β ) can also be rewritten in terms of σ 2 and κ as follows:
where E py = W −1 + AW −1 β A T /κ. We should like to note that L(σ 2 , κ) of (16) is essentially the same as the corresponding formula in Section 5 of Akaike (1980) . Case 1: both σ 2 and σ 2 β unknown.
Differentiating L(σ 2 , κ) of (16) with respect to σ 2 and letting it equal to zero, we have
Given the prior variance σ 2 β or the equivalent relative weight κ, it is rather easy to prove that σ 2 of (17) is an unbiased estimate of σ 2 . Substituting (17) into (16) and neglecting a constant term, we have the ABIC for determining the relative weight (or regularization parameter) κ as follows:
The likelihood function L(κ) consists of two parts: a positive definite quadratic form of the predicted residuals (y − Aµ) and their cofactor matrix E py . It is easy to prove mathematically that the first part of L(κ) increases with κ, while the second part decreases with the increase of κ.
Although µ is generally not equal to zero but unknown in geophysical inversion, it is almost always replaced with a zero vector under the framework of Bayesian geophysical inversion. In this case, by imposing µ = 0 (even if we know it cannot not zero), both formulae (17) and (18) become
respectively. Given a value κ, applying the expectation operator to (19) yields
which clearly indicates that σ 2 s of (19) can be significantly biased from its true value σ 2 , depending on the true values of measurements, where y stands for the vector of true values of measurements y. On the other hand, since both L(κ) of (18) and L s (κ) of (20) are different only in whether the predicted residuals (y − Aµ) or the measurements y are used to compute the positive definite quadratic form. Since y are generally larger than the residuals (y − Aµ), the relative weighting factor or regularization parameter κ is expected to be estimated with a bias. As a result, we expect that the prior variance σ 2 β will also be computed with a bias from both σ 2 s and κ.
Case 2: σ 2 known but σ 2 β unknown.
If σ 2 is given/known but σ 2 β unknown, use of ABIC to determine the regularization parameter is mathematically equivalent to finding the best estimate of the prior variance σ 2 β such that it maximizes the marginal distribution m(y/σ 2 , σ 2 β ) of measurements to most favor the output of the measurements y. It is also equivalent to finding the optimal ABIC estimate of σ 2 β (or κ) that minimizes the following likelihood function:
As in the case of L(κ) in (18), the first term of L b (κ) increases with κ, while its second term with the cofactor matrix E py decreases with the increase of κ.
Since the prior mean µ is practically unknown in geophysical inversion, it is almost always treated as zero and the likelihood function L b (κ) of (22) becomes L bs (κ) = y T E −1 py y/σ 2 + ln{det(E py )}.
Since y is generally expected to be much larger in size than the predicted residual vector (y − Aµ), the optimal κ from minimizing (23) may tend to be smaller than that from minimizing (22). Thus, arbitrarily assigning the prior mean µ to zero would affect the ABIC estimate of σ 2 β .
Concluding remarks
Akaike's Bayesian information criterion (ABIC) was proposed by Akaike (1980) and has since been widely applied in geophysical inversion. The ABIC method is to determine the regularization parameter such that the marginal distribution of measurements is maximized. In other words, the ABIC-based regularization parameter is optimally chosen to most favor the output of the collected measurements. However, little has been done to investigate its statistical aspects for geophysical inversion. We have presented an alternative representation of the marginal distribution of measurements, which is the starting point of ABIC. We have shown that ABIC for geophysical inverse problems is statistically equivalent to estimating the variance of measurements and the prior variance by maximizing the marginal distribution of measurements or minimizing the likelihood function of the variance of measurements and the prior variance. If the prior distribution is correct, the regularization parameter actually reflects the relative weighting factor between these two variances. We have proved that if the noise level of measurements is unknown, ABIC tends to produce a substantially biased estimate of the variance of measurements. In particular, since the prior mean is generally unknown but arbitrarily treated as zero in geophysical inversion, ABIC does not produce a reasonable estimate for the prior variance either. In case of a given variance of measurements, the determination of the regularization parameter on the basis of ABIC is mathematically equivalent to estimating the prior variance for geophysical inverse problems. We may also like to note that although ABIC maximizes the marginal distribution of measurements under the Bayesian framework, it does not directly target at constructing a solution of high quality in terms of mean squared errors.
Appendix A: the derivation of the marginal distribution m(y/σ 2 , σ 2 β ) of measurements y in (9) Based on the normal distributions (6a) and (6b), we can write the major exponent part of the joint distribution (7), denoted by F (y, β/σ 2 , σ 2 β ), as follows:
andβ b has been given in (10). We now rewrite F y (y/σ 2 , σ 2 β ) of (25) as follows:
On the other hand, since the Bayesian estimatorβ b is derived from the following normal equations:
which is equivalent to
Thus, we have
By substituting (µ −β b ) of (28) into (26) and after some slight rearrangement, we finally obtain F y (y/σ 2 , σ 2 β ) = (y − Aµ) T W σ 2 (y − Aµ)
Actually, the term (W −1 σ 2 + AW −1 β A T σ 2 β ) in the last line of (29) is exactly equal to the variancecovariance matrix of the random vector (Aβ + ǫ). It is also obvious that the mean of (Aβ + ǫ) is Aµ.
Inserting F (y, β/σ 2 , σ 2 β ) of (24) and F y (y/σ 2 , σ 2 β ) of (29) into m(y/σ 2 , σ 2 β ) of (9) and after the integration, we finally obtain the marginal distribution m(y/σ 2 , σ 2 β ) of y as follows:
m(y/σ 2 , σ 2 β ) = 1 (2π) n/2 det(Σ py ) exp − 1 2 (y − Aµ) T Σ −1 py (y − Aµ) ,
which is the same as (13).
