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ABSTRACT 
 
The results of three very different studies are presented.  X-ray diffraction has 
been utilized for single-crystal structure determinations, fiber diffraction analyses, and in 
conjunction with molecular modeling of Cellulose IIII.  Although each technique is 
different in its sampling, data acquisition, data treatment, and identification, the common 
denominator has been the use of x-rays.  The single-crystal structure determination of 
ethylene glycol bis(tropane-3-carboxylate) is presented as an example of the use of 
modern single-crystal x-ray instrumentation including the use of coupled charged 
devices (CCDs) as detectors for accurate data collection and rapid elucidation of crystal 
structures.  The structure determination of Cellulose IIII by x-ray diffraction and 
computer modeling is presented to show how the use of x-rays in weakly diffracting 
materials can generate a reliable structure and be a key component in model building.  
Finally, a study is presented in which x-ray fiber diffraction data is utilized to investigate 
possible correlations between the crystallite orientation, crystallinity, crystallize size and 
the strength properties of cotton fibers collected from various countries. 
 
 
 
Keywords:  X-ray diffraction, structure determination, cotton fibers, molecular modeling
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CHAPTER I 
 INTRODUCTION TO X-RAY DIFFRACTION 
1.1 The Significance of X-ray Technology  
 
 X-ray technology has developed into one of the most notable methods of 
structural analysis during the past 100 years, as evidenced by how its discovery and 
enhancements play an important role in daily living.  Versatility is an attribute of x-ray 
technology, offering widespread use in many applications.  It is useful not only to the 
scientist, but also to health professionals and law enforcement officers.  For example, x-
rays are of enormous value in detecting and diagnosing health problems or assisting in 
pre-surgical procedures1, as a convenient inspection device of luggage prior to boarding 
airplanes2, and effective in detecting smuggled materials in cargo trucks or ships 
entering or passing through the nation’s borders3.  In particular, X-ray diffraction, based 
upon the scattering of x-rays, has become the premier technique for quantitative and 
qualitative analysis of crystalline materials, aiding in the new frontiers of nanotechnology 
and space exploration4,5,6.  Most importantly, the determination of chemical structure of 
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various molecules is indispensable to chemists in an effort to gain insight into chemical 
problems7.   
Only a few physical methods are utilized to determine chemical structures, and 
amongst these methods, x-ray diffraction techniques have been the most successful.  
Diffraction methods yield atom positions, bond lengths, bond angles, and spatial 
proximity of non-bonded atoms for materials capable of forming crystalline solids.     
The discovery of x-rays in 1895 by the German physicist Wilhelm Röntgen was 
quickly followed by the demonstration by von Laue8 of diffraction of x-rays by crystals.  
With the addition of W.L. Bragg’s diffraction theory in 19129, this non-destructive 
analytical technique has become extremely successful since it is one of few 
“fingerprinting” methods that can be used to accurately characterize both the identity 
and amount of compounds found in any crystalline system. 
   It is well known that any material which is made up of an ordered array of atoms 
will give a diffraction pattern.  Determinations of the three-dimensional structure of 
compounds are most easily achieved by single-crystal x-ray diffraction.  Single-crystal x-
ray diffraction analysis differs from other diffraction methods because the measurement 
of the diffraction pattern is generated from an oriented single-crystal sample10.  The 
diffraction pattern produced depends on the atoms present, their locations, and thermal 
motion.  Modern experiments use an x-ray detector based on CCD camera technology, 
and the diffraction pattern from a single crystal yields a three dimension intensity 
distribution that appears as a series of “spots” in the detector image.  Fourier series 
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analysis and least-squares refinement of the intensities of the spots allows accurate 
determination of the chemical identity and molecular structure of the sample. 
   X-ray powder diffraction (XRD) is an alternative analysis method that derives its 
name from the fact the specimen is in the form of a microcrystalline powder.   
In XRD, the scattered signal contains the same information as the single-crystal 
experiment, but the three-dimensional pattern is “compressed” into one dimension.  The 
diffraction pattern from a powder consists of “rings” of diffracted intensity with cone 
angles corresponding to the Bragg 2θ angles of each plane. Consequently, there is 
usually considerable overlap of peaks in the powder diffraction pattern, leading to 
severe ambiguities in extracting the intensities I(hkl) of individual diffraction maxima.  As 
a result, XRD is rarely used for structure determination, except for inorganic compounds 
with relatively small cells and highly symmetric structures.  On the other hand, XRD 
remains a very powerful technique for the identification and quantification of crystal 
phases with known structure.  
X-ray fiber diffraction is a related technique used for structural analysis of fibrous 
materials (i.e. DNA, muscle fibers, cotton fibers, synthetic polymers) in which the 
ordering of the atoms is one-dimensional (along the fiber axis).  The chain molecules in 
fibers are parallel to each other, but are usually randomly oriented perpendicular to the 
fiber axis, and usually terminate at random.  Many fibers have only helical symmetry, in 
contrast to the three-dimensional symmetry seen in single crystals. In addition, 
depending on the conditions of crystallization and processing of the fiber samples, there 
may be varying degrees of misalignment of the fibers.  As a result, a fiber diffraction 
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pattern typically consists of “arcs” of diffracted intensity, a pattern intermediate between 
single crystal “spots” and powder diffraction “rings”.  
The investigations presented here demonstrate the application of various x-ray 
diffraction techniques to a variety of analytical and structural problems.   
 
These studies demonstrate to ability of X-ray diffraction techniques to reach across 
many disciplines.  A wide range of structural information can be obtained through X-ray 
diffraction, since it takes advantage of the scattering of x-rays by crystalline or partially 
crystalline materials11.  In addition, when combined with other experimental or 
computational methods of analysis, it can provide deeper insight than either technique 
would provide on its own.  
The results of three very different studies are presented.  X-rays have been used 
for single-crystal structure determinations, fiber diffraction analyses, and in conjunction 
with molecular modeling of Cellulose IIII.  Although each technique is different in its 
sampling, data acquisition, data treatment, and identification, the common denominator 
has been the use of x-rays.  The single-crystal structure determination of ethylene glycol 
bis(tropane-3-carboxylate) is presented as an example of the use of modern single-
crystal x-ray instrumentation including the use of coupled charged devices (CCDs) as 
detectors for accurate data collection and rapid elucidation of crystal structures.  The 
structure determination of cellulose IIII by x-ray diffraction and computer modeling is 
presented to show how the use of x-rays in weakly diffracting materials can generate a 
reliable structure and be a key component in model building.  Finally, a study is 
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presented in which x-ray fiber diffraction data is utilized to investigate possible 
correlations between crystallite orientation and the strength properties of cotton fibers 
collected from various countries.   
 
 
 
 
1.2 Properties and Production of X-rays 
 
  Wilhelm Röntgen discovered a new form of radiation in 1895 and named it X-
radiation to indicate its unknown character.  X-radiation can pass through many 
materials that absorb visible light, including body tissues.  X-rays also have the ability to 
knock electrons loose from atoms. They are characterized as a short-wavelength, high-
energy form of electromagnetic radiation with a wavelength between 0.01 and 1nm and 
typical photon energies in the range of 100eV to 100keV12.  Since their wavelength is 
comparable to the size of atoms, and they easily penetrate most materials, x-rays are 
ideally suited for investigating structural arrangements of atoms and molecules in a wide 
range of materials.  Energetic X-rays can also penetrate deeply into materials and 
provide information about the bulk structure (x-ray radiography and tomography).   
Generally, production of x-rays is achieved using sealed x-ray tubes, rotating 
anode systems, or synchrotron radiation.  The primary source of x-rays in conventional 
laboratories is x-ray tubes, or “stationary” anodes. The traditional x-ray source consists 
of an evacuated glass bulb while more sophisticated tubes consist of a metal ceramic 
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envelope under vacuum.  Inside the evacuated area, the tube contains a cathode 
consisting of a filament wire and an anode, which consists of a metal target with a high 
melting point.  An electrical current drives electrons through the low resistance filament 
wire, which becomes hot and electrons are emitted.  Due to a high voltage applied 
between the cathode and anode, emitted electrons are accelerated in the direction of 
the metal target.   
 
On impact, electrons collide with atoms in the metal target and slow down, producing a 
continuous spectrum of x-rays, which is termed Bremsstrahlung radiation.   
The electrons also eject inner shell electrons in atoms of the metal target through the 
ionization process.  When an inner shell electron is removed, it is replaced by an 
electron from a higher-level shell. Consequently, radiation is released with a specific 
energy corresponding to the difference in energy levels between the initial and final 
states of the electron dropping into the lower energy shell.  When a free electron fills the 
shell, an x-ray photon with energy characteristic of the target material is emitted.  Thus, 
CuKα radiation arises when an electron in the L shell (n=2) drops in to the K shell (n=1).  
In this convention, Cu designates the target material, K designates the ground state 
electron shell of the transition and α designates ∆n=1.  Common targets used in x-ray 
tubes include Cu and Mo, which emits 8 keV and 14 keV x-rays with corresponding 
wavelengths of 1.54 Å and 0.7107 Å, respectively.  The energy (E) of an x-ray photon 
and its wavelength λ are related by the equation E = hc/λ, where h is Planck's constant 
and c is the speed of light.   
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The rotating anode was invented in the 1960s in an effort to increase x-ray 
intensity and improve heat dissipation by spreading the electron bombardment over a 
much larger piece of metal13. The X-ray beam generated is more intense than those 
obtained from a stationary anode tube operated under similar conditions.  The target 
metal is subjected to a focused stream of electrons originating from the cathode and 
accelerated by a high potential difference between the target disc and the cathode.  
When the electron beam hits the anode, it produces an x-ray beam by the same 
mechanism as a sealed tube.  However, only a very small portion of the energy of the 
electrons is converted to X-rays, the rest of the energy is converted into heat.         
The anode rotates in vacuum and is internally cooled with water.  The rotation 
continuously brings cooler metal into the path of the focused electron beam.  A seal 
around the anode shaft maintains the vacuum while rotating and prevents leaks.  
Continuous pumping by a turbo molecular pump backed by a pre-vacuum pump 
maintains the high vacuum. With more efficient cooling, rotating anode systems can be 
run at a power almost an order of magnitude higher than systems equipped with an 
equivalent sealed tube.       
Synchrotron radiation is inherently advantageous to laboratory sources since the 
naturally high-intensity, collimated beam provides superior resolution and easily tunable 
wavelengths.  A synchrotron is a device that accelerates and steers electrons (or other 
elementary particles) by magnets in an evacuated ring14.  Every accelerated charged 
particle produces some electromagnetic radiation.  Synchrotron radiation is the name 
given to the electromagnetic radiation emitted by the charged particles circulating in a 
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ring.  The diameter of the evacuated ring can be meters or miles in length. This occurs 
because the charged particles are accelerated (deflected) by the magnetic field from the 
dipole magnets to make the beam travel around the ring. A synchrotron produces a 
continuous distribution of infrared light, visible light, ultraviolet light and x-rays. Using 
single crystal monochromators, researchers are able to select the precise wavelength 
that they require from the continuous distribution of light produced.   
 
Modern synchrotron radiation sources can generate highly energetic x-rays that are 1014 
orders of magnitude brighter than the traditional x-ray source15.  In most cases, 
synchrotron radiation is not practical for everyday chemical analysis, because of its 
huge size, cost, and location far away from local laboratories.   
Synchrotron radiation technology is mostly used for special applications, including when 
a diffraction pattern needs to be achieved within minutes rather than hours per sample, 
or for fragile samples with little crystallinity where the best possible diffraction pattern is 
warranted. 
 
1.3 Geometry of X-ray Diffraction and Bragg’s Law 
 
The x-ray diffraction pattern of a crystalline material serves as an identification 
tool and allows in some instances complete elucidation of its structure.  Klug and 
Alexander simply described x-ray diffraction (where the interaction occurs between the 
electric vector of x-ray radiation and the electrons of the crystalline substance) as 
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billiard balls bouncing off one another16.  X-rays are “scattered” by the electrons of the 
atoms without a change in wavelength.  The electrons are believed to absorb and emit 
the impinging x-rays, i.e. the electron in the presence of electromagnetic waves will be 
excited to higher unstable energy levels. Upon relaxation, the electrons emit 
electromagnetic energy of the same frequency and wavelength.  When x-ray photons 
collide with electrons, some photons from the incident beam will be deflected away from 
the direction where they originally traveled.   
 
 
If the wavelength of these scattered x-rays did not change (meaning that x-ray photons 
did not lose any energy), the process is called elastic scattering (Thompson Scattering) 
meaning that only momentum has been transferred in the scattering process.  In some 
directions, the scattered x-rays combine (crest to crest), which produces an increase in 
amplitude resulting in constructive interference and an increase in diffraction intensity. 
These are the x-rays that we measure in diffraction experiments, as the scattered x-rays 
carry information about the electron distribution in materials.  In other directions, the out 
of phase combination of scattered x-rays results in destructive interference, and zero 
diffracted intensity.  Also, in an inelastic scattering process (Compton Scattering), x-rays 
transfer some of their energy to the electrons and the scattered x-rays will have a 
different wavelength than the incident x-rays.  These x-rays will contribute a slowly 
varying background radiation to the experiment.  
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For a given set of lattice planes with an inter-plane distance of d, the condition for 
a diffraction (peak) to occur can be simply written as: 
 
n λ = 2dhkl sin θ            (1.1) 
 
 
The English physicists Sir W.H. Bragg and his son Sir W.L. Bragg derived the 
equation in 1913 to explain why the cleavage faces of crystals appear to reflect x-ray 
beams at certain angles of incidence (theta, θ)17.  They noticed the similarity of 
diffraction to ordinary reflection and treated diffraction as “reflection” from planes in the 
lattice.   
In this equation, the variable d is the distance between atomic layers in a crystal, 
lambda (λ) is the wavelength of the incident x-ray beam, and n is an integer 
representing the order of the diffraction peak.  In simple structures, the peaks in an x-
ray diffraction pattern are directly related to the atomic distances through equation 1.1.  
Figure 1.1 shows an incident x-ray beam interacting with the atoms arranged in a 
periodic manner. The atoms, represented as spheres in the diagram below, can be 
viewed as forming different sets of planes in the crystal.  Here, Bragg’s Law illustrates 
that a set of parallel planes with index hkl and interplanar spacing dhkl produces a 
diffracted beam when x-rays of wavelength λ impinge upon the planes at and angle θ 
and are reflected at the same angle.  
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Figure 1.1.  Bragg’s Law 
 
 
 
 
 
 
1.4 The X-ray Diffractometer 
 
An X-ray diffractometer is a scientific instrument designed for the collection of 
accurate x-ray diffraction data.  A diffractometer typically consists of an x-ray source, a 
goniometer for accurately mounting and orienting a sample, and a detector for collecting 
and counting scattered x-ray photons at a known scattering angle.  For single-crystal 
experiments, the diffractometer usually includes a monochromator crystal to select a 
specific x-ray wavelength and a metal tube called a collimator that directs a narrow 
incident x-ray beam onto the sample. To orient the single-crystal sample, a goniometer 
allows rotation of the sample about 2 or 3 independent axes under computer control. 
The detector is also mounted on an axis that allows variation of the total scattering 
angle (2θ) under computer control.   
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The instrument often includes a low-temperature system for cooling the crystal sample 
which reduces thermal motion of the atoms and improves the resolution of the 
experiment. 
A diffractometer designed for powder diffraction measurements is less complex 
because the randomly oriented microcrystalline nature of the sample eliminates the 
need to place the sample in a particular orientation with respect to the incident beam. 
The diffractometer generally allows for rotation of the sample (θ) and detector (2θ) about 
a common axis. For fiber diffraction measurements, the diffraction pattern is 2-
dimensional and the scattering intensity much weaker than single-crystal or powder 
diffraction intensities.  Efficient measurement requires the use of a rotating anode or 
synchrotron x-ray source and a two-dimensional area detector. 
 
1.5 Area Detectors 
Many important problems in solid physics, biophysics, and materials science can 
be studied by means of x-ray diffraction18.  In the past, important contributions to the 
understanding of these problems have resulted from the application of recording 
techniques utilizing photographic emulsions and single point electronic detectors19. As 
attention had been directed to more difficult problems in these areas, both methods 
have become to be decreasingly practical.   
Important new problems often exhibit one or more of the following characteristics: 
1. The sample is weakly diffracting; thus a high efficiency detector is required. 
 
2. The pattern consists of many diffracted beams in two dimensions; therefore  
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      an area detector is required. 
 
3. The samples changes with time, due either to its dynamic characteristics, or  
 
 to the effects of the radiation it is receiving. 
 
4. It is necessary that the detector is capable of recording high count rates, i.e. it  
 
must not be “count-rate limited. 
  
New techniques have been developed and designed to meet the uniqueness of 
these more difficult situations. Given the above information, X-ray scattering studies of 
large, weakly diffracting materials require detectors that have good spatial resolution 
and very low noise levels. It is also very efficient to collect a full two-dimensional 
diffraction pattern all at once-with an “area detector” rather than simply measuring the 
intensities at one point or along one line at a time.  X-ray film is commonly used as an 
area detector for CuKα  (8 keV) x-rays20, but it has several significant limitations: it has a 
high background noise level which leads to a very poor detective quantum efficiency for 
weak signals; it must be developed and then digitized before the data may be analyzed 
quantitatively; and it has a very limited dynamic range, so that a typical pattern must be 
recorded on several films that are exposed for different times and then scaled together. 
Whereas traditional diffractometers use point detectors, which measure the 
intensity of each diffracted beam individually in sequence, area detectors record the 
diffraction pattern over a large area of reciprocal space simultaneously.  One type of 
area detector is the multiwire or gas proportional detector.  An example of this type is 
the Hi-Star detector located in the UNO Chemistry Department which consists of two 
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perpendicular sets of parallel wires in a flat box filled with an xenon gas (see Figure 
1.2).  A thin window of beryllium permits entry of x-ray from the front of the detector21. 
 Entering the detector through the beryllium window, an x-ray photon ionizes the 
gas in a small region, producing a few hundred electrons.  The electrons drift to the 
nearest anode wire, and because of the high voltage, each electron triggers an 
electrical discharge that in turn produces thousands of ion pairs in the gas.  The 
movement of these ions in the electric field of the cathode and anode wires produces a 
pulse of current in each of the nearest wires.  The detection of these pulses at the ends 
of the x and y delay lines allows determination of the reflection position in the detector.  
The output from the area detector is fed to a computer, which indexes the event using 
the x and y positional information and the crystal orientation at the time of the event.  
The computer sums events that have the same index and thus produce a file of indexed 
intensities. 
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Figure1.2. Bruker AXS HI STAR Area Detector.  
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 Another type of area detector utilizes charge-coupled devices (CCDs).  A CCD 
area detector consists of a collection of individual photoelectric sensitive elements, 
called pixels, that are arranged linearly or in a two-dimensional pattern on a single 
semiconductor chip22.  The chip, which is usually silicon and typically has dimensions of 
a few millimeters on a side, also contains electronic circuitry that makes it possible to 
determine the electrical output signal from each of the photosensitive elements either 
sequentially or simultaneously. To record an x-ray image using a CCD based area 
detector, the x-ray image is usually first converted to a visible light image using a 
phosphor screen.  The phosphor’s function is to convert x-ray energy into visible light 
while preserving the spatial content of the x-ray image.  The visible light image formed 
by the phosphor is focused by a lens, or transferred by the fiber optic taper, onto a CCD 
chip to generate an electronic image, corresponding to the original x-ray image, which 
then can be digitized, saved, analyzed, and displayed.  The processes in this energy 
conversion can be described as: 
1. Absorption of an x-ray photon by the phosphor and formation of an excited  
 
state,  
 
2. Partial relaxation of the excited state by radiationless decay,  
 
3. Radiation by emission of a lower energy photon from the excited state, and  
 
4. Relaxation to the original, ground state.   
 
There are several reasons for using a phosphor rather than having x-rays strike 
directly on the CCD.   
 17 
 
 
First, silicon only weakly absorbs x-rays with energy higher than   5 keV.  These x-rays 
are inefficient in directly forming an electronic image, since most of them simply pass 
through the active region of the CCD.  This problem can be avoided by using a 
phosphor screen of heavier atoms, which strongly absorbs the x-rays and efficiently 
converts them to visible light.  Second, for the x-ray photons that are absorbed by 
silicon atoms in the CCD, each one will generate thousands of signal electrons.  The 
dynamic range can be improved if an energy converter is used with the CCD, e.g., a 
phosphor screen and fiber optic taper which produce on the order of ten signal electrons 
in the CCD for each x-ray photon absorbed in the phosphor.  Third, a phosphor screen 
and its optically transparent substrate will stop most of the x-rays and will help to protect 
the optical system and the CCD from radiation damage.  Finally, a phosphor screen 
coupled to a CCD with a demagnifying lens or fiber optic taper can record images much 
larger than the active area of the CCD. 
In the UNO Chemistry Department, a Bruker AXS SMART CCD diffractometer 
system is equipped with a SMART 1000 CCD detector, which has a pixel size of 120 
microns containing 512 X 512 pixels.  For data collection, CCDs are coated with 
phosphors that emit visible light in response to x-rays.  A tapered bundle of optical fibers 
are used to increase light collection efficiency between the phosphor and the CCD.  At 
the end of each collection cycle, the charges are read out by a process in which rows of 
pixel charge are transferred sequentially into a serial readout row at one edge of the 
CCD.   
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After the charges in the readout row are transferred serially to an amplifier at the end of 
the row, and the next row of pixel charges will be transferred into the readout row.  
Because all data are read out at the end of the data collection, a CCD has no dead 
time, and thus no practical limit on its rate of photon counting.   
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CHAPTER II 
 
IDENTIFICATION AND STRUCTURE DETERMINATION OF ETHYLENE GLYCOL 
BIS(TROPANE-3-CARBOXYLATE) BY SINGLE-CRYSTAL X-RAY DIFFRACTION 
 
 
2.1 The Use of Single Crystal X-ray Diffraction in Structure Determinations 
   
“Structure determines function” is an axiom which emphasizes the connection 
between how a molecular system functions and its natural structure.  The main 
objective of x-ray crystallography is to obtain knowledge of the molecular structures of 
natural and synthesized compounds.  It yields the three-dimensional structures of new 
and existing crystalline materials, which can be used to predict or interpret functional 
information.  More specifically, x-ray crystallography reveals what atoms are present 
and their positions, distances and angles between atoms, and the symmetry involved 
that generates the entire crystalline substance. Single-crystal structure determination 
has become an important and extremely powerful tool, not only for mineralogists, 
inorganic and structural chemists, but also for many other scientists who are interested 
in the structural basis for the properties of chemical and biological systems at the 
molecular level.   
 Single-crystal x-ray structure determination may also be regarded as the ultimate 
analytical tool, because it provides direct, unequivocal identification of the sample under 
investigation.  Unlike many spectroscopic techniques, a successful x-ray structure 
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determination yields the precise composition of the unit cell, including the identity and 
position of every atom.   
Except in rare cases, only the correct molecular structure will produce a good fit to the 
observed x-ray diffraction intensities, and all incorrect structures produce fits that are 
obviously inferior. 
A number of other experimental techniques may also provide useful structural 
information, but they are often limited in the amount of information or resolution they can 
provide, or suffer from other limitations.  Electron diffraction and microwave 
spectroscopy can provide very accurate structural data for molecules in the gas phase.  
Other forms of spectroscopy, including Extended X-ray Absorption Fine Structure 
(EXAFS) and Resonance Raman spectroscopy provide only limited information about 
the environment of a small number of atoms, bonds, or functional groups, mostly of 
elements having atomic numbers greater than oxygen23.   
Libraries of spectra are helpful in identifying compounds and commonly known 
functional groups.  However, this practice may not be useful in the investigation of newly 
synthesized compounds not found in spectral libraries.  Techniques for the direct 
visualization of molecules, such as atomic force microscopy, in which a probe is 
scanned over molecular surface, do not provide details of the molecular interior.  
Over the past few decades, many technological improvements have been 
directed to optimizing X-ray diffraction instruments and software programs, so that the 
once long, arduous task of structure determination has evolved into a fairly 
straightforward analytical technique.  Single-crystal analysis differs from other diffraction 
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methods because the measurement of a diffraction pattern is determined in three 
dimensions, and generated from an oriented single crystal24.   
 
It is the only diffraction technique where the two-way mathematical relationship that 
exists between the observed diffraction pattern and the structure of the scatterer, which 
is the electron density distribution of the crystal, is routinely achieved in practice.   The 
key assumption is that a single crystal has three-dimensional translational symmetry, 
which reduces the problem to a study of the scattering density of a unit cell, rather than 
the entire crystal.   
Nuclear Magnetic Resonance (NMR) spectroscopy is the technique most 
competitive with X-ray crystallography for generating three-dimensional structure 
information of macromolecules.  With NMR, one can obtain distances between specific 
nuclei in the structure.  When combined with molecular dynamical or molecular 
mechanical techniques, these data can be used to produce full three-dimensional 
molecular models.  However, even with the best available equipment, the size of 
structures that can be solved by NMR is limited.  The structures of viruses, complex 
proteins and enzymes that are routinely being solved by X-ray diffraction are currently 
beyond the capabilities of NMR methods.  An advantage of NMR, however, is that 
experiments can be carried out on samples in solution, avoiding the need to grow 
crystals. 
 Unfortunately, X-ray crystallography is not appropriate in every situation. For 
example, some molecules of interest may fail to crystallize, while others even though 
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crystallized will not diffract well.  Moreover, the phase problem (discussed later) can be 
challenging.  Special circumstances like twinning (not discussed) can also interfere with 
data collection and analysis.  However, crystallography is a complex but valuable 
technique, which certainly requires specialized skills, experience, and patience. 
 The successful structure determination of ethylene glycol bis-(tropane-3-
carboxylate), a ditropane derivative synthesized as a potential ligand for neuronal 
nicotinic acetylcholine receptors (nAChRs) for treating various central nervous system 
diseases, is presented in full detail25.  We will describe every step involved in this 
particular structure determination, from sample selection to model building and 
refinement.  The crystal was a kind gift from Dr. Mark Trudell’s research group, 
Chemistry Department, University of New Orleans.     
  
2.2 Description of Unit Cells and Lattices 
Crystals are solid-state materials in which the atoms or molecules have a 
repeating order which extends over a long range26.  The repeating order in a crystal can 
be simply described as if they were the two dimensional patterns printed on a piece of 
wallpaper.  Most wallpaper has a regular repeating design that extends from one end to 
the other.  Crystals have a similar repeating design, but in this case the design extends 
in three dimensions from one edge of the crystal to the other.  We can easily describe a 
piece of wallpaper by specifying the size, shape, and contents of the simplest repeating 
unit in the design.   Similarly, we can describe a three-dimensional crystal by specifying 
the size, shape, and contents of the simplest repeating unit and the way these repeating 
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units stack to form the crystal.  The repeating unit in a crystal is called a unit cell.   The 
unit cell is regarded as the basic "building block" of a crystal.  It is a human construct 
used to simplify our notion about the size, dimensions, and number of objects contained 
within the crystal.   
Theoretically, we should be able to reconstruct the entire crystal just by placing a large 
number of these unit cells next to each other in all directions.   
Each unit cell is defined in terms of lattice points.  The lattice is the basic network 
of points on which the repeating unit (the contents of the unit cell) may be imagined to 
be laid down so that the regularly repeating structure of the crystal is obtained.  Thus 
the lattice establishes the repeating pattern, and the unit cell tells us what is being 
repeated.  In Figure 2.1, we see a standard three-dimensional unit cell consisting of a 
parallelepiped with cell edges of length a, b, and c, and angles of α, β, γ.  The unit cell 
is always chosen to be right-handed, with a, b, and c following the “right-hand rule,” the 
direction of the cell edges will be chosen to coincide with the major symmetry elements 
within the unit cell.  All crystal structures fall into one of the seven crystal systems, its 
restrictions are according to its unit cell lengths and angles.   
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Table 2.1. Laue Lattices  
Cell Type Axial Measurements Angle Measurements 
Triclinic a ≠ b ≠ c α ≠ β ≠ γ 
Monoclinic a ≠ b ≠ c α = γ =90°, β ≠ 90° 
Orthorhombic a ≠ b ≠ c  α = β=γ = 90° 
Tetragonal a = b ≠ c  α = β= γ= 90° 
Cubic a = b = c  α = β = γ =90° 
Hexagonal a = b ≠ c  α = β= 90°, γ = 120° 
Rhombohedral a = b = c α = β = γ ≠ 90° 
 
 
In Figure 2.2, the three-dimensional basic structural pattern (the crystal structure 
itself) is simplified by replacing the pattern at an equivalent point in each cell with a 
point, so that the unit cell (shown in Figure 2.1) can be translated in all directions.  The 
array of points thus generated constitutes the crystal lattice.  There may also be one of 
various centerings for a unit cell.  A crystal system with equivalent lattice points only at 
the corners of the unit cell is called “primitive” (P).  A system that has an additional 
lattice point in the center of each face is “face-centered” (F).  Crystal systems that have 
an additional lattice point in the middle of the unit cell are named “body centered” (I).  
Other possibilities include C-(centered axially), and R (trigonally) centered lattices. A 
crystal will have one of the fourteen different Bravais lattices, as seen in Figure 2.3. 
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Figure 2.1.  A three-dimensional unit cell. 
 
 
 
Figure 2.2.  Three-dimensional lattice 
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Figure 2.3. Bravais Lattices. 
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2.3 Miller Indices 
 What are Miller Indices, and how are they important in determining crystal 
structure?  Bragg’s law relates the angle of x-ray diffraction to the interplanar spacing 
dhkl of a specific set of repeating planes in the crystal structure.  Miller indices (h, k, l) 
specify the orientation of the crystal planes by the intersection of the plane with the 
crystallographic axes (a, b, c) of the solid.  Each plane has integer indices h, k, and l 
equal to the reciprocals of the intercepts a, b, and c as fractions of the unit cell 
dimensions.  Miller indices are also used to identify a reflection (diffracted intensity Ihkl) 
coming from a set of hkl planes in a crystal.  In Figure 2.4, the plane divides a, b, and c 
axis into whole units, so the h, k, and l index is 1.  The Miller indices for this plane are (1 
1 1).  In Figure 2.5, we see that the plane parallel to the unit cell axes a and b which 
intersects the c axis at one half the unit cell length is assigned the Miller indices (0 0 2).           
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Figure 2.4. Miller Indices (1, 1, 1) 
 
 
 
Figure 2.5. Miller indices (0, 0, 2) 
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2.4 The Reciprocal Lattice and Ewald Sphere 
 A single diffraction event (reflection) occurs when an entire set of parallel planes 
constructively interfere to produce the diffracted x-ray beam.  The use of constructs 
such as the reciprocal lattice and Ewald sphere aid in determining geometrically where 
the reflections will occur and satisfy Bragg’s equation.  The reciprocal lattice is related to 
the real crystal lattice (axes a, b, c) with axes a*, b*, c*, such that a* (a*=1/a) is 
perpendicular to b and c, b* (b*=1/b) is perpendicular to a and c, and c* (c*=1/c) is 
perpendicular to a and b.  Each reciprocal lattice point corresponds to a set of Miller 
indices, hkl.  Considering Bragg’s equation, the angle of diffraction θ is inversely related 
to the interplanar spacing dhkl.  This means that large unit cells will produce small angles 
of diffraction, resulting in many reflections at a convenient angle from the incident beam.  
The opposite is true for small unit cells, which will produce fewer reflections.  P.P. Ewald 
developed a geometrical construction to help visualize which Bragg planes are in the 
correct orientation to diffract.  In reference to Figure 2.6, the Ewald sphere has a radius 
equal to 1/λ, with its center C.  Points P, B, and O are on the sphere.  As the crystal is 
rotated about point O, a reciprocal lattice point P comes in contact with the circle. As 
incident x-rays passes through the crystal (line XO´) at an angle θ, the reflected x-ray 
diverges from point C at angle 2θ through point P101.  The lines OP and BP are drawn; 
the length of OP (or 000 to 101) is 1/dhkl.  The length of OB is 2/λ, the diameter of the 
sphere.  The angle BPO is equal to sin θ.   
 30 
 
 
sin θ = OP / BO = (1/dhkl)/ (2/λ) (2.1) 
       
Rearranged, this equation gives Bragg’s law.  The Ewald Sphere and the reciprocal 
lattice show that when a reciprocal lattice point falls on the sphere, a reflection will 
occur, thus Bragg’s law is satisfied.  Ewald’s sphere shows which hkl planes are in the 
proper orientation to diffract, and how each reciprocal lattice point must be arranged 
with respect to the x-ray beam.    
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            Figure 2.6.  Diffraction in terms of the reciprocal lattice.   
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2.5 Crystal Selection 
A suitable crystal is necessary for structure determination, as crystal quality is 
directly proportional to the quality of the diffraction pattern.  A quality crystal should be 
appropriate in size and shape, without defects or obvious twining.  Smooth faces and 
straight edges are useful guides in choosing a crystal for structure determination27.  
Since X-ray absorption reduces the intensities of the spots and introduces systematic 
errors into the intensity measurements, there is a limit to the size of the crystal.  
However, the absorption also depends on the x-ray wavelength chosen.  During 
crystallization, randomly arranged ions, atoms or molecules originally in the gas phase 
or solution adopt a unique position, orientation, and symmetry in the unit cell.  The 
resulting crystal is an orderly three-dimensional array of molecules, often held together 
by noncovalent interactions.  The crystals grown for this particular structure 
determination were obtained by a slow, controlled recrystallization from methanol 
solution that evaporated over time28.  Another way to determine crystal suitability is to 
place the crystal under a polarizing microscope to judge optical clarity.  When the 
selected crystal was rotated, while being observed with plane-polarized light, the crystal 
rapidly changed from uniformly bright to dark and back again every 90ο.  This behavior 
indicated the crystal likely consisted of a single domain with a common orientation.  
 33 
 
 The size of the crystal chosen for structure determination was approximately 
0.26mm x 0.08mm x 0.03mm, which is appropriate for the 0.5mm x 0.5mm dimensions 
of the uniform portion of the x-ray beam.   
 
This allowed all parts of the crystal to be illuminated in the beam with equal intensity.  A 
linear absorption coefficient of 0.086 mm-1 was calculated using the equation: 
I = Ioe-τρ(µ/ρ)λ              (2.2) 
where Io is the incident’s beam intensity and  (µ/ρ)λ is the mass absorption coefficient 
for the 0.71073 Å Mo wavelength used and ρ is the density.  The density was calculated 
using the atomic molecular weight of the crystal and the volume of the unit cell.  Since 
we are dealing with atoms of small atomic number, the need to correct for absorption 
can be ignored.  Generally speaking, the absorption of x-rays from a crystal of such 
small thickness and small absorption coefficient should generate some systematic 
errors in intensity, but such errors are estimated to be well below the random noise level 
of the intensity measurements.  
The preparation of the crystal for structure determination entailed placing the 
crystal at the end of a thin glass fiber attached by silicon vacuum grease.  The fiber was 
fixed onto a brass pin and this pin was then placed on a goniometer head as shown in 
Figure 2.9.  The goniometer head is a highly accurate xyz-positioning device for 
centering the crystal on the goniometer29.  The crystal can be rotated about its mounting 
axis and another axis perpendicular to it.  Translation adjustments along the x, y, or z-
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axis allow the crystal to be centered and rotated through 360ο.  These heads are easy 
to adjust and hold the crystal stationary during data collection.  It is of the utmost 
importance that the crystal does not move during data collection.  The crystal was 
centered on a Bruker SMART 1K x-ray diffractometer, and the orientation and unit cell 
dimensions of the crystal were determined by gathering a small set of preliminary data.  
Equally important is the cooling of the crystal, as the atoms within the crystal are 
not at rest, but are constantly vibrating about their rest positions due to thermal motion.  
The greater the temperature of the crystal leads to larger amplitudes of atomic vibration, 
and consequently weaker intensities of the reflections.  As a consequence, atomic 
positions and other structural results will be less accurate if the crystal is not cooled.  
Cooling is achieved by directing a stream of cold nitrogen gas down on the crystal.  The 
nitrogen stream is generated by boiling liquid nitrogen, and the temperature monitored 
by a copper-constantan thermocouple mounted approximately 1.0 cm upstream from 
the crystal.   
 
 
2.6 Diffraction of X-rays by Crystals 
The diffraction of x-rays by a single crystal leads to a set of intensity data that 
can be used to determine the spatial arrangement of the atoms that make up the 
crystal.  Diffraction is a suitable technique for x-rays because of the limitations of 
focusing optics of the relevant wavelengths.  In order for the object to diffract light and 
thus be visible under magnification, the wavelength (λ) of the light must not be 
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significantly larger than the object.  Visible light, which is electromagnetic radiation with 
wavelengths of 400-700 nm, cannot produce an image of individual atoms in molecules, 
in which bonded atoms are only about 0.15 nm or 1.5 Ǻ apart.  Electromagnetic 
radiation of this wavelength falls into the X-ray range, so even the smallest molecules 
diffract X rays.  Even though individual atoms diffract x-rays, it is still not possible to 
produce a focused image of a molecule, since existing lenses cannot focus X-rays.  
However, by measuring the directions and intensities of the diffracted x-rays, a 
computer can be used to simulate the effects of an objective lens by calculation. 
To determine the position of atoms from crystallographic data, the computer 
simulates the action of a lens, computing the electron density within the unit cell from 
the list of Miller indexed intensities.  The Fourier transform describes precisely the 
mathematical relationship between an object and its diffraction pattern, which allows us 
to convert the distribution of reflections intensities into a Fourier-series description of the 
electron density distribution of the crystal.  The intensity of an x-ray reflection can be 
described by the structure-factor equation, containing one term for each atom (or each 
volume element) in the unit cell.  In turn, the electron density is described by a Fourier 
series in which each term is a structure factor.  The crystallographer uses the Fourier 
transform to convert the structure factors into the electron density distribution, ρ(x,y,z).  
When incident x-rays strike a crystal, the electrons of each atom will absorb and 
immediately reflect the x-rays, radiating in all directions.  The reflections are treated 
similar to simple waves, in which each function will have a different phase since the 
scattering is coming from different positions in the unit cell: 
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f(t) = f cos 2π ( Φt + α )           (2.3) 
or  f(t) = f sin 2π ( Φt + α )        (2.4)       
where f is the amplitude of the wave, Φ is the frequency, and α is the phase.  A phase is 
the difference in position of the crests of two waves of the same wavelength traveling in 
the same direction. In the x-ray experiment, the intensity I = f*f  of the scattered wave 
can be measured during data collection; however the phase information is lost.   
The x-ray structure factor Fhkl represents the amplitude of the diffracted x-rays 
resulting from the sum of the scattering from all of the atoms in the direction defined by 
the Miller indices,  hkl.  Reflection Fhkl is calculated: 
                                      atoms 
Fhkl = ∑ fj exp[2πi(hxj +kyj +lzj)]       (2.5) 
                                                             j=1 
or 
 
                      F = |F| eiα                   (2.6) 
 
As mentioned, the structure factor that describes reflection hkl is a Fourier series of 
atomic structure factors in which each term is the contribution of each atom in the unit 
cell, with is own amplitude, fj, whose frequency is h in the x-direction, k in the y-
direction, and l in the z-direction.  For each possible set of values h, k, and l, the 
associated wave has amplitude Fhkl and phase αhkl. The exponential term having both 
sine and cosine components describes the phase and frequency.     
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 Since a single crystal has three-dimensional translational symmetry, it reduces 
the problem to a study of the electron density of the unit cell, rather than the entire 
crystal.  The relationship that exists between the structure factor and the atomic 
coordinates is that the structure factor is the Fourier transform of the electron density: 
 
Fhkl = ∫ ρ(x,y,z) exp[2πi(hx +ky +lz)] dV      (2.7) 
                       V 
 
where V is the unit-cell volume.  The inverse Fourier transform is 
ρ(xyz) = (1/V) Σ Fhkl exp [-2πi (hx + ky + lz)]     (2.7) 
which means that the electron density (ρ) at any point (x,y,z) in the unit cell can be 
computed by summing over all structure factors (F), measured at the diffraction points 
identified by the integers h,k,l.  By calculating the electron density of the unit cell, the 
atom positons can be found.    
The x-ray structure factor Fhkl, is a complex number and can be expressed in 
terms of its amplitude and phase,  
              Fhkl = |Fhkl| exp(2πiαhkl)               (2.8). 
 Although we know how to calculate the electron density from Fhkl, only the indices of 
each reflection and its intensity are measured.  The phase of Fhkl is lost during data 
collection.  The phase is needed to calculate the electron density, hence the notorious 
“phase problem” of x-ray crystallography is created.   
 38 
 
 There are several techniques to estimate approximate phases, and from them 
calculate initial electron density maps.  One of the first methods developed was the 
heavy atom method.  This method requires the presence of a single or small number of 
heavy atoms whose positions can be determined using of Fourier series summation 
with coefficients (Fhkl)2  (the Patterson function).  In recent years, the heavy atom 
method has been largely replaced by “Direct Method” techniques to solve the phase 
problem.  Direct methods techniques rely on statistical relationships between the x-ray 
structure factors magnitudes that exist because the electron density is a function that 
must be everywhere equal to or greater than zero31.   Some relief is given to the phase 
problem if the crystal structure is centrosymmetric (i.e., for every point (x, y, z) in the 
unit cell there is an indistinguishable point (-x, -y, -z)), then the phase is either positive 
or negative (α = 0o or 180o).  The phases are determined by statistical relationships 
between certain reflections, the highest in amplitude having the most weight.   
In multiple solution methods, the phases of a small number of normalized 
structure factors, Ehkl, are arbitrarily assigned positive or negative values.  According to 
the principle of positivity, the signs of three reflections are related by: 
s(h1, k1, l1)s(h2, k2, l2) ≈ s(h1 + h2, + k1 + k2, l1 + l2)       (2.9) 
where the three reflections are chosen such that the indices of the third are the sums of 
h’s, k’s, and l’s of the first and second reflections.  The phase of the third reflection is 
equal to the product of the phases of the other two reflections, with a probability that can 
be calculated.  All possible combinations of the starting set phases are used, and as 
many additional phases as possible are calculated.  The E values are then used to 
 39 
 
generate a set of E-maps, which are normalized electron density maps of estimated 
atomic positions for each set of possible initial phases.  Usually, one of the phase sets 
will be more self-consistent that the others, and the resulting E map usually contains the 
correct molecular structure.  If not, another phase set may be chosen.  After initial 
positions of the atoms are located in the E map, better estimates of the atomic positions 
can be obtained by least-squares refinement.     In this study, since the molecule did not 
contain any heavy atoms, direct methods were used to determine the initial phases, and 
all non-hydrogen atoms were located in a subsequent E map. 
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2.7 The Crystallography Project    
The major steps in determining the crystal structure of ethylene glycol bis(tropane-3-
carboxylate)  included: 
1. Unit cell determination 
2. Data Collection 
3. Integration of intensity 
4. Generation of a trial structure 
5. Refinement of the Crystal Structure   
a. Unit cell determination 
 
 Knowing the unit cell dimensions prior to data collection is essential to devising a 
strategy that will give us as many identifiable (by index) measurable reflections as 
possible.  It also indicates whether or not the crystal is actually suitable for further data 
collection.  For example, if the crystal is a weak scatterer of x-rays, should the crystal be 
discarded, or will the study be successful if longer than usual exposure times are used.  
Once a crystal is chosen and mounted for data collection, a suite of computer programs 
is available to perform the formerly arduous task of structure determination.  SMART is 
a part of a suite of programs included with the Bruker AXS SMART CCD-based X-ray 
crystallographic system30.  This online program controls the x-ray diffractometer in order 
to collect the diffraction data used by the other programs in the system.   SMART 
controls the x-ray shutter, and crystal orientation setting angles 2-Theta, Omega, and 
Phi (Figure 2.7), and storage and readout of the CCD detector.   
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After verifying detector calibration files, the crystal is mounted and 512 X 512 pixel 
images (frames) are collected (Figure 2.8).  A frame is a 0.3° scan about the omega 
axis; for preliminary scans to determine unit cell values, a ten second frame is suitable.  
Typically, 3 scans of 25 frames are collected at different phi and theta angles to sample 
reflections in different regions of reciprocal space. During the scan, a low temperature 
system directs a stream of cold nitrogen gas over the crystal.  This decreases the 
amplitude of atomic vibrations in the crystal, which increases the intensity of x-ray 
scattering, especially at high scattering angles.  After the initial scan, the SMART 
program searches the frame data for intensity maxima (reflections) and determines the 
precise angles at which the scattering occurs.  This information is used to determine the 
translational symmetry of the reciprocal lattice, which determines the orientation and 
dimensions of the crystallographic unit cell.  Integer values of h, k, and l are then 
assigned to each reflection (indexing).  Least-squares refinement of the observed 
setting angles yields unit cell dimensions (with estimated standard deviations) and 
crystal orientation parameters which give the best fit to the x-ray observations.  Based 
on the unit cell dimensions, a tentative selection of the Bravais lattice type is usually 
made.  The unit cell parameters and orientation matrix are written to a .p4p file for 
subsequent use by the other structure determination programs.  Part of the .p4p output 
file for ethylene glycol bis(tropane-3-carboxylate) is given below in tabular form.     
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Figure 2.7.  Goniometer axis showing all swing angles. 
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Figure 2.8.  512 X 512 pixel image. Image obtained from the actual data collected from 
crystal   
 
 
Table 2.2. Summary of Unit Cell Parameters and Observed Reflections
 
 
   
 
Molecular formula       C19, H29, N2, O4                                                                                                                        
 
Unit Cell Length   a = 10.1416 Ǻ (0.0050)  
b =   7.6962 Ǻ (0.0041)  
c = 24.8890 Ǻ (0.0111)    
 
Unit Cell Angles   α = 90.0000 (0.0417) 
β = 91.2301 (0.0442)   
γ = 90.0000 (0.0523)   
 
Volume of Unit Cell,   1942.204 Ǻ3 (2.029) 
 
                          
Orientation Matrix: 
 
ORT1    -0.1357958E-01    -0.1059678         0.2246394E-01 
ORT2    -0.1052068E-01    0.7489060E-01         0.3246013E-01 
ORT3    -0.9711868E-01    0.6704143E-02       -0.7533465E-02 
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Radiation Type    Molybdenum    λ = 0.71073 Ǻ       
 
Source Power                  50.00 kV,   16.00 mA 
       
Crystal Color    Colorless 
    
Crystal Size      0.26 mm     0.08mm      0.03mm                       
 
Data Collection Temperature  -123° C         
 
X, Y Beam Center        247.2860    261.4540       
 
Crystal Lattice   Monoclinic (b-unique) Primitive   
 
 
Observed Reflections: 
H K L 2-Theta Omega Phi Chi Intensity I/sig 
6 3 1 332.00 327.398 0 54.799 2372.3   42.0 
1 -3 -10 332.00 329.165 0 54.799  76950 244.0 
-1 1 0 332.00 328.595 0 54.799  89442  264.0 
5 1 8 332.00 329.974 0 54.799  34828  163.3 
3 -1 2 332.00 330.673 0 54.799  44137  185.0 
4 -4 -10 332.00 329.828 0 54.799  11776    94.9 
6 -4 -8 332.00 330.518 0 54.799 7593.9    76.0 
4 -2 0 330.29 330.292 0 54.799  24404  137.3 
8 2 10 332.00 330.583 0 54.799 4996.3    61.3 
5 -4 -9 332.00 330.521 0 54.799 8041.4    78.3 
5 -2 1 332.00 329.829 0 54.799  14447  105.3 
0 -3 -15 332.00 330.080 0 54.799 7595.4    75.4 
2 -3 -7 332.00 328.760 0 54.799  11586    94.0 
3 -4 -11 332.00 328.150 0 54.799 5717.4    65.6 
8 -1 5 332.00 329.325 0 54.799 4011.2    54.9 
4 -4 -8 332.00 327.048 0 54.799 5317.0    63.3 
4 -1 3 332.00 330.688 0 54.799 9151.5    83.6 
4 -3 -3 332.00 327.669 0 54.799 5031.8    61.8 
9 -2 3 332.00 327.358 0 54.799 958.73    26.6 
3 -2 -1 332.00 329.744 0 54.799 1318.9    31.3 
8 -4 -8 332.00 331.250 0 54.799 4544.1    58.8 
9 -1 4 332.00 331.550 0 54.799 723.33    23.1 
5 -3 -2 332.00 327.950 0 54.799 1937.1    38.1 
6 1 5 332.00 327.950 0 54.799 183.62    11.6 
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b. Data Collection 
The experiment consists of the collection of reflections as reciprocal lattice points 
pass through the sphere of reflection31.  The goal of data collection is to collect as many 
reflections as possible in order to find the unique electron distribution in the unit cell that 
produces a calculated diffraction pattern that matches the observed intensities as 
closely as possible.  The analysis is often simplified by the presence of symmetry in the 
unit cell.  This reduces the problem to finding the density in the asymmetric unit only.  
The total electron density of the unit cell is then generated by the space-group 
symmetry operations, which can be deduced from the diffraction symmetry.  In 
summary, X-rays will be scattered by crystals only in discreet directions.  The locations 
of these directions are determined by the orientation of the crystal, the unit cell 
dimensions, and the wavelength of the x-rays.   
The required components for the experiment are a crystal, a detector, an X-ray 
source with shutter, and a goniometer to orient and rotate the crystal.  The SMART 
program controls the detector, the goniometer, and the shutter to create a series of 
images (frames) at specified goniometer setting angles.  Each exposure is created by a 
simultaneous opening of the shutter and the rotation of the crystal by a small amount.  
At the end of the exposure, the shutter closes, the integrated counts collected in the 
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detector are transferred to computer memory or hard disk for subsequent processing, 
and the detector memory is cleared.  The cycle is then repeated for the next image.   
 
It is important to synchronize the shutter with the crystal rotation so that adjacent 
images truly reflect adjacent portions of reciprocal space.  The detector should be 
positioned so that its entire active area is used, yet so diffraction spots do not overlap 
and the highest possible resolution is obtained.     
Detectors generally do not have a uniform response over the entire active area.  
They also will distort the diffraction pattern in some geometric way.  Spatial distortions 
and inhomogeneity of response must be corrected and defective pixels flagged, so that 
pixels can be mapped accurately to the actual location.  Nonuniformity of response 
might arise with a detector because of variation in phosphor thickness, fiber-optic taper 
properties, pixel area, paths through windows, and so on.    
At the University of New Orleans, the Chemistry Department has the state-of-the-
art instrumentation for single crystal structure determination.  The Bruker AXS SMART 
CCD diffractometer system is equipped with a SMART 1000 CCD detector, which has 
features for obtaining quality data sets in a fraction of the time required by instruments 
without CCD detectors.  The Bruker CCD detector has a pixel size of 120 microns and 
contains 512 X 512 pixels.  Physically, the SMART detector subsystem consists of four 
components in addition to the PC used to run the SMART data collection program.  
Provided is a picture of the detector system.  First is the detector itself, mounted on the 
goniometer dovetail.  Next is the Camera Electronics Unit (CEU) (not shown).  The CEU 
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digitizes the analog signal from the detector and controls detector gain, exposure times, 
and other parameters under direction of the computer.  Third is the PC interface card, 
which is located in the PC and connects the PC to the CEU.   
Fourth is the refrigeration unit that cools the CCD to its operating temperature, which is -
55ºC.  Cooling the CCD chip reduces electronic noise.  If the CCD temperature is above 
0ºC the liquid crystal display (LCD), located on the front of the CEU, shows “WARM.”  
Acquiring images while the detector is warm will not hurt the detector, but one will not 
be able to obtain good calibrations or x-ray data until it has cooled.  The CEU has a built 
in thermal cutoff at 45ºC for extreme situations. The phosphor screen has a “built-in” 
miniature intensifier coupled to a fiber-optic taper that is connected to the CCD chip.  
Whereas traditional diffractometers use point detectors, which measure the intensity of 
each diffracted beam individually in sequence, the CCD detector records the diffraction 
pattern over a large area of reciprocal space simultaneously.  The image is then stored 
digitally as a “frame” of diffracted intensity information.  Many frames are collected as 
the crystal is rotated in a series of small steps.  The frames are analyzed, and the 
intensity of each individual “reflection” can be determined.  No predetermined 
information about the sample is needed to collect the data and solve the crystal 
structure, which is a major advantage.   
         
c. Integration of Intensity 
The result from data collection is a set of consistently measured, indexed 
intensities for as many of the reflections as possible.  The criterion for finding peaks is 
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that a peak is represented by a set of contiguous pixels that are significantly above the 
local background.  The raw intensities are processed to remove the contribution from 
background scattering and correct for certain geometric factors affecting the intensities.  
For data integration we use SAINT, a program by Bruker AXS, for integrating frames, 
applying Lorentz and polarization corrections, scaling, filtering, sorting and merging of 
reflections32.  SAINT reads the raw data files (frames) along with the *.p4p file 
containing other crystal information.  In order to integrate the data, the positions of all of 
the Bragg reflections must be accurately determined.  The *.p4p file is used to 
determine initial positions, and updated cell dimensions and crystal orientations are 
determined by least-squares refinement during processing of the full data set.     
For the integration each peak, a small volume of pixels is gathered from the 
current image as well as those before and after it to create a 3-D “shoebox” of pixels.  
The shoebox analogy is used since the length, width, and height can all be different, just 
as with shoeboxes.  If the crystal orientation has been accurately determined, the peak 
will be located at the center of the shoebox, with the background on all six sides.  A total 
intensity is calculated by summing the number of counts at each pixel inside the box, 
and a background calculated by summing the number of counts at each pixel on the 
side of the box.  A net intensity is calculated by subtracting the background intensity 
from the total intensity. 
 
The standard deviation in a raw intensity count is given by: 
σI = N ½                  (2.8) 
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where N represents the number of counts.  The standard deviation in the net intensity is 
given by: 
σnet = [ (σpeak)2 + (σbackground)2]1/2       (2.9) 
 
The output of the integration is a *.raw file containing HKL indices, the intensity and its 
standard deviation, followed by the observed and calculated profile of the X,Y, and Z 
projections for each reflection.   
With the output files from SAINT, the next step is to prepare for and create the 
files necessary for determination of the structure using the computer program XPREP. 
XPREP is used to determine the space group (symmetry), specify the unit cell contents, 
perform absorption corrections, and scale and merge data sets, etc.  XPREP reads the 
raw data files from SAINT and the *.p4p file from SMART, and writes the crystal data file 
*.ins and reflection data file *.hkl to be used by later programs.  The software shows the 
current crystal information and allows the user to choose from several options – the 
choice of unit cell, any of the Bravais lattice types, and any of the 230 possible space 
groups.  Space groups specify the symmetry operations that are present in the crystal 
structure.  In XPREP, usually the default option – the computer’s best guess – is most 
likely correct for determining the space group and crystal lattice type.  In this study, the 
monoclinic space group C2/c  was selected based on the intensities of certain classes 
of systematically absent reflections, and the choice was subsequently confirmed by the 
 successful determination of the structure.                                  
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Table 2.3  Summary of Preliminary Crystallographic Data 
Original cell in Angstroms and degrees: 
10.188    7.699   24.969    90.00    91.38    90.00 
26375 Reflections read from file mlt18m.hkl; mean (I/sigma) =    5.51 
Lattice exceptions:  P      A      B      C      I      F     Obv    Rev    All 
N (total) =           0  13195  13193  13194  13162  19791  17598  17590  26375 
N (int>3sigma) =      0   3045   3158   3067     86   4635   4154   4166   6198 
Mean intensity =    0.0   27.8   29.9   24.3    1.4   27.3   29.1   29.8   28.6 
Mean int/sigma =    0.0    5.6    6.0    5.2    0.4    5.6    5.7    5.6    5.7 
Lattice type: I chosen          Volume:      1957.86 
 
SEARCH FOR HIGHER METRIC SYMMETRY 
------------------------------------------------------------------------------ 
Option A: FOM = 0.000 deg.   MONOCLINIC    C-lattice   R(int) = 0.047 [  9261] 
Cell:   26.738   7.699  10.188   90.00  111.01   90.00    Volume:      1957.86 
Matrix: 1.0000  0.0000  1.0000  0.0000  1.0000  0.0000 -1.0000  0.0000  0.0000 
------------------------------------------------------------------------------ 
Option B: FOM = 0.000 deg.   MONOCLINIC    I-lattice   R(int) = 0.047 [  9261] 
Cell:   10.188   7.699  24.969   90.00   91.38   90.00    Volume:      1957.86 
Matrix: 1.0000  0.0000  0.0000  0.0000  1.0000  0.0000  0.0000  0.0000  1.0000 
Option A selected 
------------------------------------------------------------------------------- 
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SPACE GROUP DETERMINATION 
Lattice exceptions:  P      A      B      C      I      F     Obv    Rev    All 
N (total) =           0  13194  13166  13162  13195  19761  17600  17573  26375 
N (int>3sigma) =      0   3067   3051     86   3045   3102   4158   4128   6198 
Mean intensity =    0.0   24.3   24.3    1.4   27.8   16.7   29.3   29.2   28.6 
Mean int/sigma =    0.0    5.2    5.2    0.4    5.6    3.6    5.7    5.7    5.7 
Crystal system M and Lattice type C selected 
Mean |E*E-1| = 0.938 [expected .968 centrosym and .736 non-centrosym] 
Option  Space Group  No.  Type  Axes  CSD  R(int) N(eq)  Syst. Abs.   CFOM 
[A] C2/c           # 15  centro   1  3696  0.047  9261   0.7 /  5.7   2.14 
[B] Cc             #  9  non-cen  1   566  0.047  9261   0.7 /  5.7   6.27 
Option [A] chosen 
Determination of unit-cell contents 
Formula: C20,H32,N2,O4                                      
Formula weight =    349.44 
Tentative Z (number of formula units/cell) =   4.0  giving rho = 1.186, 
non-H atomic volume =  19.6  and following cell contents and analysis: 
 C      76.00    65.30 %              H     116.00     8.37 % 
 N       8.00     8.02 %              O      16.00    18.31 % 
F(000) =     756.0        Mo-K(alpha) radiation        Mu (mm-1) =   0.08 
------------------------------------------------------------------------------- 
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File mlt18.ins set up as follows: 
TITL mlt18 in C2/c   
CELL 0.71073  26.7383   7.6990  10.1877  90.000 111.005  90.000 
ZERR    4.00   0.0087   0.0025   0.0033   0.000   0.008   0.000 
LATT  7 
SYMM -X, Y, 0.5-Z 
SFAC C H N O 
UNIT 76 116 8 16 
TEMP -123 
TREF 
HKLF 4 
END  
   26375 Reflections written to new reflection file mlt18.hkl 
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 d. Creation of a Trial Structure 
SHELXTL is an integrated system of computer programs for the determination and 
refinement of crystal structures using diffraction data, and provides simple steps for 
publication of the results. The program XS is used to generate trial structure solutions 
by calculating the phases of a subset of the hkl reflections from the SAINT output file.  
The program uses a number of different methods to try and guess the phases, and from 
them the identity and location of most atoms in the crystal. Hydrogen atoms are not 
usually found using this program.  If XS is successful, then the trial structure generated 
may be examined by XP, a program for the visualization and editing of molecular 
structures.    After a trial structure has been created, subsequent refinement cycles by 
XL, a least-square refinement program, and XP will eventually lead to finding all of the 
atoms. The two most common approaches used by XS to determine phases are direct 
methods and Patterson methods.  Since the structure being investigated contains only 
small atomic number atoms, direct methods is the proper choice.  As mentioned 
previously, the Direct methods approach is based on statistical analyses of the 
intensities of the reflections to find the most probable phase relationships.  Remember, 
the phases cannot be determined experimentally and have to be calculated and 
combined with the experimentally determined amplitudes to give an electron density 
map.  The Direct methods solutions from XS yield a list of positions called Qs.  These 
Qs are peaks of normalized electron density found in the calculated E- map. 
Structure factors are calculated using the equation: 
Fhkl = Σ fj exp [-Bj (sinθ / λ )2 ] exp [ 2πi (hxj + kyj + lzj)] (2.10) 
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where fj is the atomic scattering factor, Bj is the isotropic temperature factor.  To 
normalize the structure factors, it is assumed that all of the atoms have the same 
isotropic temperature factor B and that they behave as point scatterers.  The magnitude 
of a unitary structure factor, Uhkl, is found by dividing the structure factor of a point 
scatterer by the total number of electrons in the unit cell: 
U hkl = Fhkl, / exp [-B (sinθ / λ)2] Σ fj       (2.11) 
Thus the normalized structure factor, Ehkl, is calculated as: 
Ehkl = (Uhkl2 / <Uhkl2> )1/2 .                       (2.12) 
 Once all of the structure factors have been normalized, one can attempt to solve 
the phase problem.  Since the crystal is centrosymmetric, the phase of a reflection is 
either +
1.  Once assigned, the electron density distribution (E-map) is calculated, atoms 
can be assigned to peaks found.   
 The XS program generates the *.lst file which include other parameters that are 
useful.  Most important of these is the calculated R factors. An R factor is the “residual 
index” and it is found near the end of the *.lst file.  To evaluate the quality of the solution 
provided by XS, the R factor is judged.  The theoretical value for the R factor is 0.83 for 
centrosymmetric structures and 0.59 for non-centrosymmetric structures for random 
atomic placement in the unit cell. In practice, if the R factor after XS is not somewhat 
less than about 0.5, you will seldom get a solution that will refine to give you the correct 
molecular structure.  For our crystal, the R factor is reported as  R1 =  0.7691 indicating 
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that we have a good trial structure solution.  XS writes the structure solution in the form 
of crystal data plus an atom list to the file *.res and a listing file *.lst. 
    
 
 
e.  Refinement of Crystal Structure  
 
   During the final stages of structure determination we try to improve the electron-
density map generated by XS, by interpreting the map to produce an atomic model of 
the unit-cell contents, and refining the model to optimize its agreement with the original 
reflection intensities.  The XP program is a graphical interface between the data 
calculated by XS or XL.  This program will display the electron density as three 
dimensional contours and facilitates the ability to build the molecular model.  It basically 
converts the *.res file - which is an ASCII file containing the space group, symmetry, 
etc., data, and the atomic positions and displacement parameters in the earlier model 
and any Q peaks (i.e., peaks in the calculated electron density map that are not yet 
accounted for) - calculated by the XS or XL run into an easier to use form.  When using 
XP, there are various graphical molecule viewing subroutines (e.g., ‘proj’), one for 
deleting and naming atoms using a graphical tool (i.e., ‘pick’), and routines to view peak 
positions and intensities in a tabular format (i.e., ‘info’) and calculate bond lengths and 
angles (i.e., ‘bang’).  Every time you start it, XP takes the last *.res file and uses it to 
generate all this data.  The results are saved to *.ins.  
 The starting model generated by XS and displayed interactively by XP is 
improved by least-squares refinement of the atomic coordinates.  The SHELXTL 
program XL reads the files generated from XP and writes the new results to the file 
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*.res.  This method entails building a list of atoms, each with a set of coordinates (x,y,z) 
to specify its location.   
 
By adjusting the atomic coordinates we improve the agreement between x-ray 
scattering amplitudes calculated from the current model and the original measured 
amplitudes in the native data set.  Besides atomic positions, other parameters are 
included in refinement.  The temperature factor, Bj of each atom j, is a measure of how 
much the atom oscillates around the position in the model.  We know that molecules in 
the solid state are not static, they do have some freedom of movement, and diffraction 
is affected by this variation in atomic position.  In this case, we assign a temperature 
factor to each atom and include the factor among parameters in minimizing the sum of 
the squares of the differences between observed and calculated amplitudes.  Another 
parameter included in refinement is the occupancy nj for each atom j, a measure of the 
fraction of atom j that actually occupies the position specified in the model.  Occupancy 
is important if there is more than one conformation of the structure observed or the 
crystal contains more than one atom type at a certain location.  In this study, there is no 
evidence of disorder or partial occupancy, so all of the occupancy factors have been 
fixed at 1.0. During this stage of structure determination, the model is cycled between 
map interpretation and least-squares refinement, XP and XL, respectively. 
  Before the parameters of the atoms in the model can be refined, reflections are 
determined to be observed or unobserved.  A reflection that has an intensity less than 
three times the estimated standard deviation in its intensity is classified as unobserved 
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and is given zero weight.  All other reflections are given unit weight.  During the process 
of a least-squares refinement, parameters are shifted in an attempt to minimize the 
difference between observed structure factors and those which are calculated based on 
the model.  Structure factors |Fc| are calculated using the following equation: 
  
|Fc| = G · Σ nj fj exp[2πi (hxj + kyj + lzj)] · exp [-Bj (sinθ)/λ]2    (2.13) 
where G is the overall scale factor, nj is the occupancy of atom j, xj, xj, and zj are the 
atomic coordinates.  The second exponential term shows that the effect of Bj on the 
structure factor depends on the angle of the reflection [(sin θ)/λ]. 
Once the phases of each reflection has been estimated and a starting model has 
been proposed, the parameters of the model need to be refined in order to make the 
calculated structure factors better fit the observed ones.  Similar to a least-squares fit of 
data to a straight line, we want to select atom positions that minimize the squared of 
differences between corresponding │Fc│s and │Fo│s.   
The iterations of least-squares refinement are repeated until the parameters no 
longer shift significantly.  Similar to a least-squares fit of data to a straight line, we want 
to select atom positions that minimize the squared of differences between the observed 
and calculated amplitudes for each reflection hkl.  The quantity that is minimized is S, 
the sum of squares of differences between observed and calculated structure factors: 
S = Σ w(hkl) ( |Fo| – |Fc| )2       (2.14) 
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Depending on the relative number of parameters to be refined and observed reflections, 
the system may be under- or overdetermined or it may yield an exact solution.  Because 
of the relatively low accuracy of any individual measurement, the number of 
observations should exceed the number of parameters, ideally by a factor of 10 or 
more.   
 
The crystal structure refinement is converged when the weighted sum of the differences 
between the observed and calculated structure factors does not decrease on 
subsequent cycles.  The sum is taken over all reflections hkl currently in use.  Each 
difference is weighted by the term w(hkl), a number that depends on the reliability of the 
corresponding measured intensity.  A reflection which has been observed with a smaller 
standard deviation can be given greater weight in the refinement process.  The weight 
assigned to each measurement is inversely proportional to the square of the estimated 
standard deviation.   
It is important to note that least squares may or may not lead us to the correct 
structure, as the starting model parameters must be near the global minimum, the one 
conformation that will give the best agreement between calculated and observed.  
Otherwise, the refinement will converge into an incorrect local minimum from which it 
cannot escape.  In order to avoid this problem and increase the probability of finding the 
global minimum, we added constraints and restraints on the model during refinement 
cycles.  Constraints and restraints have proven to greatly increase the rate of 
convergence of crystallographic refinements.  A constraint is a fixed value for a certain 
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parameter, such as our constraint of all atomic occupancies to a value of 1.0.  A 
restraint takes the form of additional information that is not exact but is subject to a 
probability distribution, such as the condition that all bond lengths, bond angles, and 
anisotropic displacement parameters are within a specified range of values. Commands 
in XL such as DELU and SIMU, were used to perform these types of restrains.   
 
 
Thus in minimizing Q, we are finding atom positions, temperature factors, and 
occupancies that simultaneously minimize differences between (1) observed and 
calculated reflection amplitudes, (2) model bond lengths and ideal bond lengths, and (3) 
model bond angles and ideal bond angles.  As the refinement proceeds, some 
constraints and restraints are lifted, so that agreement with the original reflection 
intensities is given highest priority.  The choice when to relax specific constraints and 
restraints is more experience and art than science.  The output of a least-squares 
minimization cycle calculated by XL is shown below.       
 
Table 2.4 Crystal Structure Refinement Data 
TITL Mlt18m in C2/c 
CELL 0.71073  10.1877   7.6990  24.9688  90.000  91.384  90.000 
ZERR    4.00   0.0033   0.0025   0.0080   0.000   0.008   0.000 
LATT  7 
SYMM -X, Y, 0.5-Z 
SFAC C H N O 
UNIT 76 116 8 16 
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V = 1957.86     F(000) =     756.0     Mu =   0.08 mm-1      Cell Wt =              1397.77    
Rho =  1.186 
 
TEMP -123 
   
 L.S. 4 
 BOND 
 FMAP 2 
 PLAN 10 
   
 WGHT    0.100000 
 FVAR      0.09492 
 C1    1    0.680018   -0.001924    0.576514    11.00000    0.00001 
 N1    3    0.844309   -0.426902    0.655577    11.00000    0.04934 
 O1    4    0.670749    0.151471    0.611026    11.00000    0.01140 
 O2    4    0.563511    0.003397    0.550766    11.00000    0.00001 
 C3    1    0.621966   -0.498495    0.641735    11.00000    0.00001 
 C4    1    0.740528   -0.499666    0.611948    11.00000    0.00001 
 C8    1    0.760205   -0.316294    0.689903    11.00000    0.01660 
 C9    1    0.718657   -0.308062    0.578426    11.00000    0.02516 
 C11   1   0.668561   -0.148749    0.610133    11.00000    0.00001 
 C13   1   0.740709   -0.147431    0.664851    11.00000    0.01570 
 C16   1    0.558191   -0.203471    0.516653    11.00000    0.02449 
 C20   1    0.627403   -0.411632    0.694281    11.00000    0.02833 
 HKLF 4 
 
 
 Covalent radii and connectivity table for Mlt18m in C2/c                                                              
 
 C    0.770 
 H    0.320 
 N    0.700 
 O    0.660 
 
 C1 - O2 C11 O1 
 N1 - C8 C4 
 O1 - C1 
 O2 - C1 C16 
 C3 - C4 C20 
 C4 - C3 N1 C9 
 C8 - C13 N1 C20 
 C9 - C11 C4 
 C11 - C1 C13 C9 
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 C13 - C8 C11 
 C16 - O2 
 C20 - C3 C8 
 
 
   h   k   l         Fo^2      Sigma      Why rejected 
 
   0   0   7       30.97      1.16      observed but should be systematically absent 
   0   0   9       28.42      1.37      observed but should be systematically absent 
   0   0  13      33.77      1.89      observed but should be systematically absent 
   0  -1   0         3.12      0.32      observed but should be systematically absent 
   0  -1  -1       58.94      0.79      observed but should be systematically absent 
   0  -1   1       56.25      0.86      observed but should be systematically absent 
   0  -1  -2         1.26      0.31      observed but should be systematically absent 
   0  -1   2         1.93      0.40      observed but should be systematically absent 
   0  -1   3   2997.29    19.38      observed but should be systematically absent 
   0   1   3   3000.17    24.72      observed but should be systematically absent 
   0  -1   5       59.22      1.30      observed but should be systematically absent 
   0   1   5       68.59      1.71      observed but should be systematically absent 
   0  -1   7        96.12      1.70     observed but should be systematically absent 
   0   3  17       27.61     2.56      observed but should be systematically absent 
   0  -3  19     139.34    4.28       observed but should be systematically absent 
   0  -3  23       92.43     4.74      observed but should be systematically absent 
   0  -3  25       38.27     4.34      observed but should be systematically absent 
   0  -5  -1      156.79     2.94      observed but should be systematically absent 
   0  -5   1      154.44      3.05     observed but should be systematically absent 
   0  -5  -5        8.50      1.47       observed but should be systematically absent 
   0  -5   5        7.04      1.70       observed but should be systematically absent 
   0  -5  -7      109.00      2.58     observed but should be systematically absent 
 
 ** etc. ** 
 
 
   26375  Reflections read, of which 13567  rejected 
 
 -15 =< h =< 15,    -11 =< k =< 11,    -37 =< l =< 38,   Max. 2-theta =   66.47 
 
    2712  Systematic absence violations 
 
 
 
 
  3713  Unique reflections, of which      0  suppressed 
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 R(int) = 0.0575     R(sigma) = 0.1017      Friedel opposites merged 
 
 Maximum memory for data reduction =   887 /   43888   
 Unit-cell contents from UNIT instruction and atom list resp. 
 
 C        76.00     72.00 
 H       116.00      0.00 
 N           8.00      8.00 
 O        16.00     16.00 
 
 
 Least-squares cycle   1      Maximum vector length =  511      Memory required =   1008 
/   74396 
 
 wR2 =  0.9176 before cycle   1 for   3713 data and    49 /    49 parameters 
 
 GooF = S =     5.875;     Restrained GooF =      5.875  for      0 restraints 
 
 Weight = 1 / [ sigma^2(Fo^2) + ( 0.1000 * P )^2 +   0.00 * P ]   where  P = ( Max ( Fo^2, 
0 ) + 2 * Fc^2 ) / 3 
 
 
     N      value        esd    shift/esd  parameter 
 
     1     0.08877     0.00342    -1.801    OSF 
     5     0.00001     0.00459    -5.278    U11 C1 
    17     0.00001     0.00377    -3.025    U11 O2 
    37     0.00001     0.00517    -3.554    U11 C11 
 
 Mean shift/esd =   0.547    Maximum =  -5.278 for  U11 C1        
 
 Max. shift = 0.024 A for C16      Max. dU =-0.005 for C13          
 
 
 Least-squares cycle   2      Maximum vector length =  511      Memory required =   1008 
/   74396 
 
 wR2 =  0.9210 before cycle   2 for   3713 data and    49 /    49 parameters 
 
 GooF = S =     5.721;     Restrained GooF =      5.721  for      0 restraints 
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 Weight = 1 / [ sigma^2(Fo^2) + ( 0.1000 * P )^2 +   0.00 * P ]   where  P = ( Max ( Fo^2, 
0 ) + 2 * Fc^2 ) / 3 
 
 
     N      value        esd    shift/esd  parameter 
 
     1     0.07962     0.00330    -2.775    OSF 
     5     0.00001     0.00492    -7.152    U11 C1 
    17     0.00001     0.00402    -4.261    U11 O2 
    21     0.00001     0.00504    -3.349    U11 C3 
    25     0.00001     0.00497    -3.285    U11 C4 
    37     0.00001     0.00548    -5.030    U11 C11 
 
 Mean shift/esd =   0.710    Maximum =  -7.152 for  U11 C1        
 
 Max. shift = 0.029 A for N1      Max. dU =-0.006 for C20           
 
 
 Least-squares cycle   3      Maximum vector length =  511      Memory required =   1008 
/   74396 
 
 wR2 =  0.9270 before cycle   3 for   3713 data and    49 /    49 parameters 
 
 GooF = S =     5.469;     Restrained GooF =      5.469  for      0 restraints 
 
 Weight = 1 / [ sigma^2(Fo^2) + ( 0.1000 * P )^2 +   0.00 * P ]   where  P = ( Max ( Fo^2, 
0 ) + 2 * Fc^2 ) / 3 
 
 
     N      value        esd    shift/esd  parameter 
 
     1     0.07263     0.00313    -2.234    OSF 
     5     0.00001     0.00553    -7.478    U11 C1 
    17     0.00001     0.00449    -4.736    U11 O2 
    21     0.00001     0.00567    -3.615    U11 C3 
    25     0.00001     0.00561    -3.501    U11 C4 
    37     0.00001     0.00605    -5.602    U11 C11 
 
 Mean shift/esd =   0.722    Maximum =  -7.478 for  U11 C1        
 
 Max. shift = 0.033 A for N1      Max. dU =-0.006 for C20           
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 Least-squares cycle   4      Maximum vector length =  511      Memory required =   1008 
/   74396 
 
 wR2 =  0.9323 before cycle   4 for   3713 data and    49 /    49 parameters 
 
 GooF = S =     5.317;     Restrained GooF =      5.317  for      0 restraints 
 
 Weight = 1 / [ sigma^2(Fo^2) + ( 0.1000 * P )^2 +   0.00 * P ]   where  P = ( Max ( Fo^2, 
0 ) + 2 * Fc^2 ) / 3 
 
 
     N      value        esd    shift/esd  parameter 
 
     1     0.06670     0.00298    -1.989    OSF 
     5     0.00001     0.00616    -7.866    U11 C1 
    13     0.00001     0.00533    -1.122    U11 O1 
    17     0.00001     0.00498    -5.200    U11 O2 
    21     0.00001     0.00631    -3.955    U11 C3 
    25     0.00001     0.00625    -3.759    U11 C4 
    37     0.00001     0.00655    -6.155    U11 C11 
 
 Mean shift/esd =   0.752    Maximum =  -7.866 for  U11 C1        
 
 Max. shift = 0.038 A for N1      Max. dU =-0.006 for C20           
 
 No correlation matrix elements larger than  0.500 
 
 
 
  Mlt18m in C2/c                                                              
 
 ATOM           x         y         z          sof         U11       U22       U33       U23       U13       
U12        Ueq 
 
 C1          0.68013  -0.00140   0.57614     1.00000     0.00001 
   0.06136   0.00380   0.00389   0.00148     0.00000     0.00616 
 
 N1          0.84347  -0.44220   0.65655     1.00000     0.04327 
   0.08816   0.00533   0.00635   0.00198     0.00000     0.01380 
 
 O1          0.66976   0.15103   0.61097     1.00000     0.00001 
   0.04039   0.00245   0.00275   0.00093     0.00000     0.00533 
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 O2          0.56189   0.00090   0.55066     1.00000     0.00001 
   0.04318   0.00276   0.00255   0.00103     0.00000     0.00498 
 
 C3          0.62275  -0.49721   0.64223     1.00000     0.00001 
   0.06082   0.00378   0.00385   0.00144     0.00000     0.00631 
 
 C4          0.73876  -0.49690   0.61168     1.00000     0.00001 
   0.06332   0.00382   0.00409   0.00149     0.00000     0.00625 
 
 C8          0.75974  -0.31330   0.68967     1.00000     0.00368 
   0.06393   0.00411   0.00432   0.00147     0.00000     0.00840 
 
 C9          0.72577  -0.30542   0.57920     1.00000     0.01406 
   0.07559   0.00464   0.00530   0.00171     0.00000     0.01079 
 
 C11         0.66956  -0.14858   0.60973     1.00000     0.00001 
   0.05947   0.00362   0.00406   0.00136     0.00000     0.00655 
 
 C13         0.73714  -0.14831   0.66534     1.00000     0.00001 
   0.05890   0.00359   0.00415   0.00132     0.00000     0.00692 
 
 C16         0.55352  -0.20843   0.51656     1.00000     0.00706 
   0.07399   0.00429   0.00471   0.00159     0.00000     0.00901 
 
 C20         0.62333  -0.41370   0.69402     1.00000     0.00568 
   0.07004   0.00436   0.00496   0.00157     0.00000     0.00899 
 
 
 
 Final Structure Factor Calculation for  Mlt18m in C2/c                                                              
 
 Total number of l.s. parameters =    49     Maximum vector length =  511      Memory 
required =    959 /   22995 
 
 wR2 =  0.9375 before cycle   5 for   3713 data and     0 /    49 parameters 
 
 GooF = S =     5.168;     Restrained GooF =      5.168  for      0 restraints 
 
 Weight = 1 / [ sigma^2(Fo^2) + ( 0.1000 * P )^2 +   0.00 * P ]   where  P = ( Max ( Fo^2, 
0 ) + 2 * Fc^2 ) / 3 
 
 R1 =  0.7155 for   1191 Fo > 4sig(Fo)  and  0.7870 for all   3713 data 
 wR2 =  0.9375,  GooF = S =   5.168,  Restrained GooF =    5.168  for all data 
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 Occupancy sum of asymmetric unit =   12.00 for non-hydrogen and    0.00 for hydrogen 
atoms 
 
 
 
 Analysis of variance for reflections employed in refinement      K = Mean[Fo^2] / 
Mean[Fc^2]  for group 
 
 
 Fc/Fc(max)       0.000    0.010    0.019    0.029    0.039    0.052    0.065    0.084    0.111    
0.155    1.000 
 
 Number in group       400.     345.     369.     388.     371.     356.     381.     362.     367.     
374. 
 
            GooF      4.252    4.617    4.720    3.756    4.818    4.606    5.344    7.390    9.354   
14.131 
 
             K      322.276   67.091   19.042    7.959    7.858    5.498    3.892    4.348    
5.624    8.026 
 
 
 Resolution(A)    0.65     0.68     0.70     0.74     0.77     0.82     0.88     0.97     1.11     
1.40     inf 
 
 Number in group       379.     366.     378.     368.     368.     367.     374.     369.     371.     
373. 
 
            GooF      1.761    1.753    2.860    3.255    3.442    4.198    5.920    9.006   
10.858   14.178 
 
             K        2.161    1.955    3.032    3.429    3.061    3.193    4.165    6.714    7.481   
12.096 
 
             R1       0.608    0.576    0.617    0.610    0.637    0.650    0.678    0.725    0.727    
0.807 
 
 
 Recommended weighting scheme:  WGHT      0.2000      0.0000 
 Note that in most cases convergence will be faster if fixed weights (e.g. the 
 default WGHT 0.1) are retained until the refinement is virtually complete, and 
 only then should the above recommended values be used. 
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 Most Disagreeable Reflections (* if suppressed or used for Rfree) 
 
     h   k   l              Fo2                Fc2  Delta(F2)/esd  Fc/Fc(max)  Resolution(A) 
 
     1   1  12      35555.53         11.60        5.66       0.013       1.96 
     6   0   0       77052.59         130.14       5.63       0.044       1.70 
     2   4   2       23398.21          45.77       5.62       0.026       1.78 
    -2   0  12      91563.55          8.90       5.58       0.011       1.94 
     3   3   6       13618.88         17.29       5.54       0.016       1.83 
     5   1   2       93485.11         737.54       5.52       0.104       1.94 
    -4   0   2       89593.06        1516.50       5.50       0.150       2.51 
     3   5   2       59966.98         933.03       5.46       0.117       1.39 
     0   4  12      17006.13         58.45       5.44       0.029       1.41 
    -2   4   2       30802.43         216.53       5.44       0.057       1.78 
    -5   5   2       50317.16         648.03       5.44       0.098       1.22 
     2   0   6       49099.22       1005.13       5.41       0.122       3.18 
     0   4   6       29580.78        492.01       5.37       0.085       1.75 
    -1   5  10      17271.33         25.27       5.35       0.019       1.30 
    -3   5  10      49554.13        923.57       5.33       0.117       1.23 
    -3   1  10      31895.00          1.83       5.33       0.005       1.97 
     0   2   4      145078.06       4281.27       5.32       0.252       3.28 
    -1   1   8        94615.68       2547.90       5.28       0.194       2.80 
     1   5   4        44882.29        375.28       5.27       0.074       1.48 
     0   0  12       34526.05          3.45       5.26       0.007       2.08 
     0   2   0       293489.13       8207.92       5.26       0.348       3.85 
    -1   1   4       523129.22      10775.31       5.25       0.399       4.41 
     0   6   8       16676.40         53.70       5.22       0.028       1.19 
     4   0   6      356848.09      12406.28       5.19       0.428       2.15 
     1   1   4      317169.75      10485.25       5.18       0.394       4.35 
     5   5   2      31578.16        269.31       5.15       0.063       1.22 
     3   1   2      59770.84        175.78       5.15       0.051       3.00 
    -1   1  10     98727.14       2065.70       5.10       0.175       2.32 
     3   1  10      77893.05       1588.77       5.09       0.153       1.93 
    -3   5   6      78018.32       3492.31       5.05       0.227       1.33 
     2   2   2      41193.86       2002.37       5.00       0.172       2.97 
    -2   0   6     149959.06       1131.24       5.00       0.129       3.26 
     3   3   2      20685.02        302.48       5.00       0.067       2.02 
     7   3   2      22114.27        823.38       4.94       0.110       1.26 
    -3   3   2       6452.27         21.87       4.93       0.018       2.02 
     5   3  12      29893.44       1383.30       4.91       0.143       1.25 
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     3   1  12      64958.45       2714.63       4.88       0.200       1.71 
     2   0   0     682889.38      33480.09       4.88       0.704       5.09 
    -4   0  10      42880.37        831.76       4.87       0.111       1.80 
     1   1   0     124198.96       6453.20       4.86       0.309       6.14 
    -5   1  12      41853.81       2375.58       4.86       0.187       1.45 
    -5   5  10      20059.84        429.64       4.84       0.080       1.11 
     0   2   8      19151.21        729.15       4.84       0.104       2.42 
    -2   0   4    1064014.88      67644.37       4.83       1.000       3.99 
     0   4   8      12974.24        538.24       4.81       0.089       1.64 
    -4   6   2      60792.90       3092.68       4.80       0.214       1.14 
     4   0  20      35475.11        123.72       4.78       0.043       1.11 
     1   3   6     343005.41      23973.87       4.74       0.595       2.13 
     3   1   4      52334.20        755.87       4.74       0.106       2.76 
     2   0  26      60870.78       2109.13       4.74       0.177       0.94 
 
 
 
 Bond lengths and angles 
 
 C1 -        Distance             Angles 
 O2        1.3488 (0.0473)  
 C11       1.4153 (0.0438)  102.13 (2.87) 
 O1        1.4659 (0.0383)      101.13 (2.60) 106.37 (2.82) 
               C1 -          O2            C11           
 
 N1 -        Distance       Angles 
 C8        1.5590 (0.0591)  
 C4        1.5850 (0.0618)  100.17 (3.50) 
               N1 -          C8            
 
 O1 -        Distance       Angles 
 C1        1.4659 (0.0383)  
               O1 -          
 
 O2 -        Distance       Angles 
 C1        1.3488 (0.0474)  
 C16       1.8238 (0.0425)  103.88 (2.38) 
               O2 -          C1            
 
 C3 -        Distance       Angles 
 C4        1.4220 (0.0525)  
 C20       1.4439 (0.0520)  119.61 (3.39) 
               C3 -          C4            
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 C4 -        Distance       Angles 
 C3        1.4220 (0.0524)  
 N1        1.5850 (0.0620)  100.09 (3.28) 
 C9        1.6863 (0.0523)  101.71 (2.84)  98.71 (3.02) 
               C4 -          C3            N1            
 
 C8 -        Distance       Angles 
 C13       1.4245 (0.0451)  
 N1        1.5590 (0.0591)  115.23 (3.36) 
 C20       1.5962 (0.0546)  109.19 (3.35) 102.48 (3.21) 
               C8 -          C13           N1            
 
 C9 -        Distance       Angles 
 C11       1.5454 (0.0532)  
 C4        1.6863 (0.0521)  118.13 (3.11) 
               C9 -          C11           
 
 C11 -       Distance       Angles 
 C1        1.4153 (0.0439)  
 C13       1.5349 (0.0474)  119.74 (2.90) 
 C9        1.5454 (0.0531)  107.39 (2.91) 106.49 (2.95) 
               C11 -         C1            C13           
 
 C13 -       Distance       Angles 
 C8        1.4245 (0.0450)  
 C11       1.5349 (0.0474)  116.68 (2.93) 
               C13 -         C8            
 
 C16 -       Distance       Angles 
 O2        1.8238 (0.0424)  
               C16 -         
 
 C20 -       Distance       Angles 
 C3        1.4439 (0.0520)  
 C8        1.5962 (0.0546)   98.02 (3.17) 
               C20 -         C3            
 
 
 FMAP and GRID set by program 
 
 FMAP   2   2  13 
 GRID    -2.500  24  -2     2.500   1   2 
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 R1 =  0.7691 for   3713 unique reflections after merging for Fourier 
 
 
 Electron density synthesis with coefficients Fo-Fc 
 
 Highest peak   23.25  at  0.4395  0.0006  0.4499  [  0.02 A from O2 ] 
 Deepest hole   -4.03  at  0.9200  0.0004  0.4123  [  1.42 A from C3 ] 
 
 Mean =   -0.01,   Rms deviation from mean =    2.01 e/A3,   
 Highest memory used =  2115 / 32539 
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 The structure solution is done when the structural model is complete and the 
refinement has reached convergence.  A refinement is considered convergence when 
the largest shift is any parameter is less than 10% of its estimated standard deviation. 
We can determine whether or not our determined structure is correct by comparing the 
measured structure-factor amplitudes |Fobs| with amplitudes calculated for our model, 
and by producing a flat difference electron density map.  Serious peaks or dips in the 
electron density map may indicate that all the atoms have not been found or labeled 
incorrectly.  In calculating the new phases at each stage, we learn what intensities our 
current model, if correct, would yield.  Thus, the measured Fhkls and calculated Fhkls 
should agree within the accuracy of the data.  The most widely used measure of quality 
of a structure determination is the residual index, or R-factor: 
    Rhkl = Σhkl | F
o – Fc |         (2.11) 
 Σhkl Fo 
where each |Fo| is derived from a measured reflection intensity and each |Fc| is the 
amplitude of the corresponding structure factor calculated from the current model.   
In this study, the final R factor is 0.0466, which indicates excellent agreement between 
the observed data and our structural model.   
 In addition to monitoring R-factors as indicators of convergence, we also use 
other structural parameters that indicate whether the model is chemically, 
stereochemically, and conformationally reasonable.  In a chemically reasonable model, 
the bond lengths and bond angles fall near the expected values for a simple organic 
compound.  The usual criteria applied are the root-mean-squared (rms) deviations of all 
the model’s bond lengths and angles from an accepted set of values.   
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A well-refined model exhibits rms deviations of no more than 0.02Å  for bond lengths 
and 4° for bond angles. 
 Finally, what makes one a good crystallographer?  In my opinion, nothing other 
than solving more and more crystal structures should produce a proficient 
crystallographer since each crystal is never the same, so the analysis is always brings 
different challenges.  Experience in judging crystal quality, understanding the analysis of 
the data at certain stages of the intensity integration, and several cycles of refinements 
have proved to be invaluable, affording to find discrepancies and making adjustments 
early, which oftentimes delays determining the structure, or wasting time on a crystal 
which will probably not produce any results.   
The crystal structure of ethylene glycol bis(tropane-3-carboxylate), and the 
published crystallographic information is presented below in tabular form.  A clear, 
parallelepiped crystal with dimensions 0.26 x 0.08 x 0.03 mm was mounted on a Bruker 
AXS SMART CCD diffractometer system equipped with a SMART 1000 CCD detector, 
graphite monochromator for data collection at 150 K.  Lattice parameters were 
determined from least-squares refinement of 12,836 reflections measured from        
1.63° < 2θ < 33.23° using MoKα radiation (wavelength of 0.71073 Ǻ).  The unit cell was 
found to have the following dimensions: a = 26.738(9) Å, b = 7.699(3) Å,  c = 10.188(3) 
Å, α = 90°, β = 111.005(8)°, γ = 90°.  The unit cell has a volume of 1957.9(11) Å3, and 
belongs to space group C2/c, with integrated intensities measured in the range -37 ≤  h 
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≤  37, -11 ≤  k ≤  11, -15 ≤  l ≤  15.  Four molecules were found per unit cell.  The 
molecular formula is C20H32N2O2, with a molecular weight of 364.48u, and a density of          
1.237 Mg/m3.   
 Out of the 12836 refined, 3725 are symmetry related.  The averages of the 
symmetry related reflections yielded Rint = 0.0575 based on the magnitude of observed 
structure factors.  The structure was solved by direct methods, peaks corresponding to 
the non-hydrogen atoms were located in the E-map, hydrogen atoms were found during 
refinement.  For the data set collected, the final agreement factors and goodness of 
were R1 = 0.0453, wR = 0.1083, and GOF = 0.897.  Final atomic coordinates and 
anisotropic temperature factors are listed in Tables 2.6 and 2.8.  Bond lengths and bond 
angles are listed in Table 2.7.  The molecular structure is depicted in Figure 2.9.       
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Figure 2.9.  An ORTEP drawing of Ethylene Glycol BIS(tropane-3-carboxylate).  
Thermal ellipsoids are plotted at the 50% probability level.  
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Table 2.5.  Published Results of Ethylene Glycol BIS(tropane-3-carboxylate)   
   
  
      Empirical formula                    C10 H16 N O  
   
      Formula weight                       364.48  
   
      Temperature                           150(2) K  
    
      Wavelength                             0.71073 Å 
   
      Crystal system, space group        Monoclinic, C2/c  
   
      Unit cell dimensions                 a = 26.738(9) Å    α = 90°.  
b =   7.699(3) Å    β = 111.005(8)°                                                       
c = 10.188(3) Å    γ = 90°  
   
      Volume                                     1957.9(11) Å3  
   
      Z, Calculated density               4, 1.237 Mg/m3  
   
      Absorption coefficient              0.086 mm-1  
   
      F(000)                                      792  
   
      Crystal size                              0.26 x 0.08 x 0.03 mm  
   
      Theta range for data collection    1.63° to 33.23° 
   
      Limiting indices                                 -37 ≤  h ≤  37, -11 ≤  k ≤  11, -15 ≤  l ≤  15  
   
      Reflections collected / unique          12836 / 3725 [R(int) = 0.0466]  
   
      Completeness to theta = 33.23°      98.7 %  
   
      Absorption correction                      Empirical  
   
      Max. and min. transmission            1.000000 and 0.592338  
   
      Refinement method                         Full-matrix least-squares on F2  
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      Data / restraints / parameters         3725 / 118 / 182  
   
      Goodness-of-fit on F2                      0.897  
   
      Final R indices [I>2sigma(I)]     R1 = 0.0453, wR2 = 0.1083  
   
      R indices (all data)                     R1 = 0.0725, wR2 = 0.1238  
   
      Largest diff. peak and hole        0.313 and -0.320 e. Å-3  
  
  
 
 
 
 
 
 
Table 2.6.  Fractional Atomic coordinates ( x104)  
  
Atom X Y Z 
O1   513(1)   7100(1) 2384(1) 
N1 1555(1) 11756(1)   651(1) 
C1 1426(1) 12697(2) 2758(1) 
O2   750(1)   6520(1)   526(1) 
C2 1958(1) 11660(2) 3181(1) 
C3 1914(1) 10688(1) 1810(1) 
C4 1649(1)   8907(1) 1724(1) 
C5 1109(1)   9073(1) 1932(1) 
C6   777(1) 10589(1) 1049(1) 
C7 1128(1) 12200(1) 1203(1) 
C8 1818(1) 13328(2)   399(2) 
C9   783(1)   7430(1) 1521(1) 
C10   156(1)   5615(1) 2015(1) 
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 Table 2.7.  Bond lengths [Å] and angles   
          _ 
BONDED ATOMS BOND LENGTHS 
O(1)-C(9) 1.3464(14) 
O(1) C(10) 1.4507(13) 
N(1) C(8) 1.4678(15) 
N(1) C(3) 1.4755(14) 
N(1)-C(7) 1.4833(15) 
C(1)-C(7) 1.5446(17) 
C(1)-C(2) 1.5492(17) 
O(2)-C(9) 1.2092(14) 
C(2)-C(3) 1.5512(16) 
C(3)-C(4) 1.5312(16) 
C(4)-C(5) 1.5381(15) 
C(5)-C(9) 1.5086(15) 
C(5)-C(6) 1.5456(16) 
C(6)-C(7) 1.5286(16) 
C(10)- C(10)#1 1.502(2) 
BONDED ATOMS BOND ANGLES 
C(9)-O(1)-C(10) 115.93(9) 
C(8)-N(1)-C(3) 112.63(9) 
C(8)-N(1)-C(7) 110.98(9) 
C(3)-N(1)-C(7) 101.19(8) 
C(7)-C(1)-C(2) 104.09(9) 
C(1)-C(2)-C(3) 103.45(9) 
N(1)-C(3)-C(4) 107.33(9) 
N(1)-C(3)-C(2) 105.60(9) 
C(4)-C(3)-C(2) 111.53(9) 
C(3)-C(4)-C(5) 110.83(8) 
C(9)-C(5)-C(4) 111.71(9) 
C(9)-C(5)-C(6) 108.47(9) 
C(4)-C(5)-C(6) 110.78(9) 
C(7)-C(6)-C(5) 110.42(9) 
N(1)-C(7)-C(6) 107.57(9) 
N(1)-C(7)-C(1) 105.05(9) 
C(6)-C(7)-C(1) 112.30(10) 
O(2)-C(9)-O(1) 122.89(10) 
O(2)-C(9)-C(5) 125.47(10) 
O(1)-C(9)-C(5) 111.62(9) 
O(1)-C(10)-C(10)#1 107.38(9) 
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   Table 2.8.  Anisotropic displacement parameters (Å2 x103) for mlt18.  
    The anisotropic displacement factor exponent takes the form:  
    -2 pi2 [ h2 a*2 U11 + ... + 2 h k a* b* U12 ]  
   
     
ATOM U11 U22 U33 U23 U13 U12 
O1 22(1) 25(1) 25(1)   -5(1)   13(1) -6(1) 
N1 22(1) 22(1) 18(1)    2(1)     8(1) -1(1) 
C1 30(1) 24(1) 25(1)  -6(1)   13(1) -2(1) 
O2 53(1) 33(1) 42(1) -18(1)   33(1)    -17(1) 
C2 23(1) 29(1) 20(1)   -2(1)     5(1) -5(1) 
C3 16(1) 25(1) 20(1)    2(1)     7(1)  0(1) 
C4 20(1) 21(1) 22(1)    1(1)   10(1)  3(1) 
C5 21(1) 20(1) 20(1)   -2(1)   10(1) -1(1) 
C6 17(1) 24(1) 27(1)   -2(1)     8(1)  1(1) 
C7 21(1) 19(1) 24(1)    0(1)     8(1)  3(1) 
C8 34(1) 30(1) 29(1)    6(1)   13(1) -7(1) 
C9 22(1) 21(1) 25(1)    0(1)   12(1)  0(1) 
C10 20(1) 20(1) 36(1)   -4(1)   14(1) -2(1) 
 
 
 
 
Table 2.9.  Hydrogen coordinates ( x104) and isotropic  
                  displacement parameters (Å2 x 103).  
   
ATOM x y z U(eq) 
H1B 1235(6) 12430(19) 3362(16) 37(4) 
H1A 1518(5) 13981(19) 2851(15) 33(4) 
H2B 2284(5) 12440(16) 3517(14) 24(3) 
H2A 2007(5) 10800(17) 3954(15) 29(3) 
H3 2273(5) 10563(15) 1705(14) 25(3) 
H4A 1894(6) 8141(18) 2459(17) 36(4) 
H4B 1622(6) 8391(17)    857(17) 32(4) 
H5 1178(5) 9259(17)  2951(15) 27(3) 
H6B   477(6) 10841(19)  1326(16) 39(4) 
H6A   636(5) 10244(16)      42(15) 25(4) 
H7   924(5) 13186(16)    660(14) 23(3) 
H8C 1993(6) 14100(20)   1262(18) 43(3) 
H8B 2108(7) 13000(18)        6(17) 43(4) 
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H8A 1571(6) 13979(19)   -255(17) 39(4) 
H10B   371(5) 4567(17)   2173(14) 29(3) 
H10A    -81(6) 5685(16)     993(15) 25(3) 
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CHAPTER III 
 
CORRELATIONS BETWEEN STRUCTURAL PROPERTIES AND STRENGTH 
PROPERTIES OF COTTON FIBERS GROWN IN VARIOUS COUNTRIES 
 
 
3.1 Introduction 
 
 Recently, deliberate mislabeling of the geographic origin of foreign merchandise 
and food products by manufacturers for profit has become increasingly common and is 
a growing concern for the United States government’s enforcement of quotas.  The 
“country of origin” is the country in which a product is wholly produced or manufactured 
(except for minor parts).  The country of origin designation of import goods is used to 
determine whether they are subject to import prohibition, restriction, or they qualify for 
preferential duty admission33. Research on new methods to determine the country of 
origin of targeted commodities and food products is increasing rapidly34,35,36. These 
studies are particularly important in the cotton textile industry, as the unlawful 
mislabeling of cotton can introduce variability in the quality of products produced form 
the raw material, ultimately damaging the industry, and producing a negative economic 
impact on the global market and trading practices.  According to the United States 
Cotton Standards Act37, the sale, advertisement, and description of cotton must be 
regulated in order to protect the interest of the producers, merchandisers, processors, 
and consumers by proper and reliable classification. To the best of our knowledge, no 
research studies on methods for the determination of the country of origin of raw, 
unprocessed cotton have been reported. 
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Egypt produces some of the finest cottons in the world.  Grown exclusively in the 
Nile River Valley, this land has excellent soil to grow extra long staple cotton.  In 
general, the fibers of Egyptian cottons are longer, stronger, and finer than those of other 
cottons38,39,40.  Products produced from Egyptian cotton are considered superior to 
those manufactured from other cottons, and thus command higher prices.  Since 
Egyptian cotton is subject to a quota, it is of interest for government agencies to have a 
method for determining the country of origin, and to investigate the correlation of the 
structural properties of raw cottons with their country of origin.  The ability to distinguish 
Egyptian raw cotton from cotton from other source countries would aid in the 
enforcement of this quota. 
  The differences of between Egyptian cottons and cottons of other origin are 
presumed to be genetic in nature, suggesting that Egyptian cottons might have a 
somewhat different crystalline structure from that of other cottons41,42,43.  Environmental 
conditions, including the soil composition where the cotton is grown, may also influence 
the crystalline structure and chemical composition of the cotton.  Described in this report 
are investigations to determine if Egyptian cotton and cotton from other source countries 
can be distinguished based on measurements of their X-ray diffraction patterns.  It is 
proposed that by determining crystallinity, crystallite size, and orientation of the fibers of 
cottons from several countries, structural data will be obtained that correlates with 
physical strength, the standard of fiber quality. The hypothesis is that, if the structural 
characteristics of Egyptian cottons are sufficiently different from cottons grown in other 
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countries, then x-ray diffraction should produce fiber diffraction patterns which may be 
used to discriminate between those cottons.   
X-ray fiber diffraction analysis of cotton fibers has been employed to determine 
percent crystallinity,44,45,46 crystallite orientation,47,48 and crystallite size.49,50  Knowledge 
of relative variations in crystallinity, crystallite size, and orientation of crystallites to the 
fiber axis has been shown to be helpful in understanding fiber properties and chemical 
reactivity51.  These structural characteristics of cotton fibers may reveal distinct 
differences between the cottons of various origins.  In this study, cotton samples grown 
in Egypt and the U.S., as well as cottons from Australia, South Africa, Greece, China, 
India, and other countries have been analyzed using a synchrotron x-ray radiation 
source equipped with a sensitive CCD area detector. This is the first report in which 
cotton fibers have been analyzed in this manner.   
 
3.2 Cotton Fiber Structure 
 Cotton is classified as a fiber and a food that is grown in over 80 countries, 
producing over 21.6 million tons worldwide for apparel and home furnishings52.  A cotton 
fiber is actually the tubular outgrowth of a single cell on the epidermis of the cotton 
seed.  The mature cotton fiber is a dead, hollow dried cell wall tubular structure, which is 
collapsed, shriveled, and twisted, giving the cotton fiber convolutions (twists)53.  It is 
believed that cotton fibers grow in three distinct stages of development:  elongation, 
secondary maturation and dehydration, inside a green capsule, the cotton boll.  The 
fiber consists of three main parts: the primary wall, the secondary wall, and the lumen.  
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The secondary wall layers consist of fibrils of pure cellulose laid down spirally about the 
axis of the fiber.   
 
The angle of the helix, which the cellulose fibrils make with respect to the fiber axis, is 
referred to as fibrillar orientation, one of the most important structural features of cotton 
fibers.   
The composition of the cotton fiber is about 95% cellulose, and is almost wholly 
crystalline.  In the crystalline regions of the cotton fiber, the molecular chains of 
cellulose lie parallel in three-dimensional arrangements of high geometrical order.  In 
the amorphous regions of the fiber, the molecular chains are arranged in less ordered 
states.  There are no sharp boundaries between the two regions, only in random areas 
along the fiber axis.  The chains of cellulose molecules associate with each other by 
forming hydrogen bonds.  They join together to form microfibrils also called crystallites.  
The microfibrils organize into macrofibrils, and the macrofibrils organize to form fibers54.  
Cotton cellulose is not a single crystal but rather a crystalline aggregate.  The crystalline 
regions in cotton cellulose do not have sharp boundaries - they are interspersed with 
less crystalline areas and with some non-crystalline (amorphous) areas.  In the long 
chains of cellulose molecules in cotton (sometimes thousands of glucose units long), 
some portions are in an orderly arrangement with respect to their neighbors while other 
portions lie in a disoriented, or random arrangement.   
 Since the x-ray diffraction pattern of every crystalline substance is characteristic 
and distinctive, x-ray techniques are a valuable tool in studies of molecular structure55.  
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The crystal structure of a particular cotton species, variety, or sample determines many 
of its important physical properties.  High strength and low extensibility (elongation) are 
associated with a high percentage of crystallinity and with relatively good orientation of 
the crystallites with respect to the fiber axis56.   
To measure cotton fiber strength, a bundle of cotton fibers are pulled with an increasing 
amount of force until the bundle breaks.  The reading on the scale is expressed as 
breaking stress or force to break per linear density of the bundle, g/tex.  The 
measurement of the mean orientation of the crystallites varies greatly among the 
varieties of cotton and it is also affected by the conditions under which the cotton was 
grown57. 
 
3.2 X-ray Analysis 
a. Apparatus 
For preliminary collection of X-ray fiber diffraction data, a 3-circle X-ray 
diffractometer (model Bruker SMART 1000, Bruker AXS Inc. Madison, WI), SMART 
1000K CCD detector (detector temperature: –53.59°C, 120 micron pixel size in a 
512X512 image), and a sealed tube Molybdenum Kα radiation source operated at a 
voltage of 45kV and current of 35mA with a graphite monochromator was used.  For the 
final data collection of cotton fiber diffraction patterns, a normal-conducting electron 
storage ring producing synchrotron x-rays at 8.0425 keV with a beam size of 0.5mm 
was utilized.  The diffraction patterns were recorded with a Mar CCD detector with a 
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2048X2048 resolution and a 78.838 micron pixel size, while the detector temperature 
was -79.60°C.      
 
 
 
 
b. Sampling, Preparation, and Analysis 
Several samples, representing different varieties of cottons from various 
countries, were obtained from the Bremen Cotton Exchange in Germany.  The countries 
represented in the analysis were America (Giza 45, Giza 75, and US Pima), Asia, 
Australia, China, Egypt (Giza 70, Giza 75, and Giza 80), Greece, India, Peru, South 
Africa, Turkey, Uzbekistan, and Zimbabwe.  Each bag of cotton (sample) was 
considered to be a representative of the bulk.  Aliquots were collected from various 
locations in the bag to obtain a representative of the sample.  Each aliquot weighed 
approximately 0.01-0.025mg.  The aliquots taken from each sample were gently comb-
separated by hand to obtain a small bundle of parallel fibers.  These fibers were 
mounted on the x-ray diffractometer with the fibers parallel to the Φ axis, and 
perpendicular to the x-ray beam.  The output of the detector was called a “frame”, and 
several frames were collected for each cotton sample.   
Since a total of 16 different cottons were used in this study, it was important to 
determine an appropriate analysis time.  In preliminary experiments, the frames were 
collected at 7hr, 5hr, 3hr, 1hr, and 30min intervals respectively on the same cotton 
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sample to determine the optimal exposure time.  A 30min exposure time provided 
sufficient signal to noise ratios, and longer exposure times were unnecessary. On the 
other hand, using the synchrotron source, it was concluded that only a 3 minute scan 
was sufficient.  Since the synchrotron data was found to be superior to data collected 
using the in-house Bruker AXS x-ray diffractometer, the synchrotron was employed to 
collect data on all of the samples analyzed.  
 
Ten scans at room temperature were performed on each bundle of fibers 
oriented perpendicular to the x-ray beam.  Each scan was collected at fixed omega, 2-
theta (detector position) and chi angles, and a phi angle rotation of 30 degrees, 
recorded as an individual frame as seen in Figure 3.1.   The data was corrected for air 
scatter (obtained by measuring a frame without a sample present), which removed most 
of the background from the diffraction pattern.        
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Figure 3.1. Cotton fibers aligned along the phi axis.  The x-ray beam is shown to 
the left of the bundle.  Photo taken at the CAMD LSU Facility in Baton Rouge, 
Louisiana.
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  In the analysis of fiber diffraction patterns obtained, two forms of integration were 
employed: χ and 2θ.  The regions along the specified 2θ and χ directions were 
integrated and plotted as intensity versus the χ or 2θ angles.  Diffraction intensities were 
calculated at 0.05° steps over the angular range 0° to 30° (2θ).  The χ integration range 
was a full 360° for the chi integrations and approximately 345° for the 2-theta 
integrations.  For integrating along either the 2θ or χ directions, Bresenham’s 
algorithm58 was used to determine the pixel count along that line.  Each pixel’s intensity 
was weighted and summed with the result normalized.  All plots obtained from each 
sample were further analyzed using the Jade59 software package to obtain the peak full 
width at half maximum (FWHM), d-spacings, 2-theta values, etc., through profile fitting 
using appropriate functions.  A calculated diffraction pattern was used to compare with 
the resolved peaks.  The cotton fiber characteristics that are of most interest are 
crystallinity, crystallite size and orientation.  By obtaining these parameters, one can 
make correlations between the structure of the cotton fibers and its physical properties. 
The most intense peak, the 002 reflection, was used in the characterization of the 
cottons for the x-ray analysis.  The amorphous regions and the crystalline region of the 
002 peak were used in the percent crystallinity calculations.  The FWHM of the 002 
peak in the 2θ direction was used to derive the crystallite size estimate, and the FWHM 
of the 002 peak in the chi direction determines the crystallite orientation.        
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c. Calibration 
The purpose of instrument calibration is to eliminate or reduce bias in an 
instrument's readings over the range for all continuous values60.  For data collection, 
a x-ray reference standard with known values is measured with the instrument in 
question to validate the instrument’s response and to confirm the instrument is 
working properly.  For this x-ray analysis, NIST standard reference material 676 
(Table 3.1) was used for calibration.  The alumina (corundum) standard was placed 
in a 0.5mm capillary tube and exposed to x-rays at E = 8.980 keV.  Immediately 
following the data collection, cotton samples were placed on the diffractometer using 
the same detector position.  From the known d-spacing of alumina, accurate sample-
to-detector distances were calculated, which were then used to calculate 2-theta 
values and d-spacings of the cotton samples.  The broadening of all observed 
diffraction peaks can be characterized by the FWHM (Full Width at Half Maximum) 
value of the cotton fibers and the diffraction instrument.  In order to determine the 
instrumental broadening from the synchrotron source, corundum was utilized since it 
does not exhibit significant sample broadening. Therefore, the broadening of the 
diffraction peaks was considered to be only due to the crystallite size of the cotton 
fibers (to be discussed later).  After profile fitting of the standard, it appeared that the 
FWHM instrumental broadening is negligible.  The instrumental FWHM curve was 
included in Jade© for crystallite size analysis of the cotton fibers.    
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Table 3.1.  Results of calibration of the XRD instrument 
 
Reflection Corundum 
Standard  
Nist  676 
   
    2θ° 
Corundum 
Standard  
Nist  676  
 
d(Ǻ) 
Synchrotron 
    CAMD 
 
       
2θ° 
Synchrotron 
    CAMD 
 
      
d(Ǻ) 
Sample 
to 
Detector 
Distance 
(mm) 
012 11.7215 3.48 11.7215 3.48 99.2162 
104 16.0148 2.551 16.0148 2.551 99.2756 
110 17.1771 2.379 17.1771 2.3796 99.1979 
113 19.6219 2.085 19.6219 2.0855 99.1797 
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3.3 Results 
 
Table 3.2.  Diffraction Measurements - 002 PEAK 
 
 
SAMPLES 2θ Std. Dev. d 
spacing 
Std. 
Dev. 
ASIA 22.633 0.004 3.928 0.005 
AUSTRALIA 22.595 0.007 3.935 0.002 
CHINA 22.545 0.001 3.943 0.004 
GIZA45 (AMERICA) 22.640 0.001 3.927 0.004 
GIZA70 22.606 0.005 3.933 0.005 
GIZA75 (AMERICA) 22.610 0.009 3.932 0.003 
GIZA75(EGYPT) 22.595 0.006 3.935 0.002 
GIZA80 21.895 0.004 4.059 0.005 
GREECE 22.611 0.006 3.932 0.002 
INDIA 22.626 0.002 3.929 0.005 
PERU 22.665 0.001 3.923 0.004 
SOUTH AFRICA 22.726 0.007 3.912 0.006 
TURKEY 22.679 0.008 3.920 0.003 
USPIMA 22.632 0.007 3.928 0.003 
UZBEKISTAN 22.623 0.008 3.930 0.003 
ZIMBABWE 22.665 0.009 3.923 0.003 
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Table 3.3. Diffraction Measurements - 002 peak 
 
 
 
Diffraction Measurements - (002) Peak
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Table 3.4.  Crystallinity Results 
 
 
SAMPLES MEAN STANDARD DEVIATION 
ASIA 57.12% 1.00% 
AUSTRALIA 58.45% 0.65% 
CHINA 60.00% 0.13% 
GIZA45 (AMERICA) 59.51% 0.48% 
GIZA70 78.22% 1.16% 
GIZA75 (EGYPT) 80.47% 1.22% 
GIZA75 (AMERICA) 54.81% 0.82% 
GIZA80 79.40% 0.45% 
GREECE 65.73% 1.28% 
INDIA 56.65% 0.11% 
PERU 52.24% 1.56% 
SOUTH AFRICA 60.41% 1.13% 
TURKEY 51.31% 0.43% 
USPIMA 55.33% 1.08% 
UZBEKISTAN 64.41% 1.03% 
ZIMBABWE 60.11% 1.05% 
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Table 3.5. Crystallinity Results 
 
Percent Crystallinity
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Table 3.6.  Crystallite Size Measurements 
 
SAMPLES FWHM 
(MEAN) 
FWHM 
(STD. DEV) 
CRYSTALLITE 
SIZE (Å) 
ASIA 1.02 0.01 35.89 
AUSTRALIA 0.92 0.01 39.75 
CHINA 1.03 0.01 35.45 
GIZA45 
(AMERICA) 
0.97 0.02 37.83 
GIZA 70 0.94 0.02 39.06 
GIZA75 (EGYPT) 0.95 0.02 38.85 
GIZA75(AMERICA) 
GIZA80 
GREECE 
INDIA 
PERU 
SOUTH AFRICA 
TURKEY 
USPIMA 
UZBEKISTAN 
ZIMBABWE 
1.04 
1.11 
0.99 
1.09 
0.99 
0.91 
1.00 
0.96 
1.03 
0.95 
0.09 
0.02 
0.01 
0.02 
0.03 
0.01 
0.02 
0.01 
0.01 
0.02 
35.15 
33.14 
36.94 
33.63 
36.92 
40.07 
36.60 
            38.17 
35.51 
38.63 
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Table 3.7. Crystallite Size Estimates 
 
 
 
 
 
Crystallite Size Estimates
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Table 3.8. Crystallite Orientation 
 
 
 
SAMPLES FWHM 
(MEAN) 
STANDARD DEVIATION 
ASIA 65.12 0.32 
AUSTRALIA 62.66 0.75 
CHINA 56.41 0.01 
GIZA45 (AMERICA) 59.99 0.10 
GIZA70 47.51 0.35 
GIZA75 (EGYPT) 42.10 0.74 
GIZA75(AMERICA) 75.01 0.67 
GIZA80 45.65 0.03 
GREECE 53.33 1.22 
INDIA 71.85 0.41 
PERU 77.22 0.22 
SOUTH AFRICA 54.64 0.72 
TURKEY 80.27 0.23 
USPIMA 73.01 1.08 
UZBEKISTAN 55.55 0.32 
ZIMBABWE 55.28 0.11 
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Table 3.9. Crystallite Orientation 
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Table 3.10.  Measured Strengths of Cotton Fibers 
SAMPLE STRENGTH g/tex 
ASIA 25.61 
AUSTRALIA 25.75 
CHINA 26.12 
GIZA45 (AMERICA) 25.82 
GIZA70 34.88 
GIZA75 (EGYPT) 37.28 
GIZA75(AMERICA) 23.10 
GIZA80 35.77 
GREECE 29.12 
INDIA 24.37 
PERU 22.11 
SOUTH AFRICA 26.98 
TURKEY 21.87 
USPIMA 23.93 
UZBEKISTAN 28.77 
ZIMBABWE 26.12 
 
 100 
 
 
 
Table 3.11.  Measured Fiber Strength 
Fiber Strength
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3.4 Discussion 
The following figures illustrate typical cotton fiber diffraction patterns resulting from 
chi and 2-theta integrations.     
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              Figure 3.3.  Chi integration of Egyptian cotton sample. 
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Figure 3.4. Azimuthal Scan of an Egyptian cotton sample. 
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The synchrotron diffraction patterns and integrations are typical of cotton fibers 
diffracting x-rays from the principal reflection planes of the cellulose crystallites: (Figure 
3.3: left to right) 101, 101
, 021, 002, 004, and the amorphous scattering region, 
approximately 8.8-9.8o 2θ.  The azimuthal scan (Figure 3.4) is derived from integration 
of the 002 reflection only.  The two peaks correspond to diffraction from the 002 plane 
on both sides of the equator.  The 002 reflection is the strongest peak in the diffraction 
pattern (Figure 3.2).  Intensity is the greatest for this reflection because the glucosidic 
rings that are in the 002 plane lie parallel to the fiber axis61.      
Since all the cottons in this study are of the Cellulose I polymorph, we used the 
recently published atomic positions and unit cell of pure Cellulose Iβ62 to simulate a 
diffraction pattern and compare to our experimental values.  The simulated pattern 
provides a confirmation of the index assignment of the peaks in the experimental 
patterns.  Using the sample to detector distance determined from the alumina standard, 
the experimental 2θ values of the 002 reflection were verified. Excellent agreement was 
achieved between the simulated and observed 2θ values of the 002 reflection.  
According to the simulated pattern, the 002 plane should diffract at approximately 
22.636o 2θ, very similar to the experimental values (Table 3.2).           
 The observed 2-theta values and the corresponding d-spacings (Table 3.2) of all 
the cottons were very similar, and provided little information for discriminating between 
Egyptian cottons and cottons grown in other countries.  The only outlier was Giza80, an 
Egyptian cotton, which had an observed 2θ of 21.895 o. 
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3.5 Data Treatment 
The direct analysis of diffraction profiles from cotton fibers was challenging 
because of strong peak overlap. To deconvolute the overlapping peaks and obtain peak 
shapes and positions, it was necessary to approximate diffraction profiles using suitable 
analytical functions and to perform least-squares iterations of refinable parameters.  All 
diffraction patterns were corrected for absorption, air scatter, Compton scattering, 
polarization, and the Lorentz factor, and resolved into peaks. The measured diffraction 
profiles were analyzed in this manner using the computer program Jade.  This program 
resolves multiple peak data into individual peaks and a background.  It incorporates an 
iterative refinement procedure based on minimizing the following quantity: 
            n    
R = Σ (Y (OBS)i – Y (CAL)i)2 .  (3.1) 
                     i = 1 
 
Each peak is represented by four parameters: the profile function, peak height, peak 
width, and peak position.  The χ and 2θ integration results were analyzed by profile 
fitting to yield the positions and widths of individual diffraction peaks.  Jade provides 
several profile functions to choose from: Gaussian, pseudo-Voigt, Pearson VII.  The 
function which gave the best R-factor and goodness of fit for the corrected experimental 
data, the Pearson VII profile function, was selected. All of the major peaks described 
above were modeled with the Pearson VII shape function along with parameters 
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describing skewness, tail shape, and a linear background, which are refined together 
(Figure 3.4).   
During the least-squares fitting, the refined parameters after each iteration cycle 
were output together with the R-factor (GOF), which should be below about 5% 
indicating a satisfactory model of the crystalline structure.  Excellent agreement 
between experimental and calculated profiles were obtained, with R-factors ranging 
from 1% to 3%.     
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Figure 3.4.  Deconvolution of peaks.  Sample Asia 
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3.6 Crystallinity Estimates 
 Crystallinity measurements in native cellulose materials have received attention 
for commercial applications because of the importance of cellulose as industrial raw 
material63.  The percent crystallinity of each sample was obtained by using the Segal et 
al64 empirical method in which the crystallinity was defined as the ratio of the intensity of 
x-ray scattering from the crystalline region of the cotton fiber to the intensity of the 
crystalline and amorphous regions combined (equation 3.2).  The x-ray intensities are 
considered to be the integrated x-ray scattering under the resolved peaks, above the 
background.   
 
% Crystallinity = 100 X Icry /[ Icry + Iam ]  (3.2) 
 
Iam is the total intensity of the amorphous regions of the fiber and Icry is the total intensity 
diffracted from the crystalline component of the cellulose molecules.   
As shown in the Table 3.4 above, the percent crystallinity estimates ranged from 
52-80%, revealing significant differences between the cottons, particularly the Egyptian 
cottons.  For example, the Egyptian cotton Giza 75 is 36% more crystalline than cotton 
originally from Turkey.  Giza75 grown in Egypt is 32% more crystalline than Giza75 
grown in America.  The estimated standard deviations were derived by comparison of 
repeated scans were in the range of 0.437-1.56%.  The random nature of x-ray 
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scattering may be one source in the variation between repeated scans.  Another factor 
may be the amount of sample in the x-ray beam.  
As the sample was rotated in 10 degree increments totaling 60 degrees phi, the amount 
of sample in the beam could change, leading to variable crystallinity estimates for the 
same sample.  One way to avoid this would be to improve sample preparation and 
mounting in order to get a uniform sample throughout the x-ray beam.   
The correlations between the fiber strength and the percent crystallinity were 
computed and graphed below:    
Fiber Strength vs. Fiber Crystallinity
R2 = 0.9928
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Figure 3.5.  Fiber Strength vs. Fiber Crystallinity. 
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A linear trendline was chosen since it best demonstrated the relationship between 
strength and crystallinity.  The graph revealed that the fiber strength increased with high 
percentage crystalline fibers.   
 
The Egyptian fibers, in particular, show the greatest variation among the other fibers, 
seen as the three data points at the top right of the trendline.                                                     
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3.7 Crystallite Size   
 Estimates of the crystallite dimensions normal to the hkl planes are based upon 
peak broadening which requires the measurement of the peak width at half maximum 
intensity65.  Valid measurements of the crystallite sizes of cotton fibers should be made 
when overlapping peaks have been resolved and separated from the background 
scatter66.  The observed widths of x-ray diffraction peaks are a result of two 
contributions, instrument broadening and broadening due to crystallite size.  Reasons 
for instrument broadening include finite sample thickness, divergence of the incident 
beam, and the distribution of energy in the incident radiation67.  As the size of the 
crystallites in the sample decreases, the x-ray diffraction peaks broaden.  However, 
because of the contribution of instrument broadening (which should be relatively 
negligible), the crystallite size estimates in Table 3.6 should be considered as lower 
limits.  An expression for determining the crystallite size from measurement of the 
FWHM was derived by Schrerrer: 
 
Crystallite Size =          k λ
            (3.2) 
                     B cos θ 
 
 
 
K= shape factor (0.9) 
λ = wavelength 
B = FWHM of the observed diffraction peak 
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 Using Scherrer’s equation, the crystallite size of each cotton sample was observed to 
vary only between 35 Å and 40Å. The 002 peak was narrower in some cotton samples, 
giving rise to a bigger crystallite size estimate.  No obvious correlation was observed 
between crystallite size and country of origin or fiber strength.  There is no reason to 
believe that the crystallite size of the cotton fibers grown in various countries should be 
related to the orientation of microfibrils or the strength of the fiber.           
 
3.8 Crystallite Orientation 
 It is generally accepted that the orientation of the crystallites with respect to the 
fiber axis is associated with the strength of the cotton fiber68,69.  It is the most important 
structural parameter influencing mechanical properties.  The molecular orientation in 
cotton is defined by the angle of the helix, which the crystallites make with respect to the 
fiber axis70.  Methods used to determine crystallite orientation have been developed by 
Creely et al71 and by Hermans72.  Creely’s method is based on the assumption that the 
distribution of the x-ray scattering intensity from the crystallites around the chi arc gives 
a measure of the orientation of the crystallites.  Since there are a large number of 
(mostly) oriented fibers in the x-ray beam, the diffraction gives an average of the 
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orientation of the crystallites in the fibers.  Thus the measurement of the FWHM of the 
002 arc along the chi direction, called an azimuthal scan, satisfies the method.   
 
However, the degree to which individual cotton fibers are alligned during sample 
preparation could also affect the observed crystallite oreintational distribution.  
Experimentally, the crystallite orientation (FWHM) relative to the fiber axis was observed 
to range from 42° to 80° (Table 3.8), indicating significant differences between the 
cottons.   When plotted against fiber strength, the fiber orientation showed a relatively 
smooth, but non-linear correlation. 
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Fiber Strength vs. Fiber Orientation
R2 = 0.9838
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Figure 3.7.  Fiber Strength vs. Fiber Orientation. 
 
 
A polynomial trendline was chosen for analysis, as it best exposed the relationship 
between strength and crystallite orientation in cotton fibers.   
The graph reveals that lower values of the orientation angle correspond to increased 
orientation of the cellulose crystallites to the fiber axis, and consequently, stronger 
fibers.  The Egyptian cottons had the lowest orientation angles and the highest bundle 
tenacity.      
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3.9 Conclusion 
With regard to fiber quality among all the countries observed, Egyptian cottons 
were far superior to all the other cottons.  The use of synchrotron radiation afforded 
great precision during data collection in less time.  Review of the plots indicated there 
were parameters that provide a clear distinction between Egyptian cottons and cottons 
from other countries.  Fiber orientation and percent crystallinity proved to be the 
structural elements that provided the best information to distinguish Egyptian cottons 
from all other cottons tested.  These structural differences were derived from the 
diffraction patterns measured for the cotton samples of each country.  However, other 
than the Egyptian cottons, it would be difficult to take unknown cotton fibers from a 
country and try to guess what country it came from.  In addition, the variation of fibers 
harvested in different seasons, in different soils and irrigation conditions, and grown in 
different regions of a country remains unexplored.  However, the hypothesis that 
Egyptian cottons can be distinguished by x-ray fiber diffraction measurements appears 
to have been satisfied.  
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CHAPTER IV 
 
DETERMINING THE CRYSTAL STRUCTURE OF CELLULOSE IIII BY MODELING 
 
 
 
4.1 Introduction 
Cellulose was the first carbohydrate to be studied by computer modeling. In 
1960, Jones73 used standard bond lengths, angles and interatomic distances to 
construct models that were used as part of a mostly unsuccessful attempt to solve the 
crystal structure of ramie cellulose I from fiber diffraction data. The advantages of the 
method were clear, however, and since then, computer models have been an integral 
part of most fiber diffraction studies that seek to determine the atomic positions.74   
Augmentation of crystal structure determinations by modeling is often necessary 
because the small number of diffraction intensities from most fibers is inadequate to 
determine the x, y and z coordinates of all unique atoms in the structure. With a 
combined approach, diffraction data can provide some guidance and the modeling 
energy calculations supply the rest of the information. This approach has been taken to 
the logical extreme of attempting to solve structures of small organic molecules by 
modeling with no specific experimental data whatsoever.75 Those efforts are as yet not 
sufficiently reliable for general use but are at the forefront of modeling development.  
As modeling has become more sophisticated, methods for experimental study of 
crystalline fibers have also improved. New sources of highly crystalline cellulose have 
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been identified, and the preparation of films of oriented crystallites allows the use of 
these crystallites regardless of their initial lack of orientation76.  
Neutron diffraction work has yielded the details of the hydrogen bond networks and very 
powerful synchrotron x-ray beams provide more diffraction data than laboratory 
generators. Together, the new techniques have resulted in sufficient data that high-
resolution, model-free structure determinations of cellulose structures could, in principle, 
be carried out. 
High-resolution structures are now available for cellulose Iα77 and Iβ,78 as well as 
cellulose II.79  Most native cellulose is a mixture of the Iα and Iβ structures, with the Iα 
form being prevalent in cellulose that is produced by algae and bacteria, whereas Iβ is 
dominant in higher plants. The sample for the high-resolution study of cellulose II was 
produced by treating native cellulose I from flax with 23% NaOH, followed by rinsing 
and drying. Cellulose II can also be prepared by precipitation from solution, as in the 
manufacture of rayon, and by bacteria that are either mutants or at low temperature. A 
third major form, cellulose III, results from treatment with amines that are subsequently 
evaporated or rinsed off. Although their diffraction patterns are similar, subtle 
differences distinguish cellulose III that is made starting with cellulose I (IIII) from that 
starting with cellulose II (IIIII). Finally, cellulose IV can be prepared by heating the other 
forms in glycerol at 260 C°. Recently, Wada et al. proposed that IVI is actually Iβ with 
lateral disorder.80 
In 2001, Wada et al. proposed that cellulose IIII has a single chain monoclinic unit 
cell with P21 symmetry and that the O-6 atoms were in the gt position.81  Those results 
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contradict a 1976 determination by Sarko et al., who had done a complete analysis 
based on limited X-ray diffraction data.82  Their work was based on a two-chain unit cell 
and determined the O-6 groups to be in tg orientations.  
Although the pattern of Wada et al. has more than 100 intensities, they did not, in that 
work, attempt to solve the structure. Instead, the O-6 position was determined by 
accompanying NMR studies. Their results presented a unique opportunity. A modeling 
study could be independently carried out with an unknown that would inevitably be 
determined at high resolution. If successful, it was hoped that our project would 
encourage the incorporation of higher-quality modeling methods in fiber diffraction 
studies. These combined methods would continue to be of use on less-crystalline 
samples. Of course, a successful prediction would lend credibility to modeling studies 
on other materials such as amorphous cellulose, for which experimental data are limited 
and more difficult to interpret. 
The high-resolution experimental study of cellulose III has now been published,83 
and we can also compare those results with ours, which were presented at two 
meetings.84 
 
4.2 Methods 
 
Given the results from Wada et al. regarding the O-6 position and unit cell 
dimensions and symmetry,81 only the hydroxyl group orientations remain as explicit 
variables. Cellotetraose molecules were constructed with Chem-X with two-fold screw-
axis symmetry and capped with methyl groups at the reducing and non-reducing ends 
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to prevent the formation of unrealistic hydrogen bonds. The O-2, O-3 and O-6 hydroxyl 
groups on the tetraose models were placed in each of the three staggered orientations 
(Figure 1), so that they made torsion angles of –60°, 60° and 180° with the H2, H3 and 
C5 atoms. Thus, there were 27 combinations of hydroxyl orientations.  
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Figure 1.  Ford et al.
 
 
 
Figure 4.1. Cellobiose unit with the hydroxyl groups oriented in the 180, -60 and +60 
orientations. 
 121 
 
These models were placed visually in the unit cell according to Figure 4.5 in Wada et 
al., in both the “up” and “down” orientations,85,86 for a total of 54 starting models. There 
was substantial confidence in the orientation presented by Wada since it was based on 
the report by Sarko et al.82   That orientation would depend on the very strong hk0 
reflections and is likely to be unaffected by other errors in the determination.  Symmetry 
operators within Chem-X were used to generate clusters (minicrystals) with 13 chains, 
similar to previous designs87, as shown in Figure 4.2. These 54 minicrystals were then 
each energy minimized with MM3(96), using  a dielectric constant of  3.5 and the 
hydrogen bonding potential from MM3(92). We have found that those modifications 
result in better model crystal structures. No constraints, symmetry operators or periodic 
boundaries were placed on the structure during minimization. The plan was to observe 
the resulting energies and hydrogen bonding schemes and to select one or more likely 
structures for comparison with the proposed two-chain structure from Sarko et al. 
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Figure 2.  Ford et al.
 
Figure 4.2. Minicrystal of cellulose III after energy minimization with MM3(96), viewed 
from above down the long molecular axes, which are parall l to the crystallographic c-
axis. At the edges of the minicrystal, there is some visible variation in hydrogen position 
that resulted from different amounts of atom movement during minimization because the 
atoms have different environments than those in the interior of the minicrystal.
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The minicrystal method is subject to uncontrolled edge effects88 regarding the 
positions of the external atoms. However, it has the advantage that it can provide 
energies that are based on a variety of different potential energy functions, including 
MM3, which is known to reproduce a number of phenomena related to carbohydrates. 
All energies are reported as kcal/mol of the structures in question. Thus, the energies 
reported for the tetraose-based minicrystals would be kcal for a mole of minicrystals. 
Other energies reported include kcal/mol of hexaose-based minicrystals and kcal/mol of 
a layer of cellobiose residues inside the hexaose-based minicrystal. These energies are 
reported below simply as kcal. 
 
 
4.3 Results and Discussion 
 
Of the 54 models based on single-chain unit cells, 16 gave total minimized steric 
energies that were between 237 and 246 kcal. Eight of these were up models, and the 
other eight were down. A second group of 26 had energies between 318 kcal and 367 
kcal, and the remaining structures had energies between 407 and 470 kcal. Only the 
group with energies of about 240 kcal is relatively homogeneous in energy and hydroxyl 
orientation. That homogeneity is an additional confirmation that the lowest energy group 
represents the most likely structures. Table 4.1 shows that the best up model has an 
energy of 237.6 kcal, whereas the best down model has an energy of 236.7 kcal. These 
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values can be compared to the energy of the minimized, tetramer-based model of Sarko 
et al., 340.3 kcal. 
 
Table 4.1. Energies (kcal) and hydroxyl torsion angles (º) for two central glucose 
residues from the best tetraose-based models  
Model Energy  kcal 
  
τ2 τ3 τ6 τ2’ τ3’ τ6’ 
Starting  ---------- 60 -60 180 60  -60  180 
Best Up 237.6 12.2 -47.2 -138.9 12.0 -48.0 -140.0 
Best 
Down 
236.7 12.0 -48.0 -139.5 12.2 -47.2 -140.0 
 
Torsion angles were determined for the central cellobiose units in the 
minicrystals. Variations in the torsion angles for the hydroxyl groups on the minicrystal 
surfaces that result from the different environments than in the minicrystal interior, are 
among the edge effects. The different starting orientations lead different surface 
orientations and are the main factor responsible for the 9 kcal range of energies within 
the group that has the lowest energy. Because the energies are for all 26 cellobiose 
residues and 52 methyl groups in the minicrystal, the differences within the lowest-
energy group are small per cellobiose unit.  We were reluctant to choose between the 
up and down models in the lowest-energy group, given such small energy differences.    
The interior hydroxyl groups of the 16 lowest energy structures rotated to nearly 
identical orientations during minimization even though they were in model crystal 
lattices. The H-C2-O2-H torsions were 12±5°, H-C3-O3-H values were –47±2°, and C5-
C6-O6-H torsions were –143±3° regardless of the up or down packing or initial hydroxyl 
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orientation. For example, the hydroxyl groups on C2 and C2’ rotated from initial values 
of 60° to final values near to 12°, a rotation of 48°.  
 
Hydroxyl groups on C2 of other structures in the low-energy group rotated to the same 
values near 12° starting from -60°, a rotation of 72°. The corresponding rotations at C3 
and C6 of the lowest-energy structure were more than 107° and more than 40°, 
respectively. Hydroxyls on C6 atoms in other structures started at -60° and rotated 
about 72°. The extents of rotation of the hydroxyl groups were surprising since they 
were initially in staggered positions, normally considered to be energy minima, although 
nearly eclipsed conformations, such as the 12° torsion for O2H, are fairly common in 
carbohydrates and cyclitols.  
Such large rotations during minimization indicate that the attractiveness of the 
hydrogen bond system was so great that the hydroxyl groups overcame energy barriers. 
The similarity of the unprimed and primed torsion angles in Table 4.1 strongly supports 
the experimentally determined two-fold screw-axis symmetry. 
Unit cell dimensions were assessed based on the interchain distances and 
angles. Those that were based on tetramer models were approximately a=4.5±0.09, 
b=8.0±0.1, c=10.35±0.03, α=90.1±2, β=90.0±1.0, and γ=105.5±0.4 for the minimized 
models. Comparisons with the experimental values listed in Table 4.2 were satisfactory. 
Our minimized version of the model of Sarko et al.82 gave a=10.44, b=7.95, c=10.36, 
α=90.3, β=89.8, γ=122.85. Differences from the experimental values in Table 4.2 were 
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also considered minor. The slight expansion of the unit cells, particularly along the 
a-axis, may be partly due to the lack of long-range packing forces in the minicrystals. 
 
 
Table 4.2. Calculated energies and unit cell dimensions of hexamer models. 
Hexamer 
Model 
Minicrystal 
Energy 
(kcal) 
Cellobiose 
Layer 
Energy 
(kcal)  
a(Å) b(Å) c(Å) α(°) β(°) γ(°) 
Best up 
one-chain 
322.2 84.5 4.58 7.95 10.33 90.3 90.1 107.9 
Best 
down 
one-chain 
323.2 86.5 4.58 8.00 10.31 90.2 90.1 107.9 
Wada et 
al.81,a 
Two-chain 
 
Sarko et 
al.82,a 
------------- 
477.5 
------------ 
------------ 
137.2 
------------ 
4.45 
10.45 
10.25 
7.85 
7.92 
7.78 
10.31 
10.33 
10.34 
90.0 
90.2 
90.0 
90.0 
89.8 
90.0 
105.1 
122.8 
122.4 
a. Experimentally determined. 
Although our lowest-energy values for the tetramer-based models of 237 kcal for 
the Wada et al. structure81 and 340 kcal for the Sarko et al.82 structures strongly favored 
the single-chain unit cell of Wada et al., there was concern regarding chain-end effects 
of unknown magnitude. The central chain in the two-chain model is displaced 0.9 Å 
along the c-axis with respect to the corner chains. Therefore, its minicrystal energies 
would be susceptible to end effects. In the case of the minicrystals of the one-chain cell, 
all chain-ending methyl groups are in planes at the tops and bottoms of the minicrystals. 
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Because of the shifting in the two-chain cell, its chain ends would not experience the 
same degree of stabilization from van der Waals attraction to their neighbors, as would 
the coplanar ends in the one-chain cell models. That problem was solved by comparing 
the energies of internal cellobiose layers in minicrystals that were built from methylated 
cellohexaose molecules.  
The energies for the cellobiose layer were based on subtraction of the energies of the 
best up and down methylated cellotetraose minicrystals from energies from analogous 
methylated cellohexaose minicrystals. Those cellobiose layer energies, which do not 
have first-order end effects, are shown for the one- and two-chain cell structures in 
Table 4.2, along with the unit cell dimensions of the models based on the cellohexaose 
molecules. In this case, the energies of the “up” structure, both the full hexameric 
minicrystal and the cellobiose layer in the minicrystal, were slightly lower than those of 
its “down” counterpart but considerably lower than those of the two-chain cell structures. 
 Table 4.3 shows the geometries of the hydrogen bonds in which the central 
cellobiose unit in the minicrystal is involved, based on the hexameric models. Based on 
the criterion that the distance between the donated hydrogen and the acceptor oxygen 
atom is < 3.0 Å and the O—H…O angle is > 90°, there are three intramolecular and two 
intermolecular hydrogen bonds. 
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Table 4.3. Intra - and Intermoleculara hydrogen bonds in best “up” model.  
Type of bond H-Bond Length H…O (Å) Length O…O (Å) Angle (°) 
Intramolecular O3H…O5 1.92 2.73 142.4 
 O3H…O6 2.38 2.39 129.2 
 O3H…O4 2.77 3.00 94.6 
Intermolecular     
Central chain 
donor 
O2H…O6b 1.82 2.76 169.3 
 O2H’…O6c’ 1.82 2.75 168.3 
 O6H…O2d 1.79 2.72 163.1 
 O6H’…O2a’ 1.80 2.73 164.6 
Central chain 
acceptor 
O6Ha…O2 1.79 2.71 163.2 
 O2Hc…O6 1.81 2.74 167.6 
 O2b’…O6’ 1.81 2.74 166.8 
 O6Hd’…O2’ 1.79 2.72 165.0 
a. Letters a, b, c and d refer to neighboring glucose residues with the same z-
coordinates as the central residue. See Figure 3. 
 
 The intramolecular hydrogen bonds, shown in Figure 4.3, are typical for β-1,4 
linked carbohydrates.89 The proton of the O-3 hydroxyl group is positioned to donate to 
the O-5’ atom (see Figure 3) by virtue of the particular φ and ψ linkage torsion angles. 
The O-6’ atom also accepts from O3-H.  
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That frequently overlooked interaction stabilizes the gt position in many related 
molecules, despite H…O distances that are longer than are often considered to be 
hydrogen bonds.90  The third intramolecular interaction in Table 3, O3-H…O-4 is indeed 
very weak, but its presence is noted. 
Although Table 4.3 shows four intermolecular hydrogen bonds in which the 
central cellobiose is the donor and four hydrogen bonds in which it is the acceptor, there 
is just one unique O6-H…O-2 hydrogen bond and one O2-H…O-6 hydrogen bond when 
there is actual two-fold symmetry. The near identity of these modeled geometries for the 
O6-H…O-2 hydrogen bonds confirms that the two-fold, single chain structure is 
consistent with the MM3 force field. The O2-H…O-6 geometries lead to a similar 
conclusion. 
The intermolecular hydrogen bonds participate in “infinite” chains of donor-
acceptor-donor linkages (Figure 4.3) that have excellent hydrogen bonding geometry. 
Such systems have increased strength and shortened interatomic distances because of 
the phenomenon of “cooperativity”.91 
Van der Waals forces are also important, with stacking of the residues in the a-
axis direction. Each of the methine hydrogen atoms is in van der Waals contact with one 
or more methane hydrogen atoms on the neighboring molecules. Figure 4.4 illustrates 
the H…H distances > 3.2 Å for the best up model. 
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Our best “up” model is similar in many respects to the high-resolution structure 
very recently published by Wada et al.83 Interestingly, they were able to clearly rule out 
the down packing model, while our results were ambiguous on that point.  
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Figure 3. Ford et al.
 
Figure 4.3. Hydrogen bonding in cellulose IIII. The central cellobiose unit of the 
minicrystal is shown along with hydroxyl and hydroxymethyl groups from the four 
neighboring cellobiose units, a—d. Groups from the a and c chains are in front of the 
central cellobiose, and those from the b and d chains are behind it. Hydrogen bonds are 
shown as dashed lines. The O6 and O2 atoms participate in infinite chains of 
donor…acceptor…donor hydrogen bonds, indicated by the dashed lines that would 
connect to cellobiose units in front of, or behind, the central cellobiose unit. 
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Figure 4.  Ford et al.
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Figure 4.4. Two glucose residues from the center of the best up hexameric minicrystal, 
showing the H…H contacts < 3.2 Å. 
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The conformations of the primary alcohol groups in the experiment and model were 44° 
and 59°, respectively. Despite that difference, the resulting positions of the O-6 hydroxyl 
hydrogens are quite similar. The biggest difference is in the positions of the two protons 
attached to C-6. These relationships are shown in Figure 4.5, in which the central 
cellobiose unit from the hexaose-based up minicrystal is fitted to a cellobiose unit 
generated from the coordinates of Wada et al.83 The root mean square difference 
between the positions of the 12 ring atoms and the linkage oxygen is only 0.1 Å. 
In the high-resolution structure of Wada et al.,83 there was one slight ambiguity 
regarding the direction of the infinite cooperative hydrogen bonding network. Although 
their final result was quite similar to ours, they also considered an alternative that 
reversed the direction of the donor and acceptor hydroxyl groups. In the agreed upon 
network, our O-2 hydroxyls have 12° torsion angles, nearly eclipsing the C2-H hydrogen 
atoms. In the alternative network structure, the O2-H atoms are oriented anti to the 
C2-H hydrogens. Experimentally, this ambiguity arises because of the difficulty in 
precisely locating the proton between two oxygen atoms. If it is closer to O-2, then it is 
taken to be covalently bonded to O-2 and hydrogen-bonded to O-6, and vice versa. In a 
structural or modeling sense, direction of the hydrogen bonding in an infinite network is 
expressed by the rotational orientation of the hydroxyl groups. The modeling results 
were less ambiguous, because the various torsional and other steric terms in the force 
field resulted in the alternative systems being considerably higher in energy. Several 
minicrystals having the alternative hydrogen-bonding scheme fell into the second 
lowest-energy group.
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Figure 5.  Ford et al.
 
Figure 4.5. Superimposed cellobiose units from the experimental structure of Wada et 
al. and the best up model. The root mean square fit for the ring atoms and central 
linkage oxygen is 0.1 Å. 
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To understand why Sarko et al. proposed a two-chain structure, we reviewed 
their published (as supplementary data) crystallographic information and recorded a 
fiber diffraction pattern of ramie cellulose III prepared by the method of Calamari et al.92 
All of the diffraction spots on our low-resolution pattern could be indexed with the one-
chain cell. All but two of their first-layer line spots (d-spacings = 2.78 Å and 2.55 Å could 
also be indexed with the one-chain cell. Those spots were not visible on our pattern. 
Their published pattern does not permit a close analysis, but one plausible explanation, 
that traces of cellulose I remained, is not likely because there is no 2.78 Å observed hk1 
spacing from cellulose I.93 It appears that Sarko et al. assumed that there were two 
chains in the cell. Ironically, Sarko and Muggli had earlier discussed a one-chain unit 
cell for cellulose I before the distinction between cellulose Iα and Iβ was understood.94  
In any case, the synchrotron fiber diffraction pattern by Wada et al. produced 114 
reflections that were indexed by the proposed one-chain monoclinic unit cell, compared 
to Sarko’s 23 reflections. The cell based on the larger number of reflections should 
overrule one based on so many fewer spots. 
Our molecular modeling study of cellulose IIII concurs that the unit cell of Wada 
et al. is the more probable. However, our best up and down models show very small 
differences between them, either in the energies, the unit cell values, or the hydrogen 
bond geometries. Therefore, either model could correspond to the structure of cellulose 
IIII. The final modeled coordinates are listed in Table 4.4. 
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Table 4.4. Atomic coordinates of modeled glucose monomer of up cellulose IIII.  
ATOM X Y Z 
O1 
-0.71816 -0.47776 0 
C1 
0.09394 -0.31254 1.18442 
C2 
0.02125 0.437675 3.95203 
C3 
0.17484 1.163885 1.56558 
C4 
0.78402 1.291385 2.95526 
C5 
-0.60447 -1.11374 2.28449 
O2 
0.11186 -0.91633 3.51355 
O3 
0.66243 2.659555 3.38147 
O4 
1.05624 1.845775 0.66098 
C6 
-0.55335 -2.60868 1.99386 
O6 
-1.16506 -3.30932 3.08837 
H1 
-1.03905 0.776125 4.0573 
H2 
1.85235 0.975965 2.93495 
H3 
-0.84086 1.626185 1.54619 
H4 
1.11733 -0.72801 1.03337 
H5 
-1.66645 -0.78826 2.39873 
H6A 
0.49943 -2.94572 1.85343 
H6B 
-1.10775 -2.85088 1.05616 
 136 
 
HO2 
1.52256 3.059395 3.31848 
HO3 
0.60873 1.948075 -0.17073 
HO6 
-0.64645 -4.08777 3.26054 
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Table 4.5. Atomic coordinates of modeled glucose monomer of down cellulose IIII. 
ATOM X Y Z 
O1 
-0.26566 0.85319 0 
C1 
-0.99673 -2.47271 3.11311 
C2 
-0.26665 -0.22223 3.97863 
C3 
0.25845 0.41033 1.22916 
C4 
0.48834 1.05943 3.63036 
C5 
0.07577 1.5262 2.24119 
O2 
-0.87046 -3.36738 1.99746 
O3 
0.94127 2.60653 1.84899 
O4 
0.11194 2.10025 4.54465 
C6 
-0.26665 -0.22223 3.97863 
O6 
1.33004 0.10133 1.14492 
H1 
-0.98977 1.85202 2.24954 
H2 
1.59006 0.88423 3.66541 
H3 
-1.35054 -0.00419 4.12287 
H4 
0.94707 -1.57249 2.75514 
H5 
-2.06017 -2.1696 3.24951 
H6A 
-0.68104 -3.00519 4.04204 
H6B 
0.41797 3.39967 1.82384 
HO2 
0.55395 1.94684 5.37151 
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HO3 
-1.71577 -3.78143 1.86147 
HO6 
1.33004 0.10133 1.14492 
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