Abstract. The algorithm for calculating the coefficients of Chazy differential equation of the third order with six constant poles with respect to the unknown function is given. For such values of the poles a corresponding differential equation can be integrated in a symbolic form. When solving this problem the computational-algebraic algorithm to the construction of five non-linear differential equations of the third order, which are reduced to a linear inhomogeneous equations of the second order with six singular points is built. The algorithm is demonstrated on an example; five differential equations are obtained and their general solutions are found in elliptic functions. The calculations are implemented using Mathematica system.
INTRODUCTION
The problem of finding third-order differential equations which solutions define new transcendental functions other than the Painleve transcendents [16] , urged Chazy [4] to study the differential equations of the form y 000 D R.y 00 ; y 0 ; y; x/; (1.1)
where R a rational function of y 00 ; y 0 ; y with the analytic coefficients of x. The main problem, which is considered in the Chazy's fundamental paper [4] , is the construction and study of new non-linear differential equations of the third order of P-type and in the description of new classes of transcendental functions defined by these equations. The study of the differential equations of the form (1.1), according to the Painleve method [16] , reduces to the study of so-called "simplified" equations (a maximum number of poles in these equations is equal to six). Among the most interesting "simplified" equations Chazy emphasized a differential equation of the 
32 coefficients a k ; A k ; B k ; C k , F k .k D 1; 6/, D, E satisfy the system, consisting of 31 algebraic and differential equations [4] (Application, systems (5.1)-(5.6)). Chazy has not completed integration of the system (5.1)-(5.6), and has not obtained the equations of the form (1.3), that was primarily due to the necessity of carrying out cumbersome symbolic computations and transformations. He only showed that some cases of degeneration of this equation are the canonical Painleve equations [11] .
Research in the system (5.1) was conducted in the works [13, 14] , and its solution has the form [8, 14] A k D 3ˇ3 6a
(1.8)
If the coefficients a k are constants and
In the papers [5, 8, 9 ] by using solutions (1.4), (1.7) the new solutions of the equation (1.9) were found and properties of such solutions were also studied.
Let us note that the coefficients a k ; A k ; C k ; E of the equation (1.9) connected by the relations [4, 8, 13] 
The number of equations of the kind (1.9) is equal five, since the equation (1.5) has five, in the general case, complex roots. The essential fact is that for some sets of values of coefficients a k the roots of the equation (1.5) in radicals can be found (this case is implemented in the example).
In those cases where the roots of the equation (1.5) can't be found in the radicals, the coefficients A k , C k are calculated only approximately. It's worthy to note that computer algebra systems have built-in functions that allow saving the symbolic form of the coefficients A k , C k and calculate them with a given accuracy (for example, the function Root-object [1] ). For the differential equations built with such approximated coefficients the integration procedure used in this paper can be applied as well.
Note that the differential equation (1.3) can be studied by constructing an equivalent system of two differential equations. In paper [4] Chazy built such a system. Other equivalent systems were built by N.A. Lukashevich [12] . For equation (1.9) the equivalent systems were built in the papers [10, 18] . Here the coefficients of the obtained systems have been found with the help of an analytical method, which was implemented as a software module.
Study of the equation (1.3) can be carried out also by using the approximate method proposed by V.N. Orlov [15] . This method is based on the separation of the domain of construction solutions into a regular area and into neighborhoods of movable critical points, and on the construction of a sequence of analytic continuations.
The method of constructing one-and two-parameter families of solutions of the equation (1.3) for certain values of coefficients is considered in [6, 7] .
An important circumstance facilitating the study of the equation (1.9) is that by substituting dy dx D p´. y/; (1.11) proposed by N.A.Lukashevich [13] , this equation can be linearized. Indeed, as shown in [8] equation (1.9) reduced to the linear equation of the second order with six different poles with respect to the independent variable
In the paper [8] proved that the solution of equation (1.9) with coefficients that satisfy the relations (1.4) -(1.8) and the system (1.10), is constructed by means of the quadrature with using the inverse value of the general solution of equation (1.12) . For the certain values of the coefficients a k the general solution is written by means of elliptic functions, and in the simplest cases -even by means of elementary functions.
In this paper we propose a computational algorithm for constructing the Chazy equation of the form (1.9) with coefficients satisfying the relations (1.4) -(1.8), (1.10) . This equation can be integrated in the symbolic form and depends on the set values of the six coefficients a k ( [8, 9, 17] ). The integration of the obtained equations is demonstrated by the example. All analytical transformations and numerical calculations are performed using computer algebra system M at he mat i ca.
AN ALGORITHM FOR CONSTRUCTING EQUATIONS AND THEIR INTEGRATION
The proposed algorithm consists of several steps. a) We determine values of the coefficients a k and calculate the values of the basic symmetric polynomials k , composed of them. After this we find five roots˛2 i .i D 1; 5/ of the equation (1.5).
b) Using formulas (1.4) or (1.7)-(1.8) with the condition (1.6) for the given values a k and˛2 i we find the corresponding values of the coefficients A k .k D 1; 6/. c) For each from the five found sets of values a k , A k .k D 1; 6/, we solve system (1.10) with respect to unknowns C k ; system (1.10) is degenerate and therefore we will solve it for the unknown C j .j D 3; 6/ , which will depend on the values of C 1 ; C 2 , E).
d) We substitute the obtained values a k , A k .k D 1; 6/ and values C j .j D 3; 6/ for each of the roots˛2 i .i D 1; 5/ into equation (1.9). As a result, we obtain five differential equations.
e) Using substitution (1.11) we linearize each of the five equations and write them as equation (1.12) . If the coefficient of E is constant, then the resulting linear equation can be integrated. Then, using the inverse of (1.11) substitution, we find a general solution for each of the five equations in the form (1.9). As a result, we obtain families of functions defined in the implicit form; they contain three parameters C 1 ; C 2 , E and three arbitrary constants c i .i D 1; 2; 3/. If the coefficient of E is not constant, it is required in each case to check the integrability of the resulting linear equation. If the linear equation can be integrated, then we find a general solution of equation (1.9) and use the inverse substitution for (1.11).
EXAMPLE
Algorithm for constructing equations presented above and their integration we demonstrate by the example. We choose the values of a k .k D 1; 6/ such that the roots of the equation (1.5) can be found by using radicals.
Consider the equation (1.9) where E D const with coefficients of the form 
;
where C 1 ; C 2 ; E are arbitrary constants. Equation (1.9) with coefficients (3.1), (3.4) reduced by the substitution (1.11) to the equation (1.12) of the form 3C 1 .y C 1/ 2 .8y 3 8y 2 14y C 11/C 3C 2 .y 1/ 2 .8y 3 C 8y 2 14y 11/C .8y 6 24y 4 C 24y 2 8/E .48y 4 150y 2 C 66/´C .24y 5 84y 3 C 42y/´0 .4y 6 21y 4 C 21y 2 4/´0 0 D 0:
Equation (3.5) is linear nonhomogeneous differential equation of the second order with variable coefficients. Integration of this equation can be performed by the classical method. For this we integrate the first corresponding homogeneous equation, then by using quadratures we find its solution. These calculations are implemented by using computer algebra systems (for example, using the function DSolve [2, 17] in Mathematica system). One can also use the search algorithm of rational solutions of linear ordinary differential equations with polynomial coefficients presented in the work [3] . The general solution of equation (3.5) has the forḿ
where c 1 ; c 2 are arbitrary constants. Substituting the expression (3.6) into formula (1.11), and integrating the resulting equation, we find the general solution of equation 
;´denotes the right part of equation (3.6), c 3 is an arbitrary constant, function F is an elliptic integral of the first kind. Although the function (3.7) has a sufficiently complicated form, its visualization is easily represented under a given set of parameters. For example, the plot of the solution which was obtained from the general solution of (3.7) for the following parameters:
has the simple form (Fig. 1, continuous curve) . These values of the parameters correspond to the initial condition y.0/ D 0 for the equation (1.11), where´.y/ is determined by the equation (3.6). We apply numerical integration to the Cauchy problem formulated in such a way and plot the corresponding graph (Fig. 1, dashed  line) . Figure 1 shows that the two curves (continuous and dashed) coincide. Remark. Using the computer algebra systems for the analytical solutions (3.7) gives us the possibility to easily visualize the dependence of the six parameters c 1 ; c 2 ; c 3 ; C 1 , C 2 ; E. We choose the certain values of these parameters and then can draw graph of the solution at the selected interval of variable x. For the root where c 3 is arbitrary constant.
APPLICATION
The system of algebraic and differential equations determines the coefficients of the equation (1.3): where k; j D 1; 6I k ¤ j .
