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Magnetic skyrmions are whirls in the magnetization whose topological winding number promises
stability against thermal fluctuations and defects. They can only decay via singular spin configu-
rations. We analyze the corresponding energy barriers of skyrmions in a magnetic monolayer for
two distinct stabilization mechanisms, i.e., Dzyaloshinskii-Moriya interaction (DMI) and competing
interactions. Based on our numerically calculated collapse paths on an atomic lattice, we derive
analytic expressions for the saddle point textures and energy barriers of large skyrmions. The sign
of the spin stiffness and the sign of 4th-order derivative terms in the classical field theory determines
the nature of the saddle point and thus the height of the energy barrier. In the most common case
for DMI-stabilized skyrmions, positive stiffness and negative 4th-order term, the saddle point en-
ergy approaches a universal upper limit described by an effective continuum theory. For skyrmions
stabilized by frustrating interactions, the stiffness is negative and the energy barrier arises mainly
from the core of a singular vortex configuration.
I. INTRODUCTION
A magnetic skyrmion is a magnetic texture where
the spin-orientation varies smoothly over many lattice
constants1–6. Its distinctive feature is the topological
winding number: the magnetization of each skyrmion
winds once in all possible directions. Arguably, the most
fundamental property of a skyrmion is its stability: it is
protected by an energy barrier from its destruction by
thermal fluctuations7–10. The size of this energy bar-
rier is therefore an important quantity as it determines
in what sense a skyrmion is ”topologically protected”.
From the application perspective, the energy barrier de-
termines not only the thermal stability of skyrmions but,
for example, also how much energy is needed to create
skyrmions.
Smooth deformations of the magnetic texture cannot
change the topology, therefore the creation or destruc-
tion of a skyrmion can only occur via singular spin con-
figurations, where the spin varies rapidly on the atomic
scale3,11. A central question both of fundamental and
practical importance is whether the energy barrier is ul-
timately determined by this singular spin configuration
and, hence, the non-universal local physics on the length
scale of a lattice constant, or whether it is governed by
the universal physics encoded in (classical) continuum
field theories. If the first scenario holds, it is often very
difficult to calculate the relevant energy barriers: most
experimental systems are metallic3,6 and a full quan-
tum mechanical calculation of an unstable high-energy
state, necessarily including the electronic degree of free-
dom, would be very challenging. We will show that for a
wide class of skyrmion systems the second scenario holds.
Despite the singular nature of the skyrmion destruction
path, continuum field theories can be used to obtain
quantitative (and even analytical) values for the energy
barriers. Here we argue that forth-order derivative terms,
which are usually not considered when using, e.g., a mi-
cromagnetic model, determine that nature of the saddle
point and thus the height of the energy barrier in an es-
sential way. A continuum field theory or, equivalently, a
variant of micromagnetic simulations, which includes ef-
fects of 4th-order derivatives, can be used to calculate the
energy barriers provided that the spin-stiffness is positive
and that 4th-order terms have a negative sign. We will
investigate two rather different types of skyrmions which
are destroyed via two completely different singular spin
configurations: skyrmions stabilized by Dzyaloshinskii-
Moriya interactions (DMI) and skyrmions in frustrated
magnets.
Due to the importance of skyrmion stability, many
studies have investigated the creation and annihiliation of
skyrmions and the height of the energy barrier8–10,12–37.
From a methods perspective, perhaps the most impor-
tant numerical approach to calculate energy barriers
in classical spin systems is the geodesic nudged elastic
band (GNEB) method pioneered by Bessarab et al.12,
where one energetically optimizes spin configurations
which smoothly connect an initial state (e.g. a mag-
netic skyrmion) and a final state (e.g. the ferromagnet).
The highest-energy intermediate state, the saddle point,
determines the energy barrier. Most results are availi-
able for skyrmions stabilized by DM interaction. Here it
was found that, typically, skyrmions decay via shrinking
to the size of a lattice constant15 if they cannot escape
via the edge of the system20,21 or decay via quantum
mechanical tunnelling37. Furthermore, two distinct con-
cepts were identified that lead to higher energy barriers
and, hence, more stable skyrmions: larger energy bar-
riers were obtained for larger skyrmions26,36 while the
energy barrier of smaller skyrmions was found to be in-
creased by frustrating next-nearest neighbor exchange
interactions22. For a particular case of the latter scenario,
in contrast to the symmetric shrinking path, an asym-
metric decay path was reported35 where the skyrmion
annihilates via a singular defect at an off-center position.
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2Similar paths with off-centered and on-centered defects
were reported by Desplat et al.32 for a model system
where skyrmions were stabilized by frustrated interac-
tions on a square lattice without DMI. Moreover, other
methods have been employed to calculate the energy bar-
rier for the decay of a skyrmion, including stochastic
simulations13,15,17,18,33,38 or a forced decay by increasing
the external field30,33. Also attempts have been made
to predict the energy barrier by approximate analytical
solutions of the micromagnetic model which can be used
to gather information about the isolated skyrmion8,10.
However, as we show in this paper, the fourth order
gradient corrections beyond the standard micromagnetic
model are essential to not only describe the energy barrier
but also determine whether the physics of the barrier are
universal or depend on the complicated microscopic de-
tails. A recent study by Derras-Chouk, Chudnovsky, and
Garanin33, which was performed in parallel to our inves-
tigations, recognizes the importance of 4th-order terms
for the calculation of thermal activation barriers. We
will discuss similarities and differences to the analysis of
Ref. 33 below.
Experimentally, the most direct way to measure the
energy barrier ∆E is to investigate the temperature de-
pendence of the lifetime of skyrmions39,40, which is ex-
pected to be proportional to e−∆E/T . For skyrmions in
rather thick films of Cu2OSe3O it was shown
39 that the
activation barriers are determined by the emergence of a
Bloch-point, i.e., a three-dimensional topological defect
which caps the end of a skyrmion string. Furthermore,
the pre-exponential factor of the Ne´el-Arrhenius law was
shown to induce major corrections of 40 orders of magni-
tude to the lifetime. For thin layers, however, this huge
effect is not confirmed experimentally.
In the following, we will first consider a microscopic
model for skyrmions stabilized by Dzyaloshinskii-Moriya
interactions and investigate under which condition and in
which sense its collapse can be described by a continuum
field theory. A second chapter will focus on skyrmions in
frustrated magnets where skyrmion annihilation is gov-
erned by a completely different process.
II. SKYRMIONS STABILIZED BY
DZYALOSHINSKII-MORIYA INTERACTIONS
A. A minimal atomistic model
In the following, we will consider a minimal model
with only nearest neighbor interactions for a system
which stabilizes magnetic skyrmions by (interfacial)
Dzyaloshinskii-Moriya interactions in a system with-
out inversion symmetry. Ferromagnetic nearest-neighbor
spin-orbit interactions of strength J favour a paral-
lel alignment of spins, while the interfacial interfacial
Dzyaloshinskii-Moriya interaction (DMI) parametrized
by D induces inhomogeneous magnetic textures. Fur-
thermore, we consider the effects of an external magnetic
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FIG. 1. Minimal energy path for the creation/annihilation
of a DMI-stabilized skyrmion as obtained from the GNEB
method, see Sec. B 1. The upper panels (a-f) show the real-
space magnetic texture in the proximity of the center of the
skyrmion for various states along the minimal energy path.
The color encodes the out-of-plane component of the magne-
tization. Panel (f) is a close-up of the saddle point texture in
panel (c). The lower panel shows the energy E/J along the
minimal energy path as a function of the reaction coordinate
Λ, see Sec. B 1. The energy is evaluated with respect to the
polarized phase (e). The arrows indicate the location of the
upper panels in the minimal energy path. The results were
obtained for D/J=0.2, µsH/J=0.06, K=0, and a = 1.
field H, and a uni-axial anisotropy K. The energy for
magnetic moments mi =M i/M located on lattice sites
ri then reads
E =− J
∑
〈i,j〉
mi ·mj −D
∑
〈i,j〉
dˆij ·(mi×mj)
− µsH
∑
i
mzi −K
∑
i
(mzi )
2 .
(1)
Here, 〈i, j〉 are nearest neighbors and every bond is
counted once. The DMI-vector dˆij = zˆ× ri−rj|ri−rj | fixes the
sense of rotation for spin spirals, resulting in Ne´el-type
skyrmions, see Fig. 1a. We will consider both square and
triangular lattices in the following. In both cases, the
lattice constant is given by a.
For calculations of the minimal energy path, we use
3μsH =1.50 D2/JμsH =1.10 D2/JμsH =1.00 D2/JμsH =0.75 D2/J
K =1.30 D2/J
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FIG. 2. Energy barriers for the annihilation of an isolated
skyrmion in the polarized state, c.f. Fig. 1. The barrier is
defined as the energy difference between the saddle point of
the minimal energy path and the isolated skyrmion. The plot
shows the results for a triangular lattice with a magnetic field
H (red) and a square lattice with a magnetic field H (blue)
or a uni-axial anisotropy K (yellow), each for various values
of Dzyaloshinskii-Moriya interaction D and a = 1. Data of
the same color collapses onto the same lowest order effective
theory for large skyrmions, see Eq. (4).
the geodesic nudged elastic band method12 (GNEB),
see Sec. B 1. This method allows to construct a mini-
mal energy path (MEP) linking the skyrmion state to
a ferromagnetic state. The maximum of the MEP de-
fines the activation barrier for skyrmion annihiliation or
creation. As an example, a MEP for a given parame-
ter set on a triangular lattice is shown in Fig. 1. The
snapshots of the spin-configuration obtained along the
path, Fig. 1a-f, show that the decay can be described
as the shrinking of the skyrmion along a so-called col-
lapse path12,15,16,20,21,26,27. Our goal will be to obtain
an analytic understanding of the value of the energy at
the saddle point configuration, shown in Fig. 1c and as a
close-up in Fig. 1f, respectively.
Our numerical studies confirm the collapse path mech-
anism also for other parameter sets on both the square
and triangular lattice geometries. The resulting energy
barriers for the annihilation of a skyrmion are summa-
rized in Fig. 2. In agreement with the previous study by
Varentsova et al.26, we observe that the annihilation bar-
rier becomes larger when the Dzyaloshinskii-Moriya in-
teraction D/J is smaller. As J/D determines the radius
of the skyrmion, this also implies that larger skyrmions
are more stable.
In the following, we will derive an expression for the
asymptotic behavior of the energy barrier.
B. An effective continuum theory for large
skyrmions
In order to study the asymptotic limit for very large
skyrmions, we derive an effective continuum theory for
the atomistic energy functional, Eq. (1). Therefore, we
write the magnetization on the discrete lattice with lat-
tice constant a in a Fourier representation
m(r) =
1√
Vq
∫
d2q m˜(q)eiq·r (2)
and subsequently apply an approximation for smooth
variations of the magnetization, |q|  a−1, where
we, in a first step, consider all terms up to quadratic
order O(q2). After applying the continuous back-
transformation into real-space again, the leading-order
gradient expansion of the energy functional reads
δE[m] =
∫
d2r
J
2
(∇m)2 −Dm · ((zˆ×∇)×m)
− µ0H(mz − 1)−K(m2z − 1)
(3)
with the effective continuum interaction constants J =J ,
D =D/a, H =H/a2, and K =K/a2 for the square lat-
tice, or J = √3J , D = √3D/a, H = 2H/(√3a2), and
K = 2K/(√3a2) for the triangular lattice, respectively.
Note that this second order effective theory is indepen-
dent of the geometry of the lattice and obeys a continuous
symmetry for rotations around the zˆ-axis. In particu-
lar, the triangular lattice with µsH = 1.50D
2/J and the
square lattice with µsH = 1.00D
2/J assume the same so-
lution in this limit and all skyrmion solution are circular
symmetric.
From a dimensional analysis, we find that the contin-
uum model has the intrinsic length scale ξ = J /D =
aJ/D. By rewriting the spatial distances in units of this
length scale, r = ξr˜, one obtains the dimensionless en-
ergy functional
δE/J =
∫
d2r˜
1
2
(∇˜n)2 − n ·
((
zˆ×∇˜
)
×n
)
− h(nz − 1)− κ(n2z − 1)
(4)
with h = µ0JH/D2 and κ = JK/D2 where for conve-
nience we use n(r˜) = m(r).
The scaling analysis reveals two important features of
skyrmions in the continuum limit: (i) for the same set of
effective parameters (h,κ) they are described by the same
solution n(r˜) and (ii) the size of the skyrmion is linear
in ξ = J /D for fixed h and κ. In the following, we will
investigate corrections to the continuum limit and derive
an expression for the saddle point of the collapse path for
large skyrmions.
1. Corrections to the continuum theory
The above continuum theory, Eq. (4), was derived only
up to quadaratic order. Corrections will, however, be im-
portant, especially when the skyrmion shrinks along the
collapse path. We can derive the leading order correc-
tion terms δE(4) to the quadratic continuum theory by
4repeating the derivation sketched above where we take
into account all terms up to fourth order O(q4) instead.
In contrast to the O(q2)-theory, Eq. (3), the fourth or-
der terms depend on the lattice geometry. For the square
lattice, the expression takes the form
δE
(4)
 = −
∫
d2r
Ja2
24
(
∂2αm
)2
+
Da
6
m·((zˆ×eˆα∂3α)×m)
(5)
with implicit summation over the spatial index α = x, y
and we use the unit vectors eˆx = xˆ and eˆy = yˆ. This
expression inherits the discrete 90◦ rotation symmetry of
the square lattice. The correction term for the triangular
lattice geometry, in turn, reads
δE
(4)
4 =−
∫
d2r
√
3 Ja2
32
(∇2m)2
+
√
3Da
8
(∇2m)·((zˆ×∇)×m) (6)
with the Laplace operator ∇2 = ∂2x + ∂2y . Note that here
the rotation symmetry is still continuous.
Using the rescaled coordinates of Eq. (4), the leading
corrections to the continuum theory of a circluarly sym-
metric skyrmion can in general be written as
δE(4)
J =
∫
d2r
K4
2
(
∇˜2n
)2
+K3
(
∇˜2n
)
·
((ˆ
z×∇˜
)
×n
)
+
K′4
4
((
∇˜n
)2)2
+
K′′4
4
(
∂˜αn · ∂˜α′n
)2 (7)
where the (negative) values of K4 = −D2a216J 2 and K3 =
−D2a28J 2 are accidentially the same for the square and the
triangular lattice when expressed in terms of the cou-
pling constants of the continuum theory. The prefactor
of the quartic 4-spin terms vanish for our microscopic
models, K′4 = K′′4 = 0. We have included them never-
thess here as they may exist in real materials, especially
in metallic compounds41. As they have the same scaling
properties as the K4 term, they turn out to be equally im-
portant for the calculation of the activation barriers. For
the square lattice, the rotationally invariant term (∇˜2n)2
has been obtained from (∂2αm)
2 by averaging over spa-
tial directions. A corresponding correction term propor-
tional to (∂2αn)
2 − 32 (∇˜2n)2 has been omitted in Eq. (7)
as its expecation value vanishes for rotationally invari-
ant textures. Therefore it does not contribute to linear
order perturbation theory and gives only subleading cor-
rections.
Using that |K3/4|  1 for skyrmions, which are much
larger than the lattice constant, J /D  a, we can cal-
culate skyrmion energy up to linear order in K3/4, i.e.,
up to order (a/ξ)2 by first computing the rotationally-
symmetric minimum of the leading-order energy func-
tional Eq. (4), ns(r˜) = rˆ sin θs(r˜) + zˆ cos θs(r˜). The
leading-order correction due the resulting energy is then
computed by evaluating δE(4)[ns(r˜)], Eq. (7), for this
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FIG. 3. Energy of an isolated skyrmion relative to the po-
larized state. The plot shows the results obtained for the
lattice model Eq. (1), evaluated on a triangular lattice with
a magnetic field H (red triangles) and a square lattice with
a magnetic field H (blue squares) or a uni-axial anisotropy
K (yellow squares), each for various values of Dzyaloshinskii-
Moriya interaction D. The results are plotted in the units of
the effective continuum theory, Eq. (3). The parabolic lines
are the results of this effective theory with the leading order
perturbative corrections, see Eq. (7). The dashed red line and
the solid blue line with µsH = 1.00D
2/J are identical within
this approximation.
skyrmion texture. A comparison of this perturbative re-
sult and the result of the lattice model, Eq. (1), is shown
in Fig. 3. As expected, the two distinct approaches are in
very good agreement and the corrections to the leading
order continuum description are suppressed by the tiny
factor (a/ξ)2 ∼ (J /D)2 for skyrmions which are much
larger than the lattice spacing. As in most experimen-
tal systems the relativistic spin-orbit interaction is much
weaker than the magnetic exchange interaction, hence,
this is also the experimentally relevant limit.
We can, however, expect that the corrections are much
more important for the computation of the energy barrier
along the collapse path of the skyrmion.
2. The saddle point of the collapse path
In Fig. 1 we have shown that the skyrmion shrinks be-
fore it collapses as has been discussed in numerous pre-
vious studies12,15,16,20,21,26,27. The main reason for the
collapse is that the destruction of a skyrmion necessar-
ily involves a singular, vortex-like spin configuration. As
discussed in more detail in Sec. III, a vortex-like solution
of radius Rv  a is associated with an energy cost ap-
proximately given by piJ ln[Rv/a]. This energy cost can
be minimized by making Rv smaller and smaller. Along
the collapse path, the skyrmion therefore shrinks in size
and the vortex is formed for Rv ∼ a. We will show be-
low that the saddle point, i.e. the energetic bottleneck
along the collapse path, is for a wide class of systems
5obtained from a very small skyrmion and not from the
vortex solution.
We first analyze skyrmions with radius Rs for a 
Rs  ξ. This is done most conveniently by introducing
dimensionless coordinates x with r = Rsx or, equiva-
lently, r˜ = Rsξ x. In these units we find
δE
J ≈
∫
d2x
1
2
(∇n)2 − Rs
ξ
n·(zˆ×∇)×n
+
(
ξ
Rs
)2(K4
2
(∇2n)2 +K′4
4
((∇n)2)2 +K
′′
4
4
(∂αn·∂α′n)2
)
+O
((
Rs
ξ
)
2, K3 ξ
Rs
)
.
(8)
The DM interaction is suppressed by the small prefactor
Rs/ξ and also the higher-order gradient terms are small
as K4(ξ/Rs)2 ∼ (a/Rs)2  1 for Rs  a. Therefore, the
main contribution to the energy arises for a  Rs  ξ
from the scale-invariant term
δE
J ≈
∫
d2r˜
1
2
(∇n)2, (9)
where we now use again the dimensionless variables r˜ of
Eq. (4) and (7).
A solution which minimizes the energy (9) for fixed
skyrmion winding number was found by Belavin and
Polyakov42. This Belavin-Polyakov skyrmion nBP(r˜) can
be expressed as
nBP(r˜) = rˆ sin θ0(r˜)+ zˆ cos θ0(r˜), θ0(r˜) = 2 arctan
(
r˜BP
r˜
)
(10)
where r˜BP = rBP/ξ is the radius of this skyrmion, i.e.,
where the magnetization is in-plane. The resulting en-
ergy of the Belavin-Polyakov skyrmion with respect to
the polarized state evaluates to
δE0[nBP]/J = 4pi (11)
and is independent of the skyrmion radius rBP. We there-
fore have to compute the leading order correction by eval-
uating all terms in Eq. (8) using the Belavin-Polyakov
solution.
The evaluation of the correction from the DM inter-
action turns out to be non-trivial. A straightforward in-
tegration gives
∫
d2r˜ nBP ·(zˆ×∇˜)×nBP = 4pirBP. While
this integral is well converging, one has to take into ac-
count a mathematical subtlety (apparently overlooked
in Ref. [33]) which arises because the Belavin-Polyakov
decays very slowly (proportional to 1/r˜) for large dis-
tances towards the ferromagnetic state. In the presence
of anisotropy terms or external magnetic fields, the real
skyrmion decays, however, faster in this limit. This effect
can be described by multiplying the θ0(r˜) in Eq. (10) with
a smooth cutoff function fc(r˜) with fc(r˜  r˜c) = 1 and
fc(r˜  r˜c) = 0, where r˜c  rBP is a cutoff length much
larger than the radius of the Belavin-Polyakov skyrmion.
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FIG. 4. Schematic plot of the skyrmion energy as function
of the skyrmion radius based on Eq. (12). For K¯4 < 0 the
maximum with an energy smaller than 4piJ occurs for rBP >
a and is described by the continuum theory. For K¯4 > 0,
in contrast, the barrier is typically larger than 4piJ and is
determined by physics at the scale of the lattice constant a
where the continuum theory breaks down.
With this cutoff, the integral obtains an extra contribu-
tion −4pir˜BP
∫∞
0
dx f ′c(x) = 4pirs(fc(0)− fc(∞)) = 4pirBP
in this limit. While this contribution vanishes for the
idealized Belavin-Polyakov skyrmion (fc = 1), it changes
the value of the integral from 4pirBP to 8pirBP for any
finite cutoff function.
Taking this effect into account, we obtain for a 
rBP  ξ
δE
J ≈ 4pi + K¯4
32pi
3
1
r˜2BP
− 8pi r˜BP (12)
K¯4 = K4 + K
′
4
2
+
K′′4
4
.
A similar formula (up to prefactors as discussed above)
was obtained very recently in Ref. [33]. The property
of this function depends on the sign of K¯4 as is shown
in Fig. 4. We will first discuss the case of negative K¯4
realized in the microscopic model of Eq. (1). For nega-
tive K¯4, the energy δE has a maximum as a function of
r˜BP which defines the saddle point of the collapse path,
see Fig. 4. We denote the size of the Belavin-Polyakov
skyrmion at the saddle point by ξSP and its energy rel-
ative to the ferromagnetic state by δESP and obtain for
K¯4 < 0
ξSP ≈ 2ξ
(
−K¯4
3
)1/3
= a
(
J
6D
)1/3
= a
(
ξ
6a
)1/3
δESP
J ≈ 4pi − 3
2/38pi (−K¯4)1/3 = 4pi − 2pi
(
6
D
J
)2/3
= 4pi − 2pi
(
6
a
ξ
)2/3
(13)
where we inserted the value of K¯4 for the microscopic
model, Eq. (1), and used ξ = J /D = aJ/D as above.
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FIG. 5. Creation barrier, i.e., energy of the saddle point,
for the creation of a skyrmion in the polarized state, c.f.
Fig. 1. The plot shows the results obtained for the lat-
tice model Eq. (1), evaluated on a triangular lattice with a
magnetic field H (red triangles) and a square lattice with
a magnetic field H (blue squares) or a uni-axial anisotropy
K (yellow squares), each for various values of Dzyaloshinskii-
Moriya interaction D. The results are plotted as a function of
aD/J = D/J = a/ξ, see Eq. (3), where ξ is the skymrion size.
The dashed black line indicates the analytical upper limit
∆E/J = 4pi, see Sec. II B 2, approached for ξ → ∞. The
gray line is the perturbative analytical result, see Eq. (13),
which is valid for aD/J  1/6.
Note that for large skyrmions with D  J/6, we find
that ξSP  a which formally justifies the use of the con-
tinuum model for the calculation of the saddle point. For
larger skyrmions, the height of the barrier approaches the
universal limit 4piJ . The importance of this energy scale
(without a quantitative discussion of the range of validity
and of corrections) has also been realized in a number of
previous studies8,10,43,44.
In Fig. 5 we compare the analytical formula, Eq. (13),
(grey line) to numerical results obtained from the GNEB
method in the original atomistic model, Eq. (1), for vari-
ous values of anisotropy and magnetic field and for both
the square and the triangular lattice. For D  J/6,
a very good agreement is obtained, fully confirming the
validity of the analytical formula for K¯4 < 0. The com-
parison to the numerics clearly show that the energy bot-
tleneck arises in a regime where the continuum theory is
valid.
Note that the energy of the saddle point depends for
large skyrmions only very weakly on the magnetic field
and the anisotropy as they provide only subleading cor-
rections to the saddle point energy. In contrast, the en-
ergy of the skyrmion does depend strongly on those pa-
rameters, see Fig. 3, but is almost independent of K¯4.
As the annihilation barrier is given by the difference of
saddle-point and skyrmion energy, the field dependence
of the barrier height is dominated by the field dependence
of the skyrmion energy.
For a positive sign of K¯4, the energy of the skyrmion
as function of its radius does not have a maximum for
J 1= 42 1/
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FIG. 6. Creation barrier, i.e., energy of the saddle point, for
the creation of a skyrmion in the polarized state, c.f. Fig. 1,
in the presence of frustrating interactions. The plot shows the
results obtained for the lattice model Eq. (14), evaluated on
a triangular lattice for h = 1 and κ = 0 in the dimensionless
units of Eq. (4) for three different values of J2/J1. While K˜4 =
−a2D2
16J 2 < 0 for J2 = 0 (red triangles, same data as in Fig. 5),
we obtain K˜4 = a2D216J 2 > 0 for J2/J1 = 1/6 (yellow triangles)
and K˜4 = 5a2D216J 2 > 0 for J2/J1 = 1/4 (blue triangles). In the
latter case, the creation barrier is substantially larger than
4piJ .
rBP > a, see Fig. 4. In this case, the energy of the saddle
point can become larger than 4piJ and determined by
the microscopic physics at the length scale of the lattice
constant a. In a metal, for example, one can expect that
details of the electronic states scattering from a highly
non-colinear local spin configuration will determine the
energy barrier. Within our microscopic model, positive
values of K¯4 can be obtained by adding a frustrated an-
tiferromagnetic next-nearest neighbor interaction to the
microscopic model (details are discussed in the next sec-
tion). In Fig. 6 we show the resulting energy barriers
calculated with the GNEB method for frustrating next-
nearest neighbor interactions which drive K˜4 positive.
For sufficient strong frustration, the energy barrier be-
comes larger than 4piJ , see Fig. 6.
III. SKYRMIONS IN FRUSTRATED
HEISENBERG FERROMAGNETS
Recent theoretical studies proposed competing interac-
tions as an alternative mechanism to stabilize magnetic
skyrmions in symmetric magnetic layers45–49. Under cer-
tain conditions, skyrmions can exist in these systems as
stable quasi-particles without the need for broken lattice
symmetry and spin-orbit coupling. The lack of broken
inversion symmetry results in equal energies for Ne´el and
Bloch skyrmions and all intermediate helicities and, fur-
thermore, also for anti-skyrmions.
In the following, we will determine the minimal energy
transition path from a skyrmion to the polarized state or
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FIG. 7. Minimal energy path for the creation/annihilation
of a skyrmion in the symmetric model system, Eq. (14), as
obtained from the GNEB method, see Sec. B 1. The upper
panels (a-f) show the real-space magnetic texture in the prox-
imity of the center of the skyrmion for various states along
the minimal energy path. The color encodes the out-of-plane
component of the magnetization. Panel (f) is a close-up of
the saddle point texture in panel (c). The lower panel shows
the energy E/J1 along the minimal energy path as a func-
tion of the reaction coordinate Λ, see Sec. B 1. The energy
is evaluated with respect to the polarized phase (e). The ar-
rows indicate the position of the upper panels in the minimal
energy path. These results were obtained for J2/J1 = 31/90,
µsH/J1 = 1/450, and K/J1 = 1/900.
an anti-skyrmion and develop an approximate expression
for large skyrmions.
A. A minimal atomistic model with inversion
symmetry
For the following analysis of the stability of skyrmions
in symmetric magnets, we consider a minimal model as
proposed in Ref. [47]: Classical Heisenberg spins mi =
M i/M on a triangular lattice interact ferromagnetically
with their nearest neighbors and antiferromagnetically
with their next nearest neighbors. Hence the system is
frustrated as both interactions can never be optimized si-
multaneously and, as a compromise, co-planar spirals can
form. In addition, the external magnetic field H = Hzˆ
and a uni-axial anisotropy K introduce a preferred axis
for the magnetization and stabilize individual skyrmions.
The energy of the magnetic momenta mi located on lat-
tice sites ri then reads
E =− J1
∑
〈i,j〉
mi ·mj + J2
∑
〈〈i,j〉〉
mi ·mj
− µsH
∑
i
mzi −K
∑
i
(mzi )
2,
(14)
where we have adjusted the signs such that J1 > 0
describes a ferromagnetic nearest-neighbor, while J2 >
0 encodes the antiferromagnetic next-nearest-neighbor
coupling. The existence of metastable skyrmions
requires47 that J2 >
1
3J1.
An example of a minimal energy path (MEP) obtained
with the geodesic nudged elastic band method (GNEB)
for the decay of a skyrmion into the polarized state is
shown in Fig. 7 for J2/J1 = 31/90, µsH/J1 = 1/450,
and K/J1 = 1/900. In contrast to the above discussed
model with DMI, Eq. (1), the energy functional of the
centro-symmetric magnetic is symmetric under rotations
of the magnetic momenta around the zˆ-axis, hence the
helicity of a skyrmion is a zero mode and leads to in-
teresting dynamics50–52. However, this additional degree
of freedom does not influence the minimal energy path.
Thus, for convenience, the skyrmion in Fig. 5 is displayed
with the same helicity as in Sec. II but the result is the
same for Bloch-type or any other helicity.
As can be clearly seen from the real-space images along
the MEP, Figs 7a-e, the GNEB method now finds a com-
pletely different decay mechanism compared to the DMI-
stabilized skyrmion, Figs 1a-e. Instead of shrinking the
entire skyrmion to the size of a lattice constant, the spins
in the inner region with mz ≤ 0 turn in-plane, forming a
large vortex, while the outer region remains almost con-
stant. The saddle point, Figs 7c or f, is assumed when
the core of the skyrmion is approximately in-plane with a
120◦ vortex-like singularity centered on a triangular pla-
quette. The transition from the saddle point to the polar-
ized state then occurs via first rotating the spins around
the core of the vortex out of plane and then smoothly
turning the remaining texture in the zˆ-direction. The en-
ergy along the MEP is shown in the lower panel of Fig 7.
The energy of the saddle point is an order of magnitude
larger than the energy of the skyrmion, in contrast to the
DMI-skyrmion, Fig. 1, whose energy is of the same order
as the energy of the saddle point. However, a comparison
in units of the nearest neighbor exchange interaction J
or J1 reveals that the energy of the saddle point is, in
fact, smaller than for the DMI-skyrmions.
In the following we will analyze the energy barrier set
by the saddle point and find that the skyrmion and the
saddle point are governed by different physics which leads
to distinct energy scales for both. This is in contrast to
the previous section, where both the skyrmion and the
saddle point are well described within a micromagnetic
approximation.
8B. An effective continuum theory for large
skyrmions
In order to study the energy of the saddle point of the
MEP for a large skyrmion, we can derive an effective en-
ergy functional with the same small-q expansion as in
Sec. II B. In the absence of DMI, skyrmions are stabi-
lized by a (∇m)2 contribution to the energy with nega-
tive sign. To obtain a well-defined field theory bounded
from below, one has to consider also the next order O(q4)
as already computed in Eq. (6). The resulting O(q4) con-
tinuum approximation of the energy functional reads
δE[m]/J1 =
∫
d2r − I1
2
(∇m)2 + I2
2
(∇2m)2
− µ0H(mz − 1)−K(m2z − 1) .
(15)
Note that we use different conventions compared to the
previous section. Energies are measured in units of J1
and the coupling constants are obtained as
I1 =
√
3
(
3
J2
J1
− 1
)
, I2 = a
2
√
3
16
(
9
J2
J1
− 1
)
, (16)
while H = 2H/(√3a2J1) and K = 2K/(
√
3a2J1). Impor-
tantly, skyrmions are only stabilized47 for negative spin
stiffness −J1I1, i.e., for I1 > 0 or J2 > 13J1. In this
regime, we obtain I2 > 0. Both I1 and I2 depend only
on J2/J1 and are related by I2 = a2(
√
3/8 + 3 I1/16).
From a dimensional analysis we can extract the length
scale ξ
ξ =
√I2
I1 =
a
4
√
J1 − 9J2
J1 − 3J2 (17)
which is tuned to vary the size of the skyrmion. Large
skyrmions with ξ  a are stabilized for small frustration
I1 → 0, i.e., by fine-tuning the nearest and next-nearest
neighbor couplings J2 → 13J1. Experimentally, this is
more complicated to achieve than large DMI-stabilized
skyrmions, as the latter only require a small spin-orbit
coupling, realized in most materials.
A rescaling of the energy of the skyrmion using dimen-
sionless units with r = ξ r˜ gives
δE/J1 = I1
∫
d2r˜ − 1
2
(∇˜n)2 + 1
2
(∇˜2n)2
− h(nz − 1)− κ(n2z − 1) ,
(18)
with h = µ0HI2/I21 and κ = KI2/I21 .
For a fixed value of the rescaled parameters (h,κ) the
energy of a skyrmion is therefore linear in I1 ∼ (a/ξ)2
and vanishes for larger and larger skyrmions,
δE/J1 = I1C(h, κ) . (19)
where C(h, κ) is a numerical constant depending on the
parameters h and κ. This linear dependence on I1 is con-
firmed in Fig. 8 where we plot the energy of the skyrmion
in the atomistic model, Eq. (14), as function of the frus-
tration for various fixed values of the rescaled external
field h and rescaled anisotropy κ.
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FIG. 8. Energy of an isolated skyrmion relative to the polar-
ized state. The plot shows the results obtained for the model
Eq. (14) on a triangular lattice. The magnetic field µ0H/J1
and uni-axial anisotropy K/J1 is chosen such that dots of the
same color map to the same rescaled continuum field h and
anisotropy κ, but are evaluated for different values of J2/J1.
The data is plotted as a function of the resulting frustration
I1(J2/J1), see Eq. (16). The solid lines are fits for the ex-
pected linear behavior at vanishing frustration, see Eq. (19),
using only the point with lowest frustration for fitting.
1. The saddle point of the minimal energy path for large
skyrmions
In Sec. II B 2, we have argued that the DMI-stabilized
skyrmion has to shrink before it is destroyed along its
minimal energy path because a vortex of radius R is as-
sociated with an energy cost of J pi ln(R/a) which can
be minimized by reducing the size of R. For a skyrmion
stabilized by frustration, the positiv constant J is re-
placed by the negative constant −J1I1. Therefore there
is no reason to expect a shrinking of the skyrmion. In-
stead, the decay occurs via the formation of a vortex with
a size comparable to the skyrmion size, fully consistent
with our numerical results, see Fig. 7. Fig. 7c and Fig. 7f
show that the saddle point configuration is indeed a vor-
tex state.
To estimate the energy cost of a vortex, we decompose
the skyrmion into three parts: (i) an outer region r˜ > R˜
where the magnetization smoothly turns into the polar-
ized state, (ii) the region close to the center r˜0 < r˜ < R˜
where the magnetization is approximately in-plane and
pointing outwards n(r˜) = rˆ and (iii) the core of the vor-
tex r˜ < r˜0 = r0/ξ, where r0 is a length scale of the order
of the lattice constant, r0 ∼ a. In region (iii), one has to
take into account the discrete lattice and the microscopic
interaction. Its energy e(iii)(J1, J2) is mainly determined
by the large interactions J1 and J2 and only weakly af-
fected by the small anisotropy or external field. For the
smooth regions (i) and (ii) we can use the continuum
model, Eq. (18). From the outer region (i) we obtain a
term I1C(i)(h, κ) which is linear in the small prefactor
I1 and depends on h and κ. More interesting is region
9(ii) as the gradient terms give contributions which are
singular as a function of r0. Collecting all terms we find
δE
J1
≈ I1C(i)(h, κ)− I1pi
∫ R˜
r˜0
(
1
r˜
− 1
r˜3
)
dr˜
+ I1C(ii)(h, κ) + e(iii)(J1, J2)
= e0 − pi
2
I1 ln
(
1
I1
)
+ I1e1(h, κ) (20)
where e0 =
√
3pi
16 r˜20
+ e(iii)(J1, J2) is a constant indepen-
dent of I1 in the limit of small I1. e0J1 is the energy
of the saddle point in the limit I1 = 0. It can therefore
be computed from the energy of a vortex centered on a
triangular plaquette for I1 = 0, i.e., for J2 = J1/3 and
H = K = 0. Note that for these parameters the energy
of an infinite-size vortex is finite (as I1 vanishes), while
its energy diverges for J2 6= J1/3. A very good quanti-
tative estimate for e0 with a precision of about 1% can
simply be obtained by calculating the energy of the in-
plane vortex configuration mi =
ri−rc
|ri−rc| , where rc is the
center of a triangular plaquette. From this calculalation
we obtain e0 = 2.8482. A simple optimization of this
solution obtained by minimizing the energy while keep-
ing the spins in-plane yields with very high precision the
value
e0 ≈ 2.8156 (21)
for classical spins on a triangular lattice.
In Fig. 9 we compare the analytical formula (20) to
GNEB calculations of the energy barrier for various sets
of parameters. In the large-skyrmion limit, I1 → 0, we
recover the result e0J1 from Eq. (21) with high precision.
To describe the deviations from this asymptotic value,
we can use Eq. (20), where we treat e1(h, κ) for fixed
h and κ as the only fitting parameter. Here the loga-
rithmic corrections characteristic of the vortex solution
are crucial for the energy of the saddle point for finite
but small I1, see Eq. (20). We thus obtain a highly ac-
curate quantitative description of the energy barrier for
I1 . 0.1, fully corrobating the physical picture of a large-
vortex collapse path for (large) skyrmions stabilized by
frustrating interactions.
Our analytical treatment was originally based on the
picture of a decay path of the skyrmion which is ro-
tationally symmetric. As discussed in more detail in
Appendix C, for large anisotropies the decay path of
the skyrmion obtained from GNEB calculations is highly
asymmetric35 as it is more favourable to locate the vor-
tex in a region where skyrmion-spins are in-plane. As the
transition still occurs via a large vortex, this does, how-
ever, not invalidate our analysis and Eq. (20) is still valid
for small I1. Only the numerical value of the constant
e1(h, κ) is affected by the asymmetric decay path.
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FIG. 9. Saddle-point energy of large skyrmions (see Fig. 7)
in a frustrated magnet on a triangular lattice, Eq. (1). The
magnetic field µ0H/J1 and uni-axial anisotropy K/J1 are cho-
sen to obtain the fixed values of h and κ shown in the legend
of the figure. The data is plotted as a function of the result-
ing frustration I1(J2/J1), see Eq. (16). The solid lines are
fits using Eq. (20) with e1(h, κ) as the only fitting param-
eter (e1 = 2.84 (blue), 1.27 (red), −0.20 (yellow), and 1.85
(green)). The black dashed line denotes the asymptotic value
of the energy for I1 → 0, Eq. (21) (gray dashed line: ap-
proximate value obtained for a unrelaxed, symmetric vortex,
e0 ≈ 2.8482, see text).
2. Decay into an anti-skyrmion
The decay of a skyrmion into a polarized state is
not the only decay mechanism which can be of im-
portance. Other mechanisms include the bimeron-
instability53 where the skyrmion elongates arbitrarily
which can trigger the duplication of a skyrmion28. For
large uni-axial anisotropy when the decay is asymmetric,
see Sec. C, we also observe an intermediate skyrmion-
like state with zero winding number similar to Ref. 35
which, however, decays immediately. In the frustrated
system without DMI discussed here, the lack of a hand-
edness leads to the degeneracy of skyrmions and anti-
skyrmions. Furthermore, they not only have the same
energy but also the same magnetization which enables
quantum mechanical tunnelling52.
For the calculation of the minimal energy path from a
skyrmion to an anti-skyrmion we prepare an initial path
which exhibits a maximum with two simultaneous vor-
tices, see Fig. 10f. This artificial maximum has approx-
imately twice the energy of a single singularity. During
the application of the GNEB method, see Sec. B 1, the
initial maximum decays into two separate maxima with
one vortex each. The intermediate minimum turns out to
be the fully polarized state. Therefore, the total minimal
energy path is the decay of the skyrmion into a ferromag-
netic state followed by the creation of the anti-skyrmion
in a reverse process. The resulting path is shown in
Fig. 10 (red) for J2/J1 = 9/25, µsH/J1 = 3/250,
K/J1 = 3/500 and can be constructed from the indi-
vidual decay/creation paths discussed in Sec. III B.
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FIG. 10. Minimal energy path for the transition of a
skyrmion into an anti-skyrmion as obtained from the GNEB
method, see Sec. B 1. The upper panels (a-e) show the real-
space magnetic texture in the proximity of the center of the
(anti-)skyrmion for various states along the minimal energy
path (lower panel, red data). The color encodes the out-of-
plane component of the magnetization. Panel (f) shows the
maximum of the initialized path (lower panel, blue data) with
two vortices which is unstable. These results are obtained for
J2/J1 = 9/25, µsH/J1 = 3/250, K/J1 = 3/500 in model
Eq. (14).
Since the minimal energy path is via an intermediate
polarized state, we conclude that a direct transition from
a skyrmion to a antiskymrion by thermal fluctuations is
very unlikely and of no practical importance. Assuming
that skyrmion and antiskyrmion have an energy which
is smaller than the energy of the ferromagnet, it is more
likely that skyrmions (or antiskyrmions) proliferate spon-
taneously. This conclusion holds at least in the absence
of defects and boundaries.
3. Conservation of magnetization
The Hamiltonian of Eq. (14) describes formally a sys-
tem where the total magnetization in z-direction Mz =∑
rmz(r) is a conserved quantity. In a real material, the
magnetization is never exactly conserved due to (weak)
spin-orbit coupling or due to spin-lattice relaxation pro-
cesses involving spin-flip terms and phonons. In numer-
ical simulations of the Landau-Lifshitz-Gilbert equation,
this is usually taken into account in a phenomenological
way by introducing the Gilbert damping α. The presence
of spin-flip processes in the thermal fluctuations justifies
that we have ignored spin conservation when calculating
the the relevant energy barriers.
There are, however, situations in which one would like
to know the effective energy barrier in the presence of the
magnetization constraint. This barrier will, for example,
be important for the quantum-mechanical tunneling pro-
cess from a skyrmion to an antiskyrmion in a frustrated
magnet with little or no spin-orbit interactions52. Even
in the classical limit, there can be the situation where a
process, which does not requiring spin-relaxation and has
a larger energy barrier, competes with a process with a
lower barrier requiring spin relaxation.
In general, any constraint to a system leads to an in-
crease of its ground-state energy. Similarly, the energy
of the saddle point, δE|MSz , where the magnetization is
fixed to the magnetization MSz of the skyrmion, will be
higher than the saddle point energy, δESP, without that
constraint, δESP ≤ δE|MSz . The vortex-style saddle point
has a higher magnetization than the initial skyrmion
state, ∆Mz = M
S
z −MSPz < 0. Asumming an infinitely
large system, we obtain an upper bound for the energy
difference of the saddle points, ∆E|M0z − δESP by using a
spin configuration which is identical to the saddle point
configuration close to the origin, but it absorbs the excess
magnetization ∆Mz by slightly tilting the ferromagnetic
magnetization far away from the origin. This costs the
energy −(µsH + 2K)∆Mz and we therefore find
0 ≤ δE|MSz − δESP≤ −(µsH + 2K)∆Mz ∼ J1(h+ κ)I1,
(22)
where we used that |∆Mz| ∼ ξ2 ∼ a2/I1. At least in the
limit of small I1, the energy barrier δE|MSz for processes
which conserve magnetization is therefore only slightly
higher than the barriers δESP calculated in Fig. 9.
IV. DISCUSSION
We have calculated numerically the barriers for an-
nihilation and creation of successively larger skyrmions
in monolayers of chiral magnets and frustrated mag-
nets. Three different scenarios for the destruction of a
skyrmion state emerged. DMI-stabilized skyrmions in
chiral magnets decay by shrinking. Depending on the
sign of the 4th-order derivative terms, K¯4, the saddle-
point spin configuration which determines the energy
barrier is either smooth (i) or singular (ii) on the length
scale set by the lattice constant.
Most common seems to be case (i), K¯4 < 0, where the
saddle-point energy of a large DMI skyrmion is simply
given by 4piJ , the energy of the famous Belavin-Polyakov
skyrmion in a system with spin-stiffness J . Corrections
11
proportional to (D/J)2/3 always reduce the saddle point
energy. In this case, one can use micromagnetic sim-
ulations to calculate the energy barrier but to obtain
the correction to the universal value 4piJ , one has to
include 4th-order derivative terms in the model, see Ap-
pendix B 2. While the spin stiffness J can be measured
directly using Neutron scattering and is routinely cal-
culated using ab-initio methods, a measurement (or ab-
initio calculation) of K¯4 is needed as an input to the mi-
cromagnetic simulations, which is often much more chal-
lenging to obtain.
In case (ii), K¯4 > 0, the saddle point energy of a DMI
skyrmion is determined by microscopic physics on the
length scale of the lattice spacing. The saddle point en-
ergy is typically larger than 4piJ in this case and de-
termined by a spin configuration where spin orientation
varies rapidly on the length scale of a lattice constant.
This case is, for example, realized when frustrating in-
teractions reduce the size of the spin-stiffness J while
keeping the energy of a local vortex configuration high.
While one can treat such a situation easily by brute-force
numerics in idealized classical-spin models, it is very dif-
ficult to model this situation for an insulating spin-1/2
quantum spin system or for metallic compounds. In the
latter case it would be interesting to combine the GNEB
approach with an electronic ab-initio calculation.
A third case is realized in Heisenberg ferromag-
nets where frustration induces a negative spin stiffness,
which provides an alternative stabilization mechanism for
skyrmions. In this case, the energy barrier is determined
by a vortex solution which has a size of the order of the
skyrmion radius. Here the main contribution to the en-
ergy arises from the singular core of the vortex state,
which again depends on microscopic details on the length
scale of the lattice spacing. For classical spin models and
large skyrmions, it was possible to get an accurate value
for the energy barrier by simply considering an infinite
vortex configuration in a model fine-tuned to have a van-
ishing spin-stiffness.
In our study, we have only considered a magnetic
monolayer. It would be very interesting to extend the
analysis to multi-layer compounds or even three di-
mensional systems. For very thin systems and a few
Heisenberg-coupled monolayers, we can expect that one
can simply multiply all energies by the number of lay-
ers. For thick system, in contrast, the nature of the
saddle point configuration changes. The relevant singu-
lar spin configuration is in this case a Bloch point (or
a pair of Bloch points)11,14,39,54. In this case, the core-
contribution of the energy of order of the exchange cou-
pling J is expected to be much smaller (see, e.g., supple-
ment of Ref. [ 39]) than contributions from the surround-
ing of order J2/D.
In conclusion, we have studied the topological protec-
tion of two-dimensional skyrmions. For a large class of 2d
systems, we could identify the precise conditions required
to obtain a universal energy barrier approximately given
by 4piJ . For other cases, however, microscopic details
become more important which make the computation of
the topological energy barrier a challenging task for real
materials.
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Appendix A: Parameters
We chose the interaction parameters in our calculations
by first fixing the parameters of the continuum theory,
which allows to compare data sets described by the same
(lowest order) continuum theory.
1. Non-symmetric magnets
For non-symmetric magnets with DMI, Sec. II, we can
map the atomistic model, Eq. (1), onto the continuum
model in dimensionless units, Eq. (4). The length scale
ξ of the system fixes the DMI constant D:
D/J =
a
ξ
. (A1)
The dimensionless magnetic field h = µ0JH/D2 and uni-
axial anisotropy κ = JK/D2 are fixed for a series of
parameters. Hence, the atomistic interaction parameters
used in the simulations are
µ0H/J =
a2
ξ2
h, K/J =
a2
ξ2
κ (A2)
on the square lattice and
µ0H/J =
3 a2
2 ξ2
h, K/J =
3 a2
2 ξ2
κ (A3)
on the triangular lattice. The data shown in Sec. II
is computed for the dimensionless parameters (h, κ) =
(1.1, 0) (dark blue), (1, 0) (blue and red), (0.75, 0) (light
blue), and (0, 1.3) (yellow). The scales ξ were chosen as
ξ/a = s/0.8 with s = 1, 2, 4, 8, 16, 32, 64, except for the
anisotropy-stabilized skyrmion where the data for s = 64
did not converge in a reasonable time.
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2. Centro-symmetric magnets
For symmetric magnets, Sec. III, the atomistic model,
Eq. (14), maps onto the continuum model in dimension-
less units in Eq. (18). Here, the length scale ξ is given in
Eq. (17) which yields an expression for the next-nearest
neighbor interaction J2:
J2/J1 =
1− 16(ξ/a)2
3(3− 16(ξ/a)2) . (A4)
For fixed dimensionless field h = µ0HI2/I21 and
anisotropy κ = KI2/I21 , the corresponding atomistic pa-
rameters then read
µ0H/J1 =
3h
(ξ/a)2(−3 + 16(ξ/a)2) ,
K/J1 =
3κ
(ξ/a)2(−3 + 16(ξ/a)2) .
(A5)
The data shown in Sec. III is computed for the dimension-
less parameters (h, κ) = ( 2180 ,
7
80 ), (
7
40 ,
7
80 ), (
7
40 ,
7
160 ), and
( 7160 ,
35
160 ) as indicated in the plots. The scales ξ were
chosen as ξ/a =
√
7
4 s with s = 1
3
4 , 2, 2
1
2 , 3, 4, 5, 6, 8, 12
with the exception of (h, κ) = ( 7160 ,
35
160 ), where s = 12
did not converge in a reasonable time. Note, that the
frustration parameter scales as
I1 = 2
√
3
−3 + 16(ξ/a)2 ∼ (a/ξ)
2 , (A6)
therefore, the data in Sec. III is not plotted as a function
of the inverse size of the skyrmion, in constrast to the
data presented in Sec. II.
Appendix B: Methods
1. Methods: Minimal energy path calculations
For the calculation of minimal energy transition paths
we use the geodesic nudged elastic band (GNEB) method
with additional climbing image (CI) as described in
Ref. 12. In some figures, however, we use an advanced
method for the calculation of the spring forces between
adjacent images as explained below.
We first prepare a single skyrmion in a polarized back-
ground with periodic boundary conditions and relax the
texture into a local energy minimum. The sample size
is chosen large enough so that the self-interaction effects
over the periodic boundaries are negligible. An interpo-
lation between this skyrmion and the polarized state (or
the anti-skyrmion) over a total of 40 layers serves as the
starting point for the GNEB method. The total geodesic
distances λi between two adjacent layers i − 1 and i is
defined as
λi =
√∑
r
φ2i (r) , (B1)
where φi(r) is the rotation angle (or geodesic distance)
of the spin n(r) at site r from layer i− 1 to i. The reac-
tion coordinate Λ(i) is the sum of all distances λn, n < i,
and serves as the measure for the evolution of the tex-
ture in Figs. 1,7,9. Following Ref. 12, the spring forces
between adjacent images are proportional to the distance
λi. However, for the calculation of some data sets we de-
cided to modify this part of the method by considering
the actual length of the nudged band instead. A cubic
interpolation of the band in the combined space of energy
and reaction coordinate is already implemented as a part
of the method and it is used for plotting the continuous
interpolations in Figs. 1,7,9. By using a numerical ap-
proximation of the length of this curve we achieve an
improved distribution of images along the nudged elas-
tic band and therefore observe an improved convergence
behavior. A calculation of a minimal energy path is con-
verged when the slope of the elastic band in the climbing
image vanishes. In our simulations this is assumed when
the total projected force on the climbing image is below
10−10J or 10−10J1, respectively.
2. Methods: High-accuracy numerical calculations
of the continuum limit
We have shown that 4th order gradient terms play an
important role for the topological energy barrier of 2d
magnetic skyrmions. For the discretization of a contin-
uum model, it is therefore essential to properly model
higher-order terms. A second motivation for an improved
discretization of continuum models is an improvement of
numerical precision. For example, the calculation of the
leading O(q4) perturbative corrections to the O(q2) con-
tinuum model in Sec. II B 1 builds on the exact skyrmion
solution. However, an analytic expression of this solu-
tion is not known. We therefore calculate numerically
with very high precision the skyrmion texture which min-
imizes the energy of the dimensionless continuum model,
Eq. (4).
Usually, this is achieved by discretizing the contin-
uum model on a square or triangular lattice with lattice
constant a and replacing derivatives with nearest neigh-
bors finite difference approximations. This standard ap-
proach, however, yields exactly the same formalism as the
atomistic model and therefore the same O(a2) scaling of
the numerical error. Therefore, when we try to calculate
the texture with high numerical precision, the runtime of
the simulation soon becomes critical: only a small factor
4 in accuracy requires twice as many simulated spins per
spatial direction, resulting in a factor 4 longer computa-
tional time per iteration step. In addition, if we assume
a constant step-width δt for the relaxation algorithm, it
is limited by δt/a2 ≤ c. We here use δt/a2 = 0.1 for
most calculations. The total runtime for the same level
of convergence is therefore enhanced by a factor 16.
In order to achieve faster convergence, we discretize the
continuous model on a square lattice with lattice spac-
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O(a2N ) d1 w1,0 w1,±1 w1,±2 w1,±3 w1,±4
N = 1 2 0 ±1
N = 2 12 0 ±8 ∓1
N = 3 60 0 ±45 ∓9 ±1
N = 4 840 0 ±672 ∓168 ±32 ∓3
TABLE I. Coefficients of the higher order discretization
scheme for a derivative ∂αn as defined in Eq. (B2).
O(a2N ) d2 w2,0 w2,±1 w2,±2 w2,±3 w2,±4
N = 1 1 −2 1
N = 2 12 −30 16 −1
N = 3 180 −490 270 −27 2
N = 4 5040 −14350 8064 −1008 128 −9
TABLE II. Coefficients of the higher order discretization
scheme for a second derivative ∂2αn as defined in Eq. (B3).
O(a2N′) d2 w2,0 w2,±1 w2,±2 w2,±3 w2,±4 w2,±5
N = 2 2 0 ∓2 ±1
N = 3 8 0 ∓13 ±8 ∓1
N = 4 240 0 ∓488 ±338 ∓72 ±7
N = 5 30240 0 ∓70098 ±52428 ∓14607 ±2522 ∓205
TABLE III. Coefficients of the higher order discretization
scheme for a third derivative ∂3αn as defined in Eq. (B4) with
N ′ = N − 1.
O(a2N′) d2 w2,0 w2,±1 w2,±2 w2,±3 w2,±4 w2,±5
N = 2 1 6 −4 1
N = 3 6 56 −39 12 −1
N = 4 240 2730 −1952 676 −96 7
N = 5 15120 193654 −140196 52428 −9738 1261 −82
TABLE IV. Coefficients of the higher order discretization
scheme for a 4th derivative ∂4αn as defined in Eq. (B4) with
N ′ = N − 1.
ing a. We replace simple derivatives with higher order
stencils which take into account N neighbors on every
side:
∂αn ≈ 1
d1a
N∑
n=−N
w1,n n(r + naeˆα) +O(a2N ) (B2)
where α = x, y is the spatial direction. The second order
derivatives are substituted by
∂2αn ≈
1
d2a2
N∑
n=−N
w2,n n(r + naeˆα) +O(a2N ) . (B3)
For the discretization of the 4th order correction terms,
see Sec. II B 1, we only need the square of second deriva-
tives. If, however, one wishes to calculate the dynam-
ics of this system, e.g., in order to relax the magnetic
texture, then also higher order derivatives and their dis-
cretizations become inevitable. In order to achieve the
same scaling of the numerical error, these higher order
contributions require more neighbors to be included:
∂3/4α n ≈
1
d2a3/4
N∑
n=−N
w3/4,n n(r + naeˆα) +O(a2N−2) .
(B4)
The weights wi,j and wi,j and the denominators di are
given in Tabs. I, II,III, andIV respectively. Furthermore,
a discussion for open boundary conditions and the coef-
ficients for the micromagnetic model including DMI can
be found in Ref. 55.
This approximation scheme yields an improvedO(a2N )
convergence while the total runtime for a fixed number
of spins only increases by a factor N . Here, we use a
discretization of a = 0.05 on a square lattice which, fol-
lowing Ref. 55, leads to a total error in the energy of
the skyrmion of the order of 10−10J while the standard
O(a2) scheme yields an error or the order 10−2J for the
same discretization. Note that the numerical error of the
O(a2) scheme is, in fact, the size-dependent energy of the
atomistic model, which is also derived as a result of the
perturbative analysis in Sec. II B 1.
Appendix C: Asymmetric decay of skyrmions
For skyrmions in a symmetric magnet without
Dzyaloshinskii-Moriya interaction we observe that the
initially symmetric collapse path becomes asymmetric
for certain parameter regions (h, κ), see Fig. 11, similar
to the decay reported in Ref. 35. Both the symmetric,
Fig. 7, and the asymmetric collapse path have in common
that they let not shrink the skyrmion radius to zero and
therefore require a vortex singularity. In large skyrmions
where the energy is dominated by the exchange interac-
tions, the vortex core consists of three neighboring spins
lying in a common plane with a 120◦ angle relative to
each other with subleading corrections due to field and
anisotropy. In the symmetric scenario this vortex core is
depicted in Fig. 7f where the common plane is the xy-
plane. In the asymmetric scenario one of the spins in the
vortex core points in the zˆ-direction.
The total magnetization of a vortex core is independent
of the orientation of the common plane of spins, there-
fore the external magnetic field h does not favor any par-
ticular direction. The uni-axial anisotropy κ, however,
is proportional to m2z and therefore favors vortex cores
where one of the spins is aligned out of plane. Therefore
we only observe the asymmetric decay for the systems
with a relatively large κ = 35160 . Note that, furthermore,
the discussion in the limit of large skyrmions, Sec. III B,
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FIG. 11. Minimal energy path for the creation/annihilation
of a skyrmion in the symmetric model system, Eq. (14), as
obtained from the GNEB method, see Sec. B 1. The upper
panels (a-f) show the real-space magnetic texture in the prox-
imity of the center of the skyrmion for various states along
the minimal energy path. The color encodes the out-of-plane
component of the magnetization. Panel (f) is a close-up of
the saddle point texture in panel (c). The lower panel shows
the energy E/J1 along the minimal energy path as a func-
tion of the reaction coordinate Λ, see Sec. B 1. The energy
is evaluated with respect to the polarized phase (e). The ar-
rows indicate the position of the upper panels in the minimal
energy path. These results were obtained for J2/J1 = 31/90,
µsH/J1 = 1/1800, and K/J1 = 1/360.
is also valid for the asymmetric decay as the energy con-
tributions for the saddle point only arise from the vortex
which is in the limit ξ →∞ not only independent of the
external field and anisotropy but also of the orientation
of the vortex in the plane. Furthermore this implies that
in this extreme limit the saddle point is not uniquely
symmetric or asymmetric but can be any which has a
negative impact on the convergence of large systems.
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