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We determine the nucleon electromagnetic form factors and their uncertainties from world electron scattering data. The analysis
incorporates two-photon exchange corrections, constraints on the low-Q2 and high-Q2 behavior, and additional uncertainties to
account for tensions between different data sets and uncertainties in radiative corrections.
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1. Introduction
The proton and neutron electromagnetic form factors are pre-
cisely defined quantities encoding the charge and magnetization
distributions within the nucleon. Since the 1950s, these form
factors have been extensively measured using electron scattering.
A new generation of experiments, frequently utilizing polariza-
tion degrees of freedom, have provided a dramatic increase in
our understanding of the form factors in the last 20 years [1–
4]. With the extended Q2 range and improved precision, these
measurements also demonstrated the importance of two-photon
exchange (TPE) effects [5–8].
Besides the direct determination of nucleon structure, these
form factors are key inputs to other studies and searches in parti-
cle, nuclear, and atomic physics. For example, precise knowl-
edge of neutrino-nucleus interaction cross sections is required in
order to access fundamental neutrino properties at long-baseline
oscillation experiments [9–11]; the electroweak vector form
factors of the nucleons are an important input to these cross
sections, and are determined by an isospin rotation of the electro-
magnetic form factors. Measurements of nuclear structure using
the A(e, e′p) reaction require reliable knowledge of the elastic
electron-proton (ep) scattering cross section, as do Coulomb
Sum Rule [12, 13] studies using inclusive quasielastic scattering
and exclusive high-Q2 proton knockout studies of Color Trans-
parency [14–17]. Other applications include the determination
of fundamental constants from (muonic) atom spectroscopy [18],
searches for new particles in photon-initiated high-energy col-
lider processes [19], and constraints on QCD chiral structure and
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new forces in parity-violating electron-proton scattering [20–23].
The impact of TPE on some of these observables is discussed in
Refs. [5, 8, 24, 25].
Recent high-precision form factor measurements, coupled
with our new understanding of the importance of TPE contribu-
tions and the need for reliable uncertainty estimates on a range
of important derived observables, call for an updated global
analysis of the nucleon form factors. Several commonly-used
parameterizations have one or more limitations. The Bosted [26]
parameterization was generated before the polarization data were
available and does not include any correction for TPE, although
this fit and the TPE-uncorrected results from Refs. [25, 27] are
still useful parameterizations of ep cross sections, with the TPE
contribution absorbed into effective proton form factors. The
fits by Brash [28], Kelly [29], Graczyk [30] and Sufian [31]
include a mix of cross-section and polarization data, but with-
out the TPE corrections necessary to yield consistent results.
Fits by Alberico [32] and Qattan [33, 34] include phenomeno-
logical TPE corrections extracted from the difference between
Rosenbluth and polarization measurements, but these extrac-
tions require assumptions about ε and Q2 dependence, and the
data do not provide significant constraints on the corrections
at low Q2. Finally, several works [27, 28, 35, 36] only pro-
vide fits to proton data while others [27, 33, 35, 37–43] do not
provide uncertainties. References [25] and [44] provide rela-
tively complete analyses, but the former focused on the low-Q2
region (below 1 GeV2) and the latter evaluates, but does not
provide, a parameterization of the uncertainties. Many of these
form factor parameterizations are sufficient for specific purposes
or in limited kinematic regimes, but the experimental progress
and improved understanding of TPE call for a more complete
analysis.
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The goal of this work is to provide a parameterization of pro-
ton and neutron electromagnetic form factors and uncertainties
using the complete world data set for electron scattering, and
applying our best knowledge of the TPE corrections. Additional
systematic errors are included to account for estimated uncertain-
ties in TPE and tensions between data sets. We aim to provide
a reliable parameterization covering both low-Q2 and high-Q2
regions, with sufficiently conservative errors such that it is safe
to use these form factors as input to calculations or analyses
that need to represent the present state of uncertainties. Where
significant ambiguities exist, e.g., in the choice of external con-
straints on the proton charge radius, separate fits can be used to
estimate the sensitivity of derived observables to data selections.
In forthcoming work we will examine illustrative applications
and a range of fits making specific assumptions about the proton
radius and the choice of data sets [45].
2. Definitions and notation
The cross section for electron-nucleon scattering in the single-
photon exchange approximation can be expressed in terms of
the Sachs form factors GNE and G
N
M as(
dσ
dΩ
)
0
=
(
dσ
dΩ
)
Mott
(GNE )
2 + τ(GNM)
2
(1 + τ)
, (1)
where N = p for a proton and N = n for a neutron, (dσ/dΩ)Mott
is the recoil-corrected relativistic point-particle (Mott) cross
section, and τ,  are dimensionless kinematic variables:
τ =
Q2
4m2N
,  =
[
1 + 2(1 + τ) tan2
θ
2
]−1
, (2)
with θ the angle of the final state electron with respect to the
incident beam direction and Q2 = −q2 the negative of the square
of the four-momentum transfer q to the nucleon.
Radiative corrections modify the cross section:
dσ = dσ0(1 + δ) , (3)
where dσ0 is the Born cross section in Eq. (1).1 Radiative
corrections were already applied to the published cross sections
we include in this fit, but we apply additional TPE corrections
and modify the corrections applied for some experiments, as
described in the following section.
3. Data sets and corrections
This section provides an overview of our data selections
and applied corrections. We discuss separately the proton and
neutron data sets.
1 The form factors are interpreted in the renormalization scheme defined in
Ref. [46], which is a simplification of Ref. [47]. The ep cross sections presented
in Sec. 5.2 are interpreted using the Maximon-Tjon convention [47] for soft
photon subtraction. The relation of these conventions to a standard minimal
subtraction (MS) factorization scheme is given in Ref. [48].
3.1. Proton data
For the proton, we fit directly to unpolarized cross section
data [17, 36, 49–75] and to GpE/G
p
M ratios extracted from polar-
ization data [76–88]. Note that the data taken from Refs. [80, 87,
88] include updated extractions of GpE/G
p
M from Refs. [89–92],
and we use these updated extractions in our analysis. Following
the procedures described in Refs. [24, 93], we apply updated
radiative corrections to several of the older measurements, ex-
clude the small-angle data from Ref. [72], and split up data
sets [57, 61, 73] taken under different conditions into two or
more subsets with separate normalization factors.
After examining the systematic uncertainties in each of these
experiments, we implement some adjustments to make the as-
sumptions more consistent (e.g., uncertainties associated with
TPE) or to ensure that the uncertainties were separated into
uncorrelated and normalization factors in a consistent fashion.
In Refs. [54, 59, 61] and [57] (back-angle data), the common
systematic uncertainties were included in the point-to-point
systematics. We remove these common systematics from the
point-to-point contributions and apply them instead as additional
contributions to the normalization uncertainty. To make the
uncertainties applied for radiative corrections more consistent
across experiments, we increase the normalization uncertainty in
Refs. [67, 68] from ∼0.5% to 1.5% and add 0.5% in quadrature
to the point-to-point uncertainty to account for the use of older
radiative correction procedures and the neglect of uncertainty
associated with TPE corrections. We add a 1% point-to-point
uncertainty to the data from Ref. [64] to be more consistent
in estimating the uncertainties from radiative corrections. In
Ref. [75], uncertainties were separated into normalization, point-
to-point, and “slope” uncertainties, i.e., correlated systematics
that varied linearly with ε, to maximize sensitivity to deviations
from a linear ε dependence. To make this data set consistent
with other world data, we replace the slope uncertainty with an
additional point-to-point systematic (0.32%, 0.28%, and 0.22%
for Q2 = 2.64, 3.2, and 4.1 GeV2, respectively), such that the
total uncertainty on µpG
p
E/G
p
M matches the original extraction
including both point-to-point and slope uncertainties.
For the new data from the A1 collaboration [36], we use
the rebinned data with additional systematic uncertainties as
provided in the Supplemental Material of Ref. [46]. In addition,
because Ref. [36] also quotes correlated systematic uncertainties
modeled as cross-section corrections that vary linearly with the
scattering angle, we use the procedure described in Ref. [46] and
take the coefficients of the θ-dependent corrections as additional
fit parameters (similar to the normalization uncertainties applied
to the different data subsets), so that the full uncertainties from
all data sets are included in the fit.2
For all cross-section measurements, TPE corrections are ap-
plied as described in Ref. [46] using the “SIFF Blunden” calcu-
lation following the prescription of Ref. [94].3 The uncertainties
included for radiative corrections in the cross-section data are
2The procedure is described in Section VI.C.3 of Ref. [46] and is represented
by the line “Alternate approach” in Table XIV.
3 As discussed in Refs. [46, 48], the hard TPE corrections depend on the
scheme used to apply radiative corrections to the data, typically based on either
2
assumed to be sufficient to cover TPE uncertainties at low Q2 af-
ter application of the SIFF correction described above. At larger
Q2, the hadronic calculations are not expected to be as reliable
and we include an additional uncertainty based on the analysis
of Ref. [27]. In this work, the following additional correction
is applied at high Q2 to resolve the small remaining difference
between polarization data and TPE-corrected Rosenbluth extrac-
tions:
δ2γ → δ2γ + 0.01 [ε − 1] lnQ
2
ln 2.2
(Q2 > 1 GeV2) , (4)
where δ2γ is the contribution of TPE to the radiative correction
in Eq. (3). This has minimal impact on the final extraction
of µpG
p
E/G
p
M , but is important in the extraction of G
p
M at high
Q2. We use this purely phenomenological additional correction
to estimate potential systematic uncertainties to the high-Q2
extractions. We perform the global fit with and without this extra
correction and take the difference as a systematic uncertainty
on the final form factors. Note that the additional correction is
always negative, and increases the Born cross section inferred
from data according to Eq. (3).
While recent comparisons of positron and electron scatter-
ing [96–99] support the idea that TPE yields an angle-dependent
correction to the cross sections that may explain the discrep-
ancy between cross-section and polarization data, we do not yet
have precise measurements of the correction. For this analysis,
we assume that after applying the TPE contributions based on
Ref. [94], the remaining uncertainty is accounted for in the ra-
diative correction uncertainties applied to the individual data
sets (typically a combination of uncorrelated and normalization
factors). As in previous analyses [25, 27], we do not apply TPE
corrections to the polarization data. As discussed in these works,
the estimated corrections are small compared to the experimental
uncertainties, even accounting for significant uncertainty in the
calculations [92, 100, 101] and the fact that this is a correlated
correction across all polarization measurements.
The updated proton data set used in our fit is included in the
Supplemental Material [102].
3.2. Neutron data
For the neutron, we perform separate fits to the charge and
magnetic form factor data. Many early attempts to extract neu-
tron form factors involved cross-section measurements on the
deuteron (d), where isolating the neutron contribution involved
subtracting the dominant proton contribution after accounting
for nuclear effects in the deuteron. Such extractions involve large
corrections for final-state interactions and other effects. Later
measurements, using polarization degrees of freedom or ratios
of proton knockout to neutron knockout cross sections, typically
have much smaller corrections and are thus more reliable. For
both GnE and G
n
M , we select experiments that had minimal cor-
rections and model-dependent uncertainties in their range of Q2.
Refs. [95] or [47]. These small differences, as well as differences in hadronic
vacuum polarization corrections and in higher-order radiative corrections, are
absorbed into the radiative correction uncertainty budget.
In some cases, we make adjustments such that the quoted errors
are more complete and consistent between different data sets, as
we now describe.
The updated GnE and G
n
M data sets used in our fit is included
in the Supplemental Material [102].
3.2.1. GnM data
For GnM , we take data from Refs. [103–109]. Even with this
limited data set of more reliable extractions, there is tension
between the data as published. After examining the experiments
more carefully, we make some modifications for corrections or
uncertainties that were not fully accounted for in the original
works. These modifications are as follows.
For Ref. [103], a later analysis [70] provided updated val-
ues of the ratio σn/σp, but not updated GnM values. We correct
the quoted GnM values from the original publications to account
for the updated σn/σp analysis, and apply a correction (from
0.6–1.4% on GnM) to account for the fact that the original analy-
sis assumed GnE = 0. We also apply an additional 0.5% to the
GnM uncertainties to better account for the uncertainty in the ep
cross section used in the original result, and a 1% normaliza-
tion uncertainty for this data set (as well as for Ref. [104]) to
account for correlated uncertainties associated with the use of
older estimates for radiative corrections and model dependence.
Other experiments are assumed to have a 0.5% normalization
uncertainty.
For Refs. [106, 107], older parameterizations were used in
determining the ep cross section and the GnE contribution to the
en cross section. We make updated estimates of the uncertain-
ties based on the difference in the corrections and uncertainties
applied in the original work and in more recent form factor
evaluations.
The results of Ref. [109] were generally dominated by sys-
tematic uncertainties that are likely to have significant correla-
tion between points close together in Q2. To better reflect this,
we rebin the GnM points, combining three points for each new Q
2
value (two points in the highest-Q2 bin); statistical uncertainties
are combined in quadrature, but the systematic uncertainties
are taken as the average of the (nearly identical) systematic
uncertainties of the three individual points.
3.2.2. GnE data
The analysis ofGnE is based on data from Refs. [110–124]. In
most cases, these measurements used polarization observables
that are sensitive only to the ratio GnE/G
n
M . Different values
and uncertainties for GnM were used to convert these ratio mea-
surements into values for GnE , potentially underestimating the
uncertainties of the GnE extractions. However, the final G
n
E un-
certainties are large, typically 15% or more. Updating all of
these extractions to use the same parameterization of GnM and its
uncertainties would have minimal impact: GnM is within 5% of
the dipole form for the full Q2 range of GnE measurements, and
the differences between different GnM values used is even smaller.
Thus, no additional uncertainty or correction is applied.
Elastic ed scattering can also be used to extract GnE , but there
is significant model dependence in the result which tends to be
nearly identical for different data sets. Therefore, we include
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only one extraction of GnE from ed elastic scattering: the analysis
of Ref. [116], which included a detailed estimate of the model
dependence.
4. Global fit procedure
The fitting procedure follows the general approach of Ref. [46].
For the proton form factors, we perform a simultaneous fit of GpE
and GpM to the cross-section and polarization data. For the neu-
tron, we perform separate fits of GnE and G
n
M to the extractions
of the individual form factors. In all cases, the fit is a bounded
polynomial z-expansion [125],
G(Q2) =
kmax∑
k=0
akzk , z =
√
tcut + Q2 − √tcut − t0√
tcut + Q2 +
√
tcut − t0
, (5)
where G stands for GpE , G
n
E , G
p
M/µp or G
n
M/µn, and tcut = 4m
2
pi.
4
We choose a fixed value of t0 = −0.7 GeV2 for all four form
factors so that there is a single definition of z in all cases. The
value t0 = −0.7 GeV2 is a compromise between the broad Q2
range for proton cross-section data (Q2 ∼ 0–30 GeV2) and the
limited Q2 range for GnE form factor data (Q
2 ∼ 0–3.5 GeV2).
Sum-rule constraints are applied on each form factor to
ensure appropriate behavior in the limits of small and large Q2.
One sum rule is applied to enforce the correct normalization at
Q2 = 0. Four additional sum rules ensure the asymptotic scaling
G ∼ Q−4 at large Q2; i.e., QiG(Q2)→ 0 as Q2 → ∞ (z→ 1) for
i = 0 . . . 3. With these five sum rules in place, the number of free
parameters is kmax − 4. Following Ref. [46], bounds are applied
to the coefficients ak using a normalized Gaussian prior |ak | < 5.
With the bounds on the coefficients in place, we can add an
arbitrary number of fit parameters, i.e., varying kmax in Eq. (5),
without the fit uncertainties growing out of control. Thus, while
good fits are obtained with kmax = 10 for the proton and kmax = 7
(10) for GnE (G
n
M), we perform the proton fits with kmax = 12
and neutron fits with kmax = 10. This ensures that the fit is
not strongly influenced by the kmax truncation, while retaining a
manageable number of independent fit parameters.
When extrapolating to larger Q2, the form factors are in-
fluenced by higher-order parameters that are not directly con-
strained by data. We include high-Q2 “constraint” points as
theoretical priors to avoid a sudden and dramatic increase or
decrease of the form factors when going beyond the range of the
data. These are listed in the Supplemental Material [102].
Tensions between different electron-nucleon scattering data
sets and between low-Q2 and high-Q2 data [46] suggest that a
global fit to all data, up to Q2 ≈ 30 GeV2, may not yield the
4 For GnM , the normalization at Q
2 = 0 is the numerical value of the neutron
magnetic moment when expressed in units of e/2mn. If one uses the value
of µn in nuclear magnetons (e/2mp) or if the form factors are defined in a
different convention, e.g., using an average nucleon mass for both the proton
and neutron, there will be differences between the data sets at the level of the
proton-neutron mass difference. These differences are negligible compared to
other sources of normalization uncertainty, and so will be corrected for when
fitting the normalization factor for each experiment. The same is true for other
similar approximations, e.g., the use of the proton mass or an average nucleon
mass in defining τ for the neutron.
most reliable result for the charge and magnetic radii. Rather
than allowing the radii to float in the fit, we constrain them
from external measurements, or fix them to “consensus” values
obtained from dedicated analyses specifically aimed at isolating
the radii.
For the neutron electric radius, we include the precise value
from neutron-electron scattering length measurements, (rnE)
2 =
−0.1161(22) fm2 [126], as a data point in the fit. A precise
value of the proton electric radius, rpE , has been extracted from
muonic hydrogen Lamb shift spectroscopy [127]. However,
given the unresolved status of the proton radius puzzle [128–
130], we do not include this point in our fit. We take instead the
CODATA consensus central value rpE = 0.879 fm [18] based only
on ep scattering results [131]. For the magnetic radii we take
PDG consensus central values [126], rnM = 0.864 fm and r
p
M =
0.851 fm.5 For rpE , r
p
M and r
n
M , we force the fit to reproduce the
consensus central value, but release the radius constraints when
evaluating the fit uncertainty. These fits should not be interpreted
as providing new information on the nucleon electromagnetic
radii, but are designed to summarize the implications of world
scattering data for form factors and uncertainties throughout the
entire Q2 range.
For the proton fit, the χ2 that is minimized is:
χ2p = χ
2
σ + χ
2
ratio + χ
2
norm + χ
2
slope + χ
2
bound + χ
2
radius, (6)
with contributions from the cross-section and polarizationGpE/G
p
M
ratio data, normalization parameters for all data sets, slope pa-
rameters for Ref. [36] (as detailed in Ref. [46]), coefficient
bounds, and external radius constraints. For the neutron case,
we fit directly to the extracted form factors and the χ2 contribu-
tions are:
χ2n = χ
2
ff + χ
2
norm + χ
2
bound + χ
2
radius. (7)
Uncertainties are evaluated from the covariance matrix of
the fit supplemented by additional systematic uncertainties. As
noted in Ref. [46], there is a tension between the Mainz data [36]
and other world data, and we include an additional systematic
to account for this. At low Q2, we can directly compare the fits
to Mainz and world data to estimate this systematic uncertainty,
but because the Mainz data are limited to Q2 < 1 GeV2, the
fits diverge rapidly at higher Q2 values. Thus, we take the
difference between the fits to the world (excluding Mainz) and
world+Mainz data, which becomes small at large Q2 values
where the Mainz data does not contribute.
As noted above, we use the additional TPE contribution at
large Q2 values from Ref. [27], Eq. (4), to estimate the high-Q2
TPE uncertainty. Rather than applying this as an independent un-
certainty on each cross-section point, we estimate the uncertainty
by performing the final fit with and without this additional TPE
correction and take the difference in the fits as the systematic
uncertainty.
To test for any systematic bias from theoretical priors, we
compare the default fit to fits with different t0 values, with dif-
ferent kmax, and without the radius or high-Q2 constraints. The
5 For rpM , we use the average of the Mainz and world values presented in
Ref. [46], whereas Ref. [126] adopts the Mainz value.
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Figure 1: (Color online) Parameterization of GpE/GD (left) and G
p
M/µpGD (right) from the global fit of proton cross-section and polarization data (solid curves). The
red shaded band indicates the total uncertainty, including the fit uncertainty from the error matrix and additional systematic uncertainties described in the text and
shown in Fig. 3. The dashed curves are the parameterizations of the total uncertainty bands (provided in the Supplemental Material). The blue circles are taken from
the 2007 global analysis of Ref. [27] to provide a comparison to direct LT separations from a previous global analysis and to indicate the kinematic coverage of the
world data. The new fit yields systematically larger values for GpM up to Q
2 ≈ 1 GeV2 because the Mainz data [36], not included in the fit of [27], yields larger values
of GpM below 1 GeV
2, and so increases the normalization of the world data relative to the fit of [27].
choice t0 = t
opt
0 = tcut
(
1 −
√
1 + Q2max/tcut
)
, instead of the de-
fault t0 = −0.7 GeV2, yielded negligible differences throughout
the Q2 range of the data.6 Fits with kmax = 20, instead of the
default kmax = 12 (10) for the proton (neutron) data, also show
very good agreement with the default fit: the only significant
differences occur at Q2 values above the range of data, where
the kmax = 20 fits show somewhat different behavior and larger
uncertainties. Finally, fits excluding the radius and/or high-Q2
constraints differ negligibly from the default fit in regions where
sufficient data exist to directly constrain the form factors.
5. Global fit results
The proton fit includes 69 polarization extractions ofGpE/G
p
M ,
657 cross-section values [46] from the recent Mainz experi-
ment [36], and 562 cross-section values from other measure-
ments, as well as the radius constraints and the high-Q2 con-
straint points discussed above. The final fit yields a total χ2 of
1144.3 for 1306 degrees of freedom. The GnE (G
n
M) fit includes
38 (33) data points, plus the radius and high-Q2 constraints; we
obtain χ2 = 24.50 (29.56) for 45 (40) degrees of freedom. It
is not surprising that the reduced χ2 value is below unity for
these fits: while the uncertainties quoted in the experiments are
separated into scale uncertainties and uncorrelated contributions,
in reality many of the systematic effects will have correlated
contributions that vary with the kinematics in a nontrivial way.
6 The “optimal” choice of t0 minimizes the maximum size of |z| in the range
0 < Q2 < Q2max, with Q
2
max equal to the maximum Q
2 in a given data set.
Assigning uncorrelated uncertainties large enough to account
for the unknown correlations in the data will tend to yield lower
χ2 values than one would expect for purely statistical or un-
correlated uncertainties. In addition, for the bounded fit, each
parameter adds both one degree of freedom and one constraint
0 2 4 6 8 10 12 14
Q2 [GeV2]
0.0
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µ
p
G
E
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M
Figure 2: (Color online) Parameterization of µpG
p
E/G
p
M from the global fit of
proton data. The error bands are the same as in Fig. 1 and the magenta squares
are the direct extractions from polarization measurements.
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Figure 3: (Color online) Contributions to the proton fit uncertainties. The red dot-dashed curves are the uncertainties from the fit based on the statistical and systematic
uncertainties of the data sets. The green dotted line (“ORG”) is the original data tension error, while the blue dotted line is the final data tension error used in the
analysis, with uncertainty constrained to fall off at high Q2 where the Mainz data do not contribute (see text for details). The purple dashed curves are the uncertainties
associated with the TPE corrections to the cross-section data at high-Q2. The dashed black curves are the combinations of these three sources of uncertainty, using the
data tension error that is cut off at high Q2 (blue dotted line). The solid green curves are the parameterization of the uncertainties provided in the Supplemental
Material.
associated with the Gaussian bound; thus, increasing the number
of parameters does not reduce the number of degrees of freedom,
even though it does provide additional flexibility for the fit. Pa-
rameterizations of the fit central values and uncertainties for all
form factors are provided in the Supplemental Material [102].
Figure 1 shows the results of the fit for GpE and G
p
M nor-
malized to the dipole form factor, GD = (1 + Q2/Λ2)−2 with
Λ2 = 0.71 GeV2. Points from a previous global analysis [27]
of direct longitudinal-transverse (LT) separations for GpE and
GpM are also shown for comparison. Figure 2 shows the fit and
uncertainties for µpG
p
E/G
p
M along with the direct extractions of
µpG
p
E/G
p
M from polarization measurements.
5.1. Form Factors
Figure 3 shows the uncertainties for GpE and G
p
M coming
from the covariance matrix of the fit, the systematic contribu-
tions accounting for the tension between different data sets, and
the uncertainty associated with the TPE corrections at high Q2.
Since the systematic contributions come from comparing two
different fits (e.g., with and without the additional high-Q2 TPE
correction), the estimated corrections vanish whenever the two
fits cross. Such dips are artificial, and do not indicate a real
reduction in the uncertainties. For the TPE uncertainty, these
dips occur only in regions where other contributions dominate
the uncertainties. For the original data tension uncertainty (green
dotted line labeled “ORG”), these dips yield an underestimate
of the uncertainty for Q2 values near 1 GeV2, and it is necessary
to provide a better estimate of the uncertainty in this region.
At high Q2, the Mainz data only impact the fit through small
normalization effects, and the green dotted line is driven by
statistical fluctuations. Because of these issues, we replace the
dotted green line by a power law falloff after the first maximum
(at around Q2 ≈ 0.3 GeV2). This fills in the artificial dips in the
direct comparison of the fits, and avoids letting the uncertainty
grow at high Q2 due to lack of data to constrain the fits. The
blue dotted line shows our final data tension error using the ad
hoc parameterization at higher Q2.
The black dashed line is the combination of the various
sources of uncertainty detailed above, and the solid green line is
a parameterization of this uncertainty, providing a simple closed
form that provides a good approximation at all Q2 values. The
parameterizations reproduce the complete uncertainty estimates
with typical (RMS) deviations of ∼ 2% except for GpE in the
Q2 region from roughly 0.3–3 GeV2. In this region, the total
uncertainty is dominated by our ad hoc extension of the data
tension uncertainty to higher Q2, and as this is the least rigorous
part of the uncertainty extraction, we allow for larger deviations
(typically a factor of 2–3) in this region.
Figure 4 shows the fits to GnE and G
n
M , along with the data
points used in the fitting procedure. In this case, the uncertainties
come from the error matrix of the fit and represent the full
uncertainties on the form factors; tensions between different
data sets have been accounted for in selecting the data for the
fit (as discussed earlier in Sec. 3.2). Calculations of the TPE
corrections for the neutron [8, 94] yield smaller corrections
than in the case of the proton, and we assume that the radiative
correction uncertainties already applied to the data are sufficient
for the kinematics of existing data.
5.2. Elastic ep cross sections
The extracted form factors and uncertainties depicted in
Figs. 1–4 represent the current state of knowledge for the nu-
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Figure 4: (Color online) Parameterization of GnE/GD (left) (left) and G
n
M/µnGD (right) from the global fit of neutron form factor data (solid curves). The red shaded
band is the fit uncertainty from the covariance matrix, and the dashed curves are the parameterization of the uncertainty provided in the Supplemental Material. The
data points are the GnE and G
n
M/µnGD values included in the fit.
cleon electromagnetic form factors, and are the primary result
of this work. They can be applied to a range of precision observ-
ables. For certain applications, including in legacy codes and in
experimental comparisons, it is useful to work directly with the
elastic ep cross sections instead of the form factors. These cross
sections can be reconstructed from our representation of GpE and
GpM , but care must be taken to reapply hard TPE effects in a
fashion consistent with the TPE correction applied to isolate the
form factors studied in this work: the hadronic calculations of
Refs. [46, 94], plus the additional high-Q2 correction of Eq. (4),
taken from Ref. [27]. A complete reconstruction of the cross
section would also account for correlations in the errors of GpE
and GpM .
A practical alternative is to parameterize the cross section
before subtracting the estimated TPE corrections. We use the
same fitting procedure as in our main analysis, excluding polar-
ization data and neglecting hard TPE corrections. This provides
a simple parameterization of the cross section that includes both
the Born and TPE contributions in “effective” form factors. Note
that we have not formally justified the z expansion representation
of the effective form factors, which now account for both one-
and two-photon exchange processes. The effective form factor
approach also enforces linear dependence of the reduced cross
section [i.e., the numerator in Eq. (1)] on ε. However, the TPE
corrections are O(α) and small, and detailed analyses of world
data [132] show that ε nonlinearities are also very small. We do
not pursue these questions in more detail here.
The effective form factors are not displayed here, but their
central values are included in the Supplemental Material [102].
The uncertainty associated with the TPE contribution in Fig. 3
should not be included in the effective form factor analysis since
no hard TPE subtraction is being performed. However, this is
never a dominant contribution to the cross section uncertainty.
The ep cross-section uncertainty is thus well approximated in
the effective form factor approach by using the uncertainties
from the main analysis, as displayed in Fig. 3.
6. Summary
We have performed global fits of electron scattering data to
determine the nucleon electromagnetic form factors and their
uncertainties. The form factor central values are presented as
coefficients in the systematic z expansion framework, and error
envelopes are also provided in parameterized form. These form
factors can be readily input to a range of precision observables.
Our fits provide conservative and reliable errors that account
for experimental tensions and model uncertainties in the TPE
corrections applied. They are constrained in both low and high
Q2 limits, with the goal of providing sensible extrapolations in
both cases. At low Q2, the fits have been constrained to con-
sensus central values for the nucleon charge radii and magnetic
radii; as such, they do not provide new information on these
quantities. At high Q2, power-law falloff has been enforced, con-
sistent with the asymptotic scaling predictions of QCD; however,
the estimated uncertainties depend on theoretical priors and can-
not be considered robust when extrapolating beyond measured
Q2 values.
Our fit errors yield conservative uncertainty estimates com-
pared to other analyses for specific applications and observables,
particularly those focused at low Q2. This is due to the additional
uncertainties we have assigned to account for tensions between
different data sets. These tensions can be further examined by
selecting particular electron scattering data sets or external ra-
dius constraints, in order to provide more precise predictions
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under different assumptions. We will analyze some of these
observables in a future work [45].
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