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THE NORM RESIDUE SYMBOL FOR HIGHER LOCAL FIELDS
JORGE FLO´REZ
Abstract. In this paper we investigate the Kummer pairing associated to
an arbitrary (one-dimensional) formal group. In particular, we obtain formu-
lae describing the values of the pairing in terms of multidimensional p-adic
differentiation, the logarithm of the formal group, the generalized trace and
the norm on Milnor K-groups. The results are a generalization to higher-
dimensional local fields of Kolyvagin’s explicit reciprocity laws. In particular,
they constitute a generalization of Artin-Hasse, Iwasawa and Wiles reciprocity
laws.
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1. Introduction
1.1. Background. The theory of finding explicit formulations for class field theory
has a long and extensive history. Among the different formulations we highlight the
reciprocity law of Artin-Hasse [1] for the Hilbert symbol (, )pn : L
××L× → 〈ζpn〉,
for L = Qp(ζpn), i.e.,
(1) (u , ζpn)pn = ζ
TrL/Qp
(− log u) /pn
pn ,
where p > 2 is a prime number, ζpn is a p
nth primitive root of unity, and u is any
unit in L such that vL(u− 1) > 2pn−1.
From this formula Iwasawa in [12] described the values (u,w)pn , for every prin-
cipal unit w, in terms of p-adic differentiation:
(2) (u , w)pn = ζ
TrL/Qp
(ψ(w) log u) /pn
pn , where ψ(w) = −ζpn w
−1 dw
dπ
n
.
Here dw/dπn denotes the derivative of any power series g(x) ∈ Zp[[X ]], such that
w = g(πn), evaluated at the uniformizer πn := ζpn − 1; i.e., g
′(πn). Also, it
follows that the Hilbert symbol is characterized by the Artin-Hasse formula (1). In
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other words: the symbol is characterized by its values on the torsion subgroup of
Qp(ζpn)
×.
Following the work of Iwasawa, Wiles [23] derived analogous formulae to describe
the Kummer pairing associated to a Lubin-Tate formal group. This pairing is a
generalization of the Hilbert symbol in which the multiplicative structure of the
field is replaced by the formal group structure. Soon after, Kolyvagin [14] extended
the formulae of Wiles to the Kummer pairing associated to an arbitrary formal
group (of finite height.) The formulae of Kolyvagin describe the Kummer pairing
in terms of p-adic derivations. Kolyvagin’s results also subsume those of de Shalit
in [4].
In this article we generalize the formulae of Kolyvagin to arbitrary higher local
fields (of mixed characteristic). Our formulae express the Kummer pairing asso-
ciated to an arbitrary formal group with values in a higher local field–also called
generalized Kummer pairing– in terms of multidimensional p-adic derivations, the
logarithm of the formal group, the generalized trace and the norm of Milnor K-
groups. Moreover, as in the work of Iwasawa, we show how to construct explicitly
the multidimensional p-adic derivations from an Artin-Hasse type formula for the
generalized Kummer pairing (cf. Equation (4)). This shows in particular that
the generalized Kummer paring is characterized by its values on the torsion points
associated to the formal group.
In a subsequent paper (cf. [8]) we provide a refinement of these formulae to the
special case of a Lubin-Tate formal group. This has important consequences as it
gives an exact generalization of Wiles’ reciprocity laws to higher local fields. As
a byproduct we obtain exact generalizations of the formulae (1) (cf. [8] Corollary
5.3.1 ) and (2) (cf. [8] Theorem 5.5.1 ) to higher local fields. These formulae are
described in more detail below.
Generalizations of (2) are also given by Kurihara (cf. [15] Theorem 4.4) and
Zinoviev (cf. [24] Theorem 2.2 ) for the generalized Hilbert symbol associated to
an arbitrary local field. [8] Theorem 5.5.1 further generalizes (2) to the Kum-
mer pairing of an arbitrary Lubin-Tate formal group and an important family of
higher local fields. In particular, when we take for the Lubin-Tate formal group
the multiplicative formal group X + Y + XY and the higher local field to be
Qp(ζpn){{T1}} · · · {{Td−1}}, [8] Theorem 5.5.1 coincides with the results of Kuri-
hara and Zoniviev.
Fukaya remarkably describes also in [10] similar formulae to those of [8] Theo-
rem 5.5.1 for the Kummer pairing associated to an arbitrary p-divisible group G.
Furthermore, Fukaya’s formulae encompass also arbitrary higher local fields (con-
taining the pnth torsion group of G). However, [8] Theorem 5.5.1 in its specific
conditions is sharper than the results in [10] for Lubin-Tate formal groups as we
explain in more detail below.
We finally point out to a higher dimensional version of (1) that can be found in
Zinoviev’s work ( [24] Corollary 2.1). The Corollary 5.3.1 in [8] further extends (1)
to arbitrary Lubin-Tate formal groups and arbitrary higher local fields, in partic-
ular subsuming the formulae of Zinoviev. Moreover, we prove stronger results (cf.
Proposition 5.3.3 and Equation (31) in [8]) which are not found, a priori, in any of
the formulae in literature.
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It is worth mentioning that the techniques used here to obtain the explicit reci-
procity laws were inspired by the work of Kolyvagin in [14]. This allows for a
classical and conceptual approach to the higher-dimensional reciprocity laws.
1.2. Description of the formulae. Let F be a formal group with coefficients in
the ring of integers of the local field K/Qp of finite height h. Let S be a local field
whose ring of integers C is contained in the endomorphism ring of F ; if a ∈ C,
then [a]F (X) = aX+ · · · will denote the corresponding endomorphism. For a fixed
uniformizer π of C we let f := [π]F . Let κn (≃ (C/πnC)h) be the πnth torsion
group of F and let κ = lim
←−
κn (≃ Ch) be the Tate module. We will fix a basis
{ei}1≤i≤h for κ and let {ein}1≤i≤h be the corresponding reductions to the group
κn.
In order to describe our formulae, let L ⊃ K be a d-dimensional local field
containing the torsion group κn, with ring of integers OL and maximal ideal µL.
We will denote by F (µL) the set µL endowed with the group structure from F . For
m ≥ 1, we let Lm = L(κm) and also fix a uniformizer γm for Lm.
We define the Kummer pairing (cf. §2.2)
(, )L,n : Kd(L)× F (µL)→ κn by (α, x) 7→ (α, x)L,n = ΥL(α)(z)⊖F z,
where Kd(L) is the dth Milnor K-group of L (cf. 2.1.1), ΥL : Kd(L) → G
ab
L is
Kato’s reciprocity map for L (cf. §2.1.4), f (n)(z) = x and ⊖F is the subtraction in
the formal group F . Denote by (, )iL,n the ith coordinate of (, )L,n with respect to
the basis {ein} of the group κn.
The main result in this paper is the following (cf. Theorem 5.3.1 for the precise
formulation).
Theorem (Thm 5.3.1). LetM = Lt for t >> n. Then there exists a d−dimensional
derivation DiM,m (cf. Definition 4.2.1) such that
(3)
(
NM/L(α) , x
)i
L,n
= TM/S
(
DiM,m(α)
a1 · · · ad
lF (x)
)
for all α = {a1, . . . , ad} ∈ Kd(M) and all x ∈ F (µL). Here lF is the formal
logarithm, TM/S is the generalized trace (cf. §3.1) and NM/L is the norm on
Milnor K-groups.
Moreover, we can give an explicit description for DiM,m as follows. Let et ∈ κt
be any torsion point as in Remark 4.1.2, then
DiM,m(α) = −T1 · · ·Td−1
cβ:i
l′(et)
∂et
∂Td
det
[
∂ak
∂Tj
]
1≤k,j≤d
.
Here ∂∂Tj , j = 1, . . . , d, denotes the partial derivatives of an element in the ring
of integers of M with respect to the local uniformizers T1, . . . , Td−1, Td = πM
(cf. Section 4.1). The constant cβ:i is an invariant of the formal group F that is
determined by the Artin-Hasse-type formula
(4)
(
{T1, . . . , Td−1, u}, et
)i
M,m
= TM/S
(
log(u) cβ:i
)
,
where u ∈ VM,1 = {u ∈ OM : vM(u − 1) > vM(p)/(p − 1)} and log is the usual
logarithm.
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Additionally, we point to the following remarks. First, the bound on t is explicit
as in [14] (cf. Theorem 5.3.1). Second, the constant cβ:i has a further interpretation
as an invariant coming from the Galois representation associated to the Tate-module
κ ≃ lim
←−
κn ( cf. Section 5.2.1). Furthermore, we can give an explicit description of
this invariant in the important case when F is a Lubin-Tate formal group as it is
explained in the theorem below.
We highlight also that when F is a p-divisible group, Benois [2] and Fukaya [10]
provide similar formulae for the Kummer pairing and remarkably give a further
description of the invariant cβ:i in terms of differentials of the second kind associated
to the p-divisible group and the theory of Fontaine [9]. On the other hand, since
Fukaya’s reciprocity laws are a` la Sen [21], one main difference between Fukaya’s
formulae and (3) is the following: While Fukaya’s have no restrictions on α for
the symbol (α, x)L,n, the formulae (3) have no restrictions on x. However, for a
Lubin-Tate formal group we may show that, under certain conditions, the theorem
above can lead to sharper results than [10], as it is explained below.
Finally, we now describe in more detail the refinement of the formulae (3) in
the case of a Lubin-Tate formal group F that it is addressed in the subsequent
paper [8]. Let f be a power series in OK [[X ]] such that f(X) ≡ πX (mod deg 2)
and f(X) ≡ Xq (mod π) for a uniformizer π of K. Denote by Ff the Lubin-Tate
formal group associated to f . In this case we have that S = K, C = OK and
h = 1. We fix a generator ef of κ and let ef,n be the corresponding projection
onto κn, for all n ≥ 1. Additionally, let κ∞ = ∪n≥1κn. Denote by K the field
K{{T1}} · · · {{Td−1}}, and by Kn, K∞, Kn and K∞, respectively, the fields K(κn),
K(κ∞), K(κn) andK(κ∞), respectively. In this context, we show in [8] the following
refinement of the above theorem.
Theorem ([8]). Let L and L be as above. Let r be maximal and r′ minimal such
that Kr ⊂ L∩K∞ ⊂ Kr′. Take s ≥ max{r′, n+ r+ logq(e(L/Kr))}; here e(L/Kr)
is the ramification index of L/Kr. Then
(5) (NLs/L(α) , x )L,n =
[
TLs/K
(
QLs(α) lFf (x)
)]
Ff
(ef,n),
where
QLs(α) =
T1 · · ·Td−1
π s l′(ef,s)
∂ef,s
∂Td
det
[
∂ai
∂Tj
]
1≤i,j≤d
a1 . . . ad
,
for all x ∈ F (µL) and all α = {a1, . . . , ad} ∈ Kd(Ls)′ := ∩t≥sNLt/Ls
(
Kd(Lt)
)
.
Here Td denotes the uniformizer γs of Ls.
The above theorem is an exact generalization of Wiles reciprocity laws to arbi-
trary higher local fields (cf. [23] Theorem 1.).
By studying how the theorem above is transformed when varying the uniformizer
π ofK and the power series f ∈ Λπ we may prove, in [8] Theorem 5.5.1, the following
higher dimensional version of Iwasawa’s reciprocity laws (2) for L = Kn:
(6) (α , x )L,n =
[
TL/K
(
QLn(α) lF (x)
) ]
Ff
(ef,n)
for all α ∈ Kd(L) and all x ∈ Ff (µL) such that vL(x) ≥ 2 vL(p)/(̺ (q − 1)),
where ̺ denotes the ramification index e(K/Qp). In particular, taking K = Qp,
f(X) = (1+X)p
n
− 1, Ff (X,Y ) the multiplicative formal group X + Y +XY and
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L the cyclotomic higher local field Qp(ζpn){{T1}} · · · {{Td−1}}, then (6) coincides
with [15] Theorem 4.4 and [24] Theorem 2.2.
As we mentioned above, Fukaya [10] has similar formulae to (6) that, more
remarkably, extend to arbitrary formal groups and arbitrary higher local fields.
However, for Lubin-Tate formal groups formula (6) is sharper for L = Kn , as the
condition on x ∈ F (µL) in [10] is vL(x) > 2vL(p)(p− 1) + 1.
In the deduction of (6) it is also shown, in [8] Corollary 5.3.1, the following
Artin-Hasse formula for an arbitrary higher local field M⊃ Kn:
(7)
(
{T1, . . . , Td−1, eg,n} , x
)
M,n
=
[
TM/S
(
1
ξn l′g(eg,n) eg,n
lFf (x)
)]
Ff
(ef,n)
for all x ∈ Ff (µM), where g is a Lubin-Tate series in Λπ which is also a monic
polynomial and eg,n = [1]f,g(ef,n); here [1]f,g is the isomorphism of Ff and Fg
congruent to X (mod deg 2) and lg is the logarithm of Fg. By taking K =
Qp, f(X) = g(X) = (1 + X)
pn − 1, Ff (X,Y ) the multiplicative formal group
Fm(X,Y ) = X + Y + XY , ef,n = eg,n = ζpn − 1, and M the cyclotomic higher
local field Qp(ζpn){{T1}} · · · {{Td−1}}, then (7) coincides with the Artin-Hasse for-
mula of Zinoviev in [24] Corollary 2.1 (25).
Furthermore, (7) will be deduced as a consequence of the following stronger
result (cf. [8] Proposition 5.3.3). Let L = Kn and take eg,n and lg as above, then
(8)
(
{u1, . . . , ud−1, eg,n} , x
)
L,n
=

TL/S

 det
[
∂ui
∂Tj
]
u1 · · ·ud−1
T1 · · ·Td−1
ξn l′g(eg,n) eg,n
lFf (x)




Ff
(ef,n)
for all units u1, . . . , ud−1 of L and all x ∈ Ff (µL).
Moreover, in the particular situation where K = Qp, π = p, f(X) = (X+1)
p−1,
Ff (X,Y ) = Fm(X,Y ), lf (X) = log(X + 1), L = Qp(ζpn){{T1}} · · · {{Td−1}}, we
further have an additional formula (cf. [8] Equation (31)):
(9)
(
{u1, . . . , ud−1, ζpn} , x
)
L,n
=

TL/Qp

 1
pn
det
[
∂ui
∂Tj
]
u1 · · ·ud−1
lFf (x)




Ff
(ef,n)
for all units u1, . . . , ud−1 of L and all x ∈ Ff (µL). For u1 = T1, . . . , ud−1 = Td−1
we obtain [24] Corollary 2.1 (24).
The sharper Artin-Hasse formulae (8) and (9) are not contained in any of the
reciprocity laws in the literature.
This paper is organized as follows. In Section 2 we review Kato’s higher di-
mensional Local Class Field Theory and introduce the Kummer pairing along with
its properties. In Section 3 we introduce the different components that appear in
the formulae, namely the generalized trace (§3.1), the Iwasawa maps ψiL,n (§3.3)
and the derivations DiL,n (§3.5). In Section 4 we review the definitions and prove
basic properties of multidimensional derivations. In Section 5 we finally deduce
the formulae and show how to construct them explicitly from the Artin-Hasse-type
formula (4). For convenience, we included an appendix with statements and proofs
of several auxiliary results needed here.
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1.3. Notation. We will fix a prime number p > 2. If x is a real number then ⌊x⌋
denotes the greatest integer ≤ x.
For a complete discrete valuation field L we define
(10) L{{T }} =
{
∞∑
−∞
aiT
i : ai ∈ L, inf vL(ai) > −∞, lim
i→−∞
vL(ai) = +∞
}
.
This is a complete discrete valuation field with valuation vL(
∑
aiT
i) = mini∈Z vL(ai),
ring of integers OL = OL{{T }} and maximal ideal µL = µL{{T }}; here vL, OL
and µL denote the discrete valuation, ring of integers and maximal ideal of L, re-
spectively. Observe that the residue field kL of L is kL((T )), where kL is the residue
field of L.
The field L = L{{T1}} · · · {{Td−1}} is defined inductively. In particular, if L is
a local field, then L is a d-dimensional local field and we will endow it with the
Parshin topology (see Chapter 1 of [7] or §6.1 of the Appendix).
For a d-dimensional local field L ⊃ K let T1, . . . , Td−1 and πL denote a system of
uniformizers, and let kL = F((T1)) · · · ((Td−1)) be its residue field. Let L(0) be the
standard field L(0){{T1}} · · · {{Td−1}}, where L(0) is a local field unramified over
K with residue field F. In particular, L/L(0) is a finite totally ramified extension.
2. The Kummer Pairing
2.1. Higher local class field theory. We are now going to describe briefly the
higher-dimensional class field theory from the point of view of Milnor K–groups.
This theory parametrizes the abelian extensions of a higher local field in terms of
norm subgroups of its Milnor K-group.
2.1.1. Milnor-K-groups. Let R be a ring and m ≥ 0. We denote by Km(R) the
group
R× ⊗Z · · · ⊗Z R
×︸ ︷︷ ︸
m−times
/I
where I is the subgroup of (R×)⊗m generated by
{a1 ⊗ · · · ⊗ am : a1, . . . , am ∈ R
× such that ai + aj = 1 for some i 6= j}
Km(R) is called the m
th Milnor-K-group of R. The element a1 ⊗ · · · ⊗ am is
denoted by {a1, . . . , am}.
The natural map
R× × · · · ×R× → Kd(R) : (a1, . . . , ad)→ {a1, . . . , ad}
is called the symbol map and will be denoted by { }.
Proposition 2.1.1. The elements of the Milnor K-group satisfy the relations
(1) {a1, . . . , ai, . . . ,−ai, . . . , am} = 1
(2) {a1, . . . , ai, . . . , aj, . . . , am} = {a1, . . . , aj , . . . , ai, . . . , am}−1
Proof. See Appendix §6.3.

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From the definition we have K1(R) = R
× and we define K0(R) := Z. We also
have a product
Kn(R)×Km(R)→ Kn+m(R),
where {a1, . . . , an} × {an+1, . . . , an+m} 7→ {a1, . . . , an+m}.
2.1.2. Norm on Milnor-K-groups. Suppose L/E is a finite extension of fields. Then
the norm NL/E : L
∗ → E∗ induces a norm on the corresponding K-groups of L
and E, satisfying analogous properties to those of NL/E . We recollect some of the
properties in the following
Proposition 2.1.2. There is a group homomorphism
NL/E : Km(L)→ Km(E)
satisfying
(1) When m = 1 this maps coincides with the usual norm.
(2) For the tower L/E1/E2 of finite extensions we have NL/E2 = NE1/E2 ◦
NL/E1 .
(3) The composition Km(E)→ Km(L)
NL/E
−→ Km(E) coincides with multiplica-
tion by [L/E].
(4) If {a1, . . . , am} ∈ Km(L), with a1, . . . , ai ∈ L× and ai+1, . . . , am ∈ E×,
then
NL/E({a1, . . . , am}) = NL/E
(
{a1, . . . , ai}
)
. {ai+1, . . . , am} ∈ Km(E).
The right hand side is the product of a norm in Ki(L) and a symbol in
Km−i(E).
Proof. See [6] Chapter IV and [11] Section 7.3. 
Note in particular that if a1 ∈ L× and a2, . . . , am ∈ E×, (1) and (4) imply
NL/E({a1, . . . , am}) = {NL/E(a1) , a2, . . . , am }.
2.1.3. Topological Milnor-K-groups. Suppose L is a d-dimensional local field. We
endow L∗ with the product Parshin topology (see Chapter 1 of [7] or §6.1.2 of the
Appendix). This topology induces a topology on the Milnor K-group as follows
Definition 2.1.1. We endow Kd(L) with the finest topology λd for which the map
(L∗)⊗d → Kd(L) : (a1, . . . , ad) 7→ {a1, . . . , ad}
is sequentially continuous in each component with respect to the product topology
on L∗ and for which subtraction in Kd(L) is sequentially continuous. Define
Ktopd (L) = Kd(L)/Λd(L),
with the quotient topology where Λd(L) denotes the intersection of all neighborhoods
of 0 with respect to λd (and therefore it is a subgroup).
Fesenko proved, in [7] Chapter 6 Theorem 3, that
(11) Λd(L) = ∩l≥1lKd(L),
and also the following
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Proposition 2.1.3. Let M/L be a finite extension of d-dimensional local fields,
then the norm NM/L : Kd(M)→ Kd(L) induces a norm
NM/L : K
top
d (M)→ K
top
d (L).
For this norm we have NM/L(open subgroup) is open in K
top
d (L). In particular,
NM/L(K
top
d (M)) is open in K
top
d (L).
Proof. See Section 4.8, claims (1) and (2) of page 15 of [5]. 
2.1.4. The higher-dimensional reciprocity map. In the following theorem we rec-
ollect the main properties of Kato’s reciprocity map that will be needed in our
formulations of the Kummer pairing. The reader is referred to [13] for a complete
account on the topic.
Theorem 2.1.1 (A. Parshin, K. Kato). Let L be a d-dimensional local field. Then
there exist a reciprocity map
ΥL : Kd(L)→ Gal(L
ab/L),
satisfying the properties
(1) IfM/L is a finite extension of d-dimensional local fields, then the following
diagrams commute:
Kd(M)
ΥM−−−−→ Gal(Mab/M)
NM/L
y yrestriction
Kd(L) −−−−→
ΥL
Gal(Lab/L)
Kd(M)
ΥM−−−−→ Gal(Mab/M)x xtransfer
Kd(L) −−−−→
ΥL
Gal(Lab/L)
If moreover M/L is abelian, then ΥL induces an isomorphism
Kd(L)/NM/L(Kd(M))
ΥL−−−−→ Gal(M/L)
(2) The reciprocity map ΥL is sequentially continuous if we endow Kd(L) with
the topology λd from definition 2.1.1.
Proof. The first assertion can be found in [13], Section 1, Theorem 2. The author
has not found a formal proof of the second assertion, although it is a property that
has been mentioned in other papers (cf. [24] Page 4809). We provide one in the
Appendix §6.3. 
2.2. The Kummer pairing (, )L,n. Let L be a d-dimensional local field containing
K and the group κn. The Kummer pairing
(, )L,n : Kd(L)× F (µL)→ κn
is defined by (α, x)L,n = ΥL(α)(z)⊖F z, where f (n)(z) = x and ⊖F is the subtrac-
tion in the formal group F .
Proposition 2.2.1. The pairing above satisfies the following:
(1) (, )L,n is bilinear and C-linear on the right.
(2) The kernel on the right is f (n)(F (µL)).
(3) (α, x)L,n = 0 if and only if α ∈ NL(z)/L(Kd(L(z))), where f
(n)(z) = x.
(4) If M/L is finite, x ∈ F (µL) and β ∈ Kd(M). Then
(β, x)M,n = (NM/L(β), x)L,n.
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(5) Let L ⊃ κm, m ≥ n. Then
(α, x)L,n = f
(m−n)
(
(α, x)L,m
)
=
(
α, f (m−n)(x)
)
L,m
.
(6) For a given x ∈ Kd(L), the map Kd(L)→ κn : α 7→ (α, x)L,n is sequentially
continuous.
(7) Let M be a finite extension of L, α ∈ Kd(L) and y ∈ F (µM). Then
(α, y)M,n =
(
α,NFM/L(y)
)
L,n
, where NFM/L(y) = ⊕σy
σ, where σ ranges
over all embeddings of M in L over L.
(8) Let t : F → F˜ be a isomorphism. Then (α, t(x))F˜L,n = t((α, x)
F
L,n) for all
α ∈ Kd(L), x ∈ F (µL).
Proof. We will only prove property 6. The proof of the other properties is the same
as in [14] Section 3.3, or can be found in Section 6.3 of the appendix.
Property 6 follows from the fact that the reciprocity map ΥL : Km(L) →
Gal(Lab/L) is sequentially continuous (cf. Theorem 2.1.1 (2)). Indeed, for z such
that f (n)(z) = x consider the extension L(z)/L. The group Gal(Lab/L(z)) is a
neighborhood of GabL , so for any sequence {αm} converging to zero in Kd(L) we can
take m large enough such that ΥL(αm) ∈ Gal(Lab/L(z)), that is ΥL(αm)(z) = z,
so (αm, x)L,n = 0 for large enough m.

2.3. Sequential continuity of the pairing. In this subsection we will show that
the Kummer pairing is sequentially continuous in the second argument. This will
play a vital role in showing the existence of the so-called Iwasawa map. This map
allows us to express the Kummer pairing in terms of the generalized trace and the
logarithm of the formal group (cf. §3.3).
Before we prove the sequential continuity of the pairing we need to introduce
the following notation.
Definition 2.3.1. Let ̺ denote the ramification index of S over Qp. We say that
a pair (n, t) is admissible if there exist an integer k such that t− 1− n ≥ ̺k ≥ n.
For example, the pair (n, 2n+̺+1) is admissible with k = ⌊(n+ ̺)/̺⌋. Moreover,
in the special case where ̺ = 1, then the pair (n, 2n+ 1) is admissible with k = n.
Let L be a local field. We will denote by Kn the field K after adjoining the
group κn. For Sections 2 and 3 we will make the following assumptions
(12)
{
(n, t) admissible pair,
L ⊃ Kt.
We can now formulate the following
Proposition 2.3.1. Let L be as in (12). For a given α ∈ Kd(L), the map
F (µL,1)→ κn : x 7→ (α, x)L,n,
is sequentially continuous in the Parshin topology; if xj → x then (α, xj)L,n →
(α, x)L,n. Here F (µL,1) is the set {x ∈ L : vL(x) ≥ ⌊vL(p)/(p− 1)⌋+ 1} considered
with the operation induced by the formal group F .
Remark 2.3.1. We will make the following two assumptions during the proof of
this proposition. First, assume that α = {a1, . . . , ad} ∈ Kd(L) is such that vL(a1) =
1. This will imply the result for vL(a1) = 0 as well, by considering a1 = πL and
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a1 = πLu for any u ∈ L× such that vL(u) = 0; here πL denotes a uniformizer for
L.
Second, we will assume that the series r(X) = X is t-normalized (cf. §2.4),
otherwise we go to the isomorphic group law r(F (r−1(X), r−1(Y ))). Thus for any
m ≤ t we will assume
(13)
(
{a, a2 . . . , ad}, a
)
L,m
= 0 ∀a 6= 0 ∈ F (µL).
Proof. We will drop the subscript L from the pairing notation. Let x ∈ F (µL,1)
and α = {a1, . . . , ad} ∈ Kd(L) with vL(a1) = 1. Also, let ̺ and k as in Definition
2.3.1. Let k = ̺k+1, A(x) = a1⊕F f (k)(x) and α(x) = {A(x), a2 . . . , ad} ∈ Kd(L).
Then
(14) (α, x)n = (αα(x)
−1, x )n ⊕F (α(x), x)n
We will show that the first term on the right-hand side is always zero, regardless
of x ∈ F (µL,1), and that the second term goes to zero when we take a sequence
{xj}j≥1 converging to zero. This completes the proof.
Let us start with the second term. Let m = n + k. By (5) in the Proposition
2.2.1
(15) (α(x), x)n =
(
α(x), f
(m−n)
(x)
)
m
= (α(x), A(x) ⊖F a1 )m
= (α(x), A(x))m ⊕F (α(x), ⊖F a1 )m
Here ⊖Fa denotes the inverse of a in the formal group law determined by F . From
(13) in the remark above, both (α(x), A(x))m and (α, a1)m are equal to zero, so we
may replace (α(x), A(x))m by (α
−1,⊖F a1)m in (15) to obtain
(α(x), x)n =
(
α−1, ⊖Fa1
)
m
⊕ (α(x), ⊖Fa1 )m =
(
α(x)α−1, ⊖Fa1
)
m
.
On the other hand, since F (X,Y ) ≡ X + Y (mod XY ), then A(x) ≡ a1 + f
(k)
(x)
(mod a1 f
(k)
(x)) so dividing by a1
(16) A(x)/a1 ≡ 1 +
(
f
(k)
(x)/a1
)
(mod f
(k)
(x)).
But vL(a1) = 1, so A(x)/a1 is a principal unit in L for every x ∈ F (µL,1). If
we take a sequence {xj}j≥1 converging to zero in the Parshin topology then, as
f : µL,1 → µL,1 is sequentially continuous in the Parshin topology by Lemma 6.2.3,
we see that A(xj) approaches to 1 as j → ∞. Hence α(xj)α−1 −→ {1, a2 . . . , ad}
as j →∞, in the topology of Kd(L). Notice that {1, a2 . . . , ad} = 1 is the identity
element in Kd(L). Then by (6) in the Proposition 2.2.1(
α(xj)α
−1, ⊖F a1
)
m
j→∞
−−−−→ (1,⊖F a1)m = 0.
Now we will show that first term on the right hand side of equation (14) is zero
by showing that A(x)/a1 is a p
kth power in L∗ for x ∈ F (µL,1). This is enough
since it would imply that α(x)α−1 is pk-divisible in Kd(L), and from the fact that
n ≤ ̺k, by Definition 2.3.1, we have that πn divides pk. These two observations
combined imply
(
αα(x)−1, x
)
n
= 0.
To show that A(x)/a1 is a p
kth power, let us start by observing that from
Proposition 6.2.3
(17) f
(k)
(x) = l−1F ◦ lF (f
(k)
(x)) = l−1F (π
klF (x)) = π
kw,
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for some w ∈ µL,1. Then equation (16) implies A(x)/a1 = 1+ pkw2 for some w2 ∈
µL,1, since π
̺k = ǫpk for some unit ǫ. Then log (A(x)/a1) = log(1+ p
kw2) = p
kw3,
where w3 ∈ µL,1. Again, by Proposition 6.2.3 (2), there exist a w4 ∈ µL,1 such that
log(1 + w4) = w3. Thus
A(x)/a1 = (1 + w4)
pk .

2.4. Norm Series. A power series r(X) ∈ OK [[X ]] such that r(0) = 0 and c(r) ∈
O∗K is called n− normalized if for every d-dimensional field local L containing κn,
it satisfies that
(α , x )L,n = 0,
for all x ∈ F (µL) and all α = {a1, . . . , ad} ∈ Kd(L) such that ai = r(x) for some
1 ≤ i ≤ d.
The following proposition will provide a way of constructing norm series.
Proposition 2.4.1. Let g ∈ OK [[X ]], g(0) = 0 and c(g) ∈ O∗K . The series
s =
∏
v∈κn
g(F (X, v)) belongs to OK [[X ]] and has the form rg(f (n)), where rg ∈
OK [[X ]]. Then, the series rg is n− normalized and
r′g(0) =
∏
v 6=0∈κn
g(v)
πn
g′(0).
Proof. The proof of this Proposition is actually the same as in [14] Proposition 3.1.
It can be found in Section 6.3 of the Appendix.

3. The Iwasawa map
In this section we introduce some basic properties of the generalized trace. We
also introduce the modules RL,1 and RL, necessary for the definition of the logarith-
mic derivatives. The main result in this section is Lemma 3.2.1 which guarantees
the existence of the so called Iwasawa map, and thus giving a representation of the
Kummer pairing in terms of the generalized trace and the logarithm.
3.1. The generalized trace. Let E be a complete discrete valuation field. Fol-
lowing Kurihara [15], we define a map
cE{{T}}/E : E{{T }} → E by cE{{T}}/E(
∑
i∈Z
aiT
i) = a0.
Let E = E{{T1}} . . . {{Td−1}}, we can define cE/E by the composition
cE{{T1}}/E ◦ · · · ◦ cE/E{{T1}}...{{Td−2}.
Lemma 3.1.1. This map satisfies the following properties
(1) cE/E is E-linear.
(2) cE/E(a) = a, for all a ∈ E.
(3) cE/E is continuous with respect to the the Parshin topology on E and the
discrete valuation topology on E.
Proof. See [24] Lemma 2.1. 
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Let L be a d-dimensional local field and let L(0) be as in Section 1.3. We define
generalized trace as the the composition
TL/S := TrL(0)/S ◦ cL(0)/L(0) ◦ TrL/L(0) .
Notice that if M/L is a finite extension of d-dimensional local fields then
TM/S = TL/S ◦ TrM/L
The generalized trace induces the pairing
(18) 〈, 〉 : L× L → S defined by 〈x, y〉 = TL/S(xy).
We denote by D(L/S) the inverse of the dual of OL with respect to this pair-
ing. If L is the standard higher local field L{{T1}} · · · {{Td−1}}, then D(L/S) =
D(L/S)OL. If L is a 1-dimensional local field, the above definitions coincide with
the classical definitions of local field theory.
Let HomcC(L, S) and Hom
seq
C (L, S) be the group of continuous and sequentially
continuous, respectively, C-homomorphisms with respect to the Parshin topology
on L.
Proposition 3.1.1. We have an isomorphism of C-modules
L
∼
−−→ HomseqC (L, S) : α 7→ (x 7→ TL/S(αx)).
In particular, HomseqC (L, S) = Hom
c
C(L, S) since the generalized trace is continu-
ous.
Proof. See Section 6.4 of Appendix 
3.2. Modules associated to the generalized trace.
3.2.1. The module RL,1. Let L be a d-dimensional local field and let vL denote the
valuation L. Consider
µL,1 := {x ∈ L : vL(x) ≥ ⌊vL(p)/(p− 1)⌋+ 1}
with the additive structure. Denote by RL,1 the dual of µL,1 with respect to the
pairing (18), i.e., RL,1 :=
{
x ∈ L : TL/S( x µL,1) ⊂ C
}
. Then it can be shown
(cf. §6.4 of the Appendix) that
(19) RL,1 = {x ∈ L : vL(x) ≥ −vL(D(L/S))− ⌊vL(p)/(p− 1)⌋ − 1 } ,
where D(L/S) is as in Section 3.1.
Lemma 3.2.1. We have the isomorphism
RL,1/π
nRL,1
∼
−−→ HomseqC (µL,1, C/π
nC),
defined by
α 7→ ( x 7→ TL/S(αx) ).
In particular, HomseqC (µL,1, C/π
nC) = HomcC(µL,1, C/π
nC).
Proof. Assume first that L is the standard higher local field L{{T1}} · · · {{Td−1}}.
The proof is done by induction in d. If d = 1 the result is known (cf. §3 and
§4 of [14]). Suppose the result is true for d ≥ 1 and let L = E{{Td}} where
E = L{{T1}} · · · {{Td−1}}.
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Take Φ ∈ HomseqC (µL,1, C/π
nC) and let Φi(xi) = Φ(xiT
i
d) for all xi ∈ µE,1.
Then Φi ∈ Hom
c
C(µE,1, C/π
nC) and so by the induction hypothesis there exists
a−i ∈ RE,1/πnRE,1 such that
Φi(xi) = TE/S( a−i xi ).
Let a−i ∈ RE,1 be a representative of a−i. Thus for x =
∑
xiT
i
d ∈ µL,1, the
sequential continuity of Φ implies
(20) Φ(x) =
∑
i∈Z
Φ(xiT
i
d) =
∑
i∈Z
TE/S(a−ixi) (mod π
nC).
Let α =
∑
aiT
i
d and denote by ui the unit ai/π
vE(ai)
L . We must show that
I. min{vE(ai)} > −∞.
II. vE(a−i) ≥ vE(πnRE,1) as i → ∞ ( i.e., conditions 1 and 2 imply that α ∈
RL,1/π
nRL,1).
III. Φ(x) = TL/S(αx) (mod π
nC), ∀x ∈ µL,1.
Condition (I) follows immediately since a−i ∈ RE,1, i.e., by equation (19)
vE(a−i) ≥ −
(
⌊vL(p)/(p− 1)⌋+ 1 + vL
(
D(L/S)
) )
∀i ∈ Z.
Suppose condition (II) was not true. Instead of passing to a subsequence we may
assume for simplicity that vE(a−i) < vE(π
nRE,1) for all i ≥ 0. For an arbitrary
y ∈ OL, let
x = y(πδ0L u
−1
0 + π
δ1
L u
−1
1 Td + π
δ2
L u
−1
2 T
2
d + · · · ),
where for any i ≥ 0 we let ui = ai/π
vE(ai)
L and
δi = vE(π
nRE,1)− vE(a−i) + ⌊vL(p)/(p− 1)⌋ ( ≥ ⌊vL(p)/(p− 1)⌋+ 1 ).
Then x ∈ µL,1 and a−ixi = πwLy for i ≥ 0, where w = vE(π
nRE,1)+⌊vL(p)/(p− 1)⌋.
The convergence of the right hand side of (20) and the fact that TE/S(π
w
Ly) =
TrL/S(π
w
Ly) would imply that TrL/S(π
w
Ly) ∈ π
nC for all y ∈ OL. Thus πwL/π
n ∈
D(L/S)−1, which in turn implies w ≥ vL(πn)− vL(D(L/S)), that is,
vE(RE,1) ≥ −vL(D(L/S))− ⌊vL(p)/(p− 1)⌋.
This is a contradiction since vE(RE,1) = −vL(D(L/S)) − ⌊vL(p)/(p− 1)⌋ − 1 by
(19). Finally, condition (III) immediately follows from equation (61).
Assume now that L is an arbitrary d-dimensional local field L and consider
the finite extension L/L(0), where L(0) = L0{{T1}} · · · {{Td−1}} and L0/S is
unramified; for example L0 = S. In this case RL,1 ∼= HomOL(0) (µL,1,OL(0))
induces an isomorphism RL,1/π
nRL,1 ∼= HomOL
(0)
(µL,1,OL(0)/π
nOL(0)). Now
for a given φ ∈ HomseqC (µL,1, C/π
nC) we fix an x ∈ µL,1 and consider φx ∈
HomseqC (µL(0) ,1, C/π
nC) defined by
φx(y) = φ

 x
πa
L
(0)
y

 (y ∈ µL(0),1),
where a = vL(0)(µL(0) ,1) = ⌊vL(0)(p)/(p − 1)⌋ + 1. By the first part of the proof
there exists an element ψ(x) ∈ RL(0)/π
nRL(0) such that
(21) φx(y) = TL(0)/S
(
ψ(x) y
)
(y ∈ µL
(0)
,1)
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Thus ψ induces an element in HomOL(0) (µL,1, RL(0)/π
nRL(0)). Since
vL(0)
(
D(L(0)/S)
)
= VL0
(
D(L0/S)
)
= 0,
then vL(0)(RL(0),1) = −vL(0)(µL(0),1) = −a and so π
a
L(0)
ψ can be considered as
an element in HomOL(0) (µL,1,OL(0)/π
nOL(0)). Thus there exists an element α ∈
RL/π
nRL,1 such that π
a
L(0)
ψ(x) = TrL/L(0)(αx) for all x ∈ µL,1. This together
with (21) yields the desired result. 
3.2.2. The module RL. Let TL be the image of F (µL) under the formal logarithm
lF . This is a C-submodule of L such that TLS = L. Indeed, let x ∈ L and
take n large enough such that πnx ∈ µL,1, then by Proposition 6.2.3 there exist a
y ∈ F (µL,1) such that πnx = lF (y), thus x ∈ TLS.
Let RL be the dual of TL with respect to the trace pairing TL/S , then by Propo-
sition 3.1.1 and the fact that L = TLS, we have the isomorphism
RL ≃ Hom
seq
C (TL, C).
Let κL = κ∩L, i.e., the subgroup of torsion points contained in L. Then lF induces
a continuous isomorphism lF : F (µL)/κL → TL. Thus we have the following result.
Lemma 3.2.2. The generalized trace induces an injective homomorphism
0→ RL/π
nRL → Hom
seq
C (TL, C/π
nC) →˜ HomseqC (F (µL)/κL, C/π
nC).
α 7→
(
y 7→ TL/S
(
αy
))
7→
(
x 7→ TL/S
(
α lF (x)
))
.
Proof. Immediate from the very definition of RL. 
3.3. The map ψiL,n. In this section we introduce the so-called Iwasawa map ψ
i
L,n.
This map plays a vital role in the construction of the explicit reciprocity laws. The
main goal in this paper is to show that, under certain conditions, the Iwasawa map
is a logarithmic derivative. One of the key results to achieve this is contained in
Proposition 3.3.2
Recall that we denote by ( , )iL,n the ith coordinate of the paring ( , )L,n with
respect to the base {ein} of κn.
Proposition 3.3.1. Let L be as in (12). For a given α ∈ Kd(L) there exist a
unique element ψiL,n(α) ∈ RL,1/π
nRL,1, such that
(22) (α, x)iL,n = TL/S
(
ψiL,n(α) lF (x)
)
∀x ∈ F (µL,1),
and the map ψiL,n : Kd(L)→ RL,1/π
nRL,1 is a homomorphism.
Proof. Let us first take α to be an element of the form {a1, . . . , ad} and consider
the map
ω : µL,1 → C/π
nC,
defined by
x 7→ (α, l−1F (x))
i
L,n.
By Proposition 2.3.1 and Remark 6.2.2 this map is sequentially continuous and so
by Lemma 3.2.1 there exist and element ψiL,n(α) ∈ RL,1/π
nRL,1 satisfying (22).
This defines a map ψiL,n : L
∗⊕d → RL,1/πnRL,1 satisfying the Steinberg relation,
therefore it induces a map on Kd(L).

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The following are some basic properties of the Iwasawa map ψiL,n.
Proposition 3.3.2. Consider the finite extension M/L with L satisfying (12).
Then
(1) TrM/L(RM,1) ⊂ RL,1 and we have the commutative diagram
Kd(M)
ψiM,n
−−−−→ RM,1/πnRM,1
NM/L
y yTrM/L
Kd(L)
ψiL,n
−−−−→ RL,1/πnRL,1
(2) RL,1 ⊂ RM,1 and we have the commutative diagram
Kd(L)
ψiL,n
−−−−→ RL,1/πnRL,1
incl
y y
Kd(M)
ψiM,n
−−−−→ RM,1/πnRM,1
The right-hand vertical map is induced by the embedding of RL,1 in RM,1.
(3) Let L ⊃ Km, (m, t) admissible and m ≥ n. Then for α ∈ Kd(L), ψiL,n(α)
is the reduction of ψiL,m(α) from RL,1/π
mRL,1 to RL,1/π
nRL,1, i.e., the
diagram
Kd(L) RL,1/π
mRL,1
RL,1/π
nRL,1
ψiL,n reduction
ψiL,m
commutes.
(4) If t : (F, ei)→ (F˜ , e˜i) is an isomorphism, then
ψ˜iL,n =
1
t′(0)
ψiL,n.
Proof. See Section 6.4 of Appendix.

We are ready to prove the following key result.
Proposition 3.3.3. Let L and t as in (12). Let r(X) be a t-normalized series.
Then
(23) (α, x)
i
L,n
= TL/S
(
log(a1)
[
−ψiL,n
(
α(r(x)
)
r(x) l′F (x)
r′(x)
])
,
where α and α(r(x)) are elements in Kd(L) defined, respectively, by
α = {a1, . . . , ad} and α
(
r(x)
)
=
{
r(x), a2, . . . , ad
}
,
with a1 ∈ VL,1 = 1 + µL,1 and x ∈ F (µL). Here log is the usual logarithm.
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Proof. We follow the same ideas as in the proof of Proposition 4.1 of [14]. To
simplify the notation we will denote the normalized valuation vL/vL(p) by v and
also omit the subscripts L and F from the pairing notation, the formal sum ⊕F ,
and the formal logarithm lF . Furthermore, we are going to denote by α(a) the
element {a, a2, . . . , ad} in Kd(L).
Let α = α(a1) with a1 ∈ VL,1 and let x ∈ F (µL). Observe that we may
assume that r(X) = X since we can go to the isomorphic formal group F˜ =
r(F (r−1(X), r−1(Y ))) with torsion points e˜i = r(ei) through the isomorphism
r : F → F˜ . The series r˜ = X is t-normalized for F˜ and if the result were true
for F˜ and r˜ then
(α, x)iF,n = (α, r(x))
i
F˜ ,n
= TL/S
(
log(u)
[
− ψ˜in
(
α(r(x)
) )
l′
F˜
(r(x)) r(x)
] )
.
Since ψ˜in(α(r(x))) = r
′(0)−1ψin(α(r(x))) and lF˜ (r(X)) = r
′(0)lF (X)⇒ l′F˜ (r(X)) =
r′(0)l′F (x)/r
′(x) the result follows.
We assume therefore that r(X) = X . For the admissible pair (n, t) let ̺ and k
be as in Definition 2.3.1. Denote by ǫ the unit π̺k/pk. Let u ∈ VL,1 = {x ∈ L :
v(x− 1) > 1/(p− 1)} and x ∈ µL. By bilinearity of the pairing
(24) (α, x)n =
(
α, x⊖ (xap
k
1 )
)
n
⊕ (α, x ap
k
1 )n.
Now let m = n+ ̺k and y = xap
k
1 . Then by (5) of Proposition 2.2.1
(α, y)n = f
(m−n)(
(α, y)m
)
= π̺k(α, y)m = ǫ
(
α
(
ap
k
1
)
, y
)
m
= ǫ
(
α(y/x) , y
)
m
= ǫ(α(y), y)m ⊖ ǫ(α(x), y)m.
But r = X is t-normalized, hence we may replace (α(y), y)m = 0 by the expression
(α(x), x)m = 0 and obtain
(α, y)n = ǫ
(
α(x), x
)
m
⊖ ǫ
(
α(x), y
)
m
= ǫ
(
α(x), x ⊖ y
)
m
.(25)
By the properties of the logarithm in Proposition 6.2.3 we can express
ap
k
1 = exp
(
log
(
ap
k
1
))
= exp
(
pk log(a1)
)
= 1 + pk log(a1) + p
2kw,
where w = z
2
2! + p
k z3
3! + · · · , with z = log(a1). Since v(z) > 1/(p − 1) then
v( z
i
i! ) > 1/(p−1) and so v(w) > 1/(p−1). This follows, for example, by Proposition
2.4 of [14].
Since x ⊖ y ≡ x − y (mod xy) and y = xap
k
1 with v(x) > 0, then v(x ⊖ y) =
v(x − y) = v(x(ap
k
1 − 1)) > 1/(p− 1). Thus, using the Taylor expansion of l = lF
around X = x we obtain
l(y) = l(x+ xpkz + xp2kw) = l(x) + l′(x)(xpkz + xp2kw) + p2kw1,
where w1 = l
′′(x) δ
2
2! + p
kl(3)(x) δ
3
3! + · · · with δ = xz+xp
kw. Since v(δ) > 1/(p− 1)
then v(w1) > 1/(p− 1). Moreover, l(y) = l(x) + l′(x)xpkz + p2kw2, with v(w2) >
1/(p− 1). Then
l(x⊖ y) = −l′(x)xpkz − p2kw2.
Observing that −l′(x)xz − pkw2 ∈ µL,1 we have by the isomorphism given in 6.2.3
that there is an η ∈ F (µL,1) such that l(x ⊖ y) = pkl(η) = −l′(x)xpkz − p2kw2.
Thus
(26) x⊖ y = [pk](η) = [π̺k](η˜) = f (̺k)(η˜),
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for η˜ = [ǫ−1]F (η). Since n ≤ ̺k then πn divides π̺k and we have that x ⊖ y ∈
f (n)(F (µL,1)). Thus the first term on the right hand side of equation (24) is zero.
By equations (25) and (26) and item (5) of Proposition 2.2.1 we have
(α, x)n = ǫ(α(x), x ⊖ y)m = (α(x), η)n.(27)
Since v(η) > 1/(p− 1) and (n, t) is admissible we can use Proposition 3.3.1,
(α(x), η)n = TL/S( ψ
i
n
(
α(x)
)
lF (η) ) = TL/S( ψ
i
n
(
α(x)
)
(−l′(x)xz − pkw2) ).
Since ψiL,n
(
α(x)
)
∈ RL,1, w2 ∈ TL,1, πn|pk and TL/S(RL,1TL,1) ⊂ C, then we
can write the last expression above as TL/S( ψ
i
n
(
α(x)
)
(−l′(x)xz) ). From Equation
(27) we finally get
(α, x)in = TL/S
(
ψin
(
α(x)
) [
− l′(x)xz
] )
.
Keeping in mind that z = log(a1), the proposition follows.

3.4. The map ρiL,n. We can define a C-linear structure on VL,1 = 1 + µL,1 by
using the isomorphism log : VL,1 → TL,1, i.e., cu := log
−1(c log(u)) for c ∈ C and
u ∈ VL,1. Let x ∈ F (µL) and α′ = {a2, . . . , ad} ∈ Kd−1(L) be fixed. Consider the
mapping
VL,1 → C/π
nC, defined by a1 7→ ({a1, . . . , ad}, x)
i
L,n.
According to Proposition 3.3.3 this is a continuous C-linear map and we have the
following
Proposition 3.4.1. Let α′ ∈ Kd−1(L) and x ∈ F (µL). Consider the element α =
{a1} ·α′ ∈ Kd(L) where a1 ∈ VL,1. Then there exist a unique element ρiL,n(α
′, x) ∈
RL,1/π
nRL,1 such that
(28) (α, x)iL,n = TL/S
(
log(a1) ρ
i
L,n(α
′, x)
)
,
Moreover, the map ρiL,n : Kd−1(L)⊗ F (µL)→ RL,1/π
nRL,1 is a homomorphism.
From Proposition 3.4.1 and Proposition 3.3.3 it follows the next proposition.
Proposition 3.4.2. Let L and t be as in (12) and let r(X) be a t-normalized series.
Then for all x ∈ F (µL) and all α′ = {a2, . . . , ad} ∈ Kd−1(L) we have
ψiL,n
(
α(r(x))
)
r(x)
r′(x)
= −
ρiL,n(α
′, x)
l′F (x)
,
where α
(
r(x)
)
=
{
r(x), a2, . . . , ad
}
∈ Kd(L).
3.5. The maps DiL,n. Let L be as in (12). Define D
i
L,n : O
d
L → RL,1/π
nRL,1 by
(29) DiL,n(a1, . . . , ad) = ψ
i
L,n({a1 . . . , ad})a1 · · ·ad,
and consider RL,1/π
nRL,1 as an OL-module.
Proposition 3.5.1. The map DiL,n satisfies
(1) Leibniz Rule:
DiL,n(a1, . . . , aja
′
j , . . . , ad) = ajD
i
L,n(a1, . . . , a
′
j , . . . , ad) + a
′
jD
i
L,n(a1, . . . , aj , . . . , ad).
(2) Steinberg relation: DiL,n(a1, . . . , ad) = 0 if aj + ak = 1 for some j 6= k.
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(3) Skew-symmetric:
DiL,n(a1, . . . , aj , . . . , ak, . . . , ad) = −D
i
L,n(a1, . . . , ak, . . . , aj , . . . , ad).
(4) DiL,n(a1, . . . , ad) = 0 if some aj is a p
k-th power in OL with πn|pk.
Proof. Property (1) follows from the fact that ψiL,n is a homomorphism. Prop-
erty (2) follows from the Steinberg relation {a1, . . . , aj , . . . , 1− aj , . . . , ad} = 1 for
elements in the Milnor K-group Kd(L) and property (3) follows from the fact that
{a1, . . . , aj , . . . , ak, . . . , ad} = {a1, . . . , ak, . . . , aj, . . . , ad}
−1,
in Kd(L) ( cf. Proposition 2.1.1).

Proposition 3.5.2. Let L and t be as in (12) and r(X) a t-normalized series.
Then for all x, y ∈ F (µL) and all a2, . . . , ad ∈ L
∗ we have
(30)
DiL,n
(
α(r(x ⊕ y)
)
r′(x⊕ y)
= FX(x, y)
DiL,n
(
α(r(x)
)
r′(x)
+ FY (x, y)
DiL,n
(
α(r(y)
)
r′(y)
,
where α(z) denotes (z, a2, . . . , ad) ∈ OdL.
Proof. This follows from the fact that
ρiL,n(α
′, x⊕F y) = ρ
i
L,n(α
′, x) + ρiL,(α
′, y),
for α′ = {a2, . . . , ad} ∈ Kd−1(L) and from differentiating lF (F (X,Y )) = lF (X) +
lF (Y ) with respect to X and Y . 
Let F˜ be the formal group r(F (r−1(X), r−1(Y ))). The series r(X) = X is t-
normalized for F˜ . Denote by ⊕˜ the sum according to this formal group and D˜iL,n,
ψ˜iL,n the corresponding maps. According to Proposition 3.3.2 (4) we have that
(31) D˜iL,n =
1
r′(0)
DiL,n.
Therefore, Proposition 3.5.2 in terms of ⊕˜ and DiL,n reads as
Corollary 3.5.1. Let L be as in (12), then
(32) DiL,n
(
α(x⊕˜y) ) = F˜X(x, y)D
i
L,n
(
α(x)
)
+ F˜Y (x, y)D
i
L,n
(
α(y)
)
.
In order to take advantage of this differentiability property of the map DiL,n with
respect to formal group law F˜ , we will show that any element in the maximal ideal
µL can be expressed as an infinite sum with respect to the formal group law F˜ .
This is accomplished in the following subsection.
3.5.1. Representations of elements as formal group series. In order to simplify the
notation, we introduce the following
Definition 3.5.1. Let Jn =
{
i = (i1, . . . , in) : 0 ≤ i1, . . . , id−1 < pn
}
. Let A be
the set of all series in XdOL[[X1, . . . , Xd]] of the form
(33)
∞⊕
k=1

⊕
i∈Jn
γp
n
i,k
X i11 · · ·X
id−1
d−1 X
k
d

 ,
where γi,k ∈ OL. Here ⊕ denotes addition in the formal group law F .
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The following lemma will be used in Proposition 3.5.3 to express every element
in the maximal ideal as an infinite formal group sum.
Lemma 3.5.1. For x ∈ OL, there exist elements γi ∈ OL, with i ∈ Jn, such that
x ≡
∑
i∈Jn
γp
n
i
T i11 · · ·T
id−1
d−1 (mod πL).
Proof. For a direct proof using induction see §6.4 of the Appendix. Alternatively,
the proposition is equivalent to the following two facts:
(1) kL((T1)) . . . ((Td−1)) is a finite extension of kL((T
pn
1 )) . . . ((T
pn
d−1)) of degree
pn(d−1) and generated by the elements T i11 · · ·T
id−1
d−1 for 0 ≤ i1, . . . , id−1 <
pn.
(2) kL((T
pn
1 )) . . . ((T
pn
d−1)) is the image of kL((T1)) . . . ((Td−1)) under the Frobe-
nius homomorphism
σp : kL((T1)) . . . ((Td−1))→ kL((T1)) . . . ((Td−1)),
i.e., every element of kL((T
pn
1 )) . . . ((T
pn
d−1)) is a p
nth power of an element
in kL((T1)) . . . ((Td−1)).
Both facts are easily proven by induction from the fact that, for a field k of char-
acteristic p, the extension [k((T )) : k((T p))] has degree p and σd(k)((T
p)) is the
image of k((T )) under the Frobenius homomorphism σp : k((T ))→ k((T )).

Proposition 3.5.3. For y ∈ µL, there exist a power series η ∈ A such that y =
η(T1, . . . , πL).
Proof. Fix y ∈ µL. Denote by T
i the product T i11 · · ·T
id−1
d−1 for i ∈ Jn and by ⊕ the
formal sum ⊕F . Then Lemma 3.5.1 applied to y/πL gives as elements γ i,1 ∈ OL
such that
y
πL
≡
∑
i∈Jn
γ p
n
i,1
T i ≡
1
πL
⊕
i∈Jn
γ p
n
i,1
T i πL (mod πL).
In other words, y ≡
⊕
i∈Jn
γp
n
i,1
T i πL (mod π
2
L). Denote by y1 the formal sum⊕
i∈Jn
γp
n
i,1
T i πL. Suppose we have defined, for 1 ≤ k ≤ m− 1, elements
yk =
⊕
i∈Jn
γ p
n
i,k
T i πkL, γ i,k ∈ OL, such that y ⊖ (⊕
m−1
k=1 yk) ≡ 0 (mod π
m
L ).
Then, again by Lemma 3.5.1, there exist elements γ i,m ∈ OL such that
1
πmL
(
y ⊖ (⊕m−1k=1 yk)
)
≡
∑
i∈Jn
γ p
n
i,m
T i ≡
1
πmL
⊕
i∈Jn
γ p
n
i,m
T i πmL (mod πL).
Denote by ym the formal sum
⊕
i∈Jn
γp
n
i,m
T i πmL . Then
y ⊖ (⊕m−1k=1 yk) ≡ ym (mod π
m+1
L ) or y ⊖ (⊕
m
k=1yk) ≡ 0 (mod π
m+1
L ).
Therefore y = ⊕∞k=1yk, which is what we wanted to prove. 
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Corollary 3.5.2. For every x ∈ OL, there exists γ i,k ∈ OL such that
∞∑
k=0
∑
i∈Jn
γp
n
i,k
T i11 · · ·T
id−1
d−1 π
k
L .
Proof. Take F to be the additive formal group X + Y . 
3.5.2. Differentiability properties of the map DiL,n. Let r be a t-normalized series
for F . Let F˜ be the formal group r(F (r−1(X), r−1(Y ))). For y ∈ µL we will denote
by η˜y(X1, . . . , Xd) the multivariable series
(34)
⊕˜∞
k=1
(⊕˜
i∈Jn
γ p
n
i,k
X i11 · · ·X
id−1
d−1 X
k
d
)
, (γ i,k ∈ OL)
with respect to F˜ , such that y = η˜y(T1, . . . , πL), whose existence is guaranteed by
Proposition 3.5.3.
Proposition 3.5.4. Let L be as in (12). For y = η˜y(T1, . . . , πL) ∈ µL, η˜y as in
(34), we have
DiL,n(a1, . . . , ad−1, y) =
d∑
i=1
∂η˜y
∂Xi
∣∣∣∣Xk=Tk,
k=1,...,d
DiL,n(a1, . . . , ad−1, Ti),
for all a1, . . . , ad−1 ∈ OL, where Td = πL.
Proof. Let y = ⊕∞k=1yk, where
yk =
⊕˜
i∈Jn
γ p
n
i,k
T i11 · · ·T
id−1
d−1 π
k
L, (γ i,k ∈ OL)
Thus, η˜y = ⊕˜
∞
m=1ηm, where
ηm(X1, . . . , Xd) =
⊕˜
i∈Jn
γ p
n
i,k
X i11 · · ·X
id−1
d−1 X
m
d .
Let us fix a1, . . . , ad−1 ∈ L
∗ and denote by D(x) the element DiL,n(a1, . . . , ad−1, x)
to simplify notation.
First notice that
(35) vL(yk)
k→∞
−−−−→∞ =⇒ D(yk) = 0 for k large enough.
This follows fromDiL,n(a1, . . . , ad−1, x) = ψ
i
L,n(a1, . . . , ad−1, x) a1 · · · ad−1 x and the
fact that ψiL,n has values in RL/π
nRL,n, i.e., π
n
Lψ
i
L,n = 0.
Thus, from η˜y = ⊕˜
k−1
m=1ηm (mod π
k) and equation (35), it is enough to consider
the finite formal sum ⊕˜
k−1
m=1ηm. The proposition follows now from the fact that
D(γp
n
) = pnγp
n−1D(γ) = 0 ( πn|pn), D(xy) = yD(x) + xD(y) , and corollary
3.5.1.

Corollary 3.5.3. Let L be as in (12). Let yi = η˜yi(T1 . . . , πL) ∈ µL, for 1 ≤ i ≤ d,
where ηyi is a multivariable series of the form (34). Then
(36) DiL,n(y1, . . . , yd) = det
[
∂η˜yi
∂Xj
]
i,j
∣∣∣∣
Xk=Tk,
k=1,...,d
DiL,n(T1, . . . , Td),
where Td = πL.
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Proof. The proof is immediate, see Section 6.4 of the Appendix. 
From the above corollary we see that the map DiL,n behaves like a multidimen-
sional derivation. Our goal in the following sections is to give conditions that will
guarantee this. In particular, it will follow that (36) not only holds for elements
in the maximal ideal µL but in the full ring of integers OL and, moreover, it is
independent of the power series representing the elements yk, k = 1 . . . , d.
4. Multidimensional derivations
In this section we recall the main properties of multidimensional derivations and
set them in the context needed to deduce our formulae. We start by introducing
one dimensional derivations.
We will use the following notation and assumptions. Let L be a d-dimensional
local field with local uniformizers T1, . . . , Td−1 and πL. Let W be an OL-module
that is p-adically complete, i.e.,
W ∼= lim←−
W/pnW.
For example, if pnW = 0 for some n, then W is p-adically complete. Actually, this
is going to be our situation, since W will be the OL-module RL,1/πnRL,1.
4.1. Derivations and the module of differentials.
Definition 4.1.1. A derivation of OL into W over OK is a map D : OL → W
such that for all a, b ∈ OL we have
(1) D(ab) = aD(b) + bD(a).
(2) D(a+ b) = D(a) +D(b).
(3) D(a) = 0 if a ∈ OK .
We denote by DOK (OL,W ) the OL-module of all derivations D : OL →W . The
universal object in the category of derivations of OL over OK is the OL-module
of Khaler differentials, denoted by ΩOK (OL). This is the OL-module generated
by finite linear combinations of the symbols da, for all a ∈ OL, divided out by
the submodule generated by all the expressions of the form dab − adb − bda and
d(a + b) − da − db for all a, b ∈ OL and da for all a ∈ OK . The derivation
d : OL → ΩOK (OL) is defined by sending a to da.
If D : OL →W is a derivation, then ΩOK (OL) is universal in the following way.
There exist a unique homomorphism ξ : ΩOK (OL)→ W of OL-modules such that
the diagram
OL ΩOK (OL)
W
D ξ
d
is commutative.
Let ΩˆOK (OL) be the p-adic completion of ΩOK (OL), i.e.,
ΩˆOK (OL) = lim←−
ΩOK (OL)/p
nΩOK (OL).
Since we are assuming thatW is p-adically complete, the homomorphism β induces
the homomorphism
ξ : ΩˆOK (OL)→ W.
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Denote by D(L/K) ⊂ OL the annihilator ideal of the torsion part of ΩˆOK (OL).
Then we have the following proposition.
Proposition 4.1.1. The module ΩˆOK (OL) is generated by the elements d T1, . . . , d Td−1,
dπL, and there is an isomorphism of OL-modules
ΩˆOK (OL) ∼= O
⊕(d−1)
L ⊕ (OL/D(L/K)).
Moreover, if D(L/K) is as in Section 3.1, then
D(L/K) |D(L/K).
In particular, if L is the standard higher local field L{{T1}} · · · {{Td−1}} we have
the isomorphism of OL-modules
ΩˆOK (OL) ∼= OLdT1 ⊕ · · · ⊕ OLdTd−1 ⊕ (OL/D(L/K)OL)dπL,
where πL is a uniformizer for L and D(L/K) is the different of the extension L/K.
Thus in this case
D(L/K) = D(L/K)OL.
Proof. See [16] Section 12.0 (b). For an alternative proof see Section 6.5 of the
Appendix.

4.1.1. Canonical derivations. We will now define what it means to differentiate an
element in OL with respect to the uniformizers T1, . . . , Td−1 and Td = πL.
First we will assume L is the standard higher local field L{{T1}} · · · {{Td−1}}.
Then we will define derivations over OK
(37) Dk : OL → OL ( 1 ≤ k ≤ d− 1 )
as follows. Let L0 = L and Lk = Lk−1{{Tk}}, k = 1, . . . , d− 1. For 1 ≤ k ≤ d− 1,
we define the derivation of OLk over OK
(38) Dk : OLk → OLk by Dk
( ∑
ai T
i
k
)
=
∑
ai i T
i−1
k (ai ∈ OLk−1).
We now lift these derivations to derivations of OL over OK , by induction, in the
following way. Suppose D : OLk−1 → OLk−1 is a derivation of OLk−1 over OK .
Then D extends to a derivation of OLk over OK
D : OLk → OLk by D
( ∑
i
ai T
i
k
)
:=
∑
i
D(ai) T
i
k.
This derivation is well-defined since D is continuous with respect to the valuation
topology of OLk−1 . Thus the derivations (37) are well-defined and we can now
introduce the following definition.
Definition 4.1.2. The derivations Dk : OL → OL, 1 ≤ k ≤ d − 1 from Equation
(37), will be denoted by ∂∂Tk for 1 ≤ k ≤ d− 1.
We now assume L is any d-dimensional local field not necessarily standard. Let
L0 ⊂ L be the standard local field defined in Section 1.3. For g(x) = a0 + · · · +
akX
k ∈ OL0 [X ] we denote by
∂g
∂Ti
(X), i = 1, . . . , d, the polynomial
∂ak
∂Ti
Xk + · · ·+
∂a0
∂Ti
∈ OL0 [X ] (i = 1, . . . , d− 1)
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and
∂g
∂Td
(X) = g′(x) (i = d)
If a ∈ OL, let g(x) ∈ OL0 [X ] such that a = g(πL). Then we denote by
∂a
∂Ti
the
element ∂g∂Ti (πL), i = 1, . . . , d. Even though this definition depends on the choice
of g(X), for the purpose of Proposition 4.1.2 below, this choice is immaterial.
If p(X) denotes the minimal polynomial of πL over the extension L/L0, then from
Proposition 4.1.1 the equation p(πL) = 0 implies that the elements dT1, . . . , dTd−1
and dπL satisfy the relation
∂ p
∂T1
(πL) d T1 + · · ·+
∂ p
∂Td−1
(πL) d Td−1 + p
′(πL) d πL = 0,
and
vL(D(L/K)) = min
{
vL
(
∂ p
∂T1
(πL)
)
, . . . , vL
(
∂ p
∂Td−1
(πL)
)
, vL
(
p′(πL)
)}
.
We now deduce the following proposition.
Proposition 4.1.2. Let D : OL →W be a derivation over OK. Then the following
relation holds
∂p
∂T1
(πL)D(T1) + · · ·+
∂p
∂Td−1
(πL)D(Td−1) + p
′(πL)D(πL) = 0
and for all a ∈ OL we have
D(a) =
∂a
∂T1
D(T1) + · · ·+
∂a
∂Td−1
D(Td−1) +
∂a
∂Td
D(πL).
Conversely, let w1, . . . , wd ∈W such that
∂p
∂T1
(πL)w1 + · · ·+
∂p
∂Td−1
(πL)wd−1 + p
′(πL)wd = 0.
Then the map D : OL →W defined by
(39) D(a) :=
d∑
k=1
∂a
∂Tk
wk,
is a well-defined derivation from OL into W over OK .
As a particular case, if w1, . . . , wd ∈ W are annihilated by D(L/K), then (39)
defines a derivation over OK .
Proof. The proof follows from the proof of Proposition 4.1.1 and the fact that
DOK (OL,W ) ∼= HomOL(ΩˆOK (OL),W ). 
4.1.2. Derivations on one-dimensional local fields. The following three propositions
are taken from [14] and will be needed in the deduction of our formulae. We put
them here for convenience.
If L is a finite extension of the local field K, then we denote by ΩOK (OL) ∼=
OL/D(L/K) the OK-module of differentials of OL over OK .
Proposition 4.1.3.
(1) ΩOK (OL) ∼= OL/D(L/K) as OL-modules. Moreover, the element dπL gen-
erates ΩOK (OL).
(2) If M is a finite extension of L, the homomorphism ΩOK (OL)→ ΩOK (OM )
is an embedding.
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Proof. cf. [14] Proposition 5.1. 
We will denote by Km (resp. Lm) the field obtained by adjoining the m-th
torsion points to K (resp. L), i.e., Km = K(κm). Let v denote the normalized
valuation vM/vM (p), for every finite extension M of Qp.
Proposition 4.1.4. There are explicit positive constants c1, c2 ∈ R, depending
only on (F, π), such that
(1) v(D(Lm/L)) ≤ m/̺+ log2(m)/(p− 1)+ c2 and v(D(Km/K)) ≥ m/̺− c1.
Where ̺ is the ramification index of S over Qp.
(2) Let pm be the period ( i.e., the generator of the annihilator ideal) of the
OKm-submodule of ΩOK (OKm) generated by differentials de
j
m, j = 1, . . . , h.
Then v(pm) ≥ m/̺− c1.
Proof. cf. [14] Proposition 5.3. 
Remark 4.1.1. According to Kolyvagin (cf. [14] page 325) we may take for c2 the
constant
c2 =
2
p− 1
+
2v(π)p
(p− 1)2
+ v(D(K2̺−1/K)).
As for the constant c1, if K/S is an unramified extension we may take
c1 =
1
̺ ( qhS − 1 )
,
where qS is the cardinality of the residue field of S.
Remark 4.1.2. By Proposition 4.1.4 (2), there exists a torsion point ejm, with
1 ≤ j ≤ h, which we will denote by em, such that v(pm) ≥ m/̺ − c1. Here pm
denoted the period of the OKm-submodule of ΩOK (OKm) generated by dem.
Remark 4.1.3. If L ⊃ κn is a d-dimensional local field then the inequality Propo-
sition 4.1.4(2) also holds, namely v(D(Lm/L)) ≤ m/̺+log2(m)/(p−1)+ c2. This
follows from the fact that v(D(Lm/L)) ≤ v(D(Km/K)).
Proposition 4.1.5. Suppose K/S is an unramified extension and let q = |kS |. Let
h be the height of F with respect to C = OS, cf. Proposition 6.2.2. Then
(1) v(D(Km/K)) ≥ m/̺− 1/̺(qh − 1).
(2) K(eim) is totally unramified over K and e
i
m is a uniformizer for K(e
i
m).
Moreover
v( period of deim) = m/̺− 1/̺(q
h − 1).
In particular, if h = 1 then Km = K(e
1
m) and D(Km/K) = π
m/π1OKm ,
where π1 is a uniformizer for K1.
Proof. cf. [14] Proposition 5.6. 
4.2. Multidimensional derivations. Let L, L˜, L, L˜ K and W be as in the
beginning of the previous section.
Definition 4.2.1. A d-dimensional derivation of OdL into W over OK is map
D : OdL → W such that for all a1 . . . , ad and a
′
1, . . . , a
′
d in OL, and any 1 ≥ i ≥ d,
it satisfies
(1) Leibniz rule: D(a1, . . . , aia′i, . . . , ad) = a
′
iD(a1, . . . , ai, . . . , ad) + aiD(a1, . . . , a
′
i, . . . , ad).
(2) Linearity: D(a1, . . . , ai + a′i, . . . , ad) = D(a1, . . . , ai, . . . , ad) +D(a1, . . . , a
′
i, . . . , ad),.
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(3) Alternating: D(a1, . . . , ad) = 0, if ai = aj for i 6= j.
(4) Constants: D(a1, . . . , ad) = 0 if ai ∈ OK for some 1 ≤ i ≤ d.
We denote by DdOK (O
d
L,W ) the OL-module of all d-dimensional derivations D :
OdL →W .
Consider the dth exterior product Ω dOK (OL) :=
∧d
OL
ΩOK (OL) (cf. [17] Chapter
19 §1 ). This is the OL-module ΩOK (OL) ⊗ · · · ⊗ ΩOK (OL) divided out by the
OL-submodule generated by the elements
(40) x1 ⊗ · · · ⊗ xd,
where xi = xj for some i 6= j. The symbols x1 ⊗ · · · ⊗ xd will be denoted by
x1 ∧ · · · ∧ xd,
instead. For Ω dOK (OL) we consider the d-dimensional derivation
d : O dL −→ Ω
d
OK (OL)
that sends (a1, . . . , ad) to the wedge product a1 ∧ · · · ∧ ad. This OL-module is the
universal object in the category of d-dimensional derivations of OL over OK , i.e,
Proposition 4.2.1. If D : O dL → W is a d-dimensional derivation over OK then
there exist a homomorphism β : Ω dOK (OL) → W of OL-modules such that the
diagram
O dL Ω
d
OK
(OL)
W
D λ
d
is commutative.
Proof. It is clear that λ is the homomorphism defined by λ(da1 ∧ · · · ∧ dad) =
D(a1, . . . , ad). 
Proposition 4.2.2. The OL-module Ωˆ dOK (OL) is generated by d T1∧· · ·∧d Td−1∧
dπL and we have an isomorphism of OL-modules
Ωˆ dOK (OL)
∼= OL/D(L/K)
Furthermore, if L is the standard field L{{T1}} · · · {{Td−1}} then
Ωˆ dOK (OL)
∼= (OL/D(L/K)OL) d T1 ∧ · · · ∧ d Td−1 ∧ dπL
as OL-modules, where πL is a uniformizer for L and D(L/K) is the different of
the extension L/K. Thus in this particular case
D(L/K) = D(L/K)OL.
Proof. This follows immediately from Lemma 4.1.1. 
The above proposition implies
D(L/K) |D(L/K).
We will show in the proposition below how every multidimensional derivation is
characterized by the derivations in Definition 4.1.2.
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Proposition 4.2.3. Let D ∈ DdK(O
d
L,W ). Then D(L/K) annihilates D(T1, . . . , πL),
and for a1, . . . , ad ∈ OL we have
(41) D(a1, . . . , ad) = det
[
∂ai
∂Tj
]
1≤i,j≤d
D(T1, . . . , πL).
Conversely, we can construct a multidimensional derivation in the following way.
Let w ∈W be annihilated by D(L/K), then the map
D(a1, . . . , ad) := det
[
∂ai
∂Tj
]
1≤i,j≤d
w,
is well-defined and belongs to DdK(O
d
L,W ).
In other words, the map D 7→ D(T1, . . . , πL), defines an isomorphism from
DdK(O
d
L,W ) to the D(L/K)-torsion subgroup of W .
Proof. This follows from Proposition 4.2.2 and the fact that
DdOK (O
d
L ,W )
∼= HomOK
(
Ωˆ dOK (OL),W
)
.

5. Deduction of the formulae
We finally deduce the main formulae to describe the Kummer pairing for the
field L and the level n, i.e., (, )iL,n. The strategy of the proof is the following.
We start by introducing an auxiliary finite field extension M of L, containing
sufficiently many torsion points, and also introduce higher levels k and m with
k ≥ m ≥ n. In Section 5.1, we show that, under certain conditions, the map
DiM,k is a derivation. In Section 5.2, we introduce an Artin-Hasse type formula
for the generalized Kummer pairing of level k. This formula is characterized by an
invariant attached to the Tate representation. With this invariant, we descend to
the level m and manufacture an explicit derivation DiM,m in Definition 5.2.2 and
then show that it coincides with DiM,m. The final descend back to the field L and
level n will be guaranteed by Proposition 5.1.2 and accomplished in full detail in
Section 5.3.
For the rest of this section we will use the following notation and assumptions:
(42)


β = (k, t) admissible pair,
πk|D(Kt/K),
M⊃ Kt.
Additionally, πM will denote a uniformizer forM and πt a uniformizer for Kt. We
will also denote by Kt the field Kt{{T1}} · · · {{Td−1}}. The above conditions, and
the fact that D(Kt/K) = D(Kt/K) (cf. Proposition 4.1.1), imply
πk |D(Kt/K)|D(M/K)
Note that the assumption of (42) on the different D(Kt/K) is satisfied, for
example, when (t− k)/̺ ≥ c1; here c1 is the constant from Proposition 4.1.4.
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5.1. The reduction of the map DiM,k.
Proposition 5.1.1. Let M be as in (42). Then the reduction
DiM,k : O
d
M −→ RM,1/
(
(πk/πM)RM,1
)
of DiM,k to RM,1/(π
k/πM)RM,1 is a d-dimensional derivation over OK .
Proof. Let us fix a1, . . . , ad−1 ∈ OM. From Proposition 4.1.2 and the fact that
D(M/K)DiM,k(a1, . . . , ad−1, Tj) = 0 (mod π
kRM,1), j = 1, . . . , d− 1,
D(M/K)DiM,k(a1, . . . , ad−1, πM) = 0 (mod π
kRM,1),
we can construct a derivation
D : OM → RM,1/π
kRM,1,
such that D(πM) = D
i
M,k(a1, . . . , ad−1, πM) and D(Tk) = D
i
M,k(a1, . . . , ad−1, Tj),
j = 1, . . . , d− 1, in the following way
D(a) =
d−1∑
j=1
∂a
∂Tj
D(Tj) +
∂a
∂Td
D(πM),
where a ∈ OM.
According to Proposition 3.5.4 both D and DiM,k(a1, . . . , ad−1, ·) coincide in µM.
But from the Leibniz rule it follows, by comparingD(πMx) andD
i
M,k(a1, . . . , ad−1, πMx)
when x ∈ OM, that they coincide (mod (πk/πM)RM,1) in all of OM.
It follows now that
DiM,k : O
d
M −→ RM,1/
(
(πk/πM)RM,1
)
satisfies all conditions from definition 4.2.1 and so by Proposition 4.2.3 we have
that it is a d-dimensional derivation such that
DiM,k(a1, . . . , ad) = det
[
∂ai
∂Tj
]
1≤i,j≤d
DM,k(T1, . . . , Td−1, πM),
where a1, . . . , ad ∈ OM.

5.1.1. Description of the map ψiM,m in terms of D
i
M,m. Observe that for anym ≤ k
the pair (m, t) is also admissible, so Proposition 5.1.1 also holds for this pair. Thus,
DiM,m : O
d
M → RM,1/(π
m/π
M
)RM,1 is also a derivation as well and, moreover, we
can express the map ψiM,m out of D
i
M,m as follows. For u1, . . . , ud in O
∗
M = {x ∈
OM : vM(x) = 0} we let
(43)

ψiM,m(u1, . . . , ud−1, πM) =
DiM,m(u1, . . . , ud−1, πM)
u1 · · ·ud−1πM
(mod
πm
π2M
RM,1)
ψiM,m(u1, . . . , ud) =
DiM,m(u1, . . . , ud)
u1 · · ·ud
(mod
πm
πM
RM,1)
ψiM,m(u1, . . . , π
k
Mud) = kψ
i
M,m(u1, . . . , πM) + ψ
i
M,m(u1, . . . , ud), k ∈ Z
ψiM,m(a1, . . . , ad) = 0,whenever ai = aj for i 6= j, a1 . . . , ad ∈ M
∗
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It is clear form the definition that this is independent from the choice of a uni-
formizer πM of M. Notice that the fourth property says that ψiM,m is alternate,
in particular it is skew-symmetric, i.e.,
ψiM,m(a1, . . . , ai, . . . , aj, . . . , ad) = −ψ
i
M,m(a1, . . . , aj , . . . , ai, . . . , ad).
whenever i 6= j.
5.1.2. Descending from M to L and from level m to level n. The following proposi-
tion will be used in the main result ( Theorem 5.3.1) to descend from the auxiliary
field M to the ground field L and from the level m to the level n.
Let L ⊃ κn be a d-dimensional local field and v denote the normalized valuation
vL/vL(p).
Proposition 5.1.2. Let m, n be integers such that v(f (m−n)(x)) > 1/(p− 1) for
all x ∈ F (µL) (cf. Remark 5.1.1). Let (m, t) be admissible and put M = Lt. Then
TrM/L induces a homomorphism from RM,1/π
mRM,1 to L/πnRL and we have the
representation
(44) (NM/L(α) , x )
i
L,n = TL/S
(
TrM/L
(
ψiM,m(α)
)
lF (x)
)
,
for all α ∈ Kd(M) and x ∈ F (µL). In particular, TrM/L(ψ
i
M,m(α)) belongs to
RL/π
nRL and it is the unique element satisfying (44).
Proof. This proof was inspired by Proposition 6.1 of [14]. Since ein = f
(m−n)(eim)
and f (m−n)(x) ∈ µL,1 ⊂ µM,1, then by Proposition 2.2.1 (4) and (5) we have
(NM/L(α), x)
i
L,n =
1
πm−n
(
α , f (m−n)(x)
)i
M,m
=
1
πm−n
TM/S
(
ψiM,m(α) l
(
f (m−n)(x)
) )
= TL/S
( [
TrM/L
(
ψiM,m(α)
) ]
l(x)
)
.
From the condition on m we have that πm−nTL ⊂ TL,1. Thus, after taking the
dual with respect to TL/S we obtain
1
πm−n
RL ⊃ RL,1, or, π
nRL ⊃ π
mRL,1.
Then from TrM/L(RM,1) ⊂ RL,1, cf. Proposition 3.3.2 (1), it follows that
(45) TrM/L(π
mRM,1) ⊂ π
mRL,1 ⊂ π
nRL.
It then follows that TrM/L(ψ
i
M,m(α)) ∈ L/π
nRL, and moreover since (NM/L(α), x)
i
L,n ∈
C/πnC then TrM/L(ψ
i
M,m(α)) ∈ RL/π
nRL and the uniqueness follows from Lemma
3.2.2.

Remark 5.1.1. For m in Proposition 5.1.2 we can take any
m > n+ ̺ logp
(
vL(p)/(p− 1)
)
+ ̺/(p− 1).
The proof of this claim can be found in Proposition 6.2 of [14]. In Section §6.6
we reproduce the proof.
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5.2. Artin-Hasse-type formulae for the Kummer pairing. Having shown
that the reduction of DiM,m is a multidimensional derivation we know then, after
Proposition 4.2.3, that this map is completely characterized by its value at the local
uniformizers T1, . . . , Td−1, πM. In this section, we will normalize this description
using torsion points of the formal group F instead. Concretely, we will show that
there exist a torsion element et ∈ κt (cf. Definition 5.2.1) such that the derivation
DiM,m can be described by its values at T1, . . . , Td−1, et. This description is done
via an invariant associated to an Artin-Hasse type formula for the Kummer pairing
of level k.
5.2.1. The invariant cβ,i. Recall that we have fixed a basis {ei}hi=1 for κ = lim←−
κn.
We also denoted by ein the reduction of e
i to κn. Clearly {ein} is a basis for κn.
Let M, Kt and β = (k, t) be as in (42). Let Mn = M(κn). The action of
GM = Gal(M/M) on κ defines a continuous representation
(46) τ : GM → GLh(C).
The reduction of τ to GLh(C/π
nC) is the analogous representation of GM on κn
and will be denoted by τn. This clearly induces an embedding τn : G(Mn/M)→
GLh(C/π
nC).
If a ∈ M∗, then
τk+t
(
ΥM
(
{T1, . . . , Td−1, a}
))
is congruent to the identity matrix I (mod πt) because the Galois groupG(Mk+t/M)
fixes κt and so correspond in GLh(C/π
k+tC) to matrices ≡ I (mod πt), i.e., there
exist characters χM,β:i,j :M
∗ → C/πkC such that
τk+t
(
ΥM
(
{T1, . . . , Td−1, a}
) )
= I + πt
(
χM,β:i,j(a)
)
∈ GLh(C/π
k+tC).
For M = Kt we simply write χβ:i,j . By Proposition 2.1.2 (4) we have that
NM/Kt{T1, . . . , Td−1, a} = {T1, . . . , Td−1, NM/Kt(a) },
where Kt = Kt{{T1}} · · · {{Td−1}}, and Proposition 2.2.1 (4) implies
(47) χM,β:i,j(a) = χβ:i,j(NM/Kt(a))
The definition of the pairing (, )M,k implies, for v ∈ κt, that( (
{T1, . . . , Td−1, a}, v
)i
M,k
)
=
(
χM,β:i,j(a)
)
i,j
(vj),
as an identity of column vectors, where the right hand side is the product of the
matrix
(
χM,β:i,j(a)
)
i,j
with the column vector (vj) formed by the coordinates of
v with respect to to {eit}. In particular, for v = e
j
t we have(
{T1, . . . , Td−1, a}, e
j
t
)i
M,k
= χM,β:i,j(a).
According to Proposition 3.4.1 we see that χM:i,j uniquely determines a constant
cM,β:i,j ∈ RM,1/π
kRM,1 such that
(48) χM,β:i,j(u) = TM/S
(
log(u) cM,β:i,j
)
∀u ∈ VM,1.
Namely, ρiM,k(T1, . . . , Td−1, e
j
t ) = cM,β:i,j.
Observe that cM,β:i,j is, by Equation (47), the image of cβ,i,j := cKt,β:i,j under
the map
RKt,1/π
kRKt,1 → RM,1/π
kRM,1
(RKt,1 ⊂ RM,1). So we will denote cM,β:i,j by cβ:i,j .
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Definition 5.2.1. For the torsion element et in Remark 4.1.2 we will denote the
constants cβ:i,j and cβ:i,j by cβ:i and cβ:i, respectively, so that
(49)
(
{T1, . . . , Td−1, u}, et
)i
M,k
= TM/S
(
log(u) cβ:i
)
∀u ∈ VM,1.
The choice of this et is independent of i.
Note that Equation (49) defines an Artin-Hasse-type formula for the Kummer
pairing, in which the constant cβ:i is characterized by the value of the Kummer
pairing at the torsion point et. We will see in the next section how to construct the
DiM,m from of the value cβ:i.
Finally, observe that cβ:i,j is an invariant of the isomorphism class of (F, ej)
because if g : (F, ej)→ (F˜ , e˜j) is such isomorphism then ρ˜iM,k(T1, . . . , Td−1, g(x)) =
ρiM,k(T1, . . . , Td−1, x).
From Proposition 3.4.2 we conclude that
Proposition 5.2.1. Let M and β = (k, t) be as in (42). If r(X) is a t-normalized
series for F , then
DiM,k
(
T1, . . . , Td−1, r(e
j
t )
)
= −r′(e jt ) T1 · · ·Td−1
cβ:i,j
l′(ejt )
.(50)
In particular, this holds for the torsion element et and the invariant cβ:i.
5.2.2. Explicit description of DiM,m using the invariant cβ:i. Let L be a d-dimensional
local field. Define
(51) R′L,1 :=
{
x ∈ L : vL(x) ≥ −vL(D(L/S))− ⌊vL(p)/(p− 1)⌋
}
.
Note that
vL(x) ≥ −vL(D(L/S))−
⌊
vL(p)
p− 1
⌋
iff vL(x) ≥ −vL(D(L/S))−
vL(p)
p− 1
.
This holds since vL(x) and vL(D(L/S)) are integers, therefore the conditions⌊
vL(p)
p− 1
⌋
≥ −vL(D(L/S)) − vL(x) and
vL(p)
p− 1
≥ −vL(D(L/S))− vL(x),
are equivalent by the very definition of the integral part of a real number. Com-
paring with Equations (51) and (19) we see that R′L,1 = πLRL,1.
If M/L is a finite extension of d-dimensional local fields, then clearly
(52) R′M,1 = (1/D(M/L))R
′
L,1.
Proposition 5.2.2. Let β = (k, t), Kt and Kt be as in (42). Let aj ∈ OKt such
that dejt = ajdπt in ΩOK (OKt). Then
cβ:i,j ∈
ajR
′
Kt,1
+ π
k
πt
R′Kt,1 + π
kRKt,1
πkRKt,1
,
Proof. The proof is the same as of Proposition 6.5 of [14]. We will reproduce it
again in Section 6.6 of the Appendix. 
Lemma 5.2.1. Let M be as in (42). Let et and cβ:i be as in Definition 5.2.1. Let
b ∈ OM such that dT1 ∧ · · · ∧ det = b dT1 ∧ · · · ∧ dπM in ΩˆdOK (OM); this b exists
by Proposition 4.2.2. Then there exists a γi ∈ RM,1/(πk/πM)RM,1 such that
(53) − cβ:i/l
′(et) = b γi.
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Moreover, all such γi’s coincide when reduced to
RM,1/(π
m/πM)RM,1,
for m ≤ k satisfying m/̺ ≤ k/̺− v(D(M/K)) + t/̺− c1; c1 is the constant from
Proposition 4.1.4.
Remark 5.2.1. We can interpret the element γi (mod (π
k/πM)RM,1) as follows.
Choose a polynomial g(X) with coefficients in the ring of integers of the maximal
subextension of M unramified over K, such that et = g(πM). Then
γi = −
cβ:i
l′(et) g′(πM)
Moreover, modulo (πm/πM)RM,1, this is independent of the choice of g(X).
Proof of Lemma 5.2.1. Let λi be a representative for cβ:i in RKt,1. By Proposition
5.2.2, λi ∈ aR′Kt,1 + (π
k/πt)R
′
Kt,1
where det = adπt. Let b ∈ OM such that
dT1 ∧ · · · ∧ dπt = b dT1 ∧ · · · ∧ dπM, in particular D(M/Kt) = bOM, and set
b = a b. We have, by 52, that
1
b
R′Kt,1 = (1/D(M/Kt))R
′
Kt,1 = R
′
M,1 ⊂ RM,1,
πk
πt
R′Kt,1 ⊂
πk
πM
D(M/Kt)
πt/πM
R′M,1 ⊂
πk
πM
RM,1,
where the last inclusion follows since D(M/Kt) is divisible by πt/πM; this follows
from the general inequality vM(D(M/Kt)) ≥ e(M/Kt) − 1 (cf. [3] Chapter 1
Proposition 5.4). It thus follows
−
cβ:i
l′(et)
= −
λi
l′(et)
∈ b
RM,1
(πk/πM)RM,1
.
Now let us prove the second assertion. Since −cβ:i/l′(et) = b γi, then γi is
uniquely defined (mod (πk/πM b)RM,1). Let m ≤ k, thus γi is uniquely defined
(mod (πm/πM)RM,1) as long as π
m|(πk/b). But this condition is fulfilled when
m/̺ ≤ k/̺− v(D(M/K)) + t/̺− c1. Indeed, dT1 ∧ · · · ∧ det = b dT1 ∧ · · · ∧ dπM
implies that v(pt) + v(b) = v(D(M/K)) (≤ v(D(M/K)) ), with pt as in Remark
4.1.2, therefore by the same remark
m/̺ ≤ k/̺− v(D(M/K)) + t/̺− c1 ≤ k/̺− v(D(M/K)) + v(pt) = k/̺− v(b).

Definition 5.2.2. Using the same notation and assumptions of Lemma 5.2.1, we
construct the explicit d-dimensional derivation DiM,m : O
d
M → RM,1/(π
m/πM)RM,1,
using Proposition 4.2.3, in the following way
DiM,m(a1, . . . , ad) := det
[
∂ai
∂Tj
]
1≤i,j≤d
T1 · · ·Td−1 γi,
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where a1, . . . , ad ∈ OM. Moreover, from DiM,m we can construct an explicit loga-
rithmic derivative DlogiM,m : Kd(M)→ RM,1/(π
m/π2M)RM,1, by setting

DlogiM,m(u1, . . . , ud−1, πM) =
DiM,m(u1, . . . , ud−1, πM)
u1 · · ·ud−1πM
(mod
πm
π2M
RM,1)
DlogiM,m(u1, . . . , ud) =
DiM,m(u1, . . . , ud)
u1 · · ·ud
(mod
πm
πM
RM,1)
DlogiM,m(u1, . . . , π
k
M ud) = kDlog
i
M,m(u1, . . . , πM) +Dlog
i
M,m(u1, . . . , ud), k ∈ Z
DlogiM,m(a1, . . . , ad) = 0,whenever aj = ak for j 6= k, a1 . . . , ad ∈ M
∗
where u1, . . . , ud are in O∗M = {u ∈ OM : vM(u) = 0}.
We now give conditions on when the map DiM,m ( respectively ψ
i
M,m) and the
explicit DiM,m (respectively Dlog
i
M,m) coincide.
Proposition 5.2.3. Let M be as in (42). Let m ≤ k such that m/̺ ≤ k/̺+ t/̺−
v(D(M/K))− c1; c1 is the constant from Proposition 4.1.4. Then the reduction of
DiM,m : O
d
M → RM,1/π
mRM,1
to RM,1/(π
m/πM)RM,1 is a d-dimensional derivation over OK . Moreover, this d-
dimensional derivation coincides with the explicit d-dimensional derivation DiM,m
from Definition 5.2.2.
Remark 5.2.2. In particular,
DiM,m(T1, . . . , Td−1, e
j
t ) = −T1 · · ·Td−1cβ:i,j/l
′(ejt ) (mod π
m/πM)RM,1
for all 1 ≤ j ≤ h.
Proof. First notice that, by Proposition 3.3.2 (3),
DiM,m : O
d
M → RM,1/(π
m/πM)RM,1
is the reduction of
DiM,k : O
d
M → RM,1/(π
k/πM)RM,1
and the latter is a d-dimensional derivation over OK according to Proposition 5.1.1.
Also, according Proposition 5.2.1 we have
(54) DiM,k
(
T1, . . . , Td−1, et
)
= −T1 · · ·Td−1 cβ:i/l
′(et).
Moreover, for b as in Lemma 5.2.1, we have that
DiM,k
(
T1, . . . , Td−1, et
)
= bDiM,k(T1, . . . , Td−1, πM).
This together with (54) imply that DiM,k(T1, . . . , Td−1, πM)/T1 · · ·Td−1 is one of
the γi’s that satisfies (53). Therefore, by the second assertion of Lemma 5.2.1 and
by the way DiM,m was constructed in Definition 5.2.2, we conclude that the three
maps DiM,k, D
i
M,m and D
i
M,m coincide (mod (π
m/πM)RM,1). This concludes
the proof.
The statement in the remark holds because DiM,m is a multidimensional deriva-
tion and from the formula for DiM,m(T1, . . . , Td−1, r(e
j
t )) in equation (50). 
THE NORM RESIDUE SYMBOL FOR HIGHER LOCAL FIELDS 33
5.3. Main formulae. Let L ⊃ Kn be a d-dimensional local field. Let ̺ be the
ramification index of S/Qp and
(55) m = n+ 2 +
⌊
̺ logp
(
vL(p)/(p− 1)
)
+ ̺/(p− 1)
⌋
.
Take k an integer large enough such that
(56) t/̺+ k/̺ ≥ m/̺+ c1 + v(D(M/K)) and
(57) k + ̺+ 1 ≥ c1̺,
where t = 2k + ̺ + 1, M = Lt, and c1 is the constant from Proposition 4.1.4.
Condition (56) holds, for example, when
(58)
k
̺
≥
m
̺
+
log2(2k + ̺+ 1)
p− 1
+ c1 + c2 + v(D(L/K)),
where c2 is the constant from Proposition 4.1.4; see the proof of Theorem 5.3.1 for
a deduction of (56) from (58). We now formulate the main result.
Theorem 5.3.1. Let L, M and m be as above. Then
(59)
(NM/L(α), x)
i
L,n = TL/S
(
TrM/L
(
DlogiM,m(α)
)
l(x)
)
= TM/S
(
DlogiM,m(α) l(x)
)
,
for all α ∈ Kd(M) and all x ∈ F (µL). Here Dlog
i
M,m is the explicit logarithmic
derivative constructed in Definition 5.2.2.
Proof. By considering the tower Lt ⊃ L ⊃ K and the upper bound in Proposition
4.1.4 (1) and Remark 4.1.3, we get
v(D(M/K)) = v
(
D(Lt/L)
)
+v
(
D(L/K)
)
≤ t/̺+log2(t)/(p−1)+c2+v
(
D(L/K)
)
.
Adding m/̺+ c1 we obtain, by (58), the inequality (56). The definition of t clearly
implies that (k, t) is admissible and condition (57) implies (t − k)/̺ ≥ c1. Thus
M, t, k and m defined as above, satisfy the hypothesis of Proposition 5.2.3 and of
Definition (5.2.2). The result now follows from Proposition 5.1.2, the Remark 5.1.1
and Equation (43), i.e., the map ψiM,m and Dlog
i
M,m coincide. It remains only to
check that TrM/L((π
m/π2M)RM,1) ⊂ π
nRL, so that TrM/L(Dlog
i
M,m(α)) is well
defined in RL/π
nRL. To do this we notice that condition (55) implies
m− 1 > n+ ̺ logp
(
vL(p)/(p− 1)
)
+ ̺/(p− 1),
and we can apply Remark 5.1.1 to m− 1 and get, by Equation (45), that
TrM/L
(
πm−1
π
π2M
RM,1
)
⊂ TrM/L(π
m−1RM,1) ⊂ π
nRL.
Bearing in mind that π2M|π, since π
k|D(M/K) ( and D(M/K) = D(M/K)) im-
plies e(M/K) > 1 ( i.e., M/K is not unramified). 
6. Appendix
6.1. Higher-dimensional local fields. The reader is welcome to visit the nice
paper [7] for an account on higher local fields and all the results not proven in this
section. In the rest of this section E will denote a local field, kE its residue field
and πE a uniformizer for E.
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Definition 6.1.1. K is an d-dimensional local field, i.e., a field for which there
is a chain of fields Kd = K, Kd−1, . . . , K0 such that Ki+1 is a complete discrete
valuation ring with residue field Ki, 0 ≤ i ≤ d − 1, and K0 is a finite field of
characteristic p.
If k is a finite field then K = k((T1)) . . . ((Td)) is a d-dimensional local field with
Ki = k((T1)) . . . ((Ti)), 1 ≤ i ≤ d.
If E is a local field, then K = E{{T1}} . . .{{Td−1}} is defined inductively as
Ed−1{{Td−1}} where Ed−1 = E{{T1}} . . . {{Td−2}}. We have that K is a d-
dimensional local field with residue field Kd−1 = kEd−1((Td−1)), and by induction
kEd−1 = kE((T1)) . . . ((Td−2)).
Therefore Kd−1 = kE((T1)) . . . ((Td−1)). These fields are called the standard fields.
From now on we will assume K has mixed characteristic, i.e., char(K)=0 and
char(Kd−1)= p. The following theorem classifies all such fields.
Theorem 6.1.1 (Classification Theorem). Let K be an d-dimensional local field of
mixed characteristic. Then K is a finite extension of a standard field
E{{T1}} . . . {{Td−1}},
where E is a local field, and there is a finite extension of K which is a standard
field.
Proof. cf. [7] § 1.1 Classification Theorem. 
Definition 6.1.2. An d-tuple of elements t1, . . . , td ∈ K is called a system of local
parameters of K, if td is a prime in Kd, td−1 is a unit in OK but its residue in
Kd−1 is a prime element of Kd−1, and so on.
For the standard field E{{T1}} . . . {{Td−1}} we can take as a system of local
parameters td = πE , td−1 = Td−1, . . . , t1 = T1.
Definition 6.1.3. We define a discrete valuation of rank d to be the map v =
(v1, . . . , vd) : K∗ → Zd, vd = vKd , vd−1(x) = vKd−1(xd−1) where xd−1 is the residue
in Kd−1 of xt
−vn(x)
d , and so on.
Although the valuation depends, for n > 1, on the choice of t2, . . . , td, it is
independent in the class of equivalent valuations.
6.1.1. Topology on K. We define the topology on E{{T1}} . . . {{Td−1}} by induc-
tion on d. For d = 1 we define the topology to be the topology of a one-dimensional
local field. Suppose we have defined the topology on a standard d-dimensional local
field Ed and let K = Ed{{T }}. Denote by PEd(c) the set {x ∈ Ed : vEd(x) ≥ c}.
Let {Vi}i∈Z be a sequence of neighborhoods of zero in Ed such that
(60)
{
1. there is a c ∈ Z such that PEd(c) ⊂ Vi for all i ∈ Z.
2. for every l ∈ Z we have PEd(l) ⊂ Vi for all sufficiently large i.
and put V{Vi} = {
∑
biT
i : bi ∈ Vi}. These sets form a basis of neighborhoods
of 0 for a topology on K. For an arbitrary d-dimensional local field L of mixed
characteristic we can find, by the Classification Theorem, a standard field that is a
finite extension of L and we can give L the topology induced by the standard field.
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Proposition 6.1.1. Let L be a d-dimensional local field of mixed characteristic
with the topology defined above.
(1) L is complete with this topology. Addition is a continuous operation and
multiplication by a fixed a ∈ L is a continuous map.
(2) Multiplication is a sequentially continuous map, i.e., if x ∈ L and yk → y
in L then xyk → xy.
(3) This topology is independent of the choice of the standard field above L.
(4) If K is a standard field and L/K is finite, then the topology above coincides
with the natural vector space topology as a vector space over K.
(5) The reduction map OL → kL = Ld−1 is continuous and open (where OL is
given the subspace topology from L, and kL = Ld−1 the (d− 1)-dimensional
topology).
Proof. All the proofs can be found in [19] Theorem 4.10.

6.1.2. Topology on K∗. Let R ⊂ K = Kd be a set of representatives of the last
residue field K0. Let t1, . . . , td be a fixed system of local parameters for K, i.e., td
is a uniformizer for K, td−1 is a unit in OK but its residue in Kd−1 is a uniformizer
element of Kd−1, and so on. Then
K∗ = VK × 〈t1〉 × · · · × 〈td〉 × R
∗,
where the group of principal units VK = 1 +MK and R∗ = R − {0}. From this
observation we have the following,
Proposition 6.1.2. We can endow K∗ with the product of the induced topology
from K on the group VK and the discrete topology on 〈t1〉 × · · · × 〈td〉 ×R∗. In this
topology we have,
(1) Multiplication is sequentially continuous, i.e., if an → a and bn → b then
anbn → ab.
(2) Every Cauchy sequence with respect to this topology converges in K∗.
Proof. See [7] Chapter 1 §1.4.2. 
6.2. Formal groups. In this section we will state some useful results in the theory
of formal groups.
6.2.1. The Weiertrass lemma. Let E be a discrete valuation field of zero charac-
teristic with integer ring OE and maximal ideal µE .
Lemma 6.2.1 (Weierstrass lemma). Let g = a0 + a1X + · · · ∈ OE [[X ]] be such
that a0, . . . , an−1 ∈ µE, n ≥ 1, and an 6∈ µE. Then there exist a unique monic
polynomial c0 + · · · + Xn with coefficients in µE and a series b0 + b1X · · · with
coefficients in OE and b0 a unit, i.e., b0 6= µE, such that
g = (c0 + · · ·+X
n)(b0 + b1X · · · ).
Proof. See [17] IV. §9 Theorem 9.2. 
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6.2.2. The group F (µM). Let K be a d-dimensional local field containing the local
field K, say, K = K{{T1}} · · · {{Td−1}}. Denote by F (µK) the group with under-
lying set µK and operation defined by the formal group F . More generally, if M is
an algebraic extension of K we define
F (µM) :=
⋃
M⊃L⊃K,
[L/K]<∞
F (µL).
An element f ∈ End(F ) is said to be an isogeny if the map f : F (µK¯) → F (µK¯)
induced by it is surjective with finite kernel.
If the reduction of f in kK [[X ]], kK the residue field of K, is not zero then it is
of the form f1(X
ph) with f ′1(0) ∈ O
∗
K , cf. [14] Proposition 1.1. In this case we say
that f has finite height. If on the other hand the reduction of f is zero we say it
has infinite height.
Proposition 6.2.1. f is an isogeny if and only if f has finite height. Moreover,
in this situation | ker f | = ph.
Proof. If the height is infinite, the coefficients of f are divisible by a uniformizer
of the local field K, so f cannot be surjective. Let h < ∞ and x ∈ µL where L
is a finite extension of K. Consider the series f − x and apply Lemma 6.2.1 with
E = L, i.e.,
f − x = (c0 + · · ·+X
ph)(b0 + b1X + · · · ),
where c’s ∈ µL, b’s ∈ OL and b0 ∈ O∗L. Therefore the equation f(X) = x is
equivalent to the equation c0 + · · · + Xp
h
= 0 and since the c’s ∈ µL every root
belongs to µK.
Moreover, the polynomial P (X) = c0 + · · ·+X
ph is separable because f ′(X) =
πt(X), t(X) = 1 + . . . is an invertible series and f ′ = P ′(b0 + b1X + · · · ) + P (b0 +
b1X + · · · )′ so P ′ can not vanish at a zero of P . We conclude that P has ph roots,
i.e., | ker f | = ph.

Proposition 6.2.2. Denote by j the degree of inertia of S/Qp and by h1 the height
of f = [π]F . Then j divides h1, namely h1 = jh. Let κn be the kernel of f
(n).
Then
κn ≃ (C/π
nC)h and lim
←−
κn ≃ C
h,
as C-modules. This h is called the height of the formal group with respect to C =
OS.
Proof. cf. [14] Proposition 2.3. 
Remark 6.2.1. Notice that since the coefficients of F are in the local field K then
κn ⊂ K for all n ≥ 1.
6.2.3. The logarithm of the formal group. We define the logarithm of the formal
group F to be the series
lF =
∫ X
0
dX
FX(0, X)
Observe that since FX(0, X) = 1 + · · · ∈ OK [[X ]]
∗ then lF has the form
THE NORM RESIDUE SYMBOL FOR HIGHER LOCAL FIELDS 37
X +
a2
2
X2 + · · ·+
an
n
Xn + · · ·
where ai ∈ OK .
Proposition 6.2.3. Let E be a field of characteristic 0 that is complete with respect
to a discrete valuation, OE the valuation ring of E with maximal ideal µE and
valuation vE . Consider a formal group F over OE, then
(1) The formal logarithm induces a homomorphism
lF : F (µE)→ E
with the additive group law on E.
(2) The formal logarithm induces the isomorphism
lF : F (µ
r
E) −˜→ µ
r
E
for all r ≥ [vE(p)/(p− 1)] + 1 and
vE(l(x)) = v(x) ( ∀x ∈ µ
r
E ).
In particular, this holds for µE,1 = {x ∈ E : vE(x) > vE(p)/(p− 1) + 1 }.
Proof. [22] IV Theorem 6.4 and Lemma 6.3. 
Lemma 6.2.2. Let E and vE as in the previous proposition. Then
vE(n!) ≤
(n− 1)vE(p)
p− 1
,
and vE(x
n/n!)→∞ as n→∞ for x ∈ µE,1.
Proof. The first assertion can be found in [22] IV. Lemma 6.2. For the second one
notice that
vE(x
n/n!) ≥ nvE(x) − v(n!) ≥ nvE(x)− (n− 1)
vE(p)
p− 1
= vE(x) + (n− 1)
(
vE(x) −
vE(p)
p− 1
)
.
Since we are assuming that x ∈ µE,1, i.e., vE(x) > vE(p)/(p−1), then vE(xn/n!)→
∞ as n→∞. 
Lemma 6.2.3. Let L be a d-dimensional local field containing the local field K,
g(X) = a1X+
a2
2 X
2+ · · ·+ ann X
n+ · · · and h(X) = a1X+
a2
2!X
2+ · · ·+ ann!X
n+ · · ·
with ai ∈ OK . Then g and h define, respectively, maps g : µL → µL and h : µL,1 →
µL,1 that are sequentially continuous in the Parshin topology.
Proof. We may assume L is a standard d-dimensional local field. Let V{Vi} be a
basic neighborhood of zero that we can consider to be a subgroup of L, and let
c > 0 such that PL(c) ⊂ V{Vi}. If xn ∈ µL for all n, then there exists an N1 > 0
such that vL(x
i
n/i), vL(x
i/i) > c for all i > N1 and all n; because ivL(xn)− v(i) ≥
ivL(xn)− logp(i) ≥ i− logp(i)→∞ as i→∞. On the other hand, if xn ∈ µL,1 for
all n, then there exists an N2 > 0 such that vL(x
i
n/i!), vL(x
i/i!) > c for all i > N2
and all n by Lemma 6.2.2. Then, for N = max{N1, N2}, we have
∞∑
i=N+1
ai
xin − x
i
i
,
∞∑
i=N+1
ai
xin − x
i
i!
∈ PL(c) ⊂ V{Vj}.
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Now, since multiplication is sequentially continuous and xn → x then
N∑
i=1
ai
xin − x
i
i
→ 0,
N∑
i=1
ai
xin − x
i
i!
→ 0 as n→∞
Thus for n large enough we have that
g(xn)− g(x), h(xn)− h(x) =
N∑
i=1
+
∞∑
i=N+1
∈ V{Vi}.

Remark 6.2.2. In particular, log : µL → µL, lF : µL → µL and expF = l
−1
F :
µL,1 → µL,1 are sequentially continuous.
6.3. Proofs of propositions and lemmas in section 2.
Proof of Proposition 2.1.1. To simplify the notation we will assume m = 2.
(1) Noticing that (1− a)/(1− 1/a) = −a it follows that
{a,−a} = {a, 1− a}{a, 1− 1/a}−1 = {a, 1− 1/a}−1 = {1/a, 1− 1/a} = 1
(2) This follows immedeately from the previous item
{a, b}{b, a} = {−b, b}{a, b}{b, a}{−a, a}= {−ab, b}{−ab, a}= {−ab, ab} = 1

Proof of Theorem 2.1.1 (2). LetM be a finite abelian extension of L, thus Gal(Lab/M)
is an open neighborhood ofGabL . Let xn be a convergent sequence to the zero element
of Kd(L). Since NM/L(K
top
d (M)) is a open subgroup of K
top
d (L) by Proposition
2.1.3, then
xn ∈ NM/L(K
top
d (M)) (n >> 0),
where xn is the image of xn in K
top
d (L). Thus, there exist yn ∈ Kd(M) and
βn ∈ Λm(L) such that
xn = βnNM/L(yn) (n >> 0).
From equation (11) we have that βn ∈ ∩l≥1lKd(L) which implies that ΥL(βn) is
the identity element in GabL (because G
ab
L is a profinite group). Therefore
ΥL(xn) = ΥL(NM/L(yn)) (n >> 0),
but the element on the right hand side of this equality is the identity on Gal(Lab/M)
by the second item of this Theorem. It follows that ΥL(xn) converges to the identity
element of GabL . 
Proof of Proposition 2.2.1. The first 5 properties follow from the definition of the
pairing and Theorem 2.1.1.
Let us prove property 7. Let f (n)(z) = y an take a finite Galois extension
N ⊃ M(z) over L. Let G = G(N/L) and H = G(N/M), w = [G : H ], and
V : G/G′ → H/H ′ the transfer homomorphism. Let g = ΥL(a), then by Theorem
2.1.1 we have V (ΥL(a)) = ΥM(a). The explicit computation of V at g ∈ G proceeds
as follows (cf. [20] § 3.5 ). Let {ci} be a set of representatives of for the right cosets
of H in G, i.e., G = ⊔ Hci. Then for each ci, i = 1, . . . w there exist a cj such that
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cigc
−1
j = hi ∈ H and no two cj’s are equal; this is because cig belongs to one and
only one of the right cosets Hcj . Then
V (g) =
w∏
i=1
hi.
Also, notice that since gc−1j = c
−1
i hi then
hi(z)⊖ z = c
−1
i (hi(z)⊖ z) = g(c
−1
j (z))⊖ c
−1
i (z).
So we have
(a, y)M,n = ΥM(a)(z)⊖ z = V (g)(z)⊖ z = (
w∏
i=1
hi)z ⊖ z = ⊕
w
i=1(hi(z)⊖ z)
= ⊕wi=1(g(c
−1
j (z))⊖ c
−1
i (z)) = g(⊕
w
i=1c
−1
j (z))⊖ (⊕
w
i=1c
−1
j (z)) = (a,N
F
M/L(y))L,n
the last equality being true since g = ΥL(a) and
f (n)(⊕wi=1c
−1
j (z)) = ⊕
w
i=1c
−1
j (y) = N
F
M/L(y).

Proof of Proposition 2.4.1. First, the coefficients of s are in OK because sσ = s
for every σ ∈ GK = Gal(K/K). Now, applying Lemma 6.2.1 to s and f (n),
we get s = Ps1 and f
(n) = Qf1, where P and Q is a monic polynomials and
s1, f1 ∈ OK [[X ]]∗. Since s(F (X, v)) = s(X) for all v ∈ κn, then P (v) = 0 for all
v ∈ κn and so Q =
∏
v∈κn
(X − v) divides P . This implies that s is divisible by
f (n), i.e., s = f (n)(a0 + a1X + · · · ). In particular,
s− f (n).a0 = f
(n).( a1X + · · · ).
But from s(F (X, v)) = s(X) we see that a1X + · · · must satisfy the same property
and so a1v + · · · = 0, for all v ∈ κn. Therefore this series is also divisible by f (n)
and repeating the process we get s = rg(f
(n)). Let us compute now c(rg). Taking
the logarithmic derivative on s and then multiplying by X we get
s′(X)
s(X)
X =
∑
v∈κn
g′(F (X, v))FX(X, v)X
g(F (X, v))
,
which implies
s′(0)∏
06=v∈κn
g(v)
= g′(0),
From s′ = r′g(f
(n))f (n)
′
we obtain
r′g(0) =
s′(0)
f (n)′(0)
=
c(g)
∏
06=v∈κn
g(v)
πn
.
Each g(v) is associated to v, 0 6= v ∈ κn, then
∏
06=v∈κn
g(v) is associated to∏
06=v∈κn
v, but the latter is associated to πn from the equation f = Pf1. Then
c(rg) ∈ O∗K . Finally, we will show that ({a1, . . . , ai−1, rg(x), ai+1, . . . , ad}, x) = 0.
Let L be a local field containing κn, L = L{{T1}} · · · {{Td−1}}, x ∈ F (µL) and z
such that f (n)(z) = x. Then
rg(x) =
∏
v∈κn
g(z ⊕F v) =
∏
i
NL(z)/L(g(zi)),
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where the zi are pairwise non-conjugate over L distinct roots of f (n)(X) = x, so
{a1, . . . , ai−1, rg(x), ai+1, . . . , ad} = {a1, . . . , ai−1, NL(z)/L(
∏
i
g(zi)), ai+1, . . . , ad}
= NL(z)/L({a1, . . . , ai−1,
∏
i
g(zi), ai+1, . . . , ad}),
The last equality follows from Proposition 2.1.2 (1) and (4). The result now follows
from Proposition 2.2.1. 
6.4. Proofs of Section 3.
Proof of Proposition 3.1.1. Assume first that L is the standard higher local field
L{{T1}} · · · {{Td−1}}. The proof is done by induction in d. If d = 1 the result
is known. Suppose the result is true for d ≥ 1 and let L = E{{Td}} where E =
L{{T1}} · · · {{Td−1}}.
Let φ : L → S be a sequentially continuous C-linear map and define, for each
i ∈ Z, the sequentially continuous map φi(x) = φ(xT id) for all x ∈ E. Then clearly
φi ∈ HomC(E, S) and by the induction hypothesis we know that there exists an
a−i ∈ E such that φ(xT id) = TE/S(a−ix) for all x ∈ E. Let α =
∑
aiT
i
d, we must
show that
I. min{vE(ai)} > −∞.
II. vE(a−i)→∞ as i→∞ (i.e., conditions (I) and (II) imply that α ∈ L).
III. φ(x) = TL/S(αx), ∀x ∈ L.
For any x =
∑
xiT
i ∈ L we have, by the sequential continuity of φ that
(61) φ(x) =
∑
i∈Z
φ(xiT
i
d) =
∑
i∈Z
TE/S(a−ixi).
Suppose (I) was not true, then there exist a subsequence {ank} such that vE(ank)→
−∞ as nk →∞ or as nk → −∞. In the first case we take an x =
∑
xiT
i
d ∈ L such
that xi is equal to 1/ank if i = −nk and 0 if i 6= −nk. So a−ixi=1 if i = −nk and
0 if i 6= −nk. Then the sum on the right of (61) would not converge. In the second
case we take xi to be equal to 1/ank if i = −nk and 0 if i 6= −nk. So a−ixi = 1 if
i = −nk and 0 if i 6= −nk and again the sum on the right would not converge.
Suppose (II) was not true. Then vL(ank) < M for some positive integer M and
a of negative integers nk → −∞. Then take x =
∑
xiT
i
d ∈ L such that xi is equal
to 1/ank for i = −nk and 0 for i 6= −nk. So a−ixi = 1 if i = −nk and 0 if i 6= −nk
and the sum on the right of (61) would not converge.
Finally, (III) follows by noticing that by (I) and (II) the sum
∑
i∈Z a−ixi con-
verges and ∑
i∈Z
TrL/S(a−ixi) = TrL/S(
∑
i∈Z
a−ixi) = TL/S(xα).
Assume now that L is an arbitrary d-dimensional local field. Then let L(0) be
the standard local field from Section 1.3. Since L/L(0) is a finite extension, then
TrL/L0 induces a pairing L×L →L(0) . From this and the first part of the proof the
result now follows. 
Proof of equation (19). By induction on d. For d = 1 this is proven in [14] §4.1.
Suppose it is true for d ≥ 1, and let L = Ed{{Td}}, whereEd = L{{T1}} · · · {{Td−1}}.
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If x =
∑
i∈Z xiT
i
d ∈ RL,1, then since µEd,1 ⊂ µL,1 we have that also µEd,1T
−i
d ⊂ µL,1
and
TL/S(x µEd,1T
−i
d ) ⊂ C,
which implies TEd/S(xiµEd,1) ⊂ C, since TL/S = TEd/S ◦ cL/Ed . By induction
hypothesis we have vEd(xi) ≥ −vL(D(L/S)) − ⌊vL(p)/(p− 1)⌋ − 1 for all i ∈ Z,
therefore
vL(x) = min vEd(xi) ≥ −vL(D(L/S))− ⌊vL(p)/(p− 1)⌋ − 1.
Conversely, if vL(x) = min vEd(xi) ≥ −vL(D(L/S)) − ⌊vL(p)/(p− 1)⌋ − 1, then
vEd(xi) ≥ −vL(D(L/S))−⌊vL(p)/(p− 1)⌋−1 for all i ∈ Z. Then, by the induction
hypothesis TEd/S(xiµEd,1) ⊂ C for all i ∈ Z, and therefore
TL/S(xµL,1) =
∑
i∈Z
TL/S(xiT
i
d µL,1) =
∑
i∈Z
TEd/S(xi µEd,1) ⊂ C.
Thus, identity (19) holds for standard local fields L{{T1}} · · · {{Td−1}}. In the
general case of an arbitrary d-dimensional local field L, it is enough to consider the
finite extension L(0) from Section 1.3. 
Proof of Proposition 3.3.2. (1) From the identity TM/S = TL/S ◦ TrM/L and
the fact that µL,1 ⊂ µM,1 we obtain
TL/S(TrM/L(RM,1)µL,1) = TL/S(TrM/L(RM,1µL,1)) ⊂ TM/S(RM,1µM,1) ⊂ C,
from which follows that TrM/L(RM,1) ⊂ RL,1. Now by Proposition 2.2.1
(4) we have, for b ∈ Kd(M) and x ∈ F (µL,1), that
(NM/L(b), x)L,n = (b, x)M,n = TM/S(ψ
i
M,m(b)l(x)) = TL/S(TrM/L(ψ
i
M,m(b))l(x)).
It follows from Proposition 3.3.1 that
ψiL,m(NM/L(b)) = TrM/L(ψ
i
M,m(b)).
(2) This is proved in a similar fashion to the previous property but this time
using Proposition 2.2.1 (7).
(3) This follows from Proposition 3.3.1 and Proposition 2.2.1 (5). Indeed, since
ein = f
(m−n)(eim) and (a, x)n = (a, f
(m−n)(x))m we get
πm−n(a, x)in = (a, f
(m−n)(x))im (mod π
mC)
That is
πm−n TL/S(ψ
i
L,n(a) lF (x)) =TL/S(ψ
i
L,m(a) lF (f
(m−n)(x)))
=πm−n TL/S(ψ
i
L,m(a) lF (x)) (mod π
mC)
Upon dividing by πm−n the result follows.
(4) This property follows from Proposition 2.2.1 (8) and lF˜ (t) = t
′(0)lF .

Proof of Lemma 3.5.1. For a d-dimensional local field L, let L(0) be as in Section
1.3. Since L and L(0) have the same residue field, it is enough to prove the result
for a standard higher local field. Thus we assume L is standard and proceed by
induction on d. For d = 1, the result follows since kL is perfect. Suppose it is proved
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for R = OLd , where Ld = L{{T1}} . . . {{Td−1}}. Let L = Ld{{Td}} and x ∈ OL.
Then x ≡
∑
j≥m ajT
j
d (mod πL), aj ∈ R. Thus, by the induction hypotheses
x ≡
∑
0≤id<pn
T idd

 ∑
m≤id+kpn
aid+kpnT
kpn
d

 (mod πL)
≡
∑
0≤id<pn
T idd

 ∑
m≤id+kpn

 ∑
0≤i1,...,id−1<pn
γp
n
i1,...,id−1,id;k
T i11 · · ·T
id−1
d−1

T kpnd

 (mod πL)
≡
∑
0≤id<pn
T i11 · · ·T
id−1
d−1 T
id
d

∑
k

 ∑
0≤i1,...,id−1<pn
γp
n
i1,...,id−1,id;k
T kp
n
d



 (mod πL)
≡
∑
0≤i1,...,id<pn
γp
n
i1,...,id
T i11 · · ·T
id
d (mod πL)
where γi1,...,id =
∑
k γi1,...,id−1,id;k T
k
d and regrouping terms is valid since the se-
ries are absolutely convergent in the Parshin topology. Also by noticing that the
congruence ∑
c≤k b
pn
k T
kpn ≡
(∑
c≤k bkT
k
d
)pn
(mod πL),
holds in kLd−1((Td)), where kLd−1 is the residue field of Ld−1.

Proof of Corollary 3.5.3. This follows from Proposition 3.5.4 and Proposition 3.5.1
(3). Indeed, let us illustrate the proof in the case d = 2, i.e., L is a 2-dimensional
local field with a systems of local uniformizers T1 and T2 = πL. To simplify the
notation we will denote DiL,n by D. From Proposition 3.5.4 we have
D(η1(T1, T2), η2(T1, T2)) =
∂η1
∂X1
∂η2
∂X1
∣∣∣∣Xi=Ti,
i=1,2
D(T1, T1) +
∂η1
∂X1
∂η2
∂X2
∣∣∣∣Xi=Ti,
i=1,2
D(T1, T2)
+
∂η1
∂X2
∂η2
∂X1
∣∣∣∣Xi=Ti,
i=1,2
D(T2, T1) +
∂η1
∂X2
∂η2
∂X2
∣∣∣∣Xi=Ti,
i=1,2
D(T2, T2)
(62)
But D(T1, T1) = D(T2, T2) = 0, D(T2, T1) = −D(T1, T2) from Proposition 3.5.1
(3), therefore
D(η1(T1, T2), η2(T1, T2)) =
(
∂η1
∂X1
∂η2
∂X2
−
∂η1
∂X2
∂η2
∂X1
) ∣∣∣∣Xi=Ti,
i=1,2
D(T2, T1)).(63)
The corollary follows. 
6.5. Proofs of Section 4.
Proof of Proposition 4.1.1. To simplify the notation let us denote ΩˆOK (OL) by Ωˆ,
where Ω = ΩOK (OL). We will start by showing that Ω/π
n
LΩ is generated by dπL
and dT1, . . . , dTd−1 for all n.
Let x ∈ OL, then by corollary 3.5.2, we have that
x =
∞∑
k=0

 ∑
0≤i1,...,id−1<pn
γp
n
i,k T
i1
1 · · ·T
id−1
d−1 π
k
L

 .
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Therefore, in Ω/pnΩ, we can consider the truncated sum
m∑
k=0

 ∑
0≤i1,...,id−1<pn
γp
n
i,k T
i1
1 · · ·T
id−1
d−1 π
k
L

 ,
wherem is such that pn|πm+1L . Thus, dx is generated by dπL and d Ti, i = 1, . . . , d−
1 in Ω/pnΩ.
We will assume the notation of Section 4.1.1 and let Td = πL. Let bi =
∂p
∂Ti
(πL),
i = 1, . . . , d, and let D be the ideal of OL such that
(64) vL(D) = min
1≤i≤d
{vL(bi)}.
Without loss of generality we may assume that vL(bd) = min1≤i≤d{vL(bi)}, and
then we define
w =
b1
bd
dT1 + . . .
bd−1
bd
d Td−1 + d Td ∈ Ω.
It is clear that Dw = 0 and also that dT1 . . . , dTd−1, w generate Ω/p
nΩ for all n.
We will show now that
(65)
Ω
πnLΩ
≃
OL
πnOL
⊕ · · · ⊕
OL
πnOL
⊕
OL
πnOL +DOL
for all n ≥ 1. These isomorphisms are compatible: ≃n+1≡≃n (mod pn), then we
can take the projective limit lim←− to obtain the result. This will imply in particular
that D is the annihilator ideal of the torsion part of ΩˆOK (OL), i.e., D(L/K) = D.
In order to construct the isomorphism (65) we consider the derivations Dk :
ØL → OL for k = 1, . . . , d− 1 and Dd : OL → OL/D as follows
Di(g(πL)) =
∂g
∂Ti
(πL)−
bi
bd
∂g
∂Td
(πL) i = 1, . . . , d− 1
and
Dd(g(πL)) =
∂g
∂Td
(πL)
for g(x) ∈ OL(0) [X ]. It is clear from the very definition that these are well-defined
derivations which are independent of the choice of g(x). Define the map
∂ : OL −→
OL
pnOL
⊕
OL
pnOL
⊕ · · · ⊕
OL
pnOL +DOL
by
a→ (D1(a), . . . , Dd(a))
where Dk is the reduction of Dk. This is a well-defined derivation of OL over OK
and by the universality of Ω, this induces a homomorphism of OL-modules
∂ :
Ω
pnΩ
−→
OL
pnOL
⊕ · · · ⊕
OL
pnOL +DOL
.
Let us show that ∂ is an isomorphism. Indeed, it is clearly surjective since for
(a0, . . . , ad−1) ∈ OL ⊕ · · · ⊕ OL ⊕ (OL/D(L/K)OL) we have that
∂(a1dT1 + · · ·+ ad−1dTd−1 + adw) = (a1, . . . , ad).
since
Dk(w) =
{
1, k = d,
0, 1 ≤ k ≤ d− 1,
Dk(dTi) =
{
0, k 6= i,
1, k = i 6= d,
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Also, ∂ is injective for if a = a1dT1 + · · ·ad−1dTd−1 + adw ∈ Ω/pnΩ is such that
∂(a) = 0, then Dk(a) = ak = 0 in OL/pnOL, for 1 ≤ k ≤ d−1, and Dd(a) = ad = 0
(mod pnOL + DOL). But then adw = 0, since Dw = 0, and therefore a = 0
mod pnΩ. This concludes the proof.
Notice that if L is the standard higher local field L{{T1}} · · · {{Td−1}}, then we
take as a system of uniformizers T1, . . . , Td−1 and πL, and in this case bi = 0 for
i = 1, . . . , d − 1, form which the second claim in the statement of the proposition
follows.

6.6. Proofs of Section 5.
Proof of Remark 5.1.1. Let k = m−n. Then f (k)′ is divisible by πk, which implies
that every term aiX
i of the series f (k) satisfies v(ai) + v(i) ≥ k/̺. If v(ai) >
1/(p − 1) then there is nothing to prove. If on the other hand v(ai) ≤ 1/(p − 1)
then v(i) ≥ k/̺− 1/(p− 1). In this case
v(xi) ≥
i
vL(p)
≥
p
k
̺−
1
p−1
vL(p)
>
1
p− 1
for all x ∈ µL, since k/̺− 1/(p− 1) > logp(vL(p)/(p− 1)). Then
v(f (k)(x)) >
1
p− 1
for all x ∈ µL. 
Proof of Proposition 5.2.2. We begin by taking a representative λi,j of cβ:i,j in
RKt,1. We have to show that
(66) λi,j ∈ ajR
′
Kt,1 +
(
πk
πt
)
R′Kt,1.
Let M ⊃ Kt, πM and πt uniformizers for M and Kt, respectively, and M =
M{{T1}} · · · {{Td−1}}, Kt = Kt{{T1}} · · · {{Td−1}}. Let b ∈ OM such that dπt =
bdπM ; this exist by Proposition 4.1.3. Then D(M/Kt) = bOM . Set βj = baj ∈ OM .
Clearly, dejt = βjdπM . By Proposition 5.1.1,
DiM,k : O
d
M → RM,1/(π
k/πM )RM,1
is a d-dimensional derivation overOK , which together with Proposition 5.2.1 implies
r′(ejt ) βj D
i
M,k(T1, . . . , Td−1, πM ) = D
i
M,k(T1, . . . , Td−1, r(e
j
t ))
= −r′(ejt ) T1 · · ·Td−1
cβ:i,j
l′(ejt )
(mod (πk/πM )RM,1).
Recall that cβ:i,j is the image of cβ:i,j under the mapRKt,1/π
kRKt,1 → RM,1/π
kRM,1;
RKt,1 ⊂ RM,1. This identity implies
(67) λi,j ∈ βjRM,1 +
(
πk
πM
)
RM,1.
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Then
vM(λi,j) ≥ min{ vM(βjRM,1) , vM
(
(πk/πM )RM,1
)
}
≥ min
{
vM(βj)− vM(D(M/S))−
e(M)
p− 1
− 1 ,
vM(
πk
πM
)− vM(D(M/S))−
e(M)
p− 1
− 1
}
We will further assume that M is the local field obtained by adjoining to Kt
the roots of the Eisenstein polynomial Xn − πt, (n, p) = 1. Then e(M/Qp) =
n e(Kt/Qp) and D(M/Kt) = nπ
n−1
M = πt/πM .
vM(λi,j) ≥ min{ vM(aj)− vM(D(Kt/S))−
e(M)
p− 1
− 1 ,
vM(
πk
πt
)− vM(D(Kt/S))−
e(M)
p− 1
− 1 }
Dividing everything by e(M/Kt) = n and noticing that vM(x) = e(M/Kt)vKt(x)
for x ∈ Kt we obtain
vKt(λi,j) ≥ min{ vKt(aj)− vKt(D(Kt/S))−
e(Kt)
p− 1
−
1
n
,
vKt(
πk
πKt
)− vKt(D(Kt/S))−
e(Kt)
p− 1
−
1
n
}
Letting n→∞ we obtain
vKt(λi,j) ≥ min
{
vKt(aj)− vKt(D(Kt/S))− e(Kt)/(p− 1),
vKt(π
k/πt)− vKt(D(Kt/S))− e(Kt)/(p− 1)
}
which implies (66). 
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