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For several problems, restricting attention to special classes of graphs has yielded 
better algorithms. In particular, restricting to planar graphs yields efficient parallel 
algorithms for several graph problems. In this paper we extend these algorithms to 
K,,,-free graphs, showing that the restriction of planarity is not important. The 
three problems dealt with are: graph coloring, depth first search, and maximal 
independent sets. As a corollary we show that K,,, -free graphs are tive colorable 
(this bound is tight). (cl 1990 Academic Press, Inc. 
1. INTRODUCTION 
For several graph-theoretic problems, solutions are known only for 
special classes of graphs and not for general graphs. For example, it is an 
open question if finding a depth first search tree (from now on referred to 
as DFS) for general graphs is in the complexity class NC (the class of 
problems which can be solved in polylog time with polynomially many 
processors). However, an NC algorithm is known for the case of planar 
graphs (He and Yesha, 1988). A parallel algorithm has been developed for 
DFS on general graphs (Aggarwal and Anderson, 1987) using randomiza- 
tion, showing the problem to be in the class Random NC. 
A natural question is: is planarity fundamentally important in getting 
fast parallel algorithms for these problems? Planar graphs have been 
characterized by Kuratowski’s theorem in terms of the forbidden 
homeomorphs K, and K,.,. We give a negative answer to the above 
question by extending several planar graph NC algorithms to K,,,-free 
graphs (i.e., graphs not containing any subgraph homeomorphic to K,,,). 
The problem of coloring a graph has attracted a lot of attention and 
study. The problem is defined as follows: given a graph G( V, E), obtain a 
k-coloring for the graph (where k is an integer) such that each node is 
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assigned a color and no two adjacent nodes have the same color. No more 
than k colors should be used. In particular find a function f: V-t 
{ 1, 2, . . . . k} such that f(u) #f(o) whenever (u, o) E E. 
It has been shown by Goldberg, Plotkin, and Shannon (1987) how to 
five color a planar graph in parallel. Using their algorithm we develop a 
live coloring NC algorithm for K,,, -free graphs. Our algorithm runs in time 
O(log2 n) and uses O(n) processors. The sequential complexity of our 
algorithm is O(n). As a corollary we show that K,.,-free graphs are live 
colorable (this bound is tight since K, requires exactly live colors). The 
corresponding tight bound for coloring planar graphs was an open 
problem for many years until it was proven in Appel and Haken (1977) by 
a complicated case analysis that every planar graph is four colorable. Notice 
the relative ease of proving the tight bound for K,$,-free graphs, The four 
coloring of a planar graph can be obtained by a polynomial time algorithm 
(implied by the proof in Appel and Haken, 1977) although it is an open 
question if this four coloring can be obtained in NC. 
We also show how to find a maximal independent set in K, ,-free graphs. 
Luby’s algorithm for MIS takes O(log’n) time but uses O(n’) processors. 
For planar graphs it has been shown in He (1987) that only O(n) 
processors are sufficient to achieve the same running time. We develop a 
MIS algorithm for K,,,-free graphs. Our algorithm runs in O(log’ n) time 
using O(n) processors. 
Smith (1986) discovered a deterministic NC algorithm to find a DFS 
tree in planar graphs in O(log3 n) time using O(n’) processors. The result 
was improved by He and Yesha (1988) to show that for planar graphs, the 
problem can be solved in O(log’ n) time by using only O(n) processors. 
The main idea of the algorithm lies in obtaining a separating cycle in the 
planar graph using Miller’s (1986) algorithm. In this paper it is shown how 
to decompose K,,,-free graphs by finding a separating cycle in them. Using 
this separating cycle and ideas from He and Yesha (1988) it is relatively 
easy to construct a DFS tree in the graph. The algorithm takes O(log3 n) 
time and uses O(n) processors. 
Our algorithms are based on a special characterization of K,,,-free 
graphs obtained by Vazirani (1989). This decomposition was used in op. 
cit. to show that the problem of counting the number of perfect matchings 
in K,,,-free graphs is in NC. 
The model of computation assumed is the CRCW (concurrent read 
concurrent write) PRAM model. The model consists of a number of 
identical processors and a common globally shared memory. In each time 
unit, a processor can read from a memory cell, perform an arithmetic or 
logical computation and write into a memory cell. Both concurrent reads 
and concurrent writes into the same memory cell by different processors 
are permitted. If a write conflict occurs, an arbitrary processor succeeds. 
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2. TERMINOLOGY AND BACKGROUND 
Let G( V, E) denote a simple undirected graph. Let c, denote the color 
of vertex u. A legal coloring of the graph is an assignment of colors to the 
vertices such that no two adjacent vertices have the same color. A set of 
vertices Z, is said to be independent if no two of them are adjacent. Let 
N(u) denote the set of vertices adjacent to vertex v. Let {a, 6) be a pair of 
vertices in a biconnected simple graph G. Suppose the edges of G are 
divided into equivalence classes E,, . . . . E, such that two edges which lie on 
a common path not containing any vertex of (a, 6) except as an endpoint 
are in the same class. The classes Ei are called the separation classes of G 
with respect to {a, b}. If there are at least two separation classes, then 
{a, b} is a separation pair of G unless there are exactly two separation 
classes, and one class consists of a single edge. 
If G is biconnected such that no pair {a, b} is a separation pair of G, 
then G is triconnected. Let {a, 6) be a separation pair of G. Let the separa- 
tion classes of G with respect to {a, 6) be E,, . . . . E,. Let E’= lJk=, Ei and 
E”= LJ;=k+l Ei be such that IE’I 3 2, IE”I 3 2. Let G, = (V(E’), E’u 
{kb)}), G*=(V(E”),E”u{(a,b)}). 
The graphs G, and Gz are called the split graphs of G with respect to 
(a, b}. Replacing a graph G by two split graphs is called splitting G. A new 
edge (a, 6) called a virtual edge is added in the split components if such an 
edge (a, b) is not already present in the graph G. Suppose G is split, the 
split graphs are split, and so on, until no more splits are possible (each 
remaining graph is triconnected). The graphs constructed in this way are 
called the split components of G. 
A planar embedding of a planar graph G is a drawing of G in the plane 
such that no two edges intersect with each other in the drawing. A span- 
ning tree T is a depth first spanning tree if and only if all edges which are 
not edges in T are between a pair of nodes, one of which is an ancestor of 
the other in the tree (assuming the tree has been rooted at a particular 
vertex). 
NCk is defined to be the class of problems which can be solved in 
O(logk n) time using polynomially many processors. 
3. DECOMPOSITION OF K,,,-FREE GRAPHS 
The heart of the parallel algorithms lie in a special decomposition of 
K,,,-free graphs. This decomposition is made possible by a theorem due to 
Vazirani (1989), which is based on the following lemma due to Hall (1943) 
(see also Asano, 1985). 
64384, l-2 
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LEMMA 1 (Hall). Each triconnected component of a K,,,-free graph is 
either planar or exactly the graph K,. 
Let G be a K,,,-free graph. First decompose G into triconnected com- 
ponents. Then keep merging two planar components if they share a pair of 
vertices. The components obtained in the end will either be planar pieces 
or K,‘s (the graph obtained by merging two planar components is planar). 
We call these components pieces. In Vazirani (1989) it is shown that the 
pieces are invariants of the graph and do not depend on the order in which 
these components are merged. Pairs of vertices shared by two or more 
pieces are called connecting pairs. Two connecting pairs have at most one 
vertex in common. Each connecting pair is also a separating pair. 
THEOREM 1 (Vazirani ). There is a unique decomposition of a K,,,-free 
graph into pieces. Let P be the set of pieces and C the set of connecting pairs 
of such a decomposition. Construct a new graph H on the vertex set P v C. 
If a connecting pair c is contained in a piece p then there is an edge (p, c) 
in H. The graph H is a tree. 
Root the tree H at a K, piece and call the root T,. Now we define the 
decomposition tree T (also called a tree of pieces) as having its vertex set 
P. We put an edge from P, to P, if in the rooted tree H, P, and P, share 
a connecting pair c, with P, being an ancestor of PI. 
We can assume that G is biconnected since if not, we can find the bicon- 
netted components and solve the problem for each biconnected component 
independently. Then it is an easy task to put the solutions together using 
similar ideas to the ones presented in this paper. 
4. THE COLORING ALGORITHM 
The first step in the algorithm is to obtain the decomposition of the 
graph into its triconnected components. This can be easily done by using 
the parallel algorithm of Miller and Ramachandran (1987). The com- 
ponents can be checked for planarity using the algorithm in Klein and Reif 
(1986) and the planar and K, pieces can thus be identified. Each piece in 
the tree can now be colored independently in parallel. 
The planar pieces are colored by using the algorithm in (Goldberg et al., 
1987) and the K, pieces are colored by giving each vertex a different color. 
The colors are assumed to be drawn from the set { 1,2,3,4, 5) and each 
vertex is given a color c,. The next step is to “put” these colors together. 
Each piece in the tree T, has a unique path from the root T, (KS piece). 
Each piece may have several connecting pairs incident on it, but only one 
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connecting pair separates it from its parent piece in the tree. Call this con- 
necting pair the parent connecting pair. Each piece (except for the root T,) 
has a unique parent connecting pair. We first describe the sequential 
algorithm to “put” the colors together and then show how it can be 
parallelized. 
DEFINITION 1 (cflip(c,, U, H)). The color-flip operation (cflip) ex- 
changes the colors of vertices colored c, with the vertices colored c, in the 
piece H. 
DEFINITION 2 (Cmatch(H,, H,)). If H, and Hz are two pieces sharing 
a parent connecting pair (u, u) (H, being the parent of H, in the tree T 
rooted at T,). In H, the colors of u and u are CL and CL. In H, the colors 
are c, and c,. Cmatch does the following two operations in sequence: 
cflip(cl, U, H,); cflip(c:, v, H,). 
The operation ensures that the new colors of u and v in H, are CL and 
cb. Thus the piece H, u Hz maintains a proper graph coloring. 
LEMMA 2. If a graph G has a valid coloring, performing a cflip (c, u, G) 
maintains the graph coloring as a valid one. 
Proof Consider any two vertices v, and V~ such that (v,, v?) E E. Now 
there are various cases to consider: 
(i) cflip did not change the color of vi or u2 since c,, # co2 initially, 
after the cflip c,i # c,~. 
(ii) color of vi changed if c,, was initially c (case for c, is identical), 
then co2 # c. If co2 = c, then the new colors of u, and u2 are c, and c, respec- 
tively. 
(iii) both colors changed if both have the same new colors, then both 
must have had the same old colors (c or c,) which is not possible. 1 
The next step is to “match” the colors of all the pieces. We use the fact 
that the decomposition of G has a tree structure (on the pieces). Direct all 
the edges away from the root T,. If H, + p and p + H, are the two edges 
in the directed tree (p is a connecting pair (u, v)), then the piece H, is a 
“son” of the piece H,. In order to match the colors of the two pieces we 
do a Cmatch( H, , Hz) operation. This causes a change in the colors of piece 
Hz. The piece H, u H, now has a valid coloring. This change of colors will 
also be carried over to all the descendents of H, by doing Cmatch(H,, H,J 
operations when H, is a child of H,. We can thus piece the entire graph 
back together from its decomposition, ensuring that the coloring remains 
a valid one. 
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Thus T, fixes its color and the rest of the pieces adjust their’colors level 
by level in the tree T. This is the sequential algorithm for obtaining a live 
coloring for G. 
Now we show how to parallelize the color matchings between pieces 
which was done level by level on the tree T in the sequential algorithm. 
Note that, on a graph G the cflip operation can be done in constant time 
on a PRAM by using only O(n) processors with one processor for each 
vertex. Thus the Cmatch operation can also be done in constant time in 
parallel. 
In the rooted tree T, the new colors of each piece T, are determined by 
the colors of the pieces on the unique path from T, to the root T,. After 
rooting the tree at T,, assign a level to each node T,, 
level( T,) = 
1 if T, = T, 
1 + level(parent( Ti)), otherwise. 
The depth of the tree T is defined to be Max(level( T,)) over all nodes Ti 
of the tree T. Let OddT= ( Ti 1 level( Ti) is odd}. OddT is essentially the set 
of pieces having an odd level in the tree T. Now for each Tin OddT and 
T, E Children( Ti) do a Cmatch( T,, T,) operation. This takes constant time 
using O(n) processors. Now merge all the Tj E Children( T,) pieces with T,. 
Thus all the nodes at an even level in the tree are merged with their 
parent nodes, to yield a new tree T’ from T’(T). Obviously depth( T’) = 
rdepth(T0)/21. The Cmatch ensures that when a node and all of its 
children get merged, the colors of the children are appropriately flipped to 
achieve a valid coloring for the new merged piece Tiu Children(T,) 
( Ti E OddT). Now perform the above Cmatch and merging step on the new 
decomposition tree T’ to get tree T2. In O(log n) steps the entire tree T, 
will be reduced to a single node with a valid coloring. Thus the entire 
graph can be colored in O(log n) time once all the planar pieces have been 
colored. 
Summarizing the steps of the algorithm: 
(1) Obtain the triconnected components of G and from this obtain 
the decomposition tree T, after merging adjacent planar pieces. 
(2) Root the tree at an arbitrary K, piece and direct all edges 
towards their parents in the rooted tree. 
(3) Color each planar and K, piece independently. 
(4) Using Cmatch operations between appropriate pieces of the 
decomposition tree all the colors of the individual pieces are put together 
to obtain a valid coloring for the entire graph. 
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Analyses 
Analysis for the parallel algorithm. The algorithm of Miller and 
Ramachandran (1987), takes O(log* n) time and O(n) processors. Planarity 
checking takes time O(log’ n) and O(n) processors using the algorithm by 
Klein and Reif (1986). The coloring algorithm (Goldberg et al., 1987) takes 
O(log n log* n) time and O(n) processors. 
Finding the decomposition tree of pieces and obtaining the rooted tree 
of pieces can be done in O(log n) time using only O(n) processors by the 
Euler tour technique. The parities of the nodes in the decomposition tree 
can be computed by a standard pointer jumping technique. Matching up 
all the colors can easily be done in O(log n) time with O(n) processors. 
Thus the entire parallel algorithm runs in O(log’n) time with O(n) 
processors. 
Analysis for the sequential algorithm. If we use the algorithm of Chiba, 
Nishizeki, and Saito (1981) to color all the planar pieces of the decomposi- 
tion tree T we can achieve a running time of O(n). Since the triconnected 
components can be obtained in O(n) time by using the algorithm in 
(Hopcroft and Tarjan, 1973) and planarity testing can also be done in O(n) 
time using (Hopcroft and Tarjan, 1974). Obtaining the tree of pieces and 
rooting it is a relatively easy task and takes no more that O(n) time. 
Performing the color matchings level by level in the tree also takes O(n) 
time. Thus a five coloring of a K,,,- free graph can be obtained in O(n) 
time. 
We have therefore proved the following: 
THEOREM 2. Every K,,,-free graph is five colorable and there is an NC2 
algorithm to obtain the five coloring using only O(n) processors. 
Remark. It should be noted that the bound of five colors is tight, since 
K, is a K,,-free graph which needs exactly live colors for a valid coloring. 
5. DEPTH FIRST SEARCH 
Let C be a simple cycle in a graph G. Removal of the vertices on the 
cycle C, decomposes the graph into connected components. If no connected 
component of the graph contains more than fn vertices, C is called a 
separating cycle of G. The DFS algorithm for planar graphs in (He and 
Yesha, 1988) relies on the fact that all planar graphs have a separating 
cycle with can be obtained very fast in parallel as shown in (Miller, 1986). 
In fact Miller showed that a separating cycle of size O(G) always exists 
and can be obtained in NC. To solve the DFS problem the length of the 
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cycle is not important, allowing us to construct a cycle of arbitrary length 
more efficiently. The separating cycle allows us to decompose the graph 
and find a DFS tree on the smaller pieces recursively as shown in (He and 
Yesha, 1988). To find the DFS tree of G rooted at vertex r, we obtain a 
separating cycle C for the graph. Now find a path P,, from r to any node 
x on C such that no other vertex of C is on P,,. Let y be one of the 
neighbours of x on C. Consider a path P,,. from Y to y going through x and 
all around the cycle C. Suppose G - P,,: is the union of connected com- 
ponents (Gi}. Let e be an edge of G. We call e a touching edge of Gi if one 
end vertex of e is in P,,. and the other end is in G;. A touching edge of Gi 
is called an essential touching edge if there does not exist another touching 
edge e’ of Gj which touches P,,. at a point further (in P,,) from r than the 
point at which e touches P,,.. Let e, be an essential touching edge (if there 
are many such, pick one) of Gj and let xi be the end vertex of e, in Gi. 
Suppose Ti is the DFS tree of Gi rooted at -xi. It is shown in (Smith, 1986) 
that the union of P,,., {e,} and { Ti) forms a DFS tree for the graph G. 
Here we show that all K,,,-free graphs have a separating cycle which can 
be found in parallel, allowing us to find a DFS tree on K,,,-free graphs in 
parallel. 
To show how to construct the separating cycle in the K,.,-free graph in 
parallel we first state the following lemma. 
LEMMA 3. Let T be a tree and each node vie T have a nonnegative 
weight wi. Define W=Cc,ET w,. Then there exists a vertex v in T, such that 
every connected component of T- v has total weight < 3 W. v is called a 
separating vertex for the tree. 
Proof See Mehlhorn (1984). 1 
THEOREM 3. Every K,,,-free graph has a separating cycle which can be 
obtained in NC2 using only O(n) processors. 
Proof Consider the decomposition tree T of the graph G. To each node 
Ti, assign a weight u’, = number of vertices in Ti. Now using the above 
lemma find the separating vertex for the decomposition tree. Call this piece 
(vertex in tree T)T,. We need to find a cycle within the piece T, whose 
removal breaks up the graph into connected components each of which is 
no larger than $n. Note that, we may not be able to disconnect all the 
triconnected components hanging off from the piece T,. The only com- 
ponents which get disconnected are the ones which have their connecting 
pairs on the cycle, the others get into one of two groups: Interior group 
and Exterior group. The triconnected components in each group may 
remain connected to one another. We need to consider two cases: 
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(i) T, is a KS piece. Choose C to be the cycle consisting of all the five 
vertices in the K, piece. Some of the edges (a, b) on the cycle may be 
virtual edges, with a piece hanging off from the connecting pair (a, b). In 
which case we can find a path from a to b in the piece hanging off and 
splice it into the cycle C, replacing the virtual edge (a, b). Each connected 
component formed is a subgraph of the connected component corre- 
sponding to the connected component formed in the tree T on removal of 
the vertex T,. Since Tp was a separating vertex each connected component 
has fewer than $r vertices. 
(ii) T, is a planar piece. Consider every connecting pair (u, u) in T,. 
Removal of (u, v) from the graph yields at least two connected components. 
Define nuv to be n - nTp, where nTp is the number of vertices in the con- 
nected component containing T,. We now construct a new graph Ti from 
the piece T, by introducing nuu new nodes on the virtual edge (u, v) in T,. 
The total number of vertices in T; is still n. Introduction of the new vertices 
on the virtual edges of T, preserves planarity of T, and hence the graph TL 
is planar. In the planar graph T; we find a separating cycle C’ (using 
Miller’s parallel algorithm). We now show how to convert the separating 
cycle C’ in T; to a separating cycle in G. Each group of nodes added on 
an edge will either be removed (being on the cycle), belong to the Interior 
group of the Exterior group. 
When the new group of nodes added on the virtual edge are on the cycle 
C’, we delete all the nodes on the virtual edge from the cycle (including all 
the virtual nodes) and find a path in the component hanging off from the 
connecting pair (u, a) to splice into the cycle. This yields more connected 
components on deletion of the vertices on the path (each of which is 
bounded in size by $). The cycle may not contain as many vertices as 
before since we deleted n,, vertices, and may have added fewer vertices 
when splicing with a path. All these components are bounded in size by $ 
since T, was a separating vertex in the tree T. 
The sizes of the Interior and Exterior groups in the graph TL was 
bounded by $z and the sizes of these connected components does not 
change. The separating cycle in this graph ensures that the sizes of the 
connected components in the Interior and Exterior groups are bounded 
by fn. 
The decomposition tree can be obtained in time O(log’ n) with O(n) pro- 
cessors (shown in the analysis for five coloring). Using the Euler tour 
algorithm we can root the tree in the same time using only a linear number 
of processors. To compute the separating vertex of the tree we use the 
RAKE and COMPRESS operations in Miller and Reif (1985). These 
operations allow us to propogate information very easily from the leaf 
nodes to the root of the tree. Using these two operations we can compute 
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the sizes of the connected components formed when a vertex’is removed 
from the tree (this can be done in O(log n) time using only O(n) processors 
for all the vertices in the tree). Once the sizes of the components formed are 
known, it is easy to identify (in parallel) a separating vertex. If the separat- 
ing vertex is a K, piece, then we can trivially identify a live cycle, replace 
the virtual edges by splicing in paths (which can be found in O(log n) time 
with O(n) processors as in He and Yesha, 1988). If the piece is planar we 
find a separating cycle using Miller’s ( 1986) algorithm, which takes time 
O(log n) and O(n) processors if we do not care about the length of the 
separating cycle. Thus the separating cycle for the K,,,-free graph can be 
obtained in O(log* n) time using only O(n) processors. 1 
Obtaining the DFS tree for the graph by using this separating cycle adds 
a factor of O(log n) to the running time since we need to solve the problem 
recursively on smaller subgraphs, yielding a running time of O(log3 n) 
using O(n) processors. 
We have therefore proved 
THEOREM 4. The depth first spanning tree problem for K,,,-free graphs is 
in NC3 and uses only O(n) processors. 
6. MAXIMAL INDEPENDENT SETS 
The construction of a MIS in K,,,-free graphs relies on first obtaining 
the decomposition tree of the graph (as obtained for coloring). The 
essential idea is to find maximal independent sets for each piece and then 
combine these sets together to produce a MIS for the entire graph. The 
difficulty arises in handling cases when the vertices of a connecting pair 
(which may belong to many pieces) are in the MISS for some of the pieces 
and not in the MISS for the others. As before, root the decomposition tree 
at some vertex T,. Each piece has a parent connecting pair (u, 0). There are 
four possibilities : 
(1) u and u are in the MIS (only if they do not have a real edge) 
(2) u is in the MIS and u is not 
(3) u is in the MIS and u is not 
(4) both u and u are not in the MIS 
Essentially we need to construct four MISS for each piece, one for each of 
the above cases (this is done by forcing the vertices either into the set or 
out of it, then constructing a MIS on the rest of the piece). Call the MISS 
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corresponding to each of the above cases A, B, C, D, respectively. A K, 
piece is a constant sized piece and we can easily construct a MIS for it 
considering only the real edges. For constructing a MIS on the planar piece 
use the algorithm by He (to appear). 
Now consider the following tree of macro nodes. Each macro node 
denotes a piece in the decomposition of the graph. Each macronode Ti con- 
tains four nodes in it, namely Tf, Tf, Tc, Tp. Each node within a macro- 
node denotes a MIS for the corresponding piece. Let X, YE {A, B, C, D}. 
In the tree, we put an edge (directed) from Tf to T,!’ if Ti is the parent of 
T, in the macro node tree and the MISS correspondmg to X and Y “agree” 
in their containment of u and u (where (u, u) is the parent connecting pair 
of Tj). More formally (UE Tfou~ T,‘and UET~~UET,?) iff there is an 
edge (directed) from Tf to T,!‘. We can arbitrarily pick one of the nodes 
in T, as the chosen MIS for piece T, and call it Tf. 
To construct a MIS for the entire graph, we choose all those MISS Ty 
such that there is a directed path from T,” to T,!‘. By a pointer jumping 
technique it is possible to determine for each node if there is a path to it 
from the root node in O(log* n) time with O(n) processors. It is easy to 
show by induction on the levels of the macro node tree, that in every 
macro node only one node gets selected as the chosen MIS for that piece. 
The basic idea is to compress the tree by merging its odd and even level 
macro nodes. We add an edge from Tf to Tf if there is an edge from Tf 
to T,’ and an edge from TJ’ to Tt (level(T,) is even and level(T,) = 
level( T,) + 2). At the end of O(log n) steps, all nodes at level = depth/2k for 
k = 0, 1,2, . . . . log depth which have a path from the root node have been 
identified (call these selected nodes). Now we can recursively solve the 
problem for the parts of the tree formed by deleting the selected nodes. 
Analysis 
Constructing the decomposition tree, rooting it and finding out all the 
MISS for the pieces takes @log* n) time with O(n) processors by using the 
algorithm in He (to appear). The pointer jumping technique as shown 
above takes O(log* n) time with O(n) processors (the extra O(log n) factor 
comes due the recursive step). Hence a MIS for the entire graph takes 
O(log* n) time using only O(n) processors. 
We have therefore proved the following: 
THEOREM 5. The maximal independent set problem for K,,,-free graphs 
is in NC* and uses O(n) processors. 
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7. CONCLUSION 
We have shown that for several graph problems it is possible to develop 
parallel NC algorithms for K,,,-free graphs using the parallel algorithms 
for planar graphs. The separating cycle theorem for &,-free graphs 
provides an elegant decomposition of these graphs and can be used to 
develop parallel algorithms for solving other problems based on a divide 
and conquer paradigm. 
It is now natural to study &-free graphs to see if parallel algorithms can 
be developed for this class of graphs. In Khuller (1988) we develop NC 
algorithms for graph five coloring and for maximal independent sets for 
KS-minor free graphs (a graph H is a minor of G if H can be obtained from 
a subgraph of G by contracting edges). We leave open the question of 
solving the depth first search problem for &-minor free graphs. 
Using recently developed, faster parallel algorithms for planarity testing 
and triconnectivity, we obtain better asymptotic bounds for our algorithms. 
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