Abstract-We report the characterization of a balanced ultrafast photodetector. For this purpose, we use a recently developed time-domain laser-based vector network analyzer (VNA) to determine the common-mode rejection ratio (CMRR) of the device under test. This includes the frequency-domain response above the single-mode frequency of the coaxial connector. Although the balanced photodetector has a nominal bandwidth of 43 GHz, it generates voltage pulses with frequency components up to 180 GHz. We obtain a CMRR of better than 30 dB up to 70 GHz and better than 20 dB up to 110 GHz. The laserbased measurements are compared with the measurements using a digital sampling oscilloscope and with the frequency-domain measurements using a conventional VNA. We obtain good agreement between the three techniques with the laser-based method providing the largest measurement bandwidth, although it also constitutes the most complicated characterization setup.
operation of 1.92 Tbaud over 225 km using polarizationmultiplexed optical time-division multiplexing with a 170-GHz optical channel data rate has been demonstrated [9] .
The accurate characterization of ultrafast single and balanced photodetectors is challenging since its bandwidth often exceeds the bandwidth of the utilized measuring devices. Previously, the frequency response of single photodetectors has been characterized using a combination of an electrical VNA and laser-based electrooptical sampling (EOS) techniques up to a frequency of 110 GHz [10] . Yet, this method will not be suitable to determine the impulse response of the photodetector if frequencies above 110 GHz contain significant power. Recently, this problem could be circumvented employing laserbased techniques only, such that the time-domain response of a single photodetector was obtained [11] .
In this paper, we address the common-mode rejection ratio (CMRR) characterization of a balanced high-speed photodetector [5] [6] [7] . The test device has a nominal bandwidth of 43 GHz and is representative of the devices used in current systems. We also determine the CMRR of the test device using a digital sampling oscilloscope (DSO) and a VNA with the aim of finding the limitation of such approaches.
The preliminary findings of this paper have been published in [11] . This paper extends [11] by two main aspects. First, we outline the algorithms to determine the optimized CMRR from imperfect measured results. For example, the optical delay, optical coupling, or device leakage current may be different for each diode of the pair, adversely affecting the CMRR measurement. Second, we compare the laser-based electrooptic measurements with the DSO and conventional VNA measurements. The good agreement between the different methods validates our results. This paper is organized as follows. In Section II, we introduce the CMRR and the optimization procedure. The EOS measurements are discussed in Section III. Section IV describes the measurements made with commercial instrumentation. In Section V, the results from each system are compared, the key findings are summarized, and conclusions are drawn.
II. COMMON-MODE REJECTION RATIO
At first, a remark on the notation is necessary. Throughout this paper, lower and upper case variables denote time-and frequency-domain signals, respectively, with the time and frequency dependence being taken as implicit.
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The standard definition for CMRR used for electrical components, such as operational amplifiers, is
where V p and V n are the positive and negative voltage inputs, respectively. This definition is satisfactory for electronic systems, but in a high-bandwidth differential photodiode, the two devices will have some design differences to provide the signal inversion. In addition, the same average optical power applied to the input connectors may experience different delays and coupling losses from the optical fiber. Additionally, small differences in the light absorption profile mean that the dc current may not be a true reflection of the high-frequency response, and therefore, balancing the dc photocurrents or optical powers may not correspond to the maximum achievable CMRR.
To account for these imperfections, we allow for small changes of the positive voltage by an amplitude factor α and a phase factor τ such that the optimized positive voltage is given by
with α and τ being chosen to minimize
where the summation over f is done in a frequency range where V p and V n provide significant power. After minimization of (3), we can express the optimized CMRR using the notation
At this position, some remarks are meaningful. Equation (4) is valid only if the measured difference signal V diff,m is identical to the calculated difference signal V diff,c = V p + V n . If significant differences between the two signals exist, the device will be nonlinear. In this case, the definition of the CMRR has to be revised by replacing V p + V n in the denominator of (1) by V diff,m . For the optimization, we then have to minimize the following function:
Using again the symbol V p,opt for the optimized positive voltage, we then obtain for the optimized CMRR for the case of a nonlinear device
which differs from (4) by having the additional term V NL = V diff,m −V diff,c in the denominator. We will show in Section III that the balanced detector under test is linear and (4) and (6) provide the same results. It is important to note that if the CMRR is high (>20 dB), then V p and −V n are approximately equal and so
The error introduced into the result using this approximation and for a poor device is typically less than 0.5 dB.
III. ELECTROOPTICAL SAMPLING
In this section, we discuss CMRR measurements using a recently developed laser-based VNA. This device is described in detail in [12] ; we only give a brief description here. We have evaporated a 4-mm-long coplanar waveguide (CPW) onto a 500-μm-thick substrate made of gallium arsenide (GaAs). The CPW is terminated on both sides with a microwave probe ending in a 1.85-mm coaxial connector. While the microwave probe on the left-hand side of the CPW is terminated with a 50-load, the microwave probe on the right-hand side is connected to the balanced photodetector (see Fig. 1 ). This setup is used to transfer the voltage pulses from the coaxial output of the photodetector to our coplanar measurement plane.
The actual laser-based measurement of the voltage signals are carried out as follows. A laser beam (100-fs pulsewidth and 1600-nm center wavelength), which is synchronized to the two laser beams exciting the differential photodetector, is focused from the backside of the GaAs substrate onto the signal line of the CPW. This laser beam is referred to as the probe beam. When passing through the electric field of the voltage pulses, the probe beam experiences a polarization change due to the electrooptic effect of the GaAs substrate. Guiding the back reflection of the probe beam to a typical electrooptic detection setup, we extract the polarization change, which is proportional to the electric field of the voltage pulses. By changing the time delay between the probe beam and the laser beams exciting the photodetector, the shape of the voltage pulse is obtained. The time delay is changed with a motorized delay line being calibrated to the unit of length [12] . This gives direct traceability of our measured time axis to the unit of time. A schematic layout of the whole experimental setup is shown in Fig. 2 .
We like to note that measurement of two voltage pulses v 1 (t) and v 2 (t) at different positions on the CPW allows for the separation of forward and backward propagating voltage signals [12] . This in turn enables us to calculate the complex reflection coefficient at the CPW measurement plane, and is, thus, identical to a one-port VNA, except that the measurements are carrier out in the time domain. Yet, we do not have to determine reflection coefficients since any mismatch will cancel out during data analysis.
In Fig. 3 (a) are shown the measured v p and v n obtained by exciting the two photodiodes of the balanced device separately. The measurements were carried out over a time epoch of 2 ns yielding a frequency spacing of 500 MHz. For better visualization, we show the voltage pulses only over a limited temporal range of 225 ps. The measurements were carried out as follows. First, we have adjusted the laser power for the two detector arms such that the same photocurrents are obtained. In a second step, we have adjusted the delay between the excitation pulses of the two photodiodes of the balanced device. For this purpose, several measurements of the voltage pulses were performed and the delay between the pulses was minimized to yield voltage pulse maxima at the same temporal instance.
This manual optimization yielded a difference signal, which was a factor of 30, i.e., approximately 30 dB smaller than the Before commenting on the optimization and calculation of the CMRR, we discuss the linearity of the balanced detector. In Fig. 3(b) are shown the measured difference signal, the calculated difference signal v diff,c = v p +v n , and the difference between the two signals corresponding to the term v NL = v diff,m − v diff,c introduced in Section II. It is clear that v NL is almost identical to the noise, being approximately 44 dB below the voltage pulse amplitudes of v p and v n .
Due to the fact that v NL is vanishing within the noise, we have first used (4) to optimize the CMRR. The result CMRR opt is shown in Fig. 5 up to a frequency of 225 GHz and we take this plot as the best estimate of the CMRR of the device under test obtained from the laser-based EOS measurements. We obtain CMRRs of better than 40 dB up to 20 GHz, better than 30 dB up to 70 GHz, and better than 20 dB up to 110 GHz. It should be noted that the spectra of V p and V n approach the noise limit at approximately 180 GHz. The light semitransparent colors in Fig. 5 denote the 95% confidence intervals obtained from Monte Carlo calculations. These uncertainty evaluations were performed in the same manner as described in [12] . The very sharp peaks of CMRR opt between 50 and 80 GHz and between 110 and 150 GHz most likely result from noise. This is because the functions in the denominators of (4) and (6) approach the noise. It would be interesting to see whether the results will improve using regularization filters [12] , but we defer any further discussion of this issue to a later study.
At the end of this section, we comment on the difference between the optimized CMRR and the CMRR obtained from measurements with the same photocurrents. The difference (best estimate including 95% confidence intervals) between the two values is shown in Fig. 6 . The optimization mainly improves the CMRR around 20 GHz, where an improvement by 20 dB is obtained. In Fig. 6 , we also plotted the difference between the CMRRs obtained from the optimization of (4) and (6) . This plot visualizes that due to the good linearity of the device, no significant differences between the two optimization methods exist. As discussed above, this is in line with the time-domain results plotted in Fig. 3 .
IV. USE OF COMMERCIAL INSTRUMENTATION
There are only a few primary standard EOS systems worldwide. However, lower bandwidth commercial systems are available. CMRR (1) is ratiometric, and consequently, the key instrumentation requirements are linearity, sufficient bandwidth, stability, and dynamic range. Moreover, CMRR can be calculated without recourse to the absolute response. In this section, we explore the capabilities and limitations achievable using commercial instrumentation that is readily accessible for research and manufacturing.
A. Digital Sampling and Real-Time Oscilloscopes
Digital real-time oscilloscopes (DRTOs) have superior timebase linearity but a limited dynamic range, which can be improved by acquiring a longer epoch and by measuring the waveform and optically balanced residual component. Instruments are available with sufficient bandwidth to satisfy the current needs. DRTOs contain multiple analog-todigital converters, and consequently, this creates errors at subNyquist frequencies [13] . The effect of these can be reduced by calibration [14] , but these corrections will increase the uncertainties at these frequencies [15] . Alternatively, selecting a comb repetition frequency that fulfills the criteria outlined in [13] will avoid the sub-Nyquist spurs and make the best use of the instrument ADC linearity.
DSOs with bandwidths of 70 GHz and higher meet the key criteria, but these instruments also suffer from poor timebase linearity and sample-to-sample timing errors (jitter). Yet, these failings can be corrected algorithmically [16] [17] [18] and through the use of additional hardware. All the measurements presented have been carried out using DSO instruments.
An erbium-doped fiber laser emitting optical pulses, centered at 1560 nm and with a duration of less than 100 fs full width at half maximum and a repetition rate (FSR) at 250 MHz, was used as the optical source for the measurements (see Fig. 7) . A key element of this system was the ease of synchronization of the RF synthesizers to the comb repetition frequency. This was achieved by controlling the laser cavity length and using spectral broadening to allow (ν 1 − 2ν 2 ) interferometry [19] that measures the carrier frequency offset (CEO) using the relationships
where ν is the optical frequency, FSR is the free spectral range of the laser, and n is the harmonic number. Both the locking signals for the repetition rate and CEO are digitally synthesized from the signal of a GSP-disciplined frequency reference with a relative accuracy better than 0.5 × 10 −13 after 10 ks of GPS locking. Although the measurements could be performed using a free-running laser system, this would require dedicated hardware to ensure low-jitter triggering and to provide the timebase correction. The optical fiber between the laser and photodiodes was kept short to minimize the chromatic dispersion pulse spreading to less than 1 ps. Free-space optical launch was used to control the relative delay and optical intensity incident on the two photodiodes.
The photocurrents for the positive and negative photodiodes were separately monitored and the electrical output waveform was measured directly with the DSO. The timing correction (I Q) was derived from an 8-GHz phase-locked RF signal that was passed through a low-pass filter to remove any residual harmonic components and then applied through a 90 • hybrid coupler to two channels of the DSO. The I Q signal is therefore harmonically related to the RF comb [20] . The algorithm used [16] does not provide harmonic correction as any residual components have been removed by the lowpass filter. In later measurements, a digital divider (÷8) was used to provide a trigger at subharmonics of the repetition frequency. This allows the I Q signal to be chosen to avoid the harmonics of the measured RF comb so that intermodulation components caused by residual I Q harmonic contribution do not add coherently to the RF comb [21] . The measurement epoch of 5 ns exceeds the period of the optical waveform.
The measured results, acquired as individual single acquisitions of 16 384 points and corrected for timebase nonlinearity, display a slight drift over the 20 acquisitions. The initial drift correction was estimated using a variant of the naive autocorrelation approach [22] using one of the waveforms as a reference, but this gave a poor CMRR figure of about 20 dB. Applying no drift correction also degrades the result. A simpler correction approach using
where V i, j is the complex response at the i th comb harmonic and the j th measurement gave the best result. As the drift of τ over the measurement run is roughly linear and dominated by the residual noise, a regression fit was used to provide the correction. The drift of the balanced result was dominated by noise and so the average drift of the positive and negative waveforms has been used. The optimization of the CMRR was done as detailed in Section II. The optimized CMRR values calculated using the positive and negative voltage pulses, V p and V n , and the difference and either a positive or a negative voltage pulse, V diff,m and V n or V diff,m and V p , are in agreement [see Fig. 8(a) ]. This result confirms the findings obtained from the EOS measurements. Fig. 9 . System layout to measure the dual photodiode frequency response using an IOM.
The residual uncertainty due to noise for each measurement was calculated on the assumption that the underlying measured waveform is time invariant and that the dominant noise, arising from the sampler, is normally distributed. In this case, the resulting best estimate and the 95% confidence interval of the CMRR were obtained from five DSO measurement runs each consisting of twenty waveform acquisitions of v n , v p , and v diff,m [see Fig. 8(b) ].
B. Vector Network Analyzer
High-performance VNAs are likely to be available as a diagnostic instrument within an optoelectronic development or production environment. Although commercial instruments with integral optical modulation are available, we have used a 65-GHz (1.85-mm connector) instrument giving approximately −7 dBm (31.5 mV rms ), verified with an RF power meter. The system layout of the VNA measurements is shown in Fig. 9 . The conversion to an optical modulated signal was achieved using an integrated optic modulator (IOM) with a nominal bandwidth of 20 GHz and V π = 5.8 V and a 1528-nm distributed feedback (DFB) laser was used as the optical source. The upper frequency limit was restricted to 40 GHz, corresponding to the maximum operating frequency of the 2.92-mm connector on the IOM.
We performed individual measurements of each diode (V n and V p ) and differential measurements (V diff,m ) through an optical coupler. The optimization of the CMRR was again done as detailed in Section II. As we wanted to ensure that the measurements form a single unique minimum, the minimization results were evaluated in the neighborhood of the minimum as a map. Although this approach is very crude, it is sufficient to show that the characteristic is well behaved and would be suitable for a more sophisticated optimization.
During the measurements, the operating current for the photodiode was in the range (0.4-1.0) mA and the bias voltage was ±2.8 V. The acquired results comprise two full waveform sets (V p and V n ), two differential sets (V p , V n , and V diff,m ), and two noise waveforms. The results obtained with the full waveform and the first difference waveforms are in good agreement, but the second differential response with V p and V n gives a lower result at low frequencies [see the blue curve in Fig. 10(a) ]. The uncertainty component comprises two terms: the VNA noise contribution, based on a trace without the optical traces, and the standard uncertainty of the results. The CMRR results are plotted in decibel and so an upper limit uncertainty threshold has been included. The overall CMRR result and uncertainties estimated using all the data are shown in Fig. 10(b) .
V. COMPARISON AND CONCLUSION
The optimized results show that the photodiodes are well matched in terms of the RF performance in order to achieve a high-level CMRR across the band, greatly exceeding the specified performance of 15 dB. It is important to note that the maximum CMRR does not always occur when the photocurrents are exactly equal. This may influence the best practice for active optical alignment of coherent detectors if the "best" result can be achieved by minimizing the RF power when both devices are illuminated.
The CMRR obtained with the three different techniques is shown in Fig. 11 . Measurements with commercial DSO and VNA systems show that these instruments can measure the CMRRs of at least 50 dB (DSO) and 45 dB (VNA, see also the discussion below), but the upper frequency limit is significantly less than that available with the EOS (see Fig.  5 ). The VNA covered the lowest bandwidth due to the 20-GHz optical modulator and the low RF power used (−7 dBm), whereas the DSO was useable beyond its specified upper frequency (≈70-GHz 1.85-mm coaxial connector) because the measurement is ratiometric and the RF connectors were not disturbed during the measurement.
Comparing the curves of Fig. 11 with each other, we obtain reasonable agreement. In particular, the DSO and EOS results show very similar frequency-dependent features such as an increase in the CMRR up to 20 GHz and a subsequent decrease up to 30 GHz. Yet, we also note that at 20 and 50 GHz and around 60 GHz, the differences between DSO and EOS results are larger than 10 dB. Although the 95% coverage intervals are large at these particular frequencies, we find that the intervals do not fully overlap across the whole frequency range. We attribute this finding to the fact that the optimized CMRR depends on the frequency range (which is larger for the EOS than for the DSO measurements) and on the frequency spacing (which is smaller for the DSO than for the EOS measurements). A more detailed study of these influences is beyond the scope of this paper. The differences between the DSO and EOS results above 70 GHz most likely result from the limited bandwidth of the DSO. Similarly, the decrease in the VNA result above 30 GHz is due to the low bandwidth of the optical modulator. We believe that using a higher bandwidth modulator and a broadband amplifier, an improvement of the CMRR measurement of 10 dB is achievable. Ultimately, the limit will be set by residual nonlinearities in the VNA and the amplifier.
The critical dependence of the CMRR value on linear instrument corrections, such as waveform time alignment and timebase correction, suggests that these additional corrections are necessary to achieve a high CMRR result. The photodiode measurements were restricted to about 150 mV peak. The diode can be used at higher pulse levels, with the risk of some nonlinearity from the device under test or from the DSO.
In conclusion, a CMRR system comprising commercial instrumentation, such as a DSO and an optical pulse source or a DFB laser, and high-bandwidth modulator can be realized. The results compare well with the measurements using EOS techniques based on femtosecond lasers, which will even allow the methods using commercial instrumentation to be optimized.
