Ahstroct -This paper presents the stability analysis, synthesis, lind performance optUnization of II radial-basis-function neural-network based control system.
INTRODUCTION
It is well known that a neuml network can approximate any smooth and continuous nonlinear functions in a compact domain to an arbitrary accuracy [I] . Owing to the superior learning and generalization abilities, neural networks have been widely applied in different kinds of control problems [2] - [5] . Most of these work concentrated on the perfonnance optimisation of neural-network based control systems, which was achieved by tuning the network parameters subject to a performance index. Still, the global system stability is one of the major issues of these control systems. In view of the highly nonlinear nature and structural complexity of the neural networks, the stability of the neural-network: based control system is difficult to be analyzed.
Different neural-network based approaches with the consideration of the system stability were proposed. In [3] , an adaptive neural-network based controller with variable hidden nodes was proposed. The stability of the closed-loop system is achieved by on-line parameter adaptation. The adaptive laws for parameter adjustment are derived based on the Lyapunov stability theory. In order to handle the effect of the learning error of the networks to the stability, adaptive neural-network based controllers [4] with switching control signals were proposed. These switch signals may introduce a chattering effect to the system.
In [5] , adaptive neural netwOti:s combined with other conventional controller were proposed. In most of these approaches, the use of the neural networks is mainly for modeling the unknown nonlinearity of the system. Another control schemes were then employed to stabilize the closed-loop system by compensating the system nonlinearity based on the learnt information of the neural networks. In su=ary, the system stability was achieved by adaptive and/or sliding mode control techniques in most of these approaches but not by the neural network itself. These approaches require that the network parameters are on-line system. However, the ways for finding the network parameters and optimising the system performance were ignored. These are in fact two important issues for putting the neuml network controller into practice.
In this paper, the global system stability of a neural-network based control system formed by a nonlinear system and a radial-basis-function neural network (RBFNN)
[8] will be investigated. The stability conditions will be derived.
Subject to the derived stability conditions, an improved genetic algorithm (GA) [9] will be employed to find the solution for stability conditions and the network parameters. Furthermore, the system performance will be optimized by tuning the parameters of the activation functions of the RBFNN using the improved GA.
II. NONLINEAR SYSTEM AND RADIAL-BASIS-FUNCTION

NEURAL-NETWORK BASED CONTROLLER
An RBFNN based control system consists of a nonlinear system and an RBFNN based controller.
A. Nonlillear System
The nonlinear system to be handled can be written as,
]T E 9tm,1 is the input vector; f(-) denotes a known function. It is assumed that the nonlinear system of (l) can be written as,
;",, 1
where 
where r E 91·, 1 is an external input . From (4) and (5), we have,
(8)
which satisfies the property of wJx( t » in (3) . It is assumed that 0/ is chosen such that E, t f (bdl lx(t)l-oll l ) * 0 at any time,
Systems
An RBFNN control system is formed by connecting the nonlinear system of (2) and an RBFNN controller of (6) in closed-loop . From (2) and (6), writing w,{x( t » as Wi and mkl:x(t» as mk, we have the closed-loop system in the following fonn:
x (t ) = �w{ AiX(t)+B,(�mp J x(t)+r)) (9 ) Because :f: w, = I: m j = :f: I. W,m J = 1, (9) can be fe-written
xU) =IIw, mA( A, +B;GJ,( t)+B,r)
, .. IJ;;;; 1 = f tw; m,(Hyx(I)+ B,r)
,"lj" 1 (10) Hi j = A,+B,Gj
The system stability of the closed-loop system of (10) will be analyzed in the following section,
ill . STABILITI' ANALYSIS OF RADIAL-BASiS-FUNCTION
NEURAL-NETWORK BASED CONThOL SYSTEMS In the following, the stability of the closed-loop system of (10) will be analysed. Consider the Taylor series,
From (10) and (12), and multiplying a transformation matrix T E 9t.," of rank n to both sides, we have
The reason for introducing T will be given at the end of this section, Taking nonn on both sides of the above equation, I I Tx{t + .i t)11 � I I � �l w1m AI + THy rIM �I IITX ( t )11
Itrx( t + ill )11 $ f. I: w,mjl� + TH y r1Ml l ltrx(t)1I r;Lj'''-J + liE ! w,m j TB i r.it ll + I rrO ( .it )11 (14) 
is the corresponding matrix measure [10] of the induced .u[THij T-I J $ -Ii for all i and}.
where Ii is a designed nonzero positive constant, it can be proved that (18) implies a stable system of (10 Proof.
=> Itrx(t)lle*-t,) $ltrx(t .)1 1
Since e is a positive value, �Tx( t ) 11 � 0 as t � 'XI. Also, 
QED
For the latter case of r II! 0, the closed-loop system of (10) is input-to-state stable, i.e. the system states are bounded if the condition of (19) is satisfied and r is bounded. 
Since the right hand side of (23) is finite if r is bounded, the system states are also bounded.
The stability conditions of the closed-loop system are summari zed by the following lemma: to obtain the optimal system performance without affecting the system stability.
IV. DESIGN AND OPTIMIZATION OF RADIAL-BASIS-FuNCTION
NEURAL-NETWOIU<. BASED CONTROLLER
In this section, the problems of solving the stability conditions derived in the previous section, obtaining the network parameters of the RBFNN , and optimizing the system performance are tackled using the improved GA [9) .
A.
Solving the Stability Conditions and Obtaining the Feedback Gaills
From Lemma I, the RBFNN based control system is stable if the following conditions hold:
We therefore have to 
where nij> 0, i = 1,2, ... , p;j = l , 2, .. " nh, are constant scalar.
The problems of finding T and Gj can be formulated into a minimization problem. The aim is to minimize the fitness function of (25) by tuning T and Gj using the improved GA. As T and Gj are the variables of the fitness function of (25), they will be used to form the genes of the chromosomes. The finding of the solution to this minimization problem, however, does not immediately imply that the conditions of (24) are satisfied. Hence, different lIij, i = 1,2, ... ,p;j = 1 , 2, . .. , IIh, may need to weight the conditions of (24) in order to change the significance of different terms on the right hand side of (25). For instance, the value of one of the terms in (25) is very 4 large, which returns a very large fitness value. Under this case, the conditions of(24) are not satisfied. A large value of /lij corresponding to that term can be used to increase the tuning effect to that term in the fitness function. This may help the GA process to find a solution that satisfies the conditions of (24) during the minimizing process,
B .
Optimizing Ihe System Performance After T and Gj have been determined, what follows is to determine the parameters of the activation functions of the RBFNN based controller using the improved GA [9] such that the performance of the RBFNN control system is optimal subject to a defined performance index. The dynamics of the RBFNN control system are restated as follows,
where Zj is the parameter vector governing the j-th activation function of the RBFNN based controller, e.g. the values of hj and Cj. A performance index J which measures the system performance is defined as follows, This is the performance index used in the conventional optimal control [10] . The optimization problem formulated here is handled by the improved GA. 7;,j = I, 2, " ., Ilk, will be used to form the genes of the chromosomes for the GA process. The procedure to obtain the RBFNN based controller using the improved GA can be summarized into the following steps:
I) Obtain the mathematical model of the nonlinear plant.
Convert the mathematical model into the form of the plant model of (2). controller. Obtain the parameters of the activation functions by optimizing the system performance with respect to the performance index of (27) using the improved GA.
V. APPLICATION EXAMPLE
An application example on stabilising a cart-pole typed inverted pendulum is given in this section. An RBFNN based controller will be used to control the plant.
Step I)
The dynamic equation of the cart-pole typed inverted pendulum is given by,
where B is the angular displacement of the pendulum, g = 9.8mfs2 is the acceleration due to gravity, m = 2kg is the mass of the pendulum. M = 8kg is the mass of the cart, a = l/{m + M), 2l = 1m is the length of the pendulwn, and u is the force applied to the cart. The objective of this application example is to design a controller to close the feedback loop of (28) such that () = 0 at steady state. The nonlinear plant can be written in the following form,
i-I where and f. lM l (f2(XC t») = 1-f. lM \ (fl(X(t») for ¢= 2, 4.
Step II)
The following RBFNN based controller with n. =4
is designed for the plant of (29).
)-1
To guarantee the closed-loop system stability and obtain the connection weights Gj of the RBFNN based controller of (30), we have to solve T and Gj,j = 1,2,3,4, using the improved GA with the following fitness function:
I-'-lj .. t
The minimum and maximum values of each element of T are chosen to be -1 and J respectively. The minimum and maximum values of each element of G1 to G4 are chosen to be o and 5500 respectively. All rig are chosen to be I. The initial values of the elements of T and Gj are randomly generated.
The control parameters of the improved GA [9] , namely the weight w and the probability of acceptance pa are chosen to be 0 . Step m) The optimal perfonnance of the RBFNN based control system could be obtained by tuning the parameters of the activation functions. The activation function «.) used by the RBFNN is the Gaussian function,
where O'k is a nonzero positive scalar governing the standard deviation of the Gaussian function of (32). In this example, the tunable parameters are bt, Ck and O't. k = 1, 2, 3, 4, which form the chromosomes of the GA process. The minimum and maximum values of bk are chosen to be -J 0 and 10 respectively, those of the elements of Ck are chosen to be -It and 1t respectively and those of O'j are chosen to be 0.0001 and 1 respectively. The control parameters of w and pa of the improved GA [9] are chosen to be 0.5 and 0.1 respectively.
The population size and the number of iteration are chosen to be ) 0 and 500 respectively. The performance index is chosen as follows,
where W = [ 10 0 ] and Ru = 10"";. 
VI. CONCLUSION
The stability of radial-bas is-function neural-network based control systems has been an alyzed. The stability conditions have been derived for this class of nonlinear systems. The design of the network parameters and the optimization of the closed-loop system performance have been tuned by GA. An application example on stabilizing an inverted pendulum by using the proposed approach has been given.
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