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                          Abstract 
 With the recent advance in hardware technology of very large-scale integra-
tion and parallel computer architecture, vector and parallel supercomputers have 
become widely used in various fields of science. Two most attracted issues in 
fundamental software science of supercomputing are, design and analysis of ef-
ficient parallel algorithms, and development of powerful system softwares. This 
thesis discusses the both with respect o parallel computational complexity and 
data-transfer complexity. 
 In Chapter II, parallel computational complexity of logic programs i discussed. 
Shapiro first showed that there is a close relationship between logic programs and 
alternating Turing machines. Here more precise correspondence b tween com-
plexity of logic programs and that on conventional models, especially circuit com-
plexity, are shown. Well-known complexity classes uch as  NC, P, NP, etc. are 
characterized via logic programs. 
  In Chapter III, parallelization of logical query programs are discussed. Logical 
query programs, i.e., logic programs without function symbols, are used as re-
cursive inference rules of deductive databases. Parallel computational complexity 
of logical queries was investigated Ullman and Van Gelder. Here a subclass of 
logical query programs called non-confluent programs are defined, and it is shown 
that the class of queries defined by non-confluent programs is exactly equal to 
LOGCFL (and hence in NC). A procedure ofprogram transformation which par-
allelize an ordinary non-confluent program into one with log depth complexity is 
also presented. 
  In Chapter IV, a new parallel computation model of two-level storage is pro-
posed. The model is composed of processors with internal memory and a disk as 
a file server, which are connected by a shared bus. Computation time is measured 
by the number of data-transfer operations via the bus. The power of the model es-
 ll 
sentially depends on whether broadcasting to the bus is allowed or not. Here tight 
lower and upper bounds of the number of required data transfer operations for 
sorting, permutation, FFT, etc., on both of models with and without broadcast-
ing. The results are multiprocessor extensions of the bounds on the uniprocessor 
two-level memory model shown by Aggarwal and Vitter. 
 In Chapter V, virtualization of hierarchical memory of vector supercomputers 
is discussed. Most vector supercomputers are equipped with high-speed semicon-
ductor secondary storage, called extended storage. The well-known virtual storage 
management technique commonly used on general-purpose computers, however, 
would tragically decline the performance of large-scale numerical computing. The 
approach of this thesis is transforming a program written without considering the 
presence of the memory hierarchy automatically so that it does appropriate data 
transfers between main memory and extended storage. Algorithms for extract-
ing declarations of huge arrays and references to them from an ordinary program, 
partitioning the arrays and allocating them on extended storage, and inserting 
codes which control data transfers between extended storage and temporary area 
on main memory are presented. Vectorizability of the program is preserved by 
the transformation by utilizing lattice-wise partitioning of huge arrays into pages, 
page prefetching before vector-mode instructions, and indirect vector load/store 
of pages randomly scattered on the temporary area. The transformed code of an 
LU-factorization program achieves about 50% of the execution speed when the 
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                         1. Background 
 With the recent advance in hardware technology of very large-scale integra-
tion and parallel computer architecture, vector and parallel supercomputers have 
become widely used in various fields of science  [Fer86]. The peak performance 
of them have been growing about en times or more every five years [HJ88a]. 
Massively parallel supercomputers are also used as special-purpose hardware for 
hard-nut problems which would need too much time on vector or mediocre-parallel 
computers [Tom86a]. Two most attracted issues in fundamental software science 
of supercomputing are, design and analysis of efficient parallel algorithms, and 
development of powerful system softwares. 
 Needless to say, the aim of parallel computing is to solve problems as fast as 
possible. In the theory of computational complexity, algorithms for a problem are 
evaluated and compared on a specific hardware computation model so as to derive 
the theoretically minimum computation time required to solve the problem on it 
[Yas92, Iwa92a]. Typical parallel computation models commonly used are, parallel 
random access machines (PRAMs) [FW78, SV84], alternating Turing machines 
[CKS81, Ruz80], etc. In particular, the combinational circuit model [Sha49, Ruz81] 
is the most powerful, stable, and realistic theoretical model of parallel computing 
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hardware, since it is based on physically realizable special-purpose circuits with as 
much parallelism as possible. 
 Among theoretical models of parallel computing software, logic programming 
languages have lately attracted considerable attention with the researches on "fifth 
generation computer systems." Logic programming languages are based on first-
order predicate logic and are easily treated in mathematical formalization, but are 
different from conventional procedural programming languages in many respects. 
The first topic of this thesis is analyzing parallel computational complexity of 
logic programs. A mathematical foundation of parallelism of logic programs in 
terms of computational complexity heory was given first by Shapiro  [Sha84]. He 
showed that there is a close relationship between logic programs and alternating 
Turing machines (ATMs). More precise correspondence between complexity of 
logic programs and that on conventional models, especially circuit complexity, is 
shown in Chapter II. 
 Another mathematical formalization of logic programming is found in the the-
ory of deductive databases. Relational calculus based on first-order predicate logic 
is simple and efficiently parallelizable, but not a few practically important queries 
cannot be written in first-order relational calculus (e.g., ancestor-descendant rela-
tion cannot derived from parent-child relation). Deductive database is an extension 
of relational database so as to allow recursive operation, such as transitive closure 
or the least fixed point operator. Logical query programs (or referred as Data-
log programs) are logic programs without function symbols, and can be regard as 
first-order query minus negation plus the least fixed point operation. Any logi-
cal query is computable in deterministic polynomial time of the size of database 
[CH84], but it may still cost unrealisticly much for very large databases. Ullman 
and Van Gelder [UV88] investigated P-complete queries and queries computable 
in polylogarithmic time by PRAMs with polynomial number of processors, viz.
          1. BACKGROUND3 
queries in  N.C. The class A/C is the subclass of P (PTIME) consists of all prob-
lems computable in high speed by parallelization [Coo85], and it has been zealously 
studied for the recent ten years [Miy91, Iwa92b]. The second topic of this thesis is 
syntactic characterization of "effectively parallelizable" logic query programs. A 
concrete procedure for mechanical parallelization of queries in A/C is presented. 
Known optimizing procedures for logical query programs mostly target removing 
redundancy in recursive rules [Sag88, Nau89, GMS93]; these ffectively reduce the 
computation time under OR-parallelism, but not necessarily reduce the compu-
tation time under AND/OR-parallelism. The procedure shown in Chapter III is 
distinctive in gaining fully parallelism by introducing some syntactically redundant 
rules. 
 Parallel computing in the real world cannot always be performed with so much 
parallelism as in the theories of parallel computation mentioned above. Actual 
parallel computers have limitations in the number of processors, the size of main 
memory, and the memory-bus architecture. We can hardly prepare N°(') proces-
sors for a given problem of size N, when N is as large as worth supercomputing! 
Thus the number of available processors, say p, must be evaluated as a parameter 
independent of N. While a PRAM has shared memory read and written con-
currently by all processors, actual parallel computer architectures allow at most 
twenty processors to share one memory bus. Massively parallel processors in the 
real world have local memory each and are connected with a certain network 
topology. Computation time on such machines is dominated by the number of 
communications among processors. A problem instance of supercomputing itself 
often overflows the size of internal (either shared or distributed) memory. In such 
case, computation time is mostly dominated by the number of required I/Os be-
tween main memory and secondary storage. 
 The number of required I/Os in computing a large-size problem instance which
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does not fit within the internal memory is called  I/O complexity. Floyd [F1o72] 
investigated I/O complexity ofpermuting under two-level memory hierarchy. His 
computation model is composed of a processor with internal memory and a disk, 
and data are transferred in blocks between the two. Here parallelism resides in 
data transfers: the parallelism in a block data transfer. An extension of Floyd 
model is a processor with multiple disks [AV88, VS90]; another dimension ofpar-
allelism resides in parallel disk I/Os. On the other hand, parallel algorithms on 
highly parallel computers with various network topologies have been studied by 
many researchers [Aki85, Ume90, Ume91]. Recently mesh-connected computers 
with broadcast buses are particularly studied because of the suitability of VLSI 
implementation. Broadcasting is the third dimension ofparallelism resides in data 
transfers. To the best of the author's knowledge, however, there have been no pub-
lished results concerning block data-transfer complexity on a specific onnection 
network together with block I/O complexity under memory hierarchy. The third 
topic of this thesis is analyzing the data-transfer complexity of some problems on 
a realistic parallel two-level memory architecture with a broadcasting bus. 
 The forth topic of this thesis is memory hierarchy on vector supercomput-
ers. Since the memory demand of large-scale supercomputing is far beyond the 
largest possible size of main memory, most vector supercomputers are equipped 
with semiconductor secondary memory device called extended storage [ONK86, 
KaHMK+88, WKI86]. Data transfer between main memory and extended storage 
is done in high-speed block transfer mode; thus data on extended storage cannot 
be accessed in the same way as those on main memory. It is shown that almost the 
same performance can be achieved allocating huge array data on extended stotage 
as when all data are on main memory, by designing optimal vector algorithms 
which require minimum data transfers [T087, TS88]. But re-designing algorithms 
and re-coding whole of a program would be too much toil for ordinary users . How-
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ever, the well-known virtual storage management technique, which is commonly 
used on general-purpose computers, sometimes tragically declines the performance 
of large-scale numerical computing; this problem is known as working-set anomaly 
[ASP82]. The approach of this thesis is distinguished from existent works, in 
transforming a program written without considering the presence of the memory 
hierarchy automatically so that it does appropriate data transfers between main 
memory and extended storage. Optimizing data transfers is pursued as far as the 
vector algorithm for arithmetic operations in the original program is completely 
preserved.
                    2. Outline of the thesis 
 This thesis discusses theoretical and fundamental aspects of supercomputing 
softwares. The four topics stated in the previous section are described in the 
following four chapters respectively. 
 The first and the second topics are concerned with computational complexity 
of logic programs, and are argued from an "extremist-in-parallelism" viewpoint 
 [Iwa90]. Parallel complexity and parallelizability s evaluated with computation 
time of on-processor operations on any number of processors required (although t e 
number of processors is limited to a polynomial ofthe size of the problem instance), 
while the time required for inter-processor communication is ignored. In contrast, 
the third and forth topics are concerned with data-transfer complexity and optimal 
data-transfer algorithms. In the meanwhile, the first and the third topics are 
concerned with the lower bound of the computation cost of a problem and the 
optimal algorithm for it, while the second and the forth topics are concerned with 
system softwares which fully optimize parallel programs written by ordinary users. 
 In Chapter II, we improve Shapiro's results on relations between logic programs 
and alternating Turing machines, to cope with alternating sublinear time and space
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complexity. In particular, a close relationship between logic programs and tree-
size bounded alternating Turing machines is shown. Applying the correspondence 
of uniform combinational circuits and alternating Turing machines, well-known 
complexity classes such as  NC, P, NP, etc. are characterized via logic programs. 
 In Chapter III, parallel computational complexity of logical queries ondeductive 
databases is investigated. We address ourselves to subclasses of queries which 
can be effectively parallelized. We define a generalization of linear programs, 
called non-confluent programs, any of which has a derivation tree such that all 
of subgoals on it are distinct. We show that logical queries defined by all non-
confluent programs are exactly equal to the queries in LOGCFL, the class of 
languages logspace reducible to context free languages. We also show a concrete 
procedure of parallelizing logical query programs. It transforms any naive non-
confluent program into one with depth complexity O(log n). 
 In Chapter IV, we propose a new computation model of parallel data transfers on 
two-level storage. It is composed of processors with internal memory and a disk as 
a file server, which are connected by a shared bus. Computation time is measured 
by the number of data-transfer operations via the bus. The power of the model 
essentially depends on whether broadcasting to the bus is allowed or not. We show 
tight lower and upper bounds of the number of required data-transfer operations 
for sorting, permutation, FFT, matrix transposition and matrix multiplication, 
on both of models with and without broadcasting. Our results are multiprocessor 
extension of the bounds on the two-level memory model presented by Aggarwal and 
Vitter [AV88]. The proposed model gives a mathematical but realistic treatment of
a distributed system composed of diskless workstations and a file server connected 
via LAN (e.g., Ethernet). 
  In Chapter V, use of extended storage of vector supercomputers as extended 
main memory is discussed. We propose a method which makes it possible for
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users to perform large-scale computation with no awareness of data transfers be-
tween main memory and extended storage. We show algorithms for extracting 
declarations of huge arrays and references to them from an ordinary program, 
partitioning the arrays and allocating them on extended storage, and inserting 
codes which control data transfers between extended storage and temporary area 
on main memory. The transformation is done without changing the order of arith-
metic operations in the original program. Vectorizability of the operations is also 
preserved by utilizing indirect vector addressing. To confirm the availability of 
this method, we have developed a FORTRAN preprocessor which does the program 
transformation at source-code level automatically. The transformed code of an 
LU-factorization program achieves about 50% of the execution speed when the 
original one is executed normally on main memory. 
 This thesis is concludeded with Chapter VI, where several open problems and 
suggestions to future works are also presented.
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         CHAPTER II 
Computational Complexity of Logic Programs
1. Introduction
 Logic programming languages have lately attracted considerable attention as 
languages for "fifth generation  computers". In particular, since the execution of 
a logic program can be regarded as parallel computation, several parallel logic 
programming languages such as Concurrent Prolog [Sha83] and GHC [Ued85] are 
proposed in order to describe parallel processing. Moreover, many parallel com-
puter architectures for processing logic programs are being developed, and some 
of them have been actually implemented. It becomes important to give a mathe-
matical foundation to such a parallelism in logic programs, and to relate it to the 
conventional theory of parallel computation. 
 Shapiro [Sha84] showed that there is a close relationship between logic programs 
and alternating Turing machines (ATMs). In his formulation, a logic programs i
regarded as an ATM, which is given a goal as an input string. The derivation of 
the program corresponds to the computation tree of the ATM, and the ATM ac-
cepts the input if and only if the program can solve the goal. He introduced three 
complexity measures for logic programs, namely, depth complexity, goal-size com-
plexity and length complexity, and showed that these three are closely related to 
alternating time, space and tree-size respectively by simulating alternating Turing 
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machines and logic programs each other. 
 His result implies many relations among logic programs and conventional the-
oretical parallel computation models such as PRAMs and combinational circuits. 
According to his definition, however, goal-size complexity should be  S2(n) for the 
input length n; this is because "input" and "work space" are not distinguished. 
Corresponding alternating space complexity is also at least linear. For this reason, 
practically important classes like P (PTIME) cannot be characterized via logic 
programs. Stepanek and Stepankova LS-S86] gave simulations between off-line al-
ternating Turing machines and logic programs with sublinear space (or goal-size) 
complexity, for a special class of logic programs, which they call "logic programs 
with input". However, their result is not a natural improvement of Shapiro's 
since their logic programs are in a strongly restricted form. Ruzzo [Ruz80, Ruz8l] 
showed that indexing alternating Turing machines (indexing ATMs), which are 
a "random access input" variation of ATMs, have a close relationship with prac-
tically important parallel complexity classes like JVC, but relationships between 
logic programs and indexing ATMs have never been discussed. 
 In this chapter, we improve Shapiro's (and also Stepanek-Stepankova's) results 
on relations between logic programs and alternating Turing machines, and charac-
terize well-known parallel complexity classes in terms of logic programs. The main 
difference of our formulation from Shapiro's is that goal-size of logic programs is 
defined with the use of pointers taken into account. By our definition, the size of 
a term which occurs as a subterm in the initial goal clause can be estimated as the 
bit-length of the pointer representing it. Hence sublinear goal-size complexity is 
introduced naturally, just like space complexity of off-line Turing machines. This 
also make the random accessibility of indexing ATMs essential. 
  Two main theorems are derived using our new definition of goal-size complexity. 
One is an extension of Shapiro's first result to the case of sublinear space; logic
            2. BASIC CONCEPTS11 
programs ofgoal-size G(n) and depth D(n) are simulated by indexing alternating 
Turing machines with space G(n) and in time D(n)G(n). This is achieved by 
extending Shapiro's simulation to the case of indexing ATMs. The other is an 
improvement of Shapiro's econd result; indexing ATMs using space S(n) and 
tree-size Z(n) are simulated by logic programs with goal-size  S(n) and depth 
log Z(n), which is achieved by utilizing Ruzzo's techniques for simulating ATMs 
[Ruz80] . 
 These two results imply a close relationship between logic programs and tree-
size bounded alternating Turing machines. It can be said that simultaneous goal-
size/depth oflogic programs i  the same as space/tree-size of indexing ATMs, with 
goal-size and space up to a constant factor and likewise depth and log(tree-size). 
Some well-known complexity classes such as LOGCFL, A/C, P and NP (NPTIME) 
can be characterized via logic programs. In particular, it is shown that context-free 
languages can be recognized bylogic programs with depth O(log n) and goal-size 
O(log n) simultaneously. 
 In the next section, we will give several basic definitions on combinational cir-
cuits and alternating Turing machines. In Section 3, we will describe logic pro-
grams and define the complexity measures for them. Simulations between logic 
programs and indexing Turing machines will be presented in Section 4. In Sec-
tion 5, classes of languages recognized by logic programs will be considered.
                         2. Basic concepts 
 2.1. Combinational circuits. A combinational circuit is a logic circuit which 
is composed of given computation elements (logic gates) and has no feedback loop 
in it. The fan-in (in-degree) of each computation element isrestricted ina certain 
constant, while the fan-out (out-degree) of it is not restricted. Formal definitions 
of it is given as follows.
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 A combinational circuit is a directed acyclic graph, where ach node (gate) has 
at most constant indegree d and is labeled by a Boolean function of d variables, 
or has indegree 0 and is labeled by "x" (an input). Nodes with outdegree 0 are 
outputs. Size is the number of nodes (gate count), which is considered tobe a 
cost measure. Depth of a circuit is the length of the longest path from some 
input to some output. Computation time on a circuit is considered to be linearly 
proportional to the depth. If some output depends on all of the input, the depth 
of a circuit is  Sl(log n), where n is the number of input. 
 Next we define languages recognized bycircuits. A circuit family C = (c1, c2, ... ) 
is a infinite sequence of circuits, where cn has n inputs and one output. C rec-
ognizes a language A(C {0, 1}*) when x1 ... xn E A if the output value of cn on 
input (x1i x2, ... , xn) E {0,1}11 is 1. 
 The size and the depth of C are defined as Z(n) and T(n), respectively, if cn 
has at most Z(n) gates and depth T(n). 
 We restrict our attention to "uniform" circuit families. A circuit family C of 
size Z(n) and depth T(n) is called UE.-uniform if there xists an ATM recognizing 
the extended connection language of C in time O(T(n)) and space O(log Z(n)) 
[Ruz81]. A UE.-uniform circuit is also logspace uniform. For each n (given in 
unary representation), thecircuit description ofcn in a UE.-uniform circuit family 
C can be generated by an O(log n)-space bounded Turing machine. 
 2.2. Alternating Turing machines. We assume familiarity with determinis-
tic and non-deterministic Turing Machines (DTMs and NTMs, respectively). We 
also use alternating Turing machines (ATMs) [CKS81] as our computation model. 
 ATMs are a generalization of nondeterministic Turing machines described in-
formally as follows. The states of an ATM are partitioned into "existential" and 
"universal" states. As with an NTM, we can view a computation of an ATM as 
a tree of configuration. A full computation tree of an ATM M on a string w is a
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(possibly infinite) tree, each of whose nodes is labeled with a configuration f M 
on w, such that each node has all of the successors of that configuration as its de-
scendants. (A leaf node is labeled with a configuration whose next-state ransition 
set is empty.) A computation tree of M is a subtree of the full computation tree 
such that each non-leaf node labeled by universal configurations has all of the suc-
cessors of that configuration as its descendants, while each non-leaf node labeled 
by existential configurations has only one of the successors of that configuration 
as the descendant. 
 An accepting computation tree is a finite computation tree all of whose leaf nodes 
are in accepting configurations. M accepts w if and only if there exists an accepting 
computation tree whose root node is labeled with the initial configuration of M 
on w.  An NTM can be regarded as an ATM which has no universal state. Formal 
definitions of ATMs are found in [CKS81]. Note that we employ no "negating" 
state in the definition. 
 ATMs (which ave a writable input ape) and off-line ATMs (which ave a read-
only input tape and some work tapes) are defined similarly as those for DTMs 
or NTMs. We also use a "random access input" variant of ATMs called indexing 
ATMs, introduced by Ruzzo [Ruz80]. An indexing ATM has no input head; instead 
it has a special index tape and special read states. Whenever it enters a read state 
with an integer i written on the index tape, it reads the i-th symbol of the input 
and transit o either an accepting or rejecting state. Thus, in O(log n) steps, it 
can read the character at any position of the input. Only a constant factor of loss 
in space and time is required in conversion of an off-line ATM to this normal form 
when space is at least St(log n). 
 An ATM uses time T(n) (tree-size Z(n)) if for all accepted inputs of length 
n there is an accepting computation tree of height < T(n) (respectively, size 
< Z(n)). An ATM uses space S(n) if for all accepted inputs there is an accepting
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computation tree, each of whose nodes is labeled by a configuration using space  < 
S(n), and uses alternation depth A(n) if for all accepted inputs there is an accepting 
computation tree, whose alternations of existential and universal configurations 
< A(n). 
 We denote the class of languages recognized by indexing ATMs within space 
O(S(n)) and time O(T(n)) simultaneously, b  A-SpTi(S(n),T(n)). Likewise, 
A-SpSz(S(n), Z(n)) denotes languages recognized byATMs running in space 
O(S(n)) and tree-size O(Z(n)) simultaneously, and similarly A-SpAI(S(n), A(n)) 
etc. 
  2.3. Hierarchy of complexity classes. We are mostly concerned with classes 
of problems solvable very rapidly by a parallel computer with feasible number of 
processors, i.e., problems which can be computed by a uniform circuit with depth 
O((log n)k) and polynomial size. Such a class is commonly called NC. NCk is 
the set of all problems solvable by a unform circuit family with depth complexity 
O((log n)k) and size complexity n°(1). NC is defined as NC def Uk NCk. Ruzzo 
showed a close relationship between uniform combinational circuits and indexing 
alternating Turing machines [Ruz81]. 
PROPOSITION II.1 (Ruzzo 1981). NCk consists of all problems solvable by in-
dexing ATMs in time O((log n)k) and space O(log n), where n is the length of the 
input. 
 Not a few known problems in NC are also in LOGCFL, which is a subclass 
of NC2. LOGCFL consists of all languages which are logspace r ducible to the 
class of context free languages. (Here A is logspace r ducible toB if there is some 
logspace computable function f such that for all x, x E A if f(x) E B.) Ruzzo 
characterized LOGCFL as the class of problems recognizable by tree-size bounded 
ATMs [Ruz80] .
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 PROPOSITION  II.2 (Ruzzo 1980). LOGCFL consists of all problems solvable 
by ATMs in space O(log n) and tree-size n°(1) 
 ACk is the class of all problems olvable by an ATM in space O(log n) and 
alternation depth O((logn)k). It is known that NCk C ACk C NCk+1 for any 
k = 1, 2, .... Note that LOGCFL C AC1, and hence C A/C2. 
 Hierarchy of these classes are 
Regular Sets c NC1 CDGCNGC LOGCFL CAC' CNC2 C •••CNCCP 
Here D,C (DLOGSPACE) is the class solvable by a DTM in space O(logn), 
.IV,C (NLOGSPACE) is the class solvable by an NTM in space O(log n), and P 
(PTIME) is the class solvable by a DTM in time n°(1) [Coo85]. 
             3. Logic programs and their complexity 
 3.1. Logic programs. Let F be a finite set of function symbols, P be a finite 
set of predicate symbols and V be a set of variables. Each function symbol is 
characterized by its name and its arity. Zero-arity function symbols are called 
constants. Variables are distinguished by an initial capital letter. 
  Terms on F U V are defined recursively as follows: 
  (1) A variable X E V or a constant a E F is a term. 
  (2) If t1, ..., tk are terms and f E F is a k-arity function symbol, f (t1, ..., tk) is 
      a term. 
  (3) All terms are generated by applying the above rules (1) and (2). 
Let p E P is a k-arity predicate symbol, and let t1, ... , tk be terms. p(ti, ... , tk) 
is called an atomic formula. 
 Let T be the set of terms on F U V. A substitution 0 : V T is represented 
by a finite set of ordered pairs of terms and variables 
{ <X1,0,<X2it2>,...,<Xn,tn> }.
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 Xi's are all distinct variables, and theta substitutes a variable Xi into a term ti. 
Applying a substitution 0 to a term t (namely applying it to all variables in t), 
we represent he resulting term by tO, and call it an instance of t. A substitution 
0 is called a unifier for two terms t1 and t2, if t10 = t20. A unifier 0 is said to 
be the most general unifier of t1 and t2 if t101 is an instance of ti0 and t201 is an 
instance of t20 for any unifier 01 of t1 and t2. If two terms are unifiable then they 
have a unique most general unifier. Substitutions for atomic formulae are defined 
similarly. 
  Let A, B1, ..., Be (e > 0) be atomic formulae. A formula 
A<—B1i...,Be 
is called a Horn clause, whose right side represents he conjunction of Bi's. A is 
called the head of the rule and B1i ... , Be are called subgoals of it. We denote 
A <—
when e = 0. A logic program is a finite set of Horn clauses. A logic program is 
shown in Fig. II.1 as an example. (It represents Peano's axioms of natural number 
system.) 
 We define acomputation ofa logic program. A conjunction ofatomic formulae 
"A1, •••, Am ", m > 0, is called a goal clause, or simply a goal. When m = 1, "Al" 
is called a unit goal. When m = 0, we denote it ^ and call it an empty goal. 
Let N = "A1, A2, ..., Am ", m > 0, be a (conjunctive) goal and C = "A <— 
B1, ..., Be ", e > 0, be a Horn clause such that A and Ai for some i (1 < i < m) 
are unifiable via a substitution B. Then
                   N' = (A1,...,Ai-1,B1,...,Be7Ai+1,...,Am)9 
is said to be derived from N and C with 0.
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F  ={s,  0} 
P ={Peq, Psum,} 
V ={X, Y, Z, W } 
P ={ 
(peq(0, 0)       peq(s(X), s(Y)) 






peq(X , Y) 






FIGURE II.1 . A logic program (example).
 Let P be a logic program and N be a goal. A derivation of N from P is a 
(possibly infinite) sequence of triples (Ni, Ci, 0 ), i = 0,1, ... , such that Ni is a 
goal, Ci is a clause in P, ei is a substitution, No = N and Ni+1 is derived from 
Ni and Ci with substitution O , for all i > 0. 
 A derivation of N from P is called a refutation ofN from P if N1 = ^  (the 
empty goal) for some 1 > 0. Such a derivation is finite and of length 1. If there is 
a refutation of a goal A from a program P, we say that P solves A. Let R be a 
refutation of A from P. The refutation tree of R is a tree of unit goals, which is 
defined as follows: 
  (1) The root of the tree is A. 
  (2) Leaves are empty goals. 
  (3) At each step of derivation (Ni, Ci, Bi), if Ci = "Ai F- B1, ...,13,", and unit 
    goal in Ni is unified with Ai by 0i, then the node Ai has directed edges 
     to all Bi0i's.
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 A refutation and its refutation tree of the program P in Fig.  II.1 is shown in 
Fig. II.2. 
 The Herbrand universe ofP, H(P), is the set of all variable-free terms composed 
of function symbols that occurs in P. The Herbrand base of P, HB(P), is the set 
of all atomic formulae composed of predicate symbols that occurs in P and terms 
in H(P). We define the interpretation f P, I(P), to be the set 
                 {A E HB(P)1P solves A.}. 
 3.2. Complexity measures for logic programs. First we describe complex-
ity measures oflogic programs introduced by Shapiro [Sha84]. 
 Let P be a logic program and Ao be a unit goal. We regard P as a machine 
which determines whether P solves a given goal or not. Here a goal Ao is a 
input string for P, and P accepts Ao if and only if P solves Ao. A goal is to a 
program what a string on the input tape is to a Turing machine. The interpretation 
I(P) is considered tobe the "language" recognized bythe program P. (P itself 
corresponds to,as it were, a finite control of the Turing machine.) 
 Assume that P solves Ao with a refutation R. We regard R as a computation of 
P for input Ao. The length of R is defined as the number of nodes in the refutation 
tree of R, and the depth of R is defined as the height of the refutation tree. The 
goal-size of R is defined as the maximum size of any node in the refutation tree, 
where the size of goal is the number of symbols in its prefix notation. We say 
that a logic program P is of goal-size complexity G(n), if any goal Ao in I(P) of 
size n has a refutation from P of goal-size < G(n). Depth complexity and length 
complexity of P are defined similarly. 
  Intuitively, the three complexity measures, depth, length and goal-size, are con-
sidered to be "parallel" computation time, "serial" computation time and space, 
respectively, required in computing R. In fact, Shapiro showed the following cor-
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Goal:  `sum(s(0), s(0), s(s(0)))" 
("psum(s(0),s(0),s(s(0)))", "psum(Xi,s(Y1),Zi) psum(X1,Y1,WO, Peg (Zl,s(W1))", 
{ <Xl, s(0)>,<Y1, 0>,<Z1, s(s(0))> }) 
   ("psum(s(0),0,W1), peq(s(s(0)),s(W0)", "psum(X2,0,Y2) . Peq(X2,Y2)", 
{ <X2i s(0) >,‹ Y2, Wi >, }) 
( "peg (s(0), W1), peg(s(s(0)), s(W1))" "peq(s(X3), s(Y3)) 4- Peq(X3, Y3) ", 
                           { <X3, 0>,<W1, s(Y3)>, }) 
("Peq(0,Y3), peq(s(s(0)),s(s(Y3))) "peq(0,0) 4- ,,, {<Y3,0>}) 
("peq(s(s(0)), s(s(0))) ", "peq(s(X4), s(Y4)) " Peq(X4, Y4) ", 
{<X4i SO) >,<Y4,s(0)>}) 
("peq(s(0), s(0)) , "peq(s(X5), s(Y5)) peq(Xs,Y5) ", { <X5,0 >, <Y5, 0> }) 
  ( "peg (0, 0) ", "peq(0, 0) #_ ", 0)
(a) A refutation of P in Fig. II.1.
Psum is 
    (1) 
psum(s(0), , W1) 
(111) I 
 peq(s(0), W1) 
(11)  <Wl,s(Y3)> 
74g(0, Y3) 
(1)  <Y3,0>




 (u)  <Wl, s(Y3) 
peq(O, Y3) 
`1)  <Y3i0>
(b) The associated refutation tree of (a).
FIGURE II.2. A refutation and its refutation tree.
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respondence b tween logic programs and alternating Turing machines  [Sha84]. 
PROPOSITION II.3 (SlAPIR.° 1984). Let P be a logic program of depth com-
plexity D(n), goal-size complexity G(n) and length complexity L(n). Then there 
exists an ATM M recognizing 1(P) such that M operates in time O(D(n)G(n)), 
space O(G(n)) and tree-size O(L(n)G(n)). 
NOTE. Any logic program has goal-size complexity ofG(n) = SZ(n). 
 PROPOSITION II.4 (SlAPIRO 1984). Let M be an ATM with a writable input 
tape that recognizes a language L in time T(n), space S(n) and tree-size Z(n). 
Then there xists a logic program P of depth complexity O(T(n)), goal-size com-
plexity O(S(n)) and length complexity O(Z(n)) such that 
               L = {w E E*lpaccept(w) is in I(P)}. 
 NOTE. Note that any ATM with a writable input tape has space complexity of 
8(n) = SZ(n) and time complexity ofT(n) = Sl(n). 
 It is quite interesting that goal-size is linearly related to alternating space, and 
depth and length are related to alternating time and alternating tree-size respec-
tively, up to the goal-size factor. However, in Shapiro's definition of goal-size, 
"input" and "work space" required in a computation are not distinguished
, and 
therefore goal-size is at least n for the input length n. Thus the minimum class 
of languages defined in terms of logic-programs is APTIME = PSPACE! To cope 
with this deficiency, we introduce a new definition of goal-size. 
 Let D be a derivation of a unit goal Ao from a program P. Consider a unit 
goal AO*, where A be a unit goal close that occurs in D and 9* is the successive 
application of all substitutions in D. If a term t in A9* also occurs in Ao, t is 
called a read-only term. A read-only term which is not a subterm of any other 
read-only term is called a primary read-only term.
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 Let n be the number of function symbols in the initial goal  Ao. The size of a 
primary read-only term is defined as the smaller of [log2 nl and the number of 
function symbols occur in it in its textual representation. The size of a goal in R 
is defined as the sum of the size of all primary read-only terms and the number of 
function symbols which are not in read-only terms. The goal-size of a refutation 
is defined as the maximum size of all nodes in the refutation tree of R. According 
to this new definition, the goal-size complexity of a program is defined similarly 
to the original one. 
 The new definition of goal-size is based on the fact that substring of an in-
put string Ao can be represented as a pointer to Ao (the address of it in binary 
representation). Obviously our definition of the goal-size complexity is a natural 
extension of Shapiro's definition. 
        4. Alternating Turing machines and logic programs 
 4.1. Simulating logic programs with ATMs. We describe an algorithm for 
simulating a logic program by an indexing alternating Turing machine, and extend 
the result of Proposition II.3 to logic programs with sublinear goal-size complexity. 
 THOEREM II.5. A logic program of goal-size complexity G(n) = cl(log n), depth 
complexity D(n) = S2(log n), length complexity L(n), can be simulated by an index-
ing ATM in time O(D(n)G(n)), space O(G(n)), tree-size 0(L(n)(G(n)+n log n)) 
and alternation depth O(D(n)). 
 Goal-size is linearly related to the alternating space, depth is related to the 
alternating time up to the goal-size factor (indeed it is linearly related to the 
alternation depth) and length is related to the alternating tree-size up to the 
polynomial factor. 
 The proof of this is given as an algorithm by which a indexing alternating Turing 
machine determines whether a logic program P solves a unit goal Ao or not. It is
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a modification fwhat Shapiro showed in  [Sha84]. 
 Without loss of generality, we may assume that arity of any function symbol 
is at most 2. Consider Algorithm SIMULATE1 shown in Fig. II.3. DERIVE is 
a procedure for the derivation and UNIFY is a subroutine for unification. In 
our simulation, goals are stored on the work tape of the indexing ATM, where 
ordinary terms are represented in prefix notation and primary read-only terms 
may be represented as a pointer to the input string. 
 UNIFY is a function which returns the most general unifier of a variable-free 
term t and a term t'. First we consider the case that t is an ordinary term. If 
t' is a variable X, it returns the substitution { <X,t> } (in line (U1)). If t' is a 
constant a and t = a, it returns 0 (in line (U2)). If t' is Mil) and t is MO, where 
f is a 1-arity function symbol and t'1 and t1 are terms, it returns the result of 
UNIFY(t1, ti) recursively (in line (U3)). If t' is g(ti, t2) and t is g(ti, t2), where g 
is a 2-arity functor and ti, t2, t1, t2 are terms, it scans the term g(t1, t2) represented 
in prefix notation on the work tape, guesses the address of the second argument 
t2 nondeterministically (in line (U4)), and verifies it using universal branches (in 
line (U5)). Next it calls the subroutines UNIFY(t1 iti) and UNIFY(t2, t2) (in line 
(U6)), verifies ifno variable is substituted in two or more inconsistent way (in line 
(U7)), and returns the union of them (in line (U8)). In every other case, viz. when 
these two terms are not unifiable, UNIFY "reject" the computation a d all of the 
associated universal branches also fail. 
 It is almost similar in the case that t' is a primary read-only term represented 
as a pointer, except hat arguments are passed by their addresses. In case that 
t' = g(ti, t2), it expects that t = g(t1, t2) and guesses the address of t2 on the input 
tape nondeterministically (in line (U4)), instead of scanning the work tape. 
 Procedure DERIVE chooses a Horn clause C = "A' i- B1, ..., Be" (e > 0) 
in P nondeterministically (in line (R1)) and get the most general unifier a by
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 Algorithm SIMULATE1
     Given: a logic proaram P; 
     Input: a unit goal A; 
     Output: whether P proves A or not; 
function UNIFY( t: a variable free term, t': a term ) 
   begin 
case( t' ) of
: a substitution;
        a variable "X": UNIFY := { < X, t > }; 
         a constant "a": if t= "a" then UNIFY :=0 else reject; 
         an 1-arity function symbol "f (ti)": 
(U3)if ( t= "f(t1)" ) then UNIFY := UNIFY( t1, t'1 ) else reject; 
         a 2-arity function symbol "g(t'i, t2)": 
           if ( t= "g(ti, t2)" ) then 
               begin 
(U4)Guess the address of t2 (existential branch); 
(U5)confirm the guess (U4) is correct or not (universal branch); 
(U6)UNIFY1 := UNIFY( t1, t' ); UNIFY2 := UNIFY( t2, t2 ); 
(U7)if ( UNIFY1 and UNIFY2 are inconsistent ) hen reject; 
(U8)UNIFY := UNIFY1 U UNIFY2; 
                end 
            elsereject;
     end { of case} 
  end { of function UNIFY };
procedure DERIVE (A: 
   begin
a unit goal );
      Choose aclause C = "A' (- B1, ... , B,, " (k > 0) in P (existential branch); 
v := UNIFY( A, A' ); 
     Guess a substitution0(existential branch) such that 
      all remaining variables in Ca are substituted to variable free terms; 
(R4) for all i E { 1, ... , k} parallel do (universal branch) 
       DERIVE ( B;v0 ); 
  end { of procedure DERIVE } ;
begin { of main routine } 
  Output "YES" if DERIVE( A ) is successfully end; 
end;
FIGURE II.3. An algorithm for simulating a logic program by an
indexing ATM.
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calling Function UNIFY (in line (R2)). Suppose A and A' are unifiable. Since no 
variable occurs in goal A, all variables occur in A' are substituted by variable-free 
terms via a. Next it guesses a variable-free substitution 0 of variables which are 
not substituted via a (in line (R3)). All variables occur in C are substituted by 
variable-free terms via aB. Finally, it asks if BaO can be derived by P for each 
Bi using universal branches (in line (R4)). 
  Let us consider how much space, time and tree-size are required in this simula-
tion, by examining how the refutation R of Ao from P is simulated by an indexing 
ATM. Let n be the length of Ao, and let G(n), D(n) and L(n) be the goal-size, 
depth and length of R respectively. Space, time and tree-size required in each 
call of Function UNIFY are all O(log n + G(n)) = O(G(n)), and required alterna-
tion depth is at most 2, except for the verifications of consistency (in lines (U5) 
and (U7)). Since the clause A' is independent of n, the depth of recursive calls 
of Function UNIFY is at most a constant independent of n, and therefore each 
call of Procedure DERIVE requires O(G(n))-space, O(G(n))-time, O(G(n))-tree-
size and at most constant alternation depth. Thus the simulation of R is carried 
out in space O(G(n)), time O(D(n)G(n)), tree-size O(L(n)G(n)) and alternation 
depth O(D(n)) except for the verification steps (in lines (U5) and (U7)). Ver-
ification of consistency is essentially equivarent to recognition of a context-free 
language, and can be carried out in space O(log n), time O((log n)2), tree-size 
O(n(log n)) and alternation depth O(log n) [Ruz80]. Thus the total space, time, 
tree-size and alternation depth required in the simulation are O(G(n) + log n), 
O(D(n)G(n)+ (log n)2), O(L(n)(G(n)+n log n)) and O(D(n)+logn) respectively. 
We now get the threorem. 
 4.2. Simulating ATMs with logic programs. We describe an algorithm 
for simulating indexing alternating Turing machines by logic programs . This algo-
rithm is based on a simulation technique introduced by Ruzzo (1980) for simulating
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an S(n)-space and Z(n)-tree-size bounded ATM (which may be indexing, off-line 
or ordinary) by an  O(S(n)log Z(n))-time bounded and O(S(n))-space bounded 
indexing ATM. 
 A computation fragment of an S(n)-space and Z(n)-tree-size bounded ATM M 
is an ordered pair (r, L), where r is a configuration f M using space < S(n), and 
L is a set of such configurations. A fragment is realizable if there is a computation 
tree of M with root r whose leaves are either accepting or in L. An algorithm 
for deciding realizability ofa fragment (r, L). Algorithm SIMULATE2, is shown in 
Fig. II.4. 
PROPOSITION II.6 (Ruzzo 1980). If ATMM accepts w within tree-size < Z(n), 
REAL(ro, 0) returns "true" with maximum depth of recursions O(log Z(n)). 
 Ruzzo also showed that it is sufficient to consider fragments whose corresponding 
computation trees have not more than three non-accepting leaves in Algorithm 
SIMULATE2. 
 Next we describe a logic program which simulates Algorithm SIMULATE2. We 
may assume that M is an indexing ATM which has one work tape and that the 
index tape alphabet is{0, 1}. In our simulation, an input string w = xlx2...xn E E* 
of length n is represented by a term 
• (... (• (• (xi, x2), • (x3, x4)), ... • (• (xn, $), • ($,$)) ... ) 
in complete-binary-tree form of height F1og2 nl as shown in Fig. 4 (a), where "•" 
is a 2-arity function symbol and "8" is a constant. A configuration f indexing 
ATM M is represented bya term 
q(wcur, tleft, right) 
where wcur is a subtree of w obtained by traversing a complete binary tree w 
according to windex, and tleft and tright represent the left side (including the head
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Algorithm SIMULATE2 
     Given: an indexing alternating Turing machine M. 
     Input: a string w E E*; 
     Output: whether M accepts w or not; 
function REAL( r: a configuration f M, 
               L: a set of configurations ofM ): Boolean; 
  begin
      if the fragment (r, L) is realizable within tree-size <3 then 
         REAL := true 
      else 
         begin 
(F2)Guess a configuration f M, s, 
            and sets of configurations of M, L' and L" 
              s.t. L'CL,L"CL and L=L'UL" 
             (existential branch) ; 
(F3)REAL :=( REAL( r,L'U{s})A REAL( s,L")) 
             (universal branch); 
         end 
  end { of REAL};
begin 
   Output "YES" if REAL( r0, 0 ) = true, 
   where r0 is an initial configuration of M with input w; 
end.
FIGURE 11.4. An algorithm for simulating an ATM .
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position) and the right side of the content of the work tape respectively. (See an 
example shown in Fig.  II.5(b).) 
 Let us consider the logic program Preai shown in Fig. 5. Obviously Preai behaves 
quite similar to Algorithm SIMULATE2. From Propositionll.6, if M accepts w 
within space < S(n) and tree-size < Z(n), then there xists a refutation of 
Paccept (q0(w) ) 
from Preai with depth O(log Z(n)), goal-size O(Z(n)) and length O(Z(n)). Thus 
the second theorem follows: 
 THOEREM II.7. Let M be an ATM which accepts a language L in space S(n) > 
S2(log n) and tree-size Z(n). Then there xists a logic program P of depth com-
plexity O(log Z(n)), goal-size complexity O(S(n)) and length complexity O(Z(n)) 
such that 
{w E El Paccept(w) is in I(P).} 
is a language recognized by M. 
 Alternating space is linearly related to the goal-size. Alternating tree-size is 
linearly related to the length and logarithm of alternating tree-size is linearly 
related to the depth. The next corollary follows immediately from the theorem. 
 COROLLARY II.8. Let M be an ATM that accepts a language L in time T(n), 
space S(n) > S2(log n) and tree-size Z(n). Then there exists a logic program P
of depth complexity O(T(n)), goal-size complexity O(S(n)) and length complexity 
O(Z(n)) such that {w E E*Iaccept(w) is in I(P).} is a language r cognized by M. 
Remark. Note that T(n) > 52(logZ(n)). ^  
 Since Corollary II.8 subsumes Proposition 11.4, Theorem II.7 is an improvement 
of Proposition 11.4.
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Program  Preal
paccept (W) 'prealizable (40 (W, $, $), fL ($, $, $)) 
Prealizable (Y, fL(Yl,Y2,Y3)) 4—Prealizable(1", fL(Z,Y2,Y3)), 
Prealizable (Z, fL (Y1, 1'2, Y3 )) 
Prealizable(Y, fL(Yi,Y2,Y3)) 4prealizable(Y, A0725 Y17 1'3)) 
Prealizable(Y, fL (Y1, Y2 ,Y3)) 'Prealizable (Y,fL (Y3, Y2, Y1)  
                 Prealizable(Y, IL(Y1,Y2,Y3)) 4—Pv(Y, Z), 
Prealizable(Z, fL(Y1,Y2,Y3)) 
Prealizable(Y, fL(Yi,Y2,Y3)) (Y, Y11172), 
Prealizable(Y1, fL($ $, $)), 
Prealizable(Y2, fL($ $, $)) 
Prealizable(Y,fL(Yl,Y2,Y3)) 4-PV(Y,Y1), 
Prealizable(Y1, fL($ $, $)) 
PA (4ni (X), 4a (X ), 46 (X))  
pv(4vi(X), 4e(X)) 4— 
      pv(41(' (T'V1, W2), T1, T2), 42 (14'i, T1, T2)) 
pv(41(' (Wi, W2), T2), T2), 43(W2,T1, T2)) 4-
Pv(41(W,fc,(Ti),fc2(T2)),44(W,fcz(fci(T1)),T2)) 
pv(41(W,fci(fc3(Tl)),T2),45(W,fc3(Tl)), hi, (T2)) 4— 
                     Prealizable (46 (0, T1.T2)) <—
                     Prealizable(47(1,T1.T2))
FIGURE II.5. A program for simulating an ATM.
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           5. Languages recognized by logic programs 
 We examine the relations among classes of languages recognized by logic pro-
grams and many well-known complexity classes. 
 We denote the class of languages recognized by logic programs within goal-size 
 O(G(n)), depth O(D(n)) and length O(L(n)) simultaneously, b  
L-GzDpLn(G(n), D(n), L(n)). Likewise, L-GzDp(G(n), D(n)) denotes languages 
recognized bylogic programs within goal-size O(G(n)) and depth O(D(n)) simul-
taneously, and similarly for L-GzLn(G(n), L(n)) etc. 
 THOEREM II.9. For D(n) > Sl(log n) and G(n) < 2°(D(n)), 
           L-GzDp(G(n), D(n)) = L-GzLn(G(n),2°(D(n))) 
                          = A-SpSz(G(n), 2o(D(n)))
 PROOF. From Proposition II.3 and Theorem II.5, 
L-GzLn(G(n), 2°(D(n))) C A-SpSz(G(n), 2°(D(n)) • (G(n) + n log2 n)) 
                    = A-SpSz(G(n), 2o(D(n))) 
From Theorem II.7, 
A-SpSz(G(n), 2°(D(n))) C L-GzDpLn(G(n), D(n), 2°(D(n))) 
It is obvious that, if the depth of the refutation isD(n), the length of a refutation 
is at most 2°(D(n)), i.e. 
        L-GzDp(G(n), D(n)) C L-GzDpLn(G(n), D(n), 2°(D(n))). 
0 
 COROLLARY II.10. The class of languages recognized bylogic programs within 
goal-size O(log n) and depth O(log n) is LOGCFL, i.e. the class of languages
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log-space r ducible tocontext free languages. 
            L-GzDp(log n, log n) =  L-GzLn(log  n,  20(logn)) 
                            = A-SpSz(log n,2°(1°gn))
                           = LOGCFL. 
 Remark. The corollary immediately follows from Theorem II.9 for G(n) = O(log n) 
and D(n) = O(log n). ^ 
 Similarly, the following result follows immediately. 
L-GzDp(log n, (log n)°(1)) = L-GzLn(log n, 2(1ogn)°(1)  
                              = A-SpSz(log n,2(1og n)o(1))
= NC, 
L-GzDp(log n, n°(1)) = L-GzLn(log n, 2no(1) ) 
                             = A-SpSz(log n,2n°(1)) 
= P, 
L-GzDp(n°(1), log n) = L-GzLn(n°(1), nom) 
                            = A-SpSz(no(1),now)
=NP. 
  Hierarchy of complexity classes are shown in Fig. II.6. 
                        6. Considerations
 We have modified the definition of complexity of logic programs introduced by 
Shapiro, and have shown a relationship between the complexity of logic programs 
and that of alternating Turing machines. Inparticular, logic programs are closely 
related to tree-size bounded alternating Turing machines. We can say that logic
6. CONSIDERATIONS
 L-GzDp(n°(1), n°(1)) = A-SpSz(n°(1), 2n°(1)) = PSPACE 
     = L-GzLn(n°(1), 2nb(1)) =A-SpTi(n°(1),n°(1)) 
L-GzDp(n°(1), log n) = A-SpSz(n°(1), n°(1)) = NP 
              = L-GzLn(n°(1),no(1)) 
L-GzDp(log n, n°(1)) = A-SpSz(log n,2no(1)) =P 
               = L-GzLn(log n, 2n0(1)) 
I 
= L-GzDp(log n, (log n)O(1)) = A-SpSz(log n,2(1og n) 0(1)) = NC 
L-GzLn(log n, 2(1og n)O(1)) =A-SpTi(log n, (log n)°(1) ) 
i 
A-SpTi(log n, (log n)2) = .A/C2 
i 
A-SpA1(log n, log n) = AC1 
1 
L- GzDp(log n,log n) = A-SpSz(log n,2°(1°g n)) = LOGCFL 
             = L-GzLn(log n, 2o(1og n) )
NG 
DG 
A-SpTi(log n, log n) = NC1 
i 
                  Regular Sets
FIGURE II.6. Hierarchy of complexity classes with respect to logic 
program complexity.
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programs are a surprisingly good model of parallel computation. Indeed, log-
ics program can be considered as alternating Turing machines whose existential 
branches and universal branches are not symmetric. 
 NC is a very attractive class, because all problems in it are solvable very rapidly 
by circuits with polynomial gates. We have given a characterization of NC in terms 
of logic programs. Another characterization of NC via logic programs is shown in 
the next chapter. 
 Theorem II.9 means that any logic programs of length complexity L(n) (whose 
depth complexity is O(L(n))) can be simulated by a logic program with depth 
complexity O(log L(n)) and length complexity L(n)°(1). This may be regard as 
conversion from "serial" logic programs into parallel form. In the next chapter, we 
show a concrete procedure for converting a program into a parallelized equivalent.
         CHAPTER III 
Parallelizing Logical Query Programs
                         1. Introduction 
 Logic programs without function symbols, called logical query programs or Dat-
alog programs, have been studied as a query language of deductive databases. In 
this chapter, we argue theoretically on the computational complexity of logical 
query programs. 
 First-order queries are queries expressible in first-order relational calculus with 
finite domains  [Cod70]. First-order queries are in AC°, and thus there exist so 
many queries that are not expressible in first-order logic [AU79]. Fixpoint queries 
are obtained by augmenting first-order relational calculus with the least fixed point 
operator p [CH84]. The class of fixpoint queries i exactly equal P (PTIME), if 
total ordering < is defined on the domains [Imm86]. Another additional opera-
tor for first-order queries is transitive closure. Immerman showed that the class 
of first-order queries with total ordering plus transitive closure is equal to N,C 
(NLOGSPACE) [Imm87, Imm88]. 
 Logical queries are queries expressible in logical query programs. Formalization 
of logic query programs as a theoretical model of computation was given by Ullman 
and Van Gelder [UV88]. A logical query is defined by function-free clauses (called 
IDB (Intensional Database) rules) and a a set of predicates instantiated with 
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constants (called EDB (Extensional Database) facts) given as an input instance. 
The size of fringes of a derivation isused as a complexity measure. They showed 
a PRAM algorithm which computes the query defined by a logical query program, 
and showed that queries with the polynomial fringe property is in  .,VC. They also 
show that some logical query programs are logspace omplete for P (P-complete). 
 However, there exist some queries which are in P but cannot be defined by logical 
query programs, because of the absence of both negation and total ordering. 
 We here investigate logical query programs with total orderingplus negation 
of EDB facts. We show that the class of queries defined by such logical query 
programs is exactly equal to that of queries in P, by characterizing logical query 
programs as logspace bounded alternating Turing machines. The fringe complex-
ity of a program is related to the tree-size complexity of an ATM. Some results 
obtained on conventional computation models can be translated in terms of logic 
programs. We also show a concrete procedure to parallelize a program with poly-
nomial fringe property into equivalent one with logarithmic depth complexity. 
  Next we address ourselves to subclasses of queries which can effectively paral-
lelized. A non-confluent program is a logical query program, which has a derivation 
tree such that all of subgoals on it are distinct. We show that logical queries de-
fined by non-confluent programs are exactly equal to the queries in LOGCFL, 
the class of languages logspace r ducible to context free languages (CFL). The 
polynomial fringe property is related to non-confluency. 
 In Section 2, we will describe some formal definitions on logical query programs 
as our computation model. In Section 3, it will be estimated how much power is 
attained in use of negation of EDB facts and total ordering. Simulations between 
logical query programs and logspace bounded alternating Turing machines will 
be presented in Section 4. In Section 5, we will show a procdure of "paralleliz-
ing" logical query programs. Linear programs, non-confluent programs and the
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polynomial fringe property will be investigated in Section 6. 
                        2. Definitions 
 2.1. EDB facts, EDB instances, and queries. Let V be a finite set of 
variables, and let C =  {ci, c2, ... } be a countably infinite sequence (totally ordered 
set) of constants. C is called the universe, in association with the Herbrand 
universe ofa logic program. A function free term is either a variable or a constant. 
We abbreviate a function-free term to just a term hereafter. A domain is a leading 
subsequence of the universe C, Cn = {cl, ... , cal, for some n E N, where N is the 
set of natural numbers (non-negative ntegers).1 
 Let PIDB and PEDB be mutuallydisjoint sets of predicate symbols. Predicate 
symbols in PIDB are called IDB (Intensional Database) predicate symbols, and 
predicate symbols in PEDB are called EDB (Extensional Database) predicate sym-
bols. We use {po, pl, ... } to denote IDB predicate symbols, {qo, ql, ... } to denote 
EDB predicate symbols, and fro, r1, ... } to denote predicate symbols that may 
be either IDB or EDB one. 
  An atom is a formula written as p(ti, ... ,tk), where p is a predicate symbol with 
arity k(> 0), and the arguments t1i ... , tk are terms. A variable-free atom is said 
to be ground. 
 Let E = {ql, ... , q3} be a set of EDB predicate symbols. An EDB fact on E and 
Cn is an atom whose predicate symbol is in E and whose arguments are constants 
in Ca. We denote the set of all EDB facts on E and Cn as EDB(E, Ca). An EDB 
instance on E and Cn is a subset of EDB(E, Cn),{q~l(c1), ... , qiN(cy)}, where c"i 
denotes a vector of constants in Cn. 
 An initial goal of with an IDB predicate symbol pon Cn is a ground atom p(c), 
where c is a vector of constants in C. A pair (P, p(e)) is called a query instance 
1For completeness, we define that Co = 0 (the mpty set).
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on domain  Cn, where P is an EDB instance on E and C1z, and p() is an initial 
goal with p on Cn. We define the size of a query instance to be n (the size of the 
domain Ca). 
  Let k1,... ,k, be the arities of all predicate symbols q1, ... , qs E E, respectively. 
A query Q is a countably infinite sequence 
Q={Q(C„) I n=0,1,...1. 
where Q(Cn) is a set of query instances 
Q(Cn) C {(P, p(c)) I P C EDB(E, Ca,), c E C,,,k}. 
 p is called the query predicate symbol fQ, and the vectorof arities (k1, ... , ks) —* 
k is called the sort of Q. When k = 0 (p is a zero-ary predicate symbol), Q is 
called a Boolean query. A query with E = 0 (the empty set of EDB predicate 
symbols) is called inherent. 
 2.2. Logical query programs and the basic theorem problem. Let A be 
an atom and let B1, ... , Be (e > 0) be (possibly zero) atoms. A formula 
Af—B1i...,Be 
is called a Horn clause, as in Section 3of Chapter II. A conjunction ofatoms 
Ai, ...,An, (m > 0) 
is called a goal. When m = 1, "Al ” is called a unit goal. 
 Let E _ {ql, ... q3} be a set of EDB predicate symbols. For each qi E E with 
arity k;, we choose an IDB predicate symbol with arity ki, denote it P- and call 
it the negation of qi. The set of negations of predicate symbols in E is denoted as 
E. For simplicity, we may denote an atom composed of the negation of qi, 
as -'qi(e`)•
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 An interpreted predicate  symbol  p*with arity k(> 0) is an IDB predicate symbol 
with an associated query Q. on E. such that 
Q*(Cn) C {(13,13.M) I P C EDB(E*, Cn), c E Cnk}• 
Q. is called the interpreted rule for p*. In the following discussions, weadopt hree 
inherent queries Q1 QT, and Q+ such that 
QT(Cn) ={ (0, p1(c1)) }(the minimum), 
    QT(Cn) _{ (0, p1(cn)) }(the maximum), 
Q+(Cn) ={ (0, p+(ci, ci+1)) (i E {1, ... ,n — 1} } (the successor), 
as our interpreted rules, where p1 and PT are unary predicate symbols, and p+ 
is a binary predicate symbol, each of which is associated with Q1, QT, and Q+, 
respectively. We sometimes utilize descriptive notation such as 
                     X = c1 for p1(X), 
                     X = cn for pT(X), 
and 
Y = X + 1 for p+(X, Y). 
We denote the set of the interpreted predicate symbols as rw. 
 Let E (c PEDB) be a set of EDB predicate symbols, and H (c PIDB) be a set 
of IDB predicate symbols. We assume that H, Fw and E are disjoint. A rule 
on E and II is a Horn clause composed ofatoms on EUEUHU I'm, where all 
of the arguments are variables in V (none of them is instantiated by a constant), 
and neither an EDB predicate symbol, a negation of an EDB predicate symbol, 
nor an interpreted predicate symbol appears in the heads. A basic logical query 
program is a finite set of rules. We may often call it a "logical query program" or
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a "program" for short. We say a program is pure if it has neither an interpreted 
predicate symbols nor a negation in the bodies. 
 Let  PI be a basic logical query program on E and H, and let PE be an EDB 
instance on E and C.• We set E and H fixed, and omit mentioning them hereafter. 
For a given goal N = "A1i ... , Am" (m > 1), if there exist a rule C = "A <— 
B1i ... , Be" (k > 0) in PI such that A and Ai is unifiable via a substitution 0 for 
some i E [1, m], then 
1V = (Al,...,Ai-1,B1,...,Be,Ai+1,...,Am)0 
is derived from N and C with 0. Similarly, if Ai is unifiable to a fact q(c) in PE 
via a ground substitution co, 
Ni = (Aii...,Ai-i,Ai+i,...,Am)cP 
is derived from N and q(c) with cp. Derivation by an interpreted rule is defined 
as follows. Let p*(X1i ... , Xk) be a term composed of an interpreted predicate 
symbol p . of arity k unifiable to some Ai in N via a substitution 
                         4V= { Cxi>,...,<Xk,Cxk> 
where all ci's are in Cn. If 
                ( PEnEDB(E,,, Cn), p*(Cx ... , ck) ) 
is in Q*(Cn), the associated Boolean query on Cn, 
N" = (A1,...,Ai-1,Ai+1,...,Am,) 
is derived from N and Q,, with substitution O. 
 Derivations, refutations and refutation trees of logical query programs are de-
fined similarly as those of logic programs in Section 3 of Chapter II. The basic 
theorem problem of a logical query program PI for a query instance (PE, p()) on 
Cn is the question,
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     "Does  PI U PE solves p() on Cn?" 
 The base of a program PI on Cn,HBpi(Cn), is the set of all atoms composed 
of predicate symbols in EUEU II U P(c and constants in Cn as the arguments. 
The interpretation of a program PI with an EDB instance PE on Cr, is defined as 
Ip1(Cn, PE) def {A E HBp1(Cn) I PI U PE solves A.}. 
The query defined by a logical query program PI with a query predicate symbol p 
of arity k is a query s.t. 
QP1,P(Cn) def {(PE,p())I PE C EDB(Cn), 
5E Cnk, p(C) E IP1(Cn, PE)}. 
We call Q pl,p the logical query defined by PI with p. 
 The basic theorem problem of P1 is translated into the membership problem of 
the query such that 
    "Is (PE,pV)) in QP,,p(Cn)?" 
We can view the query Qpl,p as the language "recognized" by PI with respect to 
P. 
      3. Negation, total ordering, and first-order reducibility 
 First we introduce complexity measures for logical query programs. The depth 
of a refutation tree is defined just in the same way as those for logic programs. 
The fringe size of a refutation is the number of leaves of the associated refutation 
tree of it. Note that we do not consider goal-size, since a logical query program 
has no structured term. 
 We say that a logical query program PI is of fringe complexity F(n) (depth 
complexity D(n)) if any provable query instance of size n has a refutation whose 
fringe-size is < F(n) (depth is < D(n), respectively), from PIUPE. A logical query
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program has the polynomial fringe property  (superpolynomial  fr nge property) if the 
fringe complexity ofit is n°(1) (2" og n)o(1) )
 DEFINITION III.1. A query Q is in Q(,,c-stage(D(n)) if there is a logical query 
program PI such that Q = QPI and the depth complexity ofP1 is O(D(n)). A 
query Q is in Q-stage(D(n)) if there is a pure logical query program PI such 
that Q = QPI and the depth complexity of PI is O(D(n)). A query Q is in 
Q(,,Q-fringe(F(n)) if there is a logical query program Pi such that Q = QPI and 
the fringe complexity ofP1 is O(F(n)). Q-fringe(F(n)) isdefined similarly.
The inclusion
Q-stage(D(n)) C Q(,,Q-stage(D(n)) , 
Q-fringe(F(n)) C Q(,,Q-fringe(F(n))
is proper because ofthe absence ofneither of negation or total ordering [Imm87]. 
We must consider how much power is attatched by use of negation (E) and total 
ordering (I',). As with negation, it is obvious that we could never define ven a 
simple query "p is true if and only if r(c1) is not true," by any pure logical query 
program. Introducing the use of negation for EDB facts only is, in a sence, a 
compromise point for language completeness and simplicity. 
 Chandra nd Harel [CH84] showed that computing fixpoint queries (which can 
be translated to pure logical queries + arbitrary use of negation) is in P. Con-
versely, Immerman [Imm86] showed that the existence of total ordering in the 
domain is suffice to express queries computable in polynomial time by fixpoint 
logic. The interpreted rules rm = {pl, pT, p+} is introduced in suggestion with 
the property. Indeed, when the domain is totally ordered, each of the queries can
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be computed by a first-order query with order relation < as 
 pi(X) - —1(3W) [ W < X ], 
pT(X) _ -,(3Z) [X <Z], 
p+(X,Y) - X< Y A, (3Z) [X < Z A Z< Y ]. 
Also note that the order relation < can be trivially defined by a logical query 
program as 
p<(X, Y) — p+(X, Y) , 
p<(X, Y) — p+(X, Z), p<(Z, Y) • 
However, it is impossible todefine any of Q1, QT, or Q+ by a logical query program 
with an interpreted rule < only. This is why we adopt rim instead of the total 
order elation itself. 
 A query QAis first-order reducible to a logical query QB defined by a program PB 
if there exist finite set of interpreted predicate symbols {pi, ... , p,} such that Q is 
defined by PB and {pi, . . . ,P.,} and interpreted rules Q1i ... , Q3, each of which are 
associated with pi, ... , p3 respectively, are defined by first-order relational calculus 
[Cod70] on finite domains with total ordering. FO(.1) denotes the class of queries 
first-order reducible to logical queries in .f). 
THOEREM III.1.. 
Q(,,c-fringe(F(n)) C FO(Q-fringe(F(n))) C Q(,,<)-fringe(F(n) n°(1)). 
 Theorem III.1 follows immediately from the next lemma. 
 LEMMA III.2. For any first-order query Q, there exists a logical query program 
P that computes Q with fringe-size complexity n°(1)
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 PROOF. Any formula in first-order predicate logic can be transformed into nor-
mal form such that negation symbols  (--,) qualify only principle formulae, using 
De Morgan's law. 
 Let fA and fB be formulae (in the normal form) which represent queries QA 
and QB respectively. Let PA be a logical query program which defines QA with a 
predicate pA, and PB be a logical query program which defines QB with a predicate 
pB. We denote the fringe-size complexity of PA and PB as FA(n) and FB(n) 
respectively. 
 Consider the conjunction fAand fB, fA(xA, y") A fB(xB) y), where y = yi, ... are 
the free variables shared by fA and fB, and xA = xA1, ... (IA= xA1, ...) are the 
free variables that occur only in fA (in fB, respectively). The query represented 
by can be defined by the union of PA, PB and a rule 
PAnB(XA,XB)Y) 4— PA(XA,Y), PB(XB,Y) 
with a predicate symbol pAAB. The fringe-size complexity ofit is FA(n) + FB(n). 
Similarly, the query represented bythe disjunction fA(xA, y) V fB(xB, y) can be 
defined by the union of PA, PB and two rules 
PAVB(XA, 4)f) f— PA(XA) Y), 
PAVB(XA)XB,Y) 4— PB(XB,Y) 
with a predicate symbolpAVB• The fringe-size complexity of it is max{FA(n), FB(n)}. 
 The query represented by the existential bound of fA with respect to a variable 
x, 3x[fA(x, y)J, can be defined by the union of PA and a rule 
PaA(Y) 4— PA(X, Y) 
with a predicate symbol p3Ai and the fringe-size complexity of it is FA(n). The 
query represented by the universal bound of fA with respect to a variable x,
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 Vx[fA(x, y)], can be defined by the union of PA and rules 
PVA(Y) <— X = Cn, PVA+(X, Y) 
   tititi 
        PVA+ (Xi ,Y) PA(X1,Y), X1 = Xo + 1, PVA+(X0,Y) , 
PvA+(X,Y) 4— pA(X,Y), X = Ci , 
with a predicate symbol pVA. The fringe-size complexity ofit is n(FA(n) + 1) + 1. 
 The lemma follows by induction of composition of the formula. ^ 
            4. Alternation and logical query programs 
 4.1. An ATM algorithm for logical query programs. It is well known 
that logical query program can be computed in polynomial time of the size of 
input domain. 
 FACT III.3. The basic theorem problem of a logical query program is in P. 
 Note that any query instance of size n can be encoded using the standard binary 
representation with length n°(1) 
 Fact III.3 is originally found for fixpoint queries (logical queries + arbitrary 
use of negation) by Chandra nd Harel [CH84], although their formalization does 
not assume the existence of total ordering. In this section, we enter details of the 
complexity of computing logical queries by simulating a logical query program with 
a logspace bounded indexing alternating Turing machine, just like the simulation 
of logic programs in Section 4 of Chapter II. 
 Roughly speaking, as is shown in Chapter II, we can say that a logical query 
program is almost an ATM algorithm itself. Rules in the program corresponds 
to the next move relation of it. An initial goal and an EDB instance is regarded 
as an input string. The nondeterministic choice of a clause whose head unified 
with a goal corresponds to an existential branch of an ATM. The simultaneous 
satisfaction of the subgoals in the rule corresponds a universal branch.
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  The most important difference is that, conjunctive goals can share variables, 
while the computations of universally forked branches of an ATM must be done 
independently. The key idea of Shapiro's simulation  [Sha84] is that the final value 
of a shared variable is "guessed" immediately, using existential branches, before 
the subgoals are forked universally. Instead of the most general unifier, a ground 
unifying substitution, which replace all variables in the rule into constants, is 
chosen. 
  Let PI be a logical query program. We first show how to encode an input, 
viz., an initial goal pi(co) and an EDB instance PE = {qi, (6.), ... , gin (4)} into an 
input tape string. Since the number of IDB predicate symbols and EDB predicate 
symbols occur in Pi is finite and independent from the input length, we can utilize 
the predicate symbols as input symbols. The constants which occur in the initial 
goal and the EDB facts represented in standard binary encoding. 
  For example, a query instance 
({gi(ci, c2), g2(c3, c3), gi(c3, C1)}, po(c3, c4)) 
on C5 is directly mapped on the input tape as 
1 0 1; po (0 1 1, 1 0 0); q1 (0 0 1, 0 1 0), 
q2 (0 1 1, 0 1 1), q1 ( 0 1 1, 0 0 1)# 
Here 0 , 0 Q , I' I , o , 8 , po , q1 ,I------q2 land # are tape symbols. Since the 
indices ofconstants are encoded in ilog2 n1 bits, the length of the input string is 
at most lElnhcm'(= n°(1)), where kmax is the maximum arity of predicate symbols 
in E. 
 Consider the algorithm of an ATM M shown is Figure III.7. The ATM M has 
PI in its finite control, and at its initial state it reads the initial goal A(co) written 
on the leftmost of the input tape. At each step of the simulation , it does one-step 
derivation according to the type of predicate symbol of the current unit goal . If
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Algorithm 1 
Given: a basic logical query program  PI; 
Input: an integer n, 
      a query instance ( PE = {qji(cl))...,qjN(cN)}, pi(co) ; 
Output: whether PI U PE proves pi(co) on Cn or not; 
                 q is an EDB predicate symbol, 
function ASK( q(c) :): Boolean; 
c is a constant vector; 
  begin 
    if q(c) E PE then ASK := true else ASK := false; 
  end; 
procedure DERIVE( r(e) : a unit goal ); 
  begin 
if 3q E E [r = q] then 
      begin if not ASK( r() ) then reject end 
     else if 3p,q E E [r = p_,q] then 
      begin if ASK( q()) then reject end 
    else if 3p* E [r = p*] then 
      begin if (0, p*(c)) ¢ Q*(Cn) then reject end 
     else 
       begin 
          Choose a rule "A +— B1i ... , Bk" in PI; (existentially) 
         Guess a ground substitution B;(existentially) 
        if AG # r(e) then reject; 
         for Vi E {1, ... , k}do (universally) 
         DERIVE( B19 ); 
       end; 
  end; 
begin {of the main routine} 
  Say "YES" if DERIVE( pi(co)) is successfully done; 
end.
FIGURE III.7. An ATM algorithm simulating logical query programs.
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it is an EDB predicate symbol in E or negation of an EDB predicate symbol, it 
reads the input tape and checks whether the current goal is in the EDB instance. 
If it is an interpreted predicate symbol (say  AO, M interprets Q,, for the given 
arguments. If it is an IDB predicate symbol in II, it existentially chooses a rule 
in P1, and writes on its work tape a substitution 9. Next it computes AO, verifies 
if A9 = r(), and erase the current goal. Then it universally chooses all subgoals 
Bi's in the rule and recursively dose the same for the new goal BiO for each i. 
 During the simulation, each goal is kept as a string, whose length is at most 
O(log n), on the work tape. Since the number of variables appear in a rule is at 
most constant, he substitution 9 can be encoded in a string of length O(log n). 
Thus the ATM M uses space O(log n). Each call of DERIVE is done in time 
O(log n) and each call of ASK is done in time O(log n). Each evaluation ofan 
interpreted rule is done in time (log n)°(1) with tree-size n°(1). For a derivation 
tree of depth D and fringe-size F, the corresponding simulation is done in time 
O(D log n), with space O(log n) and tree-size O(DF log n). We now have:
 THOEREM III.4. For every logical query program P1 of depth complexty D(n) 
and fringe complexity F(n), there xists an indexing ATM M of depth complexity 
O(D(n) log n), space complexity O(log n) and tree-size complexity O(D(n)F(n) log n), , 
such that M accepts a query instance if the union of the EDB instance and PI 
solves the initial goal on the domain.
 4.2. Programs simulating ATMs. Let us show the converse of Theorem III .4, 
i.e., how a logspace bounded alternation is simulated by a logical query program . 
 One problem on simulating an automaton with a pure logical query programs 
is representation of the input string as an EDB instance . Since an EDB instance 
itself is an unordered set of facts, there seems no direct way to express naturally 
the symbol at each position on the input tape without using the total ordering .
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For example, if one prepared  an  EDB  instance  on  C., 
 lgjl(ci),  gj2(c2),  ..., gin  (cn)} 
for an input string of length n, "qji qj2 ... qjn" , the program would have no way 
to know that thre position represented by 1 and the position represented by 2 is 
contiguous. Instead of this, Ullman et al. defined a class of EDB instances of the 
form 
   {f\\ll                     qjl(Ci,c2),qj2 (c2,c3), ... , qjn (cn, cn.-~-11I 
and restricted EDB instances in such a class. However a program which has the 
polynomial fringe property for the restrict EDB instances does not necessarily 
have the polynomial (or even superpolynomial) fringe property for arbitrary EDB 
instances. In contrast, no such problem arises in our formalization, since we assume 
the total ordering as interpreted rules. If the character at the ith position of an 
input string is qj;, it is directly represented as a fact gj4(ci). This brings language 
completeness to logical query programs; as we show here, any logspace bounded 
alternating Turing machine has strict correspondence to a logical query program 
whose fringe-size complexity is the same as the tree-size complexity of the ATM 
up to a polynomial factor. 
 Instead of logspace bounded ATMs, we utilize alternating multihead finite au-
tomata. An alternating multihead finite automaton is a variant of a multihead 
finite automaton [Kas87a] with the power of alternation. 
 LEMMA III.5. For any logspace bounded ATM M, there exist an alternating 
multihead finite automaton M' such that M' accepts a string w with tree size 
Z(n)n°(1) iff M accepts a string w with tree size Z(n). 
 Remark. See the simulation of a logspace bounded DTM by a deterministic mul-
tihead finite automaton [Kas87a]. ^
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 Let M be an alternating k-head finite automaton. Without loss of generality, 
we may assume that the tape symbols for the input tape is  {0,  1}, and that the 
number of branches on every universal state is just 2. We set the set of EDB 
predicate symbols to be {q}, where q is a predicate symbol symbol with arity 1, 
and the set of query predicate symbols to be {po}, where Po is a predicate symbol 
symbol with arity 0. Encoding of the input string of length n, 
                     w = "xix2 ... xn" x2 E {0,1} 
to an query instance on Cn is given as (PE, Po) s.t. 
               PE(w) = {p(c2) i E {1, ... ,n},x2 = 1}. 
  Let ,,4,,, be the set of all configurations of M for a given input string w. A 
configuration of M, say a, is specified by a k tuple of the current state s(a), and 
the position of the first to the kth heads ho, ... , hj,. We denote the vector of 
constants representing the head positions of a as 
                                      (2.fCa=f (chi,.. . , Chk)• 
We define a logical query program PM such that there exist a realizable computa-
tion of M on an input string w of length n from a configuration a if PE(w) U PM 
proves p8(a) (ca) on Cn. 
  First we define rules for one-step transitivity of two configurations. Let 
                             P9ca)_+s(A)(ea,cA) 
be a clause, which represents that there is a one-step transition from a to 0. For 
simplicity of description, we may assume that k = 3. For example, assume that 
there is a one-step transition from a state SA to a state sB with head movement of 
the first head left, the second head right and the third head remained, when the 
input value of each heads is 1, 0, 1, The corresponding rule for this transition is
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written as 
 p(A)—~sB(X1)X2,X3,Y1,Y2,X3)  4— 
                   q(X1),-ig(X2),q(X3), X1 = Y1 + 1, Y2 = X1 + 1 . 
Define PQ be the set of all rules defined similarly forall one-step ransition rules 
of M. 
 Next we define the following rules for each state of M. For each univarsal state 
sA whose next states are sA and sB, generate a rule 
Ps, (X) p(S)_sA(X,Y), PsB(X,Z), psA(Y), pSB(Z), Y 0 2 • 
For each existential state sv and each of the next states of .s , say sA, generate a 
rule 
psv(X) 4— 13(.91v)-..5 AP 133A(Y)• 
For each accepting state saccept, generate a rule 
                       X+—.                                p98«epti() 
Define PM) be the set of all rules defined for all states ofM. The program PMis 
the union of PM1 and ft-). 
 Initial goal is set as p,,0(4), where so is the initial state andp co is the vector 
of integers which represents the initial head positions 1,... ,1 of M. Consider a 
derivation of pso(4) with PM U PE(w). Obviously, each derivation isperformed 
for exactly one move of M. Thus, a refutation of p(c"o) is constructible iff an 
acceptable computation of M on w exists. If the tree-size of the computation is 
Z(n), the fringe-size ofthe refutation isO(Z(n)). 
 THOEREM III.6. For any logspace bounded ATM M, there exists a logical query 
program PM, such that M accepts an input string w of length n with tree-size Z(n) 
if and only if PM U PE(w) solves p(co) with fringe-size Z(n) • no(1)
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 Remark. The theorem follows immediately from Lemma  III.5 and the discussion 
above. ^ 
  Summarizing the two theorem shown in this section, we get: 
  THOEREM III.7. For any tape-constructible function D(n) = S2(log n), 
Q(,,.)-stage(D(n)) = Q(,,<)-fringe(2°(D(n))) 
                           = A-SpSz(logn,2°(D(n))) . 
             5. Parallelizing logical query programs 
 There holds an obvious inclusion that 
2(,,Q-stage(D(n)) C 2(,,,)-fringe(2o(D(n))), 
since any proof with depth D(n) can have at most 2°(D(n)) fringes. In this section, 
we show that in fact 
Q(,,<)-stage(D(n)) = Q(,,<)-fringe(2o(D(n))) 
holds for any tape-constructible function D(n) = 12(log n). This indicates that 
any logical query program with fringe-size complexity F(n) can be parallelized as
the equivalent program of depth complexity O(log F(n)). 
 We present a simple syntactic transformation ofa program PI into an equivalent 
parallelization PI. Here we say that a program PI is a parallelization of PI if 
PI C PI. The additional rules are generated by the following procedure. 
    Initialization: Set PI = 0. 
     Iterative rules: We generate two kinds of rules, say activation rules and 
     pebbling rules, for each IDB rule in P.T. For example, let PI has a rule
Po(Xo) — Pi(Xi), Pz(X2), fa), r(2)
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     where Po,  pi and p2 are IDB predicate symbols, q is an EDB predicate sym-
     bol and r is an interpreted predicate symbol. Then append the following 
      rules to Pi. 
         • activation rules 
WPo<—P1(0) Xl) `— p2(X2), q(f), r(2) 
           and the corresponding rule for WPo<—P2 
        • pebbling rules 
po(Xo) "'FPo–Pi(Xo,Xi),pl(Xi) 
           and the corresponding rule for WPo—p. 
      Do this for all rules in PI. 
     Transitive closure: Let pi, pi and pk be (not necessarily distinct) IDB 
      predicate symbols occur in some rule heads in PI. Append the next rule 
WPi<—P,(Xi)X;) — WPi<-Pk(Xi,Xk), 'Pk<--P,(Xk,Z) 
      to PI. Do this for all triplet of IDB predicate symbols in PI. 
The resulting parallelized program is P1 = PI U PI. The frige-size complexity of
the parallelized program is O((F(n))2), where F(n) is the fringe-size complexity 
of the original program. 
 PROPOSITION III.8. If P1 is a logical query program with fringe-size complexity 
F(n), then its parallelized quivalent PI is of depth complexity O(log F(n)). 
 The proposition is proved by Ullman and Van Gelder [UV88] asa PRAM al-
gorithm for the basic theorem problem (see also [Ruz80]). Kanellakis presented 
it as a program transformation [Kan88], although e did not show any concrete 
procedure.
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 We can say that any program with the polynomial fringe property can be par-
allelized so that the depth complexity ofit be  O(log n). 
  COROLLARY 111.9. 
Q(,,)-stage(D(n)) = Q(_,,)-fringe(2°(D("))), 
               Q-stage(D(n)) = Q-fringe(2°(D(n))) 
 Note that the procedure of parallelization does not assume existence of neither 
negation nor total ordering. 
 EXAMPLE III.1. Let us consider a logical query program P consists of rules 
p(X,Y) 4— P(X,Y1), X1 = Y1+ 1, p(Xi,Y) , 
p(X,Y) 4- q(X), -,q(Y), p(X1,Y1), X1 = X + 1, X = Y. + 1 , 
p(X,Y) 4- X = Y + 1 , 
where q is an EDB predicate symbol and p is an IDB predicate symbol. An 
example of a derivation tree of an EDB instance 
          ( {q(c1), q(c2), q(c3), q(c7), q(c9), }, P(Ci,C10) ) 
on C10 is shown in Figure 111.8 (a). (We omit showing leaf nodes, i.e., derivation 
by interpreted predicates, EDB facts, or negation of EDB favts. We abbreviate 
atoms, e.g., p(ci, cio), as "p(1,10)".) 
 The additional rules for parallelization are
Iip-p(X,Y, X,Y1) 
P'-'13(X, Y, Xi, Y) 
!p'—p(X,Y, X1,Yi)
1p-p





Xi = I'i + 1, p(X1,17) 
X1 = Yi +1, p(X,Y.) 
q(X), -ig(Y), 
Xi = X +1, X=Yi+1 
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The parallelized proof is shown in Figure  III.8 (b). 
 Kanellakis also showed that there exists a program PI such that 
Q p1 E Q-stage(log n) but the fringe-size complexity ofPI is (log n)w(1) (more than 
superpolynomial of n). This suggests hat not only the depth complexity but 
also the fringe-size complexity is an unstable measure of the complexity of the 
query itself. They represent properties of the program itself, not those of the 
query defined by it. This sounds of course reasonable, since one could write a bad 
program with as much redundancy as possible. All we can say is that "Only good 
programs can effectively be parallelized." So we may ask "How can we know a 
program is good or not?" However, a pessimistic result has been proved by Ullman 
and Van Gelder [UV88] 
PROPOSITION III.10. It is undecidable whether an elementary chain rule pro-
gram has polynomial fringe-size complexity. 
 The proposition indicates that there exist no general procedure to determine 
whether an arbitrary logical query program can be effectively parallelized or not. 
In the next section we will show that some syntactic restrictions provide a good 
programming guide to writing easily-parallelized programs which do not necessar-
ily have enough explicit parallelism itself. 
          6. Linear programs and non-confluent programs 
 A linear logical query program is one in which each rule has at most one IDB 
subgoal (the rest subgoals are either with EDB predicate symbols, negation, or 
interpreted predicate symbols). It has been discovered independently by many re-
searchers that the basic theorem problem of linear programs i  in NC (see [UV88]). 
The fact that it is in N,C is proved by Immerman [Imm87]. He also showed the 
converse, i.e. any query in NG can be defined by a linear program. This was
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(b) Parallelization f (a). 
Parallelization of a logical query program.
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shown as a relation between  NG and first-order queries with transitive closure 
operation under the existence oftotal ordering [Imm87]. 
PROPOSITION III.11. The set of all queries defined by linear programs i  exactly 
equal to N,C. 
 Problems in NG are guaranteed to have potential parallelism, since any linear 
program has the polynomial fringe property. However, there exist so many prob-
lems in NC that are convinced not to be in N.C. One of the most ypical example 
of such problem isCFL recognition. 
 We define a more general class of "good" logical query programs. A logical 
query program is called non-confluent if there exist a refutation tree in which all 
recursive subgoals are distinct for any query instance solvable via the program. 
 LEMMA III.12. Any non-confluent program has the polynomial fringe property. 
 PROOF. Each subgoal re distinguished byits predicate symbol symbol and con-
stants as its argument. Thus for a domain of size n, the number of admissible 
subgoals are at most 1P1 •nkm-x, where kmax isthe maximum ofthe arities of the 
predicate symbol symbols. ^  
 Next we show that most of programs which is known to have the polynomial 
fringe property are non-confluent. The first example is the class of linear programs. 
 THOEREM III.13. Any linear logical query program isnon-confluent. 
 PROOF. If a refutation tree of a linear program (approximately a path) has two 
identical subgoals. Then the derivation tree given by omitting all derivations 
between the two subgoals, which form a redundant cycle, is also a refutation. ^ 
 Ullman and van Gelder [UV88] investigated lementary chain-rule programs 
with the polynomial fringe property in association with context-free grammars. 
See [UV88] for the terminology used here.
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 Let  PI be a elementary chain rule program with IDB predicate symbols p, 
Pi, P2, • • , and EDB predicate symbols, q1, q2, ... , all of which p properly depends 
upon. Let G be the CFG obtained by considering p as the start symbol, consider-
ing P1, P2, ... as the nonterminals and considering q1, q2, ... as the terminals. The 
productions of G correspond to the rules of PI in the way such that the right side 
production corresponds to the chain of subgoals of a rule. Let L be the language 
generated by G. Let D1 be the Dyck language on one kind of parentheses. 
PROPOSITION III.14 (GSM MAPPING THEOREM). If L is the GSM mapping 
of D1$ for some GSM M, then P1 with p has the polynomial fringe property. 
  Some programs which are proved to have polynomial fringe property by GSM 
mapping theorem are shown in [UV88]. We relate the theorem to the non-
confluence.
 THOEREM III.15. If a program satisfies the assumption f the GSM mapping 
theorem, then it can be transformed into non-confluent form. 
 Remark. In the proof of the GSM mapping theorem in [UV88], "depth" and a 
triple ID(i) plays an important role to count he number of fringes in a refutation. 
Specifically, the following two claims holds. 
  (1) For 1 < i < j < r, if di = d, (depth is the same) then ID(i) ID(j). 
  (2) The maximum depth is polynomially bounded. 
We can modify the original program PI to compute auxiliarily the associated depth 
and ID(i). Then the subgoals in a refutation isdistinguished byeither the depth 
or the ID. ^ 
 Next we show that non-confluent programs have enough power to describe all 
queries in Q(_,,)-stage(log n).
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 Let G = (F,  E, P, S) be a context-free grammar in Chomsky normal form 
[Kas87b]. Here F is the set of nonterminal symbols, E is the set of terminal 
symbols, P is the set of production rules, and S is the start symbol. A terminal 
symbol in E (say a) corresponds to a unary EDB predicate symbol (denoted qa), 
and a nonterminal symbol in P (say A, for example) corresponds to a binary IDB 
predicate symbol (denoted pA). The IDB predicate symbol for the start symbol 
5, ps, is the unique external IDB predicate symbol. A string of length n on E'", 
w = a1a2 ... an corresponds to a EDB instance 
                PE(w) = { gai(ci), ga2(c2), ... , ga„(cn) }. 
The query defined by G is 
{(n, PE(w),ps(cl, cn))I w E E*, S t w}. 
  Let us show a program simulating G, say PG. For each non-terminal production 
Ao -+ A1A2 we create a rule 
PAo(X,Y) '. PAi(X,Z), W =Z+1, PA2(W,Y) 
and register it to PG. Each terminal production A -* a becomes 
PA(X,X) 4- ga(X),-,gbi(X),...,--ggiEl_1(X) , 
where b1, ... , bizi_1 are all of the symbols in E - {a}. Obviously a refutation of 
PG on PE(w) isrelated to the corresponding production of S = w. 
  THOEREM III.16. The logical query program defined by a context-free grammar 
in Chomsky normal form is non-confluent. 
 PROOF. When a rule 
PAo (X, Y) <- PAl (X, Z), W = Z + 1, pA2 (W, Y)
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is applied to a goal  pAa  (cx,  cy), the associated territories of the goal and the two 
new subgoals are [x, y], [x, z] and [z + 1, y] respectively. Here proper inclusion 
[x, z] C [x, y], [z + 1, y] C [x, y] and disjointness [x, z] fl [z -{- 1, y] = 0 hold. 
The inclusion and disjointness is inherited to all descendants of the refutation 
tree. Thus no two distinct goals in a refutation tree are instantiated by the same 
arguments. ^ 
 As shown in Theorem III.16, there exist a non-confluent logical query pro-
gram which exactly computes the recognition problem of the CFL defined by 
any context-free grammar. Also note that any query logspace r ducible to a CFL 
can be computable by a logical query program, since the logspace transducer can 
be emulated by a linear program (with first-order queries as interpreted predicate 
symbols). The next theorem follows immediately. 
 THOEREM III.17. The set of all queries defined by non-confluent programs i
equal to LOGCFL 
 Noting that LOGCFL = A-SpSz(logn, °(')) [Ruz80], we get: 
 COROLLARY III.18. For any logical query defined by a logical query program 
with the polynomial fringe property, there xists anon-confluent program that com-
putes the query. 
 PROOF. From Theorem III.7, 2(,,c-fringe(n°(1)) = A-SpSz(log n,n°(1)) holds. ^  
Note that we can choose the program so that its depth complexity is O(log n), 
since the parallelizing procedure shown in Section 5 does not affect non-confluence 
of a program. 
 Classification f logical query programs by the depth complexity (or equivalently 
by the fringe-size complexity) is characterized viathe hierarchy ofsubclasses of P.
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 COROLLARY  III.19. The following classification of queries defined by logical 
queries with respect o depth complexity holds. 
2(,,^) = 2(,,Q-stage(n°(1)) = P 
Q(,,Q-stage(log°(1) n) = NC 
Q(_,,)-non-confluent = Q(, Q-stage(log n) = LOGCFL 
Q(,,Q-linear =./VC 
Here Q(_ )-linear, Q(_ )-non-confluent, a d Q(,,<,) are queries defined by linear 
programs, non-confluent programs, and arbitrary logical query programs respec-
tively. 
 We can apply many results on the theory of computational complexity, obtained 
on conventional models, to logical query programs. For example, the negation of 
any linear program is also computable by a linear program, by applying Immer-
man's theorem [Imm88, Sze87]: 
PROPOSITION III.20 (IMMERMAN). NG is closed under complementation. 
 COROLLARY III.21. For any linear logical query program PI, there exists a lin-
ear logical query program Pr such that an initial goal pj() is not provable from Pi 
and PE, iff PI() is provable from PI and PE. 
 Similarly, the negation of every non-confluent logical query program is com-
putable by a non-confluent logical query program. 
 THOEREM III.22. For any non-confluent logical query program PI, there xists 
a non-confluent logical query program PI psuch that an initial goal NV) is not 
provable from PI and PE, iff h(e) is provable from P1 and PE. 
 This follows from the fact that LOGCFL is closed under complementation 
[BCD+87].
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 Ullman et al. proved P-completeness of the basic theorem problems for some 
logical query programs, by reduction from the Monotone Circuit Value Problem 
[UV88]. Similar discussion for linear programs leads Al.C-completeness of a linear 
logical query program by reduction from the Graph Accessibility Problem [Imm87]. 
As an additional remark, we mention a LOGCFL-complete logical query program 
by reduction from the word problem of the hardest context-free language [Gre73]. 
  COROLLARY III.23. The basic theorem problem of the logical query program de-
fined by the hardest context-free language is NC1-complete forLOGCFL. 
                     7. Concluding remarks 
  We have shown a new formalization f logical query languages as a theoreti-
cal model of computation, and have shown a relationship between logical query 
programs and tree-size bounded alternation. We present a class of effectively 
parallelizable logical queries, which is defined by a non-confluent programs, and 
showed that it exactly is LOGCFL. 
  Non-confluency of a program is, however, not so clear as linearity; there is 
no procedure determining whether a program is non-confluent or not, although 
we can mostly write a "explicitly" non-confluent program for a given query in 
LOGCFL. There may be a better substitution which can be trivially determined 
by the syntax of a program and still have power to express all queries in CFL. 
Afrati and Papadimitriou [AP93] showed that any query defined by a simple chain 
rule program is either in LOGCFL or P-complete. But it is still open if there is 
some syntactical property which exactly characterizes the queries in NC (logical 
queries with the superpolynomial fringe property).
                 CHAPTER IV 
Optimal Data Transfer on Bus-Connected Parallel Machines
                        1. Introduction 
 Memory hierarchy is one of the most important subjects in computer science, 
and not a few studies, some are theoretical and others are practical, have been 
done. We are concerned in theoretical aspects of this subject here. A practical 
approach is given in the next chapter. 
 A pioneering theoretical work was done by Floyd  [F1o72]. He established a 
simple computation model, composed of a processor with internal memory and a 
disk. Records are transferred blockwise between the disk and the internal memory, 
and only two blocks of records can reside on the memory at a time. He showed 
lower bounds of data transfers required for permuting and related problems. The 
lower bound for permuting is generalized byTsuda et. al. [TST83] on models 
which have practical size of internal memory. Problems other than permuting, viz., 
sorting, FFT, etc., are also investigated [HK81, SV85]. and some lower bounds 
and optimal algorithms for these problems are shown by Aggarwal and Vitter 
[AV88]. The results are generalized on models with multiple disks which have 
parallel data-transfer facility [VS90]. 
 In this chapter, we propose a new parallel computation model, which is a mul-
tiprocessor extension of the conventional two-level memory model. It is composed 
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of processors with internal memory and a disk as a file server, which are connected 
by a shared  I/O bus. Computation time is measured by the number of I/O op-
erations (data-transfer operations via the bus). Lower bounds of required ata 
transfers and optimal algorithms on it are discussed.
 The power of a model essentially depends on whether broadcasting to the bus 
is allowed or not. We show tight lower and upper bounds of the number of re-
quired data transfer operations for sorting, permutation FFT, matrix transposi-
tion and matrix multiplication, on both of models with and without broadcasting 
respectively. When broadcasting is permitted, sorting, permutation and matrix 
transposition can be done on the p-processor model O(logp) times faster than on 
a uniprocessor model. FFT is accelerated bye(log min{p, B}) times, where B is 
the block size, and matrix multiplication is accelerated by 05 times. In contrast, 
when broadcasting is not available, at most constant-factor acceleration can be 
attained for all problems discussed here.
 Our results are multiprocessor extension of the bounds on the conventional 
model of two-level storage [AV88]. The proposed model reflects not only paral-
lelism of operations in multiprocessing, but also parallelism of block data transfer 
and broadcasting. This enables to distinguish, for example, sorting and FFT with 
respect to parallel data-transfer complexity, while the two has the same complexity 
on uniprocessor two-level memories.
 In Section 2, we will give the definition of bus-connected parallel two-level mem-
ories as our computation model. The lower bounds and optimal algorithm for 
sorting, permuting, FFT, matrix transposition and matrix multiplication will be 
presented in Section 3, Section 4, Section 5, Section 6, and Section 7, respectively.
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                    2. Computation models
 The computation model employed in this chapter is composed of p processors 
and a disk (file server) connected by a single shared bus, as shown in Figure IV.9. 
Each processor has its own local memory of size M. Data is transferred among 
the processors and the disk in blocks of B records. 
 Our parameters are 
 • N: # of records to sort (file size); 
   • M: # of records that can fit into internal memory (memory size); 
   • B: # of record that can be transferred in a single block (block size); 
   • p: # of processors 
where 1  < B and 2B < M < N. Cells on internal memories and on the disk are 
linearly numbered by an index; The address of a cell on the internal memory of 
the ith processor a e in [iM, (i + 1)M — 1] (i E {0, ... ,p — 11) and the address of 
any cell on the disk are in [pM, +oo). We assume that the size of each cell is not 
smaller than L1 + log2 NJ bits, so as to store the address of an input record in it. 
 At a data-transfer phase, either a processor or the file server can transmit a 
block data to the bus. When a processor transmits a block, it chooses any B 
cells on its memory, packs data in them into a block at any order, and sends it. 
When the file server transmits a block, it sends a block in any sector on the disk 
without any modification or reordering of it. On a model with broadcasting, all 
processors and the file server can receive the data being transmitted on the bus 
simultaneously. Either of, what is called, broadcasting or multicasting is available 
on it. In contrast, on a model without broadcasting, only one among the file server 
and the processors can receive the data on the bus. On either model, a processor 
can receive the data as a whole or selectively, and put them at any cells on the 
internal memory. The file server puts the received block at any sector on the disk
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FIGURE IV.9. A bus-connected parallel two-level memory.
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without any modification of the contents. 
 Computation time on these models is measured by the number of data-transfer 
phases. Each processor is assumed to have so much computation power that we 
may neglect the time required for operations on its internal memory. We refer 
our model as the bus-connected parallel two-level memory model, or the parallel 
two-level memory for short. 
 The bus-connected parallel two-level memory can be regard as a multiprocessor 
extension fthe well-known two-level memory  [SV85],[AV88]. Wemust also notice 
that a bus-connected parallel two-level memory with p processors each of which has 
internal memory of size M can be emulated by a two-level memory with internal 
memory of size pM, since the number of processor contributes only the size of 
internal memory and does not enhance the power of intraprocessor operations. 
Hierarchy of the models are shown in Figure IV.10. This may be considered as 
the relation among a uniprocessor system, a distributed memory multiprocessor 
system and a shared memory multiprocessor system.
                          3. Sorting 
 3.1. Problem definitions. The problem definition of sorting N records is 
stated as: 
     Problem Instance: The internal memory of each processor is empty, and 
     N records reside on the contiguous N/B sectors at the beginning ofthe 
      disk of the file server. 
     Internal Operations: Each processor compares two records and moves of 
      a record on the internal memory into some cell of the memory. 
     Goal: The internal memory of each processor is empty, and the N records 
      reside in sorted nondecreasing order on the contiguous N/B sectors at the 
     beginning of the disk of the file server.
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FIGURE  IV.10. Comparison of two-level memory models.
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 3.2. The lower bound. A known result on the data-transfer complexity of 
sorting on the (uniprocessor) two-level memory model is as follows  [AV88]. 
 PROPOSITION IV.1 (AGGARWAL, VITTER 1988). The average-case ndworst-
case number of I/Os (data transfers between the disk and the processor) required 
for sorting N records on a two-level m mory is O (1) • 
 The relation between a two-level memory and a parallel two-level memory shown 
in the previous section immediately leads the following lower bound. 
 COROLLARY IV.2. The number data transfers required for sorting N records on 
            o  a bus-connected two-l vel m moryis S2 (Biog(Pi/B)) 
 Corollary IV.2 holds on either model with or without broadcasting. Further, we 
improve the lower bound on models without broadcasting, 
 For simplicity, we pose two additional restrictions to our model. 
   • Data transfer is done as either input (from the disk of the file server to the 
     internal memory of a processor) or output (from the internal memoryto 
     the disk). Interprocessor direct communication s prohibited. 
   • Records transmitted at each input phase (including the initial input file) 
     have already sorted in the block. 
Note that the restrictions affect the number of required data-transfers in at most 
a constant factor. 
 By the second assumption, the number of all possible initial permutations of N 
input records on the disk is the same as the number of all allocations of N input 
records to NIB initial blocks, BNB . In order to identify the total ordering, 
             52 
          N!  1)                                           (iog2 B N1a= 52(N log(N/B)) 
comparisons of two records are required in the worst case.
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 Let us suppose an optimal sorting algorithm with respect to the number of 
data transfers. The optimality of the algorithm is preserved under the additional 
assumptions: 
   • At each input phase, the processor into which the block is input completely 
     identifies the relative total ordering of all records (including newly input 
     records) by comparisons. 
   • At each output phase, records on the output block reside in the sorted 
      order. 
 Consider an input phase of sorting by this algorithm just when a block is input 
from the disk into the internal memory of a processor. By the assumption, the 
total order of M — B records which have resided on the memory since before the 
phase is known. The total order of B records on the block is also known. Merging 
two runs, one of which is length M and the other is length  B, can be performed 
with at most 
          (log (M))  = 0 (B log(M/B)) 
comparisons. A sample routine for this merge procedure is: 
  (1) Choose very IM/B1-th element ofthe run of length M as a representative. 
  (2) Make a run of the representative el ments (of length 0(B)).
  (3) Merge the run of length B and the run of representatives. (This requires 
     0(B) comparisons.) 
  (4) Search for the position of each element of the run of length B by binary 
     search in the corresponding sub-run (of length IM/B1), each of whose 
     terminal elements i a representative. (This requires 0(log(M/B))com-
     parisons for each element). 
Since 0(B log(M/B)) comparisons are enough to determine the relative total order 
of the records on the internal memory, no more comparisons at each input phase
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are meaningful. At an output phase, there comes no new comparison to be done. 
Thus, at least  1l(N  log(N/B))_(N log(N/B)  
O(B log(M/B)) B log(M/B) 
phases of data transfer is required for sorting. 
 LEMMA IV.3. The number data transfers required for sorting N records on a 
bus-connected two-l vel m mory without broadcasting is ci (B]og(-------jBj 
 This bound is equal to the bound for uniprocessor two-level memory. Although 
we show the bound only for worst case, the same bound can be derived for average 
case with input records uniformly distributed in one of the N! possible permuta-
tions. 
 3.3. Optimal algorithms. As shown in Lemma IV.3, the lower bound of the 
number of data transfer on a parallel two-level memory without broadcasting does 
not depend on the number of processors p. This indicates that the optimal algo-
rithms for uniprocessor two-level memories are also optimal on parallel two-level 
memories without broadcasting, i.e., at most constant factor of acceleration would 
be possible even when one attached as many processors as he could. 
 In contrast, utilizing the internal memories of size M each distributed on p pro-
cessors effectively, it may be possible to do sorting on a parallel two-level memory 
with broadcasting as if it were a multiprocessor shared two-level memory of size 
pM. In fact, the lower bound shown in Corollary IV.2 can be achieved by executing 
an algorithm of the well-known distribution sort on the model with broadcasting. 
 One trivial but important property of conventional uniprocessor two-level mem-
ories is that internal sort can be done without data transfer. Namely, sorting of M 
records, which just fit into the internal memory, can be done with as many data 
transfers as at least required for read records from the disk and write the result, 
21M/Bl.
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  We take up a corresponding sorting problem on the parallel model,  on-memory 
sort. On-memory sort is sorting of pM records, which can be distributed into the 
internal memories of p processors. We show here that on-memory sort can be done 
with O(pM/B) data transfers. 
  The problem definition of on-memory sort is stated as: 
     Problem Instance: The pM records reside insome p(B) sectors on the 
      disk. 
     Goal: The records reside insome contiguous p(B) sectors on the disk in 
       sorted order. 
  We present an on-memory enumeration sort algorithm, as an example of on-
memory sort. We first argue on sorting p(M — B)/2 records. 
 Each of the p processors reads (M/B— 1)/2 records allocated to it from the disk. 
It also prepares on the rest area of the internal memory a ilog2pM1-bit counter 
for each record input on the processor. By the assumption for the size of a record , 
the memory size required for the counters i  at most O(p(M — B)/2). Next each of 
the processors broadcasts in turn the records on it block by block to all processors 
(including itself). All of the processors receive broadcasted records, compare ach 
of the received records and each of the records on its internal memory. When a 
internal record is smaller than a received record, the counter associated with the 
internal record is incremented by 1. Here we assume that a comparison of two 
distinct records must return either of "small" or "large", not "equal". This can be 
implemented by comparing, e.g., the addresses at the initial stage for two distinct 
records with the same key values. 
 After the counting procedure, each counter indicates the ranking of the associ-
ated record among all of the input records. Then the processors write back all pairs 
of the records and their rankings to the disk. After that , the file server broadcasts 
all of such pairs, and at the same time, the ith processor (i = 0, ...,p — 1) receives
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all of the  {  a  (M  —  B)i  +  1-th to the i(M— B) (i +1)1  records and keep them on the 
memory. Finally the processors utput the sorted blocks serially (from the zeroth 
processor) t  the disk. 
 This procedure p rforms sorting ofp(M — B)/2 records with O(pM/B) data 
transfers. Sorting of pM records is done by dividing the input records into four 
parts, sorting each of the parts by the procedure, and merging the four sorted 
run on one of the processors. The on-memory sorting algorithm shown here is a 
variant of enumeration sort [Knu73], but the discussions hereafter hold for any 
on-memory sorting algorithm with data-transfer cost O(pM/B). 
 Next we show how to execute the external distribution sorting algorithm pre-
sented by Aggarwal nd Vitter [AV88] on a parallel two-level memory with broad-
casting, within the same data transfer cost up to a constant factor. We utilize the 
on-memory sorting algorithm instead of internal sort in the original algorithm. 
The modified external distribution algorithm is as follows. 
 For simplicity, we assume that M/B is a perfect square and we use S to denote 
the quantity \M/B. Records b1,... , bs (bi, < b~2ifi1 < i2)are called S approx-
imate partitioning elements of the input N records if the number of records in 
interval (bi_1, bi], say Ni, satisfiesl, 
                 1N3N •<NZ<                 2S—2S 
for all i E {1, ..., S + 1}. One step of the sorting algorithm iscomputing a set of 
S approximate partitioning elements of the input file and breaking it up into S 
roughly equal-sized "buckets". The partitioning step is repeated recursively until 
the size of each bucket is less than pM, and then do on-memory sort. 
 S approximate partitioning elements ofN records can be gotten with O(N/B) 
data transfers, as we will show later. Thus the external distribution sort is per-
  1For completeness, we define the dummy partitioning elements bo = —oo and bs+1 = +oo.
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formed with 
                   N log(N/B)   O  B log(pM/B)) 
data transfers. 
 Now we describe how to get S approximate partitioning elements. Note that 
the kth element of n records can be computed with O(n/B) data transfers for 
any k(< n) [BFP+73]. We first sort every pM records and pick up every S/4-th 
element of them. This can be done "on memory" with O(N/B) data transfers. 
Next we choose the Ni/S2-th element of the 4N/S records, and set it as bi, for 
each i = 1, ... , S. This takes O(S • (N/S)/B) = O(N/B) data transfers, and the 
bi's satisfy the requirement. 
  THOEREM IV.4. The average-case and worst-case number of data transfers re-
quired for sorting N records on a bus-connected parallel two-level memory is 
             O N  log(N/B)                               on models with broadcasting) ,       Blog(pM/B)) 
             •(N log(N/B))on models without broadcasting) .                  B log(M/B) 
 Distribution sort is accelerated by "multiprocessing" on parallel models with 
broadcasting. Memories distributed to processors are utilized as if they were 
"shared" by the processors . However, it essentially depends on the original al-
gorithm whether such acceleration is possible or not. In fact, it is open if we 
can achieve the same acceleration by multiprocessing with the merge sort, an-
other well-known external sorting algorithm, since it is open if on-memory merge 
procedure can be done with O(pM/B) data transfers. 
                         4. Permuting 
 4.1. Problem definition. Permuting is sorting of N records whose keys are 
{1, 2, ... , N}. It can be regard as sorting where the order of each record is known
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and the goal position of each record on the disk can be determined without any 
comparison. 
 4.2. The lower bound. The following result on the data transfer complexity 
of permuting N records on (uniprocessor) two-level memories has been shown by 
Aggarwal nd Vitter [AV88]. 
 PROPOSITION IV.5 (AGGARWAL, VITTER 1988). The average-case ndworst-
case number of I/Os (data transfers) required for permuting N records i
                     N log(N/B)                 O min{N, B l
og(M/B)}) 
 The next lower bound follows from this immediately. 
  COROLLARY IV.6. The number of data transfers required for permuting N records 
on a bus connected two-level memory is 
              Cmin{N,N log( /B) ) CIB log(pM/B) } 
 Again, an improved bound can be derived on models without broadcasting. For 
simplicity, we pose a restriction to the model. 
   • Data transfer is done as either input (from the disk of the file server to the 
     internal memory of a processor) or output (from the internal memory to 
    the disk). 
The restriction deteriorate the number of data transfers required for permuting at 
most a constant factor. Additionally. we may assume that 
   • At each stage of permuting a record exits at just one cell of either on the 
     disk or on the internal memory of a processor. In other words, when a 
     record is transmitted, the original one must be removed. 
This assumption does not affect the lower bound since any input record is output 
with no modification. For any optimal permuting algorithm, there might be an
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imaginary optimal algorithm which does not hold any copy of a record during the 
permuting procedure. 
  A permutation of records implemented at some stage of permuting is the order 
of records on the internal memories and the disk, where all data other than the 
records are neglected. 
  Consider the number of permutations which can be generated with T data 
transfers. At the tth  I/O stage which is input, there are at most NIB -Ft — 1 
choices of the sector to be read, and p choices of the processor to receive the block. 
There are also (B) choices how to put he input B records on the memory. If 
the block is firstly read from the disk, B! permutations of the record contribute 
the number of generated permutations. Thus the number of all permutations 
generable by t I/Os are, at most 
(N/B+t)B!pC1 
times of that by t — 1 I/Os when a block is firstly read from the disk, and 
(N/B+t)pI B1 
times of that at other input stage. 
 At the tth I/O stage which is output, there are N/B+t choices of which sector on 
the disk to write the block, and p choices of the processor which writes the block . 
There are (B) choices in the combination of he records written out from the 
internal memory of the processor. Thus the number of all permutations generable 
by t I/Os are, at most 
(N/B + t)p(M) 
                                timesofthat by t — 1 I/Os when a block is written to the disk. The number of 
all permutations which can be generated by T data transfers is , therefore, at most
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B!NlB((N/B + t)p(B))T . With atrivial upper bound for t, 
 (N  /B  +  t) < N(1 + log N), 
a necessary condition that the number of permutations generable by T data trans-
fers is larger than N! is written as 
T 
              B!N/BIN(1 + log N)pIMII > N!. 
Applying Stirling's formula, we get. 
T(log N +log p + B logB) = 11(Nlog ), 
namely, 
              T = SZ(minor, N log( N/B)  ,                     Blog(M/B) J 
This equals the bound in Proposition IV.5, i.el, at most constant factor of accel-
eration is possible by multiprocessing on the models without broadcasting. 
 Note that the bound also holds for sorting with operations other than compari-
son of two records available, since permuting is a special case of sorting where the 
total order of all input records is known.
 4.3. Optimal algorithms. Permuting is a special case of sorting, and hence, 
the optimal sorting algorithm shown in Section 3.3 is also an algorithm for permut-
ing. On the other hand, there exists a trivial algorithm with 0(N) data transfers 
using only one processor. The lower bound shown in Section 4.2 is achieved by 
using 0(N) naive algorithm when N < Biog(PVIA on models with broadcasting 
or N < N log(N/B) on models without broadcasting, and using the optimal sorting B log(M/ ) 
algorithm otherwise.
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 THOEREM IV.7. The average-case and worst-case number of data transfers re-
quired for permuting N records on a bus-connected parallel two-level memory is 
 O (min{N,N  log(N/B) })(onmodels with broadcasting) , B log(pM/B) 
® (min{N N log(N/B)  }) B  M/B (on models without broadcasting) . 
                    5. Fast Fourier transform 
 5.1. Problem definition. Assume that N is a power of 2, and let n denote 
log2 N. The 212 point FFT (fast Fourier transform) digraph is defined as: 
     Problem Instance: N records Xk,o (0 < k < N — 1) reside on the con-
      tiguous N/B sectors at the beginning ofthe disk of the file server.
     Internal Operations: 41 and Xke21-1,1 are computed from Xk,1_1 and 
Xk0)21-1,1_1 (1 < 1 < log2 N). Here ® is the binary operator which rep-
      resents the bitwise exclusive-or of the standard binary representations of 
      two nonnegative integers. 
     Goal: N records Xk,log2 N (0 < k < N — 1) reside on the contiguous N/B 
      sectors at the beginning of the disk of the file server. 
 In the discussions of the lower bound of the number of data transfers for FFT 
hereafter, we consider only exchange switching. Namely either of 
Xk,l4— X k,1-1(di rect) 
Xk®21-1,l `- Xke21-1,k-1 
Or 
                Xk,1Xk®21-1 ,1_1 (exchange) 
Xk®21-1,1 Xk,l-1 
can be performed for two records Xk ,1_1 and Xk®21-1,l_i on the internal memory 
of a processor. Note that a data-transfer algorithm must decides which sector on 
the disk a block is read or written and which processor receives each record of
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the block being transmitted on the bus independent of he configuration (whether 
direct or exchange) ofeach exchange switch. 
 Adopting the notation of permutation algebra used in the theory of switching 
networks  [HJ88b], the 2n-point FFT digraph is represented as 
FFT(n) = E(1)E(2) ... E. 
E(1) is called the lth order exchange switch, and defined as 
                            -11                   E~1) = {E~1), t} ={UE~1~U,t}, 
where t is the identity permutation, a is the perfect shuffle permutation, and E(1) 
is the lth exchange permutation. t, a and Cu) are define as 
a(k) = {bn-1, ... , b1, bn} 
E(1)(k) = k ®21-1 
                           = {bn,...,bi+i,bl,bi_1,... ,b1} 
using the binary representation of k, 
k = {bn, bn-1i ... ,b1} = bn2n-1 +bn-12n-2 + ... + bl 
(61 is the complement of b1). 
 5.2. The lower bound. The 2n-point FFT digraph is equivalent to the in-
direct binary n-cube network C(n), or the inverse of the Omega network SZ-1 
[Tom86b]. We can construct a full connection network by stacking three FFT 
digraphs in cascade. Here we call a multistage network composed of exchange 
switches (2 x 2 crossbar switches) with N inputs and N outputs full connection 
network if the network can compute any of N! permutations from the inputs to 
the outputs by setting the configurations of the exchange switches. Thus a lower 
bound for an arbitrary full connection network also holds for FFT digraphs.
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 First we show a lower bound for full connection networks on models without 
broadcasting. Just like in Section 4.2, we pose two restrictions to the model. 
   • Data transfer is done as either input or output. Direct communication 
     between two processors is prohibited. 
   • A record exits at just one cell of either on the disk or on the internal memory 
      of a processor. 
  Considera full connection network, and an optimal data-transfer algorithm 
which realizes the network. The algorithm determines which sector on the disk 
to be transferred, which processor to receive or send the block, and at which cell 
on the disk the record received by the file server is written, independent of the 
contents of the input records. Hence the factor of permutations generable by an 
input phase i , B!(B) when the record is firstly read, and (B) otherwise, and the 
factor byan output phase i  (B). Thus the number of permutations generable by 
T I/Os is at most B!NiB ( )T. The necessary condition hati is larger than N! 
leads 
              T_(Nlog(N/B)1 
B log(M/B) ) 
 Next we consider on models with broadcasting. At a data-transfer phase which is 
input, B records on the block are transmitted tothe bus by the file server. Let Bi(> 
0) be the number of records to be received by the ith processor (i = 0, ... ,p — 1). 
By the assumption that there is no copy of records. the sets of records received by 
distinct two processors each are disjoint, and therefore Bo + B1 + • • + Bp_1 = B 
holds. Note that Bo, B1, ... , Bp_1 are non-adaptively fixed. The number of choices 
how to send records are 
                                  Bi 7
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and this has the maximum value, 
       (M)B 
          M when p > B, or 
M \ B mod p M\p—B modp 
 LB/Mp Cp]+ 1)LB/pj)LB/pi+1      CJ~l 
                           l when p < B. The number of generable permutation becomes 
                                            B              minM)P}LBIp]+ 1,M 
times at an input phase of a record and B! is multiplied up when the record is 
firstly read. Thus the number of permutations generable byT I/Os is at most 
        (7'              B!NlBmin\LB/pJ-I-1)P,  MB} 
The necessary condition that this becomes larger than N! leads 
      T _ N  log(N/B)_N  log(N/B)            Blog min {M, pM/B}( B log(pM/(B + p)) 
 LEMMA IV.8. The number data transfers required for FFT digraph of N records 
on a bus-connected two-level memory is 
              (')/B)(on models with broadcasting) ,  B log B+ 
c (NBllog(og(M/B)N/B)(on models without broadcasting) . 
 5.3. Optimal algorithms. 
 5.3.1. Decomposing FFT digraphs. Let m be a divisor of n. 2n-point FFT di-
graph can be decomposed into m iterations of E(1)E(2) • • E(m) and the mth power
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of the inversed perfect  shuffle permutation, o-n. 
FFT(n) = E(l)E(2)". E(m)E(m+l) ... E(n) 
              = E(1)- • E(m)a-m{E((rrn+l)-m) • • • E(n-m)}Qm 
               = E(1)•••E(n)Um{E(1)•••Q-m{E(1)•••E(m)}Um•••}Um 
(E(1) ... E(m))Q-m • •• Q-m(E(1) ... Ei'(m))Q(n/m-1)m 
               = (E(1) ... E(m)o--m)nhm 
 The permutation (E(l) •• •E(m)) (k) affects only the least ignificant m bi s of 
the binary representation of k, and can be regard that it performs FFT(rn) for 
each input records whose most significant n - in bits are the same independently. 
Namely a2n-point FFT digraph can be decomposed into n/m stages as 
FFT(n) _ (FFT(m)v-m)nim 
where ach stage is composed of 2'2-parallel 2m-point FFT digraphs (2n inputs 
total) and m inversed perfect shuffles (Figure IV.11). 
  5.3.2. On-memory FFT. We first present an algorithm for computing 
FFT(log2 pM) of pM inputs on p-parallel two-level memory model with broadcasting . 
For simplicity, we may assume that p, B and M are some powers of 2 and log2 M 
exactly divides log2 pM. According the decomposition in Section 5.3.1, a pM-point 
FFT digraph FFToog2 pM) is decomposed into 
                                                                     log2 pM  
FFT(1og2 pM) = (FFT(log2m)0.- log2 M) log2 M . 
Each FFT(log2 M) can be computed on the internal memory of each processors
, and 
0.- log2 Mcan be implemented by pM/B phases of broadcasting. Thus FFT(log2 pM) 
can be performed with 
                      pM log2 pM  
                       B log2 M
data transfers.
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FIGURE IV.11. Decomposing an FFT digraph into sub-FFTs and shuffles.
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 This algorithm is an FFT algorithm for records just fit into the internal memories 
distributedly, and we call this on-memory FFT. While on-memory sorting requires 
 O(B) data transfers, which isjust he same order as what is required forjust 
load pM records into memories, it takes O(11oggPMM) data transfers to perform on-                                                  lo
memory FFT on this algorithm (The optimality of this algorithm will be shown 
in Section 5.3.4). 
 5.3.3. Inversed shuffles. We denote that m = log2 pM and h = log2 B. The 
(m — h)-th power of the inversed perfect shuffle CI—(m-11) of N(= 2n) inputs is 
described formally as follows. We show it only for h > m — h, but it is similarly 
for h < m — h. 
     Problem Instance: N records resides on some N/B contiguous sectors 
      on the disk, where a record numbered 
{bn, ... , bh+1i bh, ... , b1 
      is at the {bh, ... , b1}-th cell of the {bn, ... , bh+l}-th sector. 
     Goal: N records resides on some N/B contiguoussectors (not necessary 
      the same as the input sectors) on the disk, where a record numbered 
{bn, ... , b1} is at the pm,— , bm_h+l}-th cell of the 
{bm_h, ' •' , b1i bn, • • • , bm+1}-th sector. 
o--1°g2 PM moves the 
{bn, ... , bm+1, bm, ... , bh+1, bh, ... , bm-h+1, bm—h, ... , b1  }-th 
record of inputs to the 
{bm—h ... , b1  , bn , ... , bm+l , bm , ... , bh+1 , bh ,... , bm-h+1 }-th 
position of the outputs (Underbraces denote intrablock addresses). 
 Let us show an algorithm for o--(m-h) = a-42 PM/B of N input records .
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 Partition the internal memories ofthe processors (size pM) into memory blocks 
of size B each, and number them 0 to  pM/B - 1, as the ithe processor (i = 
0, ... , p - 1) has memory blocks numbered 
 The algorithm repeats the following procedure for all (2n-m = N/pM) combi-
nations of indices bi such that 
{bn,... ,bm+1} = {0,... ,0} ,... , {1,... ,1} 
                                     0 , ... , 2n-m - 1. 
  (1) 2m—h = pM/B input records numbered {bn, ... , bm+1, xm-h, ... , xi} are 
     broadcasted on the bus, where 
{xm_h, ... , x1} = {0, ... , 0} , ... , {1, ... ,1} 
                                       0 , ... , 2m—h — 1. 
  (2) Each processor put the {dh_(m,_h), ... di, Cm-h, ... , c].}-th record of a input 
     block numbered {bn, ... , bm+1, xm,_h, ... , x1} is put on the 
{xm-h, ... , X1, dh-(m-h), ... , dl}-th 
     cell of the memory block numbered {Cm,_h, ... , c1}. 
  (3) Records on each memory block are written outinto the disk. The memory 
     block numbered {cm_h, ... , c1} is moved to the 
{Cm-h, ... , C1, bn, ... , bm+i}-th sector of the output area on the disk. 
All blocks on the disk are read just once, and as many blocks are written back to 
the disk. The number of required ata transfers i 2N/B. 
 5.3.4. An optimal FFT algorithm. N-point FFT digraph is decomposed into 
log2 N/ log2 pM iterations of N/pM-parallel pM-point FFT digraphs FFT(i°g2 PM) 
and the log2 pM-th power of the inversed perfect shuffle (7-1°g2 PM 
, 
                                                                      log2 N
FFT (10g2 N) = (FFT(l°g2 pM)  log2 PM) log2 pM
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N/pM-parallel  FFT(log2  pM) requires NpMBlog2Mlog2pM= 0 data 1B logpogMmm transfers, 
and 1oog2MBt           iterations f N-inputU-1og2 pM/B requires O(No°gMB) data trans- 
g2pgP 
fers. Thus FFT(log2 N) can be performed with 
O      (N  log N_ O                    log M log1134.B 
                      a 
   Bl pM(N(logminM,2))      C(log pM  pM~ 
                                                          B data transfers. With some algebraic manupulations, this is equal to the lower 
bound shown in Lemma IV.8. Namely this algorithm is optimal on models with 
broadcasting. 
 On the other hand, the lower bound on models without broadcasting in Lemma 
IV.8 does not depend on the number of processors p, and hence the above algorithm 
with p = 1 works as an optimal algorithm for models without broadcasting. We 
now get:
 THOEREM IV.9. The number of data transfers required for computing an N-
point FFT digraph is 
           Oei toNB1J (on models with broadcasting) ,              B log 
                 Nlog(NB)(on models without broadcasting) .                log(M/B)) 
                    6. Matrix transposition 
 6.1. Problem definition. Assume that N is a power of 2. The problem defi-
nition of transposing an No x NI matrix is stated as: 
     Problem Instance: An Nl x No matrix A = (Aid) of N = NoNI records 
      are stored in row-major order on the contiguous NIB sectors atthebe-
     ginning of the disk of the file server. The internal memory is empty. 
     Internal Operations: Each processor moves of a record on the internal 
      memory into some cell of the memory.
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Goal: The internal memory of each processor is empty, and the transposed 
matrix AT =  (A3,i) resides on the contiguous NIB sectors at the beginning 
of the disk.
 6.2. The lower bound. Noting that matrix transposition is a special case of 
permuting, the bound shown in Section 4.2 holds for matrix transposition. Fur-
thermore, we can get more strict lower bound using a potential function argument 
introduced by Floyd [F1o72]. Without loss of generality, we may pose the re-
strictions used in Section 4.2. We show first a lower bound on models without 
broadcasting. 
 Let us provide an algorithm for matrix transposition. We define the ith target 
group, for 1 < i < NIB, to be the set of records that will be in the ith sector at 
the goal stage. Let f be a continuous function defined as
f(x) =
 x  log  x, if x > 0; 
0, otherwise.
The togetherness rating of the kth sector on file server at time t, Ck(t), is defined 
as 
                   Ck(t) = > f (xi,k), 
1<i<N/B 
where xi ,k is the number of records belonging to the ith target group on the kth 
sector after t data transfers. Similarly the togetherness rating of the internal 
memory of the lth processor at time t, C`, is defined as 
C!(t) = E f (yi,1), 
1<i<N/B 
where yi ,i is the number of records belonging to the ith target group on the internal 
memory of lth processor after t data transfers. We define the potential at time t
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to be the sum of the togetherness ratings 
 POT(t)  = E CI(t) + E CO). 
0<l<p-1k>1 
We denote by T the total number of I/Os performed by the end of the algorithm. 
At time T each of the first N/B sectors has togetherness rating Ck(T) = B log B, 
and other sectors and the internal memory are empty; namely, 
                   POT(T) = NlogB. 
 Next let us compute the initial potential POT(0). If B < min{No, N1}, no 
target group has two records that are initially in the same sector (Figure IV.12 
(a)). If min{No, N1} < B < max{No, N1}, each target group is partitioned into 
min{No, N1} equal-sized groups, uch that the records in the same group initially 
reside in the same block (Figure IV.12 (b)). If B > max{No, N1}, there are N/B 
groups (Figure IV.12 (c)). This gives
POT(0) =
0,if B  <  min{No,  Nl}; 
N log(B/ min{No, Nl }), if min{No, NI} < B < max{No, Nil; 
N log(B2/N),if max{No, Nil < B.
 When a block is output from internal memory of a processor to disk at time t , 
the potential function does not increase. Let us assume that the ith data transfer 
is an input from the kth sector of the disk to the internal memory of the lth 
processor. After the input the togetherness rating Ck(t) is 0. The increase in 
potential VPOT(t) is thus 
            VPOT(t) = C/(t) — Cl(t — 1) — Ck(t — 1). 
 The contribution of a target group to the togetherness when records belonging to 
the same target group are "merged". We denote the number of records belonging 
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Matrix transposition and the target groups.
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the number of records belonging to the ith target group on the kth sector at time 
t as  A. Then 
         VPOT(t) = >2 If (yi + yi) - f (yi) + f (yi)}, 
1<i<N/B 
where 
yi<M-B and > A<B. 
1 <i<N/B 1<i<N/B 
A simple convexity argument shows that VPOT(t) is maximized when yi = 
(MN)B and yi=B2/N, for each 1 < i < NIB. Using the inequality 
f(x+y)— f(x)— f(y)=xlog(1+ )+ylog(1+y) 
C ln2 +ylog(1+ x) 
y 
                       = O (ylog(1 + x/y)) , 
we get 
               VPOT(t) = O(B log(M/B)), 
and hence 
              N(POT(T)— POT()0) 
                      ) 
           T =B+52 B(log(                  (M/B))
 LEMMA IV.10. The number data transfers required for transposing an No x N1 
matrix on a bus-connected two-level memory without broadcasting is 
N 1+ log min{ M, No, N1,N/B}  
log(M/B) 
 Note that a lower bound for p-processor models with broadcasting is derived by 
substituting pM for each M of the bound in Lemma IV .10.
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 6.3. Optimal algorithms. First we show an optimal algorithm satisfying the 
bound in the previous section for p-processor models with broadcasting. 
 Consider a natural numbering 
                  (i-1)No+j-1={iri,...,Zi,jro,...,.~i} 
for the elements  (Ai j)of the matrix to be transposed, where ro = log2 No, r1 = 
log2 N1, and 
                      i={irl,...,ii} = E~e22-1 
P 
                     j = fin, ...,ji} = it2e-i 
e (braces denote binary representations). The numbering ofthe transposed record 
(Ai,i) should be 
(j — 1)N1 + i — 1 = {jro, ... 7./11 in ... , ii}. 
Namely matrix transposition is equivalent to exchanging the upper ro bits and the 
rest r1 bits of the binary representation of the natural numbering. Remember the 
three cases of the ordering of No, N1 and block size B shown in Figure IV.12. 
 When B < min{No, Ni}, transposition f the matrix can be performed by 
blockwise reordering, h shuffle (the hth power of the perfect shuffle), and again 
blockwise reordering (Figure IV.13 (a)). Using the algorithm for the (m — h)-
th power of the perfect shuffle presented in Section 5.3.32, the total number of 
required ata transfers i O(N/B(1 + h/(m - h))) = O(N IogpM )                                                  B log(pM/B)' 
 When No < B < Ni, transposition can be performed by ro shuffle (Figure IV.13 
(b)), and this needs 0(N/B(1+ ro/(m — h))) = 0(-11'-';(1+  Iog(PM,B))). Note that 
the algorithm is reversible and hence applicable to the case when N1 < B < No; 
this needs 0(1(1 + Iog(pMjB))) data transfers. 
  2The algorithm is stated as inversed shuffle, but it is easily verified that the algorithm is 
reversible.
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 When max{No,  N1} < B, transposition can be performed by intrablock reorder-
ing, n—h shuffle, and again intrablock reordering (Figure IV.13 (c)), and this needs 
O(N/B(1 + (n — h)/(m — h))) = 0(114(1+  iog(PM/B) )). 
 On models without broadcasting, the above algorithm for uniprocessor (p = 1) 
works with the same data transfers as the lower bound shown in Lemma IV.10. 
We now get:
  THOEREM IV.11. The number of data transfers required for transposing an No x 
N1 matrix is 
O (N(1+ log m;nlgp,M/B,N/B} )1                                    on models with broadcasting) , 
O (B(1 + log miniM,N1iN/B} ))                                      on models without broadcasting) .       lg( / )J 
               7. Standard matrix multiplication 
 7.1. Problem definition. The problem definition of standard matrix multi-
plication is stated as: 
     Problem Instance: The internal memory of each processor is empty . The 
     elements ofan N1 x NI matrix A = (Ai,k) and an N1 x N1 matrix B = Bk,j 
     are stored in the first (2N12)/B sectors of the file server in row-majororder. 
     Internal Operations: Each processor reads entries of A and B , and par-
     tial sums for C. Here a partial sum of Ci,j on S(C {1, ... , N1}) is defined 
       as 
Ci,j (S) = E Ai kBk,j. 
kES 
     It multiplies Ai ,k and Bk,j, both of which reside on the internal memory, 
     to get a partial product Ai,kBk,j, and put it on a cell as Ci,j({k}). It also 
     adds two partial sums Ci,j(S1) and Ci,j(S2) to get Ci,j(S1 U S2), when S1 
      and S2 are disjoint.
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FIGURE IV.13. Matrix transposition by shuffles.
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     Goal: The internal memory of each processor is empty, and the product 
      C =  (Ci,j({1,  ... , Nl}) = (EkE{1,...,N1} Ai,kBk,j), which is an N1 x N1 ma-
      trix, resides on the first N12/B sectors at the beginning of the disk. 
Standard matrix multiplication exactly needs N13 multiplications and N12(N1 —1) 
additions. Here optimization utilizing the distribution low, like Strassen's algo-
rithm [Str69], isnot permissible.
  7.2. The lower bound. Let us first show a lower bound of standard matrix 
multiplication on models without broadcasting. 
  During discussion of the lower bound, we take notice only on computing product 
terms Ai ,kBk,j from two entries Ai,k and Bk,j and summation of them on the 
internal memory. Summation of such partial sums computed independently and 
stored to the file server is neglected. Then, we may assume that each processor 
reads only entries of either matrix A or matrix B. Each processor can work from 
start to finish without reading any output of other processors. With at most 
constant times loss of data transfers, we may also assume that all data transfers 
are done with consecutive M input phases to a processor and consecutive M 
output phases from the processor, and that the internal memory of the processor 
is cleared after the output phases. 
  Next we show the maximum number of terms that can be computable on the 
internal memory of a processor with consecutive M input phases and consecutive 
M output phases is S2(M3/2). This bound is originally proved on uniprocessor 
model with B = 1 [HK81]. Let WA, WB and We be any set of entries in A B 
and C, with IWA U WB U Wc I < M. Partition A into two classes as follows. Class 
Ad consists of all rows in A, each of which has at least lig entries in WA, and 
class A'd consists of the rest of rows in A . Accordingly, matrix C is partitioned 
into two blocks, AdB and A'dB (Figure IV.14 (a)). Since Ad can have at most
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     rows, and since any row of AdB an entry in B can appear at most once 
 (and B has no more than M entries in WB), the maxmum number of terms in 
 AdB that can be obtained by multiplying elements in WA and  WB is at most 
MIT/ = M312 (Figure IV.14 (b)). For terms in A'dB, each of them can be 
 obtained by multiplying at most elements in WA and WB, since each row 
 in Aid has at most elements in WA (Figure IV.14 (b)). Therefore, in WC, 
 a subset of A'dB having no more than M elements, the maximum number of 
 terms that can be obtained by multiplying elements in WA and WB is at most 
M~ = M312. 
   In standard multiplication of two N1 x N1 matrices, AT terms must be computed. 
 Hence the number ofrequired data transfers is S2(B+B3z)_~(min{iv,1~}B )' 
   LEMMA IV.12. The number data transfers required for standard multiplication 
 of two N1 x N1 matrices on a bus-connected two-level memory without broadcasting 
 is 
                 S2  N13 (min Nl, B) • 
   Note that a lower bound for p-processor models with broadcasting is derived by 
 substituting pM for each M of the bound in Lemma IV.12. 
   7.3. Optimal algorithms. Now we show an algorithm for multiplication of 
 two matrices on models with broadcasting. 
   Repeat recursively the following partitioning until k, the size of each submatrix, 
 is less thanpM/2 [VS90]. 
   (1) Divide A andB as 
                  (AooA01,B_Boo B01(A= 
                 Alo A11B10 B11 
        and store Aoo,..., A11,and Boo,..., B11in row-majororder.














 w  ,













 I  AaB
   (b) Computing AdB(c) Computing A'dB 
FIGURE IV.14. Computing partial sums of terms on internal memory.
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  (2) Compute ach of the products of submatrices  AooBoo, Ao1B1o, ••• ,A1oBo1, 
A11B11 by invoke this procedure recursively. 
  (3) Add the four pairs of submatrices, 
Coo = AooBoo + Ao1B1o, Col = Ao0Bo1 + Ao1B11, 
               C10 = AooBoo + A11B1o, C11 = A1oBo1 + A11B11.
  (4) Reposition Coo, ... , C11 so that 
                      C=                (cooC l)
                               C10 C11 
     is stored in raw-major order. 
 We define T(k) to be the number of data transfers used to multiply two k x k 
matrices. Since the number of data transfers required in the first, third and fourth 
steps in the above procedure is O(k2/B), 
T(k) = 8T(k/2) + O(k2/B) 
holds. 
 Next we show how to compute 
                                 k
CI ,J = E a j KbK 
                                      K=1 
when k < .. /2 (Figure IV.15). 
  (1) The ith processor (0< i < p— 1) reads records 
                                          k. a1,,,, I =pi+1,...,kpak/p 
     from the file server (* denotesthat he index matches any possible value). 
  (2) The file server broadcasts records bK,,k, K = 1, ... , k, sequentially. The ith 
     processor receives them and computes 
C*,I := C* ,.1 + aI,KbK,*; 
     for l = ki+1 ...,ki+P.
















------  j#0 
                            #1 
#p-1 
------------------------• 
J Computing the product of two matrices on memory.
~!
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  (3) Each processor stores  cj,j to the file server in turn. 
Each steps of the procedure needs k2/B data transfers and hence 
               T(k) = 3k2/B = O(pM/B). 
Thus we get 
                      3N
13  T(N1)O(B1+
1\13.714-B)• 
  On models without broadcasting, the abovealgorithm for uniprocessor (p = 1) 
works with the same data transfers as the lower bound shown in Lemma IV.12. 
We now get: 
  THOEREM IV.13. The number of data transfers required for standard multipli-
cation of two N1 x N1 matrices is 
              (min{N13------------------}B) (on models with broadcasting, ) 
                   i(on models without broadcasting). 
   O ------------- 
 Although the problem definition is concerned with only multiplication of square 
matrices, the results stated in this section hold for multiplication of general ma-
trices when all of the dimensions of them are in the same order. 
                     8. Concluding remarks 
 We have argued on the lower bounds of data transfer complexity and optimal 
algorithms which perform the bounds for sorting, permutation, FFT, etc., on 
bus-connected parallel two-level memories. In particular, the difference between 
models with broadcasting and those without broadcasting has been clearly stood 
out. 
 On a model with broadcasting, increasing the number of processors does not 
contribute to the power of it. Even on a model without broadcasting, the acceler-
ation of the power is at most O(logp) for sorting and related problems. This might 
indicates a limit of the computation power of bus-connected parallel machines.
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 The acceleration for FFT is bounded by the block size B. This is because 
we assume that FFT is computed with the FFT digraph. The definition of the 
problem itself defines partly a data transfer algorithm, and we can't extract more 
parallelism than what is defined. In fact, for discrete Fourier transform, we can 
achieve acceleration f  O(logp) times by utilizing an on-memory DFT algorithm 
with O(pM/B) data transfers, although it is not optimal with respect o the 
number of arithmetic operations.
Use of Semiconductor 
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   CHAPTER V 
Extended Storage of Vector 
Extended Main Storage
Supercomputers
                         1. Introduction 
  Vector supercomputers are used in various fields of science to perform large-
scale numerical computations. The peak performance of floating-point operations 
of them now reaches more than 100 times as much as that of conventional scalar 
computers [Fer86,  HJ88a]. 
  Realization of not only a high performance processor but also a mass and high-
speed memory system is indispensable for processing an enormous amount of nu-
merical data. Since the memory demand for large-scale computation is far beyond 
the largest possible size of main memory (denoted by MM hereafter), high-grade 
models of vector supercomputers are equipped with semiconductor secondary 
memory device called extended storage (or ES for short)[ONK86, KaHMK+88, 
WKI86]. The capacity of ES is typically an order of magnitude greater than that 
of MM, and the speed of data transfer between ES and MM is several hundred 
times as fast as that between ES and magnetic disks. 
 At present, ES is generally used as a high-speed equivalent of magnetic disks. 
Indeed, the only way for users to access ES is to open files on it and read/write 
data as records via FORTRAN standard input/output statements. A programmer 
                               99
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cannot enjoy the vastness ofES without rewriting his program to use explicit I/Os; 
he has to determine the control of data transfer between ES and MM, and has to 
insert READ/WRITE statements appropriately into the program. This toil is too 
much for an ordinary user. Such rewrites may also leads bugs. 
 While virtual memory system, which conceals the presence of memory hierarchy 
from users, is commonly used on most of general-purpose scalar computers, almost 
all vector supercomputers works on real memory. The main reason of this is that 
the dynamic address transformation mechanism might significantly decrease the 
speed of MM access of supercomputers. It is also reported that virtual memory 
systems based on demand paging do not necessarily work well for large-scale nu-
merical applications which have no locality of references  [ASP82]. Our experimen-
tal performance evaluation on virtual memory system of IBM ES/3090 with vector 
facility (a rather slow vector computer) using expanded storage [OT90b, OT90a] 
also indicates that modification of algorithms, e.g. loop tiling, are indispensable 
to achieve enough of the performance. 
 In this chapter, we propose a new method, what we call "virtualization of ES" 
[Tsu88a], for use of ES as extended main storage. Our target is a FORTRAN 
program written without considering the presence of memory hierarchy, whose 
array data may become larger than the size of MM. The program is automatically 
transformed bya language processing system (e.g. a vectorizing compiler) so that 
it does appropriate I/O between MM and ES. Huge size of arrays that overflow 
the MM are detected at the transformation, and allocated as files on ES . Efficient 
partitioning of each array into pages is determined based on the access patterns. 
Codes for data transfers between MM and ES are inserted at optimal positions , 
considering the structure of DO loops of the program. The transformation is done 
without changing the order of arithmetic operations in the original program . As 
far as array data is concerned, users can write programs as if MM were as large
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as ES. We may say that ES is virtualized as extension of MM. 
 Partitioning of an array affects the total performance essentially. Data of a 
multidimensional array divided in a standard striped partitioning over only one 
dimension can be accessed along not-partitioned dimensions in high-speed vector 
mode, but access along the partitioned dimension is done with short vector and 
causes transfers of data which never used. Instead we utilize tiling partitioning 
[Wo189]. Access of an array along any dimension i vokes transfers ofas much data 
as what are used. Vector-mode execution in the original program is preserved with 
the same vector length by utilizing indirect vector addressing. 
 We have developed a preprocessor which performs the proposed program con-
version at FORTRAN source-code level. The performance of our proposed method 
is evaluated by converting some typical numerical programs and executing them 
on Hitachi's S-3800/480. The transformed code of an LU factorization program 
achieves  1Gflops, which is about 50% of the execution speed when the original one 
is executed normally on main memory. 
  In Section 2, we will describe hardware specifications and software supports of 
extended storages. In Section 3, we will propose our method of virtualization f
ES, and compare it with conventional usages of ES. Allocation of huge arrays on 
ES, and management of data transfer between ES and MM will be discussed in
Section 4and in Section 5respectively. We will present an implementation of the 
proposed method as a preprocessor at FORTRAN source-code level in Section 6, 
and will show some results of performance evaluation i  Section 7.
                      2. Extended storage 
 Most vector supercomputers are equipped with high-speed semiconductor sec-
ondary storage composed of dynamic RAM chips. It is called extended storage by 
Hitachi, system storage by Fujitsu, extended memory unit by NEC, and solid-state
102 V. USE OF EXTENDED STORAGE OF VECTOR SUPERCOMPUTERS 
disk (SSD) by Cray. We call it simply as extended storage (ES) hereafter. The 
specifications of ES of these machines are shown in Table V.1. The capacity of ES 
is one digit larger than that of MM, and the speed of data transfer between the 
ES and the MM is several hundred times as fast as that of magnetic disks. For 
example, the maximum capacity of ES of Hitachi HITAC S-3800/480 is 16GB, 
which is 8 times as large as the maximum capacity of MM (2GB). The maximum 
data-transfer rate on S-3800/80 is  4GB/sec. 
 Ordinary users can use ES by standard FORTRAN I/O statements (READ/WRITE), 
just like magnetic disk. Either direct access method and sequential ccess method 
is available. Data are transferred in blocks between ES and MM. High speed in 
data transfers i achieved only when the size of blocks is enough large. For exam-
ple, 80% of the peak performance is achieved with a block of 8MB on S-820/80, 
and a block of 32MB on HITAC S-3800/480.
       3. Use of extended storage as extended main memory 
 3.1. Conventional approaches to supercomputer memory hierarchy. 
Virtual memory system is commonly used as a method to execute programs which 
are too large to fit in the available main memory. The operating system keeps some 
parts of a program currently in use on MM, and the rest on the disk. The vir-
tual address space is divided up into pages; access to an unmapped page causes 
the CPU to trap to the OS (page fault), and the OS fetches the referenced page 
from the disk. Data of a program, i.e., program text, heap data, and stack, are 
not distinguished by virtual memory system. Page fault may occurs at any point 
of execution. However, on vector supercomputers, page fault on a vector-mode 
execution would disturb vector pipelining. It is also reported that large-scale 
numerical computing has little locality of reference, and simple LRU paging algo-
rithms ometimes tragically declines the performance of it [ASP82]. In fact, few
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vector supercomputers utilizes virtual memory system based on demand paging. 
  On the other hand, one can achieve almost the same performance as when all 
data are on main memory, by designing optimal vector algorithms which requires 
minimum data transfers between ES and MM. It is shown that external LU 
factorization and external multidimensional FFT can be performed in computation 
bound, i.e., data-transfer cost is negligible compared with computation cost, for 
huge data which is fifty times as large as the size of main memory  [T087, TS88]. 
However, designing optimal I/O algorithms with which arithmetic operations are 
still fully vectorized is not so easy for ordinary users. Even if a user has a optimized 
program which works well on main memory, he has to determine the control of 
data transfer between ES and MM carefully, and has to rewrite array references 
of the program and insert READ/WRITE statements appropriately into it. 
  3.2. Virtualization of Extended Storage. As described in Section 2, ex-
tended storage has intrinsic supercomputing power in both of the size and the 
speed, it is not so easy for ordinary users to enjoy it fully. The method proposed 
here is a solution of this issue [Tsu88b, 00T90]. Our target is a program writ-
ten without considering the presence of memory hierarchy. When array data of 
a program becomes larger than the size of available MM, the compiler automat-
ically transforms it so that it does appropriate I/O between MM and ES. The 
transformation is done without changing the order of arithmetic operations in the 
original program. As far as array data is concerned, users can write programs as if 
MM were as large as ES. We may say that ES is virtualized as extension of MM . 
Needless to say, the compile time transformation affects nothing in execution of 
other programs. It needs neither dynamic address conversion mechanism nor op-
erating system support, while the both of them are indispensable but cause some 
overhead in conventional virtual storage systems . 
 The compiler with the transformation facility automatically detects declarations
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of huge arrays that overflow the MM, and converts them into files on ES. Next it 
extracts control flows of (possibly nested) DO loops, IF-THEN-ELSE structure, 
and IF-GOTO loops over statements that refer the array data, and inserts codes 
for data transfers between ES and temporary area on MM at optimal positions. 
Compared with conventional virtual memory system, the method has the advan-
tage of managing only array data. Data-transfer cost might be minimized by 
determining partition of arrays and positions at which the codes for data transfers 
are inserted according tothe access patterns of array data in the original program. 
 Similar approach is adopted in SSU arrays on system storage of Fujitsu VP-
2000's and SSD arrays of Cray Y/MP's. SSU arrays are specified in JCLs, and 
syntactically equal to ordinary arrays in programs. SSU arrays are allocated on 
ES, and data-transfer instructions to ES are put into the object codes at compile 
time. The goal of SSU array is the same as ours and the approach of it is analogous 
to ours so far as it is done by compilers, not by the operating system. The essential 
difference between the SSU array approach and our proposed method is that an 
SSU array is stiffly allocated on ES in the standard columnwise allocation, while 
our method carefully chooses the best partitioning and allocation according to 
the access patterns (as shown in the next section). Comparison four proposed 
method to SSU arrays in actual performance is given in Section 7.
               4. Allocation of huge arrays on ES 
 4.1. Partioning a huge array. Data on ES can be accessed only when they 
are transferred into main memory. Data transfer must be done by a block. Thus 
we must first determine how to divide the target array into units suitable to block 
data transfer. We name the unit of array data transferred at a time a page, and 
the unit of work area on main memory where a page is read a page frame. 
 Let us consider how to divide a two-dimensional array for example. Naive colum-
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nwise striped page partitioning, which is used in conventional virtual memory (and 
also SSU arrays), is effective when the array data is accessed only columnwise, viz., 
by DO loops whose control variables occur only in the first subscript expression of 
array references. A  whole vector access by an iteration of a DO loop can be done 
as ordinary vector access on main memory by transferring the page that contains 
the vector before the iteration. However, pitiable overhead arises in vector accesses 
orthogonal with the direction of partitioning. Consider an example of columnwise 
partitioning ofa two-dimensional array shown in Figure V.16 (a). Each execution 
of the loop controlled by I from 1 to N requires all pages of array A. The loop must 
be divided into doubly nested loops where the innermost loop can be executed on 
the available page frames. Thus the whole of the array data is read N/2 times 
in one execution of the outer loop. Even if the I loop of the original program is 
vectorizable, only the innermost loop can be vectorized with shorten vector length 
in the converted program. 
 If the array is accessed only rowwise, naive rowwise striped partitioning is ef-
fective (Figure V.16 (b)). When each of huge arrays is accessed one-directionally, 
and compile-time analysis can detect it, then the naive one-directional partition-
ing along the access direction is the best. In fact, a Fortran preprocessor for 
the transformation with one-directional partitioning based on our early proposal 
achieved quite a good performance in some typical programs of numerical com-
puting [OOT90]. But there remain arrays which are accessed multi-directionally. 
 The alternative solution employed here is tiling partitioning [Wo189]. The target 
array which is accessed in several directions are partitioned over all dimensions. 
For example, a two-dimensional array is partitioned like a lattice (See Fig. V.17). 
When a line of data is accessed by a DO loop along a dimension of a multidi-
mensional huge array, the pages that just contain the vector are transferred into 
page frames on main memory just before the loop is executed. Consecutive vector
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 FIGURE V.16. Data-division patterns and amount of data transfer.
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accesses over whole of the array requires at most he same number of data trans-
fers as the number of pages, irrespective of the direction of access. Thus tiling 
partitioning is superior to striped partitioning in uniformity of data-transfer cost 
on multi-directional accesses. 
  Next we must determine the page size. The larger the block size of data transfers 
between MM and ES is, the faster data transfers are performed. However, too large 
page size may cause more unused data on the transferred pages. If we examined 
details of the algorithm implemented in the original program, the optimal page size 
might be determined analytically. But it seems almost impossible to determine the 
optimal page size for an arbitrarily given program at simple compile-time analysis. 
So we adopt a compromising page size by which data transfer is performed at least 
in 50% of the peak speed. 
  4.2. Vector access to a line of array data. In order to exploit the full 
performance of vector supercomputers, it is indispensable to keep vector length of 
vectorized loops enough long. Using tiling partitioning of arrays, it is possible to 
prepare all data accessed by a  loop on main memory before the loop is executed. 
However, elements of a vector may be allocated in pieces on page frames, although 
they are to reside at regular intervals in the original program (Fig. V.18). Even 
if a loop which access the vector is vectorizable in the original program , the cor-
responding loop in the codes generated by naive transformation can be vectorized 
only piecewise, with small vector length limited by the side length of pages . 
 Our proposal to defeat the difficulty is utilization of vector indirect addressing 
in access of vector data allocated piecewise-linearly on page frames . Preparing a 
list vector which contains the addresses of indices of the vector data accessed in 
the target loop, the loop is vectorized in the same vector length as the loop length 
(Fig. V.18). Most of recent vector supercomputers have special hardware support 
for fast vector indirect addressing [UT91, UT93].
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  If a vector along a dimension of an array is accessed by a loop, pages that 
contain the vector is transferred into main memory, and the list vector that gives 
correspondence of the accessed vector to data on the pages is generated, and then 
the loop is executed. Of course data transfers are not needed for pages which 
already reside on main memory. When the array is scanned consecutively, page 
fetch occurs only at boundaries of pages. Although generation of list vectors is 
needed at each vector access, the overhead of it is quite little. Details of techniques 
for generating list vectors is described in [OKT93]. 
                   5. Data transfer management 
  5.1. Page prefetching. A vector load instruction assumes that all data loaded 
by it are already resides on main memory; otherwise the vector load pipeline 
might be jammed by page faults. On conventional virtual memory systems based 
on demand page replacement, it is checked at run time whether the data at the 
address specified as operands of an instruction is on main memory or not. In 
contrast, the band of pages that contains the vector accessed in the target loop is 
transferred beforehand on our proposed system. 
  Array elements are accessed mostly along only one dimension, i.e., only one 
of the subscript expression changes, at the innermost loops. The accessed line of 
data of such an innermost loop is fixed at the point where all subscript expressions 
except that of the accessed line are fixed. Concerning a two dimensional array, for 
example, either a row or a column is fixed at some point outside the loop. Then 
the system inserts codes for transferring pages that contain the accessed line at 
the point in the source code. 
 When a huge array is accessed not along a line but elementwise, the page that 
contains the accessed element is transferred at the point where all subscript ex-
pressions of the array access are fixed. Similarly, when two or more of subscript
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expressions change at the innermost  loop, codes for data transfer are inserted in 
the loop. See also a proposal of techniques for "oblique" line accesses in Kawabata 
[Kaw94] . 
  5.2. Page replacement algorithms. Work area on main memory are parti-
tioned into units called page frames (Fig. V.18). If an accessed line is specified, 
the band of pages that contains the line is determined, and pages that are not on 
work area are transferred from ES into empty page frames. The list vector for 
indirect addressing is also generated. 
 If a page that is already referred at another array reference, then the page 
frame on which the page resides is shared, and only the list vector for the new 
access is generated. Note that no consistency control of data is needed since a 
page never resides on two page frames at a time. Each page frame has a reference 
counter, which keeps the number of active references that share the data on it. The 
reference counter is incremented when a reference is activated, and is decremented 
when a reference is inactivated. 
  When a page becomes not referred at any active reference (viz., the reference 
counter becomes zero), the page frame is queued to the unreferred page frame list. 
Note that data on the page frame still remain and are not written back then. If a 
page on a page frame queued to the list becomes referred again, the page frame is 
taken off from the list and reused (no data transfer isneeded). 
  When a new page is transferred from ES, the least recently referred page, i.e., 
the page frame at the top of the unreferred page frame list is chosen. Here pseudo 
LRU page replacement is implemented. The difference of ours from the LRU page 
replacement algorithm used in conventional virtual memory system is that a page 
is released explicitly by a code inserted in the transformation. If the page frame 
has been modified, the data are written back to the ES; otherwise the data are 
junked.













logical view of matrix A
list vector
FIGURE V.18. Page frames on work area of main memory .
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 The proposed transformation can be implemented either as a preprocessor at 
source-code level, or a extended function of an automatic vectorizing compiler. We 
have developed a FORTRAN preprocessor as a prototype. The input of our pre-
processor is any Fortran program which uses huge arrays but is written without 
awareness of memory hierarchy. The output is a Fortran program, where huge ar-
rays are allocated as files on ES (by OPEN statements), and data transfers between 
MM and ES are done by Fortran standard I/Os (READ/WRITE statements). The 
transformed codes are assumed to be compiled by automatic vectorizing FORTRAN 
compilers provided by supercomputer manufacturers. 
 Users specify arrays that are to be allocated on ES and the size of work area 
by directives in source codes as comment statements. The transformation by the 
preprocessors are done as follows.
(1) Interprocedure analysis done in order to detect huge arrays that passed 
   to subroutines as call-by-reference parameters. 
(2) Declaration ofthe array for work area is inserted in the main routine. 
(3) The declaration statement ofeach huge array  (DIMENSION statement e c.) 
   is removed. Instead, a CALL statement of a routine creating the array on 
  ES is inserted at the top of executed statements of the module. 
(4) Each occurrence of reference of a huge array is numbered itsreference num-
  ber, and is replaced with a reference to work area via a corresponding list 
  vector. The number is choosed so that any two distinct huge array ref-
  erences are numbered the same if and only if they are in the same loop 
  structure and have the same subscripts (with respect to the referred line). 
(5) For each huge array reference distinguished bythe reference number, a call 
  of the data transfer subroutines and actual parameters for it are inserted.
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     The insertion point is determined by the control flow and the data flow of 
     the original program, as is stated in the previous section. 
Since the transformation is done at source-code level, the power of existing vec-
torizing compilers can fully be utilized. Also users can edit and optimize the 
transformed codes manually. 
 Data transfer control is done by the following four subroutines: 
   • Initializing the work area. 
    • Creating an array on ES. 
   • Making a huge array reference active, or change the reference element/line 
     of an active reference. 
    • Making a huge array reference inactive. 
 The routine for initialization is called just once at each execution of a program. 
It initializes tables for work area management, e.g., unreferred page frame list  flags 
indicating each frame has data or not, etc. 
 The routine for creating a huge array on ES is called once for each huge-array 
declaration. It opens a file on ES accessed via the direct access method with a 
fixed record length. A huge array allocated on ES is identified by its array number, 
which is also used as the device number of the file. 
 The routine for making a reference active or moving an active reference is in-
voked at each distinct occurrence of array reference. Here the array number, the 
reference number, the values of array subscripts, the direction of reference vector, 
and a flag whether the referred data is defined or not, are passed as parameters. 
The routine examines whether each of pages referred by the reference vector is on 
work area or not, and reads it from ES if not. If the reference is a line access, 
pages for the vector of elements are prepared together, and the list vector for it is 
also generated or updated. 
 The routine for making a vector reference inactive is called at the end of a
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series of references numbered the same. The page frames which have been used 
are released, i.e., the link counts of them are decremented , and page frames whose 
link counts become zero are queued to the unreferred page frame list . 
 An example of the transformation done by our preprocessor is shown in Fig . V.19. 
Arrays referred at line 10 of the code in (a) of Fig. V.19 is allocated on ES and the 
array references in (a) are replaced with references of work area on main memory, 
i.e., a one-dimensional array XXTT in lines 19 and 20 of (b). The first subscript 
of the array reference of CX and the second subscript of that of VY in line 10 of 
(a), viz., K, are fixed at line 7 of (a), the data-transfer routines for them are called 
immediately after the DO statement (lines 12 and 13 of (b)).
                     7. Performance evaluation 
  To confirm the effectiveness of our proposed method, we have done a timing 
measurement o  Hitachi's S-3800/480 atthe Computer Centre of the University 
of Tokyo, and on Fujitsu's VP 2600 at Data Processing Center of Kyoto University. 
We adopted aprogram of typical LU factorization f dense matrix as a example 
 [Tsu88c]. The program is based on Crout's elimination scheme; rowwise and 
columnwise eliminations are alternatively done. In order to utilize the arithmetic 
pipelines fully, two pivoted rows or columns are simultaneously eliminated. The 
program is originally developed and tuned up to achieve the best performance on 
Fujitsu VP 200 for matrices with two hundred to five hundred unknowns [Wu87]. 
 A result of timing measurement of the program for LU factorizing 3000 x 
3000 matrices, on HITAC S-3800/480 using Hitachi's vectorizing compiler FOR-
TRAN77/HAP is shown in Table V.2. For comparison, three different page sizes, 
201 x 201 (323KB), 301 x 301 (725KB) and 401 x 401 (1.3MB) are adopted. We 
also measured the CPU time when the original program for a 3000 x 3000 matrix 
is executed ordinary (not using ES). The results of measurement aresummarized





INTEGER N, LDA 
REAL*8 PX(LDA,N), VY(LDA,N), CX(LDA,N)
DO 21 L=1,LOOP 
DO 21 K=1,N0 
DO 21 I=1,N0 






(a) The original loop.
   SUBROUTINE KERN21(N,LDA,PX,VY,CX) 
PARAMETER(N0=1000,LOOP=40000) 
* (declarations of constants) 
   INTEGER XXII1,XXII2,XXII3 
   INTEGER XXI(XXIDMX,XXIRMX), XXDIFF(XXIRMX) 
   REAL*8 XXTT(XXIFLN*XXIFMX) 
  COMMON /XXT/ XXTT /XXI/ XXI /XXD/ XXDIFF 
   INTEGER CX, VY, PX 
   INTEGER N, LDA 
C 
   DO 21 L=1,LOOP 
   DO 21 K=1,N0 
   CALL XXCL(VY,2;1,K,.FALSE.,1,(1),(NO)) 
   CALL XXCL(CX,3,K,1,.FALSE.,2,(1),(N)) 
   DO 21 I=1,N0 
   CALL XXCL(PX,1,I,1,.TRUE.,2,(1),(N)) 
*VOPTION INDEP(XXTT)
, VIST 




  CALL XXEX(1) 
  CALL XXEX(2) 
  CALL XXEX(3) 




(b) The transformed code.
FIGURE V.19. An example of source-level transformation .
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in Table V.3. 
 The transformed code using work area whose size is about half of the array 
achieves about 50% of the execution speed when the original one is executed 
normally on main memory. Even when the size of work area is about one fifth of 
the array, about 30% of the speed is achieved. The speed of data transfer isalmost 
determined by the page size (about 3.2GB/sec when the page size is 1.3MB). 
However, the larger the page size is, the more unused data are transferred; the 
speed of data transfer and the total amount of transferred data are in trade-off. 
 Next we show timing measurement of the program on Fujitsu's VP 2600. The 
size of matrices is 3000, and the page size is 301 x 301. Speed of execution on SSU 
array, and that on only main memory are also measured. 
 The speed on SSU array is quite lower than that of our proposed method. This 
seems because rowwise accesses of the array occur so frequently in the program. 
While data transfer for vector access of contiguous data on SSU array is done in 
full speed, data transfer for access of data at large intervals is done in quite slow 
speed  [Nag92]. In contrast, he cost of data transfer is uniform in access of any 
direction in our proposed method. Our method also has advantage in data transfer 
cost since pages are cached on work area.
                        8. Considerations 
 In this chapter, a new method of using extended storage of vector supercom-
puters as extended main memory is proposed. 
 We have developed a preprocessor which realize the proposed program conver-
sion and have evaluated the effectiveness of our method by timing measurement. 
The timing result suggests that the proposed method can be applied to various 
range of programs with enough efficiency. 
 Our previous works [T087, TS88] suggest that it seems required to change the
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eferred
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(a) Access patterns in the formar half.
ferred
defined
         (b) Access patterns in the latter half. 
FIGURE V.20. Data reference patterns of the LU factorization.
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control flows and the orders of operations in order to reduce the cost of data 
transfer relatively negligible in comparison with the cost of arithmetic operations. 
Further research is required to automate such powerful program conversion that 
can change the algorithm of the program without changing the semantics of it.
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TABLE V.2. Performance of LU factorization on HITAC S-3800. 






CPU time Data transfer Performance




201 x 201 14.5 (20%) 27.6 11.7 14.3 2.57 36.8 653 (29%)
(323KB) 19.4 (27%) 24.4 11.7 11.1 2.52 28.0 739 (33%)
24.2 (34%) 22.2 11.7 8.7 2.54 22.2 811 (36%)
29.1 (40%) 20.1 11.7 6.4 2.54 16.1 896 (40%)
33.9 (47%) 18.3 11.7 4.4 2.53 11.1 986 (43%)
301 x 301 21.7 (30%) 23.9 11.2 10.7 3.00 32.1 753 (33%)
(725KB) 29.0 (40%) 19,9 11.2 6.5 3.00 19.5 905 (40%)
36.2 (50%) 17.4 11.2 3.9 3.00 1.3 1035 (46%)
401 x 401 30.9 (43%) 23.4 11.1 10.7 3.20 34.3 769 (35%)
(1286KB) 41.2 (57%) 18.7 11.1 5.3 3.20 16.9 962 (43%)
51.5 (72%) 15.6 11.1 2.3 3.19 7.2 1152 (51%)
Measured on S-3800/480 atComputer Centre of the University of Tokyo 
                                             in Oct. 1993.
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TABLE V.3. Performance of LU factorization on FACOM VP 2600. 




 CPU  time iml Performance
Mflopssec VPU
(on main memory) 72.0 (100%) 16.3 16.3 1101 (100%)
our method 29.0 (40%) 54.7 19.5 329 (30%)
SSU array 1 314.0 24.9 57 (5%)
Measured on VP 2600 at Data Processing Center of Kyoto University 
                                            in Apr. 1993.
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CHAPTER VI 
Conclusion
Four topics on theoretical and fundamental aspects of supercomputing softwares 
are discussed. 
 The topics in Chapter II and Chapter III are discussed on hardware models 
with extreme parallelism, i.e., "How much speed up is possible if any number 
of processors are available?" The results shown in these chapters indicate the 
theoretical potentialities and limits of massively parallel systems processing logical 
programs. The results are also useful for analysis of parallel algorithms written in 
logic programming languages. Moreover, they might have possibility to realize the 
ultimate supercomputing environment such that an extremely parallel hardware 
algorithm written in a logic program is processed by, what is called, a silicon 
compiler, and is hardwired into a circuit which works with the algorithm in the 
theoretically maximum speed. 
 In Chapter III, the class of queries in P and the class of queries in  NC are 
characterized and classified via logical query programs. While arbitrary logic pro-
grams have as much power as that of Turing machines, the class of logical queries 
is equal to P, and hence subclasses of queries which are effectively parallelizable 
(viz., in NC), such as the class of queries defined by linear programs, or that by 
non-confluent programs, can naturally be defined with some syntactic restrictions. 
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The presented procedure of program transformation gives additional rules for ef-
fectively parallelized derivation to a logical query program which have potential 
 NC-parallelism in it but itself works erially (in polynomial time). It might be a 
basis of future research on parallelizing supercompiler which extract as much par-
allelism as there resides from a logic program written by an ordinary user without 
explicit awareness of parallelism. 
 In Chapter IV, we have argued on the lower bounds of data transfer complexity 
and optimal algorithms which perform the bounds for sorting, permutation, FFT, 
etc., on bus-connected parallel two-level memories. The difference between models 
with broadcasting and those without broadcasting has been clearly stood out. The 
complexity on models with network topologies other than a shared bus, and the 
complexity of bus-connected parallel two-level memory model where each processor 
has a local disk, are remained as open problems. 
 In Chapter V, virtualization of secondary high-speed extended storages of vector 
supercomputers as extended main memory is discussed. The proposed program 
transformation makes it possible to execute an ordinary program on extended stor-
age as fast as when it is executed on main memory. Vectorizability of the program 
is preserved by the transformation by utilizing lattice-wise partitioning of huge 
arrays into pages, page prefetching before vector-mode instructions, and indirect 
vector load/store of pages randomly scattered on the temporary area. Further 
researches are desired to implement flexible and dynamic change of partitioning 
and addressing of array data, and thoroughgoing minimization of data transfers 
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