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Abstract. We study the information content of nuclear masses from the perspective
of global models of nuclear binding energies. To this end, we employ a number
of statistical methods and diagnostic tools, including Bayesian calibration, Bayesian
model averaging, chi-square correlation analysis, principal component analysis, and
empirical coverage probability. Using Bayesian framework, we investigate the structure
of the 4-parameter Liquid Drop Model by considering discrepant mass domains
for calibration. We then use the chi-square correlation framework to analyze the
14-parameter Skyrme energy density functional calibrated using homogeneous and
heterogeneous datasets. We show that a quite dramatic parameter reduction can be
achieved in both cases. The advantage of the Bayesian model averaging for improving
the uncertainty quantification is demonstrated. The statistical approaches used are
pedagogically described; in this context this work can serve as a guide for future
applications.
1. Introduction
To an increasing extent, theoretical nuclear physics involves statistical inference
on computationally-demanding theoretical models that often combine heterogenous
datasets. Advanced statistical approaches can enhance the quality of nuclear modeling
in many ways [1, 2]. First, the statistical tools of uncertainty quantification (UQ) can
be used to estimate theoretical errors on computed observables. Second, they can help
to assess the information content of measured observables with respect to theoretical
models, assess the information content of present-day theoretical models with respect to
measured observables, and find the intricate correlations between computed observables
– all in order to speed-up the cycle of the scientific process. Importantly, they can
be used to understand a model’s structure through parameter estimation and model
reduction. Finally, statistical tools can improve predictive capability and optimize
knowledge extraction by extrapolating beyond the regions reached by experiment to
provide meaningful input to applications and planned measurements.
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In this context, Bayesian machine learning [3] can address many of these issues
in a unified and comprehensive way by combining the current-best theoretical and
experimental inputs into a quantified prediction, see Refs. [4, 5, 6, 7, 8, 9, 10] for
relevant example of Bayesian studies pertaining to nuclear density functional theory
(DFT) and nuclear masses (see also Refs. [11, 12, 13, 14] on Bayesian neural network
applications to nuclear masses).
To demonstrate the opportunities in nuclear theory offered by statistical tools, we
carry out in this study the analysis of two nuclear mass models informed by measured
masses of even-even nuclei. We begin with the semi-empirical mass formula given by the
Liquid Drop Model (LDM) [15, 16, 17, 18, 19] whose parameters are obtained by a fit to
nuclear masses. Because of its linearity and simplicity, the LDM has become a popular
model for various statistical applications [20, 21, 22, 23, 24, 25, 26, 27]. We study the
impact of the fitting domain on the parameter estimation of LDM, which is carried out
by means of both chi-square and Bayesian frameworks. To learn about the number
of effective parameters of the LDM, we perform a principal component analysis. By
combining LDM parametrizations optimized to light and heavy nuclei, we demonstrate
the virtues of Bayesian model averaging.
In the second part of our paper, we check the LDM robustness by investigating
the structure of the more realistic Skyrme energy density functional. By means of the
chi-square correlation technique, we study different Skyrme parametrizations obtained
by parameter optimization using homogenous and heterogenous datasets. Finally, we
perform a principal-component analysis of the Skyrme functional to learn about the
number of its effective degrees of freedom.
In the context of the following discussion, it is useful to clarify the notion of a
“model”. In this work, by a model we understand the combination of a raw theoretical
model (i.e., mathematical/theoretical framework), the calibration dataset used for its
parameter determination, and a statistical model that describes the error structure.
2. Liquid Drop Model in different nuclear domains
The semi-empirical mass formula of the LDM parametrizes the binding energy of the
nucleus (Z,N) as:
ELDM(N,Z) = avolA− asurfA2/3 − asym (N − Z)
2
A
− aCZ(Z − 1)
A1/3
, (1)
where A = Z + N is the mass number and the successive terms represent the volume,
surface, symmetry and Coulomb energy, respectively. The expression (1) can be viewed
in terms of the binding-energy-per-nucleon expansion in terms of powers of A−1/3
(proportional to inverse radii) and the squared neutron excess (related to the neutron-to-
proton asymmetry (N−Z)/A). This kind of expansion, often referred to as leptodermous
expansion [28, 29, 30], should be viewed in the asymptotic sense [31].
At this point, it is worth noting that the quantal shell energy responsible for
oscillations of the nuclear binding energy with particle numbers scales with mass number
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as A1/3, i.e., it scales linearly with the nuclear radius. The shell energy is ignored in
the macroscopic LDM; it is accounted for in the microscopic Skyrme DFT approach –
discussed later in the paper – which is rooted in the concept of single-particle orbitals
forming the nucleonic shell structure. In general, the performance of the LDM gets
better in heavy nuclei as compared to the light systems, which are greatly driven by
surface effects [30, 22, 19].
To study the impact of the fitting domain on parameter estimation, prediction
accuracy, and UQ fidelity of nuclear mass models, we shall consider the experimental
binding energies of 595 even-even nuclei of AME2003 divided into 3 domains according
to Fig. 1. Namely, we define the domain of light nuclei with Z < 40 and N < 50, heavy
nuclei with Z > 50 and N > 80, and the intermediate domain DI consisting of the
remaining even-even nuclei. By dividing nuclear domains according to A, we are trying
to simulate the current theoretical strategy in modeling atomic nuclei: light nuclei are
often described by other classes of models (few-body models, A-body models) than heavy
nuclei (configuration interaction, DFT), with the intermediate domain being the testing
ground for all approaches [32]. Here we use, for testing, the same LDM expression in
all domains. The models are distinguished merely by the fitting datasets.
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Figure 1. Even-even nuclei from AME2003 divided into the domains of light (Z < 40,
N < 50), heavy (Z > 50, N > 80), and intermediate nuclei (remaining 155 nuclei)
denoted DI containing the subset DC for special counterchecks.
In terms of these separated data domains, we consider four LDM variants fitted on
specific regions of the nuclear landscape:
(i) LDM(A) – LDM fitted on all 595 even-even nuclei.
(ii) LDM(L) – LDM restricted to the light domain (153 nuclei).
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(iii) LDM(H) – LDM restricted to the heavy domain (287 nuclei).
(iv) LDM(L + H) – LDM fitted on both light and heavy domain (440 nuclei).
We emphasize that the intermediate domain DI (and a fortiori DC) is not used for
training in variants (ii)-(iv), but kept aside as an independent testing domain where
different LDM variants compete. Thus we use the binding energies in the intermediate
domain to evaluate the predictions and error bounds of these variants and their Bayesian
averages. In short, this setup is designed to produce a scenario where two models, which
have been optimized on their respective domains, compete to explain the data on a third
disconnected domain. To keep results within computable ranges we will also consider 8
randomly selected nuclei in the central subset of the intermediate domain as shown on
Fig. 1 which we will denote DC.
We would like to point out in passing that fitting binding energy per nucleon to data
corresponds to a radically different model from a statistical perspective as it relies on
a different assumption on the structure of the errors. A simple analysis shows that
the scaling the LDM residuals is relatively more uniform with A when considering
binding energy than when considering binding energy per nucleon, confirming that
fitting binding energies is the right way to go.
3. Liquid Drop Model: parameter estimation
In this section we compare the results of traditional chi-square fit and Bayesian
calibration. We also explore the possibility of reducing the LDM parameter space via a
principal component analysis.
Our statistical model for binding energies yi can be written as:
yi = f(xi, θ) + σi, (2)
where the function f(x, θ) represents the LDM prediction (1) with given parameter
vector θ = (avol, asurf , asym, aC) for a nucleus indexed by x = (Z,N). The errors are
modeled as independent standard normal random variable i with mean zero and unit
variance, scaled by an adopter error σ that reflects the model’s incapability to follow
the data (which, in the context of nuclear mass models, is usually much greater than
the experimental error).
While the function f is nonlinear in x, it is linear in the parameter vector θ, thus
this model falls conveniently in the family of the generalized linear models (GLM) and
can be treated by means of a standard linear regression.
3.1. Chi-square analysis
Given the datapoints yi for i = 1...N , we define the estimate θˆ of the parameter vector
θ as the minimizer of the penalty function
χ2(θ) =
N∑
i=1
(yi − f(xi, θ))2 . (3)
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This optimization problem has a closed form solution for functions f linear in θ (this is
true for the LDM) [33] given by the maximum likelihood estimator
θˆ = (JTJ)−1JTY, (4)
where Y is a column vector of datapoints yi and J is the Jacobian:
Jiα =
∂f(xi, θ)
∂θα
(5)
The assumption of Gaussian error in (2) implies for the true value of θ the probability
distribution
P(θˆ) ∝ exp
(
− 1
2σ2
(θˆ − θ)TH(θˆ − θ)
)
, (6)
where H is the Hessian with elements defined as
Hαβ =
∂2χ2(θ)
∂θα∂θβ
∣∣∣
θ=θˆ
. (7)
The same expression holds for a general function f beyond the GLM framework to
the extend that it can be reasonably approximated by its first-order Taylor expansion
around θˆ.
For the subsequent principal-component analysis, we introduce dimensionless model
parameters θ˜α as
θ˜α :=
θα
δθα
, (8)
where we use the uncorrelated variance of a parameter, δθα = 1/(σ
√
Hαα) [34], to define
a natural scale that changes the setup to what we call conditioned Hessian distinguished
by a tilde:
H˜αβ =
Hαβ√
Hαα
√
Hββ
. (9)
If the root-mean-square (rms) error is known a priori, the scaling parameter σ can be
fixed. Otherwise, it can be estimated from the data as
σ =
√√√√∑Ni=1 (yi − f(xi, θˆ))2
N − p , (10)
where p is the number of parameters in the model (p = 4 in the case of LDM).
Given the distribution (6), the correlated variance of the parameter estimate
is expressed through the covariance matrix C = σ2H−1 [34]. The same holds
for the dimensionless parameters associated with the conditioned covariance matrix
C˜ = σ2H˜−1. The diagonal elements of a C˜ represent the correlated error on the model
parameters:
∆θ˜α =
√
C˜αα . (11)
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The normalized covariance matrix
cαα′ =
Cαα′√
CααCα′α′
(12)
quantifies the degree of alignment (correlation) between α and α′. The quantity |cαα′|2
is called the coefficient-of-determination (CoD); it is another way of representing the
correlation between the two model parameters [35, 1]. The matrix of CoDs is positive
semidefinite. A value |cαα′ |2 = 1 stands for the complete correlation and |cαα′|2 = 0 for
the full independence of parameters.
Table 1. Parameter estimates θˆ for LDM variants (i) - (iv), with corresponding
correlated errors ∆θ (all in MeV). The results are based on the unconditioned
covariance matrix C and parameters transformed to dimensionless quantities.
LDM(A) LDM(L) LDM(H) LDM(L+H)
θ θˆ ∆θ θˆ ∆θ θˆ ∆θ θˆ ∆θ
avol 15.16 0.051 14.05 0.097 15.22 0.176 15.16 0.057
asurf 15.96 0.160 13.88 0.230 15.87 0.624 16.00 0.174
asym 22.00 0.131 17.05 0.347 22.50 0.390 22.04 0.151
acol 0.68 0.004 0.53 0.013 0.69 0.010 0.68 0.004
σ 3.70 2.94 2.69 3.84
The LDM parameter estimates corresponding to the minimization of the chi-square
penalty on the varying domains of the data are displayed in Table 1. There are significant
differences between parameter values of the light and heavy variants, in particular the
ones associated with lowest order corrections; volume energy is higher when fitted the
heavy nuclei than on the light ones. This is not surprising as the compensation between
volume and surface terms is significant for the light nuclei. As could be expected, the
parameters obtained in the two combined variants fall in between. Taking LDM(A) as
a reference, these parameter estimates fall within one-sigma error bars of LDM(H) and
LDM(L+H). They are however inconsistent with the LDM variant fitted to the set of
lighter nuclei – falling outside of its five-sigma error bars. Comparing the ∆θ values
for LDM(A) and LDM(L+H) with those of LDM(L) and LDM(H), one can also notice
that the correlated errors on parameters are significantly reduced with the size of the
dataset.
In addition to the model parameter θ itself, the error scaling parameter σ also varies
with the domain, from 2.69 MeV for LDM(H) to 3.84 for LDM(L+H). This indicates
that the residuals of the LDM are not uniformly distributed with respect to the values of
Z and N . This is to be expected: the leptodermous expansion becomes more accurate
for heavy nuclei [30], which are dominated by the volume effects.
Another insight into the structure of LDM can be obtained from the correlations
between the model parameters shown in Fig. 2 in term of CoDs. Here, particularly
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Figure 2. Matrices of CoD for LDM variants (i)-(iv) optimized to masses of even-even
nuclei from AME2003.
instructive is the comparison between LDM(L) and LDM(H). In the case of heavy
nuclei, all LDM parameters are extraordinarily well correlated. For light nuclei, the
correlation between symmetry and Coulomb terms is small as the ranges of neutron
excess and atomic numbers are limited, and their correlations with the volume and
surface terms deteriorate. When the analysis is performed on the large datasets of
LDM(A) and LDM(L+H), all parameters are highly correlated as recently noticed in
Refs. [26, 27, 25]. The lesson learned from Fig. 2 is that the choice of a fit-dataset does
impact inter-parameter correlations. This can have consequences on the generality of
the model and potentially reduce its predictive performance [36]. As discussed later, the
pattern of parameter correlations can be strongly influenced by the use of heterogeneous
datasets in which fit-observables can be grouped into different classes (masses, radii,
etc.).
Table 2. RMSDs (in MeV) of the predictions from the 4 LDM models as well as
the values from the Bayesian model averaging described in Sec. 4, calculated on the
held-out data in the intermediate domain of even-even nuclei from AME2003, using
the chi-square and Bayesian calibrations.
LDM(A) LDM(L) LDM(H) LDM(L+H)
DI
chi-square 3.205 8.170 3.817 3.351
Bayes 3.206 8.176 3.811 3.351
BMA(L,H) 3.810
BMA(L,H,L+H) 3.217
DC
chi-square 1.930 6.817 3.307 1.879
Bayes 1.930 6.825 3.292 1.881
BMA(L,H) 3.300
BMA(L,H,L+H) 1.926
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We assess the predictive performance of the chi-square fit of the four LDM variants
by using the root-mean-square deviation (RMSD):
RMSD =
√√√√∑ni=1 (y∗i − f(x∗i , θˆ))2
n
, (13)
calculated on experimental binding energies y∗i in the held-out data in the intermediate
domain with 40 ≤ Z ≤ 50 and 50 ≤ N ≤ 80, used as an independent testing dataset.
Results are shown in the line of Table 2 denoted chi-square. As expected, the LDM(A)
variant fitted to all the even-even nuclei performs the best with RMSD around 3.2 MeV.
The performance of LDM(L), having the largest RMSD of 8.17 MeV, is poor. As
compared to LDM(A), there is only a small loss in the predictive power for LDM(H)
and LDM(L+H), which both compete meaningfully on the intermediate domain.
3.2. Bayesian calibration
The Bayesian approach consists here of looking at the (full) posterior distribution of
(θ, σ) given by Bayes’s rule:
p(θ, σ|y) ∝ p(y|θ, σ)pi(θ, σ), (14)
where p(y|θ, σ) is the model likelihood given by (2) and pi(θ, σ) is the prior distribution
on the parameters θ and the error σ. In the LDM case, we take for the LDM parameters
avol, asurf , and asym independent normal prior distributions N (0, 100) with mean 0 and
variance 100, and for aC we take N (0, 2). For σ we assume a gamma prior distribution
Γ(5, 0.5) with shape parameter 5 and rate parameter 0.5 (thus mean 10 and variance 20).
Gaussian priors are typical choices for non-constrained parameters and the gamma prior
is a common default for (non-negative) scale parameters. Similarly to the chi-square fit,
the scale parameter σ can be also fixed to an a priori value, in which case the posterior
distribution of interest is p(θ|y). In general, samples can be conveniently obtained from
an ergodic Markov chain produced by the Metropolis-Hastings algorithm, an extension
of the Gibbs sampler [37, 38].
Informed predictions for the binding energies y∗ in the intermediate domain are
given by the posterior predictive distribution p(y∗|y). This can be produced from the
posterior parameter distributions by integrating the conditional density of y∗, given
(θ, σ) and the training binding energies y, against the posterior density p(θ, σ|y):
p(y∗|y) =
∫
p(y∗|y, θ, σ)p(θ, σ|y)dθdσ. (15)
The conditional density p(y∗|y, θ, σ) is again given directly by the statistical model (2).
The assumption of independent error i yields p(y
∗|y, θ, σ) = p(y∗|θ, σ). In other words,
the value of y∗ is conditionally independent of y given the statistical model parameters
θ and σ. It is also worth noting that the posterior predictive density is rarely computed
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Figure 3. Posterior distribution of the model parameters for LDM variants (i) - (iii).
The conditioning data were the binding energies of even-even nuclei from AME2003
divided into light (Z < 40, N < 50), heavy (Z > 50, N > 80), and intermediate
nuclei (remaining 155 nuclei). Posterior mean and standard deviation are indicated by
numbers as well as correlation coefficients (12) for all parameters.
directly from Eq. (15). Instead, if samples (θ(1), σ(1)), . . . , (θ(M), σ(M)) are produced
from the posterior density p(θ, σ|y) via a Monte Carlo Markov Chain (MCMC), the
corresponding samples y∗(1), . . . , y∗(M) follow the posterior density y∗(i) ∼ p(y∗|θ(i), σ(i)),
i = 1, . . . ,M . The posterior predictive density is then approximated using the empirical
density of samples y∗(1), . . . , y∗(M).
Figures 3 and 4 show the bivariate posterior distributions of the LDM model based
on 2×105 MCMC samples obtained using the modern No-U-Turn MCMC sampler [39].
Due to a nearly-Gaussian behavior of the posterior distributions, the posterior means
are very close to the θˆ values in Table 1 obtained in the chi-square analysis. In fact,
they all coincide within the one-sigma error bar. This shows practical equivalence of the
linear regression technique and Bayesian analysis when it comes to the LDM parameter
estimation.
As discussed in Fig. 2 in the context of chi-square analysis, there is a general
positive correlation between all the parameters for all models. It is particularly strong for
LDM(H) (> 98%) with lesser, yet still strong, correlation for LDM(A) and LDM(L+H)
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Figure 4. Similar as in Fig. 3 but for LDM variants (i) and (iv).
(> 80%). The lowest correlations are between asym and the volume and surface
coefficients in LDM(L), see Fig. 3.
We also show in Fig. 5 the posterior distribution of the scale parameter σ for
the four LDM variants. The posterior means are relatively close (2.70 − 3.85 MeV).
The models fitted on a large dataset (A, L+H) produce higher values of σ as they try
to accommodate masses of both light and nuclei. Indeed, one can interpret this by
considering that posterior samples conditioned on the combined domain incorporate
part of the uncertainty tied to the model.
The RMSDs obtained from the Bayesian calibration (corresponding to the
predictions based on the posterior mean of the parameters) are displayed in Table 2.
We see that these values are practically identical to those obtained in the chi-square
analysis.
3.3. Principal component analysis
The idea beyond principal component analysis is to transform a set of variables (here:
parameters) into a set of linearly uncorrelated components, with the first (principal)
component accounting for as much of the variability as possible [40, 41, 42]. In
practice, this is achieved by carrying out the singular value decomposition (SVD) of
the conditioned Hessian H˜ . In the examples considered here, the SVD can be reduced
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Figure 5. Posterior distribution of scale parameter σ for LDM variants (i) -(iv).
Posterior mean and standard deviation are indicated by numbers.
to a diagonalization: ∑
k′
H˜kk′Vk′n = h˜nVkn . (16)
The eigenvalues h˜n contain the information about redundancy or effective degrees
of freedom. The eigenvectors Vkn, principal components, contain the parameter
correlations, but are often too involved to help an interpretation. The eigenvalues
h˜n quantify the relevance of an effective parameter γ˜n =
∑
k θ˜kVkn associated with the
principal component n. Large h˜n means that this principal component has a large impact
on the penalty function χ2 while very small eigenvalues indicate irrelevant parameters
having little consequences for the parameter estimation (the penalty function is soft
along this direction). One way to weight the importance of an eigenvalue is the partial-
sum criterion [42]. To this end, one sorts h˜n in decreasing order and requests that the
cumulative value
Sm =
∑m
n=1 h˜n∑p
n=1 h˜n
, (17)
where m the order of the partial sum, lies above a certain threshold Slimit. A typical
setting for that is Slimit = 0.99, i.e., the partial sum is exhausted by 99%. We note
that since the diagonal matrix elements of the conditioned Hessian are all equal to
one, and det(H˜) 6= 0 for practical cases, the sum in the denominator of Eq. (17) is∑p
n=1 h˜n = tr(H˜) = p.
For the sake of the following discussion, it is useful to consider two trivial limiting
cases:
C1 No correlation between model parameters (perfect choice of model’s degrees of
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freedom): H˜ = I. In this case, H˜ has p eigenvalues equal to 1 and the principal
components are in the directions of model parameters;
C2 Perfect correlation between model parameters: H˜i,j = 1 ∀i, j. Here, H˜ has p− 1
eigenvalues equal to 0 and one eigenvalue h˜1 = p with the eigenvector
V1 =
1√
p
[1, 1, · · · 1]. (18)
The case C1 suggests a lower limit for Slimit. Namely, it must be lager than (p − 1)/p
to cope properly with the no-correlation case.
(a) (b)
Figure 6. (a) Eigenvalues h˜n of the conditioned Hessian matrix and (b) cumulative
percentage (17) for the LDM variants (i) -(iv). A dotted horizontal line in (b) indicates
the threshold Slimit = 0.99.
Figure 6 shows the eigenvalues h˜n for the LDM variants considered. Interestingly,
after conditioning the LDM on binding energy data, the largest eigenvalue h˜1 dominates
so much that already S2 > 99%. This means that there is only one direction in the
space of LDM parameters that practically matters. To show it more explicitly, in Fig. 7
the individual components of V1 are shown for LDM(L), LDM(H), and LDM(A). The
LDM(H) and LDM(A) variants are strikingly close to the limit (18), which indicates the
existence of one principal direction, which corresponds to a democratic combination of
all four LDM parameter directions.
The cumulative percentage shown in Fig. 6(b). One can conclude that, from a
statistical perspective, the principal component analysis of the LDM shows that 99% of
the variations of the data can be localized in only two linear directions of the parameter
space (one needs two eigenvectors to get over the 99% threshold). In that sense the model
can be reduced to 2 effective parameters, for all the calibration variants considered.
For all variants except LDM(L), a properly composed one-dimensional parametrization
could already explain about 95% of the data variability. This confirms the bivariate
distributions of the LDM parameters shown in Figs. 3 and 4 where we can see very
strong posterior correlations between the parameters.
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Figure 7. Squared components of the first principal component (n = 1) of H˜ for (a)
LDM(L), (b) LDM(H), and (c) LDM(A).
4. Bayesian Model Averaging
Bayesian model averaging (BMA) is the natural Bayesian framework in scenarios with
several competing models M1, . . . ,MK when one is not comfortable to select a single
model at the desired level of certainty [43, 44, 45]. For any quantity of interest O,
e.g., the value y∗, the BMA posterior density p(O|y) corresponds to the mixture of the
posterior predictive densities of the individual models:
p(O|y) =
K∑
k=1
p(O|y,Mk)p(Mk|y), (19)
where y = (y1, . . . , yN) are given datapoints (here: experimental binding energies).
Sampling from the BMA posterior density is trivial once one obtains posterior samples
from each model. The posterior model weights p(Mk|y) are the posterior probabilities
that a given model is the hypothetical true model; it is given by a simple application of
Bayes’ theorem:
p(Mk|y) = p(y|Mk)pi(Mk)∑K
`=1 p(y|M`)pi(M`)
, (20)
where pi(Mk) are the prior model probabilities which we choose as uniform. The so called
evidence (integrals) p(y|Mk) are obtained by integrating the data likelihood against the
posterior density of the model parameters, namely
p(y|Mk) =
∫
θk
p(y|θk,Mk)pi(θk|Mk)dθk. (21)
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In our study, we evaluate the evidence integrals over a set of binding energies y∗
from the intermediate domain of Fig. 1. This is motivated by the desire to select a
model’s weight according to its predictive ability in the intermediate domain and also
to avoid overfitting. Similar approach has been implemented in [7, 8, 9]. Consequently,
we write the evidence integral over y∗ as
p(y∗|y,Mk) =
∫
p(y∗|y, θk,Mk)dP (θk|y,Mk). (22)
This integral can be estimated by “recycling” the Monte-Carlo samples θ
(i)
k from the
posterior distributions p(θk|y,Mk) shown in Figs. 3 and Fig. 4 as
̂p(y∗|y,Mk) = 1
nMC
nMC∑
i=1
p(y∗|y, θ(i)k ,Mk). (23)
Evidence integrals (22) and their estimates (23) are very sensitive quantities. In
general, evidences (22) shall decrease exponentially with an increasing RMSD or a
number of independent points used to compute the likelihood (i.e., number of evidence
datapoints). The evidences peak at the at the maximum likelihood estimate of σ but
eventually fall down to zero with increasing σ. Consequently, BMA easily ends up
performing model selection instead of averaging; in practice obtaining reasonable weights
requires a careful tuning of both the size of the domain on which evidence integrals are
computed and the value of σ in (2).
To assess the impact of the number of evidence datapoints, we evaluate evidence
integrals both on the full intermediate domain DI and a smaller central domain DC.
To investigate the impact of σ, we compare the posterior weights obtained in “free σ”
setup described in Sec. 3.2 where σ is determined by its posterior distribution guided
by the data, with these obtained taking σ fixed to an a priori value same for all LDM
variants (L, H, H+L, A). While the free-σ variant is more natural and “honest”, it lets
σ drift towards the points associated with larger residuals, which reduces the difference
between model evidences. The fixed-σ variant allows to control for the impact of σ on
the weights of the models constrained on different domains. (The symbol θ represents
(θ, σ) in the free-σ variant and just θ in the fixed σ variant.)
The extreme numerics of likelihoods take us close to the machine limits since a
non-negligible part of the Monte Carlo likelihood samples in (23) are below the double
precision. We therefore discard all the likelihood samples for which p(y∗|y, θ(i)k ,Mk) = 0.
Since the evidence estimator is a simple average, it is also extremely sensitive to outliers
and one large value of p(y∗|y, θ(i)k ,Mk) can outweigh all the remaining samples; we
consider as outliers these likelihood samples falling behind 3-sigma intervals and remove
those as well. For comparison, we will also compute the pseudo-evidences
p(y∗|y, θ̂k,Mk), (24)
where θ̂k is the posterior mean of the parameters – this corresponds to taking the
posterior p(θk|y,Mk) as a Dirac delta function at the posterior mean in (22). This
quantity is proportional to the Laplace approximation of the evidence (22).
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By using BMA to combine models, we are accounting for additional source of
uncertainty that is not considered by individual models. In fact, [46] showed that the
mean of the BMA posterior density (19) leads to more accurate predictions and can
improve the fidelity of the posterior credible intervals from individual models. However
we wish to emphasize that the definition of BMA relies on the assumption that the
data distribution actually follows one of the models. This may not always be the case,
especially in the context of nuclear modeling. This is a clear limitation to the suitability
of BMA to combine several imperfect models and consequently make the parameter σ
a key player in the calculation of the evidence and the ranking of models: a model with
a larger σ is weaker in the sense that it contains less information and less commitment
– it tends to yield larger evidence and model weights; on the contrary a model with
a small σ is more likely to be proved wrong by the data and to be attributed a lower
weight. On a similar note, a lower σ implies a lower tolerance to discrepancies, while a
σ large enough can tolerate discrepancies as large as desired.
4.1. Results
Figure 8 shows the posterior weights obtained in the two- (left) and three- (right) model
variants. We compare several setups with the evidence integrals computed both on the
full intermediate domain DI and on a smaller subset of nuclei DC. Scaling σ is taken
either fixed or as a free parameter. The corresponding RMSD values are listed in Table 2
(denoted BMA).
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Figure 8. Posterior model weights under the averaging scenarios with two (L and H;
left) and three (L, H, and L+H; right) models. The model weights in the fixed-σ setup
are shown by lines. The boxes mark the model weights (ordinate) and 95% posterior
credibility interval (abscissa) for σ in the free-σ setup. (They are centered at the
posterior means with widths being the 3 sigma intervals of the respective parameters.)
Evidences are evaluated on a subset DC of 8 nuclei in the intermediate domain (top
panels) and on the full intermediate domain DI of 155 nuclei (bottom panels).
As expected, model H is selected in the two model variant, and the L+H variant
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dominates when it is included – this is true for both the free-σ variant and the fixed-σ
variant, and for both sets of evidence datasets DC and DI . This is consistent with the
RMSD of these models. It shall be emphasized that BMA performs model selection
in the two-model variant, where the RMSD between the competing models are very
different, and proper model averaging in the three-model variant where the RMSD of
(H) and (L+H) are close enough. Table 2 also shows how the RMSD of the BMA
predictions compare with that of individual models. In the two-model setup, BMA is
very much like H and it has similar RMSD. In the three-model setup, BMA performs
much better than the worst model and very close to the best of the averaged models.
When computed on the full test domain DI , RMSD are systematically smaller for the
BMA than for all the individual models.
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Figure 9. The evidences calculated from MCMC samples (thick lines) and the
Laplace approximations at the posterior mean θˆ (thin lines) in the scenario with fixed
σ for DC (top) and DI (bottom).
We investigate further the posterior weights in Fig. 9 by comparing directly the
evidences obtained for the three variants L, H, H+L for fixed σ. We also show
the approximations (24) of the evidences at the posterior mean value of the LDM
parameters, again for fixed σ. We see that evidences are very small and quickly approach
zero at low and large values of σ; the right tail is linear in the log space, with the slope
approximately given by the number of datapoints. Note that the leftmost points in
Fig. 9 are below the double floating-point precision; hence, they are not shown.
As discussed above, we investigate the impact of σ values on the evidence integrals
by comparing the posterior weights in situation when σ is fixed and when it is considered
a free parameter. In the fixed-σ variant, we expect that the posterior weights converge
to the prior weights when σ → ∞: in this limiting case, all RMSD are relatively small
and corresponding evidences go to zero. On the contrary, at the small-σ limit, the model
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with the lowest RMSD receives weight 1. This is clearly seen in Fig. 8: the best model
is selected with weight 1 at low σ, and the weights progressively converge to the uniform
priors. The convergence speed towards uniform weights increases with the closeness of
the RMSD between the models and the number of data used in the evidence evaluation
(number of evidence datapoints).
When it comes to fixing σ to an arbitrary value, one needs to be particularly
cautious due to the numerical difficulties related to likelihood computation.
Consequently, the scaling parameter σ must be carefully chosen to be in the domain
where the numerical values produced are meaningful. If it is not clear a priori what the
value needs to be taken for σ, we see two reasonable approaches. The first is to select the
value at which the evidence (or its approximation around RMSD) is maximized. This
should be close to its maximum likelihood estimate. Another option, to be preferred, is
take σ as determined by the data, i.e., taken under its posterior distribution.
In Fig. 9 we can compare the evidence calculated from MCMC samples and the
Laplace approximations at the posterior mean of θ. Recall that we are computing the
evidence integrals as (22), thus use in (23) the samples directly from the posteriors.
These samples are reasonably centered around the posterior means, so the integrals
should be reasonably close to their Laplace approximates at the posterior parameter
means, namely (24). Therefore the (welcome) impact of the non-zero width of the
posterior distribution of θ, shall be limited. While the agreement is very good for (H)
and (H+L) models, we observe an important difference for model (L). In the light of
the large RMSD of (L) and its relatively low σ values, this could be explained by (L)
having posterior parameter distributions localized in an unstable local minimum of the
likelihood. In general these discrepancies between evidences and Laplace approximations
are not unexpected (see [47, 43]) and can also be attributed to a combination of the
approximations inherent to MCMC methods and the extreme numerics of likelihoods.
When comparing the results obtained on the two integration domains, we also
see that the length of the σ domain on which the weights transition is sharper when
the domain is smaller. Both Figs. 8 and 9 clearly illustrate that it is easier to
compute evidences on a smaller domain and impractical to use a large domain to
obtain meaningful averaging. Nevertheless Laplace approximation continues to produce
sensible estimates for the evidences on a large number of points, which are calculable
from loglikelihoods and thus more robust to numerical issues.
4.2. Empirical coverage probability
In addition to evaluating the BMA from the prediction accuracy point of view, we
present in Fig. 10 what is know as the empirical coverage probability (ECP) [48, 49].
The ECP is an intuitive approach to measuring the quality of a statistical model’s UQ.
Formally, it can be written as
η(t) :=
1
n
n∑
i=1
1y∗i ∈It(x∗i ), (25)
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Figure 10. Empirical coverage probability for the four LDM variants used in our
study and the averaging scenarios with two (L and H) and three models (L, H, and
L+H). The empirical coverage was calculated based on credibility intervals that are
taken so that all points within the interval have a higher probability density than
points outside of the interval (highest posterior density intervals).
where 1 is the indicator function (which is 1 when the inside is true and 0 otherwise),
It(x
∗
i ) is the t−credibility interval produced by the calibrated model at new input x∗i ,
and y∗i are the (new) testing data.
Each line in Fig. 10 represents the proportion of model’s predictions of independent
testing points falling into the respective credibility intervals that are taken so that all
points within the interval have a higher probability density than points outside of the
interval (highest posterior density intervals). These lines should theoretically follow the
diagonal so that the actual fidelity of the interval corresponds to the nominal value.
If the respective ECP line falls above the reference, credible intervals produced by a
given model are too wide (UQ is conservative). Naturally, a model with ECP line below
the reference underestimates the uncertainty of predictions (UQ is liberal). While the
values of empirical proportions which are close to the reference curve are desirable, it
is usually preferable to be conservative rather than too liberal. Overly narrow credible
intervals are declaring a level of assurance higher than it should be.
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Figure 10 shows that the LDM variants fitted to the smaller domains (L or H) tend
to underestimate the uncertainty of the predicted binding energies compared to the
rather conservative UQ of the L+H variant and the LDM fitted to the entire AME2003
dataset. There is an interesting comparison to be made between the ECP curves and
the posterior distributions of σ in Fig. 5. The posterior means of σ in the LDM(L) and
LDM(H) variants are significantly smaller than those of LDM(L+H) and LDM(A), which
consequently makes these models too liberal about their UQ. Note that is not surprising
that the ECP for BMA of LDM(L+H) coincide with the ECP for LDM(H) since the
model weight is 1 for all the practical purposes. On the other hand, BMA(L,H,L+H)
yields ECP superior to all the LDM variants, including LDM(A), which aligns with our
hypothesis that meaningful averaging can lead to improved UQ.
5. Realistic DFT calculations
In this section, we investigate the structure of the realistic Skyrme energy density
functional used in self-consistent DFT calculations of nuclear masses. We first apply
the chi-square correlation technique to study different Skyrme models obtained by
model calibration using homogenous and heterogenous datasets. We then carry out the
principal-component analysis to learn about the number of effective degrees of freedom
of the Skyrme functional.
5.1. The Skyrme functional
As a microscopic alternative to the LDM, we investigate the Skyrme-Hartree-Fock (SHF)
model, which is a widely used representative of nuclear density-functional theory [50, 51].
The SHF model aims at a self-consistent description of nuclei, including their bulk
properties and shell structure. We summarize here briefly the Skyrme energy functional
which is used for computing time-even ground states. It is formulated in terms of local
nucleonic densities: particle density ρ, kinetic density τ , and spin-orbit density ~J . The
Skyrme energy density can be written as
ESk = 1
2
b0ρ
2 +
1
2
b′0
∑
t
ρ2t +
1
6
ρα
(
b3ρ
2 +
1
6
b′3
∑
t
ρ2t
)
+ b1ρτ + b
′
1
∑
t
ρtτt︸ ︷︷ ︸
bulk
+
1
2
b2ρ∆ρ+
1
2
b′2
∑
t
ρt∆ρt︸ ︷︷ ︸
surface
+ b4ρ∇· ~J + b′4
∑
t
ρt∇· ~Jt︸ ︷︷ ︸
spin−orbit
, (26)
where t ∈ {proton,neutron} and the total density is the sum of proton and neutron
contributions. The energy density (26) has 11 free parameters, the 10 b parameters and
the exponent α. A density-dependent pairing functional is added, which is characterized
by three parameters: the pairing strengths Vpair,t and reference density ρ0,pair. These
14 parameters are adjusted by least-squares fits [52] to deliver a global description
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of all nuclei, except for the very light ones. The model parameters can be sorted
into three groups: bulk, surface, and spin-orbit. Bulk properties can be equivalently
expressed by the symmetric nuclear matter parameters (NMP) at equilibrium: binding
energy per nucleon E/A, saturation density ρ0, compressibility K, symmetry energy J ,
symmetry energy slope L, isoscalar effective mass m∗/m, and isovector effective mass
expressed in terms of the sum rule enhancement κ. Bulk surface properties can also be
expressed in terms of surface energy as and surface-symmetry energy assym. Most of these
parameters can be related to those of the LDM [30]. It is only effective mass and spin-
orbit parameters that are specific to shell structure and go beyond LDM. Experience
shows that a definition of the Skyrme functional through NMP is better behaved in
least-squares optimization which indicates that a physical definition is superior over a
technical definition [53]. We shall return to this point later.
The original formulation of the SHF method was based on the concept of an effective
density-dependent interaction, coined the Skyrme force [54], which was used to derive
the density functional as expectation value over a product state |Φ〉:
E intSk = 〈Φ|t0(1+x0Pˆσ)δ(r12) +
t3
6
(1+x3Pˆσ)ρ
α (r1) δ(r12)
+
t1
2
(1+x1Pˆσ)
(
δ(r12)kˆ
2 + kˆ2δ(r12)
)
+ t2(1+x2Pˆσ)kˆδ(r12)kˆ|Φ〉, (27)
where r12 = r1 − r2, Pˆσ = 12(1 + σˆ1σˆ2) is the spin-exchange operator, and kˆ is the
momentum operator. The model parameters of (27) are (ti, xi, α). These 11 parameters
are fully equivalent to the above 11 SHF parameters (7 NMP plus 2 surface and 2 spin-
orbit parameters). But the degree of parameter correlations can be very different as we
shall see below.
In this study, we shall primarily use two Skyrme functionals: SV-min [52] and SV-
E (a simplified version of functional E-only of Ref. [55]). These two functionals differ
in their datasets of fit-observables. The basic dataset of SV-min [52] contains selected
experimental data on binding energies, charge radii, diffraction radii, surface thickness,
pairing gaps deduced from odd-even binding energy staggering, and spin-orbit splitting.
The model SV-E is introduced to check the impact of the fit data; it has been solely
informed by the binding-energy subset of the SV-min dataset. Recall that the LDM is
also fitted exclusively to binding energies.
The remaining functionals used in this work are SV-min(t,x) and SV-bas. SV-
min(t,x) is the same model as SV-min but expressed in terms of the original Skyrme
parameters (ti, xi, α) rather than NMP. In order to clearly distinguish between these
two parametrizations, we shell use the alternative name SV-min(NMP) for SV-min.
The functional SV-bas has been optimized to the dataset of SV-min augmented by the
data from four giant resonances [52].
5.2. Correlation analysis
The further processing of the Skyrme model is the same as from the LDM above,
starting with parameter optimization by minimizing the penalty function, probabilistic
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interpretation, and subseqent principal component analysis of the emerging Hessian
matrix. There is only one important difference in the design of the penalty function.
The form in (3) requires that all observables yi be of the same nature and have the same
dimensions. This is also why the penalty function (3) does not depend on the scale σ.
The fit to the dataset of [52], however, includes different kinds of observables (energies,
radii, ...) and associates to them different weights in the composition of the penalty
function, now reading
χ2(θ) =
N∑
i=1
(yi − f(xi, θ))2
σ2i
. (28)
Everything else, the Hessian and its handling remains as outlined above.
In the language of CoDs, the presence of parameter correlations means that the
conditioned covariance matrix C˜ has a considerable amount of non-diagonal entries, and
the same holds for the conditioned Hessian H˜ . Both matrices have diagonal elements
one throughout and det(H˜) ≤ 1. In fact, this determinant can become very small in
large parameter spaces often driving the linear algebra toward the precision limit. In the
worst case, the determinant of the Hessian becomes zero; hence, its covariance matrix
is singular. Such a situation can be handled with the help of a SVD technique, see
Sec. 5.3.
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Figure 11. Matrix of CoD between the subset of Skyrme model parameters related
to LDM parameters: equilibrium density ρ0, volume energy av ≡ E/A, (volume)
symmetry energy asym ≡ J , surface energy as, surface symmetry energy assym, and
compressibility K. Two matrices are shown, the upper triangle for SV-min [52] and the
lower triangle for SV-E which is fitted to the subset of the fit data from [52] involving
only binding energies.
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Figure 11 shows the matrix of CoD between the LDM subset of Skyrme model
parameters for SV-min and SV-E (cf. also Fig. 8 of Ref. [55]). Although different
in details, both parametrization produce a considerable amount of correlations between
av, asym, and as. The saturation density ρ0 is not correlated with these LDM parameters
for SV-min. Indeed, in this case ρ0 is primarily constrained by the data on charge and
diffraction radii [56]. Since the radial information is missing in the dataset of SV-E, an
appreciable correlations between ρ0 and (av, as) appear, as in Fig. 2 for the LDM case.
This indicates that more data can reduce parameter correlations thus rendering more
model parameters significant (see also Sec. 5.3).
Strong correlations between certain model parameters suggest that the actual
numbers of model degrees-of-freedom (conditioned on a given dataset) is less than the
number of Skyrme model parameters suggests. This point will be addressed in the
following section.
5.3. Principal component analysis of the Skyrme functional
The Skyrme functional described in Sec. 5.1 has 14 parameters. However, as the
correlation analysis indicates, some of the parameters are correlated. This raises the
question of the effective number of parameters characterizing the Skyrme model, given
the dataset of fit-observables. In practice, a more meaningful question is that of the
minumum number of principal directions in the model’s parameter space that are
constrained by the datased employed. Some investigations along those lines have already
been carried out in Refs. [20, 21].
Fig. 12(a) shows the eigenvalues h˜n for SV-min, SV-E, and LDM. They decrease
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Figure 12. (a) Eigenvalues h˜n of the conditioned Hessian matrix and (b) cumulative
percentage (17) for the 14-parameter Skyrme functionals SV-min and SV-E and for
the 4-parameter LDM (cf. Fig. 6 for a detailed LDM discussion). A dotted horizontal
line in (b) indicates the 99% threshold.
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nearly exponentially with n spanning 5-6 orders of magnitude. This huge range
indicates also the minimum number of digits required for the model parameters and
precision of observables to make a meaningful analysis. It is interesting to note the
differences between the Skyrme models. SV-E, solely informed by binding energies, is
less constrained by the data than SV-min. For the 4-parameter LDM, the eigenvalues
decrease very fast. This indicates a lot of redundancy in this sparse model. The
percentage of the partial summation accounted for by the lowest principal components
is displayed in Fig. 12(b). The highest eigenvalue h˜1 exhausts from 74% (SV-min) to
95% (LDM) of the sum rule (17) indicating a very high level of parameter correlation.
Taking as the reference threshold Slimit = 0.99 reduces the number of significant
parameter directions dramatically. For the standard Skyrme model the parameter space
is reduced from 15 to 4-5 effective parameters and for LDM from 4 to 1. This finding is
consistent with the discussion in Refs. [20, 21]. With that result at hand, we can define
an equivalent cutoff in the space of eigenvalues which would then come around h˜n = 0.2
to yield the same number of effective parameters.
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Figure 13. Principal components (16) of SV-E (left) and SV-min (right). The
squared amplitudes V 2kn are represented by color. The corresponding eigenvalues are
shown in Fig. 12(a).
Fig. 13 illustrates the composition of the principal components of the
Hessian matrix for SV-E and SV-min. For SV-min, the first four principal
components primarily reside in three subspaces: 10-parameter space ϑ1 :=
{E/A, ρnm, K,m∗/m, J, L, b2, b′2, b4, b′4}; 1-parameter space ϑ2 := {κ}; and 3-parameter
space ϑ3 := {Vpair,p, Vpair,p, ρ0,pair}. The subspace ϑ1 is represented by the first principle
component n = 1; it consists of 10 out of the 11 parameters of the Skyrme functional,
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except κ. The third group ϑ3 (spanned by the eigenvectors n = 2−4) consists of pairing
parameters. Surprisingly, the directions of ϑ2 and ϑ3 are slightly coupled.
For SV-E, the subspaces ϑ1 and ϑ3 are very well separated, and the coupling between
κ and the pairing subspace ϑ3 becomes vanishingly small. For both models, the isovector
effective mass (quantified by κ) is very poorly constrained by the data. Indeed, the
results of chi-square optimization for κ are: −0.18± 27 (SV-min) and 0.10± 33 (SV-E).
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Figure 14. Squared components of the first principal component (n = 1) of H˜ for
SV-E (top) and SV-min (bottom).
The structure of the first principal component (the largest-eigenvalue eigenstate of
the conditioned Hessian matrix H˜) is displayed in Fig. 14. This plot nicely demonstrates
the separation between the particle-hole and pairing parameter space. What is quite
remarkable is that the amplitudes of all parameters belonging to the ϑ1 space in the
case of SV-min, and ϑ1⊕ϑ2 space in the case of SV-E are virtually identical, V 2k1 ≈ 0.09.
Consequently, in these subspaces, the structure of the first principal component reminds
the LDM case discussed in Fig. 7 showing a very high correlation between model
parameters.
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Figure 15. Similar as in Fig. 12 but for the functionals SV-min(NM), SV-min(t,x),
SV-E, and SV-bas.
Figure 15 shows the impact of the constraining dataset on the principal components.
Increasing the set of fit-observables by adding new kind of data, when going from SV-E
to SV-min and from SV-min to SV-bas, increases the kind of meaningful directions in the
parameter space. The step from SV-min to SV-bas is particularly dramatic. Adding
information on nuclear resonance properties to the dataset, increases the number of
relevant parameters to 6-7. The Skyrme functional is capable of describing dynamical
nuclear response; hence, its parameter space was not sufficiently probed when tuning it
to ground state properties. Clearly, considering non-heterogeneous datasets is important
for a balanced model optimization. Still, theres is a significant room for improvement:
the capabilities of the Skyrme functional are not yet fully explored by the extended
dataset of SV-bas and more features are likely to be accommodated. On the other
hand, recent studies of isotopic shifts have demonstrated that the Skyrme functional is
not flexible enough to describe the new kind of data [57, 58]. This calls for further model
developments. The statistical analysis can be extremely helpful in such an undertaking
as it elucidates the hidden features of a model.
Comparing SV-min(NMP) with SV-min(t,x) one can see a dramatic effect from
the way the functional is parametrized. Indeed, it is somehow astonishing that by
replacing the traditional (t,x) form of Skyrme parameters with a physically-motivated
NMP input, reduces the span of eigenvalues by four orders of magnitude. Turning
the argument around, we see that results of the principal component analysis depend
sensitively on the way the model is formulated. If we were smart enough to guess all the
“physical” parameter combinations, we could reduce the span of eigenvalues to less than
one order of magnitude thus rendering each model parameter relevant. The step from
the traditional Skyrme parametrization to the NMP-guided input was already such a
physically motivated reduction. Still more may be possible.
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6. Conclusions
In this study, we applied a variety of statistical tools, both frequentist and Bayesian,
to gain a deeper understanding of two commonly used nuclear mass models: the 4-
parameter semi-empirical mass formula and the 14-parameter realistic Skyrme energy
density functional. In both cases, the principal component analysis shows that the
effective number of degrees of freedom is much lower. It is 1-2 for the LDM and 4-6 for
the Skyrme functional.
We studied the effect of the fitting domain on parameter estimation and correlation,
and found it significant. While the values of optimal parameters may not change much
in some cases, changing the fitting domain often results in a very different picture
of correlations between parameters and/or observables. It is obvious, therefore, that
statements such as “Quantity A is strongly correlated with quantity B” must be taken
with a grain of salt, as correlations not only depend on the model used but they are also
conditioned on the domain of fit-observables used to inform the model. In particular,
using datasets containing strongly correlated homogenous data (e.g., consisting of
nuclear masses only) can result in spurious correlations and incorrect physics picture.
We have seen that BMA can be advantageously employed to improve predictions
and uncertainty quantification for the LDM model, as observed in previous works for
microscopic global mass models [7, 8, 9]. Nevertheless an important limitation is the
size of the domain on which “reasonable” evidence integrals can be obtained, otherwise
BMA turns out to be a model selection. We recommend that evidences are evaluated
on a reasonable number of sampling datapoints (10 seems to be a practical upper bound
when averaging state-of-the-art global nuclear mass models [7, 8, 9]). The BMA is also
very sensitive to the nominal uncertainty of models, which needs to be tuned adequately
to avoid numerical pitfalls. When other methods to compute evidence integrals become
unrealistic, the Laplace approximation remains a reliable and manageable alternative.
Turning to the Skyrme model, we have noticed that the principal component
analysis and the effective number of degrees of freedom depend on the way the model
is formulated. This speaks in favor of using parameters linked to physically-motivated
quantities.
We believe that the use of rather standard statistical methodologies and diagnostic
tools advocated in this work will be useful in further studies of nuclear models, both for
the sake of understanding their structure and for practical applications.
Useful discussions with Earl Lawrence and Stefan Wild are gratefully appreciated.
This material is based upon work supported by the U.S. Department of Energy, Office of
Science, Office of Nuclear Physics under award numbers de-sc0013365 (Michigan State
University) and de-sc0018083 (NUCLEI SciDAC-4 collaboration).
Statistical aspects of nuclear mass models 27
References
[1] Dobaczewski, J., Nazarewicz, W. & Reinhard, P.-G. Error estimates of theoretical models: a
guide. J. Phys. G: Nucl. Part. Phys. 41, 074001 (2014). URL https://doi.org/10.1088/
0954-3899/41/7/074001.
[2] Focus issue on enhancing the interaction between nuclear experiment and theory through
information and statistics. J. Phys. G: Nucl. Part. Phys. 42 (2015). URL http://iopscience.
iop.org/0954-3899/focus/ISNET.
[3] Kennedy, M. & O’Hagan, A. Bayesian calibration of computer models. J. Royal Stat. Soc. 63,
425–464 (2001). URL https://doi.org/10.1111/1467-9868.00294.
[4] McDonnell, J. D. et al. Uncertainty quantification for nuclear density functional theory and
information content of new measurements. Phys. Rev. Lett. 114, 122501 (2015). URL
https://link.aps.org/doi/10.1103/PhysRevLett.114.122501.
[5] Higdon, D., McDonnell, J. D., Schunck, N., Sarich, J. & Wild, S. M. A Bayesian approach for
parameter estimation and prediction using a computationally intensive model. J. Phys. G:
Nucl. Part. Phys. 42, 034009 (2015). URL https://doi.org/10.1088%2F0954-3899%2F42%
2F3%2F034009.
[6] Neufcourt, L., Cao, Y., Nazarewicz, W. & Viens, F. Bayesian approach to model-based
extrapolation of nuclear observables. Phys. Rev. C 98, 034318 (2018). URL https://link.
aps.org/doi/10.1103/PhysRevC.98.034318.
[7] Neufcourt, L., Cao, Y., Nazarewicz, W., Olsen, E. & Viens, F. Neutron drip line in the
Ca region from Bayesian Model Averaging. Phys. Rev. Lett. 122, 062502 (2019). URL
https://link.aps.org/doi/10.1103/PhysRevLett.122.062502.
[8] Neufcourt, L. et al. Beyond the proton drip line: Bayesian analysis of proton-emitting nuclei.
Phys. Rev. C 101, 014319 (2020). URL https://link.aps.org/doi/10.1103/PhysRevC.101.
014319.
[9] Neufcourt, L. et al. Quantified limits of the nuclear landscape. 2001.05924 (2020). URL
https://arxiv.org/abs/2001.05924.
[10] Sprouse, T. M. et al. Propagation of statistical uncertainties of Skyrme mass models to simulations
of r-process nucleosynthesis. arXiv:1901.10337 (2019). URL https://arxiv.org/abs/1901.
10337.
[11] Utama, R. & Piekarewicz, J. Refining mass formulas for astrophysical applications: A Bayesian
neural network approach. Phys. Rev. C 96, 044308 (2017). URL https://link.aps.org/doi/
10.1103/PhysRevC.96.044308.
[12] Utama, R. & Piekarewicz, J. Validating neural-network refinements of nuclear mass models. Phys.
Rev. C 97, 014306 (2018). URL https://link.aps.org/doi/10.1103/PhysRevC.97.014306.
[13] Niu, Z. & Liang, H. Nuclear mass predictions based on Bayesian neural network approach with
pairing and shell effects. Phys. Lett. B 778, 48 – 53 (2018). URL http://www.sciencedirect.
com/science/article/pii/S0370269318300091.
[14] Rodr´ıguez, U. B., Vargas, C. Z., Gonc¸alves, M., Duarte, S. B. & Guzma´n, F. Bayesian
neural network improvements to nuclear mass formulae and predictions in the superheavy
elements region. EPL 127, 42001 (2019). URL https://doi.org/10.1209%2F0295-5075%
2F127%2F42001.
[15] Weizsa¨cker, C. F. v. Zur theorie der kernmassen. Z. Phys. 96, 431–458 (1935). URL https:
//doi.org/10.1007/BF01337700.
[16] Bethe, H. A. & Bacher, R. F. Nuclear physics a. stationary states of nuclei. Rev. Mod. Phys. 8,
82–229 (1936). URL https://link.aps.org/doi/10.1103/RevModPhys.8.82.
[17] Myers, W. D. & Swiatecki, W. J. Nuclear masses and deformations. Nucl. Phys. 81, 1 – 60
(1966). URL http://www.sciencedirect.com/science/article/pii/S0029558266800019.
[18] Kirson, M. W. Mutual influence of terms in a semi-empirical mass formula. Nucl. Phys.
A 798, 29 – 60 (2008). URL http://www.sciencedirect.com/science/article/pii/
Statistical aspects of nuclear mass models 28
S0375947407007531.
[19] Benzaid, D., Bentridi, S., Kerraci, A. & Amrani, N. Bethe–Weizsa¨cker semiempirical mass
formula coefficients 2019 update based on AME2016. Nucl. Sci. Tech. 31, 9 (2020). URL
https://doi.org/10.1007/s41365-019-0718-8.
[20] Bertsch, G. F., Sabbey, B. & Uusna¨kki, M. Fitting theories of nuclear binding energies. Phys.
Rev. C 71, 054311 (2005). URL https://link.aps.org/doi/10.1103/PhysRevC.71.054311.
[21] Toivanen, J., Dobaczewski, J., Kortelainen, M. & Mizuyama, K. Error analysis of nuclear mass
fits. Phys. Rev. C 78, 034306 (2008). URL https://link.aps.org/doi/10.1103/PhysRevC.
78.034306.
[22] Yuan, C. Uncertainty decomposition method and its application to the liquid drop model. Phys.
Rev. C 93, 034310 (2016). URL https://link.aps.org/doi/10.1103/PhysRevC.93.034310.
[23] Bertsch, G. F. & Bingham, D. Estimating parameter uncertainty in binding-energy models
by the frequency-domain bootstrap. Phys. Rev. Lett. 119, 252501 (2017). URL https:
//link.aps.org/doi/10.1103/PhysRevLett.119.252501.
[24] Zhang, H. F., Wang, L. H., Yin, J. P., Chen, P. H. & Zhang, H. F. Performance of the Levenberg-
Marquardt neural network approach in nuclear mass prediction. J. Phys. G: Nucl. Part. Phys.
44, 045110 (2017). URL http://stacks.iop.org/0954-3899/44/i=4/a=045110.
[25] Cauchois, B., Lu¨, H., Boilley, D. & Royer, G. Uncertainty analysis of the nuclear liquid drop model.
Phys. Rev. C 98, 024305 (2018). URL https://link.aps.org/doi/10.1103/PhysRevC.98.
024305.
[26] Shelley, M., Becker, P., Gration, A. & Pastore, A. Advanced statistical methods to fit nuclear
models. Acta Phys. Polon. B Proc. Supp. 12, 649 (2014). URL http://www.actaphys.uj.
edu.pl/fulltext?series=Sup&vol=12&page=649.
[27] Pastore, A. An introduction to bootstrap for nuclear physics. J. Phys. G: Nucl. Part. Phys. 46,
052001 (2019). URL https://doi.org/10.1088%2F1361-6471%2Fab00ad.
[28] Grammaticos, B. A study of the leptodermous expansion of the binding energy in finite nuclei.
Ann. Phys. (N.Y.) 139, 1 (1982). URL http://www.sciencedirect.com/science/article/
pii/0003491682900021.
[29] Brack, M., Guet, C. & H˚akansson, H.-B. Selfconsistent semiclassical description of average nuclear
properties—a link between microscopic and macroscopic models. Phys. Rep. 123, 275 – 364
(1985). URL http://www.sciencedirect.com/science/article/pii/0370157386900785.
[30] Reinhard, P.-G., Bender, M., Nazarewicz, W. & Vertse, T. From finite nuclei to the nuclear liquid
drop: Leptodermous expansion based on self-consistent mean-field theory. Phys. Rev. C 73,
014309 (2006). URL https://link.aps.org/doi/10.1103/PhysRevC.73.014309.
[31] Brack, M. & Bhaduri, R. Semiclassical Physics (Addison Wesley, Reading, 1997).
[32] Nazarewicz, W. Challenges in nuclear structure theory. J. Phys. G: Nucl. Part. Phys. 43, 044002
(2016). URL https://doi.org/10.1088/0954-3899/43/4/044002.
[33] Khuri, A. Linear Model Methodology (CRC Press, 2009). URL https://books.google.com/
books?id=v5ENtpq9_McC.
[34] Bevington, P. R. & Robinson, D. K. Data Reduction and Error Analysis for the Physical Sciences
(McGraw-Hill, 2003).
[35] Reinhard, P.-G. & Nazarewicz, W. Information content of the low-energy electric dipole strength:
Correlation analysis. Phys. Rev. C 87, 014324 (2013). URL https://link.aps.org/doi/10.
1103/PhysRevC.87.014324.
[36] Kutner, M. Applied Linear Statistical Models. McGraw-Hill international edition (McGraw-Hill
Irwin, 2005). URL https://books.google.com/books?id=0xqCAAAACAAJ.
[37] Gelman, A. et al. Bayesian Data Analysis, Third Edition. Chapman & Hall/CRC Texts in
Statistical Science (Taylor & Francis, 2013). URL https://books.google.com/books?id=
ZXL6AQAAQBAJ.
[38] Gilks, W. R., Richardson, S. & Spiegelhalter, D. Markov Chain Monte Carlo in
Practice. Chapman & Hall/CRC Interdisciplinary Statistics (Chapman and Hall,
Statistical aspects of nuclear mass models 29
1995). URL https://www.crcpress.com/Markov-Chain-Monte-Carlo-in-Practice/
Gilks-Richardson-Spiegelhalter/p/book/9780412055515.
[39] Hoffman, M. D. & Gelman, A. The no-u-turn sampler: Adaptively setting path lengths in
Hamiltonian Monte Carlo. J. Mach. Learn. Res. 15, 1351–1381 (2014). URL http://dl.
acm.org/citation.cfm?id=2627435.2638586.
[40] Pearson, K. Liii. on lines and planes of closest fit to systems of points in space. The London,
Edinburgh, and Dublin Philosophical Magazine and Journal of Science 2, 559–572 (1901). URL
https://doi.org/10.1080/14786440109462720.
[41] Hastie, T., Tibshirani, R. & Friedman, J. H. The Elements of Statistical Learning: Data
Mining, Inference, and Prediction. Springer Series in Statistics (Springer, 2009). URL
https://web.stanford.edu/~hastie/Papers/ESLII.pdf.
[42] Jolliffe, I. T. Choosing a Subset of Principal Components or Variables, 111–149 (Springer New
York, New York, NY, 2002). URL https://doi.org/10.1007/0-387-22440-8_6.
[43] Hoeting, J. A., Madigan, D., Raftery, A. E. & Volinsky, C. T. Bayesian model averaging: a tutorial
(with comments by M. Clyde, David Draper and E. I. George, and a rejoinder by the authors.
Statist. Sci. 14, 382–417 (1999). URL https://doi.org/10.1214/ss/1009212519.
[44] Wasserman, L. Bayesian model selection and model averaging. J. Math. Psych. 44, 92 – 107
(2000). URL http://www.sciencedirect.com/science/article/pii/S0022249699912786.
[45] Bernardo, J. M. & Smith, A. F. M. Reference analysis, chap. Inference (Wiley, 1994). URL
https://onlinelibrary.wiley.com/doi/book/10.1002/9780470316870.
[46] Kejzlar, V., Neufcourt, L., Maiti, T. & Viens, F. Bayesian averaging of computer models
with domain discrepancies: a nuclear physics perspective. arxiv.org/1904.04793 (2019). URL
https://arxiv.org/abs/1904.04793.
[47] Kass, R. E. & Raftery, A. E. Bayes factors. J. Am. Stat. Assoc. 90, 773–795 (1995). URL
https://www.jstor.org/stable/2289776.
[48] Gneiting, T., Balabdaoui, F. & Raftery, A. E. Probabilistic forecasts, calibration and sharpness. J.
Roy. Stat. Soc. Ser. B Stat. Methodol. 69, 243–268 (2007). URL https://rss.onlinelibrary.
wiley.com/doi/abs/10.1111/j.1467-9868.2007.00587.x.
[49] Gneiting, T. & Raftery, A. E. Strictly proper scoring rules, prediction, and estimation. J. Amer.
Statist. Assoc. 102, 359–378 (2007). URL https://www.tandfonline.com/doi/abs/10.1198/
016214506000001437.
[50] Bender, M., Heenen, P.-H. & Reinhard, P.-G. Self-consistent mean-field models for nuclear
structure. Rev. Mod. Phys. 75, 121 (2003). URL https://link.aps.org/doi/10.1103/
RevModPhys.75.121.
[51] Erler, J., Klu¨pfel, P. & Reinhard, P.-G. Self-consistent nuclear mean-field models: example
Skyrme-Hartree-Fock. J. Phys. G 38, 033101 (2011). URL http://dx.doi.org/10.1088/
0954-3899/38/3/033101.
[52] Klu¨pfel, P., Reinhard, P.-G., Bu¨rvenich, T. J. & Maruhn, J. A. Variations on a theme by Skyrme:
A systematic study of adjustments of model parameters. Phys. Rev. C 79, 034310 (2009). URL
http://link.aps.org/doi/10.1103/PhysRevC.79.034310.
[53] Kortelainen, M. et al. Nuclear energy density optimization. Phys. Rev. C 82, 024313 (2010).
URL https://link.aps.org/doi/10.1103/PhysRevC.82.024313.
[54] Skyrme, T. H. R. The effective nuclear potential. Nucl. Phys. 9, 615–634 (1959). URL
https://doi.org/10.1016/0029-5582(58)90345-6.
[55] Erler, J. & Reinhard, P.-G. Error estimates for the Skyrme-Hartree-Fock model. J. Phys. G
42, 034026 (2015). URL https://iopscience.iop.org/article/10.1088/0954-3899/42/3/
034026.
[56] Reinhard, P.-G. & Nazarewicz, W. Nuclear charge and neutron radii and nuclear matter: Trend
analysis in skyrme density-functional-theory approach. Phys. Rev. C 93, 051303 (2016). URL
https://link.aps.org/doi/10.1103/PhysRevC.93.051303.
[57] Reinhard, P.-G. & Nazarewicz, W. Toward a global description of nuclear charge radii: Exploring
Statistical aspects of nuclear mass models 30
the Fayans energy density functional. Phys. Rev. C 95, 064328 (2017). URL https://link.
aps.org/doi/10.1103/PhysRevC.95.064328.
[58] Miller, A. J. et al. Proton superfluidity and charge radii in proton-rich calcium isotopes. Nature
Phys. 15, 1 (2019). URL https://www.nature.com/articles/s41567-019-0416-9.
