Adaptive Approximation for Multivariate Linear Problems with Inputs
  Lying in a Cone by Ding, Yuhan et al.
Adaptive Approximation for Multivariate Linear Problems
with Inputs Lying in a Cone
Yuhan Ding, Fred J. Hickernell, Peter Kritzer, Simon Mak
March 27, 2019
Abstract
We study adaptive approximation algorithms for general multivariate linear problems where
the sets of input functions are non-convex cones. While it is known that adaptive algorithms
perform essentially no better than non-adaptive algorithms for convex input sets, the situ-
ation may be different for non-convex sets. A typical example considered here is function
approximation based on series expansions. Given an error tolerance, we use series coefficients
of the input to construct an approximate solution such that the error does not exceed this
tolerance. We study the situation where we can bound the norm of the input based on a
pilot sample, and the situation where we keep track of the decay rate of the series coefficients
of the input. Moreover, we consider situations where it makes sense to infer coordinate and
smoothness importance. Besides performing an error analysis, we also study the information
cost of our algorithms and the computational complexity of our problems, and we identify
conditions under which we can avoid a curse of dimensionality.
1 Introduction
In many situations, adaptive algorithms can be rigorously shown to perform essentially no better
than non-adaptive algorithms. Yet, in practice adaptive algorithms are appreciated because they
relieve the user from stipulating the computational effort required to achieve the desired accuracy.
The key to resolving this seeming contradiction is to construct a theory based on assumptions
that favor adaptive algorithms. We do that here.
Adaptive algorithms infer the necessary computational effort based on the function data
sampled. Adaptive algorithms may perform better than non-adaptive algorithms if the set of
input functions is non-convex. We construct adaptive algorithms for general multivariate linear
problems where the input functions lie in non-convex cones. Our algorithms use a finite number
of series coefficients of the input function to construct an approximate solution that satisfies an
absolute error tolerance. We show our algorithms to be essentially optimal. We derive conditions
under which the problem is tractable, i.e., the information cost of constructing the approximate
solution does not increase exponentially with the dimension of the input function domain. In the
remainder of this section we define the problem and essential notation. But first, we present a
helpful example.
1.1 An Illustrative Example
Consider the case of approximating functions defined over [−1, 1]d, using a Chebyshev polynomial
basis. The input function is denoted f , and the solution is SOL(f) = f . In this case,
f =
∑
k∈Nd0
f̂(k)uk =: SOL(f), k = (k1, . . . , kd) ∈ Nd0,
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uk :=
d∏
`=1
u˜k` , u˜k(x) := cos(k cos
−1(x)) ∀k ∈ N0.
Approximating f well by a finite sum requires knowing which terms in the infinite series for f
are more important. Let F denote a Hilbert space of input functions where the norm of F is a
λ-weighted norm of the series coefficients:
‖f‖F :=
∥∥∥∥∥∥
(
f̂(k)
λk
)
k∈Nd0
∥∥∥∥∥∥
2
, where λ =
(
λk
)
k∈Nd0 , λk :=
d∏
`=1
k`>0
w`
kr`
, r > 0.
The w` are non-negative coordinate weights, which embody the assumption that f may depend
more strongly on coordinates with larger w` than those with smaller w`. The definition of the
F -norm implies that an input function must have series coefficients that decay quickly enough as
the degree of the polynomial increases. Larger r implies smoother input functions.
The ordering of the weights,
λk1 ≥ λk2 ≥ · · · > 0, (1)
implies an ordering of the wavenumbers, k. It is natural to approximate the solution using the
first n series coefficients as follows:
APP(f, n) :=
n∑
i=1
f̂(ki)uki ∀f ∈ F , n ∈ N.
Here, we assume that it is possible to sample the series coefficients of the input function.
This is a less restrictive assumption than being able to sample any linear functional, but it is
more restrictive than only being able to sample function values. An important future problem
is to extend the theory in this chapter to the case where the only function data available are
function values.
The error of this approximation in terms of the norm on the output space, G, can be expressed
as
‖SOL(f)−APP(f, n)‖G =
∥∥∥(f̂(ki))∞i=n+1∥∥∥2 ,
where
∥∥∥∥∥∥
∑
k∈Nd0
ĝ(k)uk
∥∥∥∥∥∥
G
:=
∥∥∥(ĝ(k))k∈Nd0∥∥∥2 .
If one has a fixed data budget, n, then APP(f, n) is the best answer.
However, our goal is an algorithm, ALG(f, ε) that satisfies the error criterion
‖SOL(f)−ALG(f, ε)‖G ≤ ε ∀ε > 0, f ∈ C, (2)
where ε is the error tolerance, and C ⊂ F is the set of input functions for which ALG is
successful. This algorithm contains a rule for choosing n—depending on f and ε—so that
ALG(f, ε) = APP(f, n). The objectives of this chapter are to
• construct such a rule,
• choose a set C of input functions for which the rule is valid,
• characterize the information cost of ALG,
• determine whether ALG has optimal information cost, and
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• understand the dependence of this cost on the number of input variables, d, as well as the
error tolerance, ε.
We return to this example in Section 1.6 to discuss the answers to some of these questions. We
perform some numerical experiments for this example in Section 4.3.
1.2 General Linear Problem
Now, we define our problem more generally. A solution operator maps the input function to an
output, SOL : F → G. As in the illustrative example above, the Banach spaces of inputs and
outputs are defined by series expansions:
F :=
f = ∑
k∈K
f̂(k)uk : ‖f‖F :=
∥∥∥∥∥
(
f̂(k)
λk
)
k∈K
∥∥∥∥∥
ρ
<∞
 , 1 ≤ ρ ≤ ∞,
G :=
{
g =
∑
k∈K
ĝ(k)vk : ‖g‖G :=
∥∥∥(ĝ(k))k∈K∥∥∥τ <∞
}
, 1 ≤ τ ≤ ρ.
Here, {uk}k∈K is a basis for the input Banach space F , {vk}k∈K is a basis for the output Banach
space G, K is a countable index set, and λ = (λk)k∈K is the sequence of weights. These bases
are defined to match the solution operator:
SOL(uk) = vk ∀k ∈ K. (3)
The λk represent the importance of the series coefficients of the input function. The larger λk is,
the more important f̂(k) is.
Although this problem formulation is quite general in some aspects, condition (3) is somewhat
restrictive. In principle, the choice of basis can be made via the singular value decomposition,
but in practice, if the norms of F and G are specified without reference to their respective bases,
it may be difficult to identify bases satisfying (3).
To facilitate our derivations below, we establish the following lemma via Ho¨lder’s inequality:
Lemma 1 Let K be some proper or improper subset of the index set K. Moreover, let ρ′ be
defined by the relation
1
ρ
+
1
ρ′
=
1
τ
, i.e., ρ′ :=
ρτ
ρ− τ ,
so τ ≤ ρ′ ≤ ∞. Let Λ := ∥∥(λk)k∈K∥∥ρ′ be the norm of a subset of the weights. Then the following
are true for f =
∑
k∈K f̂(k)uk:
‖SOL(f)‖G =
∥∥∥(f̂(k))k∈K∥∥∥τ ≤ ‖f‖F Λ, (4)
∣∣f̂(k)∣∣ =

Rλ
ρ′/ρ+1
k
Λρ′/ρ
, ∀k ∈ K, if ρ′ <∞,
RΛδk,k∗ , ∀k ∈ K, k∗ ∈ K satisfies λk∗ = Λ, if ρ′ =∞,
=⇒ ‖f‖F = R and ‖SOL(f)‖G = RΛ. (5)
Equality (5) illustrates how inequality (4) may be made tight.
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Proof. We give the proof for ρ′ < ∞. The proof for ρ′ = ∞ follows similarly. The proof of
inequality (4) proceeds by applying Ho¨lder’s inequality:
‖SOL(f)‖G =
∥∥∥∥∑
k∈K
f̂(k)vk
∥∥∥∥
G
=
∥∥∥(f̂(k))k∈K∥∥∥τ =
[∑
k∈K
∣∣∣∣∣ f̂(k)λk
∣∣∣∣∣
τ
λτk
]1/τ
(6)
≤
∥∥∥∥( f̂(k)λk
)
k∈K
∥∥∥∥
ρ
∥∥(λk)k∈K∥∥ρ′ = ‖f‖F Λ since 1ρ + 1ρ′ = 1τ .
Substituting the formula for
∣∣f̂(k)∣∣ in (5) into equation (6) and applying the relationship between
ρ, ρ′, and τ yields
‖SOL(f)‖G =
R
∥∥(λρ′/ρ+1k )k∈K∥∥τ
Λρ′/ρ
=
R
∥∥(λk)k∈K∥∥ρ′/ρ+1ρ′
Λρ′/ρ
= RΛ.
Moreover,
‖f‖F =
∥∥∥∥∥
(
f̂(k)
λk
)
k∈K
∥∥∥∥∥
ρ
=
R
∥∥(λρ′/ρk )k∈K∥∥ρ
Λρ′/ρ
=
R
∥∥(λk)k∈K∥∥ρ′/ρρ′
Λρ′/ρ
= R.
This completes the proof. 
Taking K = K in the lemma above, the norm of the solution operator can be expressed in
terms of the norm of λ as follows:
‖SOL‖F→G = sup‖f‖F≤1
‖SOL(f)‖G =
∥∥λ∥∥
ρ′ . (7)
We assume throughout this chapter that the weights are chosen to keep this norm is finite,
namely, ∥∥λ∥∥
ρ′ <∞. (8)
As in Section 1.1, here in the general case the λk are assumed to have a known order as was
specified in (1). We also assume that all λk are positive to avoid the trivial case where SOL(f)
can be expressed exactly as a finite sum for all f ∈ F .
1.3 An Approximation and an Algorithm
The optimal approximation based on n series coefficients of the input function is defined in terms
of the series coefficients of the input function corresponding to the largest λk as follows:
APP : F × N0 → G, APP(f, 0) = 0, APP(f, n) :=
n∑
i=1
f̂(ki)vki ∀n ∈ N. (9)
By the argument leading to (6) it follows that
‖SOL(f)−APP(f, n)‖G =
∥∥∥(f̂(ki))∞i=n+1∥∥∥τ . (10)
An upper bound on the approximation error follows from Lemma 1:
‖SOL(f)−APP(f, n)‖G ≤
∥∥∥∥∥
(
f̂(ki)
λki
)∞
i=n+1
∥∥∥∥∥
ρ
∥∥(λki)∞i=n+1∥∥ρ′ . (11)
This leads to the following theorem.
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Theorem 1 Let BR := {f ∈ F : ‖f‖F ≤ R} denote the ball of radius R in the space of input
functions. The error of the approximation defined in (9) is bounded tightly above as
sup
f∈BR
‖SOL(f)−APP(f, n)‖G ≤ R
∥∥(λki)∞i=n+1∥∥ρ′ . (12)
Moreover, the worst case error over BR of APP′(·, n), for any approximation based on n series
coefficients of the input function, can be no smaller.
Proof. The proof of (12) follows immediately from (11) and Lemma 1. The optimality of APP
follows by bounding the error of an arbitrary approximation, APP′, applied to functions that
mimic the zero function.
Let APP′(0, n) depend on the series coefficients indexed by J = {k′1, . . . ,k′n}. Use Lemma
1 with K = K \ J to choose f to mimic the zero function, have norm R, and have as large a
solution as possible, i.e.,
f̂(k′1) = · · · = f̂(k′n) = 0, ‖f‖F = R,
‖SOL(f)‖G = R
∥∥(λk)k/∈J ∥∥ρ′ by (5). (13)
Then APP′(±f, n) = APP′(0, n) because f mimics the zero function, and
sup
f∈BR
‖SOL(f)−APP(f, n)‖G
≥ max±
∥∥SOL(±f)−APP′(±f, n)∥∥G = max± ∥∥SOL(±f)−APP′(0, n)∥∥G
≥ 1
2
[∥∥SOL(f)−APP′(0, n)∥∥G + ∥∥−SOL(f)−APP′(0, n)∥∥G]
≥ ‖SOL(f)‖G = R
∥∥(λk)k/∈J ∥∥ρ′ by (13).
The ordering of the λk implies that
∥∥(λk)k/∈J ∥∥ρ′ for arbitrary J can be no smaller than the case
J = {k1, . . . ,kn}. This completes the proof. 
While approximation APP is a key piece of the puzzle, our ultimate goal is an algorithm,
ALG : C × [0,∞), satisfying the absolute error criterion (2). The non-adaptive Algorithm 1
satisfies this error criterion for C = BR.
Algorithm 1 Non-Adaptive ALG for a Ball of Input Functions
Parameters: the Banach spaces F and G, including the weights λ; the ball radius, R; APP
satisfying (12)
Input: a black-box function, f ; an absolute error tolerance, ε > 0
Ensure: Error criterion (2) for C = BR
Choose n∗ = min
{
n ∈ N0 :
∥∥(λki)∞i=n+1∥∥ρ′ ≤ ε/R}
Return ALG(f, ε) = APP(f, n∗)
After defining the information cost of an algorithm and the problem complexity in the next
subsection, we demonstrate that this non-adaptive algorithm is optimal when the set of inputs is
chosen to be C = BR. However, typically one cannot bound the norm of the input function a
priori, so Algorithm 1 is impractical.
The key difficulty is that error bound (12) depends on the norm of the input function. In
contrast, we will construct error bounds for APP(f, n) that only depend on function data. These
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will lead to adaptive algorithms ALG satisfying error criterion (2). For such algorithms, the set
of allowable input functions, C, will be a cone, not a ball.
Note that algorithms satisfying error criterion (2) cannot exist for C = F . Any algorithm
must require a finite sample size, even if it is huge. Then, there must exist some f ∈ F that
looks exactly like the zero function to the algorithm but for which ‖SOL(f)‖G is arbitrarily large.
Thus, algorithms satisfying the error criterion exist only for some strict subset of F . Choosing
that subset well is both an art and a science.
1.4 Information Cost and Problem Complexity
The information cost of ALG(f, ε) is denoted COST(ALG, f, ε) and defined as the number
of function data—in our situation, series coefficients—required by ALG(f, ε). For adaptive
algorithms this cost varies with the input function f . We also define the information cost of the
algorithm in general, recognizing that it will tend to depend on ‖f‖F :
COST(ALG, C, ε, R) := max
f∈C∩BR
COST(ALG, f, ε).
Note that while the cost depends on ‖f‖F , ALG(f, ε) has no knowledge of f beyond the fact
that it lies in C. It is common for COST(ALG, C, ε, R) to be O(ε−p), or perhaps asymptotically
c log(1 + ε−1).
Let A(C) denote the set of all possible algorithms that may be constructed using series
coefficients and that satisfy error criterion (2). We define the computational complexity of a
problem as the information cost of the best algorithm:
COMP(A(C), ε, R) := min
ALG∈A(C)
COST(ALG, C, ε, R).
These definitions follow the information-based complexity literature [12, 11]. We define an
algorithm to be essentially optimal if there exist some fixed positive ω, εmax, and Rmin for which
COST(ALG, C, ε, R) ≤ COMP(A(C), ωε,R)
∀ ε ∈ (0, εmax], R ∈ [Rmin,∞). (14)
If the complexity of the problem is O(ε−p), the cost of an essentially optimal algorithm is also
O(ε−p). If the complexity of the problem is asymptotically c log(1 + ε−1), then the cost of an
essentially optimal algorithm is also asymptotically c log(1+ε−1). We will show that our adaptive
algorithms presented in Sections 2 and 3 are essentially optimal.
Theorem 2 The non-adaptive Algorithm 1 has an information cost for the set of input functions
C = BR that is given by
COST(ALG,BR, ε, R′) = min
{
n ∈ N0 :
∥∥(λki)∞i=n+1∥∥ρ′ ≤ ε/R} .
This algorithm is essentially optimal for the set of input functions BR, namely,
COST(ALG,BR, ε, R′) ≤ COMP(A(BR), ωε,R′)
∀ ε ∈ (0, εmax], R ∈ [Rmin,∞),
where εmax and Rmin are arbitrary and fixed, and ω = Rmin/R.
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Proof. Fix positive εmax, Rmin, R, and ω as defined above. For 0 < ε ≤ εmax and Rmin ≤ R′ ≤ R,
the information cost of non-adaptive Algorithm 1 follows from its definition. Let
n∗(ε,R) := COST(ALG,BR, ε, R′).
Construct an input function f ∈ BR′ as in the proof of Theorem 1 with J = {k1, . . . ,kn∗(ωε,R′)}.
By the argument in the proof of Theorem 1, any algorithm in A(BR′) that can approximate
SOL(f) with an error no greater than ωε must use at least n∗(ωε,R′) series coefficients. Thus,
COST(ALG,BR, ε, R′) = n∗(ε,R) = n∗(εR′/R,R′)
≤ n∗(ωε,R′) since R′/R ≥ ω
≤ COMP(A(BR′), ωε,R′) ≤ COMP(A(BR), ωε,R′).
Thus, Algorithm 1 is essentially optimal. 
For Algorithm 1, the information cost, COST(ALG,BR, ε, R), depends on the decay rate of
the tail norm of the λki . This decay may be algebraic or exponential and also determines the
problem complexity, COMP(A(BR), ε, R), as a function of the error tolerance, ε.
This theorem illustrates how an essentially optimal algorithm for solving a problem for a ball
of input functions, C = BR, can be non-adaptive. However, as alluded to above, we claim that
it is impractical to know a priori which ball your input function lies in. On the other hand, in
the situations described below where C is a cone, we will show that A(C) actually contains only
adaptive algorithms via the lemma below. The proof of this lemma follows directly from the
definition of non-adaptivity.
Lemma 2 For a given set of input functions, C, if A(C) contains any non-adaptive algorithms,
then for every ε > 0,
COMP(A(C), ε) := sup
R>0
COMP(A(C), ε, R) <∞.
1.5 Tractability
Besides understanding the dependence of COMP(A(C), ε, R) on ε, we also want to understand
how COMP(A(C), ε, R) depends on the dimension of the domain of the input function. Suppose
that f : Ωd → R, for some Ω ⊆ R, and let Fd denote the dependence of the input space on
the dimension d. The set of functions for which our algorithms succeed, Cd, depends on the
dimension, too. Also, SOL, APP, COST, and COMP depend implicitly on dimension, and this
dependence is sometimes indicated explicitly by the subscript d.
Different dependencies of COMP(A(Cd), ε, R) on the dimension d and the error tolerance ε
are formalized as different notions of tractability. Since the complexity is defined in terms of
the best available algorithm, tractability is a property that is inherent to the problem, not to
a particular algorithm. We define the following notions of tractability (for further information
on tractability we refer to the trilogy [8], [9], [10]). Note that in contrast to these references we
explicitly include the dependence on R in our definitions. This dependence is natural for cones C
and might be different if C is not a cone.
• We say that the adaptive approximation problem is strongly polynomially tractable if and
only if there are non-negative C, p, εmax, and Rmin such that
COMP(A(Cd), ε, R) ≤ C Rp ε−p ∀d ∈ N, ε ∈ (0, εmax], R ∈ [Rmin,∞).
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The infimum of p satisfying the bound above is denoted by p∗ and is called the exponent
of strong polynomial tractability.
• We say that the problem is polynomially tractable if and only if there are non-negative
C, p, q, εmax, and Rmin such that
COMP(A(Cd), ε, R) ≤ C d q Rp ε−p ∀d ∈ N, ε ∈ (0, εmax], R ∈ [Rmin,∞).
• We say that the problem is weakly tractable iff
lim
d+Rε−1→∞
log COMP(A(Cd), ε, R)
d+Rε−1
= 0.
Necessary and sufficient conditions on these tractability notions will be studied for different
types of algorithms in Sections 2.2 and 3.3.
We remark that, for the sake of brevity, we focus here on tractability notions that are
summarized as algebraic tractability in the recent literature (see, e.g., [6]). Theoretically, one
could also study exponential tractability, where one would essentially replace ε−1 by log(1 + ε−1)
in the previous tractability notions. A more detailed study of tractability will be done in a future
paper.
1.6 The Illustrative Example Revisited
The example in Section 1.1 chooses ρ = τ = 2 and ρ′ =∞. Thus, we obtain by Theorem 2:
COMP(A(BR), ε, R) = COST(ALG,BR, ε, R) = min{n ∈ N0 : λkn+1 ≤ ε/R}.
Using the non-increasing ordering of the λki , we employ a standard technique for bounding the
n+ 1st largest λk in terms of the sum of the p
th power of all the λk. For 0 < 1/r < p,
(n+ 1)λpkn+1 ≤
n+1∑
i=1
λpki ≤
∑
k∈Nd0
λpk =
d∏
`=1
[
1 + wp`
∞∑
k=1
1
kpr
]
=
d∏
`=1
[
1 + wp` ζ(pr)
]
= exp
(
d∑
`=1
log
(
1 + wp` ζ(pr)
))
≤ exp
(
ζ(pr)
∞∑
`=1
wp`
)
since log(1 + x) ≤ x ∀x ≥ 0.
Hence, substituting the above upper bound on λkn+1 into the formula for the complexity of the
problem, we obtain an upper bound on the complexity:
COMP(A(BR), ε, R)
≤ min
{
n ∈ N0 : 1
n+ 1
exp
(
ζ(pr)
∞∑
`=1
wp`
)
≤
( ε
R
)p}
=
⌈(
R
ε
)p
exp
(
ζ(pr)
∞∑
`=1
wp`
)⌉
− 1.
If p† is the infimum of the p for which
∑∞
`=1w
p
` is finite, and p
† is finite, then we obtain strong
polynomial tractability and an exponent of strong tractability that is p∗ = max(1/r, p†). On the
other hand, if the coordinate weights are all unity, w1 = w2 = · · · = 1, then there are 2d different
λk with a value of 1, and so COMP(A(BR), ε, R) ≥ 2d, and the problem is not tractable.
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1.7 What Comes Next
In the following section we define a cone of input functions, C, in (16) whose norms can be bounded
above in terms of the series coefficients obtained from a pilot sample. Adaptive Algorithm 2 is
shown to be optimal for this C. We also identify necessary and sufficient conditions for tractability.
Section 3 considers the situation where function data is relatively inexpensive, and we track
the decay rate of the series coefficients. Adaptive Algorithm 3 is shown to be optimal in this
situation.
Section 4 considers the case where the most suitable weights λ are not known a priori and
are instead inferred from function data. Adaptive Algorithm 4 combines this inference step with
Algorithm 2 to construct an approximation that satisfies the error criterion.
2 Bounding the Norm of the Input Function Based on a Pilot
Sample
2.1 The Cone and the Optimal Algorithm
The premise of an adaptive algorithm is that the finite information we observe about the input
function tells us something about what is not observed. Let n1 denote the number of pilot
observations, based on the set of wavenumbers
K1 := {k1, . . . ,kn1}, (15)
where the ki are defined by the ordering of the λk in (1). Let A be some constant inflation factor
greater than one. The cone of functions whose norm can be bounded well in terms of a pilot
sample, {f̂(k1), . . . , f̂(kn1)}, is given by
C =
f ∈ F : ‖f‖F ≤ A
∥∥∥∥∥
(
f̂(k)
λk
)
k∈K1
∥∥∥∥∥
ρ
 . (16)
Referring to error bound (11), we see that the error of APP(f, n) depends on the series
coefficients not sampled. The definition of C allows us to bound these as follows:∥∥∥∥∥
(
f̂(ki)
λki
)∞
i=n+1
∥∥∥∥∥
ρ
=
‖f‖ρF −
∥∥∥∥∥
(
f̂(ki)
λki
)n
i=1
∥∥∥∥∥
ρ
ρ
1/ρ ∀f ∈ F
≤
Aρ ∥∥∥∥∥
(
f̂(k)
λk
)
k∈K1
∥∥∥∥∥
ρ
ρ
−
∥∥∥∥∥
(
f̂(ki)
λki
)n
i=1
∥∥∥∥∥
ρ
ρ
1/ρ ∀f ∈ C.
This inequality together with error bound (11) implies the data-based error bound
‖SOL(f)−APP(f, n)‖G ≤ ERR
((
f̂(ki)
)n
i=1
, n
) ∀f ∈ C, (17a)
where
ERR
((
f̂(ki)
)n
i=1
, n
)
:=
Aρ ∥∥∥∥∥
(
f̂(k)
λk
)
k∈K1
∥∥∥∥∥
ρ
ρ
−
∥∥∥∥∥
(
f̂(ki)
λki
)n
i=1
∥∥∥∥∥
ρ
ρ
1/ρ ∥∥(λki)∞i=n+1∥∥ρ′ ,
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Algorithm 2 ALG Based on a Pilot Sample
Parameters: the Banach spaces F and G, including the weights λ; an initial sample size, n1 ∈ N;
an inflation factor, A > 1; APP satisfying (11)
Input: a black-box function, f ; an absolute error tolerance, ε > 0
Ensure: Error criterion (2) for the cone defined in (16)
Let n← n1 − 1
repeat
Let n← n+ 1
Compute ERR
((
f̂(ki)
)n
i=1
, n
)
as defined in (17)
until ERR
((
f̂(ki)
)n
i=1
, n
) ≤ ε
Return ALG(f, ε) = APP(f, n)
n ≥ n1. (17b)
This error bound decays as
∥∥(f(ki)/λki)ni=1∥∥ρ increases and as the tail norm of the λki decreases.
This data-driven error bound underlies Algorithm 2, which is successful for C defined in (16):
Theorem 3 Algorithm 2 yields an answer satisfying absolute error criterion (2), i.e., ALG ∈
A(C) for C defined in (16). The information cost is
COST(ALG, C, ε, R)
= min
{
n ≥ n1 :
∥∥(λki)∞i=n+1∥∥ρ′ ≤ ε/[(Aρ − 1)1/ρR]} . (18)
There exist positive εmax and Rmin for which the computational complexity has the lower bound
COMP(A(C), ε, R) ≥ min
{
n ≥ n1 :
∥∥(λki)∞i=n+1∥∥ρ′ ≤ 2ε/[(1− 1/A)R]}
∀ε ∈ (0, εmax], R ∈ [Rmin,∞). (19)
Algorithm 2 is essentially optimal. Moreover, A(C) contains only adaptive algorithms.
Proof. The upper bound on the computational cost of this algorithm is obtained by noting that
COST(ALG, C, ε, R)
= max
f∈C∩BR
min
{
n ≥ n1 : ERR
((
f̂(ki)
)n
i=1
, n
) ≤ ε}
≤ max
f∈C∩BR
min
n ≥ n1 : (Aρ − 1)1/ρ
∥∥∥∥∥
(
f̂(k)
λk
)
k∈K1
∥∥∥∥∥
ρ
∥∥(λki)∞i=n+1∥∥ρ′ ≤ ε

≤ min
{
n ≥ n1 : (Aρ − 1)1/ρR
∥∥(λki)∞i=n+1∥∥ρ′ ≤ ε} ,
since
∥∥(f̂(k)/λk)k∈K1∥∥ρ ≤ ∥∥(f̂(ki)/λki)ni=1∥∥ρ ≤ ‖f‖F ≤ R for all f ∈ BR, n ≥ n1. Moreover,
this inequality is tight for some f ∈ C ∩ BR, namely, those certain f for which f̂(ki) = 0 for
i > n1. This completes the proof of (18).
To prove the lower complexity bound, choose εmax and Rmin such that∥∥(λki)∞i=n1+1∥∥ρ′ > 2εmax/[(1− 1/A)Rmin].
Let ALG′ be any algorithm that satisfies the error criterion, (2), for this choice of C in (16). Fix
R ∈ [Rmin,∞) and ε ∈ (0, εmax] arbitrarily. Two fooling functions will be constructed of the
form f± = f1 ± f2.
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The input function f1 is defined via its series coefficients as in Lemma 1, having nonzero
coefficients only for k ∈ K1:
∣∣f̂1(k)∣∣ =

R(1 + 1/A)λ
ρ′/ρ+1
k
2
∥∥(λk)k∈K1∥∥ρ′/ρρ′ , k ∈ K1,
0, k /∈ K1,
‖f1‖F =
R(1 + 1/A)
2
.
Suppose that ALG′(f1, ε) samples the series coefficients f̂1(k) for k ∈ J , and let n denote the
cardinality of J .
Now, construct the input function f2, having zero coefficients for k ∈ J and also as in Lemma
1:
∣∣f̂2(k)∣∣ =

R(1− 1/A)λρ′/ρ+1k
2
∥∥(λk)k/∈J ∥∥ρ′/ρρ′ , k /∈ J ,
0, k ∈ J ,
‖f2‖F =
R(1− 1/A)
2
,
‖SOL(f2)‖G =
R(1− 1/A)
2
∥∥(λk)k/∈J ∥∥ρ′ . (20)
Let f± = f1 ± f2. By the definitions above, it follows that
‖f±‖F = ‖f1 ± f2‖F ≤ ‖f1‖F + ‖f2‖F = R,∥∥∥∥∥
(
f̂±(ki)
λki
)n1
i=1
∥∥∥∥∥
ρ
=
∥∥∥∥∥
(
f̂1(ki)± f̂2(ki)
λki
)n1
i=1
∥∥∥∥∥
ρ
≥
∥∥∥∥∥
(
f̂1(ki)
λki
)n1
i=1
∥∥∥∥∥
ρ
−
∥∥∥∥∥
(
f̂2(ki)
λki
)n1
i=1
∥∥∥∥∥
ρ
≥ ‖f1‖F − ‖f2‖F =
R
A
≥ ‖f±‖F
A
.
Therefore, f± ∈ C ∩ BR. Moreover, since the series coefficients for f± are the same for k ∈ J , it
follows that ALG′(f+, ε) = ALG′(f−, ε). Thus, SOL(f+) must be quite similar to SOL(f−).
Using an argument like that in the proof of Theorem 1, it follows that
ε ≥ max±
∥∥SOL(f±)−ALG′(f±, ε)∥∥G = max± ∥∥SOL(f±)−ALG′(f+, ε)∥∥G
≥ 1
2
[∥∥SOL(f+)−ALG′(f+, ε)∥∥G + ∥∥SOL(f−)−ALG′(f+, ε)∥∥G]
≥ 1
2
‖SOL(f+ − f−)‖G = ‖SOL(f2)‖G =
R(1− 1/A)
2
∥∥(λk)k/∈J ∥∥ρ′ by (20)
≥ R(1− 1/A)
2
∥∥(λki)∞i=n+1∥∥ρ′ ,
by the ordering of the k in (1). By the choice of Rmin and εmax above, it follows that n > n1. This
inequality then implies lower complexity bound (19). Because limR→∞COMP(A(C), ε, R) =∞
it follows from Lemma 2 that A(C) contains only adaptive algorithms.
The essential optimality of Algorithm 2 follows by observing that
COST(ALG, C, ε, R) ≤ COMP(A(C), ωε,R) for ω = 1− 1/A
2(Aρ − 1)1/ρ .
This satisfies definition (14). 
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The above derivation assumes that A > 1. If A = 1, then our cone consists of functions whose
series coefficients vanish for wavenumbers outside K1. The exact solution can be constructed
using only the pilot sample. Our algorithm is then non-adaptive, but succeeds for input functions
in the cone C, which is an unbounded set.
We may not be able to guarantee that a particular f of interest lies in our cone, C, but we
may derive necessary conditions for f to lie in C. The following proposition follows from the
definition of C in (16) and the fact that the term on the left below underestimates ‖f‖F .
Proposition 1 If f ∈ C, then∥∥∥∥∥
(
f̂(ki)
λki
)n
ki=1
∥∥∥∥∥
ρ
≤ A
∥∥∥∥∥
(
f̂(k)
λk
)
k∈K1
∥∥∥∥∥
ρ
∀n ∈ N. (21)
If condition (21) is violated in practice, then f /∈ C, and Algorithm 2 may output an incorrect
answer. The remedy is to make C more inclusive by increasing the inflation factor, A, and/or the
pilot sample size, n1.
2.2 Tractability
In this section, we write Cd instead of C, to stress the dependence on d, and for the same reason
we write λd,ki instead of λki . Recall that we assume that λd,k1 ≥ λd,k2 ≥ · · · > 0. Let
n(δ, d) := min
{
n ≥ 0 : ∥∥(λd,ki)∞i=n+1∥∥ρ′ ≤ δ} ∀δ > 0.
From Equations (18) and (19), we obtain that
COMP(A(Cd), ωloε,R) ≤ n(ε/R, d) ≤ COMP(A(Cd), ωhiε,R)
∀ε ∈ (0, εmax], R ∈ [Rmin,∞),
where the positive constants ωlo and ωhi depend on A, but not depend on d, ε, or R. From the
equation above, it is clear that tractability depends on the behavior of n(ε/R, d) as R/ε and d
tend to infinity. We would like to study under which conditions we obtain the various tractability
notions defined in Section 1.5.
To this end, we distinguish two cases, depending on whether ρ′ is infinite or not. This
distinction is useful because it allows us to relate the computational complexity of the algorithms
considered in this chapter to the computational complexity of linear problems on certain function
spaces considered in the classical literature on information-based complexity, as for example [8].
The case ρ′ =∞ corresponds to the worst-case setting, where one studies the worst performance
of an algorithm over the unit ball of a space. The results in Theorem 4 below are indeed very
similar to the results for the worst-case setting over balls of suitable function spaces. The
case ρ <∞ corresponds to the so-called average-case setting, where one considers the average
performance over a function space equipped with a suitable measure. For both of these settings
there exist tractability results that we will make use of here.
CASE 1: ρ′ =∞: If ρ′ =∞, we have, due to the monotonicity of the λd,ki ,
n(ε/R, d) = min
{
n ≥ 0: λd,kn+1 ≤ ε/R
}
.
We then have the following theorem.
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Theorem 4 Using the same notation as above, the following statements hold for the case ρ′ =∞.
1. We have strong polynomial tractability if and only if there exist η > 0 and i0 ∈ N such that
sup
d∈N
∞∑
i=i0
ληd,ki <∞. (22)
Furthermore, the exponent of strong polynomial tractability is then equal to the infimum of
those η > 0 for which (22) holds.
2. We have polynomial tractability if and only if there exist η1, η2 ≥ 0 and η3,K > 0 such that
sup
d∈N
d−η1
∞∑
i=dKdη2e
λη3d,ki <∞.
3. We have weak tractability if and only if
sup
d∈N
exp(−cd)
∞∑
i=1
exp
(
−c
(
1
λd,ki
))
<∞ for all c > 0. (23)
Proof. Letting ε˜ :=
√
ε/R, we see that n(ε/R, d) = min
{
n ≥ 0: λd,kn+1 ≤ ε˜ 2
}
. The latter
expression is well studied in the context of tractability of linear problems in the worst-case setting
defined on unit balls of certain spaces, and if and only if conditions on the λd,ki for various
tractability notions are known. These conditions can be found in [8, Chapter 5] for (strong)
polynomial tractability and [13] for weak tractability.
Since, in this chapter, we consider min
{
n ≥ 0: λd,kn+1 ≤ ε/R
}
, and in [8] and [13] ε/R is
replaced by the square of the error tolerance, there are slight differences between the results here
and those in the aforementioned references; to be more precise, the exponent of strong polynomial
tractability is η here, whereas it is 2η in [8], and 1/λd,ki in (23) corresponds to 1/
√
λd,ki in [13].

CASE 2: ρ′ <∞: In this case, letting ε˜ := (ε/R)ρ′/2 and λ˜d,i := λρ
′
d,ki
, we have
n(ε/R, d) = min
{
n ≥ 0:
∞∑
i=n+1
λρ
′
d,ki
≤ (ε/R)ρ′
}
= min
{
n ≥ 0:
∞∑
i=n+1
λ˜d,i ≤ ε˜ 2
}
. (24)
However, the latter expression corresponds exactly to the average-case tractability (with respect
to the parameters λ˜d,i and ε˜) defined on certain spaces as studied in, e.g., [8]. This leads us to
the following theorem.
Theorem 5 Using the same notation as above, the following statements hold for the case ρ′ <∞.
1. We have strong polynomial tractability if and only if there exist η ∈ (0, 1) and i0 ∈ N such
that
sup
d∈N
∞∑
i=i0
λρ
′ η
d,ki
<∞. (25)
Furthermore, the exponent of strong polynomial tractability is then
inf
{
ρ′η/(1− η) : η satisfies (25)} .
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2. We have polynomial tractability if and only if there exist η1, η2 ≥ 0 and η3 ∈ (0, 1),K > 0
such that
sup
d∈N
d−η1
∞∑
i=dKdη2e
λρ
′ η3
d,ki
<∞.
3. Let td,i :=
∑∞
k=i λd,ki. We have weak tractability if and only if
lim
i→∞
td,i (log i)
2 = 0 for all d,
and there exists a function f : [0, 1/2)→ {1, 2, 3, . . .} such that
sup
β∈(0,1/2]
β−2 sup
d≥f(β)
sup
i≥dexp(d√b)e+1
lim
i→∞
td,i (log i)
2 <∞.
Proof. The proof of the theorem is similar to that of Theorem 4, using (24). 
Remark 1 Results for further tractability notions, such as quasi-polynomial tractability or (s, t)-
weak tractability, can be shown using similar arguments as above and results from [6], [9], [13],
and the papers cited therein.
To be more concrete, we consider the situation where the λk are specified in terms of positive
coordinate weights, w1, . . . , wd, and positive smoothness weights, s1, s2, . . .:
λd,k :=
d∏
`=1
k`>0
w`sk` , k ∈ Nd0, d ∈ N. (26)
This is a generalization of the example in Section 1.1, where sk = k
−r. This form of the λd,k is
considered in greater detail in Section 4. The same argument as in Section 1.6 implies that the
sum of the ληd,ki is bounded above as
∞∑
i=1
ληd,ki ≤ exp
( ∞∑
k=1
sηk
d∑
`=1
wη`
)
≤ exp
( ∞∑
k=1
sηk
∞∑
`=1
wη`
)
.
Moreover, it also follows that for any fixed positive integer i0, the sum of the λ
η
d,ki
is bounded
below as
sup
d∈N
∞∑
i=i0
ληd,ki ≥ w
η
1
∞∑
k=i0
sηκi
considering only ki of the form
(k, 0, 0, . . . , 0),
and ordering s so that sκ1 ≥ sκ2 ≥
· · · ,
sup
d∈N
∞∑
i=i0
ληd,ki ≥ s
η
1
∞∑
i=i0
wη`i
considering only ki of the form
(0, . . . , 0, 1, 0, . . . , 0),
where the non-zero component is at the `-th
position with
i0 ≤ ` ≤ d, and ordering w so that
w`1 ≥ w`2 ≥ · · · .
Thus, we have necessary and sufficient conditions for strong tractability.
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Corollary 1 For the λd,k of the form (26) we have strong polynomial tractability if and only if
there exists η > 0 such that
∞∑
k=1
sηk <∞ and
∞∑
`=1
wη` <∞.
Remark 2 Note that in the setting of this example, the term
∑∞
i=1 λ
η
d,ki
will usually depend
exponentially on d unless the coordinate weights decay to zero fast enough with increasing `.
Hence, we can only hope for tractability under the presence of decaying w`. For further details
on weighted approximation problems and tractability, we refer to [8].
3 Tracking the Decay Rate of the Series Coefficients of the Input
Function
From error bound (10) it follows that the faster the f̂(ki) decay, the faster APP(f, n) converges
to the solution. Unfortunately, adaptive Algorithm 2 does not adapt to the decay rate of the
f̂(ki) as i→∞. It simply bounds ‖f‖F based on a pilot sample. The algorithm presented in
this section tracks the rate of decay of the f̂(ki) and terminates sooner if the f̂(ki) decay more
quickly. Similar algorithms for quasi-Monte Carlo integration are developed in [3], [5], and [4].
There is an implicit assumption in this section that function data are cheap and we can afford
a large sample size. A large sample size is required to do meaningful tracking of the decay of the
series coefficients. The previous section and the next section are more suited to the case when
function data are expensive and the final sample size must be modest.
Let (nj)j≥0 be a strictly increasing sequence of non-negative integers. This sequence may
increase geometrically or algebraically. Define the sets of wavenumbers analogously to (15),
n−1 = 0, Kj := {knj−1+1, . . . ,knj} for j ∈ N0.
If n0 = 0, then K0 is empty. For any f ∈ F , define the norms of subsets of series coefficients:
σj(f) :=
∥∥∥∥∥
(
f̂(k)
λk
)
k∈Kj
∥∥∥∥∥
ρ
for j ∈ N. (27)
Thus, ‖f‖F =
∥∥∥(σj(f))j∈N0∥∥∥ρ.
For this section, we define the cone of input functions by
C := {f ∈ F : σj+r(f) ≤ abrσj(f) ∀j, r ∈ N} . (28)
Here, a and b are positive reals with b < 1 < a. The constant a is an inflation factor, and the
constant b defines the general rate of decay of the σj(f) for f ∈ C. Because abr may be greater
than one, we do not require the series coefficients of the solution, SOL(f), to decay monotonically.
However, we expect their partial sums to decay steadily. The series coefficients for wavenumbers
k ∈ K0 do not affect the definition of C and may behave erratically. Lemma 1 implies that∥∥∥(f̂(k))k∈Kj∥∥∥τ ≤ σj(f)Λj , where Λj := ∥∥∥(λk)k∈Kj∥∥∥ρ′ . (29)
From (7) and (8) it follows that the norm of the solution operator is
‖SOL‖F→G =
∥∥(Λj)j∈N0∥∥ρ′ <∞ (30)
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If f belongs to the C defined in (28) and n0 = 0, then
‖f‖F =
∥∥∥∥∥∥
(∥∥∥∥∥
(
f̂(k)
λk
)
k∈Kj
∥∥∥∥∥
ρ
)
j∈N
∥∥∥∥∥∥
ρ
=
∥∥(σj(f))j∈N∥∥ρ
≤ ∥∥(σ1(f), abσ1(f), ab2σ1(f), . . .)∥∥ρ
=
(
1 +
aρbρ
1− bρ
)1/ρ ∥∥∥∥∥
(
f̂(k)
λk
)
k∈K1
∥∥∥∥∥
ρ
.
Comparing this inequality to the definition of C in the previous section, it can be seen that C
defined in (28) is a subset of C defined in (16) if we choose A =
(
1 + a
ρbρ
1−bρ
)1/ρ
in (16).
From the expression for the error in (10) and the definition of the cone in (28), we can now
derive a data-driven error bound for all f ∈ C and j ∈ N:
‖SOL(f)−APP(f, nj)‖G
=
∥∥∥∥(f̂(ki))∞i=nj+1
∥∥∥∥
τ
=
∥∥∥∥(∥∥∥(f̂(k))k∈Kl∥∥∥τ)∞l=j+1
∥∥∥∥
τ
≤
∥∥∥(σl(f)Λl)∞l=j+1∥∥∥τ by (29)
=
∥∥(σj+r(f)Λj+r)∞r=1∥∥τ
≤ aσj(f)
∥∥(brΛj+r)∞r=1∥∥τ =: ERR((f̂(ki))nji=1, nj) by (28). (31)
This upper bound depends only on the function data and the parameters defining C. The
error vanishes as j → ∞ because σj(f) ≤ abj−1σ1(f) → 0 and Λj → 0. Moreover, the error
bound for APP(f, nj) depends on σj(f), whose rate of decay need not be postulated in advance.
These assumptions accommodate both the cases where the approximation converges alge-
braically and exponentially. To illustrate the algebraic case, suppose that f̂(ki)/λki = O(i−r∆)
for some positive r∆ > 1/ρ. For this algebraic case one would normally define C in terms of an
exponentially increasing sequence, (nj)j≥0, e.g., nj = n02j , which implies that
σj(f) =
 n02j∑
i=n02j−1+1
∣∣∣∣ f̂(ki)λki
∣∣∣∣ρ
1/ρ = O

 n02j∑
i=n02j−1+1
i−ρr∆
1/ρ

= O
(
2−j(r∆−1/ρ)
)
.
Reasonable functions would satisfy
Clo2
−j(r∆−1/ρ) ≤ σj(f) ≤ Cup2−j(r∆−1/ρ)
for some constants Clo and Cup. Choosing a ≥ Cup/Clo and b ≥ 2−(r∆−1/ρ) causes the cone C to
include such functions. Note that only the ratio of Cup to Clo need be assumed to determine a,
and choosing b larger than necessary does not affect the order of the decay of the error bound.
To illustrate the exponential case, suppose that f̂(ki)/λki = O(e−r∆i). For this exponential
case one would normally define C in terms of an arithmetic sequence, (nj)j≥0, e.g., nj = n0 + js,
where s is a positive integer. This implies that
σj(f) =
 n0+js∑
i=n0+js−s+1
∣∣∣∣ f̂(ki)λki
∣∣∣∣ρ
1/ρ = O

 n0+js∑
i=n0+js−s+1
e−ρr∆i
1/ρ

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= O (e−jr∆s) .
Analogous to the algebraic case, reasonable functions would satisfy Cloe
−jr∆s ≤ σj(f) ≤
Cupe
−jr∆s for some constants Clo and Cup. Choosing a ≥ Cup/Clo and b ≥ e−r∆s causes
the cone C to include such functions. Again, only the ratio of Cup to Clo need be assumed to
determine a, and choosing b larger than necessary does not affect the order of the decay of the
error bound.
3.1 The Adaptive Algorithm and Its Computational Cost
The data-driven error bound in (31) forms the basis for an adaptive Algorithm 3, which solves
our problem for input functions in the cone C defined in (28). The following theorem establishes
its viability and computational cost. In deriving upper bounds on the computational cost and
lower bounds on the complexity, we may sacrifice tightness for simplicity.
Algorithm 3 Adaptive ALG for a Cone of Input Functions Tracking the Series Coefficient Decay
Rate
Parameters: the Banach spaces F and G, including the weights λ; a strictly increasing sequence
of non-negative integers, (nj)j≥0; an inflation factor, a; the general decay rate, b; APP satisfying
(10)
Input: a black-box function, f ; an absolute error tolerance, ε > 0
Ensure: Error criterion (2) for the cone defined in (28)
Let j ← 0
repeat
Let j ← j + 1
Compute ERR
((
f̂(ki)
)nj
i=1
, nj
)
as defined in (31)
until ERR
((
f̂(ki)
)nj
i=1
, nj
) ≤ ε
Return ALG(f, ε) = APP(f, nj)
Theorem 6 Algorithm 3 yields an answer satisfying absolute error criterion (2), i.e., ALG ∈
A(C) for C defined in (28). The information cost is COST(ALG, f, ε) = nj∗ , where j∗ is defined
implicitly as
j∗ = min
{
j ∈ N : ERR((f̂(ki))nji=1, nj) ≤ ε} . (32)
Moreover, COST(ALG, C, ε, R) ≤ nj†, where j† is defined as follows:
j† = min
{
j ∈ N : ∥∥(bj+rΛj+r)∞r=1∥∥τ ≤ bεRa2
(
1− bjρ
1− bρ
)1/ρ}
. (33)
Proof. The value of j∗ in (32) follows directly from the error criterion. The success of the
algorithm follows from the error bound in (31).
For the remainder of the proof consider R and ε to be fixed. For any f ∈ C ∩ BR and for any
j† defined as in (33), it follows that
R ≥ ‖f‖F =
∥∥∥∥∥
(
f̂(k)
λk
)
k∈K
∥∥∥∥∥
ρ
≥
∥∥∥(σj(f))j†j=1∥∥∥ρ by (27)
≥
∥∥∥(a−1b1−j†σj†(f), . . . , a−1b−1σj†(f), σj†(f))∥∥∥
ρ
by (28)
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≥ σj†(f)
a
∥∥∥(b1−j† , . . . , b−1, 1)∥∥∥
ρ
=
bσj†(f)
a
(
b−j†ρ − 1
1− bρ
)1/ρ
≥ σj†(f)
Ra
ε
∥∥(brΛj†+r)∞r=1∥∥τ by the definition of j† in (33)
=
R
ε
ERR
((
f̂(ki)
)n
j†
i=1, nj†
)
.
From this last inequality, it follows that j† ≥ j∗. 
Although Algorithm 3 tracks the decay rate of the f̂(ki), the information cost bound and
complexity bound in the theorem above do not reflect different decay rates of the f̂(ki). That is
a subject for future investigation.
3.2 Essential Optimality of the Algorithm
To establish the essential optimality of Algorithm 3 requires some additional, reasonable assump-
tions on the sequences (nj)j∈N0 and
(
σj(f)
)
j∈N0 . Recall from (30) that
(
Λj
)
j∈N0 has a finite ρ
′
norm. We require that the Λj must decay steadily with j:
α−1βrΛj ≤ Λj+r ≤ αγrΛj ∀j, r ∈ N0, for some β, γ < 1 ≤ α. (34)
We also assume that the ratio of the largest to smallest λk in a group is bounded above:
sup
j∈N
λknj−1+1
λknj
≤ S1 <∞. (35)
For the illustrative choices of (nj)j∈N0 and
(
ki
)
i∈N preceding Section 3.1 this assumption holds.
Let card(·) denote the cardinality of a set. We assume that if J is an arbitrary set of wavenumbers
with card(J ) ≤ nj , then there exists some l ≤ nj+1 for which Kl \ J retains some significant
fraction of the original Kl elements:
inf
j∈N
min
J⊂K : card(J )≤nj
max
0≤l≤j+1
card(Kl \ J )
card(Kl) ≥ S2 > 0. (36)
Again, for the illustrative choices of (nj)j∈N0 and
(
ki
)
i∈N preceding Section 3.1 this assumption
holds.
The following theorem establishes a lower bound on the complexity of our problem for input
functions in C. The theorem after that shows that the cost of our algorithm as given in Theorem
6 is essentially no worse than this lower bound.
Theorem 7 A lower bound on the complexity of the linear problem is
COMP(A(C), ε, R) > nj‡ ,
where
j‡ = max
{
j ∈ N : bj+1Λj+1 > 2aαε
R(a− 1)(1− bρ)1/ρ
[
1 +
(
1
S2
− 1
)
Sρ1
]1/ρ}
.
Proof. As in the proof of Theorem 3 we consider fixed and arbitrary R and ε. We proceed by
carefully constructing the test input functions, f1 and f± = f1 ± f2, lying in C ∩ BR, which yield
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the same approximate solution but different true solutions. This leads to a lower bound on
COMP(A(C), ε, R). The proof is provided for ρ′ <∞. The proof for ρ′ =∞ is similar.
The first test function f1 ∈ C is defined in terms of its series coefficients—inspired by Lemma
1—as
f1 = f10 + f11 + · · · , f̂1j(k) :=

c1b
jλ
ρ′/ρ+1
k
Λ
ρ′/ρ
j
, k ∈ Kj ,
0, k /∈ Kj ,
c1 :=
R(a+ 1)(1− bρ)1/ρ
2a
.
It can be verified that the test function lies both in BR and in C:
σj(f1) =
∥∥∥∥∥
(
f̂1j(k)
λk
)
k∈Kl
∥∥∥∥∥
ρ
= c1b
j , j ∈ N0,
‖f1‖F =
∥∥∥(σj(f))j∈N0∥∥∥ρ = c1(1− bρ)1/ρ = R(a+ 1)2a ≤ R,
σj+r(f1) = b
rσj(f1) ≤ abrσj(f1), j, r ∈ N0.
Now let ALG′ be an arbitrary algorithm in A(C), and suppose that ALG′(f1, ε) samples f1(k)
for k ∈ J . Let K˜j = Kj \ J for all non-negative integers j. Construct the function f2, having
zero coefficients for k ∈ J , but otherwise looking like f1:
f2 = f20 + f21 + · · · , f̂2j(k) :=

c2b
jλ
ρ′/ρ+1
k
Λ˜
ρ′/ρ
j
, k ∈ K˜j ,
0, otherwise,
c2 :=
R(a− 1)(1− bρ)1/ρ
2a
, Λ˜j :=
∥∥∥(λk)k∈K˜j∥∥∥ρ′ ≤ Λj ,
σj(f2) =
∥∥∥∥∥
(
f̂2j(k)
λk
)
k∈K˜j
∥∥∥∥∥
ρ
=
{
c2b
j , K˜j 6= ∅,
0, K˜j = ∅,
j ∈ N0,
‖f2‖F =
∥∥∥(σj(f2))j∈N0∥∥∥ρ ≤ c2(1− bρ)1/ρ = R(a− 1)2a ≤ R,
‖SOL(f2j)‖G = σj(f2j)Λ˜j = c2bjΛ˜j , j ∈ N0,
‖SOL(f2)‖G =
∥∥∥(c2bjΛ˜j)j∈N0∥∥∥τ = R(a− 1)(1− bρ)1/ρ2a ∥∥∥(bjΛ˜j)j∈N0∥∥∥τ . (37)
Furthermore, define f± = f1 ± f2. It can be verified that f± also lie both in BR and in C:
‖f±‖F ≤ ‖f1‖F + ‖f2‖F ≤
c1 + c2
(1− bρ)1/ρ = R,
σj(f±) ≥ σj(f1)− σj(f2) ≥ (c1 − c2) bj = R(1− b
ρ)1/ρbj
a
, j ∈ N0,
σj+r(f±) ≤ σj+r(f1) + σj+r(f2) ≤ (c1 + c2)bj+r
= R(1− bρ)1/ρbj+r ≤ abrσj(f±), j ∈ N0.
Since f̂2(k) = 0 for k ∈ J , it follows that ALG′(f±, ε) = ALG′(f1, ε). But, even though the
two test functions f± lead to the same approximate solution, they have different true solutions.
In particular,
ε ≥ max{∥∥SOL(f+)−ALG′(f+, ε)∥∥G ,∥∥SOL(f−)−ALG′(f−, ε)∥∥G}
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≥ 1
2
[‖SOL(f+)−ALG(f1, ε)‖G + ∥∥SOL(f−)−ALG′(f1, ε)∥∥G]
since ALG′(f±, ε) = ALG′(f1, ε)
≥ 1
2
‖SOL(f+)− SOL(f−)‖G by the triangle inequality
≥ 1
2
‖SOL(f+ − f−)‖G since SOL is linear
= ‖SOL(f2)‖G =
R(a− 1)(1− bρ)1/ρ
2a
∥∥∥(bjΛ˜j)j∈N0∥∥∥τ by (37). (38)
Suppose that card(J ) = COST(ALG′, f±, ε) ≤ nj? . Then by condition (36), there exists
an l? ≤ j? + 1 where card(K˜l?) ≥ S2 card(Kl?). This implies a lower bound on Λ˜l? . Let
m = nl? − nl?−1 = card(Kl?). Then, min = dS2me ≥ S2m is a lower bound on card(K˜l?), and
mout = m−min ≤ (1− S2)m is an upper bound on card(Kl? \ K˜l?). Moreover,
Λρl? =
∑
i∈Kl?
λρki = Λ˜
ρ
l? +
∑
i∈Kl?\K˜l?
λρki
≤ Λ˜ρl? +moutλρknl?−1+1 by the ordering of the λki
≤ Λ˜ρl? +moutSρ1λρknl? by (35)
≤ Λ˜ρl? +
mout
min
Sρ1 Λ˜
ρ
l? by the definition of Λ˜l?
≤
[
1 +
(
1
S2
− 1
)
Sρ1
]
Λ˜ρl? by the bounds on min and mout
≤
[
1 +
(
1
S2
− 1
)
Sρ1
]
b−ρl
?
∥∥∥(bjΛ˜j)j∈N0∥∥∥ρτ .
Returning to (38), the above inequality implies that
ε ≥ R(a− 1)(1− b
ρ)1/ρ
2a
[
1 +
(
1
S2
− 1
)
Sρ1
]−1/ρ
bl
?
Λl? .
Since l? ≤ j?+ 1 it follows that bl? ≥ bj?+1 and from condition (34) it follows that Λl? ≥ Λj?+1/α.
Thus,
ε ≥ R(a− 1)(1− b
ρ)1/ρ
2aα
[
1 +
(
1
S2
− 1
)
Sρ1
]−1/ρ
bj
?+1Λj?+1.
If any algorithm satisfies the error tolerance ε for all input functions in C∩BR and has information
cost no greater than nj? , then j
? must satisfy the above inequality. By contrast, if the above
inequality is violated for any j?, then the information cost of the successful algorithm must be
greater than nj? . This completes the proof. 
Theorem 8 Adaptive Algorithm 3 is essentially optimal for the cone of input functions defined
in (28).
Proof. Let j†(ε) be defined as in (33), with the ε dependence made explicit. Choose εmax and
Rmin in (14) such that j
†(ε) ≥ 2. This definition implies that
bj
†(ε)Λj†(ε) =
[1− (γb)τ ]1/τ
α
∥∥∥(bj†(ε)−1+rαγr−1Λj†(ε))∞r=1∥∥∥τ
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≥ [1− (γb)
τ ]1/τ
α
∥∥∥(bj†(ε)−1+rΛj†(ε)−1+r)∞r=1∥∥∥τ by (34)
>
b[1− (γb)τ ]1/τε
Ra2α
(
1− bρ(j†(ε)−1)
1− bρ
)1/ρ
by (33)
≥ b[1− (γb)
τ ]1/τε
Ra2α
since j†(ε) ≥ 2
=
α2
(bβ)2
× 2aαωε
R(a− 1)(1− bρ)1/ρ
[
1 +
(
1
S2
− 1
)
Sρ1
]1/ρ
where
ω =
(a− 1)b3β2(1− bρ)1/ρ[1− (γb)τ ]1/τ
2a3α4
[
1 +
(
1
S2
− 1
)
Sρ1
]−1/ρ
.
Making the ε dependence explicit in the definition of j‡(ε) in Theorem 7 it follows from the
above inequality that
bj
†(ε)Λj†(ε) >
α2
(bβ)2
bj
‡(ωε)+2Λj‡(ωε)+2 ≥ αbj
‡(ωε)Λj‡(ωε) by (34).
If j†(ε) ≥ j‡(ωε), then (34) implies that
bj
†(ε)Λj†(ε) ≤ α(γb)j
†(ε)−j‡(ωε)bj
‡(ωε)Λj‡(ωε) ≤ αbj
‡(ωε)Λj‡(ωε).
But, this contradicts the above inequality. Thus, j†(ε) < j‡(ωε), and so
COST(ALG, C, ε, R) ≤ nj†(ε) < nj‡(ωε) < COMP(A(C), ωε,R).
Thus, Algorithm 3 is essentially optimal. 
3.3 Tractability
We again would like to study tractability. As it turns out, by using the relation between the
cones defined in (16) and (28), respectively, we easily obtain sufficient conditions for tractability.
Theorem 9 The respective conditions presented in Theorem 4 for the case where ρ′ =∞ and
in Theorem 5 for the case where ρ′ <∞ are sufficient for strong polynomial, polynomial, and
weak tractability of the approximation problem defined on cones as in (28).
Proof. As pointed out above, C defined in (28) is a subset of C defined in (16), by choosing
A =
(
1 + a
ρbρ
1−bρ
)1/ρ
in (16). This means that the approximation problem on C defined in (28) is
essentially (i.e., up to constants depending on A, a, b and ρ) no harder than the same problem
on C defined in (16). This, however, implies that all sufficient conditions in Theorem 4 are also
sufficient in the case considered in Theorem 9. 
Theorem 9 yields sufficient conditions for the tractability notions considered here. A general
result for necessary conditions seems to be more difficult to obtain and is left open for future
research.
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4 Inferring Coordinate and Smoothness Importance
In Sections 2 and 3, the weights λ = (λk)k∈K, which appear in the definition of the cone of
inputs, C, are taken as given and fixed. One may assume the form suggested in (26), which
defines λ in terms of coordinate weights and smoothness weights. However, practically speaking
it may be difficult to know a priori the values of these weights. This section explores a situation
where the initial data collected for the input function data can be used to learn λ, inferring
which input variables in f may be more important and the smoothness of the function.
The motivation for this section is situations where the relative importance of the d input
variables of the function is not known from physical considerations. We also envision situations
where the cost of function data is large, e.g., the result of an expensive computer simulation.
Thus, we are not concerned with the cost of the algorithm beyond the information cost, which
we hope to limit to O(d).
4.1 Product, Order and Smoothness Dependent (POSD) Weights
The uk and the λk in this section are defined as
uk =
d∏
`=1
u˜k` , λk = Γ‖k‖0
d∏
`=1
k`>0
w`sk` , Γ0 = s1 = 1, k ∈ Nd0, (39)
where w = (w`)
d
l=1 is the vector of coordinate weights, s = (sk)
∞
k=1 is the vector of smoothness
weights, Γ = (Γm)
d
m=1 is the vector of order weights, and ‖k‖0 denotes the number of nonzero
elements of k. The intuition behind these weights is as follows:
• Coordinate weights quantify the importance for the d input variables in f .
• Smoothness weights quantify the importance of the u˜k. E.g., if the u˜k are polynomials of
degree k as in Section 1.1, then the faster the sk decay, the smoother f is.
• Order weights quantify the importance of effects with different orders; k having one
nonzero element corresponds to a first-order or main effect, k having two nonzero elements
corresponds to a second-order (interaction) effect. (e.g., first-order, second-order).
This parametrization is motivated by several guiding principles from the experimental design
literature [14], which are briefly described below. In statistical parlance, the terms f̂(k)uk are
effects.
• Effect sparsity assumes that only a small number of inputs in f are important. In (39), this
sparsity means that only a small number of product weights w are large. This principle
arises in the sufficient condition for strong tractability in Corollary 1.
• Effect heredity assumes that lower-order effects are more important than higher-order
effects. E.g., λ(1,0,0,...,0) should be larger than λ(1,1,0,...,0). In (39), this heredity can be
enforced by assuming that the order weights Γm decrease with m.
• Effect hierarchy assumes that an effect is active only when all its component effects are
active. For example, λ(1,1,0,...,0) > 0 only when λ(1,0,0,...,0) and λ(0,1,0,...,0) are both nonzero.
This hierarchy is implicitly enforced by the product structure of the weights in (39).
• Effect smoothness assumes that lower-degree effects are more important than higher-degree
effects. For example, when the (u˜k)k∈N0 are polynomials, this means that linear effects
are more important than quadratic effects, which are in turn more significant than cubic
effects, and so on. Effect smoothness can be imposed by assuming s to be a decreasing
sequence.
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The λk defined in (39) are called product, order and smoothness dependent (POSD) weights.
From a quasi-Monte Carlo (QMC) perspective, the POSD weights in (39) generalize upon the
product-and-order dependent (POD) weights in [7], which were introduced for analyzing QMC
methods in partial differential equations with random coefficients. The latter POD weights can
be recovered by ignoring the smoothness weights.
Our POSD weights differ from the smoothness-driven product-and-order dependent (SPOD)
weights in [2], which were recently used to analyze higher-order QMC methods for stochastic
partial differential equations. These SPOD weights take the form:
γu =
∑
k∈{1,...,α}|u|
‖k‖1!
∏
`∈u
(
2δ(k`,α)wk``
)
, ‖k‖1 =
d∑
l=1
k`, u ⊆ {1, . . . , d},
where δ(k`, α) is 1 if k` = α and 0 otherwise. Intuitively, the SPOD weights quantify the
importance of each subspace (indexed by u), under a common smoothness structure among
subspaces (for further details on SPOD weights, we refer the reader to [2]). In contrast, the
proposed POSD weights in (39) instead quantify the importance of each Fourier series coefficient
f̂(k) (indexed by k), under a common smoothness structure among coefficients.
4.2 Inferring POSD Weights from an Initial Sample
Let Cλ denote the cone of inputs defined in (16) by POSD weights λ =
(
λk
)
k∈Nd0 . As mentioned
above, our goal here is to infer λ from input function data. We start with an initial set of
wavenumbers:
K¯ = {(0, . . . , 0, k, 0, . . . , 0) : k = 0, . . . , kmax}. (40)
The approximation to f based on sampling the series coefficients for these wavenumbers is
fapp =
∑
k∈K¯
f̂(k)uk.
We choose the Cλ that best fits f by selecting λ to make the norm of fapp small:
λ¯ = λ(w¯, s¯,Γ),
where (w¯, s¯) = min
 argmin(w,s)∈W×S
∥∥∥∥∥
(
f̂(k)
λk(w, s,Γ)
)
k∈K¯
∥∥∥∥∥
ρ
 . (41)
Here, W is a candidate set for coordinate weights, e.g., W = [0, w∗]d, and S is a candidate set
for the smoothness weights, e.g., S = {(1/kr)∞k=1 : r > 0}. The inner minimization finds the
(w, s) that minimizes the approximate norm of the input function. This minimizer may be
non-unique, so the outer minimization chooses the smallest such (w, s). Making the coordinate
and smoothness weights as small as possible helps enforce the principles of effect sparsity. The
optimum, (w¯, s¯), then defines the data-inferred POSD λ, denoted λ¯.
The candidate sets W and S should be constructed such that the coordinate and smoothness
weights have a priori upper bounds. Otherwise the inner minimization would choose huge values
for w and s to maximize the λk(w, s,Γ) and minimize the norm of fapp. The cardinality of the
initial set of wavenumbers is dkmax + 1. There is a trade-off between keeping kmax small enough
to reducing cost and making kmax large enough to ensuring robustness.
For simplicity, we assume that order weights, Γ, are fixed a priori. If desired, they too could
be inferred as the next step. However, since we want to limit the size of the initial sample to
O(d) we must sample judiciously the higher order interactions.
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The optimization in (41) is nontrivial to solve numerically. In practice, we iteratively optimize
over w and then s until convergence is reached. At each step of the iteration ‖(fˆ(k)/λk)k∈K¯‖ρ
decreases.
Algorithm 4 combines the construction of data-inferred POSD weights, λ¯, with Algorithm 2
of Section 2. This algorithm succeeds for input functions in the cone
C¯ := {f ∈ F : f ∈ Cλ¯ for λ¯ defined in (41)} . (42)
The reason that C¯ is a cone is that the data-inferred λ¯ for the input function f is exactly the
same as for the input function cf , where c is any constant.
Algorithm 4 Adaptive ALG Based on Data-Inferred POSD Weights
Parameters: the bases {uk}k∈Nd0 and {vk}k∈Nd0 ; candidate setsW and S; maximum smoothness
degree, kmax; order weights, Γ; an inflation factor, A > 1; APP satisfying (11)
Input: a black-box function, f ; an absolute error tolerance, ε > 0
Ensure: Error criterion (2) for the cone defined in (42)
Define the initial set of wavenumbers K¯ defined in (40)
Evaluate initial sample
{
f̂(k)
}
k∈K¯
Compute data-driven POSD weights, λ¯ according to (41)
Using these weights, λ¯, perform Algorithm 2 to obtain ALG(f, ε)
Return ALG(f, ε)
4.3 Numerical Examples
We now investigate the numerical performance of this adaptive algorithm using data-inferred
POSD weights. For simplicity, only the case of ρ =∞ and ρ′ = τ = 1 is considered in the following
examples. Here, the basis functions (uk)k∈Nd0 are Chebyshev polynomials in Section 1.1, and the
solution operator is SOL(f) = f (i.e., function approximation). We note that ‖f−ALG(f, ε)‖∞ ≤
‖f −ALG(f, ε)‖G , so our error criterion (2) implies that ‖f −ALG(f, ε)‖∞ ≤ ε.
The simulation set-up is as follows. The Fourier coefficients for input function f , {fˆ(k)}k∈Nd0 ,
are randomly sampled as:
fˆ(k) = Zk Γ
tr
‖k‖0
d∏
`=1
k`>0
wtr` s
tr
k`
, Zk
i.i.d.∼ Unif[−1, 1], k ∈ Nd0.
Here, (wtr` )
d
`=1 = (1/L
2(`))dl=1, (Γ
tr
k )
∞
k=1 ≡ 1 and (strj )kmaxj=1 = (1/j4)4j=1 are the true coordinate,
order, and smoothness weights, and Zk randomly sets the magnitude and sign of each coefficient.
Moreover,
(
L(`)
)d
`=1
is a random permutation of 1, . . . , d to ensure that the order of input
variables does not necessarily reflect their order of importance. We also set Γ = Γtr in Algorithm
4 and use an inflation factor of A = 1.1.
Figures 1 (a) and (b) display the total required sample size from Algorithm 4, as a function
of the error to tolerance ratio, ‖f −ALG(f, ε)‖∞/ε, in d = 4 and d = 7 dimensions, respectively.
Each data point corresponds to a different error tolerance ε. A ratio ‖f −ALG(f, ε)‖∞/ε close
to, but not exceeding, one is desired, since this shows that our adaptive algorithm is successful.
For d = 4, ‖f − ALG(f, ε)‖∞/ε fluctuates around 0.4 for all choices of ε; for d = 7, this ratio
begins at ≈ 0.1 for ε = 0.1, then decreases to ≈ 0.014 for ε = 0.001. This shows that our
adaptive approximation algorithm works reasonably well. It appears slightly more effective
in lower dimensions than in higher dimensions. A likely reason is that the underlying POSD
structure can be more easily learned from a small pilot sample in lower dimensions than in higher
dimensions.
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(a) f is a d = 4-dim. function with random Fourier coefficients.
(b) f is a d = 7-dim. function with random Fourier coefficients.
Figure 1: Total required sample size as a function of error ratio ‖f −ALG(f, ε)‖∞/ε, with points
colored by the absolute error tolerance level ε.
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