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a b s t r a c t
In this paper we consider difference schemes for two-point BVPs for systems of first order
nonlinear ODEs. It was shown in former papers of the authors that starting from the two-
point exact difference scheme (EDS) one can derive a so-called truncated difference scheme
(TDS)which apriori possesses an arbitrary givenorder of accuracym. Here,wedemonstrate
that the TDS can be reduced to the numerical solution of some IVPs defined on each
segment [xj−1, xj] of the grid by an arbitrary IVP-solver of the orderm. Using the difference
schemes of the orders of accuracym andm+ 1 we develop an a posteriori error estimator
for the numerical solution of the order m. An algorithm for the automatic generation of
a grid which guarantees the prescribed accuracy is presented. It is based on embedded
Runge–Kutta methods. Some numerical results confirming the efficiency of the algorithm
are given.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider two-point boundary value problems (BVPs) of the form
u′ + A(x)u = f(x,u), x ∈ (0, 1), B0u(0)+ B1u(1) = d, (1.1)
where
A(x), B0, B1 ∈ Rd×d, rank[B0, B1] = d, f(x,u), d,u(x) ∈ Rd
and u is an unknown d-dimensional vector-function.
For the numerical solution of (1.1) an exact two-point difference scheme (EDS) has been proposed in [1]. This EDS is
defined on an arbitrary irregular grid
ω̂h =
{
xj : 0 = x0 < x1 < · · · < xN = 1, hj = xj − xj−1 > 0
}
and generates a solution which coincides with a projection of the exact solution of the BVP onto the grid ω̂h. The algorithmic
realization of the EDS leads to the so-called truncated difference schemes (TDS) of an arbitrary order of accuracy (prescribed
by the user). In [1] the TDS of a desired order of accuracy m is constructed by the numerical integration of the initial value
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problem (IVP) defining the fundamentalmatrix of the linear part of the differential operator in (1.1) aswell as the integration
of an IVP for the nonlinear ODE (1.1) on each subinterval [xj−1, xj]. A one-step Taylor series method of the order m is used
as IVP-solver.
In [2] an improved implementation of the TDS is studiedwhich possesses the followingmain features: (1) the complexity
is dramatically reduced due to the fact that no fundamental matrix must be computed; (2) the user can choose an arbitrary
one-step method as the IVP-solver. The theoretical framework of the paper [2] allows to carry out a rigorous mathematical
analysis of the proposed algorithms including existence and uniqueness results for EDS and TDS, a priori estimates for TDS
and convergence results for an iterative procedure which is used to solve the corresponding nonlinear equations.
The idea of the TDS method is similar to that of the well-known multiple shooting method (see e.g. [3–6]). However,
in our opinion, the two methods differ in the following areas. The implementation of the corresponding algorithm and the
justification of the techniques are completely different [2]. Our new theory of the TDS allows us to gain a deep insight into the
analytical properties of the method with sharp a priori and a posteriori estimates of the order of accuracy (see e.g. formula
(3.1)). These estimates can be used to develop an efficient error control and an appropriate grid generation. Moreover, the
block matrices in the multiple shooting matrix have to be determined by solving associated IVPs. In our TDS method the
corresponding matrices are approximated explicitly (see [2] for details).
In this paper we propose a new algorithm for the a posteriori error estimation and the automatic grid generation
when the BVPs (1.1) are solved numerically by TDS. Some numerical examples are presented which confirm the
efficiency of the proposed algorithms. The corresponding Fortran code nbvpode is available under www.minet.uni-
jena.de/~hermann/software.
2. Two-point difference schemes of an arbitrary order of accuracy
In what follows we denote by ‖u‖ = √uTu the Euclidian norm of u ∈ Rd and we will use the subordinate matrix norm
generated by this vector norm. For vector-functions u(x) ∈ C[0, 1], we define the norm ‖u‖0,∞,[0,1] = maxx∈[0,1] ‖u(x)‖.
Let us make the following assumptions:
(PI) The linear homogeneous problem (f ≡ 0) corresponding to (1.1) possesses only the trivial solution.
(PII) For the elements of the matrix A(x) = [aij(x)]di,j=1 it holds aij(x) ∈ C[0, 1], i, j = 1, 2, . . . , d.
(PIII) The vector-function f(x,u) = {fj(x,u)}dj=1 satisfies the conditions
fj(x,u) ∈ C([0, 1] ×Ω ([0, 1], r(·))), ‖f(x,u)‖ ≤ K for all u ∈ Ω ([0, 1], r(·)) ,
‖f(x,u)− f(x, v)‖ ≤ L ‖u− v‖ for all x ∈ [0, 1] and u, v ∈ Ω ([0, 1], r(·)) ,
r(x) = K exp(c1x) [x+ ‖H‖ exp(c1)] ,
where
Ω ([0, 1], r(·)) =
{
v(x) = (vj(x))dj=1 , vj(x) ∈ C[0, 1], j = 1, 2, . . . , d, ∥∥v(x)− u(0)(x)∥∥ ≤ r(x), x ∈ [0, 1]} ,
u(0)(x) = U(x, 0)Q−1d, Q = B0 + B1U(1, 0), H = Q−1B1, c1 = max
x∈[0,1]
‖A(x)‖ ,
U(x, ξ) ∈ Rd×d is the fundamental matrix of the linear part of the ODE (1.1). Note, this matrix must not be computed
in the algorithms presented at the end of Section 3.
Sufficient conditions under which the problem (1.1) possesses a unique solution in the sphere Ω([0, 1], r(·)) are given
in [1].
The truncated difference scheme of the order of accuracym has the form
y(m)j = Y(m)j(xj, y(m)j−1), j = 1, 2, . . . ,N, (2.1)
B0y
(m)
0 + B1y(m)N = d, (2.2)
where Y(m)j(xj, yj−1) is the numerical solution of the IVP
dYj(x, yj−1)
dx
+ A(x)Yj(x, yj−1) = f
(
x, Yj(x, yj−1)
)
, x ∈ (xj−1, xj],
Yj(xj−1, yj−1) = yj−1, j = 1, . . . ,N,
(2.3)
on the interval [xj−1, xj]which can be determined by some one-step method of the orderm
Y(m)j(xj, yj−1) = yj−1 + hj8(xj−1, yj−1, hj), (2.4)
wherem is a natural number and8(x,u, h) is the increment function (see e.g. [3]).
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For example in the case of an explicit Runge–Kutta method we have
8(xj−1, yj−1, hj) = b1k1 + b2k2 + · · · + bsks,
k1 = f
(
xj−1, yj−1
)− A(xj−1)yj−1,
k2 = f
(
xj−1 + c2hj, yj−1 + hja21k1
)− A(xj−1 + c2hj) (yj−1 + hja21k1) ,
...
ks = f
(
xj−1 + cshj, yj−1 + hj
(
as1k1 + as2k2 + · · · + as,s−1ks−1
))
− A(xj−1 + cshj)
(
yj−1 + hj
(
as1k1 + as2k2 + · · · + as,s−1ks−1
))
,
with the corresponding real parameters ci, aij, i = 2, 3, . . . , s, j = 1, 2, . . . , s− 1, and bi, i = 1, 2, . . . , s.
Let the method (2.4) be of the order of accuracy m. If we assume that the increment function 8(x,u, h) is sufficiently
smooth, the entries aps(x) of the matrix A(x) belong to Cm[0, 1] and there exists a real number ∆ > 0 such that fp(x,u) ∈
Ck,m−k([0, 1] ×Ω([0, 1], r(·)+∆)), with k = 0, 1, . . . ,m− 1 and p = 1, 2, . . . , d, then
Yj(xj, yj−1) = Y(m)j(xj, yj−1)+ ψj(xj, yj−1)hm+1j + O(hm+2j ). (2.5)
It was proven in [2] that the difference scheme (2.1), (2.2) possesses the order of accuracym and the a priori estimate∥∥y(m) − u∥∥0,∞,ω̂h = max0≤j≤N ∣∣∣y(m)j − uj∣∣∣ ≤ M (|h|m) (2.6)
holds, where the constantM does not depend on |h| = max1≤j≤N hj.
Newton’s method applied to the difference equations (2.1), (2.2) has the form
∇y(m,n)j −
∂Y(m)j(xj, y
(m,n−1)
j−1 )
∂u
∇y(m,n)j−1 = Y(m)j(xj, y(m,n−1)j−1 )− y(m,n−1)j , j = 1, 2, . . . ,N,
B0∇y(m,n)0 + B1∇y(m,n)N = 0, n = 1, 2, . . . ,
y(m,n)j = y(m,n−1)j +∇y(m,n)j , j = 0, 1, . . . ,N, n = 1, 2, . . . ,
(2.7)
where n is the iteration number,
∂Y(m)j(xj, y
(m)
j−1)
∂u
= I + hj
∂8(xj−1, y(m)j−1, hj)
∂u
= I + hj
[
∂f(xj−1, y(m)j−1)
∂u
− A(xj−1)
]
+ O (h2j )
and
∂f(xj−1,y(m)j−1)
∂u is the Jacobian of the vector-function f(x,u) at the point (xj−1, y
(m)
j−1).
Setting
Sj =
∂Y(m)j(xj, y
(m,n−1)
j−1 )
∂u
system (2.7) can be written in the following equivalent form
[B0 + B1S]∇y(m,n)0 = −B1ϕ,
y(m,n)0 = y(m,n−1)0 +∇y(m,n)0 ,
(2.8)
with
S = SNSN−1 · · · S1, ϕ = ϕN , ϕ0 = 0,
ϕj = Sjϕj−1 + Y(m)j(xj, y(m,n−1)j−1 )− y(m,n−1)j , j = 1, 2, . . . ,N.
The coefficient matrix of the linear system (2.8) has the dimension d × d. After the solution of (2.8) is determined (this
requires O(N) arithmetical operations since the dimension d is small in comparison with N), one calculates the solution of
the system (2.7) by
∇y(m,n)j = SjSj−1 · · · S1∇y(m,n)0 + ϕj,
y(m,n)j = y(m,n−1)j +∇y(m,n)j , j = 1, 2, . . . ,N.
(2.9)
3. A posteriori error estimation and a grid generation algorithm
In order to construct an algorithm which automatically generates a grid such that the desired tolerance ε of the
approximate solution is guaranteed one can use various strategies. We discuss briefly only the following two possibilities
which are based on the theory described above.
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The first possibility is the classical technique which has been proposed by Runge. The estimate (2.6) via standard
considerations implies the following a posteriori h-h/2-strategy to arrive within a given tolerance ε (for a fixed m). Let
y(m)N be the solution of the difference scheme of the order of accuracym on the grid {x0, . . . , xN}, and y(m)2N the solution of this
scheme on the grid {x0, . . . , x2N}. If it holds∥∥∥y(m)N − y(m)2N ∥∥∥0,∞,ω̂h ≤ (2m − 1)ε,
then the tolerance ε is achieved. If an approximate solution y(m)2N is determined with the desired tolerance, one can improve
it afterwards by the Richardson extrapolation:
ŷ(m)N (xj) = y(m)2N (xj)+
y(m)2N (xj)− y(m)N (xj)
2m − 1 , j = 0, . . . ,N.
The main drawback of this strategy is that the grid for the difference scheme (2.1), (2.2) must be uniform or quasi-uniform.
The second possibility is based on the following simple idea. Due to (2.6) the difference scheme (2.1), (2.2) possesses the
order of accuracym, which is an integer number. In order to obtain two TDS of the ordersm andm+ 1 by our method one
should solve the IVPs (2.3) by two one-stepmethods (2.4) of the corresponding orders. Here we use embedded Runge–Kutta
methods (see e.g. [7]) of the orders m and m + 1 (code RKF(m + 1)(m)). An a posteriori error estimate for the difference
scheme (2.1), (2.2) is then given by ‖y(m) − y(m+1)‖0,∞,ωˆh ≡ ‖y(m)N − y(m+1)N ‖0,∞,ωˆh , and we have∥∥y(m) − y(m+1)∥∥0,∞,ω̂h = ∥∥y(m) − u∥∥0,∞,ω̂h + O (|h|m+1) . (3.1)
Thus, we can compute the approximate solution of problem (1.1) by the difference scheme (2.1), (2.2) with a given tolerance
ε provided that ‖y(m) − y(m+1)‖0,∞,ω̂h < ε.
The following algorithm generates a non-uniform grid ˆ¯ωh such that the desired accuracy is obtained and computes
an approximate solution of the problems (2.3). The relations (2.5) and (2.6) guarantee that the error of the approximate
solution of the BVP (1.1) is within a given tolerance ε, provided that for each j = 0, . . . ,N the solutions of the IVPs (2.3) are
approximatedwith the tolerance hjε. Using the well-known idea of embedded Runge–Kuttamethods we can then construct
a non-uniform grid ˆ¯ωh such that the IVPs (2.3) are solved with the tolerance hjε. Having in mind the IVPs (2.3), the error of
the Runge–Kutta method of orderm is
Yj(xj, yj−1)− Y(m)j(xj, yj−1) = ψj(xj, yj−1)hm+1j + O(hm+2j ), (3.2)
i.e., for the embedded Runge–Kutta methods of the orders m and m + 1 we have the following a posteriori estimates
(neglecting the terms of the higher orders O(hm+2j ))
Y(m+1)j(xj, yj−1)− Y(m)j(xj, yj−1) ≈ ψj(xj, yj−1)hm+1j .
Thus, if ‖Y(m)j(xj, yj−1) − Y(m+1)j(xj, yj−1)‖ < hjε then the solutions of the IVPs are determined on the interval [xj−1, xj]
within the prescribed tolerance. If this is not the case the previous step-size is divided by two. A doubling of the step-size hj
changes the main terms of the error (see (3.2)) as follows
2m+1ψj(xj, yj−1)hm+1j .
This fact is used for a possible increasing of the next step-size provided that on the previous subinterval the corresponding
terms satisfy the prescribed tolerance.
Algorithm. AG( ˆ¯ωNo , ˆ¯ωNi , ε,m, h1, RKF(m+ 1)(m), A, f, y).
Input: An error tolerance ε, the order of accuracym of the TDS, an initial step-size h1, an embedded Runge–Kuttamethod
RKF(m + 1)(m), two subroutines which define the problem data A(x) and f(x,u) of (1.1), an input grid ˆ¯ωNi as well as the
initial values yj−1 for the IVPs (2.3) on ˆ¯ωNi .
Output: A non-uniform grid ˆ¯ωNo on which the numerical solution of (2.3),
Y(l)j(xj, y
(l)
j−1), l = m,m+ 1, xj ∈ ˆ¯ωN , j = 1(1)No,
is determined within the tolerance hjε.
1. Set j := 0, x0 := 0, x1 := h1.
2. Set j := j+ 1.
3. if xj does not belong to ˆ¯ωNi then determine yj−1(xj) by linear interpolation of yj−1 on the input grid.
4. Solve the IVPs (2.3) on the interval [xj−1, xj] using RKF(m+ 1)(m) and compute the a posteriori error
e := ∥∥Y(m)j(xj, yj−1)− Y(m+1)j(xj, yj−1)∥∥ .
5. if e > hjε then begin hj := hj/2; go to step 4 end.
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Table 4.1
Numerical results for the TDS withm = 8(7).
ε N NFUN Error
10−4 72 11323 0.143 · 10−5
10−6 124 19435 0.538 · 10−7
6. Set xj := xj−1 + hj.
7. if xj < 1 then begin if 2m+1e ≤ hjε then hj+1 := 2hj else hj+1 := hj; go to step 2 end.
8. Set No := j.
9. if xNo > 1 then begin hNo := 1− xNo−1; xNo := 1;
Solve the IVPs (2.3) on the interval [xNo−1, xNo ] using RKF(m+ 1)(m) end.
10. Stop.
The estimation (2.6) is the basis of the following algorithmwhich computes for the BVP (1.1) the corresponding solution
y(m+1)j , j = 1, . . . ,N , of the TDS (2.1), (2.2) of the order of accuracym+ 1 on a grid ˆ¯ωN computed by the algorithm AG.
Algorithm. A(y(m+1), ˆ¯ωN , ˆ¯ωN0 , ε,m, h1, RKF(m+ 1)(m), A, f,u(0)).
Input: The initial grid ˆ¯ωN0 , the starting approximation u(0) for the solution of the BVP on ˆ¯ωN0 , an error tolerance ε,
the order of accuracy m of the TDS, an initial step-size h1, an embedded Runge–Kutta method RKF(m + 1)(m) and two
subroutines which define the problem data A(x) and f(x,u) of (1.1).
Output: The grid ˆ¯ωN and the approximate solution y(m+1)(xj), xj ∈ ˆ¯ωN , j = 0, . . . ,N , of the BVP (1.1) on this grid with
an error not greater than the given tolerance ε.
1. Set the tolerance for Newton’s iteration εit := 0.25ε.
2. Set y := u(0).
3. Set n := 0; l := m. Compute the grid ˆ¯ωN and the numerical solution of (2.3) using the algorithm
AG( ˆ¯ωN , ˆ¯ωN0 , ε,m, h1, RKF(m+ 1)(m), A, f, y).
4. Set n := n+ 1.
5. Find y(l,n)0 by solving the system of linear algebraic equations (2.8) and compute y
(l,n)
j , j = 1, . . . ,N , by formula (2.9).
6. Find Y(l)j(xj, y
(l)
j−1), j = 1, . . . ,N , by a Runge–Kutta method of the order l.
7. If ‖y(l,n) − y(l,n−1)‖0,∞,ωˆN > εit then go to Step 4.
8. If l = m then begin y(l) := y(l,n); n := 0; l := m+ 1; go to Step 4 end.
9. If ‖y(m+1) − y(m)‖0,∞,ωˆh > ε then begin y := y(m+1); go to Step 3 end.
10. Stop.
4. Numerical experiments
Example 4.1. The first BVP goes back to Troesch (see e.g. [8]) and represents a well-known test problem for numerical
software:
u′′ = λ sinh(λu), x ∈ (0, 1), λ > 0, u(0) = 0, u(1) = 1. (4.1)
The exact solution of Troesch’s test problem can be represented in the form (see, for example [5])
u(x, s) = 2
λ
arcsinh
(
s · sn(λx, k)
2 · cn(λx, k)
)
, k2 = 1− s
2
4
, (4.2)
where sn(λx, k), cn(λx, k) are the elliptic Jacobi functions and the parameter s satisfies the equation
2
λ
arcsinh
(
s · sn(λ, k)
2 · cn(λ, k)
)
= 1.
For example, for the parameter value λ = 10 it holds s = 0.35833778463 · 10−3. The results of the algorithms under
consideration applied to this problem reformulated as a BVP for the corresponding system of the first order ODEs with
λ = 10 are given in Table 4.1, where ε is the prescribed tolerance, N is the number of grid points, NFUN denotes the number
of the calls of the function f(x,u) and Error is the difference between the numerical and the exact solutions
Error = max

∥∥∥∥∥ y(m) − umax (|y(m)|, 10−5)
∥∥∥∥∥
0,∞, ˆ¯ωh
,
∥∥∥∥∥∥
dy(m)
dx − dudx
max
(∣∣∣ dy(m)dx ∣∣∣ , 10−5)
∥∥∥∥∥∥
0,∞, ˆ¯ωh
 .
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Table 4.2
Numerical results for the TDS withm = 8(7).
ε N NFUN Error
10−6 19 4940 0.163 · 10−7
10−8 19 6422 0.420 · 10−9
Example 4.2. Let us consider the periodic BVP (see [9])
u′′ = −0.05u′ − 0.02u2 sin x+ 0.00005 sin x cos2 x− 0.05 cos x− 0.0025 sin x, x ∈ (0, 2pi),
u(0) = u(2pi), u′(0) = u′(2pi)
which has the exact solution u(x) = 0.05 cos x. The results of the algorithms under consideration are given in Table 4.2.
In the two examples above the actual error is more than one order of magnitude smaller than the prescribed tolerance,
which could be interpreted as an exaggerated accuracy of the algorithm, requiring possibly too much numerical effort.
However, one can find numerical examples where the actual error and the prescribed tolerance are of the same order; see
e.g. [2]. The reason for this behaviour of our algorithm is that it guarantees the prescribed tolerance in any case.
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