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Abstract
We give the full description of the group of invertible elements in the group algebra kD∞ of the infinite
dihedral group D∞ by using its action on a tree.
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1. Introduction
Let k be a field and let D∞ = 〈s, t | s2 = 1, sts−1 = t−1〉 = 〈s〉 ∗ 〈st〉 be the infinite dihedral
group. In this paper we study the structure of the unit group UkD∞ of the group algebra kD∞.
We extend the results of Mirowicz [9] who determined the structure of UZ2D∞ and UZ3D∞
and showed that these groups are not finitely generated.
Group algebras of free products can be viewed as special cases of coproducts of rings, which
were studied, among others, by Cohn, Bergman and Gerasimov (see [1–4,7]). They, as well as
Mirowicz, have applied arguments of combinatorial nature. The unit group of the rational group
algebra of free product of two cyclic groups was also studied using combinatorial techniques by
Dokuchaev and Sobral Singer (see [6]).
Alternatively, one can study free products (with amalgamation) by using the technique of
groups acting on trees. Following this way, we give a complete description of UkD∞ in terms of
generators and relations (Theorem 6.1 and Proposition 7.1) which generalizes the results of [9].
Moreover, we apply our description in Sections 8 and 9 to answer two questions concerning
certain subgroups of UkD∞.
E-mail address: lukwiech@googlemail.com.0021-8693/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2007.01.032
782 Ł. Wiechecki / Journal of Algebra 311 (2007) 781–7992. Basic facts from the theory of groups acting on trees
Fundamentals of the theory of group actions on trees are presented in detail in the books by
Serre [11] and also by Dicks and Dunwoody [5]. For the convenience of the reader, we quote all
necessary definitions and theorems. We use notation and conventions from [11].
Definition 2.1. A graph X consists of a set Z = vertX, a set Y = edgeX and two maps: Y →
Z × Z, y → (o(y), t (y)), and Y → Y , y → y¯ such that for each y ∈ Y holds ¯¯y = y, y¯ 	= y and
o(y) = t (y¯).
An element P ∈ Z is called a vertex of a graph X, an element y ∈ Y is called an (oriented)
edge of a graph X and y¯ is called the inverse edge of y. The vertex o(y) = t (y¯) is called the
origin and t (y) = o(y¯) is called the terminus of y. Both vertices are called extremities of y. Two
vertices are adjacent if they are extremities of some edge.
Definition 2.2. An orientation of a graph X is a subset Y+ of Y = edgeX such that Y is a disjoint
union of Y+ and Y+.
Definition 2.3. A path (of length n) in a graph is a sequence (y1, y2, . . . , yn) of edges such that
t (yi) = o(yi+1) (i = 1, . . . , n − 1). We say the path is without backtracking if yi+1 	= y¯i for
i = 1, . . . , n− 1.
Analogously one can define an infinite path.
Definition 2.4. A circuit (of length n) in a graph is a path (y1, . . . , yn) such that t (yn) = o(y1)
and o(yi) 	= o(yj ) for all i 	= j .
Definition 2.5. A tree is a nonempty graph without circuits such that every two vertices can be
connected by a path.
Consider a left action of a group G on a tree X, i.e., a homomorphism from G into the
automorphism group of the tree X. We will denote by gy and gP the images of edge y ∈ edgeX
and vertex P ∈ vertX under g ∈ G.
Throughout the paper we will assume that G acts on a tree X without inversion, i.e., gy 	= y¯ for
all g ∈ G and y ∈ edgeX. This requirement is equivalent to the statement that some orientation
of X is preserved by the action of G.
If G acts without inversion on a tree X then we can define the quotient graph G\X: the vertex
set (edge set) of G\X is the quotient set of vertX (edgeX) under the action of G.
Definition 2.6. A fundamental domain X mod G is a subgraph T of X such that T → G\X is a
graph isomorphism.
Theorem 2.7. (See [11, I.4.1, Proposition 17].) Let G be a group acting on a tree X. A funda-
mental domain X mod G exists if and only if G\X is a tree.
Let G be a group acting on a tree X and let T be its fundamental domain. Denote by GP and
Gy the stabilizers of a vertex P ∈ vertX and an edge y ∈ edgeX. Then Gy = Gy¯ and we have
natural monomorphisms Gy ↪→ Gt(y), denoted by a → ay . We define
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(

P∈vertT
GP
)/
H,
where H is the normal subgroup ofP∈vertT GP generated by all elements of the form ay(ay¯)−1
(y ∈ edgeT ). The natural inclusions GP ↪→ G induce a homomorphism φ :GT → G.
Theorem 2.8. (See [11, I.4.5, Theorem 10].) Under the assumptions above φ is an isomorphism.
Although sufficient for our purposes, Theorem 2.8 has interesting generalizations—see [11,
I.5.4] or [5, I.9.2].
3. The tree of SL2 over a local field
Following [11, Chapter II], we construct a tree that will be essential in our description of the
group UkD∞.
In this chapter K will denote a (commutative) field with a discrete valuation v. Let O =
{a ∈ K | v(a) 0} be the valuation ring of K . We fix a uniformizer π ∈ K such that v(π) = 1.
By k we denote residue field of v: k =O/πO. Let V be a linear space of dimension 2 over K .
Definition 3.1. A lattice in V is any finitely generated O-submodule of V that generates V as a
linear space over K .
Each lattice is a free O-module of rank 2. We split the set of all lattices into classes. Two
lattices L, L′ belong to the same class iff there exists x ∈ K∗ such that L′ = xL. We denote by
X the set of lattice classes. The tree to be built below will have X as its set of vertices.
The edges are defined as follows. Let L and L′ be lattices in V . The Invariant Factor Theorem
implies that there are an O-basis {e1, e2} of L and integers a, b such that {e1πa, e2πb} is an O-
basis for L′. The set {a, b} does not depend on the choice of {e1, e2}. Therefore |a − b| depends
on the classes Λ, Λ′ of L and L′ only. We denote this integer by d(Λ,Λ′) and call it the distance
between Λ and Λ′. We join vertices Λ and Λ′ with an edge iff d(Λ,Λ′) = 1.
Theorem 3.2. (See [11, II.1.1, Theorem 1].)
(a) The graph X constructed above is a tree.
(b) The shortest path joining vertices Λ and Λ′ is of length d(Λ,Λ′).
(c) The group GL2(K) acts on X without inversion.
Now we specialize to K = k(x) and v (a/b) = deg(b) − deg(a) for a, b ∈ k[x], b 	= 0. The
valuation ring O consists in this case of all fractions a/b such that deg(b) deg(a). We choose
1/x as an uniformizer.
Fix V = K2 with the canonical basis {e1, e2}. For any n 0 let Λn be the class of the lattice
Ln spanned by {e1xn, e2}. The vertices Λn of X are pairwise different, d(Λn,Λn+1) = 1 and
thus Λn form an infinite, reduced (i.e., with no vertex appearing twice) path, denoted by T0:
◦
Λ0
◦
Λ1
◦
Λ2
◦
Λ3
· · · .
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Γn =
{[
a b
0 d
] ∣∣∣ a, d ∈ k∗, b ∈ k[x], deg(b) n} for n 1.
Proposition 3.3. (See [11, II.1.6, Proposition 3].)
(a) The path T0 is a fundamental domain X mod Γ .
(b) Γn is the stabilizer of Λn in Γ (n 0).
(c) Γ0 acts transitively on the set of edges with origin Λ0.
(d) For n  1 the subgroup Γn stabilizes the edge ΛnΛn+1 and acts transitively on the set of
edges with origin Λn different from ΛnΛn+1.
4. UkD∞ as a subgroup of GL2(k[x])
We now consider the unit group of the group ring R0D∞, where R0 is a commutative domain.
As D∞ = 〈s, t | s2 = 1, sts−1 = t−1〉, any element in R0D∞ can be uniquely written as
a + bs, with a, b ∈ R0C∞ = R0[〈t〉]. The coset representation gives an embedding of R0D∞
into a matrix ring:
iR0 :R0D∞ → M2(R0C∞), iR0(a + bs) =
[
a b
b∗ a∗
]
,
where the star operator ∗ is defined for any element ∑agg ∈ R0G by the formula (∑agg)∗ =∑
agg
−1
. Denote
ΩR0 =
{[
a b
b∗ a∗
]
∈ M2(R0C∞)
∣∣∣ a, b ∈ R0C∞}.
Then we have UR0D∞  U(ΩR0) = ΩR0 ∩ GL2(R0C∞) (compare [9]).
We introduce the following notation for any group ring R0G:
(R0G)
e = {c ∈ R0G ∣∣ c∗ = c}, (R0G)o = {c ∈ R0G ∣∣ c∗ = −c}.
Lemma 4.1. Let R0 be a commutative domain. Then
(a) The rings R0[x] and (R0C∞)e are isomorphic;
(b) Each element in (R0C∞)o can be uniquely presented in the form a · (t − t−1), where a ∈
(R0C∞)e .
Proof. (a) Let Φ :R0[x] → (R0C∞)e be the R0-algebra monomorphism defined by Φ(x) =
t + t−1. An easy induction proves that Φ is onto.
(b) Each element (R0C∞)o is a linear combination of elements of the form tn − t−n with
coefficients in R0. The statement follows from the observation tn− t−n ∈ (t− t−1)(R0C∞)e . 
Theorem 4.2. (a) If k is a field of characteristic not equal to 2 then
U(Ωk) 
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
∩ GL2
(
k[x]).
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U(ΩZ) 
{[
f1(x) f2(x)
(x2 − 4)f3(x) f4(x)
]
∈ GL2
(
1
2
Z[x]
) ∣∣∣ f1 + f4, f2 + f3,
1
2
(
f1 + f4 + x(f2 + f3)
)
,
1
2
(
f1 − f4 + x(f2 − f3)
) ∈ Z[x]}.
Proof. (a) Set x = t + t−1, y = t − t−1. Then x∗ = x and y∗ = −y. Let A = [ 1 −1
y y
] ∈ GL2(k(t)).
Then A−1 = 12y−1
[ y 1
−y 1
]
and for X = [ a b
b∗ a∗
] ∈ Ωk :
AXA−1 =
[ 1
2 (a + a∗)− 12 (b + b∗) 12y (a − a∗)+ 12y (b − b∗)
1
2 (a − a∗)y − 12 (b − b∗)y 12 (a + a∗)+ 12 (b + b∗)
]
.
By Lemma 4.1, all entries of AXA−1 belong to (kC∞)e and thus can be interpreted as poly-
nomials in one variable x. Moreover, the bottom-left element is divisible by y2 = x2 − 4. Thus
we have a well defined homomorphism
F :U(Ωk) →
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
∩ GL2
(
k[x]), F (X) = AXA−1.
It is easy to check that F is a bijection.
(b) Here we need to identify the image of the subgroup U(ΩZ) under the homomorphism
X → AXA−1. By the formula for AXA−1 it follows that the image of [ a b
b∗ a∗
] ∈ ΩZ by this
homomorphism is of the form
[ f1(x) f2(x)
(x2−4)f3(x) f4(x)
]
, where f1(x) = (a + a∗)/2 − (b + b∗)/2,
f2(x) = y−1(a − a∗)/2 + y−1(b − b∗)/2, f3(x) = y−1(a − a∗)/2 − y−1(b − b∗)/2, f4(x) =
(a + a∗)/2 + (b + b∗)/2. It is easy to check that all conditions enumerated in Theorem 4.2(b)
are satisfied. It is also easy to verify that any such matrix is transformed by the homomorphism
B → A−1BA into a matrix [ a b
b∗ a∗
]
that belongs to ΩZ. 
5. A fundamental domain for the action of UkD∞
From now on k denotes a field of characteristic not equal to 2. Let
G =
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
∩ GL2
(
k[x]).
We will construct a fundamental domain T for X mod G, where X is the tree constructed in
the Section 3 with vertices which are classes of lattices over k(x) equipped with the valuation
defined under Theorem 3.2.
Lemma 5.1.
(a) For n 1 the following vertices belong to different G-orbits:
Λn,
[
0 1
1 0
]
Λn,
[
1 0
x + 2 1
]
Λn,
[
1 0
x − 2 1
]
Λn.
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Λ0 =
[
0 1
1 0
]
Λ0 and
[
1 0
x + 2 1
]
Λ0 =
[
1 0
x − 2 1
]
Λ0.
(c) The vertices [ 0 11 0]Λ1 and [ 1 0x+2 1]Λ0 are adjacent.
Proof. (a) If for some matrices A,B ∈ GL2(k(x)) the vertices AΛn and BΛn (n  1) belong
to the same G-orbit then there exists U ∈ G such that UAΛn = BΛn, i.e., UA = BS, for some
S stabilizing Λn. By Proposition 3.3 S =
(
a b
0 d
)
with a, d ∈ k∗, b ∈ k[x]. From U(2)A(2) =
B(2)S(2) (put x = 2) it follows that elements A(2)21 and B(2)21 are either both equal to 0 or
both not equal to 0, as U(2)21 = 0. The same holds for A(−2)21 and B(−2)21, as U(−2)21 = 0.
That completes the proof of (a).
(b) The conditions stated in (b) are satisfied because the matrices [ 0 11 0] and [ 1 0x+2 1]−1 ·[ 1 0
x−2 1
]= [ 1 0−4 1] belong to the stabilizer of Λ0. Suppose there exists a matrix U ∈ G such that
UΛ0 =
[ 1 0
x+2 1
]
Λ0, i.e., U =
[ 1 0
x+2 1
]
S for some S ∈ GL2(k) (see Proposition 3.3). Then x2 − 4
is a divisor of S11(x + 2)+ S21, which leads to a contradiction: S11 = S21 = 0.
(c) We choose lattices L0 = spanO
〈[ 1
x
]
,
[ 0
x
]〉
, L1 = spanO
〈[ 1
x
]
,
[ 0
1
]〉
representing vertices[ 0 1
1 0
]
Λ1 and
[ 1 0
x+2 1
]
Λ0. Then d
([ 0 1
1 0
]
Λ1,
[ 1 0
x+2 1
]
Λ0
) = 1, i.e., the vertices [ 0 11 0]Λ1 and[ 1 0
x+2 1
]
Λ0 are adjacent. 
Let T be the subtree of X presented in the picture below.
◦ ◦ ◦ ◦ . . .
Λ0 Λ1 Λ2 Λ3
◦
◦
◦
...
( 0
1
1
0
)
Λ1
( 0
1
1
0
)
Λ2
( 0
1
1
0
)
Λ3
◦
◦
◦
◦
◦
◦
◦



···








···
( 1
x+2
0
1
)
Λ0
( 1
x+2
0
1
)
Λ1
( 1
x+2
0
1
)
Λ2
( 1
x+2
0
1
)
Λ3
( 1
x−2
0
1
)
Λ1( 1
x−2
0
1
)
Λ2( 1
x−2
0
1
)
Λ3
Recall that in Proposition 3.3 we denoted by T0 the following tree
◦
Λ0
◦
Λ1
◦
Λ2
◦
Λ3
· · · .
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vertT = vertT0 ∪
[
0 1
1 0
]
vertT0 ∪
[
1 0
x + 2 1
]
vertT0 ∪
[
1 0
x − 2 1
]
vertT0,
edgeT = edgeT0 ∪
[
0 1
1 0
]
edgeT0 ∪
[
1 0
x + 2 1
]
edgeT0
∪
[
1 0
x − 2 1
]
edgeT0 ∪
{([
0 1
1 0
]
Λ1;
[
1 0
x + 2 1
]
Λ0
)}
,
where
([ 0 1
1 0
]
Λ1;
[ 1 0
x+2 1
]
Λ0
)
denotes the unique edge joining [ 0 11 0]Λ1 and [ 1 0x+2 1]Λ0, which
exists by Lemma 5.1(c).
Theorem 5.2. The tree T is a fundamental domain X mod G.
Proof. We will mark the images of edges, vertices and subtrees of X in G\X by tilde. By
Lemma 5.1, T is isomorphic to T˜ . It is thus sufficient to prove that T˜ is an open graph in the
connected graph G\X, i.e., for any y ∈ edgeX with o˜(y) ∈ vert T˜ there exists U ∈ G such that
U˜y ∈ edge T˜ . In other words, for any y ∈ edgeX there exists U ∈ G such that Uy ∈ edgeT . To
prove the last statement we need to consider a few cases.
1◦. o(y) = Λn, where n 1.
The existence of an appropriate matrix follows from Proposition 3.3(d) and the inclusion
StΛn ⊆ G for n 1.
2◦. o(y) =
[
0 1
1 0
]
Λn, where n 2.
We can assume that t (y) 	= [ 0 11 0]Λn+1. We have to find a matrix U = [ f1(x) f2(x)(x2−4)f3(x) f4(x)] ∈ G such
that U
[ 0 1
1 0
]
Λn =
[ 0 1
1 0
]
Λn and Ut(y) =
[ 0 1
1 0
]
Λn−1. Proposition 3.3(d) guarantees the existence
of a matrix S = [ s1 s2(x)0 s4 ] ∈ StΛn (with s1, s4 ∈ k∗ and deg s2  n) such that t (y) = [ 0 11 0]SΛn−1.
Thus the above conditions for U can be rewritten in the following form:[
0 1
1 0
]
U
[
0 1
1 0
]
∈ StΛn,
[
0 1
1 0
]
U
[
0 1
1 0
]
S ∈ StΛn−1.
The first inclusion follows easily from the second due to StΛn−1 ⊂ StΛn  S. We have[
0 1
1 0
]
U
[
0 1
1 0
]
=
[
f4(x) (x2 − 4)f3(x)
f2(x) f1(x)
]
.
Set f2(x) = 0, f1(x) = f1 ∈ k∗, f4(x) = f4 ∈ k∗. Then the second condition for U assumes the
form
deg
(
f4s2(x)+ s4
(
x2 − 4)f3(x)) n− 1.
788 Ł. Wiechecki / Journal of Algebra 311 (2007) 781–799We can thus find appropriate f1, f4, f3(x) by dividing s2(x) by x2 − 4 (the remainder will have
degree  1 n− 1).
3◦. o(y) = [ 1 0
x±2 1
]
Λn, where n 1.
Consider the case o(y) = [ 1 0
x+2 1
]
Λn (the remaining case can be handled analogously). We may
assume that t (y) 	= [ 1 0
x+2 1
]
Λn+1. We have to find a matrix
U =
[
f1(x) f2(x)
(x2 − 4)f3(x) f4(x)
]
∈ G
such that U
[ 1 0
x+2 1
]
Λn =
[ 1 0
x+2 1
]
Λn and Ut(y) =
[ 1 0
x+2 1
]
Λn−1. By Proposition 3.3(d), there
exists a matrix S = [ s1 s2(x)0 s4 ] ∈ StΛn (with s1, s4 ∈ k∗ and deg s2  n) such that t (y) =[ 1 0
x+2 1
]
SΛn−1. The above conditions for U can be written in the form[
1 0
−(x + 2) 1
]
U
[
1 0
x + 2 1
]
∈ StΛn,
[
1 0
−(x + 2) 1
]
U
[
1 0
x + 2 1
]
S ∈ StΛn−1.
Like in case 2◦, the second condition implies the first one. We thus need to find a matrix
W =
[
w1 w2(x)
0 w4
]
∈ StΛn−1 such that
[
1 0
−(x + 2) 1
]
U
[
1 0
x + 2 1
]
S = W,
i.e.,
U =
[
1 0
x + 2 1
]
WS−1
[
1 0
−(x + 2) 1
]
.
We look for elements w1,w4 ∈ k∗ and w2 ∈ k[x], degw2(x)  n − 1 such that U defined
by the formula above will belong to G, i.e., U(2) and U(−2) will be upper triangular matrices
over k. The matrix U(−2) is automatically upper triangular, because W and S are of this kind.
Easy calculations show that U(2) is upper triangular iff
w1s
−1
1 + 4w1s2(2)(s1s4)−1 − 4w2(2)s−14 −w4s−14 = 0.
It is clear that the equality will hold if we choose appropriately constants w1,w4 ∈ k∗ and w2 ∈ k.
4◦. o(y) = Λ0.
We look for a matrix U = [ f1 f20 f4 ] ∈ GL2(k) ∩ G such that Ut(y) = Λ1 or Ut(y) = [ 0 11 0]Λ1.
By Proposition 3.3, t (y) = SΛ1 for some S ∈ GL2(k). The condition Ut(y) = Λ1 means US ∈
T2(k) (the group of upper triangular matrices over k) and will be satisfied iff S ∈ T2(k). On the
other hand, Ut(y) = [ 0 11 0]Λ1 means [ 0 11 0]US ∈ T2(k), i.e., s1f1 + s3f2 = 0 and if s3 	= 0 then
we may put f1 = f4 = 1 and f2 = −s1s−13 .
5◦. o(y) = [ 0 1]Λ1.1 0
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[ 0 1
1 0
]
Λ0 and t (y) 	=
[ 0 1
1 0
]
Λ2. Then, by Proposition 3.3, t (y) =[ 0 1
1 0
][ a1 a2+b2x
0 a4
]
Λ0, where a1, a4 ∈ k∗, a2, b2 ∈ k.
We want to find f1, f4 ∈ k∗ such that
[ f1 0
0 f4
]
t (y) = Λ0 or
[
f1 0
0 f4
]
t (y) =
[
1 0
x + 2 1
]
Λ0 =
[
1 0
x 1
]
Λ0.
These conditions mean
[ f1 0
0 f4
][ a1 a2+b2x
0 a4
] ∈ GL2(k) and
[
1 0
−x 1
][
f1 0
0 f4
][
0 1
1 0
][
a1 a2 + b2x
0 a4
]
∈ GL2(k).
The first one will be satisfied iff b2 = 0. If b2 	= 0, then the second condition will be satisfied if
f1 = 1 and f4 = a4b−12 .
6◦. o(y) = [ 1 0
x+2 1
]
Λ0 =
[ 1 0
x−2 1
]
Λ0 =
[ 1 0
x 1
]
Λ0.
We look for a matrix U ∈ G such that
(i) U[ 1 0
x 1
]
Λ0 =
[ 1 0
x 1
]
Λ0 and
(ii) Ut(y) = [ 1 0
x+2 1
]
Λ1 or
(iii) Ut(y) = [ 1 0
x−2 1
]
Λ1 or
(iv) Ut(y) = [ 0 11 0]Λ1.
Condition (i) holds iff U = [ 1 0
x 1
][ f1 f2
f3 f4
][ 1 0
−x 1
]
for some
[ f1 f2
f3 f4
] ∈ GL2(k). Condition U ∈ G
implies (x2 − 4) | (−f2x2 + (f1 − f4)x + f3), i.e.,
(i′) f4 = f1 and f3 = 4f2.
Moreover, U is invertible iff f 21 − 4f 22 	= 0.
By Proposition 3.3, t (y) = [ 1 0
x 1
][ s1 s2
s3 s4
]
Λ1 for some matrix
[ s1 s2
s3 s4
] ∈ GL2(k). Conditions
(i)–(iii) assume then the following form
(ii′) [ 1 0−2 1][ f1 f24f2 f1 ][ s1 s2s3 s4 ] ∈ T2(k),
(iii′) [ 1 02 1][ f1 f24f2 f1 ][ s1 s2s3 s4 ] ∈ T2(k),
(iv′) [ x 11 0][ f1 f24f2 f1 ][ s1 s2s3 s4 ] ∈ T2(k[x])
or
(ii′′) (f1 − 2f2)(2s1 − s3) = 0,
(iii′′) (f1 + 2f2)(2s1 + s3) = 0,
(iv′′) f1s1 + f2s3 = 0,
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The last equality contradicts f 21 − 4f 22 	= 0 iff one of the first equalities holds. That proves 6◦.
Cases 1◦–6◦ cover all possibilities; that completes the proof of Theorem 5.2. 
Remark 5.3. By performing an appropriate affine transformation, we can see that Theorem 5.2,
after some small alterations, holds if instead of x2 − 4 we take any polynomial of the form
(x − a1)(x − a2), where a1 	= a2.
6. Structure of G
We can now describe the structure of G by using Theorem 2.8 and the results of the previous
section.
As the first step, we should find stabilizers in G of vertices and edges of subtree T . In what
follows we will denote by St the stabilizer in G and by StGL2(k[x]) the stabilizer in the whole
group GL2(k[x]). By Proposition 3.3:
StΛn = Γn =
{[
a f (x)
0 b
] ∣∣∣ a, b ∈ k∗, f ∈ k[x], degf (x) n}
for n 1 and StΛ0 = Γ0 ∩G = T2(k). If A ∈ GL2(k[x]) then the stabilizer of AΛn in G is equal
to A(StGL2(k[x])Λn)A−1 ∩G. Easy calculations show that for n 1
St
([
0 1
1 0
]
Λn
)
=
{[
b 0
f (x) a
] ∣∣∣ a, b ∈ k∗, degf (x) n, (x2 − 4) | f (x)},
and for n 	= 0
St
([
1 0
x + 2 1
]
Λn
)
=
{[
a − (x + 2)f (x) f (x)
−(x + 2)2f (x)+ (x + 2)(a − b) (x + 2)f (x)+ b
]
∣∣∣ a, b ∈ k∗, degf (x) n, (x − 2) | (4f (x)− a + b)},
St
([
1 0
x − 2 1
]
Λn
)
=
{[
a − (x − 2)f (x) f (x)
−(x − 2)2f (x)+ (x − 2)(a − b) (x − 2)f (x)+ b
]
∣∣∣ a, b ∈ k∗, degf (x) n, (x + 2) | (4f (x)+ a − b)}.
From the above it follows that the stabilizer of the edge joining [ 1 0
x+2 1
]
Λ0 and
[ 0 1
1 0
]
Λ1 is equal
to k · [ 1 00 1] and the stabilizer of the edge joining Λ0 and [ 0 11 0]Λ1 is the subgroup of all diagonal
matrices.
Let G1,G2,G3,G4 be subgroups of G defined in the following way:
G1 =
〈 ⋃
n0
St(Λn)
〉
, G2 =
〈 ⋃
n1
St
([
0 1
1 0
]
Λn
)〉
,
G3 =
〈 ⋃
St
([
1 0
x + 2 1
]
Λn
)〉
, G4 =
〈 ⋃
St
([
1 0
x − 2 1
]
Λn
)〉
.n0 n0
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G1 =
[
k∗ k[x]
0 k∗
]
, G2 =
[
k∗ 0
(x2 − 4)k[x] k∗
]
,
G3 =
{[
a − (x + 2)f (x) f (x)
−(x + 2)2f (x)+ (x + 2)(a − b) (x + 2)f (x)+ b
]
∣∣∣ a, b ∈ k∗, (x − 2) | (4f (x)− a + b)},
G4 =
{[
a − (x − 2)f (x) f (x)
−(x − 2)2f (x)+ (x − 2)(a − b) (x − 2)f (x)+ b
]
∣∣∣ a, b ∈ k∗, (x + 2) | (4f (x)+ a − b)}.
In every Gi we choose a normal subgroup Hi :
H1 =
[
1 k[x]
0 1
]
, H2 =
[
1 0
(x2 − 4)k[x] 1
]
,
H3 =
{[
1 − (x2 − 4)g(x) (x − 2)g(x)
−(x + 2)(x2 − 4)g(x) 1 + (x2 − 4)g(x)
] ∣∣∣ g(x) ∈ k[x]}
=
[
1 0
x + 2 1
][
1 (x − 2)k[x]
0 1
][
1 0
−(x + 2) 1
]
,
H4 =
{[
1 − (x2 − 4)g(x) (x + 2)g(x)
−(x − 2)(x2 − 4)g(x) 1 + (x2 − 4)g(x)
] ∣∣∣ g(x) ∈ k[x]}
=
[
1 0
x − 2 1
][
1 (x + 2)k[x]
0 1
][
1 0
−(x − 2) 1
]
.
We define also complement subgroups of Hi in Gi :
K1 = K2 =
[
k∗ 0
0 k∗
]
,
K3 = K4 = St
([
1 0
x + 2 1
]
Λ0
)
= St
([
1 0
x − 2 1
]
Λ0
)
=
[
1 0
x + 2 1
]{[
a 14 (a − b)
0 b
] ∣∣∣ a, b ∈ k∗}[ 1 0−(x + 2) 1
]
=
[
1 0
x − 2 1
]{[
a 14 (b − a)
0 b
] ∣∣∣ a, b ∈ k∗}[ 1 0−(x − 2) 1
]
=
{[ 1
2 (a + b)− 14 (a − b)x 14 (a − b)
− 14 (a − b)(x2 − 4) 12 (a + b)+ 14 (a − b)x
] ∣∣∣ a, b ∈ k∗}.
Directly from the definition it can be seen that
Hi 
(
k[x],+), Ki  (k∗, ·)× (k∗, ·),
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ψ1
([
1 g(x)
0 1
])
= g(x), ψ2
([
1 0
(x2 − 4)g(x) 1
])
= g(x),
ψ3
([
1 0
x + 2 1
][
1 (x − 2)g(x)
0 1
][
1 0
−(x + 2) 1
])
= g(x),
ψ4
([
1 0
x − 2 1
][
1 (x + 2)g(x)
0 1
][
1 0
−(x − 2) 1
])
= g(x),
χ1
([
a 0
0 b
])
= (a, b), χ2
([
a 0
0 b
])
= (b, a),
χ3
([
1 0
x + 2 1
][
a 14 (a − b)
0 b
][
1 0
−(x + 2) 1
])
= (a, b),
χ4
([
1 0
x − 2 1
][
a 14 (b − a)
0 b
][
1 0
−(x − 2) 1
])
= (a, b).
We also have Gi = Ki  Hi , where the action of (a, b) ∈ Ki  (k∗, ·)× (k∗, ·) on Hi is defined
as the multiplication by ab−1.
Applying Theorem 2.8 we get
Theorem 6.1.
G = (G1 K1 G2) k∗·I (G3 K3 G4),
where
(i) Gi  Ki  Hi ,
(ii) K1 = K2  (k∗, ·)× (k∗, ·), K3 = K4  (k∗, ·)× (k∗, ·),
(iii) Hi  (k[x],+) (1 i  4),
(iv) the action of Ki on Hi defining the semidirect product (i) corresponds for every (a, b) ∈
(k∗, ·)× (k∗, ·)  Ki to the multiplication by ab−1.
7. Structure of UkD∞
Recall that for any field k of characteristic not equal to 2 we defined in Section 4 an isomor-
phism between UkD∞ and
[ k[x] k[x]
(x2−4)k[x] k[x]
]∩GL2(k[x]) which was constructed as a composition
of two isomorphisms:
ik :UkD∞ →
{[
a b
b∗ a∗
]
∈ GL2(kC∞)
∣∣∣ a, b ∈ kC∞}, ik(a + bs) = [ a b
b∗ a∗
]
and
F :U(Ωk) →
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
∩ GL2
(
k[x]), F (X) = AXA−1,
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y y
] ∈ GL2(k(t)) and, at the same time, applying F means the substitution x =
t + t−1 and y = t − t−1. Denote Φ = F ◦ ik .
Below we will investigate the Φ−1-image in UkD∞ of the key subgroups of G on which the
presentation in Theorem 6.1 is based, i.e., Hi and Ki for i = 1, . . . ,4.
Recall that in Section 4 we introduced the following notation for any commutative ring R0
and group G:
(R0G)
e = {c ∈ R0G ∣∣ c∗ = c}, (R0G)o = {c ∈ R0G ∣∣ c∗ = −c}.
Recall also that we have the following presentation:
D∞ =
〈
t, s
∣∣ s2 = 1, sts = t−1〉
and we denote C∞ = 〈t〉 < D∞. The group D∞ can also be viewed as a free product of two
copies of C2: D∞ = C2 ∗C2 = 〈ts〉 ∗ 〈s〉. Each element α ∈ kD∞ can be written in the form:
α =
∑
ait
i +
∑
bj t
j s = a + bs,
where a, b ∈ kC∞. Observe that for any c ∈ k[〈t〉] ⊂ kD∞ the equality sc = c∗s holds.
For c1, c2 ∈ (kC∞)o we have
[
(1 + c1)−
(
tj c1
)
s
] · [(1 + c2)− (tj c2)s]= (1 + c1 + c2)− (tj (c1 + c2))s,[
(1 + c1)+
(
tj c1
)
s
] · [(1 + c2)+ (tj c2)s]= (1 + c1 + c2)+ (tj (c1 + c2))s,
and thus the subsets in UkD∞ defined for any j ∈ Z as:
Vj,k =
{
(1 + c)− (tj c)s ∣∣ c ∈ (kC∞)o}, Wj,k = {(1 + c)+ (tj c)s ∣∣ c ∈ (kC∞)o}
are closed with respect to multiplication and contain only invertible elements: the inverse to
(1 + c) ± (tj c)s is (1 − c) ± (−tj c)s. It implies that Vj,k,Wj,k are subgroups (compare [9]).
Moreover Vj,k,Wj,k  (kC∞)o ⊕N k+, where (kC∞)o is treated as an additive group and k+
means the additive group of field k.
Proposition 7.1. The following equalities hold:
(a) Φ(W0,k) = H1,
(b) Φ(V0,k) = H2,
(c) Φ(V1,k) = H3,
(d) Φ(W1,k) = H4,
(e) Φ(Uk[〈s〉]) = K1 = K2,
(f) Φ(Uk[〈ts〉]) = K3 = K4.
Proof. In the proof of Theorem 4.2 we used the following formula
F(X) = AXA−1 =
[ 1
2 (a + a∗)− 12 (b + b∗) 12y (a − a∗)+ 12y (b − b∗)
1 ∗ 1 ∗ 1 ∗ 1 ∗
]
,2 (a − a )y − 2 (b − b )y 2 (a + a )+ 2 (b + b )
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b∗ a∗
] ∈ Ωk . It implies that if c = f (x)y ∈ (kC∞)o = (k[〈t〉])o (see Lemma 4.1(b))
then
Φ
(
(1 + c)+ cs)= [1 2f (x)0 1
]
, Φ
(
(1 + c)− cs)= [ 1 02f (x)(x2 − 4) 1
]
,
Φ
(
(1 + c)− (tc)s)= [ 1 + 12f (x)(x2 − 4) − 12 (x − 2)f (x)1
2f (x)(x + 2)(x2 − 4) 1 − 12f (x)(x2 − 4)
]
,
Φ
(
(1 + c)+ (tc)s)= [ 1 − 12f (x)(x2 − 4) 12f (x)(x + 2)− 12f (x)(x − 2)(x2 − 4) 1 + 12f (x)(x2 − 4)
]
.
Comparing these formulas with the definitions of subgroups H1,H2,H3,H4 we get (a)–(d).
On the other hand, if a, b ∈ k are such that a + b 	= 0 and a − b 	= 0 (which is equivalent to
a + bs ∈ kC2 = k[〈s〉]) then
Φ(a + bs) =
[
a − b 0
0 a + b
]
, Φ(a + bts) =
[
a − 12bx 12b
− 12b(x2 − 4) a + 12bx
]
.
Comparing these formulas with the definition of subgroups K1,K2,K3,K4 we get (e), (f). 
Remark 7.2. Subgroups Vj,R0 and Wj,R0 can be defined for any commutative ring R. They were
the subject of study in [9] by Mirowicz. He proved among other things (see Theorem 3.2 in [9])
that if R0 is a commutative domain then the natural group homomorphism
φ :
(

j∈Z
Vj,R0
)
∗
(

j∈Z
Wj,R0
)
→ UR0D∞
induced by the inclusions Vj,R0 ↪→ UR0D∞, Wj,R0 ↪→ UR0D∞, is a monomorphism.
8. Finite subgroups in UQD∞
Elements of finite order in group UZD∞ were investigated in [8]. The authors prove that
every unit of order 2 in UZD∞ is a conjugate in UZ[ 12 ]D∞ to one of the elements: ±s, ±st .
In this section we will describe all finite subgroups in UQD∞. We will use for this purpose the
following theorem.
Theorem 8.1. (See [5, I.4.9].) Any finite group acting on a tree is equal to the stabilizer of a
vertex of this tree.
Corollary 8.2. If H is a finite subgroup of a group G acting on a tree X then H is contained in
the stabilizer of a vertex of X.
Let
T2
(
Q[x])= {[a f (x)0 b
] ∣∣∣ a, b ∈ k∗, f (x) ∈ Q[x]}.
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Yf =
{[
1 0
0 1
]
,
[−1 0
0 −1
]
,
[
1 f (x)
0 −1
]
,
[−1 −f (x)
0 1
]}
is a subgroup of T2(Q[x]) isomorphic to C2 ×C2.
Lemma 8.3. If H is a finite subgroup of T2(Q[x]) then there exists f (x) ∈ Q[x] such that
H < Yf .
Proof. The only elements of finite order in T2(Q[x]) are ±
[ 1 f (x)
0 −1
]
, ±[ 1 00 1]. If [ 1 f1(x)0 −1 ],[ 1 f2(x)
0 −1
] ∈ H then [ 1 f1(x)−f2(x)0 1 ]= [ 1 f2(x)0 −1 ][ 1 f1(x)0 −1 ] ∈ H, i.e., f1(x) = f2(x).
If
[ 1 f1(x)
0 −1
]
,
[−1 f2(x)
0 1
] ∈ H then [−1 f2(x)+f1(x)0 −1 ] = [ 1 f1(x)0 −1 ][−1 f2(x)0 1 ] ∈ H , i.e., f1(x) =−f2(x).
The above implications together with the remark at the beginning of the prove the lemma. 
Theorem 8.4. If H is a finite subgroup of UQD∞ then there exists a unit u ∈ UQD∞ such that
uHu−1 is contained in one of the subgroups {±1,±s} or {±1,±ts}.
Proof. By Corollary 8.2, H is contained in the stabilizer of a vertex P of the tree X on which
the group
UQD∞ 
[
Q[x] Q[x]
(x2 − 4)Q[x] Q[x]
]
∩ GL2
(
Q[x])
acts. Following the notation used in Section 4 we will write Φ for the above isomorphism. In
what follows we will tacitly equate both groups and every time there is a need to shift from one
to another we will use Φ for this purpose.
As the stabilizers of vertices of a tree belonging to the same orbit are conjugate, we can, by
Theorem 5.2, without loss of generality assume that P belongs to the fundamental domain T .
We will consider a few cases.
1◦. P = Λn, where n 0.
By Proposition 3.3, for n 0 we have
StΛn = Γn =
{[
a f (x)
0 b
] ∣∣∣ a, b ∈ Q∗, b ∈ Q[x], degf (x) n}⊂ T2(Q[x]).
By Lemma 8.3 there exists f (x) ∈ Q[x] such that H < Yf . Notice that[
1 12f (x)
0 1
]
Yf
[
1 − 12f (x)
0 1
]
= Y0
and Φ−1(Y0) = {±1,±s}. That completes the proof of the theorem in this case.
2◦. P = [ 0 1]Λn, where n 0.1 0
796 Ł. Wiechecki / Journal of Algebra 311 (2007) 781–799We have
St
([
0 1
1 0
]
Λn
)
=
{[
b 0
f (x) a
] ∣∣∣ a, b ∈ Q∗, degf (x) n, (x2 − 4) | f (x)}
⊂
[
0 1
1 0
]
T2
(
Q[x])[0 11 0
]
.
By Lemma 8.3 there exists f (x) ∈ Q[x] such that (x2 − 4) | f (x) and
H <
[
0 1
1 0
]
Yf
[
0 1
1 0
]
.
Like in 1◦, if B = [ 0 11 0][ 1 12f (x)0 1 ][ 0 11 0] then BHB−1 ⊆ Y0 and so from B ∈ UQD∞ and
Φ−1(Y0) = {±1,±s} the Theorem follows in this case.
3◦. P = [ 1 0
x±2 1
]
Λn, where n 0.
We will consider only the case P = [ 1 0
x+2 1
]
Λn—the other can be treated analogously. Denote
B = [ 1 0
x+2 1
]
. We have
St(BΛn) =
{[
a − (x + 2)f (x) f (x)
−(x + 2)2f (x)+ (x + 2)(a − b) (x + 2)f (x)+ b
]
∣∣∣ a, b ∈ k∗, degf (x) n, (x − 2) | (4f (x)− a + b)}⊂ BT2(Q[x])B−1,
and by Lemma 8.3 there exists f (x) ∈ Q[x] such that (x − 2) | (4f (x) − 2) ⇔ f (2) = 12 and
H <BVfB
−1 (The first condition guarantees that a conjugate of Vf is contained in Φ(UQD∞).)
Easy calculations show that B
[ 1 g(x)
0 1
]
B−1 ∈ Φ(UQD∞) iff g(2) = 0. We have
(
B
[
1 g(x)
0 1
]
B−1
)(
BVfB
−1)(B [1 g(x)0 1
]
B−1
)−1
= BVf−2gB−1.
From the condition f (2) = 12 it follows that a conjugate of subgroup H by a unit from UQD∞
is contained in BV1/2B−1. Equality Φ−1(BV1/2B−1) = {±1,±ts} completes the proof. 
From Theorem 8.4 it follows that the Zassenhaus’ Conjecture (ZC3) (compare [10, p. 205]):
If H is a finite subgroup of UZG then αHα−1 ⊆ G for some α ∈ QG
is true in the case of G = D∞.
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Definition 9.1. A unit u ∈ RG is called unipotent if (u− 1)n = 0 for some n 1. Analogously,
a matrix U ∈ Mn(R) is called unipotent if (U − I )n = 0 for some n  1. I denotes here the
identity matrix.
Definition 9.2. (See [10, 21.18].) We call a unit in ZG bicyclic if it is of the form
ua,b = 1 + (b − 1)a
o(b)−1∑
i=0
bi,
where a, b are elements of a group G such that o(b) < ∞.
The inverse to ua,b is equal to 1 − (b− 1)a∑o(b)−1i=0 bi . Each bicyclic unit is unipotent. More-
over, ua,b = 1 iff a normalizes the subgroup 〈b〉.
Fix a field k of characteristic not equal to 2. Recall that in Section 3 we constructed a tree X
on which the group GL2(k(x)) acts.
Lemma 9.3. If U 	= E is a unipotent matrix then there exists a vertex P ∈ vertX such that
U ∈ StP .
Proof. It is sufficient to prove that there exists a matrix conjugate to U that stabilizes a vertex
of X. Each unipotent matrix in GL2(k(x)) is conjugate to an upper triangular matrix with 1’s on
the diagonal. Moreover, for q ∈ (k(x))∗ we have[
q−1 0
0 1
][
1 q
0 1
][
q 0
0 1
]
=
[
1 1
0 1
]
.
Thus the matrix U is conjugate in GL2(k(x)) to
[ 1 1
0 1
]
which in turn belongs to the stabilizer
of Λ0. 
Theorem 9.4. If k is a field of characteristic not equal to 2 then every unipotent unit in UkD∞
is conjugate to a unit belonging to one of the subgroups: V0,k,V1,k,W0,k,W1,k .
Proof. If u ∈ UkD∞ is a unipotent unit then Φ(u) is a unipotent matrix and thus, by Lemma 9.3,
it stabilizes certain vertex of X. By Theorem 5.2 we may assume that the vertex belongs to the
fundamental domain T . It follows from the considerations in Section 6 that Φ(u) belongs then
to one of the following subgroups:
G1 = T2
(
k[x]), G2 = [0 11 0
][
k∗ k[x]
0 k∗
][
0 1
1 0
]
∩
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
,
G3 =
[
1 0
x + 2 1
][
k∗ k[x]
0 k∗
][
1 0
−(x + 2) 1
]
∩
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
,
G4 =
[
1 0
x − 2 1
][
k∗ k[x]
0 k∗
][
1 0
−(x − 2) 1
]
∩
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
.
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subgroups
H1 =
[
1 k[x]
0 1
]
, H2 =
[
0 1
1 0
][
1 k[x]
0 1
][
0 1
1 0
]
∩
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
,
H3 =
[
1 0
x + 2 1
][
1 k[x]
0 1
][
1 0
−(x + 2) 1
]
∩
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
,
H4 =
[
1 0
x − 2 1
][
1 k[x]
0 1
][
1 0
−(x − 2) 1
]
∩
[
k[x] k[x]
(x2 − 4)k[x] k[x]
]
.
Proposition 7.1(a)–(d) completes the proof. 
Theorem 9.5. If k is a field of characteristic not equal to 2 then the subgroup U < UkD∞
generated by all unipotent units is torsion-free.
Proof. Determinant of every unipotent matrix is equal to 1 and thus Φ(U) < SL2(k[x]). By
Theorem 8.4, if u ∈ U is of finite order then there exists v ∈ UkD∞ such that vuv−1 ∈
{±1,±s,±ts}. It is easy to check that the determinant of Φ(±s),Φ(±ts) is equal to −1 and
thus vuv−1 = ±1 and u = ±1. Therefore it is sufficient to prove that −1 /∈ U .
By Theorem 9.4, U is a normal subgroup in UkD∞ generated by V0,k ∪ V1,k ∪W0,k ∪W1,k .
By Proposition 7.1, we have Φ(U) = 〈H1,H2,H3,H4〉n. By Theorem 6.1:
Φ(UkD∞)  (G1 K1 G2) k∗·I (G3 K3 G4).
As H1 ∩ K1 = 1, H2 ∩ K1 = 1, H3 ∩ K3 = 1, H4 ∩ K3 = 1 and Hi Gi for i = 1, . . . ,4, the
natural homomorphisms Gi → Gi/Hi induce a natural homomorphism
(G1 K1 G2) k∗·I (G3 K3 G4) −→ (G1/H1 K1 G2/H2) k∗·I (G3/H3 K3 G4/H4),
the kernel of which is 〈H1,H2,H3,H4〉n. As Φ(−1) has a nontrivial image in every subgroup
Gi/Hi , Φ(−1) has a nontrivial image in (G1/H1 K1 G2/H2) k∗·I (G3/H3 K3 G4/H4) which
in turn implies Φ(−1) /∈ 〈H1,H2,H3,H4〉n, i.e., −1 /∈ U . 
Corollary 9.6. The group B2 generated by all bicyclic units in UZD∞ is torsion-free and B2 
i∈Z Wi,Z.
Proof. Every bicyclic unit is unipotent and thus, by Theorem 9.5, we need only to prove that
B2  i∈Z Wi,Z. All elements of finite order in D∞ are the involutions t is for i ∈ Z and thus
every bicyclic unit can be written as 1 + (t is − 1)g(t is + 1), where g ∈ D∞. It implies that for
any x ∈ ZD∞ we have 1 + (t is − 1)x(t is + 1) ∈ B2, because for any x1, x2 ∈ ZD∞ we have
[1 + (t is − 1)x1(t is + 1)][1 + (t is − 1)x2(t is + 1)] = 1 + (t is − 1)(x1 + x2)(t is + 1). Moreover,
for any a, b ∈ Z[〈t〉] holds: 1 + (t is − 1)(a + bs)(t is + 1) = 1 + (−a + a∗ + t ib − t−ib) +
t i (−a + a∗ + t ib∗ − t−ib)s ∈ Wi,Z. By the definition of Wj,Z we have B2 = 〈⋃i∈Z Wi,Z〉. From
the theorem by Mirowicz mentioned in Remark 7.2 it follows that B2 i∈Z Wi,Z. 
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