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Abstract
Communication is the major energy consumption source in wireless ad-hoc sensor networks. Thus, an efficient trade-
off between the energy cost of the communication and network’s performance is a key challenge in conceiving a wireless
ad-hoc sensor network. In this article, we propose an improved group-based architecture for wireless ad-hoc sensor
networks. An optimized group forming procedure and an efficient communication operation are introduced. In order to
validate the proposed approach, we suggest a group-based strategy to monitor pharmaceutical drugs during transporta-
tion. Real measurements of temperature and vibration were performed to validate the effectiveness of our approach.
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Introduction
Wireless ad-hoc sensor network (WAHSN) is a net-
work which allows to keep an eye on a physical envi-
ronment. Distributed nodes are deployed in a sensing
area in order to gather useful information for a specific
application. Ad-hoc networks do not require any pre-
determined locations for nodes, because it is generally
used for remote or inaccessible areas.1 Since WAHSNs
are typically conceived to operate in remote areas, it
requires a self-management protocol which is able to
operate without possibility of maintenance. For exam-
ple, in WAHSN dedicated for monitoring active vol-
cano,1 nodes could be thrown from airplanes over the
desired sensing area. Thus, deployed nodes should be
able to set up a network, operate their sensing tasks,
establish interactions with other nodes, and certainly
overtake network failures.
Many issues could affect the network’s performance
namely energy efficiency, scalability, and resource man-
agement. For this purpose, WAHSNs were a focus of
interest of many research works. Many distributed net-
work architectures were proposed in the literature
going from clustering,2,3 zone-based,4 grid-based5 to
group-based protocols.6 All of these algorithms come
over hierarchical networks. They were commonly used
because of their effectiveness to solve the cited issues.
These techniques divide the network into groups
through specific grouping criteria in order to enhance
the network performances.
In cluster-based protocols,2 nodes are divided into
small groups called clusters. Each cluster is formed by a
cluster head and cluster members. The cluster head has
a leader role. It manages the cluster in addition to the
forwarding task. It collects, aggregates, and re-sends
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data to the base station. Consequently, elected clusters
will be greedy in dispersing energy. To solve this prob-
lem, a rotation of cluster heads was suggested; however,
the election process remains an expensive operation in
terms of energy consumption. At each election phase,
nodes exchange a large number of packets in order to
form the clusters which lead to increase the overhead
and cause an expensive communication cost.
In zone-based protocol,4 the network is divided into
geographical zones. Each node will belong automati-
cally to a zone through its position. In this kind of
architecture, the sensing area should be known in
advance in order to make the network partition into
zones. However, a WAHSN does not commonly pro-
vide any predefined infrastructure measurements for
the deployed area. Moreover, since each node will join
a zone due to its geographical location, the number of
nodes in different zones could cause unbalanced
groups.
Although all these architectures present many advan-
tages, group-based architectures were elected as the
more powerful in comparison with other architectures
in terms of energy efficiency. As we mentioned above,
the energy consumption depends highly on the number
of exchanged packets. We focus our interest on group-
based architecture owed to many benefits of this kind
of topology. First, group-based division ensures the
flexibility, scalability, and fault tolerance of the net-
work. In fact, new nodes could easily join the network
and depleted nodes could disconnect without causing
any dis-functionality. Moreover, any failed operation
could be carried by other nodes. On one hand, this
architecture ensures a distribution management between
groups, because it spreads tasks between groups which
consequently allow to minimize delays. On the other
hand, data and measurements could be accessed from
any group while all information are saved on local data-
base. This architecture ensures also an efficient and
energy aware transmission.
Energy consumption is a major issue in designing an
ad-hoc sensor network. The management of configura-
tion, maintenance, and transmission in the network
may generate an expensive overhead. The more com-
munication messages are exchanged, the more energy is
consumed. The start point of this article is considering
that reducing the amount of transmitted messages
reduces the whole energy consumption in the network.
We had focused our interest on the design of a low cost
group-based architecture by reducing the amount of
transmission packets used during the organization of
the network. This allows to reduce the whole network
overhead and decreases eventually the dispersed
amount of energy.
In this article, we present an improved group-based
architecture over WAHSNs. It is based on maintaining
a trade-off between minimizing the network overhead
and ensuring good performances. It is a self-organized
architecture which uses a reduced amount of communi-
cation packets over the network operation.
The remainder of this article is organized as follows:
section ‘‘Related work’’ reports the research work relative
to group-based architectures. Proposed architecture is
detailed in section ‘‘Architecture description.’’ Section
‘‘Architecture protocol and algorithms’’ presents the pro-
tocol flow messages. The topology maintenance is
described in section ‘‘Topology maintenance.’’ An analy-
tical model for a new neighborhood selection between
groups is illustrated in section ‘‘Problem formulation.’’
Section ‘‘Real deployment and validation’’ shows a real-
world application which would be efficient using our pro-
posed protocol. Finally, section ‘‘Conclusion’’ resumes
the achieved work and presents the possible future work.
Related work
There are many research works in the literature where
group-based architecture was presented. In fact, Lloret
et al.7 demonstrate the efficiency of the group-based
mobile ad-hoc network (MANET) routing protocols.
A comparison between three routing protocols in the
group-based network was performed to validate the
effectiveness of such architecture in MANET networks.
Lloret et al.8 compared three MANET routing proto-
cols with group-based architecture in order to prove
the effectiveness of group-based topologies.
Moreover, Lloret et al.9 outline the related work and
existing systems in relation with group-based topolo-
gies showing the benefits and drawbacks of each work.
Authors classified this kind of topology into planar
and layered ones.
Furthermore, Garcia et al.10 propose an energy effi-
cient topology which consists of a cooperative organi-
zation of groups. Once a node detects an event, all
nodes of the group share the alert and it is sent to the
most adequate neighbor group. This ensures that the
alert is forwarded efficiently to the right destination,
and that the appropriate actions are taken. Authors
demonstrate also that decreasing the number of trans-
missions, which is provided by the cooperative groups
topology, improves the wireless sensor networks
(WSNs) and decreases the total energy consumption.
An environmental monitoring is presented in Garcia
and Lloret11 using a cooperative group-based topology.
When an event is detected, an alert is launched and the
information is shared with neighboring groups in order
to change the propagation route and the level of the
alert. This cooperation ensures more efficiency in
energy consumption in the whole network.
After group formation, Beydoun and Felea,12 intro-
duced a hierarchical tree to create a routing table in
each node of the network in a distributed manner. Two
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metrics are used for the routing. The first one is the
minimum energy consumption per bit of transmitted
information. The second metric ensures that the trans-
mission is always done along the path that has the max-
imum capacity measured in terms of bits.
Grouping methods were also used in security issues
in wireless networks. In fact, Kifayat et al.13 proposed
a group-based key management scheme for mobile and
static sensor networks. The proposed scheme consists
of using distinct keys at different levels in the network.
Therefore, data confidentiality and high resilience
against node capture attack are ensured.
Moreover, a new lightweight group-based trust man-
agement scheme (GTMS) for WSNs was proposed by
Shaikh et al.14 The proposed scheme is dedicated for
clustered networks. It consists of three main features.
First, this scheme evaluates the group trust of sensor
nodes contrary to traditional trust management
schemes which target trust values of individual nodes.
Second, GTMS uses a distributed trust management
approach for intra-group topology and a centralized
trust management approach for inter-group topology.
Third and last, GTMS maintains a mechanism to
detect malicious nodes in addition to some degree of
prevention mechanism.
Kifayat et al.15 proposed a novel group-based key
management protocol in order to solve security issues
in WSNs. The communication and data confidentiality
of the entire group are compromised because the leader
node in the group is able to decrypt data from all mem-
ber nodes. Authors suggest that encrypted data from
member nodes could be prevented for the aggregation.
Instead, it is performed with encrypted values and the
result decryption is only achieved by the sink.
Mantri et al.16 proposed a group-based data aggre-
gation method. In this method, node grouping is based
on available data and correlation in the intra-cluster.
Cluster heads grouping is also performed to reduce the
energy. Moreover, the proposed method provides an
additive and divisible data aggregation function at clus-
ter head which leads to minimize the energy consump-
tion. In fact, aggregated information are transmitted to
remote sink by cluster heads.
Chen et al.17 considered a group-based network
roaming in proxy mobile IPv6 (PMIPv6) domain in
6LoWPAN-based wireless body area networks. An
enhanced group mobility scheme is introduced which
aims to reduce the hand-off delay, signaling cost, and
the number of control messages.
M Haneef et al.18 have proposed energy efficient
routing algorithm based upon the framework of low
energy adaptive clustering hierarchy (LEACH) proto-
col. They considered the deployed redundant nodes to
cover major fraction of energy depletion in the net-
work. This redundancy was considered as an advantage
for increasing the lifetime of network.
Lloret et al.6 have developed a group-based protocol
which consists of partitioning the network into groups
where none of group member has an extra-managing
task. A group in this protocol is a set of nodes that are
sharing same resources and are associated through pre-
defined criteria. Nodes from close groups interact with
each other to create connections between them. In this
article, we noted a large number of exchanged messages
while processing which increases the overhead of the
network. In fact, in group creation, authors consider
each node separately at the beginning of network; how-
ever, in real application, a network starts typically with
a set of nodes and new nodes could join the network
later. Furthermore, authors consider some specific
parameters which take into account node’s capacities
to establish intra-group and inter-groups links. Using
these parameters can prevent nodes with low level of
capacities to join the network. Therefore, a border
node with low potential will not be able to establish
any inter-links. In this case, the inter-group connectiv-
ity could be neglected. Moreover, the central node
selection procedure does not ensure that nodes with
high potential are chosen as central nodes. Backup cen-
tral nodes were defined in order to replace the original
ones once these latter are depleted. This raises the
amount of exchanged messages. Finally, disconnecting
nodes from the network do not need any message
exchanges, because it will be already noticed by the
absence of ‘‘keepalive’’ messages.
None of the cited related work has focused on an
optimized central node selection neither on border node
connectivity. However, many issues could be caused if
the sensing area is not totally covered and connected.
The main objective of this work is to overcome the
weakness of previous work by improving the way nodes
are configured over the network, their communications
as well as the groups connectivity. We aim to develop
an efficient group-based architecture that is able to
minimize the overhead of the network and definitely to
manage the network effectively.
Architecture description
We suggest a new architecture based on the division of
the network into groups of nodes. It aims to minimize
the network overhead by reducing the control messages.
In fact, overhead is the major issue of this architecture.
The main objective is to organize the nodes and allow
them to transmit and receive data in more efficiently
way through a consistent management. We should take
into account that an ad-hoc network must be automati-
cally organized and instantaneously deployed and able
to assume traffic changes.
The starting point of our architecture is a set of wire-
less sensor nodes randomly deployed in a sensing area
Khedher et al. 3
which form an ad-hoc network. They are able to detect
and collect data under their radio coverage area. Every
node should have specific parameters to be a part of the
proposed architecture:
 Identifier: each node has a unique identifier;
 Type: identifies the type of node: border or nor-
mal. Initially, all nodes are normal;
 Max_distance: it represents the maximum dis-
tance to be a group member. It is always shorter
than or equal to a predefined value. It can be
changed by the received signal strength indica-
tion (RSSI) value. It is used to establish connec-
tions between group members;
 Position (node.x, node.y);
 Energy level (node.E).
We can split our architecture protocol into an orga-
nization phase and a transmission phase:
 Organization phase: here, nodes will be deployed
randomly in the sensing area. Central nodes are
chosen by election and a division into groups is
performed. At the end of this phase, each node
will belong to a group.
 Transmission phase: in this phase, each node will
provide information in order to route data
between groups.
The organization phase occurs while deploying
nodes into the sensing area. Let us suppose that we dis-
pose of a WSN composed of N nodes. Central nodes
are the most important actors because they will limit
the boundaries of the group. The central node will be
the first node in each group.
In the central nodes selection, we should take into
account that they are not too close to each other so
some nodes could not join any group. Central nodes
should also be provided with high capabilities.
Moreover, the number of elected central nodes depends
on the whole number of nodes in the network and the
desired size of each group. Accordingly, we aim to split
nodes into balanced groups in terms of size. Therefore,
we suggest that 20% of the total network node will be
elected as central nodes. This choice refers to the 20/80
rule suggested by Chang et al.19 where they show that
this is the best average of election. Thus, we choose to
keep the same percentage. The number of groups is
equal to the number of central nodes in the network.
To sum up, the election of the central nodes is made
as a function of the network features, the number of
nodes, and the node’s capacity. To cover all these needs,
we develop an election method which is efficient, inex-
pensive, and does not require lot of resources which will
be described in the next section.
Our metric is that each group member is only one
hop to the central node in order to delimit the group
size. The number of hops is counted as the number of
hops between two nodes of the group. Central nodes
initialize the organization with the group members.
Each elected central node will invite nodes in its neigh-
borhood to join its group. A node can join the group
only if the distance between them is shorter than or
equal to a predefined value. When a new node joins a
group, it acquires the group identifier from the central
node. Therefore, each node will join the group whose
central node is the closest.
If a node receives more than a join invitation, it will
choose the invitation with the strongest RSSI value,
change its type to border, and define the group from
which it has received an invitation as a border group.
Every node of the network has a unique identifier, as
well as nodes of the same group share a unique group
identifier. In the same group, node members have con-
nections with some other group members only if the
distance between them is shorter than or equal to a pre-
defined value.
There are two types of nodes in the network: border
and normal nodes. At the beginning, all nodes are nor-
mal. Border nodes are nodes situated on the edge of
each group. A node changes its type to border when it
receives more than an invitation to join a group. This
means that border nodes are the nodes in common cov-
erage area.
Let us suppose that we dispose of six nodes as shown
in Figure 1. Node 1 and node 4 were elected as central
nodes. They send invitation messages to others nodes.
Nodes 2 and 3 have received more than one invitation
message. Therefore, each of them will choose the cen-
tral node which has the lower distance to join its group.
Thus, node 2 will join the group of the central node 1
and node 3 will join the group of the central node 4 as
shown in Figure 2.
Figure 1. Messages exchanged when a node receives join
requests from many central nodes.
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All nodes in the group share same group informa-
tion. In fact, each node has an intra-group table where
it saves this information.
On the other hand, each border node has to estab-
lish links with border nodes of neighbor groups. These
nodes will play an interfacing role between groups. In
fact, in addition to its intra-group table, border nodes
have an extra table so-called inter-group table. In this
table, border nodes collect and save information about
border nodes of their group, border nodes of neighbor
groups, and neighbor group identifiers. Moreover,
updates of theses tables are shared between linked bor-
der nodes in order to maintain all border node
informed once any modification occurs.
At the end of organization phase, nodes will split
into groups as shown in Figure 3 where we consider
four groups of nodes. Border nodes have connections
with other border nodes of close groups and all nodes
inside each group have local connections.
Each node in a group knows where each node of its
group is and how to reach it. Every border knows
where border nodes of close groups are and how to
reach them. The flow chart presented in Figure 4
resumes the group formation in the network.
In the transmission level, many alternatives can
occur. If the source and destination nodes belong to
the same group, a local routing protocol will be used to
make the intra-routing task. However, if the source
and destination nodes belong to different groups, bor-
der table will allow border nodes to route data using an
appropriate routing protocol. Therefore, we define as
well two kinds of routing protocol to be implemented
for the forwarding process: inter-group protocol and
intra-group protocol. The intra-group protocol should
be used if the information must be routed in the same
group. On the other hand, once the neighboring links
were defined, an inter-group protocol is defined in
order to find the best path to send data from nodes of
different groups through border nodes.
6
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Central node 
Group 1 
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Figure 2. Group division when a node receives join requests
from many central nodes.
Figure 3. Groups in ad-hoc sensor network.
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The first step to send data from one group to
another is sending the data to the border node of the
source group. Border nodes are responsible to send
data to the destination group via border nodes. Once
data arrive to the destination group, a local routing
protocol ensures the transmission to the destination
node.
Architecture protocol and algorithms
In this section, we present the exchanged messages to
establish the grouping operation. We can describe the
implementation of the protocol through four main
steps: central node election, discovery, adjacency, and
transmission.
Central node election
Let us suppose that we have N randomly deployed
nodes in the sensing area. While we aim to divide the
network into groups and that each group starts with a
central node, we will elect 20% of nodes as central
nodes. This election takes into account few parameters
such as node’s energy, number of available connections
and the size of the sensing area.
We propose a distance-based election algorithm to
ensure choosing the best set of nodes. First, we choose
only nodes that provide more than 50% of their energy
level E. Then, we made a random selection of the
desired number of central nodes and we calculate the
total distance between them. Next, we save these
selected nodes as best elected central nodes. Second, a
new random election is performed and total distance is
calculated. If the new total distance is higher than the
last distance, then we replace the best elected central
nodes by the new set; otherwise, we keep the last selec-
tion. This operation is made for 50 iterations until find-
ing the largest total distance between elected central
nodes. Finally, the central nodes which ensure the larg-
est total distance will be elected as the central nodes of
the network.
Once a node has been defined as a central node, it is
provided with group identifier. The main role of the
central node is to delimit each group and ensure that
each one of them does not exceed certain radius. The
central node election algorithm is described in the
pseudo-code algorithm 1.
Discovery
A central node starts its discovery phase when the elec-
tion has been finished. It broadcasts an ‘‘invitation’’
message to nodes in its communication range in order
to invite them to join its group. When a node receives
an ‘‘invitation’’’’ packet, it will send back a ‘‘join
request’’ to the central node. A ‘‘group welcome’’ mes-
sage will be forwarded to ensure that the node has suc-
cessfully joined the group. Figure 5 illustrates the
messages exchanged in this phase.
When a non-central node receives more than one
invitation, it chooses the central node with highest
RSSI value. Central nodes will keep sending broadcast
for a reasonable scan time and it stops when it reaches
the maximum number of connections.
Once each central node defines its members of its
group, it shares information with them. If a node
receives and invitation, but it belongs to another group,
then it becomes a border node. Figure 6 illustrates the
choice of border nodes.
Figure 4. Flow chart of the group formation.
Figure 5. Discovery phase.
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Establishing links
We can find two kinds of links: links intra-groups and
links inter-groups.
Intra-group. As shown in Figure 7, nodes in the same
group establish local connections between them. Each
node sends a ‘‘link request’’ message. Once a node
receives a ‘‘link request’’ message, it replies with a ‘‘link
acknowledgment’’ only if the distance between them is
lower than a predefined value.
Linked nodes from the same group exchange peri-
odically ‘‘keepalive’’ messages. In case of non-reception
of ‘‘keepalive’’ messages from one node, it will be
deleted from the intra-group table. Each node provides
an intra-group table where it saves all information
about the group.
At the end of this phase, all nodes in the same group
share the same intra-group table. Each member node
has an entry in this table which includes information
about each node: node identifier, node type, available
resources, number of connections and local linked
nodes.
Inter-group. Each border node should establish links with
border nodes from the same group as well as from other
groups. Border nodes play the role of a relay between
groups. Therefore, it sends a ‘‘border advertisement’’
message in order to detect other border nodes. Once a
border node receives an ‘‘advertisement,’’ it replies with
a ‘‘border join’’ message in order to establish links. Only
border nodes that are far from other border nodes at a
distance lower than a predefined value will be connected.
A ‘‘border acknowledgement’’ message is send back to
ensure that links were established.
Linked border nodes exchange periodically ‘‘keepal-
ive’’ messages. Once it has no reply from one border
node, then it will delete its information from the inter-
group table. The exchanged message flow for intra-
group linking is shown in Figure 8.
Each border node has, in addition to its local table,
an inter-group table where it saves all linked border
nodes. The scanning time dedicated to discover border
nodes should be properly chosen. An optimized neigh-
borhood method will be introduced to reduce the redun-
dant links between border nodes. It will be described in
section ‘‘Problem formulation.’’ This procedure looks at
smoothing the routing process later. When a packet
data should be transmitted from one group to another,
it should be made through these border nodes.
Border nodes of the same group share their inter-
group tables at the end of the operation. Each border
node has an entry in this table which includes informa-
tion about other border node: node identifier, available
resources, number of connections, linked border nodes,
and border groups.
Transmission
Once all these operations were accomplished, the trans-
mission process takes place through routing protocols.
Algorithm 1: Central node election algorithm
Return: Set of Elected Central nodes
Best_Distance = 0;
Total_Distance = 0;
Deploy N nodes randomly;
while (iter6Max iterations) do
Select M = a random set equal to 20% of N such as node½i:Energy>50% of total energy;
for i = 1:M do
for j = 1:M do
Distance(i, j)=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
(node½i:x  node½j:x)2+(node½i:y  node½j:y)2
q
;
Total Distance= Total Distance+Distance(i, j);
end
end
if Best Distance6 Total Distance then
Best Distance= Total Distance;
Set of Central nodes=M;
end
end
Figure 6. Border node selection.
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A route discovery process takes place once the organi-
zation into groups of nodes is finished. Let us consider
that a source node will send information to a destina-
tion node. Two cases are considered:
1. If the source and the destination have the same
group identifier which means that the informa-
tion will be routed locally inside the group.
2. If the group identifier of the source and destina-
tion are different, then the packet is sent to the
nearest border node which will use its inter-
group table to find the best path to the destina-
tion group. This route uses only border nodes to
transmit information. If the destination group is
neighbor to source group, the packet should be
transmitted to a border node of the destination
group. This node will in its turn perform the
routing task inside the group. In the case where
the destination group is not one of the proximity
groups, then the packet will be routed through
border nodes of one or more groups until reach-
ing the destination group. Border nodes will also
route the packet to the destination node.
An example of routing between border nodes is illu-
strated in Figure 9 where we consider a source node
Figure 7. Establishing links intra-groups.
Figure 8. Establishing links inter-groups.
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and destination node from different groups. A discov-
ery route process will be launched. Data are routed
through border nodes until reaching the destination
group.
Each transmitted packet should have at least the
source identifier, the source group identifier, the desti-
nation identifier, the destination group identifier, next
hop or the whole path, and the data to transmit.
In the literature, we can find two types of routing
protocols in ad-hoc networks: table-driven routing pro-
tocols which preserve a routing table even if no trans-
mission is needed and on-demand routing protocols
where routes are discovered only when it is required.
When an inter-group transmission is needed, a route
discovery is instantly launched. This allows to reduce
energy consumption.19 Therefore, we suggest to use a
table-driven routing protocol inside each group and
on-demand routing protocol to manage the inter-group
routing operation.
Topology maintenance
When a network topology is being created, it is obvious
to consider that many changes could occur in the net-
work such as failure, mobility, or join of a new node.
Some changes lead to update a part or even the whole
architecture. Therefore, some backup strategies should
be introduced. If the node that causes the changes is a
normal node, only the intra-group table of the con-
cerned group will be updated. However, if it is about
border node, then both inter and intra-group tables will
be actualized.
When a new node joins the network, it broadcasts a
‘‘new_node_adv’’ message to advert its presence. When
a central node receives this message, it sends back a
‘‘join request’’ to invite him to join its group. The new
node becomes a group member by sending an
‘‘acknowledgment’’ message. Then, an update of tables
will occur and the network will be ready to work with
the new node. The exchange of messages is shown in
Figure 10.
In case where a node leaves the network because of
failure, it will be noted by the absence of ‘‘keepalive’’
messages exchanged regularly between nodes. Once
other nodes find it out, updating tables is mandatory to
delete its entry.
Regarding a node mobility, we can consider it as dis-
connected node from a group and will join as a new
node in another group in a different position. The mes-
sages flow is similar to the flow of new node join
explained above.
This architecture is self-organized and able to adapt
the network configuration according to the environ-
mental parameters. Nodes are able to deal with changes
and failures without any human intervention.
Problem formulation
According to the proposed architecture, neighborhood
between border nodes plays a key role in reducing the
communication cost. Our network is composed of a
large number of sensor nodes deployed in the sensing
area. Two node types are defined: border and normal.
We will focus our interest only on reducing communi-
cation cost between border nodes. In this section, we
introduce an optimized neighboring mechanism which
reduces the flow of exchanged messages.
Inter-group communication model
The network could be modeled by a graph G=(V ,E),
where V is the set of vertices which represent border
nodes in the network and E  V 2 is the set of commu-
nication links among them. If distance d between node
border node i and border node j is lower than the com-
munication range R, then e(i, j) 2 E
E= e(i, j) 2 V 2=d(i, j)R  ð1Þ
Let us consider also gi, i= 1, . . . ,m as the number
of groups among the network. The resulting graph is
not static while new connections appear and disappear
at any moment and nodes could be disconnected over
time.
Let G be an example of graph that represents a pos-
sible network configuration (Figure 11). gi and gj are
two adjacent groups. We count the number of edges
that connect a border node from gi to a border node
from gj and note it as the N (gi, gj). Note also N (gi) and
N (gj) the number of border nodes of gi and gj, respec-
tively. The probability of connection between a border
Figure 9. Example of routing between border nodes.
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node from gi and a border node from gj could be calcu-
lated as follows
pc=
N (gi, gj)
N (gi)  N (gj) ð2Þ
If we consider that each border node will establish a
link with all border nodes in its communication range,
then we will find a large number of links between bor-
der nodes as illustrated in Figure 12. As we can note,
the number of links is very important. Therefore, we
aim to reduce the number of links using an optimized
mechanism which eliminates the unnecessary links and
which also ensure the intra-group connectivity.
Graph reducing algorithm for an optimal inter-group
connectivity
Rather than having multiple links between border
nodes which makes the communication more expen-
sive, an optimized way is to reduce the number of links
by a graph reduction algorithm.
The border selection algorithm takes as input the
graph G and gives a sub-graph of Gc as output such as
Gc=(Vc,Ec) where Vc  V and Ec  E. Gc should
maintain the connectivity as the original graph G.
We suggest to apply the minimum spanning tree
(MST) problem20,21 to define inter-group links between
border nodes. It allows to find a low-cost spanning tree
from a graph using weighted edges. A weight function
is defined for each edge.
Let us consider V = fv1, v2, . . . , vng is a set of ver-
tices which represents the border nodes of each group
and E= fe1, 2, e1, 3, . . . , ei, j, . . . , en,mg such as ei, j= 1 if
vi and vj have an edge and ei, j= 0 otherwise.
Each edge has a weight value wi, j that represents the
cost: it depends on the Euclidean distance between the
energy level of the two concerned nodes. The weight of
each edge could be calculated as follows
vi, j=
d(i, j)  Availablecon
Maxcon
3
E(i, j)
k1
 1
 
ð3Þ
where E(i, j) is the sum of the energy level of nodes i
and j. d(i, j) defines the Euclidean distance. K1 is the
minimum energy level of a node to operate. Availablecon
defines the available number of links and Maxcon is the
maximum number of links.
Note X = fx1, 2, x1, 3, . . . , xi, j, . . .g=i 6¼ j such as
xi, j=
1 if ei, j= 1 and is selected
0 otherwise

ð4Þ
Figure 10. Messages when a new node joins the network.
Figure 11. Initial graph G.
Figure 12. Links between two adjacent groups gi and gj.
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The result graph is a spanning tree formed by the x
vectors. The MST-based border problem can be formu-
lated as follows
min f (x)=
X
wi, j  xi, j ð5Þ
where the product between wi, j and xi, j is a Hadamard
product. If wi, j 0, no link could be established.
The MST-based border selection algorithm consists
of three main phases:
Step 1: Each border node collects information about
its neighbor border nodes by performing a discovery
process as explained in section ‘‘Architecture proto-
col and algorithms.’’ It forms the border graph G.
This graph contains all reachable border nodes.
Step 2: Using the collected information, MST algo-
rithm is performed between them in order to find
the new Gc border graph. The Prim’s algorithm is
applied locally at each border node. It starts by
choosing a random vertex and marks it.
Step 3: Check all the vertices that are adjacent to the
marked vertex and select the vertex that has the min-
imal weight and that does not create a cycle and
mark it.
Step 4: Repeat step 2 until all the vertices are
marked.
The flow chart in Figure 13 illustrates the algorithm
of the suggested MST.
Real deployment and validation
Our proposed architecture might be applied in several
real-world application going from agriculture to health
care and from home appliances and indoor
Figure 13. Flow chart of MSTalgorithm.
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applications to transportation and vehicular net-
works.1,20 Nowadays, suitable methods to transport
sensitive products without breaking or damage remain
a challenge issue. In fact, medication and almost all
pharmaceutical products could easily be damaged if it
was imperfectly displaced. Moreover, some pharmaceu-
tical drugs should be delivered in a cold or even frozen
environment; others are glass packaged. Therefore, a
convenient transport condition is necessary. We suggest
to use group-based WSNs to monitor and track phar-
maceutical products from manufacturer until reaching
buyers. The objective of this network is to ensure the
safety of medicines and track the problem in case where
any product has undergone a hit or any mismanage-
ment. Information about place and time should be
saved.
In this section, we present an illustrative application
of group-based architecture. First, we will describe a
cooperative monitoring algorithm for pharmaceutical
products. Then, a brief description of the used hard-
ware will be presented. Finally, few measurements were
performed in order to validate our proposed algorithm.
Application description
We propose a network which allows a cooperative
monitoring of pharmaceutical products.
Pharmaceutical drugs must be attentively carried. As
shown in Figure 14, a communication network is
implemented between manufacturer, transportation
actors, which are responsible for the delivering task,
and end buyers.
The network gathers data from sensor nodes in
boxes and processes sensor data. All collected data are
saved in a local database. Pharmaceutical drugs are
enclosed into boxes to which we attach nodes as shown
in Figure 15.
The node will keep gathering and sending informa-
tion about vibration and temperature periodically dur-
ing the transportation operation. Therefore, an
accelerometer is integrated in the node in order to con-
trol the vibration. This sensor is very useful especially
for glass packaged products to avoid their damage.
Likewise, the node is equipped with a temperature
Figure 14. Architecture description in a real application.
Figure 15. Example of sensor deployment into boxes.
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sensor. The use of this sensor could be perceived when
we dispose of pharmaceutical drugs that need to be
kept cold or frozen while transportation. All these col-
lected information could be checked at any time by the
pharmaceutical industry as well as by the end buyers.
We suggest even to include nodes into containers.
The sensor node is activated when pharmaceutical
products are enclosed into boxes that will be trans-
ported. The network allows tracking the trace of phar-
maceutical drugs via sensor nodes.
We set few thresholds of temperature and acceler-
ometer depending on the transported pharmaceutical
drugs. If the gathered data exceed these thresholds, an
alert will be launched to warn the person in charge.
This allows to supervise, analyze, and even stop any
occurred problem in a short time.
This network permits also to monitor the time of
transportation. Analysis allows to improve transport
conditions and avoid deterioration of products. Any
undergone anomaly such as temperature variation or a
hit will be noticed.
The benefits of group-based network in monitoring
pharmaceutical products are the fact that we can con-
sider one or many groups in many positions at the
same time: in the warehouse, in containers, and so on.
Moreover, in one container, we can consider few nodes
packaged with pharmaceutical drugs as source nodes
and one node as a destination. Therefore, nodes could
operate at the same time in different locations through
groups as shown in Figure 16. The container driver
could provide the destination node to be alerted in case
of damage as shown in Figure 17.
Hardware description
We choose to work with Waspmote22 nodes developed
by Libelium. It is an extensible board dedicated for real
deployment. Waspmote is provided with an Atmega
1281 running at 8 MHz, 4 KB of memory RAM, and
an SD card of 2 GB. Waspmote is equipped with three-
axis accelerometer and sensor temperature which are
integrated on its board. The node is powered by a
rechargeable battery. According to the datasheet,
Waspmote could work until 7000 m with XBee-
802.15.4-Pro radio. Therefore, we will use the IEEE
802.15.4 radio module operating at 2.45 GHz called
‘‘pro XBee’’ manufactured by Digi with a transmit
power of 63 mW.
Sensor measurements
In this subsection, we present few test measurements
gathered by the Waspmote in different environmental
conditions in order to examine the performance of the
proposed prototype. We place a network prototype of
few nodes in many sets of pharmaceutical drugs. The
prototype consists of few nodes that are able to gather
Figure 16. Group-based network for pharmaceutical drugs monitoring.
Figure 17. Example of deployment into a container.
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information about temperature and three-axis
accelerometer.
The first test was was performed in order to observe
the number of received packets compared to send ones.
We consider a group of four nodes and one central
node. The six nodes represent the group members.
These nodes gather information about vibration and
temperature each 100 s and send the gathered data to
the central node.
The number of total received packets is equal to 83
packets; however, the number of total send is equal to
100. We observed many packets lost. Next, we had con-
sidered five nodes integrated in boxes and one gateway
with the driver as shown in Figure 19.
Two nodes were elected as central nodes to form two
groups. Each of the remained nodes has joined a group
after exchanging discovery messages. At the end, we
disposed of two groups; one group has two group mem-
bers and the other one is formed by three nodes. We
used carrier sense multiple access with collision avoid-
ance (CSMA/CA) as a media access control (MAC)
protocol, the gateway as the destination node, and
remaining nodes as source ones. Each source node
looks for the best route to send data to the gateway.
Measurements were taken for 3000 s. The number of
total received data in the gateway is represented in
Figure 20.
The second objective was observing indoor and out-
door temperature values. Figure 21 illustrates values
recorded during 1 h in outdoor. Temperature values
were measured each 30 s. As we can see, the tempera-
ture had slight variations during the measurements
time. The relevant values are comprised between
23.25C and 24C.
Figure 22 illustrates the values recorded during 1 h
inside a container. Temperature values were measured
each 30 s.
The temperature value has suddenly decreased at the
second 400 from 27C to 25.75C. Then, it increased
gradually to reach again 27.5C at the second 1200. The
maximum noted value is equal to 27.75C and the mini-
mum one is 25C.
The last measurement test was dedicated to detect
vibration into a set of pharmaceutical drugs. For this
purpose, we gather data from a three-axis accelerometer
during 25 s. We purposely made a vibration to the box
of pharmaceutical drugs for few seconds. Figures 23–25
Figure 18. Number of received packets per seconds.
Figure 19. Network prototype.
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Figure 20. Number of received packets per seconds.
Figure 21. Outdoor temperature values.
Figure 22. Indoor temperature values.
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Figure 23. X-axis values of the accelerometer.
Figure 24. Y-axis values of the accelerometer.
Figure 25. Z-axis values of the accelerometer.
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present, respectively, the gathered data by the acceler-
ometer on its X-axis, Y-axis, and Z-axis.
The most significant variations occurred between the
17th and 19th second. The impact is shown in the three
axes. After the 20th second, the values remain stable.
Conclusion
In this article, we have introduced a new group-based
architecture for ad-hoc networks. An optimized group
division is performed in order to get balanced groups
and a covered sensing area. An optimized communica-
tion protocol was thoroughly presented. Details about
operation and fault tolerance were explained as well. We
proposed to use table-driven routing inside each group
and on-demand routing protocol to route data between
groups. Furthermore, we suggested the use of the mini-
mal tree spanning in the neighbors selection between
groups. This method ensures the inter-group connectiv-
ity. Finally, we had illustrated our architecture by a
real-life application. A cooperative monitoring for phar-
maceutical products was presented using Waspmote
nodes and ZigBee wireless technology. The proposed
architecture improves the efficiency by ensuring extensi-
bility, flexibility, and fault tolerance at the same time.
As future work, we intend to reinforce the infrastruc-
ture reliability and security by integrating security
mechanisms. The objective is to add an adequate encryp-
tion method to protect the information gathered by the
sensors. Moreover, we look at including actuators in
addition to sensors in order to directly control physical
world. We think that our proposed architecture is able to
solve many issues and enhance the network to obtain
higher performance and lower energy consumption in
many real-life applications. Therefore, we aim to apply
our proposal in many other real-life applications where
we can add multimedia sensors or agriculture sensors.
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