














 Three-Dimensional Communication Method By Using  








In recent years, online conferencing tools such as Zoom and WebEx have become widely used, but since 
these tools use ordinary webcams, the speaker image remains fixed and immersive communication cannot be 
provided. On the other hand, if a depth camera is used, an image and three-dimensional point cloud data can 
be acquired in real time, and by using this information, a three-dimensional speaker image captured from 
various viewpoints can be generated. Furthermore, if AR (Augmented Reality) technology is used, the 3D 
speaker image can be superimposed on the real space as a virtual person to present a realistic image. 
Therefore, in this research,  
we propose a communication system that can talk while presenting a 3D speaker image as a virtual person 
using such a depth camera and AR technology. 
























 そこで本研究では AR(Augmented Reality:現実拡張)空






































































librealsense [6]は Intel 社による NUI 用のセンサー用の
オープンソースソフトウェアであり、赤外線・深度・色相データのスト
リーミングを可能にするオープンソースの RealSense SDK2.0 を
利用する。これはクロスプラットフォームの SDK ライブラリであり，
Windows，Linux，MacOS で利用可能である．基本的に
は C++言語用の SDK であるが，ラッパ実装を通して C#言
語，Python，Unity，MATLAB 等でも利用が可能である。




d) Photon Networking Framework 
 Photon Networking Framework[8]はExit Game社が
提供するクロスプラットフォーム対応のリアルタイム同期通信ライブ








期・マッチング処理を行う Photon Realtime の他に、同室にい







a）Intel Real Sense D435 
















b) Web カメラ 
 ネットワーク接続から部屋入室を行った後に、自動的に使用
中のデバイスカメラが ON になる。この機能は Unity アプリケーシ
ョン内の画面を描写するカメラの役割を行う GameObject を、
AR カメラに変更する処理を施している。既に Unity アプリケーシ









































































































図 5 Photon を用いたネットワークの基本構造 
 
（２）オブジェクトの階層 







図 6 オブジェクトの階層構造 
 



















式と RGB 画像と点群画像のかさね合わせの手法を図 7 に示
す。 
 








手法を応用している。D435のデプスカメラの視野角が 91.2° x 
























手法と検出結果を図 8 に示す。D435 には IRセンサーが 2種類
搭載されている。IR カメラを原点座標とし、照射した一点の距離
(単位はmm)を得るMinDistanceと、照射した点からD435の位
置を帰り値から得るMaxDistance を Unity内で格納している。 
 

















図 9 マーカー配置のイメージ図 
 
 








る。同期するオブジェクト毎に Component として Audio Sourse、























延が少ない。各アバターの唇の動きは以下の図 12 に示す。 
 




























































































ら得た RGBA 値をテクスチャに変換したが、Unity 内で構築した
Shaderを通すことでリアルタイムに映像表現やCG技術を制作す











































7) Intel RealSenseD435 
 https://www.intelrealsense.com/depth-camera-d435/ 
8) Photon Networking Framework SDK 
  https://www.photonengine.com/ja-JP/Photon 
9)PointCloud 
https://jp.mathworks.com/help/vision/ref/pointcloud.html;js
essionid=40731981b1e6af3ca1cbfa185edf 
10) ダウンサンプリング法 
https://jp.mathworks.com/help/signal/ug/downsampling-sig
nal-phases.html 
11)CMake 
 https://cmake.org/ 
12) 3D物体検出とロボットビジョンへの応用 
 https://www.slideshare.net/SSII_Slides/3d-101077557 
13)Oculus 
 https://www.oculus.com/ 
14)Photon Voice2 
 https://www.photonengine.com/ja-JP/Voice 
