Introduction
Apart from the occasional generic investigation using numerical models (e.g. Odling and Roden, 1997; Manzochi et al., 1998) , there are few quantitative descriptions of flow through fractured, permeable matrix aquifers (National Research Council, 2001; Dietrich et al., 2005) . This paper describes a preliminary stage in the development of a quantitative description of flow through the UK Triassic Sandstone, a fractured, permeable matrix red bed sequence. Only the properties of the fracture network are considered. Data on the discontinuity properties have been collected from one of the main UK Permo-Triassic Sandstone basins: hydraulic information was obtained from packer test data, and geometric and frequency information from scan line surveys and borehole logs. The fracture network has been partitioned into sets and statistically characterised by inferring distributions of transmissivity, dip, strike, density and size, and its description employed in a stochastic analysis of the hydraulic properties of the network using a discrete fracture network flow code. Finally, the implications of the numerical investigation have been assessed.
The UK Permo-Triassic Sandstone
The UK Permo-Triassic Sandstone is a fluviatile and aeolian red bed sequence with typical matrix intergranular permeability and porosity of 0.1-10 md − 1 and 0.15-0.30 respectively (e.g. Allen et al., 1997) . Bed thickness ranges up to 3 m or more, but is often less than 1 m. Crosslamination and cross-bedding are common. Shear strength is typically low, ranging between overconsolidated sand to weak rock (Yates, 1992; Hawkins and McConnell, 1992) . A comprehensive description of the sequence is given by Benton et al. (2002) , and aspects of flow and solute transport covered by Barker and Tellam (2006) . Fracturing comprises bedding plane joints, nonbedding plane joints, and faults (Allen et al., 1998) ; granulation seams (millimetre thick cataclastites of very low porosity) are also quite common (Fowles and Burley, 1994) . Below, the term "discontinuities" will be used to include both fractures (of whatever origin) and granulation seams: the term "fractures" will exclude granulation seams but include all other discontinuities.
There is considerable evidence that fracturing affects flow in the aquifer, but most of this evidence comes from studies of zones immediately around boreholes: due to drilling and pumping damage, flow in this zone may not be representative of flow remote from boreholes. Nevertheless, the evidence available includes: packer test data (Price, 1982; Walthall and Ingram, 1984; Brassington and Walthall, 1985) ; borehole logging and core data (Brereton and Skinner, 1974; Walters, 1985; Entec, 1997) ; intergranular/field test comparisons (Walthall and Campbell, 1986; Allen et al., 1997) ; and tracer test data Streetly et al., 2002) . Allen et al. (1998) and Tellam and Barker (2006) provide more detailed discussion of this evidence.
In summary, these data indicate that fractures are common near boreholes, that they can considerably affect the apparent transmissivity as measured using pumping methods, and that they appear to be less prevalent at depth. The only direct evidence of the importance of fractures to larger scale flow is a tracer test over about 280 m , which suggested an average linear velocity of 140 md − 1 , a value at least two orders of magnitude higher than that suggested by regional gradients and intergranular permeability. Comparison of matrix permeability data with permeabilities estimated by regional groundwater flow modelling also suggests that fractures contribute to regional groundwater flow (Allen et al., 1997) . In one regional flow modelling study it was found necessary to reduce bulk rock permeability below a depth of approximately 150-200 m in order to obtain an adequate representation of the flow system, and this was justified by the reduction in fracture frequency noted in closed circuit television (CCTV) logs (Allen, 1969; Campbell, 1982; Howard, 1988) . There are few regional studies of fracturing in the sandstones. Plant et al. (1996) , Chadwick (1997) and Knott (1994) describe faulting in the tectonic framework of the sandstone sequences in the Cheshire Basin and elsewhere in Northwest England. On the local scale, Wealthall et al. (2001) discuss the hydrogeological implications of large infilled fractures. Detailed studies have also been carried out by Barnes et al. (1998) and Gutmanis et al. (1998) in the Sellafield region of Northwest England in the context of radioactive waste disposal safety assessments.
Field data collection methods and computer code

Scan line discontinuity surveys
Scan line surveys were undertaken at 10 sites in the Cheshire Basin, England (Fig. 1, Table 1 ). At most sites, surveys were possible in more than one direction (Table 1 ). The procedure followed that of Anon (1997) and ISRM (1978) . The parameters recorded and their definitions are given in Table 2 .
As other workers have found (e.g. Robertson, 1970) , scan line surveys do include significant subjectivity, and this is reflected in their relatively poor repeatability compared with many hydrogeological measurements. Consequently, a series of investigations was conducted to assess the quality of the survey data collected. This included tests on (i) repeatability of scan line results in which the same surveyor returned to the same scan line after intervals of time ranging between hours and months; and (ii) the robustness of the results from different individuals with varying experience surveying the same scan lines. Fig. 2 shows the results of repeated surveys by the same, well-experienced surveyor. The agreement is good for 1999 and 2000. The 1997 survey used a horizontal scan line parallel to the two later surveys, but with an elevation 20 cm lower: although similar to the other surveys, it is clear that even a 20 cm displacement can made a recognisable difference to the survey results.
Following completion of data collection, a further site was chosen comprising three 5-metre scan lines that were surveyed independently by three individuals. In this test, the two less experienced surveyors, B and C, had not undertaken any surveying for several months. Fig. 3 gives illustrative data indicating that the two less experienced surveyors recorded only 60% and 74% of the discontinuities to within 10 cm of the location recorded by the experienced surveyor. All three surveyors identified the five longest discontinuity traces and recorded similar length distributions with average lengths of 2 m (most experienced surveyor), 2.1 m, and 1.8 m; median lengths of 1.5 m, 1.4 m, and 1.4 m; minimum lengths of 0.3 m, 0.2 m, and 0.2 m; and maximum lengths of 5 m, 5 m, and 8.5 m. Censoring and fill distributions were the least reproducible attributes.
In general, it was concluded that, provided the surveyors were experienced, the uncertainties due to incorrect measurements (compare Fig. 2 with Fig. 3 ) were smaller than those resulting from vertical changes of scan line location (Fig. 2) . It is not possible to assign formal errors for the surveying given the data available, but the results of the repeat surveys have tempered the decisions made when interpreting the full data set.
Borehole logging
Borehole logging of uncased boreholes was used to provide most of the data on the properties of subhorizontal fractures as almost all outcrop surveys had to be undertaken along horizontal scan lines (Table 1) . The logging also provided indications of the amount of flow occurring in each fracture.
Fluid electrical conductivity, fluid temperature, calliper, flow (heat pulse), natural gamma, and closed circuit television logs were completed at six sites in the Cheshire Basin using Robertson Geologging Portalog and Telespec CCTV systems. Data from a further five sites in the Cheshire Basin were obtained from previous studies by Birmingham University and the North West Water Authority, summarised in University of Birmingham and NWWA (1981) . The sites were chosen to include all the formations in the Triassic Sherwood Sandstone Group sequence.
Comparison of previous CCTV log interpretations of fractures with the original CCTV log video records showed that the previous interpretations did not record all discontinuities seen in the borehole walls. As a result, modifications (described in Section 5.2.3) were made to previous CCTV interpretations. Comparison of CCTV and calliper logs showed poor agreement in locating fractures: in addition, repeatability for calliper logs was poor, suggesting that many of the fractures give rise to borehole wall irregularities which are close to the detection limit of the device (as also concluded by Merin, 1992) . Accordingly, calliper data were disregarded. Repeat temperature conductivity logs showed that the locations of slope changes are reliably located in each log provided the borehole column is not significantly disturbed.
The discrete fracture network code (NAPSAC)
Much of the investigation of the implications of the field data set was carried out using the finite element, 3D, discrete fracture network code, NAPSAC (Herbert, The Alderley Edge data have been divided into two groups, one representing discontinuities in the Wilmslow Sandstone Formation (marked (W)), and one representing discontinuities in the Thursaston Member of the Helsby Sandstone Formation (T).
1992; Hartley, 1998) . The code considers fracture flow only. Input data comprise statistical distribution parameters for each fracture set for fracture length, width, dip, strike, and orientation within the fracture plane, and fracture transmissivity. NAPSAC generates points in space based on the fracture density distributions using a uniform Poisson process. Dip, strike, orientation, length, and transmissivity are then assigned to each fracture using the input distributions. NAPSAC has an inbuilt method for estimating effective hydraulic conductivity for a given realisation of the network geometry and transmissivity distribution. For a block of fractured rock, a sequence of uniform head gradients is applied to the faces of the block and the discharge across each face calculated using the NAP-SAC flow solver. The effective hydraulic conductivity tensor is chosen to minimise the expression:
where the subscripts i and j refer to the applied head gradients and the faces of the block respectively; Q i, j calc is the calculated discharge; and Q i, j estimated is the discharge estimated using the head gradient and the effective hydraulic conductivity tensor. The direction of the head gradient is defined by a line joining the midpoint of a pair of opposite edges of a randomly orientated, regular 20- Advective transport can be simulated in NAPSAC through particle tracking techniques.
Field data results
Scan line survey
Figs. 4 and 5 show plots of orientation and trace length (i.e. length seen in the exposure) for all discontinuities for each site, and Figs. 6 and 7 show the same data combined for all sites together with the proportion of censoring types. Twenty two percent of the total discontinuities recorded were granulation seams. Of the non-granulation seam disconformities, 91% were fractures with unaltered walls or surface staining only; 5% were fractures with slightly altered joint walls with sand fills; and 4% had other fills. Qualitative inspection of Figs. 4 and 5 suggests that the discontinuities at each site have broadly similar characteristics.
Fractures were found almost always to cut through the granulation seams in cases where they met, and hence the granulation seams are not directly relevant to discussion of the fracture network properties, though will clearly affect the interaction of matrix and fracture flow.
Borehole logs
Data from the borehole CCTV logs are consistent with exponential fracture spacing. No variation with depth is apparent except at one site out of seven: this might be expected as the data set is relatively small and limited to depths less than 150 m below ground level. Fracture frequency appears to be unaffected by formation and lithology as high linear correlation coefficients (R 2 N 0.85) are found for five out of seven boreholes when average fracture frequency over a given depth interval for one borehole is plotted against the same parameter for another borehole. The average vertical discontinuity spacing is around 0.39 m. To assess the proportion of fractures that transmit significant flow, locations of changes in gradient of temperature and conductivity log traces were compared with fracture locations as identified by CCTV logging. The data were grouped into 5 m depth intervals: if a change in gradient in the 5 m interval occurred, at least one fracture and at most all of the fractures in the interval were assumed to have significant flow. A summary of the resulting data set is shown in Table 3 , and indicates that around 9% of the discontinuities intersected by the boreholes have significant flow, with lower and upper bounds of 4.5 and 10.7%. These figures are likely to be underestimates as they depend on the detection limits of the logging method and on the presence of thermal or conductivity variations. Morin et al. (1997) , also using logging evidence, suggested that around 18% of the discontinuities in the Triassic Passaic Formation of New Jersey, USA, were associated with significant flows. Of the 1054 fractures mapped by Bouch et al. (2006) from core from boreholes in the Triassic Sandstone sequence at the University of Birmingham, UK, only 6% could be unambiguously identified as natural, the remainder being interpreted either as drilling induced (53%) or of ambiguous origin. It is not possible to distinguish simply between flows resulting from an interconnected network of discontinuities and those due to drainage of a significant region of the matrix by a single, large discontinuity. Thus, the percentage of flowing discontinuities is not a direct measure of the connectedness of discontinuities.
A quantitative description of the fracture network
Definition of fracture sets
A first attempt at definition of discontinuity groupings was made using the orientation data. Fig. 8 indicates four groupings of discontinuities: Group A includes all sub-horizontal fractures; B includes the sub-vertical, north-south striking discontinuities; C includes subvertical, east-west striking discontinuities; and D includes all the remaining discontinuities. The grouping boundaries are somewhat arbitrarily defined. All groupings are approximately normally distributed in terms of dip and direction, except for Group A (to assess this, all dips were measured in one direction and dip directions altered accordingly). Kolmogorov-Smirnoff tests of whether each grouping at individual sites was likely to be part of a population formed by data on that grouping obtained from all sites suggested that in most cases the groupings were tenable at the 95% significance level; Group A was least appropriate (Jeffcoat, 2002) . MannWhitney testing of groupings at each site against the same groupings at each of the other sites again indicated that the groupings are statistically valid at the 95% significance level (Jeffcoat, 2002) .
Trace length distributions are approximately exponential, except in the case of Group B. Accordingly, Group B was subdivided into discontinuities greater and less than 10 m long. Censoring data suggested Group A might also be subdivided into two classes: the censored discontinuities (i.e. those which continue beyond the edge of the exposed outcrop) are assumed to be true bedding plane discontinuities, whereas the uncensored discontinuities are often associated with cross-lamination structures. Thus, finally, six sets were defined. Group A was divided into Set 1, horizontal large bedding plane fractures, and Set 5, sub-horizontal short discontinuities. Group B was partitioned into Set 2, short (b 10 m) subvertical north-south striking discontinuities, and Set 6, long (N 10 m), sub-vertical north-south striking discontinuities. Set 3 was identified with Group C, subvertical east-west striking discontinuities, and Set 4 with Group D, randomly orientated discontinuities not included in other sets.
The validity of this classification is further supported by the consistency of the parameter values for each set, as discussed below.
Properties of each set
Length distributions
To generate stochastic fracture networks, NAPSAC requires statistical distributions representing the threedimensional properties of the fractures. These include fracture length, width, dip, strike and orientation within the fracture plane. These distributions have to be inferred from the results of the scan line surveys, taking into account biases created by the truncation and censoring of discontinuity traces. Fig. 9 shows the distribution of trace lengths in each set for all sites.
Set 1 discontinuities are all censored by the exposure size, and are assumed to extend fully across the modelled domain in all calculations.
The issue of censoring by the visible boundaries of the outcrops was addressed where possible using the method of Laslett (1982) . This method uses a likelihood function which expresses the probability that the set of observed (and possibly censored) trace lengths represent samples drawn from an underlying statistical distribution of uncensored lengths of a given form, characterised completely a given parameter or set of parameters. Given that the form of the underlying distribution is known, its optimum parameter value or set of values can be determined by maximising the likelihood function. Warburton (1980) gives expressions for the pdf and cdf of the required, underlying length distribution for traces produced by the intersection of parallelogram-shaped discontinuities of constant aspect ratio with a planar outcrop, as observed using a scan line survey, which also accounts for truncation bias. The discontinuities are described by parameters characterising their dip, strike, orientation, and aspect ratio (which are all assumed to be constant) and the pdf of their length, f (x). In the absence of evidence to the contrary, all discontinuities were assumed to be square and orientated with one edge horizontal. For Sets 2, 3, 4 and 5 the distribution of discontinuity lengths was assumed to be exponential with pdf given by f ðxÞ ¼ kexpð−k xÞ and hence described by a single parameter, λ. For Sets 2 and 3 the Laslett likelihood function was derived analytically as a function of λ by substituting the above value of f(x) into the Warburton expressions and then substituting these into the Laslett's expression for the likelihood function. The derivation is largely elementary but quite lengthy and so is not reproduced here. The likelihood function is then maximised numerically to give the optimum value of λ (Jeffcoat, 2002) . The derived three-dimensional length distributions were validated by using NAPSAC to predict scan line survey data sets. The parameter, λ, was calculated for each set and globally for each site. The simulated cdfs were compared with the observed ones visually and using the Kolmogorov-Smirnoff test (Jeffcoat, 2002) . It was concluded that the global parameters provided an adequate classification for most sets of field data. The final parameters are listed in Table 4 .
Sets 4 and 5 consist of discontinuities with a wide range of orientations, and no appropriate direct method could be found to enable estimation of the parent distribution. Accordingly, an empirical approach was adopted using NAPSAC: for each outcrop with substantial field data, a large number of discontinuities were simulated in a window the shape of the outcrop and the exponential distribution parameter varied systematically until a good fit to the appropriate trace length cdf from field scan line data was obtained. Goodness of fit to the cdfs was checked visually and by using Kolmogorov-Smirnoff tests (Jeffcoat, 2002) . The final λ values chosen were those that provided the best compromise, judged visually, for all the scan lines tested. Discontinuities in Set 4 were uniformly distributed over all orientations except those of the other sets. The final agreement was less good than for Sets 2 and 3. The parameters are given in Table 4 .
Ignoring granulation seams, there are only 20 observations of fractures in Set 6, all of which are censored, and hence Set 6 fractures were assumed to cross the entire model domain in all calculations.
Density
The linear density (the number of discontinuities per unit length, P 10 ) was calculated for each set at each site with the appropriate correction made for orientation bias. Volumetric density (the number of discontinuities per unit volume, P 30 ) was then calculated from
where A is the average area of the discontinuities (e.g. Herbert, 1992) . For square discontinuities with exponentially distributed side lengths, the average area is twice the square of the mean length. That is
For the sub-horizontal Sets 1 and 5, scan line survey data indicate rather greater frequencies than borehole CCTV surveys. As borehole data were considered more reliable because the survey direction is ∼ 90°to the fractures, discontinuity frequency data from the scan line surveys were modified by simple proportioning to reflect the properties seen in the borehole data.
For Set 4, the "random" orientation set, the approach described above cannot be applied. Hence, the trial-anderror NAPSAC approach as used to estimate Set 4 length distributions was again employed.
All results were checked by generating the discontinuity sets using NAPSAC and comparing with the field data. The densities of the different fracture sets showed different ranges of variation from site to site, with Sets 2 and 3 displaying greater variability than Set 4, for example. No attempt was made to reproduce this variability, the aim being simply to confirm that the representative density chosen was reasonable: the subsequent modelling work (see below) included investigation of the network with both these set densities and with individual set densities equal to zero. The derived densities are listed in Table 4 . Brassington and Walthall (1985) for three boreholes in the north of the Cheshire Basin. Laboratory data were obtained from Campbell (1982) for the same boreholes. This approach assumes differences in scales of measurement between field tests (a few metres) and laboratory tests (a few centimetres) are unimportant. In addition, during the packer testing, some measured intervals may be intercepted by unconnected fractures which will nevertheless increase the apparent packer test permeability values, thus leading to an overestimate of rock mass permeability and therefore also of fracture transmissivity. The sensitivity of the final model results to the estimated fracture transmissivity is discussed in detail in a later section.
Fracture occurrence in the boreholes was estimated from CCTV log data interpretations given in unpublished North West Water Authority (NWWA) investigation reports (summarised in University of Birmingham and NWWA, 1981) . The geometric means of the laboratory-measured matrix hydraulic conductivity for the three boreholes were 1.7 × 10 − 6 ms − 1 , 1.9 × 10 − 6 ms − 1 , and 5.8 × 10 − 6 ms − 1 . Borehole-averaged matrix permeability values were used as they gave very similar results to interval-specific matrix permeability values and avoided problems in the intervals where laboratory data were not available.
Fracture transmissivity was assumed to be log-normally distributed, and so the pdf of discontinuity transmissivity, i.e. including closed fractures and granulation seams, could be expressed in the form:
where ΔT is an arbitrarily small value of transmissivity, T p is the proportion of non-flowing discontinuities μ is the mean of lnT σ is the standard deviation of lnT
Estimates of the log-normal parameters, μ and σ, and the proportion of non-flowing discontinuities, p, were then obtained numerically using a maximum likelihood method modified from Herbert (1992) . For this calculation, it is assumed that discontinuity transmissivities are independent and hence additive within a packered interval (and also that the matrix and fracture transmissivities are additive, as implied above). First, the total discontinuity transmissivity of a packered interval is taken to be the transmissivity measured in the field minus the matrix transmissivity for the interval estimated from laboratory tests on cores. Where this leads to a negative value, the total discontinuity transmissivity is assumed to be zero. These values are then used in the log likelihood, which is given by
is the total discontinuity transmissivity of the jth packered interval f n j is the pdf of the sum of the n discontinuities in the jth packered interval
The log likelihood is then maximised using a numerical optimisation routine. The calculation requires the determination of f n j which is evaluated numerically from Herbert, 1992) . These calculations were done for each borehole individually and for all three boreholes simultaneously.
Because the packer test data are affected principally by sub-horizontal fractures, and no other suitable data exist, all discontinuity sets were assigned the same transmissivity distribution parameters ( μ = − 11.56, σ = 1.91, original data in m 2 s − 1 ), giving a mean transmissivity of 5.91 × 10 − 5 m 2 s − 1 (equivalent to an hydraulic aperture of approximately 400 μm). The proportion of flowing fractures was found to be 73%. This appears to contradict the results of the borehole logging undertaken during this study, which suggested 9% of fractures to have significant flow. However, the number of fractures recorded from CCTV logs during the current investigation was around 7.5 times greater than recorded during the NWWA investigations (see above, this section), and hence the absolute number of flowing fractures is in fact very similar (e.g. 24 expected in a 100 m section from the logging in this study, 26 from the NWWA data sets). It was assumed that all Set 1 fractures are flowing, and that enough Set 5 fractures are flowing so that the total proportion of Sets 1 and 5 flowing amounts to 9%. This was represented in the data sets by scaling the density of the discontinuities: Set 1 mean spacing therefore remained unchanged at 4.6 m, and Set 5 density was changed from 12.9 m − 3 to 0.25 m − 3 . All the discontinuities in the other sets, in the absence of specific data, were assumed to be flowing.
Fill
Most discontinuities appear to be unfilled with unaltered walls, though granulation seams also comprise a significant proportion of total discontinuities. In Set 6, 90% of discontinuities are granulation seams, leaving only 20 fractures in the Set. Accordingly, Set 6 was ignored in the fracture network description, though some exploration of its effect has been undertaken using NAPSAC (see below). In the other sets, granulation seams make up to about 40% of discontinuities, and hence all densities were scaled to take this into account (Table 4 ). Other types of fill have been accounted for implicitly in the adjustments already made in the previous section.
Determination of the properties of the fracture network
Introduction
The properties of the fracture (i.e. non-granulation seam) network, as represented in Table 4 , were investigated using NAPSAC. Intergranular flow is not considered and, because non-granulation seam discontinuities are so rare in Set 6, this set is not included in the initial simulations. All fractures are assigned the same transmissivity distribution (see Section 5.2.3) unless otherwise indicated. The aims of the investigation were to determine: minimum representative volumes (MRVs) for hydraulic conductivity; effective hydraulic conductivity tensors; the role of different fracture sets; and tortuosity. Extensive initial experimentation indicated that, for a cubic volume of sandstone with the fracture network described in Table 4 , a fracture generation region extending 3 m beyond the solution region in all directions is required to reduce edge effects on simulated fracture density to an acceptable level, and that the maximum solution region for a practicable run time is a cube of side 35-40 m. The effective hydraulic conductivity tensor was obtained in NAPSAC by successively applying steady state hydraulic gradients across the cube in 15 uniformly distributed orientations, solving for the flow through the fracture network for each set of boundary conditions, and numerically determining the tensor that best simultaneously predicts the bulk flows across each of the faces of the cube (see above). Fig. 10 shows how the mean, and upper and lower quartiles of the components of the hydraulic conductivity tensor for the fracture network of Table 4 change as a function of size of the cube of rock investigated. At each cube size, 50 simulations were run. The MRV appears to be close to a 35 m cube.
The minimum representative volume for hydraulic conductivity
The mean and standard deviations of the components of the effective hydraulic conductivity tensor for a 35 m cube are given in Table 5 . The mean values represent the best estimate upscaled hydraulic conductivity and form a base case for further investigations. The conductivity tensor can also be expressed in terms of the magnitudes and directions of the principal components, K max , K inter and K min (Table 6 ). Flow is dominated by the sub-horizontal fractures, especially those of Set 1. This leads effectively to isotropy in a plane that dips at between 2°and 3°to the east. The anisotropy ratio of 1.007 in this plane (K max : K inter ) is insignificant. At right angles to the plane, the hydraulic conductivity, K min , is approximately 23 times smaller. Thus, the effective hydraulic conductivity can be visualised as an oblate spheroid.
The modelling has assumed that the Set 1 fractures cut the whole of the modelled region. This suggests the existence of another larger MRV at a scale greater than the size of Set 1 fractures. As Set 1 fractures are bedding plane fractures, it is possible that their size will be controlled by the lateral extent of individual beds. Excluding mudstones, which may be associated with less permeable bedding plane discontinuities, individual beds are likely to have lateral extents of less than a few tens of metres; however the only hard evidence from the fracture survey is that these features are more extensive than the outcrops surveyed. Set 6 may also be associated with the larger scale MRV: Set 6 fractures may represent faults, and as such may be up to kilometres in length.
Sensitivity of the hydraulic conductivity tensor to the fracture transmissivity distribution
Since the estimation of the distribution of fracture transmissivity from field and laboratory tests is an uncertain process, the sensitivity of the upscaled hydraulic conductivity tensor to the fracture transmissivity distribution was investigated by varying the mean and standard deviation of the natural logs of the transmissivity (μ and σ) about their base case values of −11.56 and 1.91 respectively. In each case the same fracture geometry was examined, namely that which gave the tensor closest to the average tensor during the MRV experiments.
Sensitivity of the upscaled tensor to σ was tested by keeping μ constant at −11.56, and varying σ between zero and 3.3. With σ equal to zero, all fractures have a transmissivity of 1.0 × 10 − 5 m 2 s − 1 . The upper value of σ was chosen so that the resulting mean transmissivity [given by exp(μ + σ 2 / 2)] was equal to the ninetieth percentile in the observed distribution (2.2 × 10 − 3 m 2 s − 1 ). For the μ sensitivity analysis, σ was held constant at 1.91 and μ was varied in the interval − 11.56 ± 3.62, which corresponds to mean transmissivities ranging between 1.6 × 10 − 5 m 2 s − 1 and 2.2 × 10 − 3 m 2 s − 1 . The results for the extreme values of μ and σ are given in Table 7 , expressed in terms of anisotropy ratios and the ratio between the calculated K max and K max (values in Table 6 ). Between these extremes, the upscaled tensor varies smoothly. The effect of varying μ is straightforward: the directions of the principal tensor components remain unchanged, but their magnitudes are scaled leaving anisotropy ratios unaltered. This follows from the fact that the ratio of the mean to the standard deviation of the fracture transmissivity is independent of μ.
Compared with the results of varying μ, changing σ produces a less dramatic effect on K max . However, changes do occur in the anisotropy ratios and there is a small, but noticeable, effect on principal component directions. Large values of σ retain isotropy in the K max − K inter plane, leaving its dip unchanged, whereas the smallest value increases anisotropy in the plane and its dip from 3°to 9°to the east. Table 4 as a function of size of the cube of rock investigated. Table 5 Mean and standard deviation of the components of the effective hydraulic conductivity tensor
Mean (ms 6.4. The influence of fracture Sets 1 to 5 on the upscaled hydraulic conductivity A set of sensitivity studies was conducted to assess the influence that each of the fracture Sets 1 to 5 has on the upscaled hydraulic conductivity: Set 6 fractures, the long sub-vertical north-south striking ones, are considered separately (Section 6.5). In this investigation, μ and σ were varied over the same range of values as in Section 6.3, but for one fracture set at a time.
The principal results are presented in Table 8 . The magnitude of the sub-horizontal components of conductivity is dominated by Set 1, the sub-horizontal bedding plane fractures. This set is also important for vertical flow. Using μ max in place of μ in Set 1 increases K zz by a factor of about 2.4 indicating that Set 1 enhances vertical conductivity by connecting sub-vertical fractures.
Set 4 ('randomly' oriented fractures) and, to a more limited extent, Set 2 (short north-south vertical) have an important effect on the horizontal to vertical anisotropy ratio, but Sets 3 (east-west vertical) and 5 (short horizontal) have little influence on the upscaled conductivity.
Thus, to characterise the system at scales greater than the MRV, much information is required on Sets 1 and 4 (the long bedding plane fractures and random fractures), and little is needed for Sets 5 and 3 (the short bedding plane fractures and the east-west sub-vertical fractures).
6.5. The influence of fracture Set 6 on the upscaled hydraulic conductivity Set 6 (long north-south sub-vertical fractures), which was excluded from the determination of the MRV, is rare but potentially important. To investigate its impact, one Set 6 fracture was introduced into the MRV cube, and its transmissivity varied from the base case mean, 5.91 × 10 − 5 m 2 s − 1 , to the largest mean used in the previous sensitivity investigations, 2.20 × 10 − 3 m 2 s − 1 . The effect on K xx was insignificant as Set 1 dominates and requires no vertical connections to facilitate horizontal conductivity in the x-direction. The effect on all other tensor components is linear, with the largest effects on K zz and K yy . The consequent effects on anisotropy ratios are summarised in Table 9 . The inclusion of a single Set 6 fracture with the lowest transmissivity simulated increases the anisotropy between the larger principal components from one to 1.6, but reduces the ratio between these and the minimum component. In this case, K max has an approximately north-south trend and K inter is east-west.
As the transmissivity of the Set 6 fracture increases, K min and K inter attain the same magnitude, beyond which point K inter becomes sub-vertical and the dip of the plane containing the major principal components increases sharply. The dip direction remains constant at about 7°south of east. Increasing the transmissivity also increases K max significantly. Hence, a Set 6 fracture, if present, makes a significant difference to the properties of the network.
6.6. The influence of the relative flow in fracture Sets 1 and 5 on the upscaled hydraulic conductivity A major assumption in the development of the conceptual model of fracturing is that all the large bedding plane discontinuities (Set 1) are transmissive fractures, and consequently that the majority of Set 5 fractures, the short bedding plane fractures, do not flow. Further simulations show that reducing the average number of transmissive fractures in Set 1 by 50% and increasing the number of Set 5 fractures so that the total number of fractures in the combined sets remains at 9% results in a reduction in K xx and K yy by nearly 50% and a reduction in K zz by almost 40%, producing a small change in the horizontal to vertical anisotropy ratio. Reducing the transmissivity of Set 1 to zero, so that all the sub-horizontal transmissive features belong to Set 5, K max is the maximum principal component of the mean effective hydraulic conductivity for system with amended σ or μ; K is the maximum principal component of the mean effective hydraulic conductivity for system without amended fracture transmissivity properties (i.e. as in Table 6 ). reduces K xx and K yy greatly, and K zz to about 25% of its base case value. In the absence of transmissive Set 1 fractures, the effective hydraulic conductivity tensor can be visualised as a prolate spheroid whose major axis dips at about 60°, to just east of south, with a K max over 50 times smaller than K max .
The results highlight the dominant effect of Set 1 on horizontal flow and its important role in facilitating vertical flow. Without Set 1 fractures, and in the likely absence of Set 6, the network is poorly connected, with a much reduced effective hydraulic conductivity in which the horizontal components are no longer dominant.
Tortuosity
Tortuosity, estimated here by dividing the mean advective path length from a source to a plane orthogonal to the mean flow direction by the distance from the source to the plane, has been investigated in the north-south direction in the network. A hundred thousand particles were used to track solute movement across the standard network (Table 4 ) under a north-south head gradient. Fifty simulations were undertaken for cubes with sides ranging between 5 m and 40 m. The results are shown in Fig. 11 . It appears that the MRV for tortuosity in the north-south direction is around 20 m, and that its value is between 1.65 and 1.7.
The sensitivity of tortuosity to transmissivity has been investigated. When μ is changed in all sets simultaneously, very little change in tortuosity occurs: the change is less than 0.2% for − 15 b μ b − 8. Similarly, changes in the μ values for Sets 2, 3, and 5 individually have very little effect (less than 2%). However, for Set 1, which is aligned parallel to the direction of transport direction, tortuosity decreases by around 20% as μ increases from − 15 to − 8, and for Set 4 (the 'randomly' oriented fractures) it increases significantly (by about 20%) as μ increases. In both cases, the changes occur because a significant proportion of the flow is diverted though these fractures as they become more transmissive.
Tortuosity is insensitive to changes in σ for individual sets. Similarly, there is little change in tortuosity as σ increases beyond about 2 for all sets simultaneously. The greatest change (less than 3%) is seen when σ is reduced to zero from the standard model value.
Including a single, north-south striking, sub-vertical Set 6 fracture also increases tortuosity, in this case by about 9% and through a large-scale distortion of the flow field rather than by many small-scale disturbances as for Set 4.
If all flow in the sub-horizontal sets passes through Set 5, i.e. there is no flow through the large bedding plane fractures, the tortuosity increases by around 80%; however, if 50% of flow passes through Set 5, the tortuosity is increased by only 5%. Again, the importance of the Set 1 fractures is indicated. 
Discussion and conclusions
This study appears to be the most detailed yet on sandstone fracture networks. Scan line surveys in other UK basins, combined with statistical comparisons suggest that the results might be transferable to most of the English outcrop areas (Jeffcoat, 2002) : how relevant the results are to other sandstone sequences is unknown, but presumably similar results will be found in similar sandstones with similar tectonic histories.
Despite much data collection and collation, many assumptions have had to be made in the study, especially in connection with transmissivity, but also with regard to producing adequate statistical distributions of, for example, density, and even simply when comparing results from different methods of survey. The raw data for the well-defined parameters are associated with fairly large errors. Hence, in undertaking the work, much use was made of sensitivity analysis using a discrete fracture network model.
The sandstone fracture network was found to be dominated by large sub-horizontal bedding planes (Set 1) which, given the assumptions made for transmissivity distributions, results in a horizontally isotopic permeability tensor flattened in the z-direction. In reality, there are no data on the isotropy of the transmissivities of particular fracture sets. The large bedding planes are also important in increasing vertical permeability, presumably by connecting vertical fractures (members of Sets 2, 3, and 4). If these Set 1 fractures are not present, the network is rather poorly connected. Of the other five sets, Set 4, of "random" orientation, is important in facilitating vertical connections. The only other important set is a rare vertical fracture set, Set 6, which alters the fracture network properties considerably when present. In its absence, the minimum representative volume (MRV) for the permeability tensor for a cubic block appears to be around 35 × 35 × 35 m, but if it is present the MRV may well be much larger. These sizes have implications for hydraulic testing of the aquifer. The tortuosity of the network in the north-south direction is around 1.7, but is much greater in the absence of the large bedding plane fractures. The MRV for the tortuosity, again in a cubic block, is around 20 × 20 × 20 m. From these results it is concluded that in general in order to describe the system, information on three of the six fracture sets present is needed -Sets 1, 4, and 6 (the short bedding plane, eastwest sub-vertical, and long north-south fracture sets).
The best-estimate horizontal effective hydraulic conductivity of the network is about 1.2 md − 1 , which is similar in magnitude to the regional value for the formation (Allen et al., 1997) , but the vertical conductivity of the network is 23 times less which is smaller than the vertical bulk conductivity of many individual sandstone beds, but not of a sequence including finer-grained beds. The assumption of random spatial distributions used in NAPSAC's fracture generator will result in few T junctions between vertical and horizontal fractures: this may lead to some underestimation of vertical bulk permeability, but it is unlikely to change the overall anisotropy significantly. The precise effect of different fracture generation techniques (e.g. Swaby and Rawnsley, 1996; Gringarten, 1998; Josnin et al., 2002; Riley, 2004) on the effective hydraulic conductivity remains largely untested.
Possibly the least constrained data set is that relating to the inferred fracture transmissivity distribution. In particular, anisotropy of permeability within the main bedding plane fractures could affect the shape of the hydraulic conductivity tensor profoundly, and hence needs to be investigated. This is not a trivial exercise given the presence of permeable matrix and the size of the MRV. To interpret any field test data it will be necessary to link the network description to matrix flow.
Likewise, any speculation on the implications for solute movement must be tentative given the importance of matrix interactions and the range of possible boundary conditions. However, a few general points on pollutant movement can be made.
For solute movement between boreholes at distances of less than a few tens of metres, sub-horizontal fracturing is likely to be very significant, and this appears to agree with the limited field data (Streetly et al., 2002; Tellam and Barker, 2006) .
At larger scales, the relatively high fracture network to matrix conductivity ratio and the low fracture porosity suggest again that enhanced transport might be expected, up to the point where interactions with the matrix attenuate the solute signal. Without further investigation, this distance is unknown. The presence and properties of the Set 1 bedding plane fractures will be crucial. The tortuosity of the network at larger scales appears to be ∼ 1.6 (greater in the absence of Set 1).
The combination of Set 1 fractures with the rare Set 6 (large sub-vertical) fractures could mean in unfavourable situations very rapid transport over distances well in excess of the MRV reported here [?e.g. in the case described by Barker et al. (1998) ], but only in the ∼ northsouth direction.
Although in the sub-vertical direction the upscaled fracture network conductivities are much less than in the sub-horizontal directions, and less than much of the matrix conductivity, they may nevertheless be important in promoting transport past some of the finer-grained, more cemented beds in the sandstone sequence. Set 1 fractures are important in maintaining vertical connectivity, so transport will involve sub-horizontal as well as vertical movement.
Granulation seams are common, but field relationships suggest that they will not significantly affect the flow through fractures which intercept them; however, they may focus matrix flows towards these fractures, affecting transport and water/rock interaction. Other types of faulting, probably represented by Set 6 fractures, may show low permeability in directions perpendicular to their planes.
Dense non-aqueous phase liquids may be influenced even more by fractures than dissolved phase pollutants, critically depending on fill within the fractures. Again, lateral movement will be considerably easier than vertical movement, and in some cases, especially where the Set 1 fractures are locally absent, downward migration may be prevented. The total volume of the fractures is relatively small, and hence the fracture network would be expected to fill rapidly, in some cases causing significant driving heads to develop.
