Abstract
Introduction
Gradient descent curve evolutions occur frequently in image analysis applications. One popular example is the geodesic active contours [1] . Geodesic active contours is an example of shape optimization where curves are evolved to fit some form of data such as, for instance, image edges. Other examples are shape analysis applications such as shape warping and shape statistics. Shape statistics is often used as prior information in e.g. segmentation, cf. [6, 5] .
Traditionally shape analysis has been performed by studying the variation of landmarks on the curves, cf. e.g. [4] . The drawback of this approach is that landmarks are often very hard to find automatically. Performing analysis directly on the continuous curve overcomes this problem, but then registration of the shapes becomes much harder. Here we propose a method that has the potential of solving this registration problem. Also, a correct warping between shapes has the potential of solving the difficult "landmark correspondence" problem. In Section 4 we successfully apply the proposed method to both these problems.
In this paper we introduce a geometric procedure for decomposing any curve evolution into translation, rotation and deformation. This is useful for many applications and gives a way of modifying gradient flows. The decomposition is achieved by introducing orthogonal projections of the normal velocity of the evolution onto the subspaces generated by translation and rotation. Our investigation is inspired by the work in [3] , where such decompositions were first studied. However, our method differs from earlier works in that we use normal velocities which gives a geometric theory well suited for level set implementation, whereas [3] use vector-valued velocities allowing for tangential reparameterization. This may seem like a small difference but it turns out that the projections used are very different. We also show that the projected evolution still gives descent directions for the energy functional.
Background
A simple closed curve Γ can be represented as the zero level set of a function φ : R 2 → R as
The sets Ω = {x ; φ(x) < 0} and Ω c = {x ; φ(x) > 0} are called the interior and the exterior of Γ, respectively. Geometric quantities such as the outward unit normal n and the mean curvature κ can be expressed in terms of φ as
The function φ is usually called the level set function for Γ. A curve evolution, that is, a time dependent curve t → Γ(t) can be represented by a time dependent level set function φ : R 2 × R → R as Γ(t) = {x ∈ R 2 ; φ(x, t) = 0}. Let us consider the kinematics of curve evolutions. It does not make sense to "track" points as there is no way of knowing the tangential motion of points on Γ(t). The important notion is that of normal velocity. The normal velocity of a curve evolution t → Γ(t) is the scalar function defined by
The normal velocity is independent of the curve representation (and the choice of level set function φ) and is therefore a geometric quantity of the evolution. The set of normal velocities at Γ is a linear space. It can be endowed with a natural scalar product and a corresponding norm, cf. [7] ,
where v, w are normal velocities and dσ is the curve length element. In the following we therefore denote the linear space of normal velocities at Γ by L 2 (Γ). The scalar product (4) is important in the construction of gradient descent flows for functionals E(Γ) defined on curves. If the Gâteaux derivative of
The function ∇E is called the L 2 -gradient and is unique if it exists. The gradient descent flow for the problem of minimizing E(Γ) is then
where Γ 0 is an initial contour specified by the user.
Decomposition of Evolutions
Let E(Γ) be an energy functional defined on the manifold M of admissible curves. Again, we want to minimize E(Γ). Instead of using the gradient descent evolution defined by (6), we search along the path of another evolution t → Γ(t) defined by
where the normal velocity
Here Π T ∇E and Π R ∇E are the orthogonal projections of ∇E onto the subspaces of normal velocities at Γ generated by translations and rotations, respectively. Π D ∇E is defined as the residual
The right-hand side in (7) is defined as a convex combination of these components,
where
Note that if we choose µ 3 = 0 in (8), then the curve evolution (7) becomes a rigid motion; it changes the position and orientation of the initial contour Γ 0 without changing its shape. Hence the residual component Π D ∇E may be interpreted as the part of ∇E responsible for the deformation of the contour shape. Also, note that if µ 1 = µ 2 = µ 3 = 1/3, then v = − 1 3 ∇E, so, apart from a time scaling, we recover the original gradient descent evolution (6) .
We now show how the projections Π T and Π R are constructed. Let Γ be a fixed contour, v ∈ R 2 an arbitrary vector, and define a curve evolution t → Γ(t) as the translation of Γ, Γ(t) = {x + tv; x ∈ Γ}.
It is easy to see that the normal velocity of the evolution in (9) is given by
Inspired by this we define the following subspace of L 2 (Γ):
The elements of L T are exactly the the normal velocities which come from pure translation motions. Notice that dim L T = 2, because L T has the normal velocities
Clearly, the identity
holds because v T , given by (10), belongs to L T . We can use this identity to find an explicit formula for Π T . Multiply v T by n and integrate over Γ, then (10) implies that
We call the matrix S := Γ nn T dσ appearing on the righthand side the structure tensor for the curve Γ. S is clearly positive semi-definite;
for any w ∈ R 2 . However, more is true: Proposition 1 The structure tensor S is positive definite, in particular S is invertible. Proof: Suppose w T 0 Sw 0 = 0 for some w 0 ∈ R 2 , then it follows from (14) that Γ (n T w 0 ) 2 dσ = 0, so that n T w 0 = 0 identically on Γ. This implies that n is constant along Γ, which is clearly impossible if Γ is a closed curve. This contradiction shows that S must be positive definite.
By the proposition and (13) the translation vector v corresponding to the normal velocity v T can be reconstructed:
Comparing this identity to (12) suggests that Π T is given by
. This is indeed true, as it is easily checked that the operator Π defined by the right hand-side of (16) is self-adjoint (Π * = Π) and idempotent (Π 2 = Π), hence an orthogonal projection. Moreover, (15) shows that L T is contained in the range of Π, and since the dimension of Π's range is two, it follows that Π = Π T as claimed in (16).
Next, consider rotations in the plane. The rotation of Γ about a point x 0 ∈ R 2 with angular velocity ω is given by
. The corresponding normal velocity at t = 0 is given by
Here we have definedx = 0 −1
Clearly dim L R = 1 for any fixed x 0 . The orthogonal projection onto L R is given by the formula
Again it is easy to check that Π * R = Π R and Π 2 R = Π R . The point x 0 in (19) is chosen such that the two subspaces L T and L R are orthogonal, or equivalently, Π T Π R = Π R Π T = 0. Using (16) and (19) it is easy to see that x 0 must satisfy the following vector relation
where, interestingly enough, the structure tensor for Γ appears again. Since L T and L R are now orthogonal, it follows that the residual Π D = I − Π T − Π R (I denoting the identity operator) is also an orthogonal projection. We end this section with an important observation which implies that the normal velocity constructed in (8) is in fact a descent direction for the functional E(Γ).
Π∇E(Γ) is a descent direction for E(Γ).
Proof: Let t → Γ(t) be the curve evolution which solves (7) with v(Γ) given by the formula in the proposition, then the claim follows from the following simple calculation: 
Experiments
In this section we apply the projections above to some concrete examples. We consider two applications within shape analysis of curves: Continuous shape warping and registration of continuous shapes. All curves are represented implicitly as described in Section 2. The shapes are from the Kimia shape database.
We will use the the gradient flow of the area of symmetric difference, cf. [2] , between two shapes Γ and Γ 0 defined as
where χ Ω and χ Ω0 are characteristic functions for the interior of Γ and Γ 0 respectively. The symmetric difference is illustrated in Figure 1 . The corresponding gradient flow for evolving the shape Γ towards a target shape Γ 0 is given by the normal velocity ∇E(Γ) = 1 2 − χ Ω0 . In practice these characteristic functions are represented using continuous approximations of the Heaviside function, cf. e.g. [2] .
Continuous Shape Warping
Here we show that the standard evolution from the symmetric difference gives a very un-intuitive motion when continuous shapes are warped from one shape to another. This has also been noted for the case of using approximate Hausdorff distance in [3] . If the shapes are not perfectly aligned, the evolution will remove details of the initial shape to a smooth shape and then grow new details corresponding to the target shape. This gives practically useless intermediate shapes. If we instead partition the flow as in (8) and weight rotation and translation higher than deformation, we obtain a much more intuitive flow with the desired intermediate shapes. We illustrate this in Figure 2 . For each example the top row corresponds to the evolution where rigid motion projection is weighted higher than deformation and the bottom row is the unchanged symmetric difference flow.
Registration of Continuous Shapes
Another important application is shape registration. Shape registration implies the alignment of shapes and is a crucial step if one is interested in computing shape statistics and analyze shape variation. In this case we turn off the deformation part entirely and simply use the normal velocity
(22) Figure 3 shows some examples of this procedure where one curve is chosen as the target shape and all other shapes are evolved towards this curve using (22).
Conclusions
We have presented a method for decomposing any curve evolution into rigid motion and deformation. We have applied this to shape warping and registration problems with convincing results. The theory is developed for use in the level set framework an is simple to implement. It is also easily generalized to surfaces.
