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Submitted by A. T. Fuller 
The results of Part I are applied to a number of problems associated with the 
theory of linear control systems and generalized polynomials. These include 
controllability, observability, canonical forms, quadrature, and greatest common 
divisor. 
1. INTRODUCTION 
In Part I [14] we studied polynomials 
a(h)=h”+c,h”-l+.‘.+c, 
= aofn(4 + %fn-l(4 + ... + %foN 
expressed in terms of an arbitrary basis 
U-1) 
(1.2) 
f&l) = f fijh’, i = 0, 1) 2 )..., n. 
j=O 
A key tool was the so-called confederate matrix 
A== 
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whose characteristic polynomial is (1.2), and which satisfies the condition 
AQn = QnC> U-5) 
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where 
Qn = vi-l,j-11, i,j= 1 >*..I n,
fij = 0 (i <j), foe = 1 
(1.6) 
and C is the companion matrix associated with (1.1). 
In this part we apply these methods and results to a number of different 
situations. In Section 2 we generalize the controllability and observability 
matrices associated with a constant linear control system, this being an extension 
of previous work [13] when the basis is orthogonal. This is then directly related 
to an arbitrary polynomial in the matrix A (Section 3). An application toquadra- 
ture is made in Section 4, extending some work of Howland [8]. In Section 5 the 
usefulness of the inverse of Qk+i , for which an algorithm was developed in 
Part I, is explored relative to Leverrier’s algorithm, and zero location of a 
polynomial. It is then shown in Section 6 how the greatest common divisor 
(g.c.d.) oftwo or more polynomials in generalized form can be obtained using 
the confederate matrix; again, this generalizes previous results for polynomials 
in power form [l] or orthogonal form [12]. Precisely the same idea is carried 
over for polynomial matrices in Section 7, using the block confederate matrix of 
Part I, and extending previous results [3, 121. A BCzoutian-type matrix is defined 
in Section 8, and finally in Section 9 the Luenberger canonical forms for a linear 
control system are expressed relative toan arbitrary basis. 
While the properties ofpolynomials and linear systems which are considered 
are essentially basis-free, it is nevertheless interesting to work out the technical 
details. In particular, the confederate matrix enables polynomials relative to 
an arbitrary basis to be dealt with in exactly the same way as the comrade and 
companion matrices, respectively, allow for orthogonal and power form bases. 
Thus the “matrix circle” of ideas [5] linking qualitative properties ofpolyno- 
mials with concepts of linear control theory can be nicely expressed relative to 
any of the different bases. 
2. CONTROLLABILITY AND OBSERVABILITY TYPE MATRICES 
Associated with the nth order linear multivariable control system 
k(t) = Fx(t) + Gu(t), 
Y(t) = I-w), 
(2.1) 
where y(t) and u(t) are 7 x 1 and m x 1 vectors respectively, and F, G, H are 
matrices of appropriate dimensions, is the controllability matrix 
V(F, G) = [G, FG ,..., F”-%] (2.2a) 
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and the observability matrix 
(2.2h) 
In the vector space of polynomials, with basis the polynomials {f,(X)>, we define 
by analogy with (2.2), the matrices 
@‘(F, G) = [GfdF) G...,fn-l(F) Gl, (2.3a) 
(2.3h) 
These can be termed “generalized” controllability and observability matrices, 
respectively, and it is straightforward to verify that 
@(F, G) = VW) (QnT 0 LI,), (2.4) 
&F, H) = (Qn 0 4) W, Hh (2.5) 
where @ denotes the Kronecker product, so we have 
THEOREM 1. The system (2.1) is completely controllable (observable) if and 
only if the rank of @(F, G) (8(F, H)) is 71. 
When the basis is the set of orthogonal polynomials {p,(h)} then the corres- 
ponding controllability and observability matrices have been defined previously 
as [13] 
@‘(F, G) = [G, P,(F) G..., P&F) Gl, 
H 
d(F, H) = HT(F) i 1 , &z-1(F) 
(2.6a) 
(2.6b) 
Due to Eq. (2.5) of Part I and the results [13] 
@(F, G) = %(F, G) (SmT 0 LA &F, H) = (S, 0 1,) O(F> H) 
we obtain the following relationships between (2.3) and (2.6): 
@(F, G) = VP, G) (SnT 0 L) (L* 0 4-J 
= @(F, G) (~5,~ @ I,J 
(2.7) 
602 
and 
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&F, H) = (L, @ 1,) (8, 0 1,) o(F> H) 
= (I,, 81,) @(F, H). 
(2.8) 
Furthermore, corresponding to the standard result 
qw, 4) Jfqv? !I)]-’ = c, 
where W is an arbitrary nonderogatory matrix and q an arbitrary vector such that 
det[Lo(W, q)] # 0, from (2.5) we have 
4w 4) ww? 4)1r1 = QnwF d W[wK nr’ !2n1 
= Q&Q;’ 
xzz A, by (1.5). 
3. MATRIX POLYNOMIAL 
Consider an mth degree (< n - 1) generalized polynomial 
b(X) = 4lf?n(~) + hLl(4 + .‘. + Lfo(4 
expressed in terms of the same basis as a(h), with orthogonal form 
(3.1) 
(3.2) 
For the determination ofthe matrix polynomial 
where A is the confederate matrix (1.4), we have the following eneralization 
of previous results [9, 131 relating b(A) to an appropriate observability matrix: 
THEOREM 2. 
b(A) = &(A, b), (3.3) 
where b(A, a) is defined in (2.36) and 
b = [b, ). .) 6, ) b, ) 0 )...) 01. (3.4) 
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Proof. Let b” = [g, ,..., & , 0 ,..., 0] then 
LbL,. 
Therefore, due to the result [4] 
b(B) = @I, cs), 
603 
(3.5) 
where B is the comrade matrix of a(h), then from Eq. (3.8) of Part I we obtain 
b(A) = L,b(B)L,l = L,O”(B, b)L;’ = L, 
=&(A, b). # 
It is worth noting that from (2.7) of Part I, the rows f1 of &(A, b) are easily 
obtained using the recurrence relations 
k=l 
Also, the matrix b(A) is used in Section 6 for determination fgreatest common 
divisor. 
4. APPLICATION TO QUADRATURE FORMULAS 
Let +(X) be an arbitrary integrable function on the interval [a, b]. The problem 
now considered is that of determining the abscissas {Xi} and the Christoffel 
numbers (si} such that the quadrature formula 
s b q%(h) w(h) dh = i s,$(hi) a i=l 
holds, with a nonnegative weight function W(X). It is known [8] that the hi 
are the roots of a certain nth degree polynomial a(h) and the si are determined by 
the formulas 
si = 
s 
b &(A) w(X) dh, 
a 
604 
where 
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W) = (A - yyqh,) 
= &An-l + pilAfi-2 + *a- + pi n-l . 
If we set 
I 
b 
pk = h’“w(h) dA, 
a 
then [S] the positive definite matrix 
(4.1) 
can be decomposed into the form 
A = CT&, (4.2) 
where e is a lower triangular matrix with positive diagonal elements. Setting 
GT = ml, (4.3) 
where i? = [fi,] is an upper triangular matrix with fj6 = 1, and B is a diagonal 
positive definite matrix, then [8] the hi are the characteristic roots of the tri- 
diagonal matrix 
T = RCTR-1. (4.4) 
The vectors with components the coefficients of Z,(h), namely 
G$ = &,+1 ,..., /%l , #&IT (4.5) 
are the characteristic vectors for the generalized characteristic equation 
Rx = a-x, (4.6) 
where 
(4.7) 
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These formulas are now extended to the case where the polynomial a(A) is 
expressed in the form (1.2) and 
W) = Pioh-l(h) + Pilfd4 + *-. + Pi,n-1.m). (4.8) 
Consider the “moments” 
If we set 
woo wol ..* Wo,n-1 
H= WlO 
WI1 *** %n-1 
. . . 
wn-1.0 %z-1,l *‘* Qh-1 .n-I 
Q)n-1.0 Gz-1,l .-* %-l*Tz-1 i 
Q-Jn,, Qo, ..’ Qo,*-1 
Q,, .-* Q1.e1 
. . . 
then from (4.1), (4.7), and (4.9) it can be verified that 
H = Q,RQ,?, 
K = QnRQn7; 
Therefore, from (4.2) and (4.3) we obtain, respectively, 
where 
and 
G = Q,$, 
H = GGT, G* = DR, 
D = BD,; Do = diag[l ,fll , . . . j L.,J 
R = D;%QnT 
with unit diagonal elements, because of (1.6). 
Moreover, from (1.5) and (4.4) we obtain 
T = RA=R-1 = D;‘~CTk?-lDo 
= D;L%o 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
showing that the matrix T is tridiagonal, having Xi as its characteristic roots. 
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It is worth noting that if R = [yij], from consideration of TR = ATR, the 
elements of 
71 
51 
T= i 0 
4 0 
713 82. 0 
. 
i&13 . . . 
0 
are determined via the relationships 
ee = di+w + ri.i+l di+l,i+l + & r. . 
1 
% Z+2 - We,,,, - ___ 
z+1.z+1 
si-l,i-l Ti--l i+1 
en-1 = dn,,-, - + + (4, - +) rn-I n 
0 nn 0 nn 
1 
- rln-1m-1.72 - 8n-2,n-2 rn-z*la ’ 
for i = l,..., n - I, and 
(4.14) 
with rlj = ~~~~~~~ . Furthermore, from Eqs. (4.6), (4.11), and (4.12) it is easily 
verified that the vector 
xi = h.n-l,~~-, PioY- 
= (f&&q-l 4, 
is a characteristic vector for the equation 
Kx=/wx 
and the first coordinate of Hx, is the Christoffel number si , since from 
Ixi$ = $[I, A, ,...) by-y 
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we have 
Hxi = QnnQnTxi = siQn[l, hi ,..., Xl-‘1’ 
= s,[l,f,(hi),...,f,-l(hi)]*. 
5. APPLICATIONS OF Q& 
In this section we develop, some applications. of the algorithm which was 
given in Part I for inverting the matrix in (1.6). 
REMARK 5.1. From Eq. (3.3) it is evident that the powers Ak (K < n - 1) 
can now be calculated in a different way from that in Section 4 of Part I, pro- 
vided the polynomial b,(X) = hk is known in the form 
b,(h) = &fk(h) + &fk-dx) + *‘. + tkfO@)* (5.1) 
From the equation 
fk+l = &Jr&+1 
it follows that the coefficients tk ,..., 5 , &, are the terms of the last row of 
Q& 7 and consequently we have 
A” = l&A, 0, (5.2) 
where ,$ = [& ,..., t1 , &, , 0 ,..., 01. The rows of &(A, t) are constructed using 
(3.9). 
REMARK 5.2. Consider Leverrier’s formulas [7] 
0, = A + klIn , 
k, = -tr(A), 
Of = A& + KJ,, , 
ki = - f tr(AO,-,), 
i = 2, 3 )...) n - 1, 
(5.3) 
i = 2, 3,. .., n, 
when A is the confederate matrix (1.4). From the similarity relationship (1.5) and 
the equation 
ki = - ftl-(A” + k,Ai-l + ... + kid) 
=- f tr(Ci + k,C”-l + -a* + k,-$> 
it can be established that 
k, = ci , all i. (5.4) 
608 MAROULAS AND BARNETT 
Therefore, an alternative formulation of (5.3) is 
[@n-1 ,*.*, 0, , I] = [I, A )..., A”-11 
= VA, I> [WC, d)-l 0 4I1, (5.5) 
where d = [O,..., 0 l]r. Thus the numbers ki and the matrices Oi can be con- 
veniently calculated using (5.2) to determine %(C, d)-1 and %‘(A, I), respectively. 
Also note that 
FWL 41-’ = [WC, 4-l Q;tlf,z--l.n--l  
REMARK 5.3. It is evident that the number of zeros of a(h) in the right half 
of the complex plane is equal to the number of zeros of 
d(h) = a(--d) 
in the upper half plane. In the case where a(h) is in generalized form (1.2) then 
44 = 4fn(4 + 4fn4N + ... + &f&l (5.6) 
where 
[ha >...> d, > 41 = [a, ,..., a, , u,]&+~Q;:~ (5.7) 
and 
The coefficients Bi in (5.7) can therefore be determined using the algorithm to 
compute Q;:, , and a method of Claessens [6j is thus applicable to d(h). 
6. THE G.C.D. OF POLYNOMIALS 
Let 
d(h) = hk + elAk-l + -** + e, 
= &f,(h) + d,f,-,(A) + ‘** f &f,(A) 
(6.la) 
(6.lb) 
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be the manic g.c.d. of the manic polynomials a(X), b(h) in (1.2) and (3.1). In 
view of (1.5), we have [l] 
h = n-rank b(C) 
= n-rank b(A), 
where the matrix b(A) is determined by Theorem 2. 
Moreover, the coefficients di are determined as follows: 
THEOREM 3. Denoting by & the ith column of b(A), then #Ic+I ,..., & are 
linearly independent and if the numbers xii are defined by 
then dl = dOxk+l--l,k+l, 1 = 1, 2 ,..., h, with d, = (a,, -a* S,k)-l. 
Proof. This follows exactly the previous argument for the case of an ortho- 
gonal basis [12], due to (1.5). 1 
Furthermore, consider n generalized polynomials 
deg q(h) = o’i 
and let Ai be the corresponding confederate matrices. Setting 
Ri = [u,(A&..., ui-,(A,), ui+dAih..., un(Ai)l (6.3) 
then using (1.5), we obtain 
where 
k = Q&L, 0 Q&l, (6.4) 
Ri = [u,(C,),..., %-l(G), %+1(G),..., %#$)I 
and Ci is the companion matrix of q(h) into the power form. 
Thus, generalizing previous results [2, lo] we have 
THEOREM 4. The generalized polynomials u,(h) in (6.2) are relatively prime if 
andonlyifall&(i = l,...,n) havefullranh. 
THEOREM 5. If d(h) in (6.1) is the g.c.d. of polynomials q(h) the-n 
K = ci - rank(&), Vi = l,..., n. (6.5) 
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Proof. Suppose that the common zeros of the polynomials are denoted by 
h 43, 1 ,-*a, and write 
u,(h) = (A - Al)+ *.. (A - A,)+8 (A - pJ~1 .a* (A - ,PJ~~~, Y = 1) 2 ,...) n,
where the pij are all distinct. If Ji denotes the Jordan form of Ci then 
rank(%) = rank[u,(J&., u&Jd, ui+dJ&, u,(Jdl. (6.6) 
Since Ci is nonderogatory, in each submatrix 
in (6.6), the blocks corresponding tocommon zeros are either zero if o’il < crrr , 
or have rank uil - o,r if this difference is positive (1 = I,..., e). If 
* CT1 = min(w , uzz Ye.., %l), 1 = 1, 2 ,..., e
it now follows from (6.6) that uil - of will be the number of linearly independent 
columns of Ri which correspond to A, (2 = I,..., e). Thus, we get 
rank(Ri) = uil - u,” + ui2 - u,* + ... + aie - u,* + 1 rin 
g 
= ui - (I?,* + ... + CT:> 
= a$ - h. 
The desired result (6.5) now follows at once from (6.4) and (6.6). 1 
The extension of Theorem 3 to the case of more than two polynomials also 
follows the orthogonal and power cases [2, 121: 
THEOREM 6. If 6, ,..., $,,< are the rows of fii , and d(h) in (6.lb) is their manic 
g.c.d. then I,$ are linearly independent and d, = d,,xR+l-l,,C+l (I = 
h) A;;; $‘,$~~= 1, L., , 5% t 1 k+l xiiiji and d, = (6,, . . . S&l. 
7. REGULAR G.C.D. OF Two POLYNOMIAL MATRICES 
Consider two polynomial matrices in generalized form 
44 = AofT@) + bfn-I(4 -t ..* + &fo(4 
(E I”P + C,W1 + .*- + C,), 
W) = Bof,-I(4 + 4fn-2N + ..* + Llfd4 
(G D,,Xn-1 + D,Xn-2 + 1.. + D,-1) 
(7.1) 
(7.2) 
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of dimensions v x Y and ~1 x V, respectively, with A(h) of degree n and B(h) of 
degree at most n - 1. Setting 
r = [&z-l ,..‘, B, , &I, f = [&z-l ,.“, Dl , &I, 
where C, is the block companion matrix (7.2) of Part I, then from (7.10) of Part11 
and the easily verified relationship 
we get 
R&W, B(4) = (Qnv 0 4) ~&W>~ B(4) (Qn 0 W. (7.3) 
Hence, if 
-w = ELlfk(4 + Elf,-l@) + -** + Ek.Mv 
(= IJk + T,X”-1 + *** + Tk) 
is the regular ight g.c.d., (assuming one exists), ofA(X), B(A) then, from (7.3) 
we can state ageneralization of previous results for the power [3] and orthogonal 
basis [12] cases 
THEOREM 7. Let rank &,(/l(h), B(h)} = q, and let F{A(A), B(X)) be formed by 
the Jlrst pq rows of R,{A(h), B(h)}, and denote its block columns by the pq x v 
matrices R, ,..., R, . Then R,,, ,..., R, are linearly independent with k = n - q/v 
and if 
Ri = f RjXij, i = l,..., k  
j=k+l 
then 
E k+l-i = &Ji.k+l 7 i = l,..., k; E, = (6,, ... &,)-II”. 
8. B~ZOUTIAN-TYPE MATRIX 
Another method of obtaining the degree of g.c.d. of a(h), b(X) is via the 
Bezoutian-type matrix, whose controllability-observability expression with the 
polynomials in orthogonal form is [I 31 
~b(4, WI = -F@, 41-l O”@, ,@/P,-l,n-1 , (8-l) 
where fl = [s, ,..., Jr, &,,I, d = [0 ,..., 0, l]r, and B is the comrade matrix of a(h). 
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In the case where a(h), b(X) are in the forms (1.2), (3.1), then using (2.7), (2.8) 
and AL, = L,B we get 
@(A, d) = L,@(B, d) LnT, &(A, b) = L&B, /?) L,l. (8.2) 
Thus, from (8.1), (8.2) andfii =pii we have 
&(4, WI = -L,7?[a(h), b(h)] L, , 
where we can define 
which by analogy with (8.1), is another Bezoutian-type matrix. Note that the 
degree of the g.c.d. of generalized polynomials u(A), b(X) is equal to rank(2). 
9. CONFEDERATE MATRIX CANONICAL FORMS 
Luenberger’s canonical forms [ 1 l] f or a completely controllable system (2.1) 
are now outlined using the confederate matrx. This extends previous work [13] 
for an orthogonal basis. Setting 
G = [El ,..., Ll
with G having full rank, we define the nonsingular matrix 
W, = [5i J,(F) 51 ,...,.A-i(F) 51>...> 5~ >...,.A-i(F) &I, 
v1 + ... + vu1 = % I<?72 
such that the vector fVE(F) 5, is a linear combination of c1 ,...,&-i(F) & ,..., 
Es ~,.. , f,<-,(F) g, . From the transformation 
x=w,z (9.1) 
using the recurrence relationships (2.7) and (3.5) of Part I, we get the confederate 
matrix canonical form 
k(t) = Fox(t) + Go+), 
r(f) = I-b(t), 
(9.2) 
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where 
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- d 11 da1 ..a dt+-,,, x 
Ld 
6 22 dui-1.2 x 
Fo= * * - * -; [A,, ,, * * .a* 414, 1 Aii = 0 l- $ 22 . 
. O 6 .I x v, l.V, .- 1
0 -** 0 x Aij= . . . .. [ 1 (i <i>; Aij = 0 (i > j) 0 *** 0 x 
(the x’s denote unspecified lements) and 
Go = [P,, ..a, Pm, K,.z+l ,...s Soml, 
g)i = [O ,..., 0 1,o ,...) O]T, i = l,..., 1.
- 
v,+..~+vj-1 
A similar development is possible for the case where the it linearly independent 
colums of @(F, G) are collected in order, when instead of W,, in (9.1) we have 
‘8’0 = [& ,...,f,,,(F) 51 y-e., tin ,...,f,,,,(F) hl; Pl + -** + pm = n 
such that the vectors f,JF) pi , f,(F) & with km + j < pim + i are linearly 
independent. This again follows the orthogonal basis result [13], with the con- 
federate matrix replacing the comrade matrix. 
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