We investigated the contribution of frontal and parietal cortices to bottom-up and top-down visual attention using electrophysiological measures in humans. Stimuli consisted of triangles, each with a different color and orientation. Subjects were presented with a sample triangle which served as the target for that trial. An array was subsequently presented with the target and three additional distractor stimuli, which were constructed to induce either automatic "pop-out" (50%) or effortful "search" (50%) behavior. For pop-out, both the color and orientation of the distractors differed from the target, which attracted attention automatically. For search, only the orientation of the distractors differed from the target, so effortful attention was required. Pop-out target detection generated a P300 event-related potential (ERP) with a peak amplitude over parietal sites whereas the search condition generated a fronto-centrally distributed P300. Reaction times and associated P300 latency in frontal areas were shorter for pop-out targets than for search targets. We 
Introduction
In daily life, humans fluidly process scenes filled with abundant information to guide behavioral selection. Attention allows one to automatically or intentionally select which aspects of the environment need to be processed and also limits the influence of distracting information (Pashler, 1998) . Visual attention is controlled by both top-down cognitive factors and bottom-up sensory factors (Corbetta and Shulman, 2002) . Top-down control regulates the relative signal strength of different information channels based on immediate goals and past experience. Bottom-up control acts automatically to enhance responses to biologically salient stimuli (Knudsen, 2007) . Evidence for the distinction between these two types of attention comes initially from behavioral studies in human perception (Treisman and Gelade, 1980; Egeth and Yantis, 1997) . These studies indicate that, while bottom-up attention seems reflexive and automatic, top-down attention appears effortful, slow, and dependent on context (e.g. the number of distractors). In recent years, further evidence for distinguishing these processes has come from Theeuwes (1992 Theeuwes ( , 2004 , who has proposed that bottom-up attention always acts independently of top-down attention to automatically orient individuals toward salient but irrelevant distractors. Folk et al. (1992) have, however, proposed that the effectiveness of bottom-up attention can be modulated by top-down attention. Together these results suggest that while these systems may be called upon independently, they can interact to flexibly carry out two distinct attentional strategies, singleton detection and feature search, which are both relevant to survival (Bacon and Egeth, 1994) . The action of these systems may occur at different times, with bottom-up attention activating early and decaying quickly and top-down attention activating at a delay and lasting longer (Theeuwes et al., 2000; Connor et al., 2004) .
The control of bottom-up and top-down visual attention in humans has been investigated in a variety of functional imaging, neurophysiological and neuropsychological studies. Event-related potential (ERP) studies in humans have found that regions of occipital, frontal, and occipito-parietal cortex show significant changes in activity when comparing attend and ignore conditions in top-down attentional control paradigms (e.g. Clark and Hillyard, 1996) . In addition, event-related functional magnetic resonance imaging (ER-fMRI) studies suggest that the intraparietal sulcus, frontal eye field, superior frontal, inferior parietal and superior temporal cortex are part of a network (frontal-parietal network) for top-down attentional control (Corbetta et al., 2000; Hopfinger et al., 2000 Hopfinger et al., , 2001 Giesbrecht et al., 2003) . Bottom-up attentional control seems to particularly activate regions largely lateralized to the right hemisphere and involves temporo-parietal and ventral frontal cortices (Corbetta and Shulman, 2002) . Taken together, these studies provide compelling evidence of frontal and parietal cortex input into attention control (Mesulam, 1998; Kastner and Ungerleider, 2000; Sarter et al., 2001; Bledowski et al., 2004a,b; Husain and Nachev, 2007) .
The contribution of frontal and parietal cortices to the control of bottom-up and top-down visual attention are often examined in separate experiments. A recent study in nonhuman primates assessed both types of attentional control with multiple implanted electrodes in frontal and parietal cortices (Buschman and Miller, 2007) . In their match-to-sample paradigm, monkeys were required to find and focus on a visual target appearing among three distractors in separate "pop-out" and "search" conditions. As in our experiment, in the pop-out condition the color and orientation of the distractors differed from that of the target drawing attention automatically and detection time was independent of the numbers of distractors. For the search condition only the orientation of the distractors differed from that of the target, requiring a more effortful serial search (see Treisman and Gelade, 1980 for a discussion on the distinctions between serial versus parallel processing). Buschman and Miller found that during the pop-out condition neurons in the lateral intraparietal area (LIP) responded to the target first, followed by the lateral prefrontal cortex (LPFC) and the frontal eye fields (FEF). In contrast, during the search condition, neurons in the FEF and LPFC responded to the target first, followed by neurons in the LIP. Specially, frontal areas were more coherent with extrastriate areas at intermediate frequencies (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) during the top-down condition and parietal-extrastriate cortices were more coherent at high frequencies (35-55 Hz) during the bottom-up condition. This suggests that frontal areas are more involved in driving topdown attention, whereas neurons in more parietal areas are more involved in driving bottom-up attention. Further, these results imply that these two attentional states differ in their fundamental operations, as indicated by the different carrier frequencies.
The purpose of the current study was to compare the contribution of frontal and parietal cortices to the control of bottom-up and top-down visual attention using a similar paradigm in a human electrophysiological study. In our experiment, subjects were presented with the target stimulus and, after a delay, were shown an array consisting of the target and three distractors. Participants pressed a button when they identified the location of the target (1 for left, 2 for right) in both pop-out and search conditions (defined as in the Buschman and Miller, 2007 task above) . Throughout the task, participants were instructed to maintain fixation.
In human scalp recordings, the voluntary detection of a task-relevant stimulus generates a P300 (P3b) potential 300-600 ms after a target (Picton, 1992; Polich, 2003; Polich and Criado, 2006) . P300 amplitude and latency are measures of processing capacity and speed and have been linked to a variety of attentional and memory processes (see review by Kok, 1997 Kok, , 2001 ). P300 scalp distributions are typically parietally maximal, but intracranial recordings (Halgren et al., 1995a,b; Baudena et al., 1995) and functional imaging studies (McCarthy et al., 1997; Linden et al., 1999; Clark et al., 2000) demonstrate that multiple neural sources, including prefrontal cortex, temporal-parietal junction, lateral parietal cortex, and anterior cingulate are active during P300 generation (Knight, 1997) . Frontal shifts in P300 amplitude are seen in tasks that require response inhibition (the NoGo P300; Hillyard et al., 1976; Jodo and Inoue, 1990; Verleger and Berg, 1991) , to distractors in harder tasks (Demiralp et al., 2001a) , in serial relative to a parallel search conditions (Luck and Hillyard, 1990; , and in older relative to younger subjects (Friedman et al., 1997) . Taken together these results support the notion that multiple brain regions differentially engaged in a task dependent manner contribute to the scalp P300 and successful target detection, and also support the idea that the distribution of P300s are sensitive in a load-dependent manner to the activation of fronto-parietal attention control networks (Knight, 1997) .
The P3b component may be influenced by different stimulus and context variables. For example, the more complex the stimulus, the larger the amplitude and the longer the latency of the P3b (Kutas et al., 1977; Johnson, 1986) . However, studies using alphanumerical stimuli have reported that the amplitude of the P3b decreases with increasing memory load (Gunter et al., 1992; Kotchoubey et al., 1996; Lorist et al., 1996) . Five main factors may explain this effect (Kok, 1997 (Kok, , 2001 ): larger latency jitter across trials in the high memory load, stronger equivocation in high memory load (Ruchkin and Sutton, 1978; Johnson and Donchin, 1985; Johnson, 1988) , overlap between multiple P300 components or between two successive subcomponents of the P3b (Brookhuis et al., 1981; Falkenstein et al., 1994 Falkenstein et al., , 1995 , overlap between the P300 and slow negative waves (Okita et al., 1985; Wijers et al., 1989; Pelosi et al., 1995) , and resource reallocation by the memory rehearsal component of the search task (Kramer et al., 1986; Strayer and Kramer, 1990) .
ERP analyses typically measure the amplitudes and latencies of prominent event-locked peaks in the time domain. EEG/ERP frequency domain analyses have revealed that cognitive processing is functionally related to the EEG rhythms in specific frequency ranges (Demiralp et al., 2001a, b; Polich, 2007) . ERSP and ERP analyses highlight similar underlying cognitive processes in different manners. For example, an auditory oddball task has been reported to generate both a large target P300 and an event-related desynchronization in the alpha frequency band (Yordanova et al., 2001 ). However, ERPs and ERSP analyses may also provide differentiable insights into cognitive processing (Edwards et al., 2009) . Time-frequency analysis differs from ERP analysis in that it can distinguish temporally overlapping components within different frequencies and frequency overlapping components within different times. In addition, timefrequency analysis based on single trial frequency transforms is less sensitive to phase shifts or "jittering" in the EEG signal than ERPs. For these reasons, ERPs and time-frequency analysis are considered distinct measures of the signals from scalp EEG (Bastiaansen et al., 2008) .
We used ERPs and time-frequency analysis to assess the role of frontal and parietal cortices in top-down versus bottom-up attention in humans. We used a paradigm based on Buschman and Miller's (2007) study, wherein a target appeared among three distractors in separate "pop-out" and "search" conditions, and assessed the target P300 component and time-frequency spectrogram. For pop-out the distractors differed from the target in both orientation and color, such that the target drew attention automatically and for search the target differed from distractors only in orientation, requiring a more effortful search. The relative contribution of bottom-up attention is greater for the pop-out task and the relative contribution of top-down attention is greater for the search task (Treisman and Gelade, 1980) , providing us with a metric to examine the neural sources of these different types of attention. We hypothesized that the pop-out and search conditions would elicit differential parietal versus frontal engagement respectively that would be visible in the distribution of the P300 component and power in the timefrequency decomposition.
Results

Behavioral results
Mean accuracy was 99.12 ± 0.54% (mean ± standard deviation (SD) for this and all following results) and 92.94± 4.07% for the pop-out and search conditions, respectively. There was higher accuracy in the pop-out than the search condition [F (1,12) =29.43,
, ANOVA]. In addition, accuracy in the search condition was more variable between-subjects than accuracy in the popout condition [F (1,12) =18.08, p <10 
ERP results
Fig . 2 presents the grand-average ERPs across all 13 subjects at Fz, Cz, and Pz electrodes ( Fig. 2A) , maps showing the topography of the peak P300 amplitude (Fig. 2B) , and a bar graph of normalized P300 amplitude ( Fig. 2C ) for the pop-out and search conditions. Pop-out target detection generated a parietal maximal P300 amplitude and search target detection generated a medial fronto-central distributed P300. Repeated measures ANOVA revealed a significant difference in peak amplitude of the P3b waveform between conditions (selected as the peak between 250 and 450 ms) in the Cz [F (1,12) = 10.57, p = 0.003] and Pz [F (1,12) = 19.09, p = 0.001] electrodes, but no effect in the Fz [F (1,12) = 1.99, p = 0.171] electrode. Mean peak P300 amplitude over 13 subjects for the pop-out condition (Fz: 8.21 ± 3.82 µV, Cz: 11.30 ± 4.19 µV, and Pz: 14.44 ± 4.97 µV) was increasingly higher than for the search condition (Fz: 6.05 ± 3.99 µV, Cz: 5.95 ± 4.19 µV, and Pz: 6.83 ± 3.83 µV) from anterior to posterior electrodes. The P300 amplitudes over the parietal electrode were higher than over the central and frontal electrodes [Paired t-tests, t (12) = 5.76, p < 10 −4 between Pz and Fz; t (12) = 4.53, p < 10 −3 between Cz and Fz; t (12) = 3.28, p = 0.005 between Pz and Cz] in the pop-out condition, but no such effect was present in the search condition. The P300 amplitude was normalized individually for each condition by the peak amplitude among Fz, Cz and Pz electrodes in that condition to compare the scalp distributions of these ERP effects. A two-way ANOVA was performed on normalized P300 amplitude with electrode (Fz, Cz and Pz) and condition (pop-out and visual search) as factors to analyze the differences in the scalp distributions for pop-out and visual search conditions (Fig. 2C ). There was a main effect of electrode [F (2,24) = 11.77, p < 0.001] and a significant interaction effect between electrode and condition [F (2,24) = 6.30, p = 0.001]. This result supports a difference in the scalp distributions for the two conditions. Furthermore, the mean normalized P300 amplitude for the search condition was higher than for the pop-out condition in the frontal electrode [Paired t-tests, t (12) = 2.85, p = 0.01]. A second normalization procedure was used to fit the P300 amplitude to the range [−1 1]. Again, this normalized P300 amplitude for the search condition was higher than for the pop-out condition in the Fz electrode [Paired t-tests, t (12) = 4.15, p = 0.0003].
There was a difference in P300 latency between the pop-out and search conditions for the Fz There was no significant difference at the frontal (Fz) ERP between 100 and 200 ms. A two-way ANOVA was performed with electrode (PO7 and PO8) and condition (pop-out and search) as factors to analyze the difference in N1 peak amplitude and latency between the pop-out and search conditions. There was a main effect of electrode for the N1 peak amplitude [F (1,12) = 11.4, p = 0.001]. Mean N1 peak amplitude of the PO7 electrode (pop-out: −11.37 ± 4.48 µV, search: −11.96 ± 4.26 µV) was lower than that of the PO8 electrode (popout: −16.32 ± 6.44 µV, search: −16.91 ± 5.61 µV). However, there was no significant main effect of condition, or interaction between electrode and condition. N1 ERPs in the PO8 electrode are illustrated in Fig. 3 and scalp topographies of the peak amplitude over the N1 time-window are shown on the right panel. The topographical maps show a robust occipital N1 component for both conditions, with the distribution skewed toward the right hemisphere. In addition, there was a prominent P300 component in the parieto-occipital area for pop-out condition, as can be seen in Fig. 3. 
2.3.
Time-frequency contribution: distribution of peak power
We applied event-related spectral perturbation (ERSP) analysis to compute and statistically compare transforms between the pop-out and search conditions. In the ERSP, there was significant event-related synchronization (ERS) in theta (4-8 Hz) bands within 200-400 ms and event-related desynchronization (ERD) in alpha (8-14 Hz) and beta (14-24 Hz) bands within 300-800 ms over posterior sites in both pop-out and search conditions. Fig. 4 illustrates the difference between two conditions in ERSP (pop-out-search) power in 15 electrodes (Fp1, Fp2, AF3, AF4, AF7, AF8, F3, F4, F5, F6, CPz, P1, Pz, P2, POz). Red indicates a significant increase in power for the pop-out condition compared to the search condition, and blue indicates a significant increase in power for the search condition compared to the pop-out condition. Green indicates no significant difference between the two conditions. Fig. 4 shows that the power in the P3b time-window (200-650 ms) in the pop-out condition is higher than the power of the search condition over posterior electrodes. However, the power in this same time-window is higher for the search condition than the pop-out condition over anterior electrodes. The non- parametric Chi-Square test was used to test the consistency of the ERSP results in the 13 subjects in three areas: a right frontal area (Fp2, AF4, AF8, F4, F6), a left frontal area (Fp1, AF7, AF3, F5, F3) and a parietal area (CPz, P1, Pz, P2, POz). In the parietal area, in the 200-650 ms time-window and over 4-24 Hz frequencies, the power of the pop-out condition was consistently higher than that of the search condition [p < 10 We tested the power differences between three bands: theta (4-8 Hz), alpha (8-14 Hz) and beta (14-24 Hz) in pop-out (or search) condition, but there were no significant difference among those bands in the same condition. In the 26-55 Hz frequency band, there were no consistent power differences between the pop-out and search conditions. In order to test if the latency of the peak difference in power over parietal electrodes (for pop-out) was shorter than the latency of the peak difference in power over frontal electrodes (for search), the latencies of the peak power in the 13 subjects' ERSP were measured within a 200-650 ms time-window and the 4-24 Hz frequency band in the parietal electrodes for the visual pop-out condition and in the frontal electrodes for the visual search condition. The mean latencies of the peak power are 296.18 ± 68.25 ms for the pop-out condition, and 431.49 ± 98.94 ms for the search condition. ANOVA analysis showed that peak relative power occurred later in the search condition than pop-out condition [F (1,12) = 16.5, p = 0.0005].
Discussion
The main goal of this study was to distinguish the contributions of frontal and parietal cortices to the control of bottomup and top-down visual attention by comparing the brain activity to pop-out and visual search target detection tasks in an EEG experiment. The behavioral data showed that participants had more rapid and accurate responses to the pop-out targets than the search targets, and the search targets evoked larger variances in RT and accuracy, indicating that the search task was sufficiently difficult to demand more cognitive effort. Both the ERP and ERSP data provide evidence that the pop-out task was associated with greater activity over parietal areas and the search task was linked to greater activity over frontal areas.
P300 latency and amplitude
Pop-out target detection generated a parietal maximal P300 amplitude, whereas search target detection generated a more Fig. 2 -(A) The P300 ERP effect is shown in a grand average across the 13 experimental participants in three medial channels (frontal, Fz, central, Cz, and parietal, Pz) , in order to show the distribution of the effect. Pop-out (blue) trials elicited significantly larger P300 components than search (red) trials across central and parietal channels, but not across the frontal channel. Note, negative is plotted up in this and all future ERP figures. (B) The distribution of the P300 effect across all 64 channels for the pop-out (top) and search (bottom) condition, at the latency of the peak amplitude of the component. The pop-out P300 was parietally distributed, whereas the search P300 was more medial central-frontally distributed. (C) The bar graph of normalized P300 amplitude for the pop-out and search conditions in Fz, Cz and Pz channels. There was a main effect of electrode (p < 0.001) and a significant interaction effect between electrode and condition (p = 0.001). Mean normalized P300 amplitude over 13 subjects for the search condition was higher than for the pop-out condition in frontal electrode (Paired t-test: p = 0.01).
medial fronto-centrally distributed P300, suggesting different processing by a "target detection network" in the two conditions. P300 latency in frontal areas was shorter for the pop-out condition than the search condition, in accord with the behavioral results, supporting the idea that the pop-out task was easier than the search task. Past P300 studies have shown that target P300 latency is earlier when targets are easier to find (Chao et al., 1995) . P300 amplitude in posterior regions was enhanced for the pop-out condition relative to the search condition. This fits with evidence from earlier studies showing that larger P3s are elicited by stimuli in low versus high memory load conditions (Gomer et al., 1976; Brookhuis et al., 1981; Gunter et al., 1992; Kotchoubey et al., 1996) . One previous study suggested that enlarged parietal P3 waves are elicited in "parallel" featurepresent conditions relative to "serial" feature-absent conditions whereas feature-absent conditions tend to have more frontal P3s Hillyard, 1990, 1994) . Since there were no significant N1 amplitude or latency differences between the pop-out and visual search conditions, our findings suggest that the difference between the two conditions are the result of cognitive rather than perceptual load (Hillyard and Kutas, 1983) .
Relationship between P300 and time-frequency results
We applied time-frequency analysis across single trials to further test the distinctness of the underlying neural activity in the two types of attention. There was increased power in parietal areas for pop-out targets and increased power in right and left frontal regions for search targets from 4 to 24 Hz. In addition, the peak relative power in the search condition occurred later than in the pop-out condition. This latter result is in accord with the shorter latency P300 in the pop-out condition relative to the search condition.
The increased P300 amplitude in parietal regions for the pop-out condition relative to the search condition was paralleled by increased power over posterior sites in the popout condition ERSP. This supports the hypothesis that posterior parietal cortex is primarily responsible for the automatic detection and encoding of salient stimuli (Constantinidis and Steinmetz, 2005) . Furthermore, we found that the power in right and left frontal regions was higher for the search condition than for the pop-out condition, in accord with the increased normalized P300 amplitude over frontal areas in the search condition, suggesting that frontal regions are primarily involved in goal-directed target detection. Lesion, deactivation and neuroimaging studies in monkeys and humans support the contention that top-down signals related to working memory and attention are generated in prefrontal cortex (D'Esposito and Postle, 1999; Barcelo et al., 2000; Muller et al., 2002; Yago et al., 2004) . The double dissociation found in the distribution of relative power in our ERSP data provides strong evidence for a dissociation in the cortical networks controlling top-down and bottom-up attention.
Delta band (0.5-4 Hz) activity within the 310-430 ms timewindow has been shown to correspond to the positivity of the P300 wave using wavelet transform analysis (Demiralp et al., 1999) . Increased amplitude of the delta (0.5-4 Hz) response and the theta (4-7 Hz) response are observed to targets in an oddball task (Demiralp et al., 2001b) . Event-related desynchronization (ERD) responses in the alpha (7-14 Hz) band, instead, are elicited within 400-1000 ms as measured by amplitude envelope analysis (Yordanova et al., 2001) . It has been demonstrated that several partly or fully simultaneous delta, theta, and alpha components are sensitive to the same factors which elicit a P300 ERP (Yordanova et al., 2000) . In our ERSP results, frequency bands with increased power within the P300 time-window not only included theta (4-8 Hz), and alpha (8-14 Hz) bands as suggested previously, but also beta (14-24 Hz) bands over frontal and parietal sites. This suggests that the beta (14-24 Hz) band, at least under certain conditions, may also be sensitive to factors similar to those eliciting the P300.
In our experiment, low frequency bands (theta) showed ERS whereas high frequency bands (alpha and beta) showed ERD in both pop-out and search conditions. However, the changes in ERS and ERD within the P300 time-window varied by condition and electrode location. Power was relatively higher from 4 to 24 Hz over parietal electrodes in the pop-out condition and over frontal electrodes in the search condition. The relative increase in power across this wide frequency band could reflect either increased ERS across these frequency bands or decreased ERD or a combination of the two. Since both conditions showed ERS in low frequencies and ERD in high frequencies, the pattern of results suggests that a combination of increased ERS for low frequencies and decreased ERD for high frequencies caused the relative differences between conditions. In parietal electrodes, ERS increased more and ERD decreased less for pop-out than search conditions, whereas in frontal electrodes the opposite was true (ERS increased more and ERD decreased less for search than pop-out conditions). This suggests that P300 activity is reflective of a combined set of synchronizations and desynchronizations across frequency bands that differ in location according to the differing neural structures engaged in the task. Although Buschman and Miller (2007) found differences in the coherence between frontal and parietal cortices across different frequency bands (22-34 Hz increases for search condition and 35-55 Hz increases for pop-out condition) in their experiment, this was not evident in our EEG data, which were constrained by the skull filter and Fig. 4 -Example of ERSP data from a single subject. The difference in power between the pop-out (more red) and search (more blue) conditions from a single subject is plotted across 15 channels, which were used for comparative distributional analyses. Over the P300 time-window (200-650 ms) pop-out elicited significantly higher power than search over medial-parietal channels, whereas search elicited significantly higher power than pop-out over lateral frontal channels. This was true over a wide band of frequencies (4-24 Hz), encompassing theta, alpha, and beta bands. There was no significant difference in the effect between frequency bands. possibly the higher frequency band noise induced from muscles (Yuval-Greenberg et al., 2008) .
The ERP and ERSP likely reflect components of the same underlying cognitive process. However, there is evidence to suggest that they are sensitive to distinct aspects of neural activity and may not always reflect the same underlying neural processes. In general, it has been found that ERP and ERSP results match best for low frequency bands and both tend to have a wider distribution than higher ERSP results from higher frequency bands (Edwards et al., 2009) . In fact, event-related and time-frequency results can occur at different locations (Edwards et al., 2009) , suggesting that they may represent distinct neural phenomena. A recent study has shown neural activity differences in the LFP due to phase, but not amplitude, changes (phase resetting with attention; Lakatos et al., 2008) , providing one potential mechanism by which ERSP and ERP data could reflect different neural activity.
3.3.
Role of distinct cortical areas in the control of top-down and bottom-up attention Previous studies searching for P300 generators have consistently identified the contribution of the parietal and frontal cortices to the target detection network (McCarthy et al., 1997; Linden et al., 1999; Mulert et al., 2004) . In particular, the visual target P300 (P3b) is mainly produced by parietal and inferior temporal areas, whereas frontal areas and the insula regions contribute mainly to the P3a ERP (Bledowski et al., 2004a,b) . This is in concordance with previous findings from lesion studies (Knight et al., 1989a,b; Yamaguchi and Knight, 1991; Verleger et al., 1994; Knight, 1997) . This experiment, however, was different from the classical P300 studies typically used for generator localization, since a target was presented alongside distractor items whereas in the past studies targets and distractors were usually presented sequentially. Thus, the target P300 response in the present experiment likely has contributions from two different neural systems corresponding to two distinct modes of attention control: bottom-up and top-down. In this model, one system is associated with the saliency maps for bottom-up parietal dependent selection (Constantinidis and Steinmetz, 2005) . The other system is linked to a frontal dependent goal-directed system for the detection and distinguishing of a target from distractors (Buschman and Miller, 2007) .
In the current study, we found both ERP and ERSP evidence for the distinct role of the parietal and frontal cortices in topdown and bottom up attention. Together with the past literature on the sources of the P300 ERP and animal work on the networks contributing to top-down and bottom-up attention (Buschman and Miller, 2007) , these results suggest that the target detection in bottom-up control has a stronger parietal contribution, and target detection in top-down control has a stronger frontal contribution and this can be measured using scalp recorded P300 and ERSP signals.
Conclusions
We used ERPs and time-frequency analysis to distinguish the effects of frontal and parietal cortices on the control of bottom-up and top-down visual attention by contrasting brain activity in pop-out and search target detection in an EEG experiment. Pop-out target detection generated a parietal maximal P300 component, whereas search target detection generated a more fronto-central distributed P300, suggesting different underlying neural sources and attention networks in the two conditions. There was increased power (4-24 Hz) in parietal areas from 200 to 400 ms in the pop-out condition compared to the search condition, and increased power (4-24 Hz) in frontal regions 350-650 ms for the search condition with respect to pop-out target detection. The results provide evidence that the control of bottom-up and top-down attention result from distinct processing in parietal and frontal cortices.
Experimental procedures
Subjects
Fourteen right-handed subjects (half female), age 18 to 35 (mean age = 24 years), participated in the study for monetary compensation. All the subjects had normal color vision and had no history of neurological problems. Informed written consent was obtained from all subjects prior to being tested. The Committee for the Protection of Human Subjects for the University of California, Berkeley approved the study. One subject was excluded from analyses because of excessive blinks (less than 3% trials were left); therefore, data was analyzed from the 13 remaining subjects.
Stimuli and task
The stimuli consisted of 16 acute isosceles triangles each with a different color and orientation combination. The length of the two equal sides of the triangle was 6.5 cm and the third side was 5.5 cm (area is 16.20 cm 2 ). The triangles were one of two colors (red or green) and eight orientations ((i − 1) × 45°, i = 1, 2, 3, 4, 5, 6, 7, 8) . Fig. 5 illustrates an example of the stimulus sequence. Trials began with a 500-ms fixation cross, after which subjects were presented with a randomly selected sample, a colored and oriented triangle, for 1000 ms, which was the target for the current trial. After the target presentation, there was a short (500 ms) delay screen consisting of the fixation cross, and then an array appeared consisting of the target and three distractors in the four quadrants of the screen. The target was randomly located in one of the quadrants. The distractors were selected to create either "pop-out" or "search" conditions. In the "pop-out" condition, the color and orientation of the three distractors differed from that of the target. In the "search" condition, however, only the orientation of the distractors differed from that of the target. The positions of the triangles were invariable, located on the upper-left, lower-left, upper-right, and lower-right, respectively. The center of each triangle was 6.2 cm. vertically, either up or down, from the center and 8.2 cm. horizontally, either right or left, from center, at a visual angle of 5.34°from fixation. The array remained on the screen until the participant had responded. This was followed by a 1000-ms fixation cross, after which a new trial began.
Subjects sat in a sound-attenuated booth with a 21-in. computer screen at a distance of 110 cm. Each trial of the task included a target; half of trials were of the search condition and half were of the pop-out condition. Subjects were required to identify which side of the screen the target appeared on. They used their right hand to press button 1 for targets appearing on the left side of the screen and button 2 for targets on the right side, regardless of whether the targets appeared on the upper or lower halves of the screen. Subjects were instructed to maintain central fixation throughout the recordings and to respond as quickly as possible without making errors. Before starting the experimental trials, subjects did two practice blocks (the first with feedback and the second without) to learn the task. Additional blocks were administered, if needed, to ensure that participants were able to achieve an accuracy of 90% for detecting the targets. Following the practice, there were 12 experimental blocks for each subject, each approximately 2.5 min long, consisting of 32 trials. Between blocks 1-min rest was allowed, with a longer break after six blocks. In total, each subject performed 384 trials, half in the pop-out condition and half in the search condition. Stimuli were presented and behavioral results were recorded and analyzed using E-prime (Psychology Software Tools, Pittsburgh, PA).
Recording
EEG was recorded using the ActiveTwo system (Biosemi, The Netherlands) with a 64 channel electrode cap. Six additional electrodes were recorded simultaneously: the left and the right earlobes and four electrooculogram (EOG) channels. EOG were recorded from one electrode above and one electrode below the right eye to monitor vertical eye movements and one electrode lateral to each of the eyes to monitor horizontal eye movements. The EEG and EOG were amplified with an analog bandpass filter of 0.06-208 Hz and the amplified signals were digitized at 1024 Hz.
Data preprocessing
All data processing and ERP analysis in the present paper were performed using Matlab. Raw signals were re-referenced offline to the averaged earlobes, filtered with a two-way least-squares FIR bandpass filter between 0.5 and 55 Hz (eegfilt.m from EEGLAB toolbox, Delorme and Makeig, 2004) , and segmented from 200 ms before stimulus onset to 1000 ms after stimulus onset. EEG epochs containing misses (incorrect button presses or no button press within a 200 to 1500 ms window after target presentation) were excluded. EOG artifacts were rejected by a two-step procedure. First, epochs in which the difference in amplitude between the two vertical EOG signals was more than 100 µV were eliminated. Second, epochs in which the difference in amplitude between the two horizontal EOG was more than 100 µV or three standard deviations from of the mean EOG difference wave amplitude were rejected. For each epoch, the linear drift was removed and the data was baseline corrected using the 200 ms prestimulus period. If the amplitude of any channel was more than four standard deviations away from its mean over a single epoch, the epoch was excluded from further analysis. After this preprocessing, 1017 trials remained for pop-out targets and 903 trials remained for visual search targets, which were used for the further ERP and time-frequency analysis. For each subject, at least 27 trials were included in the average for each condition.
ERP analysis
Single trials of the pop-out and search conditions were averaged with respect to the onset of the visual search array. Each trial began with a fixation cross (500 ms) followed by the presentation of the target (sample, 1000 ms) to remember. The target was an isosceles triangle with a particular color (red or green) and orientation (one of eight). Following the sample, there was a 500-ms delay and then the presentation of the visual array with four stimuli, composed of three distractors and the target. In the pop-out condition, the three distractors were a different color and orientation from the target, allowing for more bottom-up mechanisms of attention capture. In the search condition, instead, the distractors only differed from the target in their orientation, calling upon more controlled, top-down mechanisms of attention. The array remained on the screen until participants responded with a button press, indicating whether the target was on the left or right of the fixation cross. Following the delay, a green fixation appeared on the screen for 1000 ms, indicating the end of the trial to participants.
The P300 component peak was identified as the largest positive point occurring within the 250-450 ms time-window. The peak amplitudes and latencies of the P300 were measured at the Fz, Cz and Pz electrode sites in the pop-out and search conditions. To compare the early perceptual processes between pop-out and search conditions, peak N1 amplitudes and latencies were measured during the 50-200 ms timewindow at the PO7 and PO8 electrodes. The potentials at the latencies of the peak amplitude of P300 and N1 across all 64 electrodes were used to show topographical maps in each condition and to compare the scalp distributions across conditions. The ERP amplitudes and latencies were assessed by repeated measure analysis of variance (ANOVA) between the pop-out and search conditions and paired t-tests were used within condition. Chi-Square test (χ 2 test) was performed to compare the variance in reaction times (RTs).
Time-frequency analysis
The analysis of ERP components is confounded by the spatial and temporal overlap that occurs in the waveform and the variability in components that occurs across trials. For example, P300 latencies and amplitudes vary across trials and, in addition, P300 components may overlap both earlier (e.g. N2) and later (e.g. sustained positive shifts) components, making it difficult to estimate their exact size, peak, and spatial localization. The greater resistance of time-frequency analysis to phase-offsets between trials, which would normally average out of an ERP signal, was particularly important in our experiment since individuals were significantly more variable to identify the target in the search condition than the pop-out condition (see Fig. 5 ). Thus, a time-frequency power spectrum based on single-trial analysis was derived to extract complimentary information not revealed in the ERP. To compare the different contributions of frontal and parietal areas to the pop-out and search conditions, we used event-related spectral perturbation (ERSP) analysis to compute and statistically compare transforms between pop-out and search conditions (newtimef.m from EEGLAB toolbox, Delorme and Makeig, 2004) . First, the power spectrum of a single-trial over a sliding latency window (250 ms in length with step size of 5 ms) was computed using a Fast Fourier Transform (FFT) with a Hanning window tapering. Then the common power baseline was obtained by using the mean of baseline power from both conditions for each subject. Finally, the event-related changes were computed by subtracting the baseline common power from the timelocked frequency spectrum and averaged across all trials. Significance deviations from the baseline power were evaluated using a bootstrap method (p < 0.01) (Makeig, 1993) . A surrogate data distribution was produced by selecting spectral estimates for each trial from randomly selected latency windows in the specified epoch baseline, and applying this process 200 times, then averaging these data (Delorme and Makeig, 2004) . The difference in ERSP between pop-out and search conditions was calculated across all 13 subjects and 64 electrodes. Heightened power within the time-window of 200-650 ms was observed in three regions: a right frontal area (Fp2, AF4, AF8, F4, F6), a left frontal area (Fp1, AF7, AF3, F5, F3) and a parietal area (CPz, P1, Pz, P2, POz). The non-parametric Chi-Square test was used in this analysis to test the consistency across all samples.
