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iAbstract
NMR spectroscopy is an invaluable tool for structure elucidation in
chemistry and molecular biology, which is able to provide unique
information not easily obtained by other analytical methods. How-
ever, performing quantitative NMR experiments and mixture analy-
sis is considerably less common due to constraints in sensitivity/res-
olution and the fact that NMR observes individual nuclei, not mol-
ecules. e advances in instrument design in the last 25 years have
substantially increased the sensitivity of NMR spectrometers, dimin-
ishing the main weakness of NMR, while increases in field strength
and ever more intricate experiments have improved the resolving
power and expanded the attainable information. e minimal need
for sample preparation and its non-specific nature make quantitative
NMR suitable for many applications ranging from quality control
to metabolome characterization. Furthermore, the development of
automated sample changers and fully automated acquisition have
made high-throughput NMR acquisition a more feasible and attrac-
tive, yet expensive, possibility.
is work discusses the fundamental principles and limitations of
quantitative liquid state NMR spectroscopy, and tries to put to-
gether a summary of its various aspects scattered across literature.
Many of these more subtle features can be neglected in simple rou-
tine spectroscopy, but become important when extracting quantita-
tive data and/or when trying to acquire and process vast amounts of
spectra consistently.
e original research presented in this thesis provides improved meth-
ods for data acquisition of quantitative 13C detected NMR spectra
in the form of modified INEPT based experiments (Q-INEPT-CT
and Q-INEPT-2D), while software tools for automated processing
and analysis of NMR spectra are also presented (ImatraNMR and
SimpeleNMR). e application of these tools is demonstrated in the
analysis of complex hydrocarbon mixtures (base oils), plant extracts
and blood plasma samples.
e increased capability of NMR spectroscopy, the rising interest in
metabolomics and for example the recent introduction of benchtop
NMR spectrometers are likely to expand the future use of quantita-
tive NMR in the analysis of complex mixtures. For this reason, the
further development of robust, accurate and feasible analysis meth-
ods and tools is essential.
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Preface
is book ended up being a great deal longer than I had anticipated, which
lead to some anxiety and a drastically increased consumption of cola-based
soft drinks in the spring and summer of 2015. I also missed much of the
daylight and normal working hours during this period, but luckily the
Finnish weather failed as well. In the end I think this resulted in a thicker,
but more readable book for the "average" chemist, which might serve as
an introduction to quantitative NMR or clarify some of the fundamental
aspects involved. I was also able to include a lot of figures, which I wish I
would have been able to show when explaining NMR in various contexts
throughout the years.
I was introduced to NMR spectroscopy in the summer of 2004, and as a
first acknowledgment I want to thank professor Ilkka Kilpeläinen for doing
so. I was quite rapidly pushed to the deep end of the pool with the task
of programming the pulse sequence for a quantitative HSQC experiment,
but it turned out to be a valuable experience in the subsequent years, when
I actually learned more about the inner workings and the theory behind
NMR. I'm also grateful to Ilkka for providing me the freedom of being able
to work on a diverse set of topics which interested me, as my excursion into
NMR also led me to learn some electronics, signal processing and sparked
an interest in data-analysis.
Secondly, I want to thank Dr. Sami Heikkinen, as he is behind most of
my knowledge in NMR. As acknowledged in many other theses and thank
you speeches, Sami has always had time to explain, provide references and
discuss the various aspects of the complex field. I have also appreciated the
several discussions on NMR, chemistry, the state of the IT support and
existential music while enjoying beverages bought with cellular phones.
is book was reviewed by professors Perttu Permi and Juha Vaara, for
whom I'm grateful for the provided feedback and quick responses. I'd
like to especially thank JV for his meticulous work under stressful circum-
stances. During the finalizing of this book, Dr. Harri Koskela also pro-
vided a lot of insights, copies of old articles and expert NMR knowledge
for which I am very grateful.
From the Chemistry Department I'd like to mention Jussi Helminen, who
has shared the workspace with me for several years. is has lead to many
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discussions regarding organic chemistry, computational methods and sci-
ence in general, while many pizzas and epic youtube videos have been
consumed. Alistair, Gudrun, Jari, Maarit, Mari, Outi, Pirkko, Risto and
Sampo have provided a great introduction on how the university and the
science community itself works, and I'd like to also thank for all of the
discussions and collaborations. Arno, Ashley, Kashmira, Maiju, Mikko,
Outi, Raisa, Taru, Tiina, Tom, Tuomas, Uula and other peers from the
trenches, thanks for all the fun and beer.
ere are also many important people from the Viikki campus, where
I originally came just to study a minor subject in biochemistry. Lauri
Vaahtera and Martta Viljanen are hopefully lifelong friends, and I also ap-
preciate the collaboration in science, concepts in life decisions and baked
goods. ey were also present in the original formation of the ska-band
Kerjääjät, which introduced me to playing the trombone. I really can't
think of my life without it anymore, so cheers for the good times and bad
jokes to Antti, Kärppä, Markkukapseli and Otso! Anni "Banni" Joensuu
has proofread this book and supported the making of it in several ways,
but I am also grateful for all of the awesome moments and spontaneous
journeys. A lot of other important friends also resulted from the activities
of Helix and Symbioosi. Iiro, Nalle, Tuomas, Samu: you can be my wing-
men anytime. Aino, Arttu, Elli, Minna, Tea, Salla, Suvi, Vuokko: thanks
all for being present and understanding. Anna, Ansq, Henna, Krista, Lina,
Marja, Jussi, Jukka and all who I forgot because of the deadline: you rule.
ere is just so many of you.
e rest of the acknowledgments are harder to group but as I have a chance
to thank people in a book with an ISBN number, I'll use it. I'm grateful to
my parents for all the support during my life and for the encouragement to
pursue science and my other interests. Minna and Kalle for the Eurovision
song contest. Hede, Jaakko, Janos, Kasse, Murre, Raevaara and Ville for all
the experiences and still being present and relatively ok. Ilari for explaining
quadtrees, thank you and good luck. Jimmy and Tuukka for the blues.
Janne for teaching. Hiljamaija for all the music, and for being a part of
my life. Anu, Hanna, Jarkko, Jannika, Kaisamaija & Peetu: we'll get some
beers.
Salla for being in a hammock with me in July. And hammocks in general.
ey rule.
V M
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Nuclear Magnetic Resonance (NMR) spectroscopy is perhaps the most use-
ful analysis technique available for structure determination of organic com-
pounds, and it is widely used in traditional organic chemistry, as well as in
structure elucidation of natural products, proteins and other biomolecules.
During the last 20-30 years, significant improvements in instruments and
analysis techniques have diminished much of the traditional weakness of
NMR spectroscopy: sensitivity. is has broadened the application of
NMR and made quantitative and multidimensional NMR more feasible
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and common in practice, while reducing the sample amount and time re-
quirements.
is thesis explores liquid state NMR spectroscopy and the principles and
methods involved when quantifying compounds in simple or complex mix-
tures. Not much emphasis is placed on structure elucidation or elaborate
multidimensional NMR experiments, instead, the fundamental aspects of
quantitative NMR and sensitivity are discussed in more detail. In addition,
aspects of automatic acquisition, processing and data-analysis of NMR
spectra are examined, as they are central when using NMR spectroscopy
to analyze large sample sets.
1.1 NMR phenomena
NMR is based on observing the magnetic properties of atomic nuclei, and
using those nuclei to probe the surrounding electron structure and other
nuclei, which is of course the primary interest for chemists. At the heart
of NMR phenomena is the fact that nuclei possess the quantum mechan-
ical property of nuclear spin angular momentum, or spin, inherited from
quarks making up the protons and neutrons in the nuclei [1]. e nuclear
spin is described by the spin quantum number I , and depending on this
number the spin is quantified to a limited number of states [1, 2]:
Nstates = 2I + 1 (1.1)
where I can take positive integer or half-integer values ( 12 ; 1;
3
2 ::: ). e
value of I is determined by the lowest energy (ground state) spin config-
uration of the protons and neutrons in the nuclei, which is not trivially
resolved and can be regarded as an experimental quantity [1]. Only few
simple rules can be deduced, such as that nuclei with even mass number
have integer spin while odd mass number leads to half-integer spin, and
nuclei with even number of protons and neutrons have zero spin [1]. e
most often observed nuclei in NMR such as 1H have a spin quantum num-
ber of 12 , and can thus have only two states:
2  1
2
+ 1 = 2 (1.2)
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which can be described as the spin being in + 12 or  12 state. Nuclei with
non-zero spin possess magnetic moment and can be thought as small mag-
nets. If an external magnetic field is aﬀecting the nuclei, the states have an
energy diﬀerence E, which is given by [2, 3]:
E =
hB0
2
= ~B0 (1.3)
where h is the Planck constant, B0 is the applied magnetic field and 
the gyromagnetic ratio of the nucleus. e gyromagnetic ratio essentially
describes how "strong" a magnet the nucleus is, and is fixed for particular
type of nuclei. As the other terms are also constants, the energy diﬀerence
between the spin states for certain type of nuclei depends purely on the
applied external magnetic field.
1.1.1 Spin populations and polarization
e states of the spin can also be described more intuitively to be aligned
with or opposing the external magnetic field B0. e sign of the gyromag-
netic ratio describes the direction of the magnetic moment relative to the
spin, and as perhaps expected, the state in which the magnetic moment is
aligned with the external magnetic field has a smaller energy level than the
opposing state. As a result, a slight excess of spins tend to align with the
magnetic field in thermodynamical equilibrium, following the Boltzmann
distribution [2]:
N
N
= e E/kbT (1.4)
where N and N are the populations, E is the energy diﬀerence be-
tween states, kb is the Boltzmann constant and T is the thermodynamic
temperature. In the above example,  is positive and  is the low energy
state while  is the high energy state. By substituting the energy diﬀer-
ence from Eq. 1.3 to the above formula, one can calculate the fraction of
spins in the low energy level (), which is surprisingly small even with high
magnetic fields produced by modern superconducting electromagnets. For
example with 14.1 Tesla (or "600 MHz") magnet and 1H nuclei:
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N
N
= 0:99990402 (1.5)
or in other terms, for 1 000 000 1H nuclei in the  state, there exist only
1 000 096 nuclei in the lower energy  state. To describe this excess, po-
larization (P ) can be defined [4]:
P =
N  N
N +N
=
N  N
Ntotal
(1.6)
which describes the fraction of excess nuclei in the  state. In the above
scenario, polarization is 0.0048% or 48 Parts Per Million (ppm), quite a
small excess indeed.
1.1.2 Larmor frequency
e magnetic moments of the nuclei also precess in the external magnetic
field in a specific frequency L given by [2]:
L =
B0
2
or L = B0 (1.7)
where B0 is the magnetic field in Tesla and  is the gyromagnetic ratio in
rad s 1T 1 (or alternatively  in MHz T 1). For example,  of 1H
nucleus is 42.576 MHz/T [3], so the magnetic moment of 1H nuclei
precesses at the frequency of 42.6 MHz in a magnetic field of 1 Tesla.
is frequency is called the Larmor frequency or the resonance frequency, and
its relevance becomes evident if we calculate the energy of a photon which
matches the Larmor frequency. e energy of a photon is determined
solely by its frequency:
E = h (1.8)
and substituting the frequency  with the Larmor frequency (Eq. 1.7), we
obtain:
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E = hL = h
B0
2
(1.9)
yielding the same equation given earlier for the energy diﬀerence between
spin states (Eq. 1.3). e energy of a photon matching the Larmor fre-
quency corresponds exactly to the energy diﬀerence of the spin states of the
nucleus. With strong magnetic fields achievable by modern superconduct-
ing electromagnets, these photons fall in the Radio Frequency (RF) range of
the electromagnetic spectrum. is essentially means that the spin states
can be manipulated by radio waves, as the nuclei resonate in the Larmor
frequency and can absorb or emit photons as they change state. However,
a more appropriate picture of what is actually happening in the NMR spec-
trometer can be understood by precession in magnetic fields and induction
[5], as discussed in the next sections.
1.1.3 Magnetization and RF pulses
In thermodynamic equilibrium, a slight excess of spins are in the low-
energy () state aligned with the external magnetic field, with the fraction
of excess spins described by polarization (Eq. 1.6). e spins are precess-
ing at the Larmor frequency and the individual magnetic moment vectors
combine forming net magnetization or bulk magnetization vector M0, as
z
x y
z
x y
M
0
F 1.1: e individual magnetic moments of nuclei precess in the
external magnetic field, which is aligned with the z-axis. e slight excess
of vectors aligned with the field lead to net magnetization M0 parallel
with the external field. e figure is modeled after work of Timothy D.W.
Claridge [6].
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seen in Figure 1.1. e strong external magnetic field causes the sample to
become essentially a (very) weak magnet.
Applying RF radiation with Larmor frequency to the sample can cause
some of the spins to change state, thus aﬀecting the polarization and the
resulting net magnetization vector. For example, if the population diﬀer-
ence is reversed, the net magnetization is flipped from the +z-axis to the
-z-axis. However, a more accurate description of the eﬀect of RF radiation
is that it rotates the net magnetization vector around the axis from which
it is applied. is can be understood as a similar precession of spins in a
magnetic field as the precession in the static external magnetic field, only
this time the magnetic field is a component of the RF wave.
e magnetic field of the RF waves is oscillating with the electric field, but
if the frequency of the RF wave matches the Larmor frequency exactly, the
field is static from the reference point of the precessing spins. e magnetic
field causes the spins to precess analogously to the main static field, and
the combined eﬀect is rotation of the net magnetization vector. In many
cases, describing phenomena in this kind of rotating frame of reference
with the frequency of the transmitter is very practical in NMR, and the
manipulation of magnetization by radio frequency pulses forms the very
core of modern NMR spectroscopy.
e eﬀect of RF radiation described by rotations in magnetization vectors
is called the vector model or the Bloch vector model [6], and it is very useful
for describing simple NMR phenomena. For more complex experiments
this model is not enough and tools such as product operator formalism and
density matrix are needed [7, 8, 9], while the operations still resemble vec-
tor movements of this simple model.
1.1.4 Single-pulse experiment
e most basic elements in NMR experiments are short RF pulses which
rotate the magnetization by a certain amount, as seen on Figure 1.2. For ex-
ample, a RF pulse which rotates the magnetization by 90 unsurprisingly
is called a 90 pulse. If magnetization at thermal equilibrium is rotated
by 90, there is no net magnetization in the z-axis any more, instead the
spins now precess coherently forming a rotating magnetization vector in
the transverse xy-plane. From the point of view of individual spins, the
precession ensues with Larmor frequency as usual, but now the net mag-
netization is also precessing with the Larmor frequency.
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F 1.2: RF radiation causes the net magnetization vectorM0 to rotate,
as the spins precess in the magnetic field component of the RF radiation
(B1) similarly as they precess around the static magnetic field (top). e
rotation depends on the length and power of the RF radiation, and the
simplest pulses rotate the magnetization for 90 or 180 (bottom). e
direction of the precession around magnetic field vector depends on the
sign of  [1], but in NMR literature pulse with phase x simply denotes
a pulse with positive rotation around x-axis (right-hand rule). Here the
correct B1 field for negative  is shown for simplicity, in which case the
rotation and magnetization vectors are parallel, while the situation is op-
posite nuclei with positive  [9]. e figure is modeled after the work of
Timothy D.W. Claridge [6].
e oscillating magnetic field induces a RF signal in the detector coil,
which can be detected by a sensitive receiver. e observed signal decays as
the rotating spins lose coherence and dephase with each other, and the net
magnetization vector returns back to the +z-axis as the thermal equilibrium
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¹H
delay
x
FIDRF Pulse
F 1.3: e pulse sequence of basic single-pulse experiment. e net
magnetization vector is rotated by 90 around x-axis by RF pulse (black
bar), and the resulting RF signal is recorded.
is re-established (through relaxation processes, section 3.1.1). is process
(and the resulting data) is called Free Induction Decay (FID). e single
pulse and observation forms the most simple modern NMR experiment,
and is illustrated in Figure 1.3.
1.1.5 Chemical shift
Observing the resonance frequency of nuclei is not very interesting to
chemists if all nuclei of the same type have the same frequency. Fortu-
nately (perhaps unfortunately for physicists), it turns out that this is not
the case: the surrounding electrons also have spin and magnetic moment
(both intrinsic and orbital), and react to the external magnetic field, alter-
ing the magnetic field experienced by the nuclei. e surrounding elec-
trons create an opposing magnetic field, and shield the nucleus from the
external magnetic field. As the Larmor frequency depends on the magnetic
field experienced by the nuclei (Equation 1.7), the shielding changes the
observed Larmor frequency. is change of frequency is called chemical
shift as the electron structure surrounding the nuclei is a direct result of
the chemical structure of the molecule.
e chemical shift is the principal reason why NMR spectroscopy can dis-
tinguish between the same type of nuclei and can provide direct evidence
of the chemical structure at hand. e electrons react more strongly to
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larger magnetic fields, so chemical shift is relative to the applied magnetic
field. Because of this, the chemical shift () is not usually expressed in
absolute diﬀerence of resonance frequency in Hz, instead it is related to
the resonance frequency of a reference compound. In this way, results
obtained with diﬀerent field strengths can be compared easily [1]:
 =
sample   reference
reference
(1.10)
e result is a unitless value, and as chemical shifts are small compared to
the resonance frequency, they are usually expressed in ppm.
1.1.6 J-coupling or spin-spin coupling
In addition to electron shielding, nuclei can react to other nearby NMR
active nuclei. e most important mechanism especially in 1H NMR is
J-coupling, where the spin state of neighboring 1H nuclei alter the energy
level and thus resonance frequency of the 1H nuclei in question. is is
meditated via chemical bonds by electrons and can be significant through
1-3 bonds. In practice it causes the signals to split in certain patterns, com-
plicating the spectrum, as seen in Figure 1.4. Coupling can provide a lot
of information about the chemical bonds and can be also used as a means
of transferring the magnetization through the bonds (polarization trans-
fer), a technique which most 2D NMR experiments rely on, and which is
discussed in more detail in section 2.2.7.
e eﬀects of coupling can be suppressed by changing the spin state of
the coupled nuclei very rapidly, which can be achieved by irradiating the
nuclei constantly (decoupling). For example in 13C NMR, the carbon nu-
clei are usually surrounded with many NMR active 1H nuclei. is causes
complex coupling patterns, as in addition to the directly bonded hydro-
gens, the 1H nuclei bonded to neighboring carbons are also coupled sig-
nificantly. By radiating the sample with the Larmor frequency of the 1H
nuclei, 13C nuclei remain intact while the 1H spins rapidly change state.
From the perspective of the carbon, the eﬀect of the coupled 1H nuclei
averages to zero, and the coupling is suppressed. e result is a clean de-
coupled 13C spectrum with all signals observed as singlets. e other 13C
nuclei are not usually a problem, as the natural abundance of 13C is1 %,
so the probability of adjacent 13C nuclei is low. In a good spectrum, these
9
1. I
satellite signals can be observed (with a low intensity of1:200 compared
to the main signal).
1.1.7 Nuclear Overhauser Eﬀect
e magnetic moment of spins can also directly aﬀect each other (dipole-
dipole coupling), leading to another significant mechanism of interaction
between spins. While this coupling is averaged to zero due to the molecular
motion in liquids, the eﬀect of this coupling can be seen during relaxation,
when magnetization is transferred via this mechanism, a process called Nu-
clear Overhauser Eﬀect (NOE). is can be exploited to find evidence of
proximity of nuclei despite no direct chemical bonds being present, which
is especially useful for determining three dimensional structure and stere-
ochemistry of molecules. e NOE mechanism is discussed with more
detail in section 2.2.6.
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F 1.4: e basic phenomena shaping the NMR spectrum. Chemical
shift (the location of the signals) and J-coupling (the splitting of signals
due neighboring nuclei). e signals are split depending on how many
diﬀerent permutations of spin states the neighboring nuclei can possess,
as illustrated. e sample is 38% (vol.) ethanol:water mixture, a neat
solution of traditional Finnish alcoholic beverage Jaloviina, measured by
80 MHz PicoSpin benchtop NMR spectrometer.
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Magnet/probe Preamplifier Console Host computer
F 1.5: e basic components of a modern (high-field) NMR instru-
ment, as seen by the user.
1.2 NMR spectrometers
Modern NMR spectrometers are complex instruments based on high-field
superconducting magnets and sophisticated RF electronics. e precision
needed to build and maintain these instruments have made them expen-
sive compared to many other analytical instruments, but the fact that they
are found in increasing numbers in laboratories around the world is a tes-
tament to the usefulness of NMR spectroscopy.
Lately also cheap "benchtop" NMR instruments based on permanent mag-
nets are appearing in teaching, routine analysis, chemometry and quality
control applications [10, 11, 12]. ese instruments operate in a much
lower field (42-80 MHz), but require very little maintenance and can cost
approximately one tenth of a high field (>500 MHz) instrument [10].
Even open independent designs implementing all central components with
Field-Programmable Gate Array (FPGA) chips and other oﬀ-the-shelf parts
have been reported [13, 14].
e basic design of a modern high-field NMR instrument is given in Fig-
ure 1.5 along with a rough schema of the internal components in Figure
1.6. e same basic principles apply to practically all modern NMR in-
struments, however the components may be contained in single case (as
in benchtop spectrometers) or distributed diﬀerently.
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F 1.6: e basic internal design of a modern FT-NMR instrument
[15, 6]. Only a single channel and no locking electronics is shown.
1.2.1 Overview of the acquisition process
e basic acquisition process of a NMR spectrum involves the following
phases:
1. e sample material is diluted to a suitable solvent, which is usually
chosen from "NMR solvents", common organic solvents with 1H
hydrogen nuclei exchanged to 2H (deuterium) nuclei. is is done
to diminish the solvent signal in 1H NMR, which would otherwise
dominate easily. e solution is transferred to a NMR sample tube,
a thin glass tube of usually 3 or 5 mm in thickness.
2. e sample tube is placed in a large and highly homogeneous mag-
netic field, usually created with a superconducting electromagnet.
e field is further homogenized ("shimmed") by altering the cur-
rents flowing in a set of smaller surrounding coils. Locking electron-
ics keep the field stable from outside disturbance and spontaneous
drift by observing the abundant deuterium nuclei present in the sol-
vent and counteracting any field changes.
3. e sample is surrounded by coil, which is connected to the trans-
mitter electronics. One or few short radio frequency pulses (in the
13
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order of microseconds) are passed to the coil, depending on the
NMR experiment at hand. e exact sequence is controlled by an
embedded computer (pulse programmer), which is executing a pulse
sequence and controlling the involved amplifiers, gates, attenuators
and frequency generators.
4. e pulse(s) cause a controlled disruption of the spin states, which
begin to return to thermodynamic equilibrium. e oscillating mag-
netization is picked up by the same coil used for transmission.
5. e weak signal is amplified greatly and fed through a mixer, which
generates two distinct signals with 90 degrees phase shift by using
the original transmitter signal as a reference, a technique known as
quadrature detection (Section 1.3.6). is helps further processing
and makes it possible to detect the phase of the signal and thus
both positive and negative frequencies (relative to the transmitter
frequency).
6. e observed signal (FID) is digitized and stored in computer mem-
ory. e data is then processed using Fourier Transform (FT) to
convert the time domain data into a frequency domain spectrum.
ere are two principal challenges in building NMR spectrometers. First,
the chemical shifts and couplings are in the order of kHz and Hz, small
compared to the Larmor frequencies of several hundred MHz achieved
with modern superconducting electromagnets. Measuring signals with a
Larmor frequency of 500 MHz in 1 Hz precision is analogous to mea-
suring a distance of 500 km with millimetre precision, so in order to re-
solve such small deviations, the utilized magnetic field must have extremely
good homogeneity. At the same time, NMR magnets are required to be
very strong to achieve useful polarization and signal dispersion.
Secondly, even in a strong magnetic field, the low polarization in thermal
equilibrium results in weak signals, requiring a very careful design of elec-
tronics, signal paths and amplification. ese aspects are discussed more
thoroughly in Chapter 2.
14
1.3. NMR Acquisition Process
1.3 NMR Acquisition Process
e details of the NMR acquisition process might not be very important in
routine spectroscopy, but in order to dive in to the principles of sensitivity
and quantitative NMR in the next chapters, further treatment of these
aspects is essential. In the next few sections, some of the basic principles
and details behind acquiring and processing spectra with modern NMR
instruments are covered.
1.3.1 Tuning
Tuning involves matching the impedance of the probe coil, electronics and
cable so that the RF energy is transmitted optimally to and from the sample.
is traditionally involves adjusting two capacitors within the probe (tune
and match, Figure 1.6) to minimize the reflected RF energy, shown in
a display [16]. Good tuning minimizes signal losses in both directions
improving both transmitter and receiver eﬃciency [17].
e tuning depends mostly on the dielectric properties of the sample, so for
example large variations in solvent polarity or salt concentration severely
aﬀect tuning [6, 16, 18]. Temperature is also a factor, which can be a
important when measuring temperature series. Optimizing tuning is not
strictly required for each sample if it is within reasonable limits: slightly
sub-optimal tuning will somewhat reduce sensitivity and increase the pulse
width, but these drawbacks are usually acceptable. Consequently large
sample sets containing similar samples in identical solvent can be usually
measured without adjustment after the first sample, as the optimal tuning
is roughly the same.
1.3.2 Shimming
Shimming is the process of optimizing the magnetic field homogeneity,
and it is generally required for each sample to obtain high resolution spec-
trum. e magnetic field is adjusted by many small room temperature
electromagnets, usually over 30 in modern instruments, called shim coils
or just shims [19]. In addition to these, there exists a small number of su-
perconducting electromagnets (cryoshims), which are usually adjusted only
during installation of the magnet to perform coarse optimization. Each of
the shims aﬀect the magnetic field diﬀerently, ranging from coarse low-
order shims to more complex patterns in high-order shims. By altering
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the current flowing through each of the coils, complex adjustments to the
field can be done.
Shimming is conventionally performed by optimizing the lock signal inten-
sity: most NMR solvents are symmetrical molecules with one deuterium
signal, and a more homogenic magnetic field will make the signal narrower
and more intense, as all of the spins have almost uniform Larmor frequency
regardless of spatial location. is method works quite well if the shims are
initially close to optimal, and only small changes to the low-order shims
are required. If the field requires complex adjustments, the changes in
single shim does not necessary alter the lock signal much. Furthermore,
high-order shims also interact with the low-order ones and local maxima
are easily formed.
To obtain more detailed information, a test spectrum can be measured, and
the shape of the signals can be examined to have more clues about which
shims need adjusting. Still, the ultimate information needed would be the
strength of the magnetic field in diﬀerent locations of the sample. is
information can be obtained with clever application of Pulsed Field Gradi-
ent (PFG) and RF pulses in PFG shimming (Section 4.4.3) or even with
special probes which map the field inside the magnet with a mechanically
moved small coil and sample during magnet installation.
1.3.3 Locking
Locking electronics compensate for external disturbances and the inherent
instability and field drift of the magnet. is is usually done by continu-
ously pulsing and observing the frequency of the strong deuterium signal
from the solvent, and compensating the drift of the main field by the lowest
order Z0 shim. Some cheaper benchtop spectrometers lack lock electron-
ics, and instead align the spectra using "software lock" [20].
1.3.4 Pulse calibration
In order to execute most NMR experiments, precise RF pulses must be
carried out. e RF power dictates the strength of the RF magnetic field
component, and subsequently how rapidly the net magnetization is rotated
by the RF radiation. us in order to induce the desired rotations, the
power of the RF radiation reaching the sample must be known precisely.
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F 1.7: Traditional pulse calibration scheme. Single signal is observed
with increasingly longer pulse lengths leading to sinusoidal signal intensity
oscillation, from which correct pulse length can be determined. Note that
the signal intensity decreases for longer pulses due dephasing caused by
RF inhomogeneity, as various parts of the sample are aﬀected by slightly
diﬀering RF power. Figure based on [21].
Specific rotation could be achieved with either altering the length or power
of the RF pulse, but in most cases the power is kept constant and the
length is altered, as timing is easier to adjust. e standard pulse length
calibration consist of acquiring a sequence of 1D spectra with diﬀerent
pulse widths, and observing the intensity and phase of the observed signals.
e applied RF pulse rotates the magnetization around the axis from which
it is applied (determined by the phase of the signal), and increasing pulse
length can be observed as a sine type of oscillation of the signal intensity
(Figure 1.7).
Usually the length of a 90 pulse is cited as a measure of RF power. By
determining the pulse length corresponding to maxima/minima or node
points of the pulse calibration series, the length of a 90 pulse can be cal-
culated. Commonly 360 or 180 pulse nodes are employed, as it is easier
to determine the node point where the signal changes sign, as opposed to
smooth maxima or minima, especially when signal-to-noise is a problem.
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F 1.8: e electrical signal from the receiving coil is sampled in dis-
crete time points and turned into numerical values.
1.3.5 Sampling the FID
e FID signal is sampled in discrete time points separated by a delay
(dwell time), and digitized with Analog-to-Digital Converter (ADC) to nu-
merical values, which can be stored in computer memory (Figure 1.8).
e sampling frequency is governed by Sampling eorem and Nyquist fre-
quency, which dictate that the sampling rate must be at least twice the high-
est frequency desired to be stored correctly in the discrete signal [22, 23].
If the highest desired frequency is fmax, sampling rate must be at least:
fsampling = 2 fmax (1.11)
and the dwell time (DW ) or time between each sample is then:
DW =
1
2 fmax
(1.12)
For example 20 kHz signals can be detected with sampling frequency of
40 kHz, for which the dwell time is 1/40 kHz = 25 s. e limit of
human hearing is about 20 kHz, so it is unsurprising that the CD audio
is stored with a sampling rate of 44.1 kHz [24].
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e resonance frequencies encountered in modern NMR instruments are
in the order of tens or hundreds of MHz, and sampling these kind of fre-
quencies would require very high sampling rates reaching to GHz range,
which would be quite impractical even with modern electronics. Chemists
are interested mainly on the frequency diﬀerences between the resonances,
which are much smaller, as chemical shifts are few ppm of the principal res-
onance frequency. Modern NMR spectrometers exploit this and subtract
the transmitter frequency from the observed signal, producing a signal in
which frequencies are relative to the transmitter frequency [1]. For exam-
ple, from an initial 600 000 100 Hz signal produced by 1H nuclei in a
600 MHz magnet, the subtraction of the reference 600 MHz transmitter
signal results in a signal of only 100 Hz, which is much easier to sample and
store. Modern spectrometers nevertheless use higher sampling rates than
required by performing oversampling, discussed further in Section 2.3.2.
1.3.6 Quadrature detection
When subtracting the transmitter frequency from the original signal, two
signals are actually produced, a cosine component and a sine component,
generated by two signals 90 out of phase. is is called quadrature de-
tection, and it is analogous to measuring the x and y component of the
rotating magnetization vector [6]. e process can be carried out before
ADC or fully digitally after sampling, which avoids the imperfections of
analog electronics [25, 26].
e benefit of quadrature detection is to enable the detection of the phase
of the signals, which can be used to separate positive and negative fre-
quency oﬀsets [1]. Without these two components, signals of 600 000
100 Hz and 599 999 900 Hz would be indistinguishable with a 600 MHz
transmitter frequency, as both have a frequency diﬀerence of 100 Hz com-
pared to the transmitter. is allows placing the transmitter frequency in
the middle of the spectrum, which is beneficial as it reduces the frequency
oﬀsets and needed spectrum window, as discussed further in Section 3.1.2.
As both positive and negative frequencies are distinguished with quadra-
ture detection, the ensuing spectrum width or window in Hz is twice the
Nyquist frequency and thus equal to the sampling frequency.
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1.4 NMR Processing
After the FID is recorded and stored in the computer, one very important
problem remains: as the FID contains a composite signal from all of the
spins, how can individual resonance frequencies be separated? Or in other
words, how can the time domain data containing a signal varying with time
to be converted into a frequency domain spectrum? It turns out that this can
be achieved by Fourier transform (FT), or when analysing signal sampled
at discrete time points as in NMR, Discrete Fourier Transform (DFT) [24].
e DFT forms the core of NMR data processing, but it also includes all
of the other optimizations and clean-ups performed on the digitized data.
1.4.1 e discrete Fourier transform
In Fourier transform methods, the signal is decomposed into sinusoid
waves of diﬀerent frequencies. In DFT, frequency components (Figure 1.9)
are discovered by multiplying the sample data points by a set of sinusoid
functions representing waves of diﬀerent frequencies, and adding up the
results for each wave. If the wave doesn't match the signal, the oscillat-
ing wave will yield both positive and negative values cancelling each other,
with a total value close to zero. However, if the sinusoid matches the sig-
nal, the product will be positive even when both the signal and reference
sinusoid are negative, and the sum will increase, indicating that the signal
contains the sinusoid component in question.
is basic principle can be illustrated by a single wave, described by the
function f(x). If N sample values ranging from x0 : : : xN 1 describe a
signal, each value is multiplied by the function value at point n, and the
results are added together:
X =
N 1X
n=0
xnf(n) (1.13)
e resulting coeﬃcient X represents the amount of the frequency com-
ponent described by f(x) in the samples, and repeating this process for
diﬀerent frequencies yields multiple coeﬃcients, which can be arranged to
form a spectrum. e actual DFT of N complex points (x0 : : : xN 1) is
defined as [22, 27]:
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F 1.9: Plot of the first 7 frequency components or basis functions
which are used to decompose the signal in discrete Fourier transform [22].
Note that the zeroth frequency component is a constant value function,
and that the first point coeﬃcient is exactly 1 for all real frequency com-
ponents.
Xk =
N 1X
n=0
xne
 i2k nN k = 0; 1; : : : ; N   1 (1.14)
where the values of k, ranging from k = 0; 1; : : : ; N 1, produce sinusoid
functions of discrete frequencies. It is not immediately obvious that the
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exponential term represents sine and cosine waves, but this is indeed true
for complex valued exponentials, as described by Euler's formula [24]:
eix = cosx+ i sinx (1.15)
Using this relationship the exponential part can then be rewritten as:
e i2k
n
N = cos( 2k n
N
) + i sin( 2k n
N
) (1.16)
It can be noted that the exponential produces complex numbers, and ac-
tually the sample values xn and resulting coeﬃcients Xk are also complex
numbers in complex DFT. is is mathematically convenient and again
related to the phase of the signal: the cosine and sine components of the
signal are represented by the complex and imaginary parts of the complex
numbers, so a sinusoid signal with any phase can be represented. In fact,
the cosine and sine components detected in quadrature detection (Section
1.3.6) correspond to the real and imaginary parts of the sample values xn
in the complex DFT (Figure 1.9).
e related and somewhat simpler real DFT using real numbers can be
used in NMR processing, and has been employed especially inTime-Proportional
Phase Increment (TPPI) based 2D acquisition [16, 24]. However the basic
principles in both methods are very similar.
1.4.2 FT-NMR and e Fast Fourier transform
Initially NMR spectra were acquired by continuous wave spectrometers in
which the magnetic field (or frequency) was slowly varied to scan through
the chemical shift range. Each resonance was excited and detected individ-
ually as the transmitted frequency matched the Larmor frequency, and the
results could then be plotted to form a full NMR spectrum. ese spec-
trometers were slow and insensitive, but robust and electronically simple.
e modern pulsed Fourier TransformNuclearMagnetic Resonance (FT-NMR)
spectroscopy was invented in 1966 by Weston A. Anderson and Richard
Ernst [28, 29], with the enormous benefit that all resonances could be ob-
served simultaneously instead of scanning the resonance frequencies one
by one. is provided an immense improvement by reducing experiment
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times by two orders of magnitude, and paved the way towards more com-
plex multipulse NMR experiments and eventually 2D NMR.
Commercial FT spectrometers appeared in the early 1970s (with the first
demonstration by Bruker Physik Co. in 1969 [29]), but one of the ob-
stacles in their initial development was computing power: the basic cal-
culation of DFT for n samples requires n2 calculations as n frequencies
are multiplied by n sample points each. In other words, a naive DFT al-
gorithm has a time complexity of O(n2), and so for a common number
of 1024 data points (at the time), about 1 million operations are required.
With the computer hardware available at the late 1960s and early 1970s,
this meant a transformation time of about 15-20 minutes [30], barely ad-
equate for practical use. Further, as the time grows quadratically O(n2),
doubling the resolution with 2048 points meant a computation time of
over an hour, and 4096 points would take nearly five hours.
e reason why FT based operations are practical for use with large datasets
is the invention of Fast Fourier Transform (FFT) algorithm, which takes
advantage of the symmetry of the sinusoid signals and the ability to cal-
culate a combined spectrum from separate transforms of interlaced data
points. is allows the splitting of the problem into simple FT calcula-
tions which can be then combined sequentially in logn steps to yield the
final spectrum, forming a divide and conquer type algorithm [24]. e
most famous version was presented by Cooley and Tukey in 1965 [31],
while the method was independently discovered by many individuals start-
ing with Gauss already in 1805 [22]. e FFT algorithm reduces the time
complexity of FT toO(n log(n)), resulting in spectacular time savings for
transforms involving a large number of data points. For example the nearly
five hour calculation of 4096 points mentioned above would be reduced
to just under a minute with the help of the FFT algorithm.
e FFT is important in many scientific fields due its key role in signal
processing, spectral analysis and digital filtering (convolution/correlation)
[22], which are also paramount in modern NMR. Myriad of high-level
tasks are fundamentally based on FFT and related transforms, such as
many lossy compression schemes (JPG, MP3 and MPEG) [22, 24]. e
FFT can be regarded one of the most important and influential modern
algorithms, and it is implemented in practically all scientific calculation
packages, including NumPy [32] and SciPy [33] packages utilized by Sim-
peleNMR presented in Paper III and Paper IV of this thesis.
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1.4.3 Apodization
Before Fourier transform, the FID can be optimized with a few techniques
to make the DFT to perform better. e most significant of these is
apodization, where the FID data points are multiplied by a window func-
tion designed to emphasize diﬀerent portions of the data. For example, as
NMR signals are exponentially decaying sine/cosine waves, the tail end of
the recorded data likely contains much more noise than the beginning, as
little or no signal is present at the end of the FID. Using a window func-
tion which emphasizes the beginning and de-emphasizes the end of the
FID can significantly reduce noise as demonstrated in Figure 1.10. Apply-
ing some kind of a window function is practically always done in modern
NMR spectroscopy.
Window functions can be chosen according to many diﬀerent objectives,
such as emphasizing resolution (with the cost of increasing noise), or re-
ducing certain artifacts (as with the sine bell functions used in many ab-
solute value experiments to reduce dispersive signal components). Most
commonly used functions are probably exponential/Line Broadening (LB)
and Gaussian functions. ese will reduce noise, but broaden the signals,
as the signal in the end of the FID is diminished.
Another important reason to perform apodization is to remove possible
boundary eﬀects: if the signal doesn't decay entirely during the FID and
zerofilling is used as usual (see next section), the abruptly ending signal
will manifest as truncation artifacts after the DFT (Fig. 1.11). ese can
be very severe if short FIDs are acquired, or for example in the indirect
dimension of 2D spectra, where the low number of acquired points makes
using window functions essential.
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F 1.10: Apodization can be used to reduce the noise of the spectrum.
FID without apodization (A) has clear high-frequency noise present in the
baseline after Fourier transform (B). Multiplying the FID with window
function reduces the noise from the end of the FID (C), resulting in a more
clean baseline (D). e used window function of LB=1.0 Hz is shown on
plot (E). Simulated data created and processed with SimpeleNMR internal
testing tools.
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F 1.11: Truncation of the FID. Abruptly ending FID signal (A) will
cause sinc -type wiggles in the transformed spectrum (B). Apodization of
the FID (C, LB=2.5Hz) creates much better looking spectrum (D), while
the signals are broadened. Simulated noise-free data created and processed
with SimpeleNMR internal testing tools.
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1.4.4 Zero filling and linear prediction
Fourier transform will yield exactly the same number of data points as is
in the input data, which can lead to quite coarse looking signals if a low
number of data points is collected. Artificially adding zeros to the end of
FID yields more data points to the output, while not adding any noise (or
of course, signal). is process is called zero filling, and can be used to pro-
duce smoother and more pleasant looking spectra. Zero filling to double
the number of data points is usually considered optimal, as it improves the
resolution and reduces noise by introducing the information contained in
the imaginary component to the real one and vice versa, however apodiza-
tion reduces this eﬀect [34, 35].
Instead of adding zeros, adding more signal would be preferred, of course.
is can be imitated by Linear Prediction (LP), where the continuation
of signals is predicted with a linear model based on the previous data
points [36, 37]. is has all the benefits of observing more signal, but
it of course relies on the quality of the prediction, and has a potential to
cause artefacts. LP is not very common in 1D experiments as it is easy to
collect more data points in direct dimension, but in 2D and 3D spectra
it becomes very beneficial as the collection of each data point takes a sig-
nificant amount of time. Usually the number of data points is doubled
with prediction, and as the resulting FID is apodized, the predicted part is
usually de-emphasized quite heavily decreasing the chance of artifacts and
using the actual observed data more eﬃciently.
1.4.5 Phase correction
As discussed earlier, modern NMR spectrometers use quadrature detection
and both cosine and sine components of the signal are obtained. e re-
sulting signals are then digitized and used as the real and imaginary parts
of complex numbers in DFT.
In an optimal case, the real and imaginary components would match the
cosine and sine components of the signal, which would then produce the
desired pure absorption spectrum in real component and a dispersion type
imaginary component after the DFT (Figure 1.12). Unfortunately, it is
impossible to obtain this kind of data in practice due to experimental lim-
itations in the acquisition, as discussed in detail later (Section 4.5.5). To
remedy the situation, phase correction is performed on the data after DFT
to produce pure absorption mode spectra.
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F 1.12: Simulated data demonstrating diﬀerent handling of phasing
of NMR spectra: pure absorption spectrum (A), pure dispersive spectrum
(B), absolute value (C) and power spectrum (D).
1.4.5.1 Zeroth and first order phase correction
e simplest phase correction is zeroth order phase correction, which af-
fects the phase of every signal identically. is can be thought as changing
the phase of the receiver, and the eﬀect is cycled for every 360 of correction.
e calculation is quite simple, the new data point values are calculated
from the real and imaginary components multiplied by the sin and cos
functions [38]:
Ri(new) = Ri cos(0)  Ii sin(0)
where 0 is the phase correction angle, andRi and Ii are the real and imag-
inary parts of i:th data point in the spectrum. To account for frequency
dependent phase errors, first order or linear phase correction is used:
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Ri(new) = Ri cos(0 + 1
i
Npoints
)  Ii sin(0 + 1 i
Npoints
)
where 1 is the 1st order phase correction angle, i is the index of the data
point and Npoints is the total number of data points. e angle now
depends on both angles 0 and 1, with 0 representing the constant and 1
the linearly frequency dependent phase correction. e correction can be
formulated slightly diﬀerently, but the basic principle is the same. Zeroth
and first order base corrections are enough to correct most NMR spectra
which have been acquired correctly, while more complex phase errors can
be introduced sometimes by for example complex oﬀ-resonance eﬀects of
pulses or non-linear phase response of filters. Phase correction is discussed
further in Section 4.5.3.
1.4.5.2 Absolute value and power spectra
Phase correction can be avoided by calculating an absolute value (some-
times called also a magnitude mode) or a power spectrum, which discard
phase information entirely. In absolute value mode, the magnitude of the
rotating magnetization vector is calculated:
mav =
p
a2 + b2
wheremav is the absolute value of a complex number a+ib. is formula
can quite easily be derived from the Pythagorean theorem and the unit cir-
cle. Unfortunately, the dispersive component is also present on the result-
ing spectrum, which is caused by the fact that DFT treats the time-domain
signal as periodic (and infinite) [24]. is means that the first and last point
of the signal are actually adjacent in DFT, while there is clearly no physi-
cally meaningful relation between these data points. e large diﬀerence
in the values of the data points produce frequency components, which are
aliased into the spectrum. is is mostly avoided in phase-sensitive spectra
by careful use of the phase correction to produce only absorptive compo-
nent in the real part of the DFT result. However, in absolute value mode
the phase is discarded altogether and phase correction is pointless.
e discontinuity in the time domain can easily be remedied by applying
a suitable window function with a smooth roll-oﬀ to zero in both ends
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of the signal (sine, sine squared, Blackman [6, 16, 24]), but this causes
strong weighting of the signals by T2 relaxation, as the start of the FID is
strongly suppressed. On the other hand, the signals become much wider
and more prone to overlap without windowing, and thus are very diﬃcult
to integrate fully (Fig. 1.12).
Power spectrum alleviates this problem somewhat, and is calculated simi-
larly, by just squaring the real and imaginary parts:
mpow = a
2 + b2
e calculation yields much narrower and sharper signals, but the signal
intensity relationships are not intuitive as they are squared as well (Figure
1.12). is makes spectra with large signal intensity diﬀerences quite hard
to examine, and complicates the analysis of partially overlapping signals.
1.4.6 Baseline correction
In a good spectrum, in the parts where there is no signal present the data
points should be close to zero, apart from some unavoidable Gaussian
noise. ese parts are called the baseline. Due to experimental errors and
limitations, the baseline can have distortions, which hamper the interpreta-
tion and especially quantification of the signals. Baseline correction seeks
to rectify these errors by modeling the bias in the baseline and subtract-
ing it from the spectrum. e origin of the errors and baseline correction
algorithms are discussed in detail later in Sections 4.5.4 and 4.5.5.
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e sensitivity of an instrument describes the minimum level of input
which produces signal with a specified power or Signal-to-Noise Ratio (SNR).
In NMR context, sensitivity can be understood as the amount of material
needed to produce a spectrum with adequate SNR in a reasonable amount
of time. For exact definitions and limits, the properties of the sample, in-
volved nuclei and NMR experiment must be described, but in practice,
greater sensitivity means that the same experiments can be done with less
time or less sample material.
is chapter deals with the origins of signal and noise in NMR, and the
various strategies to improve the sensitivity of NMR experiments. e rela-
tively low sensitivity of NMR as a technique makes these aspects especially
important in quantitative NMR.
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2.1 Sensitivity of NMR
e generally modest sensitivity of NMR is the result of the weak RF signal
emitted from the sample, which follows from the low net magnetization
and the small energy diﬀerence of the corresponding energy states inducing
the polarization, as discussed in Chapter 1. is is a fundamental physical
limitation, which can be only circumvented by not using thermal equilib-
rium as the source of the magnetization (which in special cases is indeed
possible, as discussed in section 2.2.8). e main strategy of improving
sensitivity is thus minimizing noise, and utilizing the available magnetiza-
tion as eﬃciently and cleverly as possible.
e detection limit of NMR is greatly dependent on the desired infor-
mation (experiments, observed nuclei), molecular size and available equip-
ment (field strength, probe type, sample volume). With modern high-field
magnets and cryoprobes, the characterization and quantification of small
molecules is possible in microgram and micromolar level using 1H NMR
techniques [39, 40, 41, 42]. Benchtop spectrometers are more limited,
but can still reach milligram and millimolar levels [10].
2.1.1 Signal-to-noise ratio (SNR)
Sensitivity is tied intimately to the SNR: the same gain in sensitivity can be
achieved by doubling the signal or halving the noise, and both aspects have
been significantly improved during the history of NMR. In electronics,
the signal-to-noise ratio is simply defined as the Root Mean Square (RMS)
voltage ratio squared between a signal (Vs) and the background noise (Vn)
[43]:
SNR =
V 2s
V 2n
(2.1)
As this ratio can have a very broad range of values, it is often given in
decibels:
SNRdb = 10 log10

V 2s
V 2n

(2.2)
In NMR, the amplitudes of electrical signals change rapidly with time
rendering this basic definition less useful. Instead, an alternate definition
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is used, in which signal intensity is related to the standard deviation of
noise [4, 6]:
SNR =
S
2
(2.3)
where S is the amplitude of the signal in a processed spectrum and  is
the standard deviation of the noise. is is quite intuitive, as the standard
deviation describes how large deviations the background noise causes to
the signal. As the noise can be assumed to be normally distributed, most
often the noise aﬀects the signal by a positive or negative change of  or
less, or a total range of 2, and this related to the signal intensity then gives
the SNR. It also matches the visual comparison of the noise floor and the
signal height, as the signal in the noise floor similarly varies mostly from
  to +, or within a range of 2. Indeed, the standard deviation can be
estimated from the peak-to-peak noise in the baseline Nptp, where Nptp
is estimated as 5 [9], giving the commonly cited formula [4, 6]:
SNR =
S
2
= S
2Nptp/5
= 2:5
S
Nptp
(2.4)
Comparable SNR definitions are used in other fields where electrical sig-
nals are not directly considered, for example in image analysis [44].
2.1.2 Signal averaging and accumulation time
One easy way to increase signal is to add the results of two or more iden-
tical NMR experiments: if a single-pulse experiment results in a signal
with the intensity I , adding together two FIDs from subsequent experi-
ments result in a FID with a signal intensity of 2I . is works because
the signal in both cases is identical (small experimental errors aside), and
will match exactly yielding a perfect constructive interference. e FID
will also contain twice the noise, but as noise is random it adds up only
partially, leading to an improved SNR.
is technique is routinely used in almost every NMR experiment, as
in addition to boosting SNR, some types of experimental errors can also
be canceled by altering the pulse and receiver phases (phase cycling [16]).
For example, a four-step CYCLically Ordered Phase Sequence phase cycle
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Time, hours
SN
R
Relative SNR when increasing accumulation time
initial SNR = 1.0, 1 min acc. time
F 2.1: Calculated SNR results of a spectrum where 1 minute accu-
mulation yields SNR of 1, which can be the case when obtaining a 13C
spectrum from a dilute sample. It is easy to see that in first hours the SNR
climbs to well over 10, and "overnight" experiment of 12 hours yields a
SNR of close to 30. Continuing the experiment for three days yields SNR
of about 65, a significant improvement, but only about double what 12
hours could give. is scenario assumes that the repetition rate is kept
constant.
(CYCLOPS) can be used to eliminate several imperfections regarding the
receiver and quadrature detection [45, 46]. Each individual repetition of
the experiment which is added or averaged together is commonly referred
as a transient.
e exact improvement in the SNR can be calculated by finding out how
the noise adds up. In most cases, the noise can be assumed to be random
and normally distributed, and the sum of the noise can be then treated as a
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sum of two independent and normally distributed random variables with
identical means and standard deviations. For such variables, the sum is also
normally distributed, and the properties of the new normal distribution
can be calculated easily. If the standard deviation of the noise is  and
variance thus 2, the new variance is simply the sum of variances, from
which the standard deviation is obtained by taking the square root [47]:
new =
p
2 + 2 =
p
22 =
p
2 (2.5)
Combining this with the SNR definition (Eq. 2.3), the new SNR resulting
from adding two identical experiments together can be calculated:
SNRnew =
Snew
2new
=
2S
2
p
2
=
p
2
S
2
=
p
2 SNR (2.6)
So, doubling the amount of transients will yield
p
2  1:414 times the
SNR compared to the original. Similarly, quadrupling the amount of tran-
sients will double the SNR:
SNRnew =
p
4
S
2
= 2 SNR (2.7)
Four repetitions of the experiment of course takes four times as long, and
for every doubling of the SNR, the total measurement time is quadrupled.
More exactly, the measurement time increases quadratically compared to
SNR, and SNR is proportional to the square root of total accumulation
time t:
SNR _
p
t (2.8)
is is a very important practical notion; increasing the experiment time
improves SNR less and less for each added unit of time, and acquiring
more transients becomes a futile strategy quite rapidly (Figure 2.1). With
this fundamental relationship of SNR and measurement time, sensitivity
can be expressed as SNR normalized to time [4, 9]:
Sensitivity =
S
2
p
t
(2.9)
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2.2 Increasing signal
e most straightforward way to increase SNR is to boost the received elec-
trical signal without introducing additional noise. e origin of a NMR
signal is the precessing net magnetization, and for spin ½ nuclei, the net
magnetization is proportional to the gyromagnetic ratio  and the num-
ber of spins forming the magnetization [2, 4]. e number of contributing
spins can be expressed as a product of the total amount of nuclei N and
the polarization P , thus the net magnetization M is proportional to:
M _  NP (2.10)
Enlarging any of the above factors will increase signal, however, the rela-
tionship to SNR is not as simple in many cases. For example, the gyro-
magnetic ratio also impacts polarization and the Larmor frequency, which
again are related to the induced voltage and noise. In the next sections, the
relationship of the above and other factors aﬀecting SNR are examined in
detail.
2.2.1 Concentration
Based on Equation 2.10, increasing the number of spins contributing to
the signal can be simply achieved by increasing the amount of material in
the sample, provided that there is more material available and it can be
dissolved. As increasing concentration doesn't increase noise, the number
of observed nuclei/molecules (N ) is also directly proportional to SNR:
SNR _ N (2.11)
Consequently, doubling the amount of material doubles the SNR, instead
of a factor of
p
2 as for accumulation time, and vice versa. is is a very
important practical relationship between accumulation time and concen-
tration: doubling the concentration reduces the experiment time to one
fourth of the original, while retaining the same SNR. Likewise, halving
the concentration quadruples the measurement time, if the same SNR is
desired. For this reason the sample concentration can be very crucial, and
increasing the sample amount can have drastic eﬀects on required experi-
ment times.
36
2.2. Increasing signal
Coil
Sample volume
Matched glass
Matched glass
Regular tube
“Shigemi”
with susceptibility matched plugs
F 2.2: e geometry of a sample with susceptibility matched plugs
compared to a regular one. Using the plugs all of the sample can be con-
centrated in the active volume of the coil, while boundary eﬀects are min-
imized by matching the magnetic susceptibility of the solvent and glass.
ere are no major immediate drawbacks of using a more concentrated
sample, if the sample is stable and soluble in high concentrations. NMR
is also a non-destructive method, and thus material can be in many cases
recovered easily. Only when the sample material starts significantly af-
fecting the consistency, viscosity and dielectric properties of the sample,
downsides such as changes in relaxation times and chemical shifts or prob-
lems with tuning can appear. Even neat solutions can still be measured,
provided that the instrument can handle the strong signal. Understand-
ably a deuterium lock signal can't be established without any deuterated
solvent in the sample, which can broaden signals in long acquisitions or
even prevent high-resolution measurements depending on the magnet sta-
bility.
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2.2.1.1 Susceptibility matched plugs or "Shigemi" tubes
When using standard NMR tubes and probes, a large part of the sample is
not actually inside the active coil volume and is thus not contributing to
the signal. Magnetic field inhomogeneities arise from magnetic suscepti-
bility diﬀerences in the sample/glass/air boundaries, so the sample tube is
filled with enough liquid to provide long symmetrical sample column in
order to avoid these regions from contributing and broadening the signals
[48]. For example with standard 5 mm NMR tubes and probe, the coil
usually covers only about 10-20 mm of the sample height of perhaps
50-70 mm.
If the sample material is limited, the available amount can be exploited
more completely by using less solvent to prepare the sample, thus increas-
ing concentration. However, for above reasons shorter sample columns
are harder to shim correctly and the inhomogeneity ultimately leads to a
wider line shape and inferior resolution. A more elegant approach is to
use susceptibility plugs (or Shigemi tubes, as originally made available by
Shigemi Inc.[49, 50]): by filling the top and bottom parts of the tube with
glass matching the magnetic susceptibility of the solvent, all of the available
material can be concentrated to the active coil area. is increases signal
by a factor of 2.5-3 compared to a "regular" sample in which the liquid
column usually extends the length of the coil in both directions, with the
added cost of a more expensive sample tube.
2.2.2 Filling factor and coil geometry
Unsurprisingly, the signal strength also depends on how large proportion
of the coil volume is filled with sample liquid. is ratio of the sample
volume to the active volume of the receiver coil is commonly referred as
filling factor [40, 51].
e probes utilized in NMR are usually built with two saddle (Helmholtz)
coils utilized for diﬀerent nuclei, for example 1H and 13C . e inner coil
can quite closely match the radius of the sample tube, while the outer coil
needs to have a larger diameter. As a result, a smaller proportion of the
coil volume is filled with sample for the outer coil, and the inner coil with
a larger filling factor exhibits better sensitivity. Typically, the outer coil has
only one half to one third of the sensitivity of the primary inner coil [16].
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e sensitivity diﬀerence of the inner and outer coils is not accurately ex-
plained by the filling factor alone, as the coil diameter plays also a signif-
icant role. e diameter is important because it aﬀects the relationship
between the electric current and the magnetic field in the coil: when an
identical current is applied through similar coils with unequal diameters,
the coil with the smaller radius induces a stronger magnetic field inside
itself. Conversely, the same oscillating magnetic field created by the net
magnetization induces a larger current in the smaller coil [17, 51]. e
relationship of induced current (Icoil) compared to the oscillating mag-
netic field (B1) can be called the sensitivity of the coil, and this ratio is
also proportional to the SNR [51]:
SNR _ B1
Icoil
(2.12)
e B1/Icoil ratio depends on the exact geometry of the coil, but it is in-
versely proportional to the diameter of the coil in both saddle Helmholtz
and solenoid coils [51]. Based on this the optimal SNR is achieved by
building the smallest coil possible in which all sample material still fits and
can be kept in solution [40]. For limited sample amounts, microcoil probes
or nanoprobes can give a 5-10 fold improvement in sensitivity when com-
pared to traditional 5 mm probes for the same sample mass [40]. However,
it should be noted that mass sensitivity Sm and concentration sensitivity
Sc are diﬀerent:
Sm =
SNR
m
Sc =
SNR
c
(2.13)
Microcoil probes are merely useful for boosting mass sensitivity, that is,
increasing the signal for a limited amount of material. If only the con-
centration is limited (due to solubility for example) but sample material is
available in abundance, the situation is reversed and the best SNR can be
achieved by large sample volumes and coils. Nevertheless, microcoils can
be used to reduce the sample mass requirements of readily soluble com-
pounds to nanogram level [40].
2.2.3 Field strength
Another quite obvious way to increase the observed signal is to use a stronger
magnetic field, as it increases the polarization of the spins. e relation-
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SNR depencence on magnetic eld strength
SN
R
Magnetic field B
0
 (1H MHz)
relative to 300 MHz magnet
300MHz
F 2.3: Signal-to-noise ratio grows more than linearly as a function of
magnetic field strength B0, making high field instruments almost always
desirable. However, the price of NMR spectrometers tends to grow drasti-
cally when approaching the state of the art machines, and generally other
methods of improving sensitivity are more feasible and cost-eﬀective. At
the time of writing, the strongest high-resolution magnets could deliver
1020 MHz, employing hybrid design with high and low temperature su-
perconductors [52].
ship of polarization and the magnetic field can be found by substituting
the spin populations in Eq. 1.6 with the Boltzmann distribution. With
clever trigonometry, the exponential functions can be further simplified
to a single tanh() function [4]:
40
2.2. Increasing signal
P =
N  N
N +N
=
exp
 ~B0
2kbT
  exp   ~B02kbT 
exp
 ~B0
2kbT

+ exp( ~B02kbT
 = tanh~B0
2kbT

(2.14)
As the tanh() function behaves linearly near zero, and the spontaneous
thermal polarization is very small in feasible magnetic fields, it can be con-
sidered proportional to the magnetic field B0:
P _ B0 (2.15)
is could be thought to indicate that the SNR is also directly propor-
tional to the magnetic field similarly to concentration, but the relationship
is more complex. In addition to the improved polarization, the higher Lar-
mor frequency in a larger magnetic field induces greater voltage in the coil
increasing the signal, but at the same time also the resistance is increased
due the "skin eﬀect", the tendency of high frequency alternating currents
to flow in the skin of the conductor [4, 39]. e increased resistance in-
creases thermal noise (Johnson noise [43]), and the combined result is that
the SNR increases with the magnetic field slightly more than linearly [4, 6]
(Figure 2.3):
SNR _ B3/20 (2.16)
For example, when using a 600 MHz spectrometer instead of a 300 MHz
(with similarly capable electronics), one can expect an SNR increase of:

600MHz
300MHz
3/2
=

14:16T
7:08T
3/2
 2:83 (2.17)
Note that as the B0 field is proportional to the Larmor frequency, it can
be substituted in the calculation.
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Eect of gyromagnetic ratio to SNR 
Relative to 13C, 100% isotope abdundance
1H
3H
19F
31P
13C2H15N
SN
R
Gyromagnetic ratio, relative to 13C
F 2.4: e gyromagnetic ratio has a powerful influence on the SNR,
and from the graph it is clear why 1H nuclei and 1H detected experiments
are preferred in NMR when maximizing sensitivity. e relationships
shown do not take into account the natural abundance, so without iso-
topic labeling the sensitivity of 13C is reduced to about 1.1%, while 1H ,
19F and 31P stay where they are. e absolutely best nuclei would be 3H,
but it is a radioactive isotope with practically zero natural abundance. Val-
ues are based on reference [53].
2.2.4 Gyromagnetic ratio
e gyromagnetic ratio has even greater influence on the SNR (Figure 2.4),
because in addition to the Larmor frequency and polarization (as with
greater magnetic field), the magnetic moment of the spins is also aﬀected.
Again, the noise also depends on the Larmor frequency, and the net result
is [4]:
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SNR _ 5/2 (2.18)
e dependency can be split into two terms when the excited and observed
nuclei have diﬀerent gyromagnetic ratios: the gyromagnetic ratio of the ex-
cited nuclei (e) influences the polarization, while the gyromagnetic ratio
of the detected nuclei (d) determines the Larmor frequency and the mag-
netic moment, yielding [6, 16]:
SNR _ e 3/2d (2.19)
is separation is useful when magnetization is transferred between nuclei
types, as discussed in the next section. Unfortunately the gyromagnetic
ratio itself is an intrinsic property of the nuclei, so the only way to influence
it is changing the type of the observed nuclei, and this choice is obviously
restricted to what is available in the sample material. Even when the use of
some exotic nuclei could be beneficial, the equipment at hand might not
be able to handle the appropriate nuclei or observing the nuclei might not
be able to produce the desired structural information.
2.2.5 Magnetization transfer
While the gyromagnetic ratio is fixed, by clever manipulation of the spins,
magnetization can be transferred between nuclei, accomplishing some of
the benefits of higher gyromagnetic nuclei even when the properties of
the low- nuclei are of interest. is combined with the high gyromag-
netic ratio of 1H has lead to the prevalence of inverse detected multidimen-
sional experiments, where relevant information regarding other types of
nuclei is encoded in indirect dimensions and ultimately detected as mod-
ulations of the 1H signal. Magnetization can be transferred by several
mechanisms, but two of most important ones are NOE and polarization
transfer through J-couplings, discussed in the next two sections.
2.2.6 e NOE mechanism
NOE was already briefly introduced in the first chapter, and as discussed,
it is based on dipolar through-space interactions between nuclei, essentially
the magnetic moments interacting directly with each other. e eﬀect was
first reported on metals by Albert Overhauser already in 1953 [54], but its
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D
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D
Q
ZQ
ZQ
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SQ
F 2.5: e spin transitions involved in the NOE mechanism [1, 6].
In addition to the single quantum transitions (marked as SQ), the double
quantum and zero quantum transitions (DQ and ZQ) involving two spins
exist for spins in close proximity. ese transitions involve the flipping of
two spins, and provide a mechanism in which the transitions involving A
spins can aﬀect X spins and eventually significantly alter the spin popula-
tions.
significance and application in liquid NMR was devised much later [55].
It has since become a powerful tool to investigate stereochemistry, con-
formations and non-covalent interactions of molecules (especially protein
and peptide NMR) [15].
To illustrate the mechanism, two spins A and X can be considered, where A
is the higher and X the lower gyromagnetic nucleus. When the A spin pop-
ulation is disturbed (by continuous irradiation of A nuclei, for example),
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the A spins start to return to the thermal equilibrium through relaxation
(discussed in more detail in section 3.1.1). In order to re-establish the ini-
tial state, some of the A spins must flip from the higher-energy state ()
to the lower one (). is can happen with transitions where only the A
spins flip (A transitions, Figure 2.5), but if the X spins are in close proxim-
ity, the magnetic moments of the spins can interact and there are available
transitions where both spins flip at the same time (AX transitions).
e A or X transitions are Single Quantum (SQ) transitions, and aﬀect only
the spin populations of A or X nuclei. e AX Double Quantum (DQ) and
Zero Quantum (ZQ) transitions however involve flipping of both spins,
and relaxation using these pathways will also aﬀect the populations of the
other spin. For example, an AX double quantum transition from  to in-
cludes also X spin transition from  to  state, so A spins relaxing through
this transition boosts the  state population of X spins in the process. is
can be observed as additional X magnetization, and is subsequently called
positive NOE. Similarly the relaxation of A spins through the zero quantum
pathway will involve flipping X spins to  state, observed as a reduction
of magnetization (or making the signal even negative), correspondingly
referred as negative NOE.
In practice, all of the transitions are taking place, but the probabilities
of diﬀerent transitions can vary drastically. e spin transition is trig-
gered by the fluctuating magnetic fields of the surroundings, which are
influenced by the speed of the surrounding molecules (rotational correla-
tion time c [1]). For example, the movement of small molecules in non-
viscous solutions is fast, and the double quantum transitions (with a fre-
quency of the sum of the Larmor frequencies of the involved nuclei) match
better the fluctuating magnetic fields than the single quantum ones. e
result is that small molecules tend to favor double quantum transitions and
produce positive NOE, while large molecules produce negative NOE, and
with a suitable intermediate size neither mechanism dominates, yielding
negligible NOE.
NOE can be observed in 1D experiments by selective pulses or continu-
ous irradiation, but most commonly 2D Nuclear Overhauser Eﬀect Spec-
troscopY (NOESY) experiment [15, 55, 56] is used. One important and
practical eﬀect of NOE is observed when decoupling nuclei. For exam-
ple, decoupling 1H nuclei during regular 1D carbon acquisition produces
NOE transfer from the relaxing 1H nuclei to 13C, yielding a signal en-
hancement dependent on the number of nearby 1H. is is usually prefer-
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able, but must be avoided when acquiring quantitative spectra (Section
3.1.3). e maximum enhancement achievable by NOE is [1, 6, 57]:
INOE = Iinitial

1 +
1
2
A
X

(2.20)
Where A is the higher and X the lower gyromagnetic ratio. With op-
posing signed , NOE becomes negative, for example when observing 15N
with 1H decoupling (the 15N is negative). In these cases the eﬀect reduces
the signal or can overpower it completely.
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2.2.7 Polarization transfer through J-coupling
e J-coupling between two nuclei can also be utilized to transfer mag-
netization. is form of polarization transfer is perhaps one of the most
important techniques employed in modern liquid NMR, and it is used
extensively in multidimensional experiments. e principal technique
for achieving this is the Insensitive Nuclei Enhanced by Polarization Trans-
fer (INEPT) method, originally introduced by Morris and Freeman in
1979 [58]. In the INEPT pulse sequence, J-coupling is used to perform
a selective inversion of populations in the energy states associated with the
coupling on one spin (Figure 2.6). is aﬀects also the populations of the
corresponding transitions on the coupled spin, and can then be observed
as enhanced but antiphase magnetization (Figure 2.7).
e same selective inversion could be performed with other means such as
a selective 180 pulse, but the power of INEPT lies in its ability to create
this inversion in all of the coupled spins simultaneously. Because evolu-
tion under the J-coupling is used to create the desired antiphase magnetiza-
tion, the length of delay  is chosen to be such that all magnetization has
evolved to a antiphase state. is is true when the delay  length is exactly
half of the period determined the by the J-coupling constant frequency:
 =
1
2JIS
(2.21)
Of course, the J-couplings depend on chemical structure, and in practice
the value is just chosen to match the relevant couplings as closely as possi-
ble. e inevitable mismatch of  delay in practice results in a suboptimal
conversion to antiphase magnetization, and subsequently to a somewhat
reduced polarization transfer.
INEPT sequence was initially used as an enhancement of low gyromag-
netic nuclei, such as 13C and 15N using attached 1H nuclei. In order
to create in-phase magnetization for nicer looking spectra and enable the
usage of decoupling, an additional delay was quickly introduced after the
sequence to refocus the antiphase magnetization [59, 60]. Also a 2D exper-
iment combining two INEPT blocks to transfer the magnetization from
1H to 15N and back was introduced very quickly by Bodenhausen and
Ruben [61]. is experiment, known as the Heteronuclear Single Quan-
tum Coherence (HSQC) is one of the principal heteronuclear experiments,
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and illustrates the idea of indirect detection to provide maximum enhance-
ment: the magnetization is transformed to 13C or 15N to take advantage of
the larger initial thermal equilibrium polarization of 1H , but in addition
it is again transferred back to 1H to take advantage of the higher Larmor
frequency and magnetic moment during detection.
When transferring magnetization to nuclei with lower gyromagnetic nu-
clei, in perfect transfer, the polarization of the higher gyromagnetic ratio
is transferred fully, leading to an intensity boost of [6, 57]:
IINEPT = IInitial
I
S
(2.22)
e increased signal also boosts SNR in the same proportion, as shown
earlier (Eq. 2.19). For example, optimal INEPT transfer from 1H to 13C
boosts the SNR by a factor of:
1H
13C
 4 (2.23)
However in HSQC, the magnetization is also transferred back to 1H for
observation, so using Equation 2.19 and substituting the above ratio yields:
SNRHSQC
SNR13C
=
1H 1H
3/2
13C 13C3/2
 4  4
3/2
1  13/2 = 32 (2.24)
Using polarization transfer, a HSQC experiment achieves up to32 times
the SNR compared to a regular 1D 13C experiment without NOE from
1H decoupling, a truly spectacular achievement. e polarization transfer
and HSQC experiments are discussed in more detail in Section 3.4.
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F 2.6: e basic INEPT sequence, and related vector and product
operator presentations [57] of the magnetization for two spins I (high-)
and S (low-), corresponding to for example CH carbon. e J-coupling is
used to evolve the Iy magnetization to antiphase magnetization 2IxSz
(stages B-E). e delay  is chosen depending on the coupling con-
stant JIS so that the magnetization is exactly antiphase at stage E (Equa-
tion 2.21). is can be then easily rotated to the z-axis, corresponding to
a state where one of the coupling transitions is selectively inverted (Fig-
ure 2.7).
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F 2.7: An energy level diagram corresponding to the INEPT exper-
iment in Figure 2.6 [57]. After an INEPT pulse sequence, the selective
inversion of the I transition changes the population diﬀerences between
S transitions, which can be observed as enhanced antiphase magnetization
instead of a regular doublet in the low- S nuclei. e larger population
diﬀerence (8 vs 2) of the I nuclei is transferred to the S nuclei.
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2.2.8 Hyperpolarization
e thermal equilibrium polarization of spins governed by the Boltzmann
distribution is very small, as discussed in chapter 1.1, and thus any tech-
nique which can produce more polarization by an alternate mechanism
can potentially yield an enormous improvement to the sensitivity of NMR
spectroscopy. In a 1.5 T (64 MHz) magnetic field, the5 ppm polariza-
tion of 1H spins in room temperature implies a potential of 200 000 fold
increase in magnetization, if 100 % polarization can be achieved instead
[62]. e methods of achieving these potentially huge improvements are
collectively called hyperpolarization techniques.
While hyperpolarization can improve the sensitivity by multiple orders
of magnitude, all current methods have many requirements limiting the
scope in which they can be applied, and as such have not replaced con-
ventional FT-NMR spectroscopy. When applicable, the drastic improve-
ments in sensitivity can enable experiments which can sound completely
unrealistic in the context of regular NMR spectroscopy, such as using
single-scan 13C spectra to follow and quantify enzymatic reactions or even
the metabolism of live yeast cells [63, 64].
In the following sections, only Dynamic Nuclear Polarization (DNP) and
Parahydrogen-induced polarization (PHIP) based techniques are discussed.
ere are more methods for hyperpolarization, such as the optical pump-
ing utilized to polarize 129Xe especially in Magnetic Resonance Imaging
(MRI) applications [65], but the DNP and PHIP methods are perhaps
the most applicable in chemistry.
2.2.8.1 Dissolution and Overhauser DNP
Dissolution Dynamic Nuclear Polarization (D-DNP) [62] is probably the
most widely utilized hyperpolarization technique, with commercial setups
being produced (Oxford Instruments HyperSense). In D-DNP, electron
polarization from an unpaired electron is transferred to NMR active nu-
clei in solid state. is is achieved by freezing the sample and keeping
it in a very low temperature (1-2 K) in the presence of external mag-
netic field, while irradiating it with microwaves. e microwave radia-
tion matches the Larmor frequency of the unpaired electron of stable rad-
ical compounds such as 2,2,6,6-Tetramethylpiperidine 1-oxyl (TEMPO)
[66, 67], which subsequently polarizes NMR active nuclei through the
DNP mechanisms. e sample is then rapidly thawed by adding hot sol-
51
2. S,   
vent and moved quickly (under 6 seconds [62]) to a larger NMR magnet
for regular observation, as T1 relaxation starts immediately.
With this technique polarizations up to 40 % (13C ) can be obtained, corre-
sponding to signal enhancements of over >10 000 times the regular equilib-
rium polarization, a truly spectacular result [62]. However, besides the ob-
vious drawbacks related to the quick temperature changes, there are other
severe limitations:
• T1 relaxation starts after the removal of the microwave radiation,
and both the low magnetic field during transfer and the radical agent
speed the relaxation up, requiring rapid transfer in the order of sec-
onds to the NMR spectrometer before losing the polarization [68].
• e build-up of the polarization takes a significant amount of time
(tens of minutes to several hours).
• e slow and complex process means that multiple polarization steps
are not feasible, rendering all traditional experiments requiring mul-
tiple samplings of the magnetization diﬃcult, such as regular 2D
experiments.
Many improvements have been recently proposed to mitigate these limi-
tations: more rapid transfer times of the sample from polarization to mea-
surement can be achieved by creating two fields of suitable strengths to a
single bore to minimize the physical distance of the DNP polarization and
NMR stages [69], and/or using ascorbate to scavenge the radicals to re-
duce the rate of relaxation during the transfer [70]. e build-up time can
be reduced by using high gyromagnetic ratio nuclei such as 1H and then
transferring the magnetization to a lower one through cross-polarization
[71]. Two-dimensional spectra can be acquired by combining ultrafast
2D techniques [72] with spatial encoding to acquire a 2D spectrum even
in a single scan [73, 74]. e related technique of Overhauser DNP can
be performed in liquid samples, but delivers much smaller improvements
( 20x) [75]. Following on these rapid developments, it is probably safe
to say that the popularity and applicability of DNP will surely continue to
increase.
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2.2.8.2 Parahydrogen-induced polarization
A molecular hydrogen with 1H nuclei has two spin isomers, in which the
spins are either aligned (ortho, triplet state) or opposing (para, singlet state).
In room temperature, the ortho form dominates with a ratio of 3:1, but
in low temperatures the lower energy causes the para form to dominate
(99.82 % at 20 K) [76]. e transition between the states is quantum
mechanically forbidden, but a paramagnetic catalyst circumvents this se-
lection rule. By cooling hydrogen to a low temperature (e.g. with liquid
nitrogen, 77 K) with the catalyst, enriched para-hydrogen can be formed,
which is quite stable even at room temperature with the catalyst removed
[77].
When para-hydrogen is used in a hydrogenation reaction, the spin correla-
tion is carried to the target molecule, producing greatly amplified signals
in NMR spectra. e large population of the para  and  states com-
pared to ones in thermodynamic equilibrium yields transitions to  and
 states, which can be observed as characteristic antiphase doublets. is
technique was introduced in 1987 by two separate groups as Parahydrogen
And Synthesis AllowDramatically EnhancedNuclear Alignment (PASADENA)
[78] and PHIP [79], shortly followed by a version where hydrogenation is
done outside of the magnet [80].
Once the para-hydrogen is introduced to a molecule, the polarization (or
perhaps more accurately spin correlation, as PASADENA signals are an-
tiphase) can be utilized in various ways. e magnetization can be trans-
ferred to bonded heteronuclei via similar polarization transfer experiments
as in regular NMR, and many types of experiments are possible [77, 81,
82].
While PHIP methods can be very eﬀective and approach theoretical lim-
its of 100 % polarization [83], the application is obviously hindered by
the requirement of covalent modification of the target molecules by hydro-
genation. An interesting and quite recent solution to this limitation is the
Signal Amplification By Reversible Exchange (SABRE) method, in which the
hydrogenation requirement is circumvented by reversible coordination of
the target molecule and para-hydrogen with a transition metal center, in
which the polarization is transferred [82]. While the achieved enhance-
ment is not as good as with some PHIP techniques, still 300-800 fold
increases in signals have been achieved.
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2.3 Reducing noise
SNR can also be improved by reducing the amount of noise. e most
straightforward way to do this is to increase the quality of the electronics:
using low-noise amplifiers and components, as well as properly shielded
cables and connections in conjunction with good electronic and probe de-
sign all contribute to the minimization of the electronic noise. is aspect
of NMR spectroscopy is by large in the realm of spectrometer vendors, and
apart from using the equipment properly, often the only thing one can do
to improve the electronics is to buy newer and/or better equipment. Fur-
ther, through incremental improvement during many years, the electronic
design of modern spectrometers is already very good and mostly limited
by noise arising from the thermal movement of electrons. As such, major
improvements in the basic electronics seem quite unlikely.
2.3.1 Cryoprobes
e basic relationship of temperature to RMS voltage of thermal noise is
[85]:
Vnoise =
p
4 kB T RB (2.25)
where kB is the Boltzmann constant, T is temperature, R is resistance
and B is the receiver bandwidth in Hz. Clearly, lowering the tempera-
ture can decrease thermal noise very significantly, but reducing the sample
temperature is not very viable in liquid state NMR. e relationship of
temperature to SNR with more accurate consideration to temperatures of
diﬀerent parts of NMR equipment was established by Hoult and Richards
in 1976 [39, 51, 86]:
SNR _ 1p
4 kB B [Rc(Tc + Ta) +Rs(Ts + Ta)]
(2.26)
where Rc and Rs are the resistance of the coil and sample while Tc, Ts
and Ta are the temperatures of the coil, sample and preamplifier respec-
tively. ese results suggests that by lowering only the temperature of the
principal receiving electronics, the coil and preamplifier, noise can still be
reduced and SNR can be significantly improved. In addition to directly
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F 2.8: e improvement of signal-to-nose ratio over time due to im-
proved instrument design, as presented by Helena Kovacs et al. [39]. e
given signal-to-noise ratio is of 0.1% ethylbenzene (EB) in CDCl3 for 1H-
observe coil configuration. e black dots mark conventional probes at
the launch of a magnet operating at a particular field, while the triangles
mark the launches of cryogenic probes (all data from Bruker BioSpin). e
immense improvement provided by cryogenically cooled probes is easy to
see. For comparison, the SNR achievable with current benchtop spectrom-
eters is approximately 10, several orders of magnitude less than the state-
of-the-art machines [84]. e dashed line indicates the increase in sensi-
tivity during two decades for a conventional probe operating at 500 MHz.
Reprinted with permission from Progress in Nuclear Magnetic Resonance
Spectroscopy. Copyright 2005 Elsevier.
decreasing Tc and Ta, the resistance termsRc andRs are reduced in lower
temperatures cutting down noise even further.
Probes taking advantage of this principle are called cryoprobes (or cold probes),
and the concept was first demonstrated in practice with a custom-built
probe in 1984 by Styles and Soﬀe [85]. is probe employed liquid he-
lium to cool the coil and preamplifier, and achieved an SNR improvement
by a factor of 8 compared to a room temperature probe while acquiring
a 13C spectrum at 45.9 MHz. Due to engineering challenges, commercial
probes appeared much later in 1999, utilizing cooled helium or nitrogen
gas circulated in a closed loop instead of liquids. e cooling reduces noise
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typically by a factor of 4 for probes utilizing helium, producing a corre-
sponding improvement in SNR [39].
Cryoprobes provide a drastic reduction in measurement time, and intro-
duced a jump in sensitivity comparable to what 20 years of incremental im-
provements in electronics and magnet design achieved: a 500 MHz instru-
ment equipped with a cryoprobe is comparable to state of the art1 GHz
machines using conventional room temperature electronics (Figure 2.8)
[39]. e drawback is of course the much more complicated design and
subsequently higher cost, however the oﬀered advantage is so significant
that cryoprobes are practically standard in high-field and high-sensitivity
applications such as biomolecular NMR. Considering the current impor-
tance of the technique it is interesting to note that the initial cryoprobes
were developed outside the major NMR instrument vendors, and even
after quite usable equipment was demonstrated, there were initially little
interest towards the technique from the manufacturers [87].
2.3.2 Oversampling, quantization noise and digital filters
One fundamental limit for noise in digital signal processing is quantization
noise. is noise is the unavoidable result of converting the analog electri-
cal signal to discrete values (Figure 2.9), which is necessary to perform the
DFT and other processing in computer software [23]. To minimize quan-
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F 2.9: e conversion of a continuous sine signal to discrete values
creates quantization errors (black lines), which are observed as noise. e
eﬀect has been emphasized here by using very coarse stepping.
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tization noise, one obvious solution is to increase the digitizer resolution
by using more precise numbers to describe the signal levels, with every
bit doubling the possible values. is is not cost-eﬀective after a certain
point (modern NMR spectrometers use around 14-16 bit ADC boards
[88, 89, 26]), and instead the dynamic range is improved by oversampling
[23, 90].
As discussed earlier in Chapter 1, Nyquist criterion dictates that the sam-
pling rate must be at least twice the highest frequency of interest, and faster
sampling rates are considered oversampling [23, 24]. e amount of over-
sampling can be described by the oversampling factor, the factor by which
the sampling rate is increased, or the relationship between the resulting
spectral widths (SW ). e gain in bits can be estimated by [23]:
gain = log2
SWoversampling
SW
(2.27)
For example, 16-fold oversampling increases the resolution by 4 bits. ere
are two main benefits to using oversampling:
1. Reduction in quantization noise and improving the dynamic range
of the data: Quantization noise will be distributed uniformly to the
spectral width, so the noise falling to the area of interest is reduced.
is is directly proportional to the oversampling factor, and can be
intuitively thought to result from more samples measuring the signal
more precisely. e end result is improvement in noise level and
dynamic range as described above [23, 90].
2. Easier analog filtering and improved baseline: e low-pass an-
tialiasing filters before ADC can be opened up to have a much
higher cut-oﬀ frequency, yielding a negligible attenuation in the
frequencies of interest and reducing the errors introduced by the
analog filters [23]. is reduces the aliasing of signals and shortens
the transient response of the analog filter, yielding a much improved
baseline [23, 91, 92]. e start of sampling and related aspects are
discussed further in Section 4.5.5 as they are related to phase and
baseline errors.
e smaller spectral area of interest can be extracted from the oversampled
data by utilizing digital low-pass filters and decimation [23, 24]. Digital
57
2. S,   
filters are based on numerical calculations on the digitized data, and can
easily have linear phase response and other desired features. A simple ex-
ample of a digital filter is a calculation of moving average, which can also
be considered a type of low-pass digital filter. e quantization noise can
be overshadowed by other sources of noise [93], but the other valuable
properties of oversampling and digital filtering still remain.
2.4 Combined SNR equation
All of the factors represented in this chapter can be combined to yield a
more universal formula, and the following formula or some close variation
is usually presented in NMR textbooks, containing the most relevant ones
for practical use [6, 16]:
SNR _ N e 3/2d B
3/2
0
p
NS
T2
T
(2.28)
In the formula N is the amount of contributing nuclei/molecules, e and
d are the gyromagnetic ratios of excited and detected nuclei, B0 is the
external magnetic field, NS is the number of scans/repetitions, T2 is the
T2 transverse relaxation time and T is the temperature. Most of these are
already discussed in the preceding text, but there are few diﬀerences. e
number of scansNS is analogous to the accumulation time (Section 2.1.2),
assuming that the delay between scans is not changed. Relaxation is dis-
cussed in more detail in Section 3.1.1, but the shorter T2 means a faster
relaxation and broader signals after DFT which decreases SNR. e single
temperature term T takes both contributions of thermal noise and polar-
ization approximately into account, but doesn't hold in low temperatures,
in which liquid state NMR is not very practical anyway. Other changes
and diﬃculties related to temperature (such as stability or viscosity and
subsequently T2 relaxation) are also easily more critical.
58
 2 V B O U J U B U J W F  / . 3  
   c ⁄  t r   „ ⁄ t  }  c m  ‹ '  '  t     t ⁄ t  ' ð    ¶  ¶  r t   '  ¶ c ⁄ ï    ¶  r t t 
  '  ¶ c ⁄ ï    ¶   ‹ n   ¶ c ⁄     t  '    t t  î Æ Æ
 Õ Õ ) ‹   '  R    t ~ ‹ ' ï  C  c ‹ ~  ' t     ‹ ⁄ t Õ   µ t
Quantitative measurement in essence means that in addition to observing
the type of species, also the amount is measured. In basic NMR spec-
troscopy, the identification of diﬀerent compounds is based on observ-
ing signals with specific frequencies corresponding to distinct molecular
structures, so in its simplest form, quantitative NMR means that the in-
tensity of each signal is directly proportional to the concentration of chemically
equivalent nuclei responsible for the signal. Obtaining quantitative results
doesn't require this of course: correct concentrations can be calculated
from various kinds of spectral data if the relationship with concentration
is known. While this is just as correct, it is not as straightforward due
to additional computations and calibration factors/curves being involved,
but it still might be a lot easier as a whole.
Any single signal in NMR is in most cases proportional to concentration
as the acquisition process is at core linear and non-linear errors are rarely
introduced [94, 95]. However, a quantitative spectrum usually implies that
all of the signals are proportional to the concentration in the same way.
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In this case, if the concentration corresponding to one signal is known
(usually the internal standard), the concentration corresponding to any
other signal can be calculated by multiplying the concentration with the
intensity ratio of the signals.
e most straightforward way to achieve this situation is to ensure consis-
tent, uniform response in every stage of the experiment. In other words, if
every step in the acquisition process treats every nucleus identically regard-
less of its molecular structure, the whole process is uniform, and the signals
are comparable and proportional to the concentration automatically.
3.1 Uniform response in the single-pulse experiment
e simplest modern NMR experiment is a 1D, single-pulse experiment
presented in Chapter 1, in which a single RF pulse is used to tilt the magne-
tization to transverse plane, and the resulting FID is recorded (Figure 1.3).
e experiment can be repeated several times to improve the S/N and re-
duce the eﬀects of certain experimental imperfections as discussed in Chap-
ter 2, but ultimately, each repetition can be split into three stages, which
should behave uniformly:
1. Polarization: during the relaxation delay, observed nuclei must form
equal level of polarization regardless of the chemical structure. In
other words, the thermal equilibrium must be (re-)established.
2. Excitation: the RF pulse must aﬀect all relevant nuclei uniformly,
regardless of the exact Larmor frequency.
3. Detection and processing: the detection apparatus must have uni-
form frequency response in the relevant frequency range, and the
processing must not introduce any frequency dependent errors.
In the next sections, each stage is discussed in detail.
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F 3.1: e recovery (or forming) of z magnetization as a function of
time. After 5 T1 constant >99% of the magnetization has recovered, but
for very precise quantification even longer delays might be desirable.
3.1.1 Polarization and relaxation
e thermodynamic equilibrium distribution of spin states depends on
the energy diﬀerence of the states, which again depends on the applied
magnetic field, as discussed in Chapter 1. e chemical shifts created by
electronic structure influence the magnetic field, but luckily these ppm
level diﬀerences are negligible compared to the external magnetic field and
the equilibrium distribution is essentially same for a given nucleus type.
A much more important factor is the speed in which this equilibrium is
established.
e spin states are constantly proceeding towards thermal equilibrium by
various mechanisms, collectively called relaxation processes. e speed of
these processes depends on multiple factors, including the strength of the
applied field, the movement of the molecules (governed by temperature,
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molecular structure, viscosity) and, for example, the presence of paramag-
netic species. However, relaxation can be divided into two principal types,
for which the time constants can be measured:
• T1 relaxation or spin-lattice relaxation: the process of regaining the
original thermal equilibrium of the spin populations, in other words,
the return of net magnetization vector to the +z axis.
• T2 relaxation or spin-spin relaxation: the process of losing coher-
ence of the precessing spins, which form the transverse magnetiza-
tion and observable signal. is can be visualized as shrinking of
the transverse component of the magnetization vector, which is pre-
cessing in the x-y plane. e T2 relaxation is always faster or as fast
as T1, as there is no coherence in thermal equilibrium.
Both processes follow exponential functions with time constants. For ex-
ample in T1 relaxation, magnetization is recovered to z-axis as described by
the following equation (with zero initial magnetization present in z-axis,
such as after a perfect 90 pulse) [6]:
M(t) = M0 (1  e t/T1) (3.1)
where M(t) is the magnetization at time t, M0 is the magnetization in
thermal equilibrium, and T1 is the time constant describing the speed of
the T1 relaxation.
As the relaxation rate varies depending on molecular structure, a suﬃ-
ciently long relaxation delay has to be used in quantitative experiments
to ensure that the diﬀerent relaxation rates do not aﬀect the observed mag-
netization. Usually a delay of 5T1 is considered adequate when using 90
excitation pulse, where T1 is the longest observed T1 value in the sample
[94]. is corresponds to recovering 99.3% of the magnetization, while
even longer delays can be used to slightly improve accuracy (Figure 3.1).
With smaller excitation flip angles a shorter relaxation delay can be used,
but for quantitative experiments this approach doesn't provide significant
reduction of the total experiment time when the SNR is considered. In
fact, a detailed analysis Traficante concluded that optimum SNR per time
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unit can be achieved by using82.9 flip angle in conjunction with 4:5
T1 recovery delay (>99% recovery) [96]. However, a shorter pulse has a
wider excitation bandwidth, which can be useful, as discussed in the next
section.
In order to determine a suitable relaxation delay, the T1 values are esti-
mated or measured (using for example the inversion recovery experiment
[6]). Luckily, slightly too short relaxation delay will skew the results rel-
atively little, as the process is exponential and the largest changes occur
in the beginning of the relaxation period. e importance of suﬃcient
relaxation delay also depends on the diﬀerences of T1 values; if the relax-
ation rates vary very slightly, even with fast repetition rates the relative
diﬀerences are small [94].
3.1.2 Pulses and oﬀ-resonance eﬀects
e most commonly used and the simplest pulses are so called hard or
rectangular pulses: short pulses of RF radiation with single frequency and
phase. e eﬀects of these pulses can be described as rotations of the net
magnetization vector as discussed in Chapter 1, and ideally the rectan-
gular pulse rotates the magnetization vector around some axis in the x-y
plane independent of the exact Larmor frequency or other small diﬀer-
ences between the spins. is kind of ideal behavior would be optimal for
quantitative experiments, but unfortunately it can be achieved only if the
RF frequency matches the Larmor frequency exactly when the spin is on
resonance.
If the transmitter and Larmor frequencies diﬀer, the magnetic component
of the RF radiation does not exactly oscillate with the precessing spin, and
the eﬀective magnetic field and rotation axis is tilted out of the x-y plane
[1, 6], as seen in Figure 3.2. is leads to diﬀerent rotations of the magneti-
zation depending on the Larmor frequency, commonly called oﬀ-resonance
eﬀects. For example, in a single-pulse experiment with 90 pulse, the mag-
netization is not rotated accurately to the the transverse plane (leading to
signal intensity errors) or along y axis (leading to phase errors). As it is
impossible to have all spins on resonance if there exists more than one
chemical shift, oﬀ-resonance eﬀects are inevitable, while they can be neg-
ligible in practice.
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F 3.2: e eﬀect of transmitter frequency oﬀset in rectangular pulses.
If the transmitter frequency matches the Larmor frequency, the magnetiza-
tion rotates (or nutates) along the axis determined by the phase of the RF
pulse. is axis is always in the x-y plane when the transmitter is on res-
onance, and a 90 pulse with x phase yields a perfect rotation around the
x-axis, transforming magnetization from z to -y. e mismatch between
the transmitter and Larmor frequency shifts the axis of eﬀective magnetic
field away from the x-y plane towards the z-axis, causing the magnetiza-
tion to rotate with skewed trajectory and giving rise to intensity and phase
errors. e figure was generated with Bruker NMR-Sim, using 25 kHz
RF power (90 pulse of 10 s) with 3 kHz frequency oﬀset steps.
3.1.2.1 Performance of rectangular pulses and RF power
e performance of an RF pulse can be characterized with a profile desrib-
ing the flip angle and phase as a function of frequency oﬀset. For a cer-
tain range, the properties are approximately constant regardless of the fre-
quency oﬀset, and this frequency window can be said to be the bandwidth
of the pulse (Figure 3.3). For rectangular pulses, the bandwidth grows if
RF power is increased, as the oﬀ-resonance eﬀects are reduced. is im-
provement follows from the stronger magnetic field component associated
with the more powerful RF radiation, causing the magnetization vector to
rotate more quickly (just like a stronger static magnetic field causes the Lar-
mor frequency to increase). A quicker rotation means that shorter pulse
durations achieve the same rotation, and phase errors between the Larmor
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F 3.3: e response of a rectangular/hard 90 pulse in A) 0-30 kHz
B) 30 kHz frequency oﬀset range using no linear phase correction and
C) with absolute value processing. Slightly reduced transmitter power was
used to emphasize the eﬀect with 90 pulse length of 13.6 s, correspond-
ing to RF power of 18.3 kHz. Slight phase errors occur even with small
frequency oﬀsets of few kHz, while significant changes in signal intensity
start with oﬀsets comparable to the RF power. In single-pulse experiments
phase-correction can be used to remove the phase errors, but in most multi-
pulse experiments the undesired magnetization would be purged (by phase
cycling / PFG elements) or in some cases result in errors and artifacts. e
figures were created from real data (water signal in model compound spec-
trum of Paper IV), using SimpeleNMR to process, align and generate
sequences of crops from the spectra.
frequency and the oscillating magnetic field component of the RF radia-
tion are reduced, as they have less time to evolve.
e RF power can be expressed as nutation frequency [97], which is the fre-
quency of full rotations of the magnetization vector when the transmitter
is on-resonance. e rotation rate depends on the magnetic field compo-
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nent B1 of the RF radiation and the gyromagnetic ratio, identically to the
Larmor frequency (Eq. 1.7):
nutation =
B1
2
= B1 (3.2)
Another common way to express the magnitude of RF power is to state the
pulse length of a 90 pulse. ese quantities are easily converted to each
other, as the RF power is the reciprocal of the duration of a 360 pulse.
For example, if the length of a typical 90 pulse is 7.0 s, the full 360
rotation takes 4  7:0 = 28:0s, and the RF power is:
1
28:0  10 6 s = 35:7 kHz (3.3)
For quantitative spectra, ensuring that all relevant signals are within the
bandwidth of the utilized pulses is crucial in order to make sure that the
imperfections of pulses do not aﬀect the signal intensity significantly. e
required bandwidth varies depending on the used magnetic field (a higher
field produces larger absolute chemical shifts) and the typical chemical shift
range themselves.
e bandwidth of a rectangular pulse is around factor 0:1 of the RF
power [98], implying a bandwidth of 3570 Hz for the aforementioned
7:0s pulse. In a 500MHz magnet, this corresponds to about 7:1 ppm
oﬀset for 1H nuclei, yielding 14.3 ppm total bandwidth, quite suﬃcient
for common proton chemical shifts. In 13C spectra however, the same
3570Hz oﬀset corresponds only to a 56 ppm window, clearly inadequate
considering the 200 ppm range of typical chemical shifts.
Another important imperfection regarding RF pulses is the inhomogeneity
of the RF field in diﬀerent parts of the sample, which are caused by the
imperfections of the coil and the shape of the sample. Similarly to the
frequency oﬀset, the rotation of the magnetization is aﬀected, as diﬀerent
parts of the sample experience varying RF strengths leading to over- or
undershooting of the desired rotation.
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3.1.2.2 Composite pulses
e oﬀ-resonance eﬀects and RF inhomogeneity form the principal imper-
fections of rectangular RF pulses, which can be severe problems when high
field strengths, long pulses and/or large chemical shifts are involved. To ad-
dress these shortcomings, composite pulses combining multiple subsequent
hard pulses can be utilized to achieve larger bandwidths. e concept be-
hind these pulses is that flaws of individual pulses are compensated to some
extent by flaws of other pulses, and the combined eﬀect yields more accu-
rately the desired change of the magnetization [97]. is can be illustrated
by the first 180 pulse introduced by Levitt and Freeman in 1979 consist-
ing of 90x 180 y 90x pulses (or 90x 180y 90x in older left-hand
precession convention [100]), in which the self-compensation is quite evi-
dent when looking at the vector model trajectories of the pulse for diﬀerent
frequency oﬀsets (Figure 3.4).
e first composite pulses were mostly 180 inversion pulses, as the long
length makes it more susceptible to oﬀ-resonance eﬀects leading to a nar-
row usable bandwidth, but also 90 pulses were developed from the begin-
ning [97, 100, 101, 102]. Composite pulses can also mitigate the eﬀects
of RF inhomogeneity, which was a severe problem in the early spectrome-
ters and hindered the usability of multipulse experiments. e pulses were
quickly utilized in other new techniques such as 2D NMR and broadband
heteronuclear decoupling schemes [103, 104, 105], and advanced pulses
emphasizing features such as low phase distortion, arbitrary flip angle or
broadband inversion were developed [98, 106, 107, 108].
3.1.2.3 Shaped pulses
Advanced composite pulses, such as the inversion pulses developed by
Shaka et al. already used computational optimization methods in devel-
opment [107], and the next evolutionary step from composite pulses is
the modelling of shaped pulses, where the phase and amplitude is varied
in even smaller grains with pulses consisting of hundreds of steps in mi-
crosecond precision. Shaped pulses were initially used for selective exci-
tation with quite long durations (Gaussian, Band-selective, Uniform Re-
sponse, Pure-phase (BURP), Selective exitatioN fOr Biochemical applications
(SNOB) [109, 110, 111]), but more recently short shaped pulses with
wide bandwidths such as Broadband Inversion Pulse (BIP) and Broadband
Excitation by Optimized Pulses (BEPOP) have been introduced, produc-
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ing over 40-50 kHz of bandwidth with execution times of 500-1000 s
[112, 113, 114, 115].
An especially useful shaped pulse technique for broadband inversion is
adiabatic pulses pioneered by Baum et al. in 1983 [116]. ese pulses are
based on transmitter frequency sweeps (adiabatic sweeps), and can produce
a very broad inversion with good tolerance to RF inhomogeneity, requir-
ing only that strong enough RF power is used to ensure that the precession
induced by the B1 field is fast compared to the sweep speed (the adiabatic
condition [117, 118]). is causes the net magnetization to rotate and fol-
low the eﬀective magnetic field generated by the RF pulse which travels from
z to -z when the transmitter frequency sweeps over a very large frequency
range (Figure 3.4). Adiabatic pulses are commonly used in decoupling
(for example Wideband, Uniform Rate and Smooth Truncation (WURST),
[119]), but can be used in many pulse sequences, as long as the relatively
long length of the pulse (from 100 s to several ms) is accounted for in
the sequence design, as the exact inversion time depends on chemical shift
[120].
3.1.3 Detection and processing
e final stage of a single-pulse experiment is detection, where the coil,
amplifiers and other electronics must also have uniform response within
the observed frequency range. is is probably the least diﬃcult problem
in contemporary NMR, as modern electronics can easily handle the band-
widths involved.
One important consideration during acquisition is decoupling, for exam-
ple removing 1H couplings when observing 13C spectra. is is very ben-
eficial, as the complex multiplets generated by several couplings to nearby
protons are removed and signals are reduced to singlet resonances. How-
ever, the irradiation of 1H nuclei can aﬀect quantification, as magneti-
zation is transferred from relaxing nearby protons through NOE. For this
reason inverse gated decoupling should be used when obtaining quantitative
spectra, meaning that the decoupling is performed only during detection
[121].
Needless to say, some of the spectrum processing decisions such as poorly
chosen window function or inappropriate baseline correction can also af-
fect quantification. ese are discussed further in the Chapter 4.
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F 3.4: e magnetization trajectories of hard, composite and adi-
abatic inversion pulses. e rectangular and composite pulse trajectories
were generated with Bruker NMR-Sim using 25 kHz RF power (90 pulse
of 10 s) with 3 kHz oﬀset steps, and the poor performance of rectangu-
lar 180 pulse is evident already, while the simple composite is able to
achieve nearly perfect inversion. In the adiabatic pulse only one trajectory
is shown for clarity, but the others are very similar. e tanh/tan pulse
[99] is 500 s in length and covers a range of 1 MHz.
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3.2 Standards, precision and accuracy
In order to quantify compounds from NMR spectra, a standard signal
with a known concentration should be present, or the relationship between
signal intensity and concentration must be otherwise known. Without
this information, all the factors which aﬀect the received absolute signal
strength such as tuning, amplifier gain and equipment instabilities can't
be accounted for. Even when only comparing relative concentration dif-
ferences, a standard signal with a constant concentration is beneficial for
normalizing the concentrations to some arbitrary scale, while also other
normalization methods can be used (Section 4.6.2). ere are three basic
types of standards [94, 122, 123]:
• Internal standard: A known concentration of a chosen reference
compound is added to the sample mixture. Alternatively, the refer-
ence compound is kept in a separate solution in the sample cavity,
typically using a co-axial capillary insert inside the NMR tube.
• External standard: A sample with a known concentration is used
for calibration before measuring the actual samples.
• Electronic standard: An artificially generated RF signal is created
and transmitted using another coil or added by other means to the
measured signal. e signal is calibrated using a reference a sample
and can then be used as a standard for other samples.
Using an internal standard is by far the most common and straightforward
method, but the chosen compound must satisfy several requirements de-
pending on the sample material and solvent: the compound should be
soluble, inert regarding the sample material, have non-overlapping chemi-
cal shift(s) and have a T1 relaxation rate comparable to the measured com-
pound to avoid long acquisition time. e compound should also be easily
measured by volume or weight; volatile compounds such as the commonly
used chemical shift reference Tetramethylsilane (TMS) are unreliable be-
cause they evaporate easily [41].
Using co-axial capillary avoids contact between the reference compound
and sample, but the signal overlap and relaxation must be still considered.
e sample preparation is also simplified and non-contaminating, as no
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deuterated solvent is needed in the sample material, as long as the possi-
ble strong solvent signals can be managed or suppressed. e sensitivity
is reduced because some of the sample solution is displaced by the insert,
and the relationship of the sample and insert volumes is critical when de-
termining absolute concentration.
With an external standard, there are not much requirements for the used
compound, as it is measured separately from the actual samples. However,
the quantification is aﬀected by all variabilities in the measurements and
instabilities of the spectrometer, such as the accuracy of the pulse length
calibration and sample tube volume [122]. Changes in the dielectric prop-
erties of the sample and probe tuning also aﬀect the eﬃciency of the coil
(probe/coil quality factor Q), which can vary significantly with changes of
solvent or salt concentration. is can be largely compensated by utilizing
the calibrated 90 or 360 pulse length: the principle of reciprocity states
that the quality factor is inversely proportional to the pulse length when
the same coil is used for irradiation and detection [17, 51], so multiply-
ing the signal with the ratio of the calibrated pulse lengths compensates
the changes in Q. is kind of correction is used in PUlse Length based
CONcentration determination (PULCON) techniques [18, 122, 124], and
makes it possible to obtain accurate measurements even in diﬀerent sol-
vents.
Electronic standards were developed in MRI context and introduced to
NMR in 1999 with Electronic REference To access In vivo Concentrations
(ERETIC) [123]. Using an electronic reference is very versatile, as the
signal is synthesized and its frequency and intensity can be easily chosen.
However, the signal intensity is aﬀected by coupling factors between the
transmitting and receiving coil, including tuning and dielectric properties
of the sample [95]. As these can change, the change of the solvent or
salt concentration needs recalibration in order to maintain accurate results.
Recent improvements have tried to eliminate this limitation using diﬀerent
coil design[125], using PFG coils [126] or injecting the signal directly into
the receiver path and using pulse calibration to account for diﬀerences
in coil quality [95]. e need for calibration, changes in signal routing
and/or additional hardware make electronic standards quite complex and
have slowed the adoption of the technique.
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3.2.1 Precision and accuracy of quantitative NMR
With internal standard, precision and accuracy of <1 % can be expected in
quantitative 1H NMR with adequate SNR of1:400 [41, 127, 128, 129,
130]. In optimal conditions Relative Standard Deviation (RSD) values of
the integrals as low as 0.3 % can be reached yielding comparable results
with chromatographic methods [127, 131], but in such levels everything
counts: operator diﬀerences in data processing can yield 0.3-1.0% diﬀer-
ences, and similar level of errors can be easily made in weighting or purity
of the internal standard [127, 122]. e inclusion or exclusion of 13C
satellite signals means 1.1% diﬀerence, although they can be removed
by decoupling [132]. Even handling of the NMR tubes can drastically
aﬀect the results in reaction monitoring [133].
Also the quantification method must be considered: a Lorentzian line
shape extends to infinity, so a basic numerical integral always captures
only part of the signal. Including 99 % of the signal can be achieved
with a integration area of 24 times the line width in both directions, while
99.9 % requires 76 times correspondingly [134]. For a 1 Hz 1H signal at
500 MHz, these translate into 0.096 and 0.304 ppm integration windows.
Line shape fitting is at least in theory more accurate in this respect, but only
when fitting uncomplicated signals: in complex metabolite quantification
scenario, Tredwell et al. reported up to 20 % RSD in results produced by
five diﬀerent human operators [135].
e additional instabilities and variation between measurements cause ex-
ternal standards to be less accurate, but RSD precision of close to 1 %
can be still achieved [122]. e errors can be minimized by performing the
calibration before each measurement, and with recent highly stable spec-
trometers values under 0.6 % are claimed [136]. e electronic standards
seem to suﬀer from more instabilities, variation of several percent can be
expected even with recent improved techniques if the dielectric properties
of the sample fluctuate [95, 123, 125, 126].
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3.3 Quantitative multipulse experiments
In multipulse NMR experiments additional factors aﬀecting the observed
signals are introduced and some of the already introduced problems be-
come more complex. If an experiment with uniform response is desired,
at least the following aspects must be considered:
• Pulses and oﬀ-resonance eﬀects: Like in the single pulse experi-
ment, each of the pulses or pulse elements in the pulse sequence
must treat spins uniformly, or the non-uniform eﬀects must be com-
pensated somehow. Furthermore, in multipulse experiments the er-
rors are cumulative and the phase response is more important, so
even small errors can become relevant.
• Relaxation during pulse sequence: T1 and T2 relaxation is proceed-
ing during the execution of the pulse sequence as usual, and dif-
ferences in the relaxation rates can lead to a non-uniform loss of
magnetization. is must be accounted for, or the pulse sequence
must be short enough so that the relaxation can be safely ignored.
• J-couplings: e J-couplings can evolve during the pulse sequence,
and in many pulse sequences this is of course exactly what is in-
tended. However, the coupling constants usually vary between dif-
ferent nuclei depending on the molecular structure, which can easily
create significant diﬀerences in the evolving magnetization. ese
eﬀects must be compensated for or taken into account.
Building multipulse and 2D experiments with uniform response can be
very demanding, and using calibration or other computations to compen-
sate for the introduced errors can be much more feasible. In the following
sections, experiments aiming at uniform response are examined first, and
approaches based on computations or additional post-processing of the
spectral data are discussed in more detail in Section 3.6.
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F 3.5: e principal parts of a 2D NMR experiment [6, 137, 138].
Here a 2D NOESY experiment is presented as an example [55, 56]
3.3.1 Two-dimensional NMR
e principle of 2D NMR was conceived by Jeener in 1971, and subse-
quently developed by Ernst and others [137, 138, 139]. e benefit of
using 2D NMR for quantification is the increased resolution: by sepa-
rating the signals into an additional dimension, overlap is reduced and
integration of the signals becomes easier. Improved resolution can also be
achieved by changing the type of the observed nuclei, for example, using
13C instead of 1H, as the former has a larger chemical shift dispersion than
the latter. A low gyromagnetic ratio or natural abundance of an alternate
nuclei can often prohibit its direct observation, but as discussed in Chap-
ter 2, the use of heteronuclear 2D experiments and indirect detection can
improve the situation considerably. e drawback is that the complexity
of 2D NMR makes quantitative measurements much harder to perform.
In 1D NMR experiments, there is only a single time dimension: the di-
rectly observed FID signal varying with time. During this dimension,
called t1 in 1D experiments, the spins evolve with associated J-coupling
and chemical shifts, and the resulting signal is sampled. e frequency
components can then be visualized as a spectrum using Fourier transform,
as discussed in Chapter 1. Two-dimensional NMR experiments are very
similar, but introduce an additional time dimension: this dimension is
not directly observed, instead, several spectra with incrementally longer
time delay are acquired, and the changes in magnetization during the time
period are encoded to the resulting set of 1D spectra as signal intensity
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and phase changes. e frequencies of these changes can be then similarly
determined using additional Fourier transform across the 1D spectra.
Any sequence of 1D experiments with a varying time element can be con-
sidered a 2D experiment, such as pulse length determination by obtaining
a sequence of 1D experiments with diﬀerent pulse durations. However,
modern 2D NMR experiments are usually divided into four principal
stages, as shown in Figure 3.5:
1. Preparation: e magnetization is brought to some stable and re-
peatable state, usually by a long enough relaxation delay followed
by a sequence of RF pulses.
2. Evolution: e desired couplings and/or chemical shifts evolve for a
variable length of time. e experiment is designed in a way that the
magnetization evolves in some specific and meaningful way during
this phase.
3. Mixing: e magnetization is transferred or mixed to other nuclei.
Some experiments can omit this phase.
4. Detection: e magnetization is detected as usual.
e time dimensions (t1 and t2) are named sequentially in the pulse se-
quence, so in 2D experiments t1 corresponds to the evolution period, or
indirectly detected dimension, while t2 is the directly detected dimension.
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F 3.6: e basic 1H-13C HSQC experiment with PFG coherence
selection [61, 16]. Magnetization is transferred to 13C with the INEPT el-
ement, carbon chemical shift evolves during t1 after which magnetization
is transferred back to 1H. e INEPT transfer period is tuned to approx-
imately match 1JCH couplings present in the target molecule(s). PFG
is used for coherence selection, as the ratio of 12C bound protons is very
large. Many variations of the experiment exist.
3.4 Quantitative HSQC and uniform polarization
transfer
Quantitative HSQC [140] is not the simplest quantitative multipulse NMR
experiment, but it was the first experiment which tackled the chief problem
of non-uniform polarization transfer, and the incremental development of
the experiment is a good example of the many factors involved in quantita-
tive multipulse NMR experiments. In the basic HSQC experiment [61],
the idea is to transfer the magnetization from abundant and high gyromag-
netic ratio nuclei (such as 1H or 31P) to a lower one (such as 13C or 15N),
and then back for detection, in order to increase sensitivity on observing
the low-gyromagnetic nuclei. is is accomplished with two INEPT el-
ements with the t1 evolution period in between, as shown in Figure 3.6.
e resulting 2D spectrum has correlation peaks between coupled nuclei,
providing also useful structural information.
Polarization transfer using INEPT element was already introduced in sec-
tion 2.2.7, and as discussed earlier, only the antiphase magnetization is
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transferred. is makes the success of polarization transfer dependent on
the J-coupling and the length of the  delay utilized to develop the an-
tiphase magnetization. Consequently, the delay is usually optimized to
some compromise value matching as closely as possible the 1JCH cou-
plings present to produce maximum antiphase magnetization (Eq. 2.21).
e J-couplings vary depending on molecular structure, and as the selected
delay can't match all of the coupling constants present, polarization trans-
fer with INEPT is inherently non-uniform.
In a regular HSQC experiment, the non-uniform transfer is not a major
problem, as the coupling constant variation is small enough in practice that
a significant amount of signal will get through anyway: the natural range
of JCH couplings is around 115-220 Hz [140], so a compromise value
around 150 Hz works fairly well. Adiabatic pulses can also be used to
approximately compensate for the diﬀerences of JCH using Compensation
of Refocusing Ineﬃciency with Synchronized Inversion Sweep (CRISIS), as
they are approximately linearly correlated with chemical shift [141].
For quantitative experiments however, this is insuﬃcient. e exact be-
havior of the transferred magnetization can be modeled using product op-
erator formalism [7], and the volume of the observed 2D correlation peak
VC can be calculated to be as follows [140]:
VC _ sin2(1JCH) (3.4)
e first solution to neutralize this eﬀect was presented with the Quantita-
tive HSQC (Q-HSQC) experiment by Heikkinen et al in 2003 [140] with
the key idea that while a single HSQC experiment has non-uniform po-
larization transfer, combining the results of several experiments with dif-
ferently optimized polarization transfer periods can yield approximately
constant combined transfer (Figure 3.7). e number of attached hydro-
gen nuclei still aﬀects the amount of signal (for example CH3 will get
three times more than CH), but this can be easily taken into account as in
regular quantitative 1H spectra.
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F 3.7: e response of regular (gray) and modulated (black) HSQC
experiments, depending on the coupling 1JCH . e figure shows a com-
bined response of four HSQC experiments, with  optimized for 1JCH
of 145 Hz (3.45 ms) and experiments with  values of 2.94 ms, 2.94 ms,
2.94 ms and 5.94 ms. e transfer can be considered approximately uni-
form between 115 and 220 Hz. Reprinted with permission from "Quan-
titative 2D HSQC (Q-HSQC) via Suppression of J-Dependence of Polar-
ization Transfer in NMR Spectroscopy: Application to Wood Lignin" by
Heikkinen et al. [140]. Copyright 2003 American Chemical Society.
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3.4.1 Improving Q-HSQC
e modulation of INEPT provided a solution to the principal obstacle
for non-uniform response in HSQC, and the Q-HSQC experiment was
later refined with further improvements to more minor problems aﬀecting
quantification, as discussed in the next sections. Polarization transfer using
J-coupling is also a central technique utilized by many other 2D and 1D
NMR experiments, and the basic idea of modulating the transfer period
was subsequently used in other experiments, as discussed later.
3.4.2 Homonuclear couplings: Q-CAHSQC
Shortly after the original Q-HSQC, Koskela et. al. published an improved
experiment, Quantitative, CPMG Adjusted HSQC (Q-CAHSQC) [142],
which used CPMG-INEPT polarization transfer [143, 144] based on the
X-16 version of the Carr-Purcell-Meiboom-Gill (CPMG) pulse train [145].
e idea was to suppress the evolution of the 1H-1H couplings, which can
create significant loss of signal in cases where protons have many and/or
large homonuclear couplings.
By sheer luck, the CPMG could be neatly added to the pulse sequence
in two sections, in which the CPMG is alternatively only performed in
the 1H channel in the first section (nullifying the evolution of 1H-13C
coupling), and always in both channels in the second section. is was
possible as the required delays were three times 2.94 ms and one time 5.92
ms, approximately double the first delay.
3.4.3 Oﬀ-resonance eﬀects: Q-OCCAHSQC
Large oﬀ-resonance eﬀects can lead to significant signal loss as discussed
earlier. In HSQC, the problem is mainly in the several 180 carbon pulses,
and the original Q-HSQC already utilized basic 90x180 y90x compos-
ite pulses in the INEPT periods. e CPMG sequence introduced with
Q-CAHSQC was demonstrated to further improve the situation over the
original composite pulses, even while using rectangular pulses [142]. Ad-
ditionally, composite carbon 90 and 180 pulses in the middle section
were suggested, further boosting the performance.
An even more drastic improvement was introduced with the Q-OCCAHSQC
experiment in 2010 [146]: by utilizing adiabatic tanh/tan inversion pulses
[99] in the CPMG pulse train along PM-BEBOP pulses [115], a usable
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bandwidth of about 20 kHz is achieved. is corresponds to approx-
imately a 180 ppm 13C window at 900 MHz field strength, enough to
satisfy all but the most extreme field strengths and chemical shifts.
3.4.4 Required transients: QQ-HSQC
Another drawback with the original Q-HSQC family of experiments is
the number of scans required for each 2D increment: the four diﬀerent
polarization transfer periods necessitate at least four transients for each
increment, eight if even basic two-step phase cycle is desired.
e Quick, Quantitative HSQC (QQ-HSQC) experiment introduced by
Peterson et. al. in 2007 [147] solved the problem by using slice-selective
adiabatic sweep pulses to acquire the signals corresponding to diﬀerent
INEPT periods from diﬀerent parts of the sample. is eﬀectively mul-
tiplexes the four required experiments into one, reducing the minimum
number of transients to one, as with a regular HSQC experiment. How-
ever, the sensitivity itself is not improved as the sample volume and thus
signal is also divided, so the experiment time is reduced only when several
transients are not desired to improve SNR. e technique is related to ul-
trafast 2D techniques [72, 148], in which the acquisition of multiple t1
increments is multiplexed into one experiment.
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F 3.8: e basic pulse sequence of a DEPT experiment [149]. e
 is optimized to match = 1/(2JCH) as usual and the pulse length of
 alters the amplitude and phase of the signals, depending on the number
of attached protons.
3.5 Other polarization transfer experiments
3.5.1 Q-DEPT, Q-DEPT+ and Q-POMMIE
Shortly after introduction of Q-HSQC, Henderson introduced Quantita-
tive DEPT (Q-DEPT) [150], a version of Distortionless Enhancement of
NMR signals by Polarization Transfer (DEPT) [149] utilizing a similar de-
lay modulation scheme. e DEPT experiment is an 1D experiment, with
a similar idea of transferring the 1H magnetization to 13C to enhance sen-
sitivity, but the detection is performed directly from 13C (Figure 3.8). Ad-
ditionally, varying the length of a single 1H pulse produces spectra with
diﬀerent intensities for CH/CH2/CH3 carbons (Figure 3.9), which can
be used to assign the type of carbons present. is provides similar in-
formation as the simpler Attached Proton Test (APT) experiment [151],
which doesn't utilize polarization transfer. DEPT itself is an improvement
over the INEPT based polarization transfer and editing reported earlier
[59, 60], having only one 13C 180 pulse.
e response profiles of the polarization transfer delay () and editing
pulse () can be derived similarly as for Q-HSQC using product opera-
tors, and a set of delays with more uniform combined response can be
found. Unfortunately the response formulas Henderson used to derive
timing modulations of Q-DEPT were inaccurate for CH2 and CH3 car-
bons, and the sequence worked only partially. It was also only evaluated
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using a single compound (Ethylbenzene), which masked the problems.
A revised method, Q-DEPT+, was published by Jiang et. al. in 2008 [152].
In both experiments, the length of the editing pulse is modulated in addi-
tion to modulating the polarization transfer delay. e delay modulation
(8 steps), pulse length modulation (6 steps) and phase cycling (8 steps)
produce a quite long minimum experiment time in Q-DEPT+, as the min-
imum number of transients is 384 (8  6  8).
Jiang et. al. also proposed an alternate experiment, Quantitative POM-
MIE (Q-POMMIE), a similar modification to the Phase Oscillations to
MaxiMize Editing (POMMIE) [153] experiment, a DEPT type experi-
ment in which the phase, not the length of the 1H pulse is used for the
editing. is method is probably more tolerant to pulse calibration errors,
as small errors in the DEPT editing pulse can result in quite large devia-
tions from the intended response. In the proposed scheme the minimum
repetitions requirement is also lower (2 step phase cycle, 6 step edit pulse
cycle, 8 step delay cycle = 96 transients).
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F 3.9: e calculated response of a DEPT experiment depending
on the delay  and the flip angle of the editing pulse (), for diﬀerent
types of carbons with the same coupling constant 1JCH = 145 Hz. For
 (upper plot), the edit pulse was fixed to 45, yielding a positive signal
for all carbon types. Similarly for  (lower plot), the  was fixed to 3:448
ms, the optimal value for 1JCH = 145 Hz.
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F 3.10: e basic pulse sequence of a refocused INEPT experiment
[57, 154], consisting of regular INEPT and a refocusing element with
simultaneous 180 pulses. As usual the 1 is optimized to match 1 =
1/(2 JCH), while the length of 2 controls the refocusing and provides
editing, similarly to the  pulse in DEPT. e experiment is simplified
compared to the pulse sequence used for Q-INEPT-CT, but follows the
same principles.
3.5.2 Q-INEPT-CT and Q-INEPT-2D
Another variation of a 1D polarization transfer experiment is refocused
INEPT, which is just an INEPT block followed by a refocusing block to
create in-phase magnetization and allow decoupling [154] (Figure 3.10).
e two delays (1 and 2) work quite similarly as the  delay and 
editing pulse in DEPT, making similar results possible.
e Paper I of this thesis introduces the Quantitative INEPT, Constant
Time (Q-INEPT-CT) experiment, a quantitative modification of the refo-
cused INEPT experiment with uniform polarization transfer. Again, be-
havior of the magnetization was modeled by product operator formalism,
and a suitable combination of delays producing a near-uniform polariza-
tion transfer was created. e Q-INEPT-CT experiment modulates the
delays 1 and 2 in pairs, with 8 delay pairs resulting in a relatively uni-
form response (Figure 3.11). Two alternate modulation schemes were de-
veloped, regular (with better theoretical performance) and time-restricted,
which performed better in actual real-world use (Figure 3.12).
e Q-INEPT-CT experiment has a number of advantages over Q-DEPT+.
First, the twin modulation scheme needs only 8 modulations to produce
a uniform response, lowering the minimum number of transients to 16
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with a two-step phase cycle. Secondly, as the experiment doesn't rely on
pulse lengths to do the editing, it should be more tolerant to pulse calibra-
tion errors and RF inhomogeneity. e pulse sequence is also constructed
to have a constant length, independent of the timing modulation, which
results in constant losses due relaxation for each modulation.
e experiment also addresses oﬀ-resonance eﬀects arising from the large
13C chemical shifts by utilizing wide-band 180 composite pulses for car-
bon [107, 108], while PFG elements are used to purge undesired magne-
tization in the beginning of the pulse sequence and to clean up the imper-
fections of 180 pulses. e experiment was tested with several molecules,
and produced a quantification precision comparable to quantitative car-
bon experiments with similar SNR (with errors around 5%).
Also a 2D version of the experiment Q-INEPT-2D is presented in Pa-
per III for the analysis of base oils. By adding a t1 delay in the first INEPT
period, the proton chemical shift modulates the transferred magnetization
producing a carbon detected 2D-INEPT experiment, which is useful when
ultimate 13C resolution is desired [155, 156]. Additionally, States-TPPI
phase incrementation was added [157] and the modulation scheme was
halved to four modulations in order to reduce the minimum transients for
each increment.
Recently Manu and Kumar used genetic algorithms to re-optimize the
delay modulations of Q-INEPT-CT in Genetic Algorithm Q-INEPT-CT
(GAQIC) experiment [158], claiming to reduce the experiment time to
half without degrading accuracy. e improvement is accomplished by
increasing the total polarization transfer, and while the claim is true, it is
achieved only with optimizations producing non-equal response for CH,
CH2 and CH3 carbons (but uniform response regarding J-couplings for
each type). Quantification using this kind of experiment is of course possi-
ble, but necessitates additional calculation and knowledge about the type
of the carbons. ese kind of optimizations were actually also examined
and considered during the development of Q-INEPT-CT, but deemed not
worth the drawback of non-equal carbon response.
Uniform response regardless of carbon type was also presented, but the
reported modulation schemes yield negligible (< 1%) improvement in
signal strength compared to original Q-INEPT-CT, even with the used
elegant optimization algorithm.
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F 3.11: e response of individual 1 and 2 value modulations
in Q-INEPT-CT for CH3 carbons (top) and combined response for all
carbon types (bottom). In the top figure, the individual modulations (dot-
ted lines) and the normalized sum of the 8 modulations (solid line) for
CH3 carbons are shown. Each modulation is a pair of delays used in the
Q-INEPT-CT experiment (1 and 2), yielding diﬀerent response pro-
files depending on the 1JCH and carbon type (only CH3 shown here for
clarity). In the bottom figure, the combined response of the modulations
for all carbon types is shown for the proposed time-restricted modulation.
It is easy to see that about half of the potential intensity is lost, but the
combined response is quite uniform for 1JCH of 115-170 Hz.
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F 3.12: Calculated (black line) and observed (dots) response of a
CH2 carbon signal in ethylbenzene, measured during development of
Q-INEPT-CT presented in Paper I. e deviations seen with longer >5
ms delays were the principal reason of creating the time-restricted modula-
tion set, in addition to avoiding modulations relying on negative responses.
e time-restricted version performed better in real-world use.
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3.6 Quantitative NMR through computation
e use of quantitative NMR experiments is not required for quantitative
results: if the relationship between the observed signal intensity and the
concentration of the substance is known, the observed values can be cor-
rected easily. For example, if the intensity of signal Ireal is attenuated
or boosted by a factor of a in the experiment or processing, the observed
signal has the intensity of:
Iobs = a Ireal (3.5)
and the original correct intensity can be recovered simply by division:
Ireal =
Iobs
a
(3.6)
In NMR spectroscopy, the observed signal can be usually assumed to have
linear relationship to the concentration, in which case the observed signal
intensity can be described by the basic linear equation:
Iobs = a Ireal + b or Ireal =
Iobs   b
a
(3.7)
and to calculate the correct results, coeﬃcients a and bmust be determined
for each signal. It must be noted that while this linear relationship can be
assumed for a single signal, the magnitude of the coeﬃcients can depend
non-linearly on some quantity. For example, the relationship of a trans-
mitter oﬀset and signal intensity can be very complex, but for a certain
oﬀset, the signal intensity is still linearly correlated with concentration.
3.6.1 Calibration curves
e above linear equation is the simplest example of a calibration curve,
a mathematical model which describes the relationship between observed
signal and actual concentration. e required coeﬃcients a and b can
be found by preparing a series of authentic standards of diﬀerent con-
centrations, measuring the corresponding signals and performing a sim-
ple linear regression. Similarly, more elaborate equations can be fitted to
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model more complex relationships between signal and concentration. It is
also possible to calculate correction factors for specific error sources, such
as for mismatch of 1JCH in polarization transfer or oﬀ-resonance eﬀects
[156, 142].
In practice, with many experiments and a properly corrected baseline, sig-
nal is not only linearly dependent on concentration, but zero signal is ob-
served for zero concentration. is means that b = 0 in the linear equa-
tion, reducing the equation to Eq. 3.5, or in another words, the signal
intensity is proportional to concentration c:
Iobs _ c (3.8)
Using calibration curves to derive quantitative information is relatively
simple in principle, but practical application has some drawbacks:
• Determining correction factor / coeﬃcients: finding the correct
correction factor or coeﬃcients for the model is usually the main
problem, or that the determination of the correct factor adds too
much work. For example, using authentic standards requires pure
reference compounds for all species which are to be measured.
• Complexity: the added complexity of performing the required com-
putations to derive the real concentrations, which can be minimized
with proper tools.
• Clean integrals required: signals can't be corrected properly unless
they can be measured independently, as each signal might require a
diﬀerent correction. is requires enough resolving power to obtain
non-overlapping signals.
• Non-uniform errors: assuming that all integral measurements have
equally distributed error terms, the correction also amplifies or di-
minishes this error. is can be taken into account and visualized,
but can make the interpretation of the results less intuitive.
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3.6.2 COSY and TOCSY
COrrelation SpectroscopY (COSY) andTotal Correlation SpectroscopY (TOCSY)
are simple and sensitive 2D 1H-1H correlation experiments which pro-
vide cross-peaks between coupled protons (COSY) or coupled spin sys-
tems (TOCSY) [15, 137, 138, 159, 160]. e advantage of utilizing these
experiments in quantification over plain 1H spectra is additional resolving
power: overlapping signals can be resolved if the resonances are coupled
to distinct chemical shifts, even if all relevant signals suﬀer from overlap
in 1D spectrum.
e expected cross peak intensity and form can be analyzed by exam-
ining the pulse sequence and the resulting observed magnetization. In
COSY, the main problem is that the cross peaks are in antiphase form,
which results in a total integral volume of zero by definition. is fea-
ture can be overcome by only integrating the positive or negative signals
from phase-sensitive COSY or ideally Double Quantum Filtered COrrela-
tion SpectroscopY (DQF-COSY) [15, 161]. With a linear calibration curve,
this approach can provide excellent results: Giraudeau et al. achieved accu-
racy of 2 % and standard deviation of 0.4 % [162]. Alternatively absolute
value processing (Section 1.4.5.2) can be used, but this broadens signals
and some self-cancellation can occur [94].
TOCSY spectra have in-phase cross peaks and as such are much more suit-
able for quantification. Still, dispersive components can create distortions
in the line shapes, but they can be filtered with suitable elements [163].
e magnetization transfer also depends on the length and implementa-
tion of the mixing period, and the theoretical prediction of the cross peak
volume is more complex, while it can be simulated [164]. However, iden-
tical mixing periods should provide equal transfers in similar measurement
conditions.
While quantification is possible using these experiments, the use of a cali-
bration curve is required to account for aforementioned factors. e use
of a calibration curve also accounts for other minor inaccuracies such as
T1/T2 relaxation rate diﬀerences. However, the added resolving power is
modest, and still comes with a cost of more complex experiments, full 2D
processing and integration.
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3.6.3 HSQC0
A drastically diﬀerent and computation-based approach to dealing with
the non-uniform aspects of the HSQC experiment was developed by Hu
et al. in 2011: instead of trying to make every aspect of the experiment
as uniform as possible, the response for each signal is characterized by per-
forming 3 special experiments, each composed of a series of 1-3 constant
time HSQC experiments [165]. e idea is that each successive HSQC
causes a similar reduction in signal caused by the various factors presented
in the previous sections, and after quantifying signals from each experi-
ment, a linear equation can be fitted to the results. Analogously to a reg-
ular linear calibration curve, a signal corresponding to the theoretical 0th
HSQC experiment can be calculated, in which no signal loss has occurred.
e advantage of this technique is that it takes into account all of the fac-
tors aﬀecting the signals, even those which are not anticipated or deemed
significant for a certain sample. However, the method is quite slow and
complex, as it involves acquiring three HSQC experiments, integrating rel-
evant signals and performing linear regressions. Also, enough signal should
be recovered even after three subsequent HSQC experiments (with a total
length of 40 ms) to obtain three data points, which can be problematic
with species undergoing fast T2 relaxation.
3.6.4 Non-uniform sampling
In aNon-Uniform Sampling (NUS) orNon-Linear Sampling (NLS) scheme,
only a fraction of the data points are sampled, and the missing points are
reconstructed using various mathematical methods such as maximum en-
tropy reconstruction [166, 167, 168, 169]. e aim is to produce a nearly
equivalent data set in significantly shorter time frame, and as such it has
been primarily used to reduce the time requirements of multidimensional
NMR experiments [170].
Recently, also the analysis of complex metabolite samples using HSQC
experiments have been reported [171, 172, 173, 174]. While all NUS
techniques produce some degree of sampling artifacts, comparable per-
formance with uniformly sampled experiments have been demonstrated
along with multivariate statistical analyzes [172, 173, 174]. Even so, the
setup and processing of these experiments is more complicated, and opti-
mal reconstruction algorithms are still being developed. However, as speed
improvements of an order of magnitude can be achieved, it is likely that
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the technique continues to be developed further and is eventually estab-
lished as a routine method for acquiring 2D spectra in high-throughput
settings.
3.7 Homonuclear decoupling of 1H spectra ("pure shift")
e principal problem of quantifying 1H spectra is the low resolving power
due to signal overlap, which is caused by low chemical shift dispersion and
complex scalar coupling patterns due to adjacent 1H nuclei. While het-
eronuclear coupling patterns are routinely suppressed by decoupling, sim-
ilar techniques can't quite obviously be used in a homonuclear case with-
out destroying the magnetization of interest. Accomplishing this would be
very beneficial, as collapsing the coupling patterns to singlets would reduce
the chances of signal overlap dramatically, simplify quantification and im-
prove SNR. is would render the otherwise quite optimal (simple, fast,
sensitive) 1D 1H spectra into much more broadly applicable experiment.
Unsurprisingly, in the past decades many diﬀerent approaches have been
proposed to produce homonuclearly decoupled 1H spectra. Here we con-
centrate on the most common methods based on J-resolved (JRES), and
the slice-selective separation based on variations of the Zangger-Sterk (ZS)
element, and their quantitative potential [175]. A more complete review
on all reported methods can be found in a recent review by Klaus Zangger
[176].
3.7.1 JRES
JRES spectroscopy is one of the oldest 2D NMR experiments [177], which
simply resolves the J-coupling constants in the indirect dimension. While
the experiment can be used to determine J-coupling constants more pre-
cisely in crowded spectra, one striking feature of JRES is that with proper
processing it can produce spectra in which 1H-1H couplings appear to be
removed: by rotating (or shearing) the spectra by 45, the separated cou-
pling signals are aligned over each other in the indirect dimension, and a
"decoupled" 1D spectrum can be produced with symmetrization and pro-
jection (Figure 3.13). Strong coupling can cause artifacts in regular JRES
experiments, but these can be removed by modifying the pulse sequence
[178].
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2.652.672.692.712.732.75 2.652.672.692.712.732.75
Rotate/shear Symmetrize
F 3.13: Typical 2D-JRES processing scheme, with skyline projec-
tions on the initial and final spectrum. e spectrum is real data acquired
during work on Paper IV from epithionitrile model compound (1-cyano-
3,4-epithiobutane).
e use of this remarkable feature is limited by the fact that the phase of
the signal is modulated also in the t1 dimension and as a result the sig-
nals are a mixture of absorption and dispersion line shapes in 2D, known
as "phase-twisted" line shape [179]. Consequently, JRES spectra are nor-
mally processed in absolute value mode, which broadens the signals and
partly negates the enhanced resolution achieved.
3.7.1.1 JRES processing
e undesired line shape can be alleviated by utilizing sine-type window
functions creating a "pseudo-echo" shape to the signal, because time-domain
signals with symmetrical decay on both sides of the midpoint minimize
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the dispersive component of the signal after DFT [179]. While simple
and very usable, this apodization causes a significant reduction in sensitiv-
ity, as the first points of FIDs with the largest SNR are severely aﬀected.
Quantification is also harshly aﬀected, as signals with faster signal decay are
attenuated proportionally more, and the intensity of the signal is weighted
strongly by T2 relaxation rate.
e dispersive component can also be eliminated by more sophisticated
processing such as A Linear Predictive Estimation of Signal Time REver-
sal (ALPESTRE), in which data points corresponding to experimentally
unattainable negative time values in t1 are constructed using linear pre-
diction [180, 181]. In addition to creating a good line shape, a recent
variant of this approach can yield SNR improvements by a factor of about
6 compared to traditional processing, as the t1 echo can be constructed so
that the signal amplitude matches the sine window more closely [182]. A
similar echo can be generated in the direct t2 dimension by more complex
modeling, making sine apodization unnecessary and subsequently yielding
quantitative spectra with quasi-lorenzian line shapes [183]. Even extract-
ing the full amplitudes, line widths and frequencies has been done with the
Filter Diagonalization Method (FDM) [184, 185], while it is not suitable
for noisy spectra.
Other approaches to improve the line shape involve modifying the pulse
sequence and removing the magnetization causing the dispersive compo-
nents, but this changes additional signals in the 2D spectrum and the tradi-
tional rotate/project processing doesn't work. e cross shaped coupling
patterns can then be analyzed by employing a pattern recognition algo-
rithm exploiting this symmetry [186]. A Zangger-Sterk block can be used
to selectively invert coupled nuclei to build a proper phase-sensitive 2D ex-
periment [187], but this reduces the sensitivity significantly as usual with
ZS based methods, with few percent of the signal retained. Methods based
on ZS are discussed further in Section 3.7.2.
All of the above advanced methods involve more complex processing along
with some limitations, and can't match the sensitivity, simplicity and pre-
dictability of a regular JRES experiment and processing. e complex im-
plementation is a major challenge for the wide adoption of these methods,
unless the functionality is integrated to the acquisition and processing soft-
ware by the vendor. For example, even while processing tools along source
code are freely available for ALPESTRE, it is designed to work with Bruker
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spectra under TopSpin, and uses a mix of Python, GNU Octave and C pro-
grams to do the processing [188]. e complex setup can be overwhelming
to a typical user, and for spectra acquired using other vendors instruments,
re-implementation of at least a part of the software is required. As such,
traditional JRES processing seems to remain the most frequently used tech-
nique even for quantification.
3.7.1.2 JRES quantification
As already mentioned, JRES spectra utilizing a sine-type apodization func-
tion weights the signals strongly according to the t2 relaxation rate. One
striking example of this was encountered during the processing of spectra
for Paper IV, in which the broad water signal almost vanished while it was
the strongest signal in the regular quantitative 1H spectra. Absolute quan-
tification is still possible using calibration curves as discussed earlier, and
an accuracy of <1% RSD can be obtained, comparable to regular quanti-
tative 1H spectra [162]. Further, relative concentrations can be compared
between samples without calibration, which is especially useful in biologi-
cal samples, where the variation between samples and grouping is usually
more important than the absolute concentrations. Indeed, the use of JRES
in the analysis of biological samples such as urine, blood plasma and plant
extracts begun already in the 1990s and was established as a routine tech-
nique in the 2000s [189, 190, 191, 192, 193, 194].
Another important source of error is the post-processing (rotation, sym-
metrization and projection), which has been evaluated quite recently [195,
196]. Parsons et al. used both measured and simulated spectra to ex-
amine sine and Sine-bell and Exponential (SEM) window functions along
with the errors introduced by post-processing. Symmetrization reduced
the signal intensity to less than half, but with diﬀerence of less than 2%
between singlet and triplet signals. Most of the errors were caused by
the long dispersive tails accidentally overlapping with nearby signals dur-
ing symmetrization, with errors up to 33 % (sine window) and 20%
(SEM) being possible with signals close to each other (2 Full-Width-Half-
Maximum (FWHM)). However with a larger separation of >6 FWHM the
error drops to less than 5% and approaches negligible at a distance of >25
FWHM. Skyline projection and SEM apodization seemed to deliver the
best results. e above errors along with sample preparation from biolog-
ical source and other factors can result in quite large median RSD values
of >10% for the integrals [194, 197]. However, biological variations can
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F 3.14: e Zanger-Sterk slice-selective experiment for homonuclear
decoupling [175]. e two selective pulses which are executed simultane-
ously with PFG pulses aﬀect spins with diﬀerent chemical shifts depending
on the spatial location in the sample, while the regular 180 pulse inverts
all spins. e net result is a refocusing of the homonuclear J-coupling for
the spins aﬀected by the selective pulses at the start of acquisition. By per-
forming repeated measurements with incremented tinc delays an artificial
FID with decoupled data can be constructed.
still easily be much higher, and the signals remain highly correlated to
quantitative 1H results, yielding a viable tool for metabolite analysis.
While not as accurate as quantitative 1H, the definite strength of JRES is its
robustness provided by simple acquisition, processing and data-analysis of
the projected spectra, while still improving resolving power. Because of this
it was chosen as the base for automation in Paper IV, which is discussed
further in the next chapter.
3.7.2 Slice-selective methods
Using slice-selective methods to achieve homonuclear decoupling was pi-
oneered by Zangger and Sterk in 1997, with the ingenious idea to apply a
field gradient in combination with a selective pulse to invert 1H resonances
during spin-echo depending on spatial location in the sample [175] (Fig-
ure 3.14). As the inversion doesn't aﬀect other passive 1H spins, and by
observing only the inverted spins, the J-coupling is refocused after the spin
echo. e couplings still exist and start to evolve, so a full decoupled 1H
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spectrum is achieved by constructing the FID from several experiments
with incremental delays, combining the data points just after the echo
where the couplings have not evolved significantly.
While the experiment impressively achieves a phase-sensitive and decou-
pled 1H spectrum, much of the sensitivity is lost, because for each reso-
nance frequency only a slice of the sample contributes to the signal, typ-
ically rendering the sensitivity to a few percent of a comparable regular
experiment [198]. Total measurement time is also increased as several ex-
periments must be recorded to construct the FID. Because of the weak
sensitivity and complex processing, the technique initially did not receive
much use.
Over a decade later, an improved version was presented by Aguillar et al.,
in which the use of selective pulses was optimized and the FID was con-
structed in twice as long chunks, making the experiment more feasible with
an up to 16-fold reduction in measurement time [199]. Recently the de-
coupling was also demonstrated during acquisition ("real-time"), making
the collection of separate experiments to construct the FID unnecessary
[198]. is speeds up the experiment significantly, but the interruption
of the acquisition of course leads to some discontinuity artifacts as some
relaxation happens during the decoupling element, and the slice-selection
still incurs a hefty loss in sensitivity.
e ZS based decoupling has been incorporated to existing experiments
such as TOCSY and Diﬀusion-Ordered SpectroscopY (DOSY) to simplify
and improve their performance. Especially DOSY benefits from a reduced
overlap in processing, as separating the exponential decays of overlapping
signals is quite diﬃcult problem [199, 200]. Related methods also include
pure shift HSQC, in which the inversion of decoupled protons is based on
BIlinear Rotation Decoupling (BIRD) elements flipping spins not attached
to the 13C nuclei [201, 202, 203]. is version of homonuclear decou-
pling remarkably doesn't involve sensitivity loss, as the experiment already
observes only protons attached to 13C nuclei. Because of this, it can also
circumvent strong coupling unlike basic ZS, but geminal non-equivalent
protons are not decoupled.
3.7.2.1 Quantification
e slice selective experiments are very impressive, yielding a potentially
quantitative decoupled 1H experiment with resolution equivalent to cou-
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pled spectra acquired in a field of several GHz [199]. e main obstacle for
their quantitative use is their low sensitivity, limiting the use to relatively
concentrated samples. Furthermore, the gains from decoupling would be
greatest with complex mixtures, which are quite likely also the ones with
limited concentration and/or interesting low concentration components.
In this context, acquiring quantitative HSQC to improve resolving power
can be more desirable, and slice-selective methods seem to not have gained
widespread adoption in quantitative use.
Recent developments of anti z-COSY based Pure Shift Yielded by CHirp
Excitation (PSYCHE) with improved sensitivity [204, 205] and combining
hyperpolarization to slice-selective techniques [206] might pave a way for
even better pure shift experiments, but the feasibility of these methods in
real-world scenarios remains to be seen.
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Automation began with the industrial revolution in the 18th century, which
gave birth to mechanical automation and energy production, ultimately
leading to a major reduction in manual human labour and forming the
basis of modern society. is process has evolved now for well over two
hundred years forming complex global production chains and intricate end
products, such as the modern smartphone. In modern context, automa-
tion is progressively more about automating "thought" as well as mechan-
ical work and logistics: the automation of information gathering, process-
ing and decision making. e rest of this chapter considers mostly this
aspect of automation in the context of NMR spectroscopy.
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4.1 Computers and software
e chief information processing tools are of course general purpose com-
puters, in which new functionality can be produced just by writing new
software. is has significant practical advantages, one of which is the
cheapness of duplication: software is essentially information, so after build-
ing it the distribution costs are the same as with any data. is cost has
diminished as processing power, storage and internet access have become a
commodity and as such very cheap, making software distribution virtually
free.
On the other hand, writing good and correct software turns out to be ex-
tremely hard and expensive: in "Code Complete" Steve McConnell pro-
poses based on several sources that the industry average is about one to 25
defects per 1000 lines of delivered code, and achieving 0.1 defects per 1000
lines is rare and requires extensive testing, code review and well thought
development methods [207]. is can be compared to the fact that a mod-
ern pacemaker contains 80-100 000 lines of code, while operating systems
contain several million lines of code [208, 209]. Of course all defects are
not important and might not have any practical consequences during the
lifespan of the software.
4.1.1 Scientific software
In commercial software the large and dominating software development
costs are divided by the users, so the number of potential users and their
willingness to support it essentially define the available resources for cre-
ating the software. Special and purpose-built software thus tends to be
very expensive, while major pieces of software such as modern operating
systems can be cheap or even free, as the potential user base is enormous.
is is one of the core principles of software business and an essentially un-
avoidable problem with many scientific software packages (or any specialist
software for that matter): the small audience of the product means that the
resources to develop the software are quite limited, while the complexity
of the required software might still be quite high and require specialist
domain knowledge. As a result, scientific software can be very expensive
and/or have low quality, manifested by poor usability, limited features and
a large number of defects. Similar eﬀects can also be seen in open source
software; while the software is always free, the most used projects tend to
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gather most people working on them, and subsequently also gather most
testing, donations and sponsorships.
For these reasons, the testing and adoption of newly published methods
and algorithms is usually limited by the available software, not the scien-
tific knowledge itself. While the publication of a new method or idea
usually includes source code for some sort of implementation, typically a
strong IT background and/or programming expertise is required just to
install and use the provided tools. Understandably the authors can't be
required to support the software or create a commercial product, and as
data-analysis and processing is becoming more important in many fields,
more specialists with strong IT expertise and understanding of the scien-
tific context are needed.
4.2 Why automate?
e explosion of information gathering and storage capability has not only
made automated processing and data-analysis important in scientific con-
text, it has made them a practical necessity. Not much of the current sci-
ence could be done without the aid of modern computing; the astonishing
advances in genetics during the recent decades have been just as dependent
on modern computing and algorithm development as they have been on
discoveries made in the laboratory. At the same time processing power
and data storage are cheaper than ever, and free open source tools such
as R [210] or NumPy/SciPy [27, 32] are challenging expensive commer-
cial packages. ings that would have required significant resources a two
decades ago are now possible with low-cost hardware and free software.
From the perspective of humans, almost any tedious repetitive task is desir-
able to be done automatically, if it can be performed adequately. However,
tasks can be defined very vaguely, and the correct or desired result can de-
pend on many factors, which are diﬃcult to express accurately in terms
necessary for a computer program. erefore, automation is easiest to do
for tasks in which the process and desired result can be clearly defined,
and in such context the main advantages of automation can perhaps be
summarized as follows:
• Consistency and robustness: e results don’t depend on the oper-
ator. e same treatment is given for every unit of work.
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• Cheapness: human labor, especially expert human labor, is expen-
sive.
• Scalability: more machines or processing power can be produced
and bought usually more easily than seeking suitable expert individ-
uals.
With such clear advantages, the reasons for not automating a suitable prob-
lem boils mostly down to one thing: cost (in time, money and other re-
sources).
One indirect practical consequence of automating data-analysis is that
with automation, refining the analysis becomes much cheaper: if auto-
mated processing of a certain data set is implemented, small additions or
tweaks to the analysis can be done with minor inconvenience. As a result,
the tendency of doing these adjustments increases, sometimes yielding bet-
ter results. If the analysis involves manual work, the cognitive cost for re-
doing analysis iteration is much higher and sometimes even small errors
might be overlooked, because correcting them involves too much work.
4.2.1 e price of automation
e basic relationship between costs and gains can be based on the work
involved and the saved resources. is can be illustrated in a common
situation, where one has to do a repetitive task on a computer and considers
automating the task with a simple script or program. In this scenario,
time is usually the only relevant resource, and if it is assumed that the
exact solution is not useful for anyone else, the benefit of automation can
directly be evaluated by comparing the time it takes to automate the task
to the time it saves, multiplied by how many times the task is likely to
be performed. is basic relationship is nicely demonstrated in a XKCD
cartoon by Randall Munroe (Figure 4.1): an expensive one-oﬀ solution is
justified if it saves a lot of work, and even miniscule savings are important
in tasks which are repeated many times every day. In practice, cognitive
costs can eﬀectively deter the implementation of even a clearly beneficial
automation, as it involves more eﬀort: assessing the problem and designing
a solution (possibly using new tools or techniques) is cognitively harder
than repeating an ineﬃcient but familiar procedure.
In larger problems, more factors come to play, while the same principle
still holds. How many places or people benefit from the solution and how
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F 4.1: "Is It Worth the Time?". Comic by Randall Munroe. Li-
censed by CC BY-NC 2.5 [211]
much less resources are consumed as a result (time, money, raw material)?
How much it will cost to scale the solution to all relevant places (training,
equipment, premises)? As said earlier, the software development costs can
easily be the largest factor, especially when only information processing is
needed: usually the hardware is already present and with the hourly wage
of a developer at about $50 (median income in the United States [212]),
one simply can't buy much development time with the a cost of a modern
desktop computer or a few servers.
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4.3 Automation in NMR spectroscopy
Obtaining a high-quality NMR spectrum is a quite complex combination
of mechanical tasks, high performance electronics and information pro-
cessing. While the process can be automated almost fully, additional hard-
ware and/or software is usually needed. Unfortunately scientists are quite
dependent on the spectrometer vendors to provide any necessary additions,
as an individual lab or company rarely has the resources or knowledge to
alter a spectrometer or to develop additional components to it.
e cost of acquiring and maintaining the additional equipment should
be always compared to the acquired gain. Added complexity nearly always
comes with increased costs, and these costs can be diﬃcult to measure,
such as unexpected downtime or the learning curve of a more complex
interface. A high-capacity sample changer might be very suitable and cost-
eﬀective in high-throughput metabolomic analysis, but almost a nuisance
in routine organic synthesis work.
Obtaining NMR spectra can broadly be divided into two phases, acquisi-
tion, in which the actual physical phenomenon is observed, digitized and
stored, and processing, in which the data is transformed into a spectrum
and other meaningful information. ese aspects and their automation
potential is discussed in the following sections in detail.
4.4 Automation of acquisition
e acquisition contains all of the mechanical tasks of obtaining an NMR
spectrum, and automating these is especially important in high-throughput
environments. Automated acquisition can also help non-expert users in
routine use, as it might mask some of the complex details of acquiring a
high-quality NMR spectrum.
4.4.1 Sample handling
Changing the sample in the magnet is traditionally performed manually,
with the help of pressurized air to move the sample in and out of the mag-
net. Automating the sample change is a relatively simple mechanical task
for modern robotics, and very beneficial if a large batch of samples with
short acquisition times are examined. However, automated sample chang-
ing is really only beneficial if the other steps involved in the acquisition
process can also be reliably automated.
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Modern sample changers can contain up to several hundred samples and
have other helping features, such as temperature control and bar-code de-
tection, mostly driven by the requirements of metabolomic analysis [213].
Even with a high-end sample changer, the preparation of samples can also
be a limiting factor, but with the help of liquid handling robots constant
throughput of nearly 200 samples / day has been demonstrated [214],
while even faster throughput is possible using flow-injection probes [215,
216].
4.4.2 Tuning
Tuning involves adjusting the tune and match capacitors to maximize the
transmission of the RF signal to and from the sample. is process is
also quite simple to automate: the algorithm of sequential tune/match
adjustments based on reflected power to find correct tuning is not very
complicated [16], and the adjustments to the capacitors can be done elec-
tronically with servo motors or by other means. Making this process easy,
robust and reliable for diﬀerent types of probes (broadband probes usually
require large changes done with capacitor sticks) and challenging samples
(high salt content can aﬀect the tuning quite dramatically) is of course
not entirely trivial, and it is still an optional feature in most spectrometers.
However, as mentioned in Chapter 1, adjusting tuning for every sample
might not even be required, as similar samples probably have comparable
tuning characteristics.
4.4.3 Shimming
Automatic shimming using the lock signal can be done by modeling the
manual iterative shimming process of maximizing the lock signal with se-
quential adjustment of diﬀerent shims. is simple method has been im-
plemented in Varian/Agilent and Bruker systems, but it is slow and prone
to local minima, just like manual shimming [19, 218]. Some improve-
ment can be achieved by using the FID area and Simplex minimization
to adjust several shims together [219, 220, 221], but a modern and much
faster technique is gradient shimming, which is based on the use of PFG
to encode the spatial location of signals arising from diﬀerent parts of the
sample [222, 223, 224]. is can then be used to map the magnetic field
inhomogeneity in the sample, and make required corrections to the shims.
Gradient shimming originated from MRI, and is closely related to ele-
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mentary imaging techniques. In the basic experiment a gradient-echo is
recorded with z-axis PFG pulse given during acquisition, which encodes
the z-axis spatial location to the frequency of the signal, broadening the sig-
nal into a wide frequency range and resulting in an 1D image of the sample
[222, 223, 217]. While the 1D profile already tells something about field
homogeneity, the field can be mapped nicely by measuring two gradient-
echo experiments with diﬀerent delays: the local inhomogeneities generate
diﬀering phase drifts during the delays, and combining the results of the
two experiments a field map can be constructed from the phase diﬀerences
(Figure 4.2). e inhomogeneities can then be corrected by adjusting sev-
eral shims simultaneously, whose individual accurate eﬀects in the field
can be mapped beforehand by a similar experiment. Gradient shimming
requires that only one dominant signal is present in order to measure the
profile well, and it is usually performed using the deuterium channel [224].
As the process is repeated iteratively a few times, the magnetic field homo-
geneity can be optimizer rapidly. Gradient shimming is usually performed
in the z-axis, but if the spectrometer and probe support x and y-axis PFG,
the phase encoding can be done in these dimensions as well. Gradient
shimming accomplishes a rapid automatic shimming, which can be done
even in seconds in optimal circumstances. is allows rapid throughput
compared to lock or FID based shimming, which require several minutes
or tens of minutes to complete [217].
PFG
d
3
d
1
Dephase Rephase
2H
F 4.2: e basic gradient-echo pulse sequence used in gradient shim-
ming. Two experiments with diﬀering d3 values are measured, and the
resulting phase drifts are used to construct the field map [217].
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F 4.3: An illustrative nutation spectrum, based on the work of Ot-
ting and Wu[225]. Note that the figure presents a spectrum processed in
absolute value mode, so the signals are not in antiphase formation.
4.4.4 Pulse width calibration
e traditional type of pulse calibration based on incrementing pulse lengths
could of course be automated, but it would require a set of spectra analyzed
with signal detection, phasing and so on. A much simpler method is the
nutation experiment originating from MRI instruments [225]. In this ex-
periment, no pulse is given before acquisition, but during the acquisition
small pulses are transmitted within dwell time, the time in between quan-
tified data points. is makes the magnetization rotate or nutate around
the magnetic field generated by the RF radiation, as discussed in Section
1.1.3. For example, RF pulses in the x-axis will produce rotation in the
z-y plane, with the speed depending on the RF power and the fraction of
time the transmitter is on (the duty cycle). e frequency of the rotation is
called the nutation frequency.
e observed spectrum contains two signals with the nutation frequency,
located at equal distance from the transmitter, as shown on Figure 4.3.
e signal is mirrored because magnetization is detected only in y-axis,
rendering it impossible to detect the sign of the rotation by quadrature
detection, leading to an antiphase doublet after performing DFT. e
split between these signals is twice the nutation frequency, which is the
frequency of full 360 rotations of the magnetization. e reciprocal of
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the nutation frequency is the length of a 360 pulse, so taking into account
the duty cycle, the RF power and length of the 90 pulse can then be
derived easily.
is kind of experiment can be nicely automated, and requires only the
frequency diﬀerence of two signals and one spectrum. However for in
situations with a low signal-to-noise ratio, such as 13C pulse calibration,
performing the experiment might be diﬃcult.
4.4.5 NMR experiments
e automation or batch acquisition of various NMR experiments is the
easiest thing to automate within acquisition, as the spectrometer is already
computer controlled. After the previous steps of calibrating and optimiz-
ing the acquisition equipment, deducing required acquisition parameters,
such as spectral windows or mixing times, is quite straightforward: usu-
ally a batch of similar samples is being measured, and the characteristics of
the samples are already well established or a representative sample can be
used to derive reasonable parameters for all experiments. e automation
of acquisition is then achieved by simply implementing control software,
which supports an experiment queue, control of the sample changer and
saving of spectra. ese are all standard features of modern spectrometer
control software, such as IconNMR (Bruker Biospin).
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4.5 Automation of processing
e processing of NMR spectra involves transforming raw digitized time
domain FID(s) into a frequency domain spectrum using Fourier transform
with some pre- and postprocessing steps, as discussed in Chapter 1. In
contrast to acquisition, processing involves only computation, and can be
easily automated and customized without any additional hardware. While
various NMR experiments require a diverse set of processing parameters
and steps, the processing pipeline and related parameters can usually be
decided quite easily in advance for a set of spectra, and many values can
be derived from the acquisition parameters and the type of experiment.
4.5.1 Apodization
Window functions can be chosen according to many diﬀerent objectives,
but automating this process is usually quite straightforward as the optimal
type of window function is usually known or can be decided beforehand,
as it mostly depends on the experiment at hand. Some parameters of the
function might require tweaking, but in many cases they can be deter-
mined or estimated from the acquisition parameters, such as the length of
the FID or the approximate T2.
For basic quantitative spectra, using only exponential decay (aka LB) win-
dow function is recommended, as it resembles the natural exponential de-
cay and won't change the proportional intensities of signals depending on
relaxation rate. e maximum signal-to-noise ratio can be reached when
the window matches the signal envelope (matched window or matched fil-
ter) [16, 24, 226]. In most experiments this is achieved simply by match-
ing the exponential function to the decay rate of the signal(s), and the
LB window function is commonly described in Hz corresponding to the
linewidth of a signal decaying identically with the function (and also de-
scribes the additional broadening it imposes). us the automatic applica-
tion of an "optimal" LB window requires only an approximate estimation
of the transverse relaxation rates, as the T2 coeﬃcient corresponds to the
linewidth (at half height) by [1]:
linewidth =
1
 T2
(4.1)
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4.5.2 Zero filling and linear prediction
Automating zero filling is trivial, as zero fill up to a certain amount of data
points can be easily done and requires no further parameters or decisions.
Linear prediction is more complex, but for example reasonable parameters
to predict twice the increments in indirect dimension of a HSQC experi-
ment can be deducted easily from the acquisition parameters.
4.5.3 Phase correction
Phase correction is arguably the most diﬃcult aspect of automating NMR
spectrum processing, and one which is still performed manually on a regu-
lar basis. While absolute value and power spectra circumvent this problem,
they have significant drawbacks in resolution and integration as outlined
in Chapter 1. Optimal phase correction depends on many experimental
imperfections, and the estimation of exact parameters beforehand is prac-
tically impossible. Furthermore, there is no straightforward definition of
a perfect phase correction, which works well for all real-world spectra. Hu-
man operators tend to balance several factors, and can utilize prior knowl-
edge of the sample and signals to interpret the baseline and decide which
parts of the spectrum are important.
A spectrum with good phase can be characterized with the following prop-
erties, although they can't be considered as a definitive description [38,
227]:
• Narrow signals: Signals consist purely of the absorptive component,
with zero dispersive characteristic.
• Symmetrical signals: e signals are symmetric with the baseline
being at the same level on both sides of the signal.
• Flat baseline: related to the previous characteristics, the baseline
should be straight with no baseline roll or discontinuities near the
signals.
In good quality spectra with distinct signals and high SNR these features
are quite clear-cut. In practice, many problems can arise: overlap and com-
plex coupling can create unsymmetrical signals, especially with complex
substances and mixtures. Broad signals can be diﬃcult to separate from
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baseline, and baseline errors complicate the evaluation of the baseline itself.
Some signals might not even be possible to phase properly by linear phase
correction, such as water suppression residual or other artifacts.
4.5.3.1 Autophasing algorithms
Many algorithms have been suggested for performing autophasing during
the past years. As early as 1969 Ernst suggested finding the correct phase
by using maximum integral in the absorptive (real) part and zero integral
in the dispersive (imaginary) part [228]. Since then, several other meth-
ods based on various desired and expected properties of NMR spectra have
been introduced, such as maximizing points recognizable as baseline [229],
fitting signals to Lorentzian lineshapes [230], signal symmetry [231] and
baseline continuity [232]. Others depend on the mathematical relation-
ship between real and imaginary components, such as calculating phase
errors from integrals of absorptive and dispersive spectra [233] or creating
dispersion vs. absorption plots [234].
All of these methods can work well, but expect and require certain fea-
tures, for instance a particular line shape or singlet signals [230, 231], sig-
nals present in both ends of the spectra [232, 233] or a stable baseline
[229]. Unfortunately, the samples which would benefit most from auto-
matic phasing are those which are run in large batches with the aim of
quantitative or qualitative analysis, and this usually means complex mix-
tures rarely meeting these requirements.
Recent algorithms are more robust and make fewer assumptions, perhaps
because the use of autophasing has shifted from aid in spectrum processing
to automation in batch processing of complex spectra. Modern algorithms
usually combine several sophisticated methods and are more computation-
ally intensive, such as ACME, which is based on minimization of entropy
and negative points [235]. In 2009, de Brouwer evaluated it and other
prior algorithms, and ultimately constructed a more accurate method for
the analysis of synthetic polymers [38]. e algorithm consists of mini-
mizing the total integral area and negative points, with baseline correction
in between. De Brouwer was able to match the performance of expert hu-
man operators, producing errors less than 0.1 % with the used polymer
samples. A modified version of the algorithm is also used in the auto-
matic phase correction in SimpeleNMR, which was built and utilized in
Paper III and Paper IV of this thesis.
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An even more complex algorithm based on two step process of coarse and
fine optimization was demonstrated by Bao et al. in 2013 [227]. In the
first step, a sophisticated baseline recognition and continuity optimization
is performed to achieve rough phasing, while in the second step negative
data points are minimized after baseline correction of the initial result. In
contrast to the method presented by Chen and de Brouwer [38, 235], the
method detects distorted and negative signals after the first step and is
thus able to phase spectra with mixed signals present. is is useful for
example when phasing spectra with a mangled water suppression residual
signal, which is easy for human operators to ignore, but can cause trouble
with methods assuming an all-positive signal.
Also algorithms for automatic phasing of 2D spectra have been proposed,
such as one based on whitening or the minimization of visible points in
the spectrum by Balacco. et al. [236]. is kind of process is robust and
can yield nice results for visual inspection of spectra, but might be inade-
quate when exact quantification is desired and baseline errors are present.
Fortunately the phasing errors in the indirect dimensions do not suﬀer
from most of the experimental limitations and eﬀects responsible for the
phasing problems in 1D spectra, and as such phase errors are much more
controllable and deterministic.
e fact that baseline correction algorithms are still recently being pub-
lished tells a lot about the diﬃculty of this seemingly simple problem.
Small deviations of 2 degrees in the phasing angles can produce 2.5 %
deviations in integration results [38], so accurate phasing is important
when small diﬀerences are being measured. Also, the intimate relation-
ship of phase correction and baseline creates additional complexity, and
the proper handling of both is crucial for accurate quantification. is is
evident with the integration of baseline correction or recognition in the
recent phasing algorithms, as noted above.
4.5.4 Baseline correction
e simplest baseline correction is the linear (or drift) correction, in which
the baseline error B is assumed to follow the linear equation:
B = axi + b
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where a and b are coeﬃcients, and xi is the index of the data point. is
kind of flaw is usually a result of errors in the first data points of the FID,
and it is quite easily removed automatically by fitting a linear equation to
the baseline and subtracting it. e spectrum edges can usually be used
safely for the simple linear regression, as they should not (and rarely do)
contain any signals. For example ImatraNMR uses 2.5 % of spectrum
points from each spectrum end, computes the average values and fits the
linear equation [237].
4.5.4.1 Generic baseline correction
e method just described is very simple and unable to correct many com-
mon baseline errors. However, it is an example of a more generic three-
stage process to correct baseline errors, introduced already in early work
by Pearson [238]:
1. Establishing baseline: Finding which parts of the spectrum can be
considered baseline or used to model it.
2. Modelling baseline: Creating a model describing the baseline error,
for example fitting a spline function to certain points in the spec-
trum.
3. Removing baseline error: e model is subtracted from the spec-
trum, producing a baseline corrected spectrum.
e first stage can be done quite easily by hand, which is indeed an option
in many processing software packages. After the selection, a suitable math-
ematical function can be used to model the chosen points. While this is
feasible for a small number of spectra, it is of course not very suitable for
automated processing. e implementation of the first two stages are the
core of automatic baseline correction algorithms, and they are discussed
in detail in the next two sections, while the third stage is merely a trivial
subtraction.
4.5.4.2 Recognizing baseline points
ere are myriad ways to implement the classification of spectrum data
points. As an example, an algorithm described by Golotvin et. al. [239]
is quite simple and consists of two phases:
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1. Determining the noise level. e spectrum is divided into k re-
gions (Golotvin used k = 32), the standard deviation of which is
calculated. e smallest result is selected and then multiplied by a
constant value (Golotvin used a factor of 2-4).
2. Classification. For each point, a window of N points is centered
on the point and the diﬀerence of the largest and smallest value is
calculated. If this value is smaller than the noise level determined
in previous phase, and the surrounding two points also satisfy this
rule, the point is considered to be part of the baseline.
is remarkably simple method doesn't filter the spectrum before classifi-
cation, while several other approaches utilize a derivative of the spectrum
to remove constant errors and de-emphasize slow changes in spectra, such
as broad signals or baseline errors. e signals can then be detected by
iteratively determining a threshold level [240, 241]. A simple numerical
calculation of derivatives increases noise, but this can be improved signifi-
cantly by utilizing Continuous Wavelet Transform (CWT), as demonstrated
by Cobas et al. [242]. e wavelet transform yields less noisy derivatives
than traditional smoothing methods such as Savitzky–Golay [243, 244].
is approach was recently developed further by Bao et al. by combining
it to the sliding window approach of Golotvin in order to improve detec-
tion broad signals. ese were then taken into account through fitting a
model to the tails of the signals [239, 245]. Quite similarly to computing
derivatives and smoothing, broad signals can be removed just by utilizing
a high pass filter on the spectrum [246].
e classification can be made also by probabilistic approaches, such as
estimating the standard deviation of noise and signals and calculating the
probability of data points containing signal based on the deviation from
baseline, while iteratively adjusting the baseline model [247]. Another
statistical style approach is calculating the standard deviations of sliding
windows and observing their distributions, reasoning that most windows
should contain only noise [248].
All of the methods described should work well for high-quality spectra
containing sharp, symmetrical and distinct signals. e diﬀerences are in
implementation complexity, speed, parameters and especially in the made
assumptions: some techniques for example don't handle negative signals
[249], assume that most of the spectra doesn't contain signal [248] or
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classify broad signals or tails easily as baseline [239, 242]. However, the
desired distinction between broad signals and baseline errors is ultimately
solvable only based on prior knowledge about the samples/spectra, as the
eﬀects in the spectra themselves can be practically indistinguishable. As
such, there is no best method suitable for any type of spectra, at least not
without some adjustments on the parameters of the method. Most of the
recent methods are aimed for metabolic spectra [245, 246, 248], while oth-
ers are more generic and are proposed for use in other analytical techniques
as well, such as Raman spectroscopy and Chromatography [249].
4.5.4.3 Modelling the baseline
After the non-signal points have been classified as a binary mask or a vector
of weights, a model describing the baseline can be built. In many cases,
spline-type functions (polynomials, cubic splines, Bernstein polynomials)
have been utilized [238, 240, 241, 246, 250]. However, linear interpola-
tion of the removed parts and smoothing using Gaussian weighted [239]
or plain mean function [248] has also worked well, and can correct much
more diverse shapes easily. Whittaker smoother [242, 251] has the same
advantage and can be used directly without filling the missing signal parts,
and also oﬀers a user-defined smoothness parameter.
All of these methods aim at separating the high frequency Gaussian noise
present in the data points from the low-frequency errors in the baseline.
erefore even simply applying a high-pass digital filter can work as a base-
line correction, such as a "model-free" approach based on calculating the
medians for sections by Friedrichs et al. [252]. However, this kind of
approach only works with sharp signals and no congested areas, as large
deviations from baseline quickly aﬀect the calculated median.
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4.5.5 e origin of phase and baseline errors and corrections in
the time domain
e phase and baseline errors in 1D and in directly detected dimension
are principally a result of two experimental limitations [91, 92]:
1. Corruption of initial data points: e first few data points have
errors arising from the transient response of the used analog filters
and amplifiers.
2. Delayed sampling: A delay is needed between the last pulse and the
start of acquisition in all experiments which end in a pulse, as the
electronics need a few microseconds for recovery in order to stabilize
and stop the bleeding of the strong RF pulse to acquisition. Delays
and phase shifts are also caused by applied analog filters.
Most NMR pulse sequences end with an RF-pulse, and the delayed start
of sampling leads to evolution of the magnetization during the delay. is
causes a linear, frequency dependent phase error [255], which is correctable
via 1st order phase correction. However, the phase correction causes base-
line roll, a sinusoidal type oscillation of the baseline dependent on the
magnitude of the 1st order phase correction [16, 255]. e mechanism
is related to aliasing/folding of the long dispersive tails of the signals to
the spectrum area as the phase correction is only correct in the center of
each signal [256]. Secondly, analog filters are needed to eliminate high
frequency components in order to prevent aliasing in ADC sampling [23],
and these filters also introduce a small delay to the signal which is inversely
proportional to the width of the filter bandwidth.
e combination of the aforementioned eﬀects was examined by Hoult
et al. in 1983 along with a counteractive strategy: by carefully adjusting
the delays between the last pulse, receiver gate opening and the start of
sampling, the needed 1st order phase correction and errors in the first few
data points could be minimized [253, 254]. e principal idea is to start
sampling when the delay between the center of the last pulse is equivalent
to the theoretical delay introduced by the analog filter (Figure 4.4); in this
point of time, the phase error introduced by delayed sampling is compen-
sated by the analog filter. As the signals are (nearly) in phase, the need for
1st order phase correction is minimized and baseline errors are avoided.
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F 4.4: e theoretical transient response of an analog Butterworth
filter (top) and the acquisition scheme (bottom) suggested by Hoult et al.
[253, 254]. e transient response of the used analog filter will corrupt
the first few data points, but with clever timing (depending on the filter),
the response nearly matches the ideal response at the sampled time points,
except for the first data point. e sampling is timed appropriately so that
the delay of the analog filter compensates for the delayed sampling, and
the signals are in phase at t = 0. e suggested delays for minimizing both
the phase and transient errors for analog Butterworth filters are marked at
the lower part, in which fb is the filter bandwidth.
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Furthermore, the gating of the receiver is timed so that the transient re-
sponse of the analog filter has minimal errors in the sampled time points,
except for the first data point. is results in only constant error in the
baseline, which is easily corrected (the first data point aﬀects all frequen-
cies equally in DFT, see Figure 1.9).
ese optimizations are widely implemented, for example Varian/Agilent
VNMR/VNMRJ includes commands hoult and calfa to adjust the ac-
quisition delays (alfa, rof2) correctly, with the latter utilizing a test spec-
trum to account for experimental variation [257]. Similarly, Bruker Top-
spin calculates the pre-scan delay DE automatically when digital filtering
isn't used [88].
Oversampling can also be used to minimize phase and baseline errors [91]:
a higher sampling rate allows opening of the anti-aliasing filters, resulting
in a much shorter transient response of the analog filter. If a high oversam-
pling factor is used, the transient response aﬀects only the first data point
after the conversion (decimation) to the base sampling rate. Again, the
subsequent constant baseline error can be easily rectified. If high enough
oversampling is combined with digital low-pass filtering, the transient re-
sponse is essentially removed. is approach has been employed in the
more recent Agilent/Varian VNMRS and DD2 consoles, which utilize a
very high oversampling rate (80 MHz) and time-corrected digital filters
[23, 26, 91]. e setrc command can still be used to adjust the start
of sampling to minimize linear phase errors and set linear prediction to
compute the first data points if needed.
e errors stemming from the first few data points can also be corrected
by reconstructing them: by aligning the sampling points so that the time
point t = 0 is a multiple of the dwell time, the missing/erroneous data
points can be reconstructed by backward linear prediction or other methods
[37, 258, 259]. is is similar to extending the data by linear prediction,
and the "perfect" sampling removes the phase and baseline errors. One ex-
ample of this approach is Bruker baseopt digitizer mode introduced with
Topspin 2.0 in 2006, which uses the pre-scan delay DE to match the delay
between start of sampling and t = 0 to the dwell time of the oversam-
pled data points and reconstructs the missing points in the spectrometer
console ([88] and email correspondence with Bruker). After this, regular
digital filtering is applied, and as a result only minimal 1st order baseline
correction is needed and a very flat baseline is obtained.
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Even in the ideal case of starting sampling at t = 0, the properties of DFT
lead to a constant oﬀset in the baseline [256, 260]. is can be understood
by considering that each discrete data point represents the integral of0:5
dwell times surrounding the point, while the point in t = 0 doesn't have
any integral in t < 0, as there is no signal. In the ideal case of starting
sampling at t = 0, this can be corrected by multiplying the first data point
with 0:5 without any adverse eﬀects [256]. is situation can be nearly
achieved in indirect dimensions in multidimensional spectra, in which the
electronic limitations don't restrict the sampling much, as only timings
between pulses are adjusted. e finite length of pulses still account for
some evolution (approximately 2t90/ for a 90 pulse of length t90 [258]),
so even for a zero delay between two 90 pulses such as in NOESY, there
is some evolution. However, in real world use, adjusting the 1st data point
can still eﬀectively reduce t1 ridges in the 2D spectra.
While the time-domain correction of phase and baseline errors is very ben-
eficial, it can't fix errors arising from other sources, such as non-linear
phase errors of analog filters or phase errors rising from oﬀ-resonance ef-
fects. is makes small 1st order phase corrections still useful in many
situations. Undesired baseline shape can result from other imperfections
as well, such as unwanted broad resonances, justifying also the use of ad-
vanced baseline correction algorithms.
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4.6 Automating data extraction and statistical analysis
After an optimally processed spectrum is available, the signals in the spec-
trum must be quantified in order to extract concentrations or other mean-
ingful information for further analysis. Diﬀerent methods can be chosen
depending on the type of information and amount of spectra in question:
checking the existence of a single signal from a few spectra can easily be
done even visually, but statistical analysis of all signals present in tens or
hundreds of spectra requires more advanced planning and tools.
4.6.1 Integration
e basic method for quantifying a signal is simple numerical integration:
the area of a signal is calculated numerically using the discrete data points
of the spectrum with extended trapezoidal rule or other numerical integra-
tion algorithms in 1D or 2D [22]. e area corresponds to the intensity
of the signal and therefore in the case of quantitative NMR, the relative
concentration.
In the optimal case of high quality spectra with distinct signals and a flat
baseline, integration is very straightforward, and data from a few spectra
and signals can be produced easily with practically any NMR processing
program. For larger sample sets, a predefined set of integration areas can
be saved and loaded, or scripting can be used to automate the integration
of spectra. However, special tools designed for handling a large number of
spectra are usually beneficial, as discussed later in Section 4.6.6.
e principal limitation of basic integration is signal overlap, as it can't
separate the contributions of the individual signals. is can sometimes
be circumvented by using only well-separated "characteristic" signals with
no overlap, but with complex mixtures finding these signals is unlikely.
Using 2D methods or observing other type of nuclei (such as 13C) can
provide more resolution, but obtaining quantitative spectra is usually more
diﬃcult for several reasons, as discussed in Chapter 3.
4.6.1.1 Aligning spectra
Automated integration of predefined areas assumes that chemical shifts
don't change across diﬀerent spectra, and signals with the same chemical
shift correspond to the same chemical structures. Unfortunately, a lot of
factors can aﬀect the chemical shift (temperature, pH, solvent and other
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intermolecular interactions), and a small sample to sample to variation
usually exists. is can be minimized by standardizing sample preparation
and stabilizing the measurement conditions, but still some form of spectral
alignment is always needed.
e simplest approach is to align the spectra using a reference signal: one
signal is chosen and the chemical shift scale is set accordingly to match a
given value in each spectrum. is kind of alignment is required for accu-
rate chemical shift measurements, and while it corrects changes uniformly
aﬀecting all chemical shifts, it can't correct relative deviations of chemical
shifts. is is a much harder problem, and several approaches for more
advanced alignment have been suggested. Almost all of the methods still
follow the basic two-step principle:
1. Splitting: e spectrum is divided into segments, either uniform or
depending on spectral features.
2. Shifting/scaling: e segments are aligned to a reference spectrum
by shifting and/or scaling (stretch/compression). e possibly formed
gaps between segments are filled in some way.
e first methods following these basic principles were based on Corre-
lation Optimised Warping (COW) or Dynamic Time Warping (DTW) ap-
plied initially for chromatograms and having roots in speech recognition
[261, 262, 263]. In these methods the spectrum is divided into equal seg-
ments, which are then scaled to obtain an optimal correlation with the
reference spectrum, while the segments remain connected, so no gaps are
formed. e resulting warping is quite obviously suboptimal for quantita-
tive NMR spectra, even with conservative constraints in min/max scaling.
Subsequently, methods aligning separate segments based on a genetic al-
gorithm or beam search were developed, introducing the practice of using
spectral features to establish the segment borders [264, 265]. Also meth-
ods simplifying the alignment process by extracting locations of the signals
were introduced, but these deviate from the basic algorithm by handling
individual signals instead of slices of spectra [266, 267].
All of the above methods were quite complex and slow, and didn't gain
widespread use. is was addressed by Wong et al. in 2005 by utilizing
cross correlation calculated speedily with FFT to align the segments, mak-
ing the alignment of large datasets feasible [268]. e cross correlation
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measures the match between two signals by multiplying them point-wise
and calculating the sum for each oﬀset (or lag). e oﬀset with the max-
imum sum then corresponds to the best match. is is closely related to
convolution and can be calculated very eﬃciently utilizing FFT and in-
verse FFT, a common technique in digital filtering [24]. Subsequently im-
proved methods were based on this principle, with one of the most promi-
nent being icoshift [269, 270], which aligns several segments in spectra
simultaneously, provided that the slicing is done identically in every spec-
trum and the spectra can fit in the available memory. More recently the
Cluster-based Peak Alignment (CluPA) technique combined signal detec-
tion and hierarchical clustering to the cross correlation alignment, claim-
ing improved accuracy at a somewhat slower speed [271]. Both icoshift
and CluPA implementations are provided with the source code (in MAT-
LAB and R, respectively). When aligning large datasets of several hundred
hi-resolution spectra, these methods can reduce computation times from
minutes or even hours to seconds compared to classic COW methods.
ImatraNMR supports the basic alignment on a single signal, and the align-
ment of separate slices of spectrum, but no totally automatic slice align-
ment method has been implemented yet. However, very flexible dynamic
integration areas can be used, which are adjusted depending on signals
present in each spectrum [237].
4.6.1.2 Binning
Another solution to small deviations in chemical shift is binning (or buck-
eting): reducing the resolution by combining several data points into bins,
so small variations of chemical shifts inside the bin do not matter. is is
especially useful when performing statistical analysis on complex mixtures
and no particular signals are targeted (e.g. in metabolomics and chemom-
etry). e signal areas can also be even defined by hand utilizing prior
knowledge.
In the basic form of this method, the spectrum area of interest is divided
into uniformly equidistant sections of typically 0.04 ppm in 1H spectra,
which are then integrated [272, 273]. Solvent signals or signal free areas
can be neglected or filtered afterward, but the end result is a reduced dataset
of a few hundred bins instead of several thousand data points. is dimen-
sionality reduction is an another desired outcome: multiple data points de-
scribe a single signal in NMR spectrum, while the intensity information
of the signal could be represented ultimately by only a single value. e
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Equidistant
Histogram binning
(ImatraNMR)
F 4.5: Two examples of binning. In the lower spectrum traditional
equidistant binning has been used, while the upper histogram demon-
strates binning implemented in ImatraNMR, based on grouping the de-
tected signals.
correlated data points making up the signal are in this sense redundant in-
formation, which can be dealt with by fusing the data points if no overlap
is present. However, as simple equidistant binning doesn't consider the
shape of the spectra, it can just as easily combine two separate signals or
split a single signal depending on how the bin borders happen to align.
To improve the equidistant binning method, several algorithms have been
published quite recently trying to match the bins more appropriately to
the signals present. Adaptive binning creates a combined spectrum from
maximum data point values and uses an undecimated wavelet transform
to model the spectrum and decide the bin borders, but this is quite com-
plex, and requires tuning the wavelet transform in order to achieve the
desired level of binning [274]. Adaptive Intelligent Binning (AI-Binning)
recursively splits each bin into two bins and decides if the created bins are
more appropriate than the original one using a cost function [275]. is
can result in quite optimal and automatic binning, but the presented algo-
rithm uses brute force search when dividing the bins, and as such doesn't
scale well to large datasets of high-resolution spectra [276].
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Binning can also be based on found signals: Dynamic adaptive binning
smooths the spectra and identifies signals by local maxima, and then tries
to choose bins which contain only one signal in each spectrum [276].
e histogram binning present in the ImatraNMR software (Paper II) also
forms bins from detected signals, classifying them into bins based on prox-
imity tolerance, and choosing the bin area based on the original signals
(Figure 4.5). e nice side-eﬀect of this is that no bins are formed in areas
where no signals are detected, so it is easily usable in 2D spectra as well
without further filtering, as demonstrated in Paper III. e implementa-
tion details can be found in the ImatraNMR user guide [237], and the im-
proved performance over equidistant binning is demonstrated in Paper IV
(Figure 4.6).
Some simpler algorithms improving the equidistant binning have also been
devised, such as using Gaussian weighted integrals instead of strict rectan-
gular bins [277] or optimizing the basic equidistant bins by moving the bin
borders to low intensity regions [278]. Neither of these methods allocate
more bins to crowded areas and can yield areas with only noise present,
but still they avoid coarse splitting of signals and are quite simple to im-
plement.
All of the above methods have been shown to improve results over equidis-
tant binning in subsequent statistical analysis, but choosing the optimal
method probably depends on the features of the spectra at hand. For
automation, the algorithm should be robust and require no careful op-
timization of parameters to work well, and with large datasets, speed can
be critical. Most likely choosing the algorithm is still dictated by the used
software, as usually only one algorithm is implemented in addition to the
basic equidistant binning. e real-world diﬀerences between the binning
algorithms are probably quite small, as even equidistant binning works sur-
prisingly well. Slightly suboptimal binning is also usually not a major con-
cern, as the analysis is done by multivariate methods, which assume that
the observed values can be aﬀected by several underlying variables. Fur-
thermore, signals might overlap anyway and even optimal binning can't
resolve that.
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Equidistant binning
Equidistant binning
+ PQ normalization
Histogram binning 
+ PQ normalizationHistogram binning
PC1
PC1 PC1
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120
120
120
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F 4.6: e significance of binning and normalization procedures
can be easily seen in the four diﬀerent principal component analyzes (see
Section 4.6.5) with diﬀerent binning and normalization procedures per-
formed in Paper IV. e JRES spectra was acquired from three diﬀerent
plant lines (denoted by the circle, square and triangle markers), which
were exposed to ozone for varying amounts of time (for details, see Pa-
per IV). Both regular equidistant and ImatraNMR histogram binning pro-
duce quite similar results (A and C), but when combined with Probabilistic
Quotient Normalization (PQN), histogram binning provides clearly supe-
rior results (B and D): the plant lines are separated cleanly with PC1, while
the lines sensitive to ozone are clearly separated with PC2. e two 120
min exposures for ozone sensitive species are marked in each plot.
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4.6.2 Normalization
Comparing even relative concentration diﬀerences in a set of spectra re-
quires scaling the signals properly, since various factors can aﬀect the ab-
solute values produced by the spectrometer (as discussed earlier in Sec-
tion 3.2). e easiest way is to add an internal standard, but basically any
signal with an (approximately) constant concentration relative to the sam-
ple material can be used to normalize the concentrations to some arbitrary
scale.
In some cases, an internal standard is diﬃcult to use, because the measure-
ment of the sample material is inaccurate: the amount of uninteresting or
undetected compounds, such as residual water, can aﬀect the weighting of
the sample and result in errors of the concentration of the standard. Urine
samples are an extreme example of this; using a regular internal standard
would accurately gauge the dilution of the sample, but the constituents
and their proportions are what is probably more interesting.
If an internal standard is not present or is not meaningful, there are several
alternate strategies which can be used to normalize the integral/bin values,
such as:
• Combined signal/integral normalization: Assumes that all material
is detected, and that the combined intensity of all signals is thus
correlated to the mass/concentration of the sample material. Values
can then be normalized to the combined intensity and measured as
fractions of the total signal.
• "Stable compound": Assumes that some feature, such as a specific
compound or solvent residue, is constant. is is then used as a
standard, similarly to a proper internal standard.
• Distribution: Assumes that some distribution of features in the
spectra should be constant across samples. is is then used to de-
rive normalization factors.
All of the above make some sort of assumptions in order to normalize the
data, which can be more or less justified depending on the case. A com-
bined signal can be correlated very well to the mass of the sample material
when similar molecules form the samples, but it can be strongly aﬀected
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by changes in composition: diﬀerent compounds can have diﬀerent pro-
portions of the observed type of nuclei, or even lack it completely. Further,
calculating the total signal is very sensitive to baseline errors.
4.6.2.1 Probabilistic Quotient Normalization
More advanced normalization algorithms are usually based on the analysis
of distributions derived from sample data. For example, Probabilistic Quo-
tient Normalization (PQN) introduced by Dieterle et al. in 2006, assumes
that the samples have similar composition, and that only a minority of the
signals contain significant deviations [279]. is assumption is used to de-
vise a distribution of intensity ratios between the spectrum and reference,
from which a probable correction factor is devised. e algorithm can be
summarized by the following steps:
1. Construction of the reference spectrum: is can be a single se-
lected representative spectrum or a median spectrum, computed by
taking the median value of each data point (intensity at each chem-
ical shift or bin). All spectra are normalized against this reference.
2. Integral normalization: e data values are normalized to the total
detected signal, which provides a coarse initial normalization.
3. Signal ratios: e ratio of each data point to the reference spec-
trum is calculated, and if the signals match in intensity the ratios
are close to 1.0. If the signal intensities are predominantly smaller,
the ratios are mostly <1.0 (less sample material than reference) and
correspondingly, larger signals produce ratios > 1.0 (more sample
material).
4. Probable ratio and normalization: e distribution of ratios is used
to devise a correction factor. Most of the data points are assumed
to represent the same concentration as the reference, so the distribu-
tion of the ratios should be narrow and concentrate around partic-
ular value. e median of this distribution is considered to be the
most likely ratio, representing the concentration relation between
the current and reference sample. is value is then used for nor-
malization.
In essence, PQN tries to scale the spectrum or bin values in a way that
most of them match the reference spectrum in intensity, quite close to what
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visual matching of the spectra might produce. is kind of normalization
requires that there are a large number of signals and that most of them
indeed don't vary much between samples. As such it seems to be well
suited for biofluid samples such as urine or blood serum [279, 280]. It
was also found to be eﬃcient in normalizing the spectra of plant extracts
in Paper IV (Figure 4.6).
ere are many other methods based on distributions [281], such as quan-
tile normalization, which assumes (and forces) the intensity distribution to
be the same for each sample [282]. Many of these can easily be automated
and implemented in numerical software such as Matlab or Python/NumPy,
and some of them are readily available in analysis software. ImatraNMR
has the PQN built in for both spectra and integral/binning results.
4.6.3 Line shape fitting ("deconvolution")
Signals in NMR spectra should follow the Lorentzian line shape, which
can be derived from the fact that the signals are exponentially decaying
sinusoidal waves processed with the Fourier transform. e signals can
also follow the more familiar Gaussian line shape, if the Gaussian window
function is used, or a combination of these basic line shapes (Voigt profile
[283]). In any case, the theoretical shape of NMR signals can be rep-
resented with mathematical functions, which can then be used to model
signals in a real NMR spectrum, a process which is referred to as line shape
fitting or "deconvolution" in NMR literature.
e main advantage of line shape fitting is that the components of the re-
sulting model can be subsequently analyzed separately and used to extract
the chemical shifts, intensities and line widths of overlapping signals, a
process which would be impossible using the basic integration approach
[284]. is kind of functionality is readily available in many processing
programs such as PERCH (PERCH Solutions) or Mnova (Mestrelab re-
search) [285, 286]. However, the exact line shape is aﬀected by many fac-
tors (field inhomogeneity/drift, temperature, relaxation, molecular interac-
tions) and the fitting represents a complex multidimensional optimization
problem. erefore, in addition to iterative fitting, manual adjustments
are usually required to achieve good results.
Any manual involvement is of course undesirable in automated processing
of large data sets, and some recent developments have tried to alleviate
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this problem. Chenomx NMR Suite (Chenomx Inc.), aimed for metabo-
lite analysis, includes a library of reference compound profiles consisting of
chemical shifts and signal intensities, extracted from authentic standards in
diﬀerent magnetic field strengths [287, 288]. ese profiles can be used to
construct spectrum templates, which take into account a variety of aspects,
such as linewidth and chemical shift deviations, caused by sample pH or
other factors. is simplifies and improves fitting by grouping several reso-
nances together, making it possible to quantify metabolites from complex
overlapping patterns. Batch fitting multiple metabolites and files is possi-
ble, but Chenomx is still clearly aimed for "targeted profiling", accurate
quantification of specific known metabolites.
A similar approach is provided by Bayesian AuTomated Metabolite ANal-
yser (BATMAN) [289, 290], a free software package based on the R statis-
tics environment and programming language. e package is aimed for
more automated processing, and seems to be capable of yielding compara-
ble results with human operators using Chenomx [291]. For specific type
of samples (e.g. blood plasma), fully automated processing schemes have
been demonstrated by combining targeted profiling with advanced statis-
tical tools such as Bayesian models, Markov Chain Monte Carlo (MCMC)
and Sequential Monte Carlo (SMC) [214, 292, 293].
Another solution is provided by Mnova, which implements the Global
Spectral Deconvolution (GSD) algorithm, providing automatic line shape
fitting for the full spectrum area [286]. e resulting intensities and chem-
ical shifts can then be exported and analyzed using other tools, such as with
multivariate statistical methods. However, it seems that there is not much
research data available on how well this method can handle complex real-
world spectra, such as those encountered in metabolite analysis.
4.6.4 Time-domain analysis
Another approach for extracting individual signals is time-domain detection,
in which DFT is not used, but instead the FID is modeled as a combina-
tion of exponentially damped sinusoids [294, 295]. is approach has
many advantages: the baseline and phase correction related problems are
irrelevant, as no spectrum is even formed, and all parameters such as decay
rate (linewidth) are also extracted.
Deriving the model parameters for a FID containing hundreds of signals
with noise is of course a very complex problem. e current methods are
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based on advanced Bayesian models utilizing MCMC methods in addi-
tion of filtering the spectrum into smaller regions (or sub-FIDs), which
can treated more simply. Nevertheless, the approach has been shown to
work in real-world metabolic analysis, providing improved results over tra-
ditional analysis and equidistant binning [296]. Unfortunately the recent
promising implementation of this method dubbed Complete Reduction to
Amplitude Frequency Table (CRAFT) implemented in Agilent/Varian VN-
MRJ 4 is probably lost, as Agilent closed its NMR business in 2014, ending
the development [30, 295].
4.6.5 Statistical methods
If a single or a few specific signals are targeted, their intensity can be plotted
easily and simple tools, such as regular linear regression, can be utilized.
is is suitable for simple mixtures and cases such as reaction monitoring.
In many cases however, the problem is to find out which spectral features
can be used to diﬀerentiate or cluster samples in a large set of complex
spectra.
Every NMR spectrum usually consists of thousands of data points, and
even after binning, several hundred values might define each observation.
e statistical analysis of this kind of data is not trivial, and is most com-
monly achieved with Principal Component Analysis (PCA) and PLS Dis-
criminant Analysis (PLS-DA) [192, 273, 297, 298], both of which are mul-
tivariate statistical methods, suitable for dealing the hundreds or thousands
of collinear parameters derived from NMR spectra [299, 300, 301].
e aim of PCA is to find orthogonal principal components, which are cho-
sen to explain the maximal variance in the dataset (Figure 4.7). e quan-
tity of a component present in each sample (component score) can be used
to project the dataset into fewer dimensions, hopefully resulting in a mean-
ingful distribution or clustering of the samples. e chemical relevance
of the components can be derived by examining the loadings of the com-
ponents, which correspond to the original data points or bins, probably
matching signal patterns of identifiable compounds. Because PCA treats
all variables as equally important, changes in strong signals can easily dom-
inate in the components, as relative changes in a strong signal can easily be
larger in absolute terms than even the total disappearance of a small signal
[299]. is can be overcome by normalizing the variables by unit variance
scaling, with the risk of amplifying small signals and noise.
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Weight
Height PC1
PC2
“Size”
Principal Component Analysis (PCA)
F 4.7: e basic principle of the Principal Component Analysis
(PCA). In this simple demonstration two variables of height and weight
are measured from a group of people. While they describe diﬀerent char-
acteristics, they are obviously correlated: taller people tend to be heavier
and vice versa. PCA finds the axis explaining the most variance between
samples, which is called the first principal component (PC1). e score on
this component can then be used to describe each person in the dataset,
and in this case the PC1 can quite intuitively reflect the general size of the
person, while it doesn't describe the height or weight exactly. e second
principal component is orthogonal to the first, and describes the rest of
the variance. PCA thus produces two scores similarly to the original data
set, but ordered by decreasing explanatory power. Usually the number of
measured variables is much larger, and PCA is used to find few principal
components describing most of the variance in the dataset, which might
or might not represent meaningful characteristics of the original samples.
PCA is an unsupervised technique, meaning that no prior information
about the data is used, and that the maximum variance might or might
not provide an optimal clustering of the samples. e closely related tech-
nique PLS-DA can be used to incorporate sample class information in
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order to improve the separation. PLS-DA is based on Partial Least Squares
projection to latent structures (PLS) regression [301], in which every obser-
vation (sample) is associated with one or multiple responses. Similarly to
PCA, both the observations and responses are projected onto scores, and
a linear model which tries to predict the responses is built. PLS-DA is
again just PLS with the responses set to dummy variables representing the
classes [299]. e constructed projections can be plotted as with PCA, or
the model can be used for prediction.
PCA and PLS-DA are widely implemented in statistical packages, and the
use of PCA is demonstrated in Paper II and Paper IV.
4.6.6 Software tools for quantitative NMR
While regular processing software packages such as Mnova (Mestrelab re-
search) include features aimed for quantitative NMR [286], and some
commercial software designed for mixture analysis, such as AMIX (Bruker
Biospin), Chenomx NMR Suite (Chenomx Inc. [287]) exist, majority
of "classic" NMR processing software, such as TopSpin (Bruker Biospin),
VNMRJ (Agilent/Varian) or SpinWorks (Kirk Marat [302]) are simply not
designed from the point of view of mass processing and data-analysis.
Driven by the increased research interest in metabolomics and chemom-
etry, several free tools for automated analysis have been released during
the recent years. ese tools are mostly designed for metabolomics use,
and are primarily concerned with spectrum handling, data extraction and
metabolite identification: rNMR enables the handling, viewing and quan-
tification of 2D spectra [303], MetaboMiner oﬀers peak picking and auto-
mated assignment in 2D [304], while other tools also include NMR pro-
cessing capabilities [305, 306]. Also several public metabolite/spectrum
databases have been created such as BioMagResBank (BMRB) and Hu-
manMetabolome Database (HMDB) [307, 308], and some tools oﬀer inte-
grated support for using them [309]. Surprisingly, even web-applications
incorporating processing such as MetaboAnalyst and Bayesil for biofluids
are oﬀered [293, 310], and while these are free to use, they run and depend
on resources oﬀered by the original developer.
For more general use cases, raw processing tools with Command-line inter-
face (CLI), such as NMRPipe [311] can be used for batch processing and
preparation of spectra, albeit further data-analysis must then be performed
with more universal data-analysis software such as MATLAB [312], the R
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statistics package [210] or Python with Numpy/Scipy [27, 32]. Processing
extensions to numerical analysis environments such as MVAPACK [313]
for GNU Octave and NMRGlue [314] for NumPy/SciPy can combine
these two aspects in single environment, but the use of these kind of low-
level tools require scripting and/or programming knowledge and might
be out of reach for many users. On the other hand, the open-source and
low-level nature of these tools make it possible to build custom analysis
pipelines, test new processing schemes and extend the provided function-
ality.
Likewise, the tools presented in this thesis, ImatraNMR (Paper II) and
SimpleNMR (Paper III), are designed for more generic NMR analysis
with the emphasis on batch processing, and as such require more exper-
tise than traditional NMR software. While not as low-level, they can still
be customized fairly easily and are able to process large datasets.
Most of the tools presented here can perform only some of the desired
operations, and the full analysis stack from FIDs to visualization requires
a combination of software with intermediate results stored in files. is
allows a lot of customization and freedom, but in many cases it would be
desirable to incorporate the full analysis pipeline in a single environment,
with the ability to update the results whenever analysis parameters or data
is changed. is kind of approach has been taken by Pathomx [306], in
which the analysis pipeline is defined graphically using connected process-
ing steps, with the results updated automatically after any adjustments.
Full analysis from FIDs to statistical tools such as PCA is possible, and
the code for each stage, most of which is based on Python/NumPy, can
be customized freely within the program. While this work seems promis-
ing and many features are available, initial testing conducted by the au-
thor revealed many small defects and only partial implementation of some
features. However, the open-source nature and heavy customization pos-
sibilities mean that the problems are usually solvable with programming
expertise, and hopefully a more polished version will be released in the
future.
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In the preceding chapters, many aspects and diﬃculties associated with
quantitative NMR and automated analysis have been discussed, along with
insights into the underlying reasons and principles. While NMR remains
a quite complex method, the advances in NMR techniques and equipment
during the last two decades have largely diminished the traditional weak-
ness of NMR spectroscopy: sensitivity. is in conjunction with easy sam-
ple preparation and non-specificity has established the use of NMR in high-
throughput settings and steadily fuelled the use of quantitative NMR, with
over 700 publications released annually during the recent years [42, 216].
e appearance of easy-to-use benchtop NMR spectrometers will probably
further help in reducing the barrier of using NMR due to high costs and
maintenance fees, and make it a feasible technique in smaller companies
and facilities as well.
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In this thesis, several techniques and tools for quantitative NMR are intro-
duced. In Paper I, the novel quantitative polarization transfer experiment
Q-INEPT-CT is presented, boosting the sensitivity and/or reducing the
time requirements of acquiring quantitative 13C spectra. A 2D version of
this technique is also presented in Paper III.
Two tools to aid the batch processing and analysis of NMR spectra are pre-
sented, ImatraNMR for spectrum analysis (Paper II) and SimpeleNMR
for NMR processing (Paper III). Applications for hydrocarbon analysis
(Paper III) and plant extracts (Paper IV) are demonstrated, along with in-
sights regarding the type of analysis performed. In (Paper III), powerful
automated binning and integration is utilized in conjunction with model
compounds to find cycloalkane signals in base oil samples, a novel feat for
an NMR based method, while the computation of several average struc-
tural parameters for routine analysis are presented as well. Paper IV shows
the superiority of histogram binning (implemented in ImatraNMR) com-
pared to traditional equidistant binning for PCA analysis, and new JRES
processing and PQN normalization functionality are demonstrated.
e presented tools are generic and also suited for many other use cases in
which batch processing and basic analysis of numerous NMR spectra are
required. e tools feature basic NMR processing for 1D and 2D spectra
(apodization, FT, baseline correction) and analysis (signal search, integra-
tion, binning), and produce their output in the standard CSV and text
formats, which can be easily utilized in many data analysis and spreadsheet
programs.
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