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One and a half year ago we have assembled the online edition of our e-book devoted to the 
theory of diffraction grating. More than a thousand downloads have been registered since 
then, and I sincerely hope that the detailed description that we tried to present in the book 
would be useful to the scientific community. 
 There is no substantial advance in the grating theory during the last 18 months. 
However, due to time constraints, in the first edition we were not able to include some 
important developments that have been advanced before. This is the main reason to propose a 
Second Edition of “Gratings: Theory and Numeric Applications,” that contains two more 
chapters and supplements to other four chapters.  
 Here is the summary of the changes that are made: 
 
1. Lifeng Li has written Chapter 13 on Fourier Modal Theory, also known in the 
literature as Rigorous Coupled Wave (RCW) method, a method that proved itself quite 
efficient for vertically invariant periodic structures (e.g., lamellar gratings). Li’s 
contributions to the method have also given the possibility to improve the differential 
method applied to arbitrary shaped profile (Chapter 7). 
2. Another new contribution is made by L. Goray and G. Schmidt (Chapter 12) 
concerning the Boundary Integral Method. In the first edition, we have already 
included a chapter (Chapter 4) on the Integral method. The new contribution develops 
further the formulation to conical diffraction, and gives a detailed description of the 
theory, which is the base of two commercially available numerical codes. I hope that 
this chapter would be useful to the users of these packages. 
3. The revised Chapter 6 includes more details on the T-matrix method of section 6.3. 
Discussion of quasi-modes is also brought more up to date in light of ongoing 
developments. The notation are slightly modified in the Lattice sum section 6.6 to 
facilitate complex frequency approaches to quasi-modes, and of few of the lattice sum 
expressions of this chapter are replaced by slightly simpler expression. 
4. Chapter 10 that describes the so called Exact Modal Methods has been completed with 
the extension of the method to the case of lamellar gratings made of infinitely 
conducting metal that cannot be treated by the Fourier modal method or the 
differential method. 
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5. Chapter 11 devoted to the homogenization techniques is extended to higher-frequency 
electromagnetic fields that apply for diffraction gratings, treated in a new section 
11.4.2 
6. I have introduced several minor changes in the description of the differential method 
(Chapter 7). First, the title is changed by replacing “theory” by “method” in order to 
be consistent with the other chapters. Second, a new section is included (sec. 7.7 in the 
Second Edition), which describes how one can avoid discrete Fast Fourier transform 
(FFT) for gratings with two-dimensional periodicity, by making analytical Fourier 
transform for soma specific profiles. 
 
 
Marseille, France                
April 2014 
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Editorial Preface 
 
A typical question that almost all of us (the authors’ team and other colleagues) has been 
asked not only once has in general the meaning (although usually being shorter): “What is the 
best method for modeling of light diffraction by periodic structures?” Unfortunately for the 
grating codes users, and quite fortunately for the theoreticians and code developers, the 
answer is quite short, there is no such a bird like the best method. 
 In the more than 30 years active studies on the subject, I have worked on the theory 
and numerical applications of several approximate methods, like Rayleigh expansion, 
coupled-wave theory, beam propagation method, first-order approximations, singular Green’s 
function approximation, effective index medium theory, etc. My conviction is that they are 
quite useful (otherwise why to exist) for physical understanding, but my heart lies in what is 
considered as rigorous grating theories. Name ‘rigorous’ is used in the sense that in 
establishing the theories, exact vector macroscopic Maxwell equations and boundary 
conditions are applied without approximations. The approaches become approximate after 
computer implementation, due to the impossibility to work with infinite number of equations 
and unknowns, and due to the finite length of the computer word.   
 Of course, there are always initial approximations and assumptions, like the infinite 
dimensions of the grating plane, linearity of the optical response, etc. From physical point of 
view, the main feature of the methods, presented in this book are characterized by the use of 
optical parameters of different substances as something given by other physical optics 
theories and the experiment as an ultimate judge.  
 The necessity to use more than a single rigorous method comes from practice: 
different optogeometrical structures made of different materials and working in different 
spectral regions require a variety of methods, because each one is more effective in some 
cases, and less effective (or failing completely) in others. In addition, each approach is a 
subject of constant research and development. Grating modeling, grating manufacturing and 
grating use go hand in hand, and practice provides strong stimuli for the theory development. 
Vice versa, recent grating technologies and application cannot advance without proper 
theoretical and numerical support.  
When I started my grating studies, the method of coordinate transformations that uses 
eigenvector technique to integrate the Maxwell equations (sometimes known as the C-
method) has just been formulated. It worked perfectly for holographic grating whatever the 
polarization and the grating material, but failed completely for grooves with steep facets. It 
took more than 15 years to refine its formulation, so that now it can deal with echelles and 
pyramidal bumps (in the case of two-dimensional periodicity) with slopes up to 87 deg 
steepness. However, the method is not at all adapted to lamellar gratings. On the other hand, 
the Fourier modal method (also known as Rigorous coupled-wave approach, RCW) is perfect 
for such profiles, but its use in the case of arbitrary grating profiles (e.g., sinusoidal or 
triangular profiles) in case of metallic grating material causes problems when using a staircase 
approximation of the profile. The differential method does not use this approximation and 
could deal with arbitrary profiles, but it took more than 20 years to make it working with 
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metallic gratings in TM (p, or S) polarization. And quite ironically, the improvement came 
from advances in the competing RCW approach. 
These methods are relatively easy for programing nowadays, after solving the 
numerical problems due to growing exponentials and factorization rules of the product of 
permittivity and electric field, however there are still some persisting problems for highly 
conduction metals. In addition, neither the differential, nor the Fourier modal methods can 
deal with infinitely conducting gratings. 
 Several methods are quite flexible concerning the geometry of the diffracting objects 
and the grating material. For example, the integral method can treat inverted profiles, rod 
gratings with arbitrary cross section, finitely or infinitely conducting materials in any 
polarization, but its programming require deep mathematical understanding of the 
singularities and integrability of the Green’s functions. Other two flexible methods are quite 
famous and widely used, even in the form of commercially available codes. These are the 
finite-element method, and the finite-difference time domain method. The flexibility with 
respect to the geometrical structure, optical index inhomogeneity and anisotropy, etc. has to 
be paid by the necessity of sophisticated meshing algorithms and very large sparse matrix 
manipulations. 
 These few examples represent only the top of the iceberg, and are invoked to illustrate 
the basic idea that the best method has not been invented, yet. Probably never. 
 We have tried to gather a team of specialists in rigorous theories of gratings in order to 
cover as large variety of methods and applications as practically possible. The last such effort 
dates quite long ago, and it has resulted in the famous Electromagnetic Theory of Gratings 
(ed. R. Petit, Springer, 1980), a book that has long served the community of researchers and 
optical engineers, but that is now out of press and requires a lot of update and upgrade, 
something that we hope to achieve, at least partially with this new book. 
 Our choice of electronic publishing is determined by the desire to ensure larger free 
access that is not easily available through printed editions. I want to thank all the contributors 
to this Edition. Special thanks are due to my colleagues Fréderic Forestier and Boris Gralak 
for the technical efforts to make the electronic publishing possible. 
 
Marseille, France                 Evgeny Popov 
December 2012 
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Periodic systems play an important role in science and technology. Moreover, desire for order 
in Nature and human society has accompanied development of philosophy. Simple periodical 
oscillation is referenced as ‘harmonic’ in mechanics, optics, music, etc., the name deriving 
from the Greek ἁρμονία (harmonía), meaning "joint, agreement, concord” [1.1]. It is not our 
purpose here to study harmony in general, nor harmony in physics. We are aiming to much 
more modest target: rigorous methods of modeling light propagation and diffraction by 
periodic media.   
The methods presented in the book have already shown their validity and use from x-ray 
domain to MW region, for nonmagnetic and magnetic materials, metals and dielectrics, linear 
and nonlinear optical effects. The existing variety of these methods is due not only to 
historical reasons, but mainly to the absence of The Method, a universal approach that could 
solve all diffraction problems. Some of the approaches cover greater domain of problems, but 
more specialized ones are generally more efficient. The other reason of the great number of 
methods is the complexity and variety of their objects and applications. 
1.1. Diffraction property of periodic media 
The most important property of diffraction grating to create diffraction orders has been 
documented by Rittenhause for the first time in 1786 [1.2] due to the observation made by 
Francis Hopkinson through a silk handkerchief. The appearance of diffraction orders rather 
than the specularly reflected and transmitted beams was studied experimentally by Young in 
1803 [1.3] with his discovery of the sine rule. A detailed presentation of the analytic 
properties of gratings can be found in Chapter 2. 
Secondary-school pupils are supposed nowadays to know the Snell-Descartes law, 
which undergraduate students in universities are supposed to be able to demonstrate: single-
ray diffraction on a plane interface results in a single transmitted and single reflected rays. 
The critical advantage of periodic perturbation of the interface (variation of the refractive 
index or surface corrugation) changes the impulsion (wavevector surface component S,mk

) of 
the incident wave S,ik

 along the surface by adding or subtracting an integer number of grating 
impulses (grating vectors) K

: 
 S,m S,ik k mK= +
  
 (1.1) 
where 2 ˆK d
d
π
=

 and d is the grating period in a unit-vector direction dˆ . 
If the interface lies in the xy-plane and the periodicity is along the x-axis (Fig.1.1), and 
the incidence lies in a plane perpendicular to the grooves, the equation in reflection takes the 
form of the so-called grating equation: 
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 m isin sin m d
λ
θ = θ +  (1.2) 
where λ is the wavelength of light. 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.1. Lamellar grating working in in-plane regime in TM (transverse magnetic) 
polarization, together with the coordinate system, incident wavevector. 
 
The case of conical (off-plane) diffraction by a plane grating having one-dimensional 
periodicity can also be described by eq.(1.1), preserving the wavevector component parallel to 
the groove direction: 
 
y,m y,i
x,m x,i
2 2 2
z,m x,m y,i
k k
k k mK
k k k k
=
= +
= − −
 (1.3) 
 
where k is the wavenumber in the cladding. As a result, the diffracted beams lie on a cone, 
thus the name conical diffraction. 
Two-dimensional periodicity (having grating vectors 1K

and 2K

) imposed on the 
optogeometrical properties of the plane interface creates two sets of diffraction orders 
together with their spatial combinations, subjected to the same rule formulated just before 
eq.(1.1): 
 S,mn S,i 1 2k k mK nK= + +
   
 (1.4) 
 
Pure three-dimensional (3D) periodicity appears in crystallography and photonic 
crystals, if the substance is assumed to fill the entire space. The third-direction periodicity 
imposes additional condition to the wavenumber (said more precisely, to z,mk , which is 
already defined by the wave equation as given in the third equation of (1.3)), which leads to 
creation of discrete modes propagating in 3D periodic structures. This also leads to the 
appearance of propagating and forbidden zones structure. 
 
1.2.  Classical gratings in spectroscopy 
The most common application of diffraction gratings is due to the fact that outside of the 
specular order (m = 0), the diffraction order direction depends on the wavelength, as stated in 
eq.(1.2). The result is that the grating acts as a dispersive optical component, with several 
advantages when compared to the prisms: 
 
order 0 
c 
x 
z 
y 
  
h 
θi  
d 
order – 1  
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1. The grating can be a plane device, while the prism is a bulk one that requires larger 
volumes of optically pure glass (to add the difficulties of weight and temperature 
expansion constrains). 
2. Provided a suitable reflecting material, the grating can work in spectral regions, where 
there is no transparent ‘glass’ with sufficient dispersion. 
3. Grating dispersion can be varied, as it depends on the groove period, while prism 
dispersion depends on the material choice and groove angle, which gives quite limited 
choices. 
Since the first works of Young, followed by Fraunhofer’s quite serious attention to diffraction 
gratings use and properties [1.4], there is rarely more important device in spectroscopy 
achievements that lay the basis of modern physics. An interested reader can find some 
important aspects of their history, properties, and application in [1.5]. Despite the above-listed 
advantages compared to prisms, the diffraction gratings never have sufficient performance for 
their spectroscopy customers: 
 
1. There is no enough diffraction efficiency, defined as the ratio of the incident light 
diffracted in the order used by the application. 
This is probably the problem that has been mostly treated by rigorous grating methods, 
because they are the only ones to provide feasible results on the energy distribution, while the 
other characteristics (spectral resolution, scatter, dispersion, order overlap, etc.) can be 
obtained by simpler approaches.  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.2. Diffraction efficiency of aluminum-made sinusoidal grating with period d = 0.5 µm as a 
function of the wavelength. Littrow mount (–1st order diffracted in the direction of the incident 
beam) for the two fundamental polarizations (transverse electric TE and transverse magnetic TM).  
A typical spectral dependence of the diffraction efficiency (defined more precisely as 
the ratio between the energy flow in the corresponding order and the energy flow in the 
incident order in z-direction) of a surface-relief sinusoidal grating made of aluminum and 
working in the –1st Littrow mount1 is presented in Fig.1.2. As observed, the problems of 
spectral variation of efficiency adds to its polarization dependence. 
2. There is no enough resolution, defined as the ratio between the working wavelength  
and the smallest distinguishable (as usual, defined using the Rayleigh criterion) 
spectral interval: 
                                                 
1 Littrow mount means retrodiffusion, when the diffracted beams propagates in a direction opposite to the 
incident beam, i.e. sinθ-1 = -sinθi 
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 R λ=
∆λ
 (1.5) 
Classical diffraction theories show that the spectral resolution is proportional to the number of 
grooves illuminated by the incident beam, and inversely proportional to cos(θi), if we 
consider 1D periodicity in non-conical diffraction (speaking more precisely, the inverse 
proportionality implies to the sum of the cosines of the incident and the diffracted angles). 
The latter dependence gives advantages to grazing incidence for higher spectral resolution 
applications, namely astronomy.  
 
3. The efficiency depends on the polarization.  
Laser resonators usually use Brewster windows, so that the requirements are for high-efficient 
grating working in TM (transverse magnetic) polarization. However, spectroscopic 
applications do not like this at all. In astronomy, this property can be quite costly, because the 
loss of a half of the incident light intensity requires twice the exposer time. Low polarization 
dependent losses (PDL) are one of the most important criterions in optical communications, in 
general, and in grating applications for wavelength demultiplexing, in particular, necessary 
for multichannel optical connections. Fortunately, contrary to stellar spectroscopy, gratings 
used in optical communications work in only very small spectral interval, and are used in 
quite smaller sizes, so that there exist several solutions that provide high efficiency in 
unpolarized light over a limited spectral region. The idea is to shift the maxima in the spectral 
dependence of the two polarizations in Fig.1.2 in order to make them overlap at some required 
wavelength. One solution is to use a grating having two-dimensional (2D) periodicity, as 
shown further on in Fig.7.1. The period in the perpendicular direction is sufficiently small as 
not to introduce additional diffraction orders, and this additional corrugation can shift the 
position of the TE maximum to longer wavelengths [1.6].  
 
 
 
Fig.1.3. SEM picture of the profile of a grating etched in Si wafer and used for wavelength 
demutiplexing (after [1.7], with the publisher’s permission) 
Another more conventional solution is to use a classical grating with a 1D periodicity, 
but having a deformed profile in order to perform the same shift of the TE maximum [1.7, 8]. 
This can be achieved by introducing a flat region at the bottom of the grooves and 
“sharpening” the groove triangle, which needs a sharper apex angle. While this is quite 
difficult to be made with grating ruling or holographic recording, etching in crystalline silicon 
naturally produces grooves with 70.5° apex angle, as observed in Fig.1.3. A flat region on the 
top is made if the etching is not complete. When covered with gold, such grating can be used 
from the silicon side, which is transparent at wavelengths around 1.55 µm. Unpolarized 
Si 
Au 
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efficiency greater than 80% can be kept over the communication interval of 50-60 nm, as 
observed in Fig.1.4. 
 
 
Fig.1.4. Spectral dependence of efficiency in -1st order for the grating shown in Fig.1.3 
(after  [1.7] , with the publisher’s permission). 
 
4. There is an overlap of diffraction orders. 
As stated by the grating equation, if the period is chosen to provide diffraction orders inside a 
large spectral interval, the second diffracted order has the same direction of propagation as the 
first one for wavelength of light twice shorter. This problem is avoided in many spectroscopic 
devices by three different methods: additional spectral filtering of undesired orders; 
interchange of grating having different spatial frequency (period); adding cross-dispersion 
grating for echelle applications. 
In addition, there is a contradiction between some requirements as, for example, free 
spectral range (spectrum covered by the grating), dispersion and overlap of orders. In some 
cases, the only compromise is to use interchangeable gratings in order to cover larger spectral 
range without order overlap and maintaining higher dispersion. Some spectrographs are 
designed having multiple channels with splitting of the incident beam between them, however  
reducing the illumination power in each channel.  
 
1.3.  Echelle gratings in astronomy 
In astronomy, measurements of very low signals coming from far cosmic objects require large 
periods of time, so that the loss of energy due to low efficiency or/and strong polarization 
dependence leads to a further growth of costs. When efficiency constraints are added to the 
independence of the polarization, the only known solution is the echelle grating (high groove-
angle triangular groove profile used in grazing incidence, Fig.1.5) that has the advantages of 
almost equal and high efficiency in both fundamental polarizations [1.9].  
 
 
 
 
 
 
 
 
 
Fig.1.5. Schematical presentation of echelle grating. 
metal 
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The high efficiency in unpolarized light is obtained when the diffraction is made as if 
light is reflected by the working facet in its normal direction. Of course, it is necessary that 
the reflections at consecutive facets are in phase. The problem is that the efficiency varies 
rapidly with the wavelength, and the maxima switch between consecutive orders (Fig.1.6). 
The separation of orders is usually made using another shorter-period grating with grooves 
perpendicular to the echelle (called cross-dispersion), so that the different orders are separated 
in direction perpendicular to the echelle dispersion direction. 
 
                  
Fig.1.6. Diffraction efficiency of an echelle made of aluminum with 31.6 grooves/mm and 
64° groove angle of the working facet. Incident angle is equal to 64°. The numbers of the 
diffraction orders are indicated in the figure. 
 
Echelle gratings are also used in transmission, glued to the hypotenuse face of a prism 
that has a role to deviate back the beam diffracted by the grating, so that the principal 
diffracted order of the device propagates almost in the same direction as the incident beam for 
a chosen central wavelength. The device is known as a Carpenter prism or GRISM and gives 
the possibility to convert an imaging device (camera) into a long slit spectrograph [1.10], 
commonly used in airborne or space borne scientific missions. 
UV excimer lasers used in photolithography at 193.3 nm wavelength can be equipped 
with an echelle grating for narrowing the spectral line. While in lasers working in the visible 
and IR, the resonators are equipped with diffraction gratings with symmetrical grooves 
working in –1st order than easily can be made holographically or lithographically, a grating 
working in the lowest order at 193.3 nm must have more than 9 000 gr/mm, very difficult for 
fabrication and impossible for replication. Echelles take longer to be made and are more 
expensive as they require mechanical ruling engines with temperature control and clean 
environment, but have large periods and can be replicated from the ruled masters and 
submasters to become available at acceptable prices. 
 
1.4.  Gratings as optical filters  
Spectroscopic applications of gratings use one or more diffraction orders that differ from the 
specular reflected and transmitted ones, because of the required spectral dependence. There 
exist, however, several applications that use the zero order(s), even with corrugation of the 
12
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surface or modulation of the refractive index in the grating region. These are devices having 
refractive or reflection properties in the zeroth order that are modified by the grating surface.  
 
1.4.1. Zero-order diffraction (ZOD) imaging 
One of the applications uses the diffraction in higher orders to change the spectral dependency 
in the zero order, as light that is diffracted in the higher order(s) is absent in the zero order. 
The structure known as zero-order diffraction (ZOD) microimage [1.11] represents a 
transmission grating (usually with a rectangular or triangular groove form that can be 
replicated by relief printing in plastic sheet. Appropriately choosing the groove depth, one 
obtains broad-band color filters in transmission by using non-absorbing materials without 
colorants that can bleach. 
Another type of gratings have periods, smaller than the wavelength in the substrate and 
the cladding, chosen to avoid the propagation of other that the zero orders. Such structures are 
known as subwavelength gratings, and they play important role in integrated optical devices 
and recently in plasmonics to transfer energy from one to another guided mode in dielectric or 
metallic waveguides, or to change the mode direction, or to focus guided light (see Section 
1.5). 
 
1.4.2. Surface/guided mode excitation 
A subwavelength grating can serve to couple the incident light to surface or cavity resonances 
that can exist in the grating structure. The absence of higher orders means only that they are 
evanescent rather than propagating in the cladding or in the substrate. The horizontal 
component of their propagation constant (say, kx) is larger than the wavenumber in the 
surrounding media, and thus it can excite a surface or waveguide mode that is subjected to the 
same requirement in order to stay confined to the surface. The grating action is the same as in 
the coupling between the incident wave and one of the diffraction orders, only that now x, 1k −  
is equal to the real part of the mode propagation constant kg: 
 
 g x,iRe(k ) k K= −  (1.6) 
 
To fail to see the quite small difference between kg and k0 in the case of surface 
plasmons on highly conducting metal surfaces is one of the rare failures of Lord Rayleigh 
[1.12] when trying to explain Wood’s anomalies [1.13]. The case when x,m 0k k=  represents 
a transition of the m-th diffracted order between a propagating and an evanescent type, as 
follows from eq.(1.3). This transition leads to a redistribution of energy between the 
propagating orders, observed in efficiency behavior as a phenomenon called cut-off anomaly.  
Lord Rayleigh attributed Wood’s anomalies to the cut-off of higher orders, whereas the 
true explanation is that Wood anomaly is due to surface plasmon excitation. It is easy to judge 
nowadays, but the difference in the spectral and angular positions of the cut-off and surface 
plasmon anomaly sometimes is smaller than the experimental error, or more important, the 
error in the knowledge of the grating period. The resonant nature of the surface-plasmon 
anomaly has much more pronounced features than the cut-off anomaly, a fact first noticed by 
Fano [1.14] and further developed by Hessel and Oliner [1.15]. The form of the so-called 
Fano-type anomaly can easily be derived from the interference with a non-resonant 
contribution (for example, non-resonant reflection by the grating layer) and a resonant effect 
(for example, excitation by the incident wave of a surface mode that is diffracted back into the 
direction of the non-resonant wave), as sketched in Fig.1.7.  
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Fig.1.7. Process of interference between the non-resonant and the resonant reflections 
(second term in eq.(1.7)) that is created due to the excitation of the surface or guided wave 
through the –1st grating order, and then radiated into the cladding through the +1st 
diffraction order.  
Here, by mode, we mean a surface or guided wave that represents an eigen (proper) 
solution of the homogeneous diffraction problem (assuming non-zero diffracted field without 
incident wave). The latter effect is commonly described in physics as having a Lorentzian 
character (e.g. electric circuit dipole oscillator). For example, the wavelength dependence of 
the total reflectivity r will be the sum of the non-resonant and the resonant Lorentzian 
contributions: 
 res.n.res. p
x,i x
cr r
k k
= +
−
 (1.7) 
 
where the coefficients rn.res. and cres. are slowly varying functions of the incident wave 
parameters. The pole pxk  of the resonant term is equal to the surface/guided wave propagation 
constant. The Fano-type equation is obtained by taking the common denominator in eq.(1.7): 
 
z
x,i x
n.res. p
x,i x
k k
r r
k k
−
=
−
 (1.8) 
with z px x res. n.res.k k c r= −  representing a zero of the reflectivity. The formula implies that for 
each resonance, there exist an associated zero, that is expressed as a minimum of the anomaly. 
In reality, the pole has always non-zero imaginary part due to the interaction between the 
incident and the surface/guided wave. The zero takes, in general, complex values, but there 
are several important practically cases when the zero could become (and remains) real, i.e., 
the reflectivity can become zero. The imaginary part of the pole determines the quality factor 
(width) of the resonant maximum.  
The same reasoning applies in transmission (and in any other existing propagating 
order), with the same pole (same resonance), but different zeros. Depending on the imaginary 
parts of the pole and the zero, sometimes the resonant anomaly can show itself as a Lorentzian 
maximum, sometimes as a pure minimum on otherwise highly-reflecting background, 
sometimes both maximum and minimum can manifest themselves. The important cases when 
the zeros are almost real are used in surface plasmon absorption detectors and in resonant 
dielectric grating filters (see the next two subsections). 
 
1.4.3. Surface plasmon absorption detector 
Wood anomaly can sometimes lead to a total absorption of light by shallow metallic gratings 
with groove depth that does not exceed 10% of the wavelength. This phenomenon was called 
Brewster effect in metallic gratings [1.16] and has found an important application in chemical 
rn.res. rres. 
kx
p
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and biochemical surface-plasmon grating detectors [1.17]. The effect of total light absorption 
appears in a narrow spectral and angular interval (Fig.1.8).  
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Fig.1.8. Reflectivity of an optical surface plasmon detector as a function of the incident angle. 
Wavelength equals 850 nm, TM polarization. Cladding is glass, the substrate index for the two 
curves is indicated in the figure, and the grating layer is made of silver with thickness of 40 nm. 
The grating profile function contains two Fourier harmonics: ( ) ( )35sin 2 x / d 59sin 4 x / d / 2π + π + π  
with the depths given in nanometers (after [1.18], with the permission of the publisher). 
The position of the anomaly depends on the propagation constant of the plasmon 
surface wave that is quite sensible to the variation of the refractive index of the surrounding 
dielectric, thus the determination of the position of the anomaly brings information about the 
composition of the surrounding medium, i.e., serves as an optical detector (Fig.1.8). 
Introduction of the second Fourier component of the profile function increases the direct 
interaction between the plasmon surface waves propagating in opposite directions (the grating 
vector of the second harmonic is twice longer that of the first one), interaction that increases 
the sensitivity of the device. 
 
1.4.4. Resonant dielectric filters 
There is a particular case when the maximum in the reflectivity due to the resonant waveguide 
mode excitation stays theoretically at 100% on a low-reflective non-resonant background 
value. This is the case of corrugated dielectric waveguides having symmetrical grooves. If, in 
addition, the substrate is identical to the cladding, the zero in reflection remains real whatever 
the other parameters, i.e. a 100% maximum is accompanied by a 0 value minimum in the 
reflectivity (Fig.1.9). This peculiarity was accidentally found in 1983 [1.19, 20] followed by a 
theoretical explication in 1984 [1.21]. The effect has been independently rediscovered in 1989 
by Magnusson [1.22], who has done a lot for its analysis, and quite important practically, for 
its extension in transmission [1.23]. The advantage of the device is that the quality factor 
increases with the decrease of the groove depth, i.e. very narrow-line spectral filters can be 
obtained using shallow gratings, at least theoretically. However, as usual, the advantage is 
paid back somewhere, namely in the tight angular tolerances: when eq.(1.6) results in high 
spectral sensibility, it also is responsible for strong angular sensibility. Sentenac and 
Fehrembach [1.24] proposed to introduce a direct coupling between the waveguide modes 
propagating in the opposite direction (as was done in Fig.1.8), but this time aiming to a 
significant reduction of the angular sensibility of the effect. 
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Fig.1.9. Reflection by a corrugated dielectric waveguide. Symmetrical triangular profile with 
groove angle equal to 10°. Substrate and cladding have optical index equal to1, the layer has 
index 2.3 and its thickness is equal to 69 nm. Incident angle is equal to 26.7°. Excitation of TE 
waveguide mode leads to a narrow spectral anomaly.  
The idea, was based on the flattening of the angular dependence of the guided wave 
propagation constant on the boundaries of the forbidden gaps, created by the direct mode 
coupling due to the structure periodicity, one of the basic properties of photonic (and 
electronic) crystals. 
 
1.4.5. Enhanced transmission through hole arrays in metallic screens 
In 1998 Ebbesen et al. [1.25] reported an interesting effect on metallic screen perforated with 
circular holes (Fig.1.10a). They were surprised to observe peaks with relatively strong 
transmission in the spectral dependence (Fig.1.11).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a)                                                                                    (b) 
 
Fig.1.10. (a) Schematical representation and notations of a two-dimensional hole array perforated 
in a metallic screen deposited on a glass substrate and illuminated from above with linearly 
polarized incident wave. (b) Surface-plasmon assisted energy flow inside the aperture close to the 
resonance. 
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Fig.1.11. Spectral dependence of the transmission of the structure presented in Fig.1.10a, with d = 
0.9 µm, t = 0.2 µm, and hole diameter of 0.2 µm (after [1.25], with the publisher’s permission). 
These peaks were identified as resulting from surface plasmon excitation on the upper, 
or the lower surface. Many theoretical and experimental works appeared as a result of this 
discovery, which revived the interest to surface plasmons and grating structure, leading to a 
new name of the plasmon studies called now plasmonics. 
It seems nowadays that the explanation of the enhanced transmission observed in 
Fig.1.11 lies in the common action of two phenomena [1.26]. The first one is the surface 
plasmon excitation that enhances the electromagnetic field intensity near the entrance 
apertures, as represented schematically in Fig.1.10b. The second phenomenon is the tunneling 
of the mode in the vertical hollow waveguides inside the holes. Although for small holes even 
the lowest mode is evanescent (contrary to 1D lamellar gratings, where TEM mode exists 
without cut-off), it gives the possibility of energy transfer from the upper to the lower 
interface, much more efficiently than the tunneling through the non-perforated screen [1.27]. 
One unexpected consequence of the observation of Ebbesen et al. came in fluorescence 
single-molecule microscopy and in the biomembrane studies. Both require small measuring 
volumes in order to study only a very small number of molecules or a small portion of the 
membrane surface. However, small measuring volumes mean week signals. Here comes the 
role of the surface plasmon enhanced field and evanescent mode inside the aperture. When the 
mode is close to its cut-off, the real part of its propagation constant along the axis of the hole 
tends to zero, which leads to a compression of the electromagnetic field at the entrance 
aperture, increasing even more the field density and thus the measured signal. In addition, as 
the field is evanescent inside the hole, the effective measuring volume does not extend to the 
entire hole depth (see Fig.1.12). The small cross-section of the holes reduces further on the 
measuring volume to much smaller values than permitted by the diffraction limit, in several 
cases volumes of the order of several attolitres have been reported. 
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Fig.1.12. Schematic presentation of (a) single-molecule fluorescence backside microscopy field 
density, and (b) tiny-portion cell membrane microscopy inside a metallic aperture (after [1.28] 
with the publisher’s permission). 
 
1.4.6. Non-resonant filters 
Resonant filtering has its advantages, when narrow spectral bands are aimed, but in some 
important applications it is necessary to have wider bands, accompanied by angular and 
polarization invariance with respect to the incident wave. Such are the requirements for color 
filters used to separate the RGB colors on each pixel of the CCD cameras. A promising 
example [1.29] contains a small subwavelength grating consisting of circular metallic bumps 
with different diameters and heighst (Fig.1.13a) that can filter light in different spectral 
regions, depending on their geometrical parameters, (Fig.1.13b). 
 
 
 
 
 
 
 
(a)                                                                            (b) 
Fig.1.13. (a) Nanostucture consisting of coaxial metallic cylinders, with a subwavelength period 
equal to 300 nm, external diameter 260 nm, and internal diameter 160 nm. (b) Transmission 
spectrum of the structure for different metals and cylinder heights, as shown in the inset (after 
[1.29] with the publisher’s permission). 
 
1.4.7. Flying natural gratings: butterflies, cicadas  
The observation of Hopkinson (see Sec.1.1) of the diffraction on a handkerchief is far the less 
exotic grating that exists. As always, Nature had all the time to surpass humanity. A striking 
realization has been developed during the million-year long evolution of butterfly wings that 
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have so attractive coloring. The so called Morpho rhetenor butterflies have a non-pigment 
metallic blue color (Fig.1.14) that long has been attributed to multilayer reflection. However, 
Vukusic et al. [1.30] had the idea (and funds) to use an electron microscope to observe deeper 
in detail the structure of the scales, as reported in Fig.1.15a, a typical 3D structure that 
resembles a photonic crystal. The modeling with a 2D grating with a structure given in 
Fig.1.15b confirms the blue-spectrum reflection of the scales (Fig.1.16). 
 
 
 
 
Fig.1.14. Entire view (to the left) and magnification of the scales (to the right) of a Morpho 
rhetenor butterfly (after [1.30] with the publisher’s permission). 
 
 
      y
z
x
b
 
 
Fig.1.15. (a) Transmission electron microscope image showing the cross-section through a single 
Morpho rhetenor scale (after [1.30] with the publisher’s permission). (b) Modeled structure; the 
two red lines define a grating layer, the optical index  of white regions is 1 (after [1.31] with the 
publisher’s permission). 
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Fig.1.16. Spectral dependence of the reflection of the butterfly scale (after [1.31], with the 
publisher’s permission). 
Another “application” is used by the cicadas (quite common in the southern Europe, see 
Fig.1.17a) to camouflage themselves on the tree branches. Their wings are covered with an 
anti-reflection nanostructure, first observed by Xie et al. [1.32] and shown in Fig.1.17b. 
Anyone that has entered the microwave measuring rooms can identify the cones on the walls 
that are about 1 million times larger, as scaled to the wavelength.    
 
 
 
 
(a)                                                                                  (b) 
Fig.1.17. (a) A photo of a cicada, and (b) the nanostructure pattern on its wings (after [1.32] with 
the publisher’s permission). 
 
1.5.  Gratings in Integrated optics and plasmonic devices  
Gratings are used in integrated optical devices to deviate the direction of propagation of 
waveguide modes and surface waves, for their focusing inside or outside the guide, or for 
energy transfer between different modes. Let us consider the case with one-dimensional 
periodicity. The grating equation can be applied not only to free-space waves, but to the 
waveguides modes. If the period is suitably chosen, it is possible to couple one mode to 
another: 
 
 g,1 g,2Re(k ) Re(k ) K= −  (1.9) 
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where g,1k  and  g,2k  are the propagation constants of the modes.  
 
 
 
 
 
Fig.1.18. Upper part: schematical presentation of Bragg relief type lamellar grating deposited on 
a waveguide (dielectric or plasmonic) with two propagating modes. Lower part: energy carried by 
each mode.  
 
It is possible to couple the mode propagating in a given direction to the same but contra-
propagative mode. This is the case of the so-called Bragg gratings that act as a distributed 
mirror forming a forbidden zone for the mode propagation, in which the mode field decreases 
exponentially without being radiated in the cladding and in the substrate. The result is that it is 
rejected back into a contra-propagative direction (Fig.1.18). Due to the limit size of the 
grating region, a small part of the incident mode 1 is transmitted to the right, thus the reflected 
mode 2 carries smaller amount of energy. The grating grooves can be made curvilinear in 
order to focus the mode. The same effect can be obtained by replacing the 1D structure by 2D 
periodicity having also a period in the transversal y-direction (see Section 1.8).  
 
1.6.  Beam-splitting applications 
The fact that the periodicity creates diffraction orders can be used to create multiple beams 
from a single laser beam. The most-commonly used device is symmetrical groove 
transmission gratings used as beam splitters for optical disk readers, where the wavelength of 
the laser source is constant. As a rule, the zero order beam reads the track and the two first 
order beams read adjacent tracks to keep the head both centered and focused. By controlling 
the groove depth, the ratio of zero to first orders transmission can be varied over a factor of 
10, and a high degree of symmetry is inherent. 
A special type of transmission grating can be used to generate an entire family of orders 
with a groove shape designed to make their intensities as equal as possible. This gives us 
multiple beam splitters, which may have 5 or even 20 orders on both sides of zero. A top view 
of such gratings under working conditions (with a laser input) gives rise to the term of “fan-
out gratings”. Applications are found in scanning reference planes for construction use, 
optical computing, and others [1.5, 33]. Such gratings tend to have large groove spacings (10 
to 100 µm) and low depth modulations. The difficulty in making such gratings lies in 
achieving a groove shape that leads to a sufficient degree of efficiency uniformity among 
orders, especially if they are to function over a finite wavelength range. Two obvious 
candidates are cylindrical sections or an approximation of this shape in the form of a wide 
angle V with several segments of different angles. The choice may vary with the availability 
of the corresponding diamond tools. They have also been made by holographic methods, 
which are able to produce the parabolic groove form that gives the best energy uniformity 
mode  
amplitude 
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between the diffracted orders [1.34, 35]. Applications of fan-out gratings are found in 
scanning reference planes for construction use, in biophysics for simultaneous treatment of 
great number of samples, etc. 
By combining two such grating at right angles to each other, an accurately defined 2D 
array of laser beams is generated to be used for calibrating the image field distortion of large 
precision lenses, in robotic vision systems, or in parallel optical computing. Instead of using 
two 1D periodical grating, it is possible to use a single large-period 2D crossed grating with 
specially optimized pattern inside each period [1.36]. 
 
1.7.  Subwavelength gratings for photovoltaic applications 
As explained in Sec.1.4, resonant excitation in metallic gratings can lead to a total absorption 
of incident light, effect necessary for the efficient work of photovoltaic devices. The problem 
with surface plasmon excitation and the accompanying light absorption is that its wave is not 
localized, thus it is characterized by a well-determined value of propagation constant along 
the surface, because non-local effects in the real space are localized in the inverse space. This 
is why the surface plasmon anomalies have very narrow angular and spectral width, an 
advantage in detector construction, but failing in photovoltaics. Evidently, effects that are less 
localized in the inverse space will be more localized in the real space. This leads us to cavity 
resonances, volume plasmonic excitation, and surface plasmons that propagate in the vertical 
direction but are localized in x-y direction. Cavity resonances in deep grooves or in closed 
cavities, like embedded dielectric spheres or cylinders inside a metallic sheet can absorb light 
within relatively large angular region (20-30 deg) [1.37-40].  
 
 
 
 
 
 
 
 
 
 
 
Fig.1.19. Crossed metallic diffraction grating 
Fig.1.20. Real and imaginary part of the 
effective refractive index of the structure of 
Fig.1.19 as a function of the filling ratio 
when the period is much shorter than the 
wavelength λ = 457 nm. 
 
However, the problem of cavity resonances is that they are strongly wavelength-
sensitive. An alternative approach consists of using metamaterial behavior of small-feature 
structures. By mixing metallic and dielectric materials one can, in general, obtain strongly 
absorbing alloys with effective refractive index that does not exist for known materials. In 
addition, the equivalent metamaterial layer has a uniaxial anisotropy with axis perpendicular 
to the grating plane. Thus inside the xOy plane it has isotropic properties and its response is 
polarizationally independent, at least close to normal incidence.  
For example, a crossed channel grating as presented in Fig.1.19 and made of silver 
bumps on a silver substrate. It can strongly absorb the incident light in much larger spectral 
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domain when compared with the surface plasmon excitation effects. As can be observed in 
Fig.1.20, close to a filling ratio (f = c2/d2) equal to 0.7, both the real and the imaginary part of 
the effective refractive index for small-period structure grow significantly to values that no 
existing material has in this spectral domain. This increases the effective optical thickness of 
the system, together with its absorption, so that a very thin grating (h < 10 nm) can totally 
absorbed incident light [1.41]. Because of the 2D periodicity of the structure, it becomes 
polarization insensible. Moreover, this effect has no resonant nature and is extended angularly 
to almost the entire set of angles of incidence, as seen in Fig.1.21. In addition, the spectral 
domain of absorption stronger than 75% extends to a more than 100 nm interval [1.42].  
           
 
Fig.1.21. Reflectivity of the crossed graing in Fig.1.19 as a function 
of the wavelength and of the sine of the incident angle. Period d = 3 
nm, system thickness h = 6.2 nm, filling factor = 0.7, i.e. c/d = 
0.837. 
However, the use of such structures for practical 
applications requires not only a larger spectrum of strong 
absorption, but also needs that the absorbed light is not 
immediately transformed into heat and that it is kept inside the 
photovoltaic layer that transforms light into electricity. The 
simple structure represented in Fig.1.19 is not sufficient to 
efficiently fulfill these purposes. It has to be complicated by a 
structuring in the depth of the device (Fig.1.22). Light is incident 
from the top of the device. Its entering part (in blue) is designed 
to act as an antireflector, and absorbs most of the blue part of the 
spectrum. The green part is absorbed in the middle of the rods, 
while the back-side part (in red) absorbs the longer wavelengths, 
and serves as a reflector to prevent the unabsorbed part to be lost 
in the substrate [1.43]. 
 
 
 
Fig.1.22. Grating rods as optimal photovoltaic absorber  (after [1.43], with the publisher’s permission) 
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1.8.  Photonic crystals 
Periodic structures in optics can serve for the photons in the same manner as semiconductor 
crystals for electrons. This common feature led in the ‘90s to call such structures photonic 
crystals. As discovered by Yablonovich [1.44, 45], they present band-gaps that forbid 
propagation and thus guaranteeing 100% reflection inside the band. While this property is 
widely known and largely used in multilayer dielectric mirrors (Fig.1.23a), the band gap of 
1D photonic crystals is limited in relatively smaller angular interval. Some other structures 
that have 2D periodicity combined with a nanostructuring in the third dimensions can be 
found in Figs.1.15, 17, and 22. 
 
 
 
 
 
 
 
 
 
                                          (a)                                                      (b) 
 
 
 
 
 
 
 
 
 
                                          (c)                                                      (d) 
Fig.1.23. Schematic representation of (a) one-, (b) two- and (c, d) three-dimensional photonic 
crystals. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.24. Forbidden bands for the photonic crystalmade of circular cylinders  with d = 1.414 µm, r 
= 0.35 µm (after [1.46] with the publisher’s permission). 
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A typical band-gap structure of a 2D photonic crystal presented in Fig.1.23b, but its 
surface cut at an angle of 45° with respect to the vertical direction, is given in Fig.1.24 for a 
system having period d = 1.414 µm in both directions, and consists of circular cylindrical rods 
with radius equal to 0.35 µm and optical index of 2.9833 in air as a matrix. The figure 
presents the values of the smallest imaginary part of kz. As can be seen, a forbidden gap in 
both TE and TM polarization exists for [1.97,2.33 m]λ ∈ µ  [1.46, 47]. Inside the band gap 
electromagnetic field intensity diminishes exponentially and the entire incident light is 
reflected back. However, the choice of the ratio of the wavelength and the period allows for 
the propagation of the -1st order in reflection. This gives the possibility to guide the entire 
incident light into this order, thus perfect blazing in the -1st diffracted order can be obtained in 
both polarizations, a property that is strongly desirable in many applications. And indeed, 
Fig.1.25 presents the diffraction efficiency of the system having cylinders with radii of 350 
nm (a) and 150 nm (b). A well-defined spectral region with almost 100% efficiency in 
unpolarized light can be observed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                            (a)                                                                                      (b) 
Fig.1.25. Diffraction efficiency in order -1 as a function of the wavelength lying inside the band 
gap. (a) r = 350 nm, (b) r = 150 nm (after [1.46] with the publisher’s permission). 
The property of totally reflecting the incident light whatever the direction, can be of 
great importance for light guiding and manipulation. Light confinement and guiding in a 
single dimension is ensured by using planar waveguides. Channel waveguides and optical 
fibers confine light in two dimensions, but they suffer from two important limitations: 
dispersion and bending losses. High bending angles damage the guiding properties and lead to 
radiation losses. A waveguide constructed with photonic crystal walls can ensure bending, 
Fig.1.26, without losses even at 90°, as predicted numerically [1.48]. 
It is impossible even only to list here the potential applications of photonic crystal 
devices, as for example negative refraction, perfect lenses construction, photonic crystal 
fibers, nonlinear optical applications. The main problem that persists is purely technological: 
while it is relatively easy to fabricate 3D periodically structures working in the microwave 
and far-IR domain, scaling down to the visible and the near-IR presents a lot of challenges to 
optical industry. Fortunately, the process of fiber manufacturing enables literally such 
mechanical scaling of the dimension, transferring the initial large-diameter preform into a thin 
fiber by pulling it. If the preform is carefully drilled with macroscopic holes, they are 
preserved in the final fibers, but scaled to nanodimensions. 
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In the resulting photonic crystal fiber (Fig.1.27), light is preserved in the central hollow 
guide by repulsion from the surrounding structure that presents a forbidden gap for the 
working wavelength. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.26. Light guiding in a cavity formed by photonic crystal walls consisting of cylindrical 
objects 
 
  
 
 
 
 
 
 
 
 
 
Fig.1.27. Schematic representation of a portion of an optical fiber – photonic crystal hybrid 
structure. Small cylindrical holes run along the fiber length. A central hole (shown with a dashed 
line inside the fiber) serves as an energy propagator, which ensured low dispersion, low 
absorption losses and high damage threshold 
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2.1 Introduction
Since the 80’s, specialists of gratings can rely on very powerful grating softwares [1-6]. These
softwares are able to compute grating efficiencies for almost any kind of grating in any domain
of wavelength, even though the progress of grating technologies needs endless extensions of
grating theories to new kinds of structures. These softwares are based on elementary laws of
Electromagnetics. Using mathematics, these laws lead to boundary value problems which can
be solved on computers using adequate algorithms.
However, a grating user should not ignore some general properties of gratings which
can derived directly from the boundary value problem without any use of computer. These
analytic properties are valuable at least for two reasons. First, they strongly contribute to a
better understanding of an instrument which puzzled and fascinated many specialists of Optics
since the beginning of the 20th century. Secondly, they allow a theoretician to check the validity
of a new theory or its numerical implementation, although one must be very cautious: a theory
can fail while its results satisfy some analytic rules. Specially, this surprising remark apply to
properties like energy balance or reciprocity theorem.
The first part of this chapter is devoted to the use of the elementary laws of Electromag-
netics for stating the boundary value problems of gratings in various cases of materials and
polarizations. Then, we deduce from the boundary value problems the most important analytic
properties of gratings.
2.2 From the laws of Electromagnetics to the boundary-value problems
2.2.1 Presentation of the grating problem
Figure 2.1 represents a diffraction grating. Its periodic profile P of period d along the x axis
separates air (region R0) from a grating material (region R1) which is generally a metal or a
dielectric. The y axis is the axis of invariance of the structure and the z axis is perpendicular to
the average profile plane. We denote by zM the ordinate of the top ofP , its bottom being located
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Figure 2.1: Notations.
on the xy plane by hypothesis. We suppose that the incident light can be described by a sum
of monochromatic radiations of different frequencies. Each of these can in turn be described
in a time-harmonic regime, which allows us to use the complex notation (with an exp(−iωt)
time-dependence). In this chapter, we assume that the wave-vector of each monochromatic
radiation lies in the cross-section of the grating (xz plane). In the following, we deal with a
single monochromatic radiation.
The electromagnetic properties of the grating material (assumed to be non-magnetic) are
represented by its complex refractive index ν which depends on the wavelength λ = 2pic/ω
in vacuum (c = 1/
√ε0µ0 being the speed of light, with ε0 and µ0 the permittivity and the per-
meability of vacuum). This complex index respectively includes the conductivity (for metals)
and/or the losses (for lossy dielectrics). It becomes a real number for lossless dielectrics.
In the air region, the grating is illuminated by an incident plane wave. The incident electric
field
−→
E i is given by :
−→
E i =
−→
P exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, (2.1)
with θ being the angle of incidence, from the z axis to the incident direction, measured in the
counterclockwise sense, and k0 being the wavenumber in the air (k0 = 2pi/λ , we take an index
equal to unity for air). The wave-vector of the incident wave is given by:
−→
ki0 =
 k0 sin(θ)0
−k0 cos(θ)
 . (2.2)
The physical problem is to find the total electric and magnetic fields
−→
E and
−→
H at any point of
space.
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2.2.2 Maxwell’s equations
First, let us notice that the physical problem remains unchanged after translations of the grating
or of the incident wave along the y axis since they do not depend on y. Therefore, if
−→
E (x,y,z)
and
−→
H (x,y,z) are the total fields for a given grating and a given incident wave,
−→
E (x,y+ y0,z)
and
−→
H (x,y+ y0,z) will be solutions too, regardless of the value of y0. Assuming, from the
physical intuition, that the solution of the grating problem is unique, we deduce that
−→
E and
−→
H
are independent of y.
In order to state the mathematical problem, we use the harmonic Maxwell equations in
R0:
∇×−→E = iωµ0−→H , (2.3)
∇×−→H =−iωε−→E , (2.4)
with:
ε =
{
ε0 in R0,
ε1 = ε0ν2 in R1.
(2.5)
In the following, equations (2.3) and (2.4) will be called first and second Maxwell equations
respectively. We note that Maxwell’s equations ∇.−→E = 0 and ∇.−→H = 0 are the straightforward
consequences of the first and second Maxwell equations (it suffices to take the divergence of
both members).
We introduce the diffracted fields
−→
Ed and
−→
Hd defined by:
−→
Ed =
{ −→
E −−→E i in R0,−→
E in R1,
(2.6)
−→
Hd =
{ −→
H −−→H i in R0,−→
H in R1.
(2.7)
The interest of the notion of diffracted field is that it satisfies the so-called radiation condition
(or Sommerfeld condition, or outgoing wave condition), in contrast with the total field which
does not satisfy this condition in R0 since it includes the incident field. This means that the
diffracted fields must remain bounded and propagate upwards in R0 when z→+∞. The same
property must be satisfied in R1, but that time the diffracted fields must remain bounded and
propagate downwards in R1 when z→−∞. Since the incident fields satisfy Maxwell’s equa-
tions inR0, the diffracted fields satisfy these equations as well. Introducing the components of
the diffracted fields on the three axes, Maxwell’s equations yield:
∂Edy /∂ z =−iωµ0Hdx , (2.8a)
∂Edy /∂x = iωµ0H
d
z , (2.8b)
∂Edz /∂x−∂Edx /∂ z =−iωµ0Hdy , (2.8c)
∂Hdy /∂ z = iωεE
d
x , (2.9a)
∂Hdy /∂x =−iωεEdz , (2.9b)
∂Hdz /∂x−∂Hdx /∂ z = iωεEdy . (2.9c)
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2.2.3 Boundary conditions on the grating profile
On the grating profile, the tangential component of the electric and magnetic fields must be
continuous1. Thus the boundary condition is given by:
(
−−−→
[Ed]0+
−−→
[E i]0)×−→n =
−−−→
[Ed]1×−→n , (2.10)
(
−−−→
[Hd]0+
−−→
[H i]0)×−→n =
−−−→
[Hd]1×−→n , (2.11)
with −→n being the unit normal to P , oriented toward region R0 (figure 2.1) and the symbol
[
−→
F ]p denoting the limit of
−→
F when a point of region Rp tends to the grating profile (with p ∈
(0,1)). As for Maxwell’s equations, we note that the other boundary conditions on the normal
components of the fields are consequences of equations (2.10) and (2.11). It is worth noting
that the linkage between these two boundary conditions is a typical example of an elementary
property which is difficult to establish, at least for those who are not acquainted with the theory
of distributions. Projecting equations (2.10) and (2.11) on the three axes yields:
[Edy ]0− [Edy ]1 =−[E iy]0, (2.12a)
nx[Edz ]0−nz[Edx ]0−nx[Edz ]1+nz[Edx ]1 =−nx[E iz]0+nz[E ix]0, (2.12b)
[Hdy ]0− [Hdy ]1 =−[H iy]0, (2.13a)
nx[Hdz ]0−nz[Hdx ]0−nx[Hdz ]1+nz[Hdx ]1 =−nx[H iz]0+nz[H ix]0. (2.13b)
2.2.4 Separating the general boundary-value problem into two separated scalar problems
The first conclusion to draw from equations (2.8), (2.9), (2.12) and (2.13) is that they can
be separated into two independent sets. The first one, called TE case, includes equations
(2.8a), (2.8b), (2.9c), (2.12a) and (2.13b). It only contains the transverse component (viz. the
y-component) Edy of the electric field and the xz components (orthogonal to the y axis) H
d
x and
Hdz of the magnetic field. It must be remembered that the incident field
−→
E i is given by equation
(2.1) and thus is not an unknown field. The same remark applies to the complementary set
(TM case), but with the transverse component of the magnetic field and the xz components of
the electric field. As a consequence, the general problem of diffraction by a grating can be
decomposed into two elementary mathematical problems.
2.2.4.1 The TE case problem
In the first one, the xz components of the magnetic field can be expressed as functions of the
transverse component of the electric field using equations (2.8a) and (2.8b). Inserting their
expression in equation( 2.9c) shows that Edy satisfies a Helmholtz equation:
∇2Edy + k
2Edy = 0, (2.14)
1The continuity of the tangential component of the magnetic field is valid for materials having bounded values
of permittivity. When the permittivity of the grating material is infinite, as in the model of perfectly conducting
material, this condition does not hold.
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with:
k =
{
k0 in R0,
k1 = k0ν in R1.
(2.15)
The associated boundary condition on the diffracted electric field can be deduced from equations
(2.12a) and (2.1):[
Edy
]
0
−
[
Edy
]
1
=−Py exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P, (2.16)
while the associated boundary condition on its normal derivative can be deduced from equations
(2.13b), (2.8a) and (2.8b):[
dEdy
dn
]
0
−
[
dEdy
dn
]
1
=−
[
dE iy
dn
]
0
,
=−iPy−→n .
−→
ki0 exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P,
(2.17)
with
dF
dn
denoting the normal derivative −→n .∇F . It can be noticed that equation (2.17) entails
the continuity of the normal derivative of the transverse component of the total electric field.
Equations ( 2.14), (2.16) and (2.17) are not sufficient to define the boundary-value problem for
TE case. A fourth condition must be added: the radiation condition:
Edy must satisfy a radiation condition for z→±∞. (2.18)
The boundary value problem allows us to deduce a fundamental property of gratings. Let
us suppose that the incident field is TE polarized, i.e. that the electric incident field is parallel
to the y axis (Px = Pz = 0). In these conditions, the equations associated with the TM case are
homogeneous: they do not contain the incident field since the right-hand member of equation
(2.12b) vanishes. If we believe that the solution of the grating problem is unique, it must be
concluded that the xz component of the diffracted and total electric field vanish. On the other
hand, the magnetic field is parallel to the xz plane. In other words, in the TE case, the grating
problem becomes scalar: we must determine the y-component of the diffracted electric
field. The xz components of the magnetic field deduce the y-component of the diffracted electric
field using equations (2.8a) and (2.8b).
2.2.4.2 The TM case problem
Now, let us deal with the TM case. As for the TE case, it can be shown that the y-component of
the magnetic field satisfies a Helmholtz equation by using equations (2.8c), (2.9a) and (2.9b):
∇2Hdy + k
2Hdy = 0. (2.19)
The boundary conditions need the calculation of the incident magnetic field. From equa-
tion (2.1) and Maxwell equation (2.3), it turns out that:
−→
H i =
−→
Q exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, (2.20)
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with: −→
Q =
1
ωµ0
−→
ki0 .
−→
P exp
(
ik0xsin(θ)− ik0zcos(θ)
)
. (2.21)
The associated boundary condition on the diffracted magnetic field can be deduced from equa-
tions (2.13a) and (2.20):
[Hdy ]0− [Hdy ]1 =−Qy exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P, (2.22)
while the boundary condition on its normal derivative is obtained by inserting the expressions
of the xz components of the electric field (equations (2.9a) and (2.9b)) in equation (2.12b).
Remarking that the incident field satisfies the same equations, we obtain finally:
1
ε0
[
dHdy
dn
]
0
− 1
ε1
[
dHdy
dn
]
1
=− 1
ε0
[
dH iy
dn
]
0
,
=− iQy
ε0
−→n .
−→
ki0 exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P.
(2.23)
It can be noticed that equation (2.23) has a simple interpretation: the product
1
ε
dHy
dn
is
continuous across the profile. Finally, the radiation condition yields:
Hdy must satisfy a radiation condition for z→±∞. (2.24)
Equations (2.19), (2.22), (2.23) and radiation conditions for z→±∞ define the boundary-
value problem for TM case. As for TE case, the uniqueness of the solution shows that that when
the magnetic incident field is parallel to the y axis (Qx = Qz = 0, the equations associated with
the TE case are homogeneous: they do not contain the incident field. It can be concluded that
the xz components of the diffracted and total magnetic fields vanish. On the other hand, the
electric field is parallel to the xz plane. In other words, in the TM case, the grating problem
becomes scalar: we must determine the y-component of the diffracted magnetic field. The
xz components of the electric field deduce from the y-component of the diffracted magnetic field
using equations (2.9a) and (2.9b).
2.2.4.3 TE and TM cases: a unified presentation of the boundary-value problem
In order to deal with both cases simultaneously, we denote by Fd the field defined by:
Fd =
{
Edy for TE case,
Hdy for TM case.
(2.25)
In the same way, by assuming that the incident field has a unit amplitude (Py=1 for TE case and
Qy=1 for TM case), the incident field in both cases is given by:
F i = exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, (2.26)
the total field F being given by:
F =
{
Fd +F i in R0,
Fd in R1.
(2.27)
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Using equations (2.14), (2.16), (2.17), (2.18), (2.19), (2.22), (2.23) and (2.24), it is possible to
gather both cases in a unique set of equations:
∇2Fd + k20F
d = 0,[
Fd
]
0
−
[
Fd
]
1
=−exp(ik0xsin(θ)− ik0zcos(θ)) with (x,z) ∈P,
1
τ0
[
dFd
dn
]
0
− 1
τ1
[
dFd
dn
]
1
,
=− i
τ0
−→n .
−→
ki0 exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P,
Fd must satisfy a radiation condition for y→±∞,
(2.28)
(2.29)
(2.30)
(2.31)
with:
τi =
{
1 for TE case,
εi for TM case, i ∈ (0,1). (2.32)
In the following, this boundary-value problem will be called normalized grating problem. It is
worth noting that equations (2.29) and( 2.30) take a simpler form by introducing the total field
F :
[F ]0 = [F ]1 , (2.33)
1
τ0
[
dF
dn
]
0
=− 1
τ1
[
dF
dn
]
1
. (2.34)
2.2.5 The special case of the perfectly-conducting grating
The first grating theories were devoted to perfectly conducting gratings. This case is very impor-
tant since it is realistic for metallic gratings in the microwave domain and far infrared regions.
In the visible and infrared regions, it can provide qualitative results. However, in these regions,
one must be very cautious. The existence of surface plasmons propagating at the vicinity of the
grating surface generates strong resonance phenomena for TM case. Due to these phenom-
ena, the properties of real metallic gratings and those of perfectly-conducting gratings
may completely differ [2].Moreover, the perfect conductivity model allows one to simplify the
grating theory, since the associated boundary-value problems are much simpler.
Basically, the equations associated to the perfect conductivity model are the same as for
real metallic or dielectric gratings, except equations (2.4) and (2.11). Let us give a brief expla-
nation to this property. In Maxwell equation (2.4), the right-hand member includes the volume
current density
−→
j in the metal since this term is proportional to the electric field (
−→
j = σ−→E ,
σ being the conductivity of the metal). When the conductivity tends to infinity, the volume
current density and the total fields concentrate more and more on the grating surface since the
skin depth tends to zero. As a consequence, at the limit when the conductivity tends to infinity,
the fields are null in R1 while the volume current density
−→
j becomes a surface current den-
sity
−→
jP . This surface current density cannot be included in the right-hand member of equation
(2.4) since it is a singular distribution (for the specialist of Schwartz distributions [7], it writes−→
jPδP ). Finally, equation (2.4) becomes:
∇×−→H =−iωε˜−→E +−→jP , (2.35)
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with ε˜ being the permittivity of the material. Furthermore, taking into account that the total
fields vanish insideR1, the boundary condition (equation (2.11)) becomes:
−→n × (
−−−→
[Hd]0+
−−→
[H i]0) =
−→
jP . (2.36)
This equation reduces to a relation between the surface current density on P and the limit of
the magnetic field aboveP . It does not constitute any more an element of the boundary-value
problem.
In conclusion, for perfectly conducting gratings, the fields inside R1 vanish and, using
equations (2.3), (2.4), (2.10), (2.6) and (2.7), the basic vector equations for the field in R0 can
be written:
∇×
−→
Ed = iωµ0
−→
Hd, (2.37)
∇×
−→
Hd =−iωε0
−→
Ed, (2.38)
(
−−−→
[Ed]0+
−−→
[E i]0)×−→n = 0. (2.39)
Following the same lines as in subsections 2.2.4.1 and 2.2.4.2, the boundary value problems for
perfectly conducting gratings are given by:
For TE case:
∇2Edy + k
2
0E
d
y = 0,[
Edy
]
0
=−Py exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P,
Edy must satisfy a radiation condition for z→+∞.
(2.40)
(2.41)
(2.42)
For TM case:
∇2Hdy + k
2
0H
d
y = 0,[
dHdy
dn
]
0
=−iQy−→n .
−→
ki0 exp
(
ik0xsin(θ)− ik0zcos(θ)
)
, with (x,z) ∈P,
Hdy must satisfy a radiation condition for z→+∞.
(2.43)
(2.44)
(2.45)
2.3 Pseudo-periodicity of the field and Rayleigh expansion
This section establishes the most famous property of diffraction gratings: the dispersion of
light, which is a consequence of the well known grating formula. In general, this formula is
demonstrated using heuristic considerations of physical optics. Here, we propose a rigorous
demonstration based on the boundary-value problem stated in subsection 2.2.4.3. First, let us
show that the field Fd is pseudo-periodic, i.e. that:
Fd(x+d,z) = Fd(x,z)exp
(
ik0d sin(θ)
)
. (2.46)
To this aim, we consider the function G(x,z) defined by:
G(x,z) = Fd(x+d,z)exp
(−ik0d sin(θ)). (2.47)
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The pseudo-periodicity of Fd is proved if we show that Fd(x,z) =G(x,z). Owing to the unique-
ness of the solution of the boundary-value problem defined by equations (2.28), (2.29), (2.30)
and (2.31), this equation is satisfied if G obeys the same equations. Obviously, G satisfies these
equations since d is the grating period. Thus Fd is pseudo-periodic, with coefficient of pseudo-
periodicity k0 sin(θ), as well as F i and F . Notice that in normal incidence (θ = 0), pseudo-
periodicity becomes ordinary periodicity, which in that case is a straightforward property since
both grating and incident wave are periodic.
Using the pseudo-periodicity, let us show that the field above and below the grating is a
sum of plane waves. With this aim, we notice from equation (2.28) that Fd(x,z)exp
(−ik0xsin(θ))
has a period d and thus can be expanded in a Fourier series:
Fd(x,z)exp
(−ik0xsin(θ))= +∞∑
n=−∞
Fdn (z)exp(2ipinx/d). (2.48)
Multiplying both members of equation (2.48) by exp
(
ik0xsin(θ)
)
yields :
Fd(x,z) =
+∞
∑
n=−∞
Fdn (z)exp(iαnx), (2.49)
with:
αn = k0 sin(θ)+2pin/d. (2.50)
Introducing this expression of Fd(x,z) in Helmholtz equation (2.28), we find :
+∞
∑
n=−∞
(
d2Fdn (z)/dz
2+(k2−α2n )Fdn (z)
)
exp(iαnx) = 0, (2.51)
and multiplying both members by exp
(−ik0xsin(θ)),
+∞
∑
n=−∞
(
d2Fdn (z)/dz
2+(k2−α2n )Fdn (z)
)
exp(2ipinx/d) = 0. (2.52)
It seems, at the first glance, that the left-hand member of equation (2.52) is a Fourier series, and
thus that the coefficients of this Fourier series vanish. This is not correct. Indeed, we have to
bear in mind that k, defined in equation (2.15) is not a constant. As a consequence, if 0< y< zM,
a region called intermediate region in the following, k2 depends on x and the left-hand member
of equation (2.52) is not a Fourier series. However, above and below this intermediate region,
k2 is constant and we can write that the Fourier coefficients vanish:
∀n, d2Fdn (z)/dz2+ γ20,nFdn (z) = 0 if y > zM, (2.53a)
∀n, d2Fdn (z)/dz2+ γ21,nFdn (z) = 0 if y < 0, (2.53b)
with:
γi,n =
√
(k2i −α2n ) i ∈ (0,1). (2.54)
We deduce that:
Fdn (z) =
{
I0,n exp(−iγ0,nz)+D0,n exp(+iγ0,nz) if y > zM,
D1,n exp(−iγ1,nz)+ I1,n exp(+iγ1,nz) if y < 0, (2.55)
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and therefore, using equation (2.49),
Fd(x,z) =

∑+∞n=−∞
(
I0,n exp(iαnx− iγ0,nz)+
+D0,n exp(iαnx+ iγ0,nz)
)
if z > zM,
∑+∞n=−∞
(
D1,n exp(iαnx− iγ1,nz)+
+I1,n exp(iαnx+ iγ1,nz)
)
if z < 0.
(2.56)
Let us remark that equation (2.54) does not assign to γi,n a unique value. However, equation
(2.56) shows that its determination can be chosen arbitrarily since a sign change does not modify
the value of the field, provided that I0,n and D0,n are permuted. The determination of these
constants will be given by:
ℜ(γi,n)+ℑ(γi,n)> 0, i ∈ (0,1), (2.57)
with ℜ(q) and ℑ(q) denoting the real and imaginary parts of q.
Equation (2.56) shows that the field above and below the intermediate region can be rep-
resented by plane wave expansions. The propagation constants of the plane waves along the x
and z axes are respectively equal to αn and ±γi,n. In the physical problem, some of these plane
waves must be rejected since they do not obey the radiation condition. This condition entails
that I0,n = I1,n = 0 since, according to equation (2.57), the associated plane waves propagate
towards the grating profile. Finally, equations (2.56), (2.27) and the radiation condition allow
us to express the total field by adding the incident field:
F(x,z) =

exp(iα0x− iγ0,0z)+
+∑+∞n=−∞D0,n exp(iαnx+ iγ0,nz) if z > zM,
∑+∞n=−∞D1,n exp(iαnx− iγ1,nz) if z < 0,
(2.58)
the sums being the expression of the scattered field in both regions. The unknown complex
coefficients D0,n and D1,n are the amplitudes of the reflected and transmitted waves respectively.
The conclusion of this subsection is that above and below the intermediate region,
the field reflected and transmitted by the grating takes the form of sums of plane waves
(Rayleigh expansion [8]), each of them being characterized by its order n.
2.4 Grating formulae
According to equation (2.54), almost all the diffracted plane waves (an infinite number) are
evanescent: they propagate along the x axis at the vicinity of the grating profile since they
decrease exponentially when |z| → +∞. For z→ +∞, they correspond to the orders n such
that α2n ≥ k20, thus rendering γ0,n = i
√
(α2n − k20) a purely imaginary number. Only a finite
number of them, called z-propagative orders, propagate towards z = +∞ , with α2n ≤ k20 , thus
γ0,n =
√
(k20−α2n ) being real. Let us notice that among these orders, the 0th order is always
included, since γ0,n = k0 cos(θ). It propagates in the direction specularly reflected by the mean
plane of the profile, whatever the wavelength may be. In contrast, the other z-propagative orders
are dispersive. Indeed, their propagation constants along the x and z axes are equal to αn and
γ0,n, in such a way that the diffraction angle θ0,n of one of these waves, measured clockwise
from the z axis, can be deduced from αn = k0 sin(θ0,n). Using the expression of αn given by
equation (2.50), the angle of diffraction is given by :
sin(θ0,n) = sin(θ)+n
2pi
k0d
= sin(θ)+n
λ
d
. (2.59)
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This is the famous grating formula, often deduced from heuristic arguments of physical optics.
For the field below the grooves, the wavenumber k0 is replaced by k1 = k0ν . If the grating
material is a lossless dielectric, the directions of propagation of the transmitted field obey a
grating formula as well. This formula is similar to equation (2.59) but the angles of transmission
θ1,n can be deduced from αn = k0ν sin(θ1,n), which yields, using a counterclockwise convention
:
ν sin(θ0,n) = sin(θ)+n
2pi
k0d
= sin(θ)+n
λ
d
. (2.60)
The 0th order is always included in the z-propagative orders. It propagates in the direction of
transmission by an air/dielectric plane interface, whatever the wavelength may be. In contrast,
the other z-propagative orders are dispersive. When the grating material is metallic, the trans-
mitted plane waves are absorbed by the metal and the z-propagating orders below the grooves
no longer exist.
In conclusion of this section, the reflected and transmitted fields include, outside the
grooves, a finite number of plane waves propagating to infinity with scattering angles given
by the grating formulae. All the orders are dispersive, except the 0th orders. The reflected
0th order takes the specular direction while for a lossless material, the transmitted 0th order takes
the direction transmitted by an air/dielectric plane interface. Consequently, a polychromatic
incident plane wave generates in a given order n different from 0 a sum of plane waves
scattered in different directions, i.e. a spectrum. The measurement of the intensity along
this spectrum allows one to determine the spectral power of the incident wave. This dispersion
phenomenon is the most important property of diffraction gratings. It explains why this optical
component has been one of the most valuable tools in the history of Science.
2.5 Analytic properties of gratings
2.5.1 Balance relations
The mathematical balance relations established in this subsection will allow us to demonstrate
very important general properties of gratings. These balance relations state mathematical links
between characteristics of the field in two regions separated by large distances, without consid-
ering the fields in between. They can give a relation between the fields at z =+∞ and the fields
on the grating profile, or the fields at z = −∞ and the fields on the grating profile, or the fields
at z =+∞ and z =−∞.
2.5.1.1 Lemma 1
We consider two pseudoperiodic functions u and v of the two variables x and z, defined in R0,
which belong to the class G0 of functions having the following properties:
• They are pseudo-periodic, with the same coefficient of pseudo-periodicity α ,
• They are solutions of a Helmholtz equation:
∇2u+ k20u = 0, (2.61a)
∇2v+ k20v = 0, (2.61b)
with k0 being real.
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• They are bounded for z→ ∞,
• They are square integrable in x and locally square integrable in z,
• Their values onP are square integrable, as well as their normal derivatives.
We introduce the sesquilinear functional defined by:
F0 =
∫
P
(
u
dv
dn
− vdu
dn
)
ds. (2.62)
The symbol
∫
P denotes a curvilinear integral on one period of the profile P of the grating,
with ds being the differential of the curvilinear abscissa onP . Obviously, the value in region
R0 of the fields F(x,z), solutions of the four boundary-value problems defined in subsection
2.2.4, belong to G0, as well as the incident field F i. It is to be noticed that we do not impose
a boundary condition on P or a radiation condition at infinity, but we still impose that these
functions must remain bounded at infinity.
Following the same lines as in section 2.3, it can be shown that above the top of the
grooves, u and v can be represented by plane wave expansions, similar to that of equation
(2.56): if z > zM,
u(x,z) =
+∞
∑
n=−∞
[I0,n exp(iαnx− iγ0,nz)+D0,n exp(iαnx+ iγ0,nz)], (2.63a)
v(x,z) =
+∞
∑
n=−∞
[I′0,n exp(iαnx− iγ0,nz)+D′0,n exp(iαnx+ iγ0,nz)]. (2.63b)
Let us notice that some terms must be eliminated in the Rayleigh expansions. Indeed, the field
must remain bounded at infinity. It is not the case for the incident terms of coefficients I0,n and
I′0,n unless the corresponding plane waves are z-propagating waves. Thus we define the set U0
of orders corresponding to z-propagating waves and equations (2.63) become:
u(x,z) = ∑
n∈U0
I0,n exp(iαnx− iγ0,nz)+
+∞
∑
n=−∞
D0,n exp(iαnx+ iγ0,nz), (2.64a)
v(x,z) = ∑
n∈U0
I′0,n exp(iαnx− iγ0,nz)+
+∞
∑
n=−∞
D′0,n exp(iαnx+ iγ0,nz), (2.64b)
v(x,z) = ∑
n∈U0
I′0,n exp(−iαnx+ iγ0,nz)+
+
+∞
∑
n=−∞
D′0,n exp(−iαnx− iγ0,nz).
(2.64c)
Now, we show that F0 can be expressed as a function of the Rayleigh coefficients I0,n,
D0,n, I′0,n and D
′
0,n. With this aim, we multiply equation (2.61a) by v, the conjugate of equation
(2.61b) by u and we substract the first from the second, which yields:
u∇2v− v∇2u = 0 in R0. (2.65)
44
D. Maystre: Analytical Properties of Diffraction Gratings 2.13
Figure 2.2: Balance relations.
Integrating equation (2.65) in the blue area of figure 2.2 and applying the second Green
identity yields: ∫
Ω0
(
u
dv
dn
− vdu
dn
)
dl = 0, (2.66)
with Ω0 being the boundary of the blue area of figure 2.2 and dl denoting the differential of
the curvilinear abscissa on Ω0. According to equations (2.64a) and (2.64c), u
dv
dx
and v
du
dx
are
periodic. Since the orientations of the normal on verticals OΓ1 and LΓ2 are opposite, the con-
tributions of the integrals on these segments cancel each other. Furthermore, the normal to OΓ1
and LΓ2 is parallel to the z axis and oriented downwords, then equation (2.66) becomes:∫
P
(
u
dv
dn
− vdu
dn
)
ds =
∫
Γ1Γ2
(
u
dv
dz
− vdu
dz
)
dx. (2.67)
Introducing in the right-hand member of equation (2.66) the expressions of u and v given by
equations (2.64a) and (2.64c), separating the terms n ∈U0 from the other ones and taking into
account that
∫ d
x=0 exp in
2pi
d x = δn,0, with δn,0 being the Kronecker symbol, one can obtain, after
some cumbersome but not difficult calculations that:
∫
P
(
u
dv
dn
− vdu
dn
)
ds = ∑
n∈U0
γ0,n(I0,nI′0,n−D0,nD′0,n). (2.68)
2.5.1.2 Lemma 2
In this section, it is supposed that the grating material is lossless, in such a way that plane waves
can propagate in R1. Lemma 2 is similar as lemma 1, but for region R1. We denote by U1 the
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set of orders corresponding to z-propagating waves inR1. The expressions of u and v below the
x axis are given by:
u(x,z) = ∑
n∈U1
D1,n exp(iαnx− iγ1,nz)+
+∞
∑
n=−∞
I1,n exp(iαnx+ iγ1,nz), (2.69a)
v(x,z) = ∑
n∈U1
D′1,n exp(iαnx− iγ1,nz)+
+∞
∑
n=−∞
I′1,n exp(iαnx+ iγ1,nz), (2.69b)
v(x,z) = ∑
n∈U1
D′1,n exp(−iαnx+ iγ1,nz)+
+
+∞
∑
n=−∞
I′1,n exp(−iαnx− iγ1,nz).
(2.69c)
Following the same lines as in section 2.5.1.1 but for the yellow area of figure 2.2 and
noting that the normal is now oriented towards the exterior of the domain, it can be deduced
that: ∫
P
(
u
dv
dn
− vdu
dn
)
ds =− ∑
n∈U1
γ1,n(I1,nI′1,n−D1,nD′1,n). (2.70)
2.5.2 Compatibility between Rayleigh coefficients
In order to state a relation between the Rayleigh coefficients above and below the grating profile,
we assume that the functions u and v satisfy the boundary conditions imposed on the total fields
by equations (2.33) and (2.34). On the other hand, we do not impose radiation conditions at
infinity, but the functions must remain bounded. In other words, u and v can be considered as
solutions of the most general grating problem, in which the incident wave is not restricted to
a single plane wave, but to the sum of all the plane waves generating diffracted waves in the
same directions, with arbitrary amplitudes. It is straightforward to show from equations (2.33)
and (2.34) that the left-hand members of equations (2.68) and (2.70) are proportional, then to
deduce a relation including the coefficients of the Rayleigh expansions of the field only:
1
τ0 ∑n∈U0
γ0,n(I0,nI′0,n−D0,nD′0,n)+
1
τ1 ∑n∈U1
γ1,n(I1,nI′1,n−D1,nD′1,n) = 0.
(2.71)
This equation states the most general relation of compatibility between two solutions of the
general diffraction grating problem associated to different sets of incident waves. When the
grating material is perfectly conducting, it is easy to show that the compatibility equation holds,
provided that the sum n ∈U1 is cancelled in equation (2.71).
Phenomenological theories of gratings make a wide use of the notion of scattering ma-
trix (or S-matrix). The scattering matrix states the linear relation between the amplitudes of
the diffracted and incident waves. We define the column matrix containing the amplitudes of
the incident waves. More precisely, we define the normalized amplitudes of the incident and
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scattered waves by I˜0,n =
√γ0,nI0,n, D˜0,n =√γ0,nD0,n, I˜1,n =
√
τ0
τ1
γ1,nI1,n, D˜1,n =
√
τ0
τ1
γ1,nD1,n,
n ∈ (0,1), and by definition, the scattering matrix is a square matrix defined by:
D= SI, (2.72)
with I being a column vector containing successively all the incident amplitudes I˜0,n for n ∈U0
and all the incident amplitudes I˜1,n for n ∈U1, D being a column vector containing successively
all the diffracted amplitudes D˜0,n, and all the incident amplitudes D˜1,n for n ∈U1 . Thus, the
order of column matrices I and D is the sum|U0|+ |U1| of the cardinals of U0 and U1 Using
these notations, equation (2.71) can be expressed in the very simple form:
< D|D′ >=< I|I′ >, (2.73)
the scalar product of two column matrices of order N being defined by:
< P|Q >=
N
∑
j=1
PjQ j. (2.74)
Using equation (2.72) to eliminate D in equation (2.77) yields:
< SI|SI′ >=< (S∗S)I|I′ >=< I|I′ >, (2.75)
with S∗ being the adjoint matrix of S. Since equation (2.75) must be satisfied for any value of I
and I′, we deduce that:
S∗S= 1, (2.76)
with 1 being the identity matrix. Equation (2.76) shows that S is unitary.
2.5.3 Energy balance
The energy balance relation is obtain by taking u = v in equation (2.77), which gives:
< D|D>=< I|I>, (2.77)
or equivalently:
‖D‖= ‖I‖. (2.78)
Let us show why this equation is known as energy balance relation. To this end, it suffices
to use the Poynting theorem and to calculate the flux of the Poynting vector
−→
E ×−→H through the
rectangle Γ1Γ2Γ4Γ3 of figure 2.2. Since the grating material is lossless, the flux of the Poynting
vector through this rectangle (with now the normal oriented toward the exterior, in contrast
with figure 2.2) must be null. The contributions of the vertical sides Γ1Γ3 and Γ2Γ4 cancel
each other, thanks to the periodicity of the Poynting vector (
−→
H has a coefficient of pseudo-
periodicity which is the opposite to that of
−→
E ). At the top of the rectangle, the calculation
of the flux of the Poynting vector can be achieved by using the Rayleigh expansion given by
equations (2.64). Taking into account that
∫ d
x=0 exp in
2pi
d x = δn, elementary calculations show
that the contributions to this flux of the different plane waves are decoupled and are proportional
to −γ0,n|I0,n|2 and +γ0,n|D0,n|2. At the bottom of the rectangle, we use the Rayleigh expansion
given by equations (2.69). The contributions of the plane waves are decoupled as well and are
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proportional to −τ0
τ1
γ1,n|I1,n|2 and +τ0τ1 γ1,n|D1,n|
2, with the same coefficient of proportionality
as the contributions on the top of the rectangle. Therefore, the energy balance can be written:
∑
n∈U0
γ0,n|D0,n|2+ ∑
n∈U1
τ0
τ1
γ1,n|D1,n|2 =
= ∑
n∈U0
γ0,n|I0,n|2+ ∑
n∈U1
τ0
τ1
γ1,n|I1,n|2.
(2.79)
The first and second terms in the left-hand member of equation (2.79) represent the energy
diffracted upwards and downwords respectively and the corresponding terms in the right-hand
member are the incident energy propagating downwords and upwards respectively.
Coming back to the physical problem where the incident wave is unique and has a unit
amplitude (see equation (2.26)), equation (2.79) becomes:
∑
n∈U0
γ0,n|D0,n|2+ ∑
n∈U1
τ0
τ1
γ1,n|D1,n|2 = γ0,0, (2.80)
the right-hand member representing the incident energy. In that case, the efficiency ρi,n, i ∈
(0,1) is defined as the ratio of the energy diffracted in a given order over the incident energy.
Using equation (2.79) yields:
ρi,n =

γ0,n
γ0,0
|D0,n|2 if i = 0,
τ0
τ1
γ1,n
γ0,0
|D1,n|2 if i = 1,
(2.81)
and the energy balance can be written:
∑
n∈U0
ρ0,n+ ∑
n∈U1
ρ1,n = 1. (2.82)
The sum of efficiencies is equal to unity. When the grating is perfectly conducting, it is easy to
show that the energy balance still holds, provided that the sum n ∈U1 is cancelled in equations
(2.79), (2.80) and (2.82). When the grating material is lossy, the sum n ∈U1 must be cancelled
as well and one can show that equation (2.82) becomes:
∑
n∈U0
ρ0,n < 1. (2.83)
The sum of reflected efficiencies is smaller than one, a rather intuitive result if we bear in mind
that a part of the incident energy is dissipated in the grating material.
2.5.4 Reciprocity
In order to demonstrate the well known reciprocity relation, we consider a function u, sum of
the solution of the normalized grating problem (see equations( 2.28), (2.29), (2.30) and (2.31))
and of the corresponding incident field (in other words, u is the total field). In order to define v,
we consider the pth order of diffraction (p ∈U0) inR0, with diffraction angle θ0,p.
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Figure 2.3: The reciprocity theorem: The efficiency in the pth order is the same in the two cases symbolized by red
and blue arrows.
Then, we consider a second problem, but with angle of incidence θ ′′ =−θ0,p , as shown2
in figure 2.3. The incident wave in this second case has a direction of propagation which is just
the opposite of that of the pth diffracted order in the first case and straightforward calculations
show that the corresponding pth order in R0 has a direction of propagation which is the
opposite of that of the incident wave in the first case, which entails θ ′′0,p = −θ . This geo-
metrical property is known in optics as the reversion theorem. The constants of propagation of
the pth diffracted order in this second case are given by α ′′p = −α0 and γ ′′0,p = γ0,0 and more
generally, the constants of propagation of an arbitrary nth diffracted order in this second case
are given by α ′′n =−αp−n and γ ′′0,n = γ0,p−n. Thus v′′ can be written:
v′′(x,z) = exp(−iαpx− iγ0,pz)+
+∞
∑
n=−∞
D′′0,n exp(−iαp−nx+ iγ0,p−nz). (2.84)
Functions u and v′′ do not satisfy the conditions of the equation of compatibility (equation
(2.71)) since they have not the same pseudo-periodicity. It is not so for u and the function v= v′′
which is given by:
v(x,z) = exp(iαpx+ iγ0,pz)+
+∞
∑
n=−∞
D′′0,n exp(iαp−nx− iγ0,p−nz). (2.85)
Identifying the incident and diffracted waves in equation (2.85) yields:
I′0,n = D′′0,p−n, (2.86a)
D′0,n = δn−p, (2.86b)
2It must be remembered that the conventions for the measurements of the angles of incidence and diffraction
inR0 are opposite
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Figure 2.4: Other reciprocity relations: The efficiency is the same in the two cases symbolized by red and blue
arrows.
and from equation (2.71), it turns out that:
γ ′′0,pD
′′
0,p = γ0,pD0,p. (2.87)
This is the reciprocity theorem: the products of the amplitudes of the plane waves repre-
sented in figure 2.3 by their propagation constants along the z axis is invariant. In order to
state the reciprocity theorem in a form which is most widespread, we take the modulus square
of both members of equation (2.87):
γ ′′0,p
2|D′′0,p|2 = γ0,p2|D0,p|2. (2.88)
Writing equation (2.88) in the form:
γ ′′0,p
γ0,p
|D′′0,p|2 =
γ0,p
γ ′′0,p
|D0,p|2, (2.89)
and bearing in mind that γ0,p = γ ′′0,0 and γ
′′
0,p = γ0,0, and using the definition of the efficiencies
given in equation (2.81), equation (2.89) yields:
ρ ′′0,p = ρ0,p. (2.90)
The efficiency is invariant.
Figure 2.4 illustrates two other cases where the reciprocity theorem applies. These prop-
erties can be demonstrated by following the same lines as in the first part of this section. It is
important to notice that the reciprocity theorem illustrated in figure 2.3 holds for lossy materials
[9]. More surprisingly, the theorem can be generalized to evanescent waves [10].
2.5.5 Uniqueness of the solution of the grating problem
If two different solutions of the normalized grating problem exist, their difference w(x,z) does
not include any incident wave. We will show that such a field vanish. We assume here that the
grating material is lossless. First, using the compatibility equation (2.71) with u = v = w, it
emerges that:
1
τ0 ∑n∈U0
γ0,n|D0,n|2+ 1τ1 ∑n∈U1
γ1,n|D1,n|2 = 0. (2.91)
Since τ0, τ1, γ0,n and γ1,nare positive, equation (2.91) implies that D0,n = D1,n = 0. This is an
important result since it means that if w exists, it has no effect on the far field: the solution in the
far field is unique. However, it could exist a function w localized at the vicinity of the grating
profile and tending to zero exponentially at infinity. The interested reader can find a complete
and not straightforward demonstration of the uniqueness in [1], at least for the TE case.
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2.5.6 Analytic properties of crossed gratings
Figure 2.5: A crossed grating with periods dx and dz on the x and z axes.
Now, we consider the diffraction problem schematized in figure 2.5. An incident wave
of wavevector k0 is incident on a doubly-periodic structure separating air (region R0) from
a grating material (region R1). We use all the notations defined in the preceding sections to
characterize the materials. The direction of incidence is specified by the polar angles Φ andΨ .
In order to define the polarization of the incident field, we construct the circle MNM’N’ in the
plane perpendicular to k0, with the continuation of NN’ intersecting the z axis and MM’ being
perpendicular to NN’. The polarization angle δ is the angle between M’M and the direction of
the incident electric field
−→
P . With these notations, the incident electric field is given by:
−→
E i =
−→
P exp
(
iαx+ iβy− iγz), (2.92)
with α = k0 sinΦ cosΨ , β = k0 sinΦ sinΨ and γ = k0 cosΦ . The projection of
−→
P on M’M is
called transverse component of
−→
P and denoted by Pt . Its projection on N’N is called longitudi-
nal (in plane) component and denoted bzPl , in such a way that
−→
P = Pt
−−→
MM′
MM′
+Pl
−−→
NN′
NN′
.
As in the case of classical gratings, it is possible to show that above the top of the grating
(z > zM), the field can be expanded in the form of a sum of plane waves:
−→
E (x,z) =

∑+∞n=−∞∑
+∞
m=−∞
(−−→
I0,n,m exp(iαnx+ iβmy− iγ0,n,mz)+
+
−−−→
D0,n,m exp(iαnx+ iβmy+ iγ0,n,mz)
)
, if z > zM,
∑+∞n=−∞∑
+∞
m=−∞
(−−−→
D1,n,m exp(iαnx+ iβmy− iγ1,n,mz)+
+
−−→
I1,n,m exp(iαnx+ iβmy+ iγ1,n,mz)
)
if z < 0.
(2.93)
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Figure 2.6: Notations for the incident field.
The wavevectors of all these plane waves must be orthogonal to their vector amplitudes. As
for the incident wave, we can define the transverse and longitudinal components of the vector
amplitudes of the plane waves, the transverse component (for example Dt0,n,m) being orthogonal
to the z axis in the plane perpendicular to the wavevector (αn,γ0,n,m,βm) and the longitudinal
(for example Dl0,n,m) its component in the orthogonal direction of the same plane.
Using the Poynting theorem, it can be shown, as in section 2.5.3, that the efficiencies in
the z-propagating orders are given by:
ρi,n,m =

γ0,n,m
γ0,0
|−→D 0,n,m|2 if i = 0,
γ1,n,m
γ0,0
(
1
ν2
|Dl1,n,m|2+ |Dt1,n,m|2) if i = 1.
(2.94)
Of course, the line associated to i= 1 in equation (2.94) must be cancelled if the grating material
is lossy.
We define, as for classical gratings, the sets U0 and U1 of z-propagating orders in R0 and
R1 respectively and, when the grating material is lossless, the energy balance can be written:
∑
(n,m)∈U0
ρ0,n,m+ ∑
(n,m)∈U1
ρ1,n,m = 1. (2.95)
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We will not demonstrate the reciprocity theorem, the interested reader can find the proof
in [1]. This theorem, in the case of an order (p,q) propagating in R0 can be expressed in the
following form:
γ−→P .−→D′0,p,q = γ ′
−→
P′ .−→D 0,p,q. (2.96)
In the first case, the incident electric field with vector amplitude
−→
P and propagation constant
along the z axis −γ generates in R0 in the (p,q) order, with (p,q) ∈ U0, a plane wave of
vector amplitude
−→
D 0,p,q and propagation constant along the z axis γ0,p,q. In the second case,
we consider an incident wave which propagates in the direction which is just the opposite to
that of the (p,q) order in the first case. Thus its constant of propagation along the z axis is
−γ ′ = −γ0,p,q. The vector amplitude of this incident wave is equal to
−→
P′ . It can be shown
that in this second case, the (p,q) order takes the direction which is the opposite of that of
the incident wave in the first case and its vector amplitude is equal to
−→
D′0,p,q. Thus, equation
(2.96) can be expressed in the following form: the scalar product of the vector amplitudes
of the incident and diffracted waves propagating in the opposite directions, multiplied by
the propagation constant of the incident wave along the z axis, is constant. It can be shown
that this relation entails the reciprocity in natural light for the efficiencies:
< ρ0,p,q >=< ρ ′0,p,q >, (2.97)
with < ρ0,p,q > being the average between the efficiencies in both cases of polarization (δ = 0
and δ =
pi
2
).
2.6 Conclusion
We have established the mathematical bases of grating theories: the boundary-value problems.
Most of the formalisms used for solving the grating problems numerically start from these
boundary-value problems, for example the integral theory [1,2].Other theories use some con-
ditions of these problems but deal directly with Maxwell equations, for example the RCWA
method [5].
Without any doubt, the boundary-value problems are necessary to demonstrate the ana-
lytic properties of gratings. Very often, these properties are ignored or neglected. However,
properties like energy balance or reciprocity are needed for a full understanding of the puzzling
properties of this crucial component of optics and nanophotonics. These analytic properties are
also widely used to check new grating softwares. However, they are not more than casting out
nines. They can show that a software fails if they are nor satisfied on its numerical results. It
must be emphasized that they can never prove its validity if they are satisfied.
Some important analytic properties of gratings have not been mentioned in this chapter.
It is the case for example for the Marechal and Stroke theorem, the only grating property which
allows one to know the field diffracted by a grating without any calculation. This theorem,
which is restricted to perfecly conducting echelette gratings used for TM polarization in very
special conditions will be given in the chapter devoted to the applications of grating properties.
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Abstract
We present a unified formal treatment of spectral methods applied to scattering from penetrable
gratings for both acoustic (scalar) and electromagnetic (vector) problems. These are derived
from coordinate space representations for both acoustic problems for a one-dimensional grat-
ing, and full electromagnetic problems for a two-dimensional grating. The coordinate space
representations are also derived here. By unified we mean that the electromagnetic results use
a scalar analogy, in that the boundary unknowns are the electric field and its normal derivative.
In coordinate space, the kernels of either the integral representations or integral equations
have two variables, the first relating to the field coordinate (which, for an integral equation,
has been evaluated on the surface), and the second evaluated on the surface as part of the sur-
face integration. We refer to this procedure as coordinate in both variables or simply a CC
method. Partial spectral results involve a spectral replacement of the first coordinate variable,
and we refer to these methods as SC. Full spectral methods involve an additional replacement
of the second (always surface) coordinate variable by a spectral one and we refer to these as SS
methods, or in the case of a conjugate Rayleigh basis as SS∗.
For both scalar and electromagnetic cases, the partial spectral results are derived without
the use of Green’s functions. Instead we use plane wave states in Green’s theorem. The partial
spectral results are also used to generate surface inversion methods involving perturbation the-
ory and the Kirchhoff approximation. For the full spectral scalar case three spectral expansions
are considered, a physical optics modified Fourier expansion, a Floquet-Fourier expansion, and
an expansion in conjugate Rayleigh basis functions. All are Floquet- or quasi-periodic. For the
full spectral electromagnetic case only the conjugate Rayleigh basis expansion is presented.
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3.1 Introduction
In this paper we present formal equations in spectral space to describe the scattering from peri-
odic surfaces or gratings. We do this both for the acoustic case in one dimension for the direct
scattering problem (Secs.4,5,7) and the inverse problem(Sec.6), and in two dimensions for the
general electromagnetic problem (Secs.9,10,11). In order to do this and justify the validity
of the spectral representations in various regions, we derive in each case the coordinate-space
representations for the scattering (Secs.4,9). This includes the two- and three-dimensional pe-
riodic Green’s function (Sec.3) necessary to describe the coordinate-space scattering, and the
development of plane wave expansions in periodic media (Sec.2) which are used throughout the
paper.
For the partial spectral-space equations it is not necessary to use the Green’s function.
Instead we describe a method using plane waves and Green’s theorem in the periodic cell of the
surface to derive the spectral equations directly and simply. One can describe the coordinate-
space integral representations or integral equations to solve the boundary unknowns as equa-
tions in two coordinate spaces, the space of the source or integrated coordinate, and the space
of the field or exterior coordinate. For clarity, we refer to this as a coordinate-coordinate (CC)
representation. Spectral can then refer to one or both of these coordinate spaces transformed,
a partial spectral space when one is transformed (Secs.5,10) where we use first the transform
of the exterior coordinate (following from the plane waves and Green’s theorem) so we are
in a spectral-coordinate (SC) representation which we treat extensively, including its use in the
inverse problem, the problem of surface reconstruction from (known) scattered field data. A sec-
ond version (CS) is referred to93 but not extensively discussed. Using SC we can then represent
the integrated coordinate in spectral space (SS) where we reference extensive computational
results36,37,38,39. What has become of interest lately3 is the transform of the coordinate-space
of integration into the conjugate spectral space S?, and we describe this SS? method extensively
(Secs.8,11) for acoustic and electromagnetic results respectively. Formally this is equivalent to
a dual least squares method.
It is important to define what we mean by the word ”spectral”28. In a general context,
this could mean just Fourier space, and boundary function expansions in pure Fourier series.
However, in our context, this is not correct. The reason is that the boundary fields are limits of
Floquet- or quasi-periodic functions and must themselves be Floquet- or quasi-periodic. This
reflects the nature of the incident field being, in general, incident off the normal. The periodic
surface has right-left symmetry, but the boundary value problem does not (unless the field is
incident normally). By ”spectral” we thus mean here three kinds of expansions, a physical-
optics modified Fourier expansion (Sec.7) where a single plane wave modulates the Fourier
series, an expansion which we term Floquet-Fourier which preserves the quasi-periodicity but
without the modulating plane wave (Sec.7), and an expansion in conjugate plane wave states on
the boundary (Secs.8,11) where plane waves modulate each term in the expansion. These latter
are Rayleigh or Bloch wave type expansions and are useful because, at least in some degenerate
cases, they lead to self-adjoint problems. All expansions are quasi-periodic. Relation of the
results to Rayleigh and Waterman expansions is discussed.
Using the partial spectral methods developed in Sec.5 for the direct scattering problem,
we discuss in Sec.6 how they can be used to find the periodic surface profile from the incident
and scattered fields. Two methods are presented, one based on perturbation theory and the other
on the Kirchhoff approximation, both for the scalar case. Both surface inversion methods were
initially applied to truncated random surfaces111,112 with good results, and the methodology is
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here applied to gratings.
The electromagnetic equations we present are not done in the conventional formalism61
using boundary currents, but are based on earlier work of ours35 which rely on a scalar analogue
of the electromagnetic problem, so the boundary unknowns we use are the electric field and its
normal derivative. The resulting equations become a direct scalar analogue in terms of different
boundary unknowns for the electromagnetic problem. We also do not discuss the computa-
tional solutions of the equations but rely on references where available. Some related equations
have been solved, and we point out the references where appropriate, but a full discussion of
computational issues would require a separate paper.
A very large number of references are cited in the text. Many of these references, some not
specifically attuned to spectral methods, nevertheless contain spectral components in the devel-
opment or in reference to expansions, in particular to the Rayleigh expansion11,12,14,48,50,54,56,57,
64,66,70,76,80,81,82,94,99,100,104, the Waterman expansion105, both4,5,23,24,109, or a combination of
the two expansions62. The gratings we consider are infinite, although spectral methods have
been applied to finite gratings also84, and our gratings are purely deterministic although ran-
dom gratings have also been considered83. Newer results on gratings apply surface integral
methods to periodic nanostructures43, indicating the generality of the methods we describe. We
are mainly interested in scattering methods which produce the scattered and transmitted fields
and their use in inversion, although others prefer to consider the dispersion relation for surface
plasmons and polaritons propagating along the grating46,47,63. Other rigorous theoretical and
computational developments are also available2,6,7,8,16,44,45,49,67,68,77,78,79,87,92,96,113, as well as
approximations65,110, applications9,13,42,51,71,75, and other methodology1,85.
There are very many papers (our many references do not scratch the surface), reviews10,40,
69,88,89,91,98 and books52,103,108 on scattering from gratings, not the least of them being the
important book edited by Petit90 in honor of which this paper is contributed.
3.2 Plane Waves in Periodic Media
In two dimensions~x= (x,z), we write a plane wave as
φ(~x) = exp[ik(α0x+ γ0z)], (3.1)
where α0 = sin(θ), γ0 = cos(θ) =
√
1−α20 , and θ is measured clockwise from the positive
z axis. With the time convention exp(−iωt), where ω is circular frequency, this is thus an
up-going plane wave, and satisfies the two-dimensional Helmholtz equation
(∇22+ k
2)φ(~x) = 0, (3.2)
where k is the wavenumber (here considered to be strictly real). On a one-dimensional surface
z= h(x) we have
φ(~xh) = exp[ik(α0x+ γ0h(x))], (3.3)
where ~xh = (x,h(x)). This is referred to as a Rayleigh function. For one-dimensional periodic
media (here the surface), h(x+L) = h(x), where L is the period, we have the relation
φ(x+L,h(x+L)) = exp(ikα0L)φ(x,h(x)). (3.4)
The same result is true even off the surface, i.e.
φ(x+L,z) = exp(ikα0L)φ(x,z). (3.5)
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These results are referred to as Floquet- or quasi-periodicity. The field scattered from this
periodic surface, ψsc, satisfies the same Helmholtz equation, and is also quasi-periodic because
the ratio ψ
sc
φ is periodic, i.e.
ψsc(x+L,z)
φ(x+L,z)
=
ψsc(x,z)
φ(x,z)
, (3.6)
so that
ψsc(x+L,z) = exp(ikα0L)ψsc(x,z), (3.7)
and the same is true on the surface z= h(x). In general for any field function ψ satisfying (3.2)
and shifted an integer n number of periods we have
ψ(x+nL,z) = exp(ikα0nL)ψ(x,z). (3.8)
The same is of course true on the surface z= h(x).
In three dimensions any field function which satisfies the three-dimensional Helmholtz
equation
(∇23+ k
2)ψ(~x) = 0, (3.9)
where~x= (x,y,z), and is quasi-periodic in x with period L1 and in y with period L2 satisfies
ψ(x+n1L1,y+n2L2,z) = exp[ik(α0n1L1+β0n2L2)]ψ(x,y,z), (3.10)
where α0 = sin(θ)cos(ϕ) and β0 = sin(θ)sin(ϕ) with θ the polar angle, ϕ the azimuthal angle,
and n1 and n2 are integers. In three dimensions the up-going plane wave is now written as
φ(~x) = exp[ik(α0x+β0y+ γ0z)], (3.11)
where γ0 =
√
1−α20 −β 20 . Although we use some of the same notation in both two and three
dimensions the interpretation will be clear from the context.
We consider the periodic surface z = h(x) in one dimension and z = h(x,y) = h(~x⊥) in
two dimensions which separates two media with wavenumbers k1 for z > h (the upper region
1) and k2 for z< h (the lower region 2). Notationally, subscripts are used to identify the region,
e.g. φ becomes φ1 or φ2, γ0 becomes γ10 or γ20, etc. The paper has a lot of notation, and we
have tried to keep it as clear as possible.
3.3 Green’s Functions in Periodic Media
In two dimensions the free-space Green’s function is
G(2)(~x′,~x) =
i
4
H(1)0 (k0|~x′−~x|), (3.12)
where H(1)0 is the Hankel function, and k0 is a generic wave number. It satisfies the equation
(∇22+ k
2
0)G
(2)(~x′,~x) =−δ (~x′−~x). (3.13)
Its representation as a Fourier transform is
G(2)(~x′,~x) =
1
(2pi)2
∫∫ exp[ikx(x′− x)+ ikz(z′− z)]
k2− k20+
dkxdkz, (3.14)
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where the integrals run from−∞ to∞. We have given k0 a small positive imaginary part to define
the integral, and k2 = k2x + k
2
z . If we choose a specific direction, here the fixed direction z, we
can evaluate the kz integration using complex variables. The result is the Weyl representation34
for G(2)
G(2)(~x′,~x) =
ipi
(2pi)2
∫ ∞
−∞
exp[ikx(x′− x)+ iK0|z′− z|]
K0
dkx, (3.15)
where K0 =
√
k20− k2x for k20 > k2x , and = i
√
k2x − k20 for k2x > k20.
We have two regions. In region 1, we let k0 = k1 in (3.15), scale the integral using kx =
k1α , and we get the Green’s function for region 1 (subscript) in (2)-dimensions (superscript)
G(2)1 (~x
′,~x) =
ipi
(2pi)2
∫ ∞
−∞
exp[ik1(α(x′− x)+ γ1(α)|z′− z|)]
γ1(α)
dα, (3.16)
where
γ1(α) =
√
1−α2, (α2 < 1) (3.17)
= +i
√
α2−1, (α2 > 1). (3.18)
In region 2, let k0 = k2 in (3.15) and scale using kx = k1α (the same scaling as in region 1) to
get the Green’s function in region 2 (subscript) in (2)-dimensions (superscript)
G(2)2 (~x
′,~x) =
ipi
(2pi)2
∫ ∞
−∞
exp[ik1(α(x′− x)+ γ2(α)|z′− z|)]
γ2(α)
dα, (3.19)
where
γ2(α) =
√
K2−α2, (α2 < K2) (3.20)
= +i
√
α2−K2, (α2 > K2), (3.21)
and K = k2/k1, the ratio of wavenumbers. The same scaling in both regions can be thought of
as simply a result of Snell’s Law since the x-components of the phases of both functions must
match at a flat interface.
The Green’s functions above are for an infinite space or, in our case, an infinite surface.
To find the periodic Green’s function for a single cell of the surface we use the single or double
layer potentials which occur in Sec.4. For example, define the single layer potential on an
infinite surface h(x) as
(Sψ)(~x′h) =
∫ ∞
−∞
G(2)(~x′h,~xh)ψ(~xh)dx, (3.22)
where ψ is any field function (here it is the normal derivative). The result can be written as a
sum over periodic cells
(Sψ)(~x′h) =
∞
∑
n=−∞
In(x′), (3.23)
where
In(x′) =
∫ (2n+1)L/2
(2n−1)L/2
G(2)(~x′h,~xh)ψ(~xh)dx. (3.24)
Use (3.16) or (3.19) in (3.24), shift the integration by defining x′′ = x−nL, and use the Floquet
property of the field function to rewrite (3.22) as
(Sψ)(~x′h) =
∫ L/2
−L/2
G(2p)(~x′h,~xh)ψ(~xh)dx, (3.25)
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where the two-dimensional periodic Green’s function ((2p)-superscript) is given by
G(2p)(~x′h,~xh) =
ipi
(2pi)2
∫ ∞
−∞
exp[ik1(α(x′− x)+ γ(α)|h(x′)−h(x)|)]
γ(α)
S(α)dα, (3.26)
where the sum S is given by
S(α) =
∞
∑
n=−∞
exp[ink1L(α0−α)], (3.27)
and can be evaluated using the Poisson sum95 to be
S(α) =
2pi
ik1
∞
∑
j=−∞
δ (α−α j), (3.28)
where δ represents the delta function and α j = α0 + jλ/L is the grating equation. The result
substituted in (3.26) yields the periodic Green’s function for region 1
G(2p)1 (~x
′
h,~xh) =
i
2k1L
∞
∑
j=−∞
exp[ik1(α j(x′− x)+ γ1 j|h(x′)−h(x)|)]
γ1 j
, (3.29)
where
γ1 j =
√
1−α2j , (α2j < 1), (3.30)
= +i
√
α2j −1, (α2j > 1), (3.31)
and the periodic Green’s function for region 2
G(2p)2 (~x
′
h,~xh) =
i
2k1L
∞
∑
j=−∞
exp[ik1(α j(x′− x)+ γ2 j|h(x′)−h(x)|)]
γ2 j
, (3.32)
where
γ2 j =
√
K2−α2j , (α2j < K2) (3.33)
= +i
√
α2j −K2, (α2j > K2). (3.34)
We have listed the Green’s functions of both regions to stress the exterior scaling k1 for both.
The result is the residual of the k1 in the phase of both terms, Snell’s law, and the same Poisson
sum.
The Green’s functions satisfy the differential equations
(∇22+ k
2
l )G
(2p)
l (~x
′,~x) =−
∞
∑
n=−∞
δ (x′− xn)δ (z′− z), (3.35)
where xn = x+nL and l = 1,2. The periodic Green’s function can also be written as a phased
array of Hankel functions, e.g. for region 1
G(2p)1 (~x
′,~x) =
i
4
∞
∑
n=−∞
exp(ik1α0nL)H
(1)
0 (k1
√
(x′− xn)2+(z′− z)2). (3.36)
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The periodic Green’s functions are also Floquet-periodic. For either Green’s function, using
(3.29) or (3.32) we have that
G(2p)(~x′,~xn) = exp(−ik1α0nL)G(2p)(~x′,~x), (3.37)
where ~xn =~x+ iˆnL. Since the Floquet condition on any field function (3.8) has the conjugate
phase of (3.37), the product of any Green’s function times any field function ψ is periodic,
G(2p)(~x′,~xn)ψ(~xn) = G(2p)(~x′,~x)ψ(~x). (3.38)
This result will be used later to cancel vertical integrals in Green’s theorem for the coordinate-
space representation.
The three-dimensional Green’s function in free space is given by
G(3)(~x′,~x) =
1
4pi
exp(ik0|~x′−~x|)
|~x′−~x| , (3.39)
where k0 is a generic wave number. It satisfies the equation
(∇23+ k
2
0)G
(3)(~x′,~x) =−δ (~x′−~x), (3.40)
where~x= (x,y,z). Its Fourier representation is
G(3)(~x′,~x) =
1
(2pi)3
∫∫∫ exp[ikx(x′− x)+ iky(y′− y)+ ikz(z′− z)]
k2− k20+
dkxdkydkz, (3.41)
with k2 = k2x + k
2
y + k
2
z . Use complex integration on the preferred z-direction to yield
G(3)(~x′,~x) =
ipi
(2pi)3
∫∫ exp[ikx(x′− x)+ iky(y′− y)+ iK0|z′− z|]
K0
dkxdky, (3.42)
where
K0 =
√
k20− k2x − k2y , (k2x + k2y < k20) (3.43)
= +i
√
k2x + k2y − k20, (k2x + k2y > k20). (3.44)
In the upper region, let k0 = k1 in (3.42), and scale the wavenumbers as kx = k1α and ky = k1β .
This yields the three-dimensional Green’s function for region 1 in the Weyl representation
G(3)1 (~x
′,~x) =
ipik1
(2pi)3
∫∫ exp[ik1(α(x′− x)+β (y′− y)+ γ1(α,β )|z′− z|)]
γ1(α,β )
dαdβ , (3.45)
where
γ1 =
√
1−α2−β 2, (α2+β 2 < 1), (3.46)
= +i
√
α2+β 2−1, (α2+β 2 > 1). (3.47)
In the lower region, let k0 = k2 in (3.42), scale the wavenumbers the same (two-dimensional
Snell’s law) to yield the three-dimensional Green’s function for region 2 in the Weyl represen-
tation
G(3)2 (~x
′,~x) =
ipik1
(2pi)3
∫∫ exp[ik1(α(x′− x)+β (y′− y)+ γ2(α,β )|z′− z|)]
γ2(α,β )
dαdβ , (3.48)
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where
γ2 =
√
K2−α2−β 2, (α2+β 2 < K2), (3.49)
= +i
√
α2+β 2−K2, (α2+β 2 > K2). (3.50)
The above results are for an infinite surface. To illustrate the reduction to a single cell of
a two-dimensional periodic surface we choose a single layer potential (for either region) with
density ψ which is any field function (here the normal derivative of the velocity potential)
(Sψ)(~x′h) =
∫∫ ∞
−∞
G(3)(~x′h,~xh)ψ(~xh)dxdy. (3.51)
Here the surface is doubly periodic (period L1 in x and L2 in y)
h(~x⊥+~xn1n2) = h(~x⊥), (3.52)
where n1 and n2 are integers and~xn1n2 = iˆn1L1+ jˆn2L2. The field function is Floquet-periodic
in two dimensions, see (3.10). We can thus write (3.51) as a double sum over periodic cells
(Sψ)(~x′h) =
∞
∑
n1=−∞
∞
∑
n2=−∞
In1n2(~x
′
h), (3.53)
where
In1n2(~x
′
h) =
∫ (2n2+1)L2/2
(2n2−1)L2/2
∫ (2n1+1)L1/2
(2n1−1)L1/2
G(3)(~x′h,~xh)ψ(~xh)dxdy. (3.54)
Use the Weyl representation (3.45) or (3.48) for G(3), shift the integrations using x′′ = x−n1L1
and y′′ = y−n2L2 to yield
(Sψ)(~x′h) =
∫ L2/2
−L2/2
∫ L1/2
−L1/2
G(3p)(~x′h,~xh)ψ(~xh)dxdy, (3.55)
where the three-dimensional periodic Green’s function is given by
G(3p)(~x′h,~xh) =
ipik1
(2pi)3
∫∫ exp[ik1(α(x′− x)+β (y′− y)+ γ|h(~x′⊥)−h(~x⊥)|)]
γ(α,β )
P1P2dαdβ ,
(3.56)
with the Poisson sums
P1(α) =
∞
∑
n1=−∞
exp[in1k1L1(α0−α)] = 2pik1L1
∞
∑
j=−∞
δ (α j−α), (3.57)
and
P2(β ) =
∞
∑
n2=−∞
exp[in2k1L2(β0−β )] = 2pik1L2
∞
∑
j′=−∞
δ (β j′−β ). (3.58)
The grating equations are now α j = α0+ jλ/L1 and β j′ = β0+ j′λ/L2. The result is the three-
dimensional periodic Green’s function for region 1 with both coordinates on the surface
G(3p)1 (~x
′
h,~xh) =
i
2k1L1L2
∞
∑
j=−∞
∞
∑
j′=−∞
exp[ik1(α j(x′− x)+β j′(y′− y)+ γ1 j j′|h(~x′⊥)−h(~x⊥)|)]
γ1 j j′
,
(3.59)
64
J. DeSanto: Spectral Methods for Gratings 3.9
where
γ1 j j′ =
√
1−α2j −β 2j′, (α2j +β 2j′ < 1) (3.60)
= +i
√
α2j +β 2j′−1, (α2j +β 2j′ > 1). (3.61)
The three-dimensional periodic Green’s function for region 2 is given by
G(3p)2 (~x
′
h,~xh) =
i
2k1L1L2
∞
∑
j=−∞
∞
∑
j′=−∞
exp[ik1(α j(x′− x)+β j′(y′− y)+ γ2 j j′|h(~x′⊥)−h(~x⊥)|)]
γ2 j j′
,
(3.62)
where
γ2 j j′ =
√
K2−α2j −β 2j′, (α2j +β 2j′ < K2) (3.63)
= +i
√
α2j +β 2j′−K2, (α2j +β 2j′ > K2). (3.64)
We use these Green’s functions later for three-dimensional electromagnetic problems. Note
again that the scaling is k1 in front of both (3.59) and (3.62). Note also the obvious remark that
for a two-dimensional surface h(~x⊥) we have two spectral parameters, j and j′.
Both Green’s functions satisfy a two-dimensional Floquet condition
G(3p)(~x′h,~xh+~xn1n2) = exp[−ik1(α0n1L1+β0n2L2)]G(3p)(~x′h,~xh). (3.65)
Combined with the two-dimensional Floquet condition on any field function (3.10), the product
of any Green’s function times a field function is periodic
G(3p)(~x′h,~xh+~xn1n2)ψ(~xh+~xn1n2) = G
(3p)(~x′h,~xh)ψ(~xh). (3.66)
We use this property later to cancel side integrals in Green’s theorem. Techniques for computing
these periodic Green’s functions are available101,102.
3.4 Integral Methods in Coordinate Space for Scalar Problems
We first present the coordinate-space representation of the scattering from a periodic surface
as comparison and contrast to that of the spectral representations in later sections. In addition,
these yield rigorous representations for the scattered field above the highest surface excursion
and for the transmitted field below the lowest surface excursion, as well as projections on lines
above and below the surface.
The total field in region 1, ψ1, equals the sum of incident plus scattered fields, ψ1 =
ψ in+ψsc, and it satisfies the scalar Helmholtz equation
(∇22+ k
2
1)ψ1(~x) = 0, (3.67)
as do both incident and scattered fields. We do Green’s theorem using ψ1 and G
(2p)
1 . Cross
multiply (3.67) and (3.35), multiply by the characteristic function of region 1
Θ1(~x) = θ(L/2− x)θ(x+L/2)θ(z−h(x))θ(H1− z), (3.68)
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where θ is the step function, θ(x) = 1 when x > 0, and θ(x) = 0 when x < 0, and integrate by
parts. To express the results conveniently, introduce the bracket notation
[G(2p)1 ,ψ1;~x
′,S] =
∫∫
S
[G(2p)1 (~x
′,~xS)∂lψ1(~xS)−∂lG(2p)1 (~x′,~xS)]nlds, (3.69)
where ∂l is the partial derivative (∂x for l = 1 and ∂z for l = 2), nl is the non-unit surface
normal, and ds the arc length along the surface. Repeated subscripts are summed. There are
four surfaces S: x = ±L/2 (h < z < H1), z = h, and z = H1, both with −L/2 < x < L/2. The
result is
ψ1(~x′)Θ1(~x′) = [G
(2p)
1 ,ψ1;~x
′,L/2]− [G(2p)1 ,ψ1;~x′,−L/2]+ [G(2p)1 ,ψ1;~x′,H1]− [G(2p)1 ,ψ1;~x′,h].
(3.70)
Using (3.38), the first two brackets on the right hand side of (3.70) cancel by Floquet periodicity.
For the moment assume the integral on H1 represents the incident field (proof below), i.e.
ψ in(~x′) = [G(2p)1 ,ψ1;~x
′,H1]. (3.71)
We thus have three results. Inside region 1, h(x′)< z′ < H1, Θ1 = 1, we have
ψ1(~x′) = ψ in(~x′)− [G(2p)1 ,ψ1;~x′,h]. (3.72)
Outside region 1, where Θ1 = 0, we have from (3.70)
ψ in(~x′) = [G(2p)1 ,ψ1;~x
′,h], (3.73)
which is an Extinction Theorem, and on the surface z′ = h(x′), taking into account the disconti-
nuity of the double layer potential in (3.72), we have
1
2
ψ1(~x′h) = ψ
in(~x′h)− [G(2p)1 ,ψ1;~x′h,h]. (3.74)
In particular, we can write the scattered field above the highest surface excursion, z′ >
max(h), using (3.72). The absolute value in the Green’s function in (3.72) is not present, i.e. we
use the representation
G(2p)1 (~x
′,~xh) =
i
2k1L
∞
∑
j=−∞
exp[ik1(α j(x′− x)+ γ1 j(z′−h(x)))]
γ1 j
. (3.75)
The result is that the scattered field above the highest surface excursion can be written exactly
as a plane wave expansion of upgoing waves
ψsc(~x′) =
∞
∑
j=−∞
A j exp[ik1(α jx′+ γ1 jz′)], (3.76)
where A j can be written as the integral
A j =
1
L
∫ L/2
−L/2
A( j,x)exp[−ik1(α jx+ γ1 jh(x))]dx, (3.77)
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and the integrand A( j,x) is in terms of the boundary unknowns
A( j,x) =
−i
2k1γ1 j
{
∂ψ1
∂n
(~xh)+ ik1(γ1 j−α jh′(x))ψ1(~xh)
}
. (3.78)
We have written A( j,x) as a function of two variables, the first a discrete spectral (S) variable
j which has replaced the field coordinate variable, and the second a continuous coordinate (C)
variable x, which is the surface integration variable. This is the basis for the spectral-coordinate
(SC) approach used in Sec. 5.
There remains to prove (3.71). This time the representation for the Green’s function
evaluated on z= H1 is with~x1 = (x,H1)
G(2p)1 (~x
′,~x1) =
i
2k1L
∞
∑
j=−∞
exp[ik1(α j(x′− x)+ γ1 j(H1− z′))]
γ1 j
. (3.79)
Using (3.79) in (3.71) and the representation (3.76) for the scattered field it is straighforward to
show that
[G(2p)1 ,ψ
sc;~x′,H1] = 0. (3.80)
Further, if we assume a general plane wave decomposition of the incident field in terms of
downgoing waves
ψ in(~x) =∑
n
In exp[ik1(αnx− γ1nz)], (3.81)
the relation
[G(2p)1 ,ψ
in;~x′,H1] = ψ in(~x′), (3.82)
follows immediately. Alternatively, one can view the integrand in (3.71)
∂ψ1
∂ z
(x,H1)− ik1γ1 jψ1(x,H1), (3.83)
as projecting out only the downgoing waves and canceling the scattered waves. The combina-
tion of (3.80) and (3.82) is the proof of (3.71).
In the region below the surface, region 2, the total fieldψ2 satisfies the Helmholtz equation
(∇22+ k
2
2)ψ2(~x) = 0, (3.84)
where the wavenumber k2 = Kk1 is written in terms of a scale factor K. The region is defined
by the characteristic function
Θ2(~x) = θ(L/2− x)θ(x+L/2)θ(h(x)− z)θ(z−H2). (3.85)
The Green’s function G(2p)2 is given by
G(2p)2 (~x
′,~x) =
i
2k1L
∞
∑
j=−∞
exp[ik1(α j(x′− x)+ γ2 j|z′− z|)]
γ2 j
, (3.86)
where γ2 j is defined in (3.33). Green’s theorem in this region, the cancellation of integrals along
x =±L/2 by Floquet periodicity, and the vanishing of the integral along H2 since at this value
of z the total field consists of downward propagating waves, yields the result
ψ2(~x′)Θ2(~x′) = [G
(2p)
2 ,ψ2;~x
′,h]. (3.87)
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On the boundary, the limit of (3.87) is
1
2
ψ2(~x′h) = [G
(2p)
2 ,ψ2;~x
′
h,h]. (3.88)
For z′<min(h), (3.87) yields a representation of the total field in region 2 in terms of downward
propagating plane waves
ψ2(~x′) =
∞
∑
j=−∞
B j exp[ik1(α jx′− γ2 jz′)], (3.89)
where
B j =
1
L
∫ L/2
−L/2
B( j,x)exp[−ik1(α jx− γ2 jh(x))]dx, (3.90)
and B( j,x) is in terms of the boundary values from region 2
B( j,x) =
i
2k1γ2 j
{
∂ψ2(~xh)
∂n
− ik1(γ2 j+α jh′(x))ψ2(~xh)
}
. (3.91)
We have assumed that ψ is a velocity potential. Then the continuity conditions at the
boundary are written as the continuity of velocity
∂ψ2
∂n
(~xh) =
∂ψ1
∂n
(~xh)=˙N(~xh), (3.92)
and continuity of pressure
ρ2ψ2(~xh) = ρ1ψ1(~xh), (3.93)
where ρ j are the densities. In (3.92) we defined the normal derivative boundary unknown as N,
and we define the surface field boundary unknown as ψ(~xh) =ψ1(~xh), so that ψ2(~xh) = 1ρψ(~xh)
where ρ = ρ2/ρ1. Using these unknowns, (3.78) and (3.91) become
A( j,x) =
−i
2k1γ1 j
[N(~xh)+ ik1(γ1 j−α jh′(x))ψ(~xh)], (3.94)
and
B( j,x) =
i
2k1γ2 j
[N(~xh)− ik1ρ (γ2 j+α jh
′(x))ψ(~xh)]. (3.95)
We can summarize these results using single(S) and double(D) layer potentials
(S ju)(~x′) =
∫ L/2
−L/2
G(2p)j (~x
′,~xh)u(~xh)dx, (3.96)
and
(D jv)(~x′) =
∫ L/2
−L/2
∂G(2p)j
∂n
(~x′,~xh)v(~xh)dx, (3.97)
and write the integral equations (3.74) and (3.88) in symbolic form as
1
2
ψ = ψ in− (S1N)+(D1ψ), (3.98)
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and
1
2
ψ = ρ(S2N)− (D2ψ). (3.99)
Various combinations of these equations and integral equations formed by first taking the nor-
mal derivative of the field representations (3.72) and (3.87) and passing to the surface limit
can be used to solve for the boundary unknowns ψ and N. For the Dirichlet problem, ψ = 0
and ρ = 0 so (3.99) disappears and (3.98) is an integral equation of first kind for N. For the
Neumann problem, first divide (3.99) by ρ , then let ρ → ∞ and set N = 0.
Direct integral equation methods have been used to computationally solve this prob-
lem21,22,67. Other integral equation solutions36,37,38,39 have been compared to the solutions of
spectral methods presented later in this paper. Other methods have also been employed18,19,20,73,74,86.
Point collocation questions arise10,25,53,60,72 for any coordinate based method.
3.5 Partial Spectral Methods for Scalar Problems
In this section we use a direct method to generate integral equations in a partial spectral repre-
sentation. The method uses Green’s theorem again, but not the Green’s function. Define the up-
and down-going plane wave states in region 1
φ±1 j(~x) = exp[ik1(−α jx± γ1 jz)], (3.100)
which satisfy the same Helmholtz equation as ψ1, (3.67),
(∇22+ k
2
1)φ
±
1 j(~x) = 0. (3.101)
For convenience, in (3.100) we have chosen the conjugate in the x-coordinate. In the Green’s
function this occurs naturally. Cross multiply (3.67) and (3.101) and subtract the results, multi-
ply by Θ1 from (3.68), integrate over all space, and then integrate by parts. Since all fields are
Floquet periodic, the integrals along x = ±L/2 cancel. The results can be expressed with the
collapsed bracket notation
[u,v;S] =
∫
S
[u(~xS)∂lv(~xS)− v(~xS)∂lu(~xS)]nlds, (3.102)
where, unlike the bracket notation in Sec.4, no exterior coordinate-space variable appears.
There are two surfaces, z = h with −L/2 < x < L/2, and z = H1 with −L/2 < x < L/2. The
result is
[φ±1 j,ψ1;h] = [φ
±
1 j,ψ1;H1]. (3.103)
The result can be thought of as an analytic continuation from the periodic surface z= h to a flat
plane z=H1 above the surface. The right hand side of (3.103) can be evaluated explicitly using
(3.76) and (3.81) to give
[φ±1 j,ψ1;H1] = 2ik1Lγ1 j
{−I j
A j
}
. (3.104)
Here the up-going plane waves φ+1 j project out the down-going spectral components of the inci-
dent wave I j, and the down-going plane waves φ−1 j project out the up-going spectral components
of the scattered waves A j. Combining this with the left hand side of (3.103) we get the set of
equations for region 1
1
L
∫ L/2
−L/2
φ±1 j(~xh)U
±
j (~xh)dx= γ1 j
{−I j
A j
}
, (3.105)
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where
U±j (~xh) =
1
2ik1
[N(~xh)− ik1(±γ1 j+α jh′(x))ψ(~xh)]. (3.106)
We have incorporated the boundary unknowns defined following (3.92). Note that U−j =
γ1 jA( j,x) from (3.94).
In region 2, the up- and down-going plane waves are given by
φ±2 j(~x) = exp[ik1(−α jx± γ2 jz)], (3.107)
which satisfy the Helmholtz equation
(∇22+ k
2
2)φ
±
2 j(~x) = 0. (3.108)
Cross multiply (3.84) and (3.108), multiply the result by Θ2 from (3.85), integrate over all
space, then integrate by parts. The Floquet periodicity cancels the integrals on x = ±L/2 and
the result is the analytic continuation
[φ±2 j,ψ2;h] = [φ
±
2 j,ψ2;H2]. (3.109)
The right hand side of (3.109) can be evaluated using (3.89) for ψ2 to yield
[φ±2 j,ψ2;H2] =−2ik1Lγ2 j
{B j
0
}
. (3.110)
Combined with (3.109), and incorporating the definitions of the boundary values following
(3.92) yields the equations from the lower region
1
L
∫ L/2
−L/2
φ±2 j(~xh)L
±
j (~xh)dx=−γ2 j
{B j
0
}
. (3.111)
where
L±j (~xh) =
1
2ik1
[N(~xh)− ik1ρ (±γ2 j+α jh
′(x))ψ(~xh)]. (3.112)
The lower equation in (3.111) is a spectral version of the Extinction Theorem.
The procedure is to solve the combined U+ equation in (3.105) and the L− equation in
(3.111) for the boundary unknowns N and ψ , and to evaluate the U− and L+ equations for the
scattered (A j) and transmitted (B j) amplitudes. The scattered and transmitted fields can be then
found from (3.76) and (3.89) respectively. In order to find field values in the surface wells, we
must use these boundary unknowns in (3.72) and (3.87) respectively.
The advantage of the method is that there are no Green’s functions to compute. Instead,
the results are projected onto plane wave based basis functions (really Rayleigh functions since
they’re on the surface). The Green’s function does this in an alternate way.
It is useful with any theory to check simple special cases. It is also necessary that the
general results reduce to simple solvable cases. Here we take the flat surface limit (h= 0), and
derive from them the Fresnel reflection and transmission coefficients as a necessary check on
the general results. For h = 0, let L→ ∞, so that for any finite j, limL→∞α j = α0, so that the
only surviving waves are the 0th order reflection (A0) and transmission (B0) amplitudes. The
surface fields N and ψ thus have two different flat-surface field representations which are
ψ1(x,0) = (I0+A0)exp[ik1α0x], (3.113)
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N1(x,0) =−ik1γ10(I0−A0)exp[ik1α0x], (3.114)
ψ2(x,0) = B0 exp[ik1α0x], (3.115)
and
N2(x,0) =−ik1γ20B0 exp[ik1α0x]. (3.116)
From (3.105) and (3.111) we have
A0 =
1
2ik1γ10
lim
L→∞
1
L
∫ L/2
−L/2
[N(x,0)+ ik1γ10ψ(x,0)]exp[−ik1α0x]dx, (3.117)
and
B0 =
−1
2ik1γ20
lim
L→∞
1
L
∫ L/2
−L/2
[N(x,0)− ik1
ρ
γ20ψ(x,0)]exp[−ik1α0x]dx. (3.118)
If we use the flat-surface field representations on the surface from region 1, (N1 and ψ1), in
the A0 equation, and the flat-surface field representations from region 2, (N2 and ψ2), in the B0
equation, we just get identities. Instead, use the opposite procedure, i.e. write A0 and B0 as
A0 =
1
2ik1γ10
lim
L→∞
1
L
∫ L/2
−L/2
[N2(x,0)+ ik1γ10ψ2(x,0)]exp[−ik1α0x]dx, (3.119)
and
B0 =
−1
2ik1γ20
lim
L→∞
1
L
∫ L/2
−L/2
[N1(x,0)− ik1ρ γ20ψ1(x,0)]exp[−ik1α0x]dx. (3.120)
Using (3.113) through (3.116) in (3.119) and (3.120) we get two equations
A0 =
ργ10− γ20
2γ10
B0, (3.121)
and
B0 =
γ10[I0−A0]+ (γ20/ρ)[I0+A0]
2γ10
. (3.122)
These can be solved to yield the Fresnel reflection coefficient
A0
I0
=
ργ10− γ20
ργ10+ γ20
, (3.123)
and the Fresnel transmission coefficient
B0
I0
=
2γ10
ργ10+ γ20
. (3.124)
Finally we have that
1+
A0
I0
= ρ
B0
I0
, (3.125)
as expected.
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3.6 Surface Inversion Using the Partial Spectral Method
We can use the partial spectral results from Sec.5 to develop simple algorithms to reconstruct
the surface height h(x) from the knowledge of the incident and scattered field amplitudes I j and
A j. For simplicity, we choose the Dirichlet problem, ψ(~xh) = 0. This is a perfectly reflecting
case, and (3.111) vanishes identically (multiply it by ρ , and then set ρ = 0). The resulting
equations (3.105) become
1
L
∫ L/2
−L/2
φ±1 j(~xh)N(~xh)dx= 2ik1γ1 j
{−I j
A j
}
. (3.126)
We describe two methods, the first is perturbation theory in the surface height, and the second
is the use of the Kirchhoff approximation for the normal derivative N. The full details of both
methods with numerical results were presented in111,112. There the methods were applied to
truncated rough surfaces. Some other methods can be found in59 for uniqueness questions
and17 for more detailed reconstruction algorithms.
For perturbation theory (3.100) is used on the surface, and becomes
φ±1 j(~xh)≈ exp[−ik1α jx](1± ik1γ1 jh(x)). (3.127)
Substituting (3.127) in (3.126), and adding and subtracting the resulting equations yields the
two results
1
L
∫ L/2
−L/2
exp[−ik1α jx]N(~xh)dx=−ik1γ1 j(I j−A j), (3.128)
and
1
L
∫ L/2
−L/2
exp[−ik1α jx]N(~xh)h(x)dx=−(I j+A j). (3.129)
Fourier inverting both equations yields
N(~xh) =−ik1
∞
∑
j=−∞
exp[ik1α jx](I j−A j), (3.130)
and
N(~xh)h(x) =−
∞
∑
j=−∞
exp[ik1α jx](I j+A j). (3.131)
Divide (3.131) by (3.130) (so that we factor out the boundary condition) and take the real part
to get the approximation to the surface profile hPT produced by perturbation theory
hPT (x) =
1
k1
Im
{
∑∞j=−∞(I j+A j]exp[ik1α jx]
∑∞j=−∞(I j−A j)exp[ik1α jx]
}
. (3.132)
where (Im) is the imaginary part. The equation simplifies for a single incident wave (I j = δ j0I0)
to be
hPT (x) =
1
k1
Im
{
I0+∑∞j=−∞A j exp[i2pi jx/L]
I0−∑∞j=−∞A j exp[i2pi jx/L]
}
. (3.133)
These equations (3.132) and (3.133) express the surface in terms of the amplitudes of the inci-
dent and scattered fields.
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For the Kirchhoff approximation (KA), assume a single plane wave incidence
ψ in(~x) = I0 exp[ik1(α0x− γ10z)], (3.134)
and approximate the normal derivative on the surface in (3.126) by twice the normal derivative
of the incident field
N(~xh)≈ NKA(~xh) = 2nl∂lψ in(~xh). (3.135)
For the lower equation in (3.126) this yields
1
L
∫ L/2
−L/2
[γ10+α0h′(x)]exp[−ik1(p jx+q jh(x))]dx=−γ1 jA j/I0, (3.136)
where
p j = α j−α0, (3.137)
and
q j = γ1 j+ γ0 j. (3.138)
The h′(x) term in (3.136) can be integrated by parts to yield
1
L
∫ L/2
−L/2
exp[−ik1(p jx+q jh(x))]dx=− f−j A j/I0, (3.139)
where
f−j =
γ1 j(γ1 j+ γ10)
γ1 jγ10+(1−α jα0) . (3.140)
We can re-express p j and q j using trig identities as
p j = sin(θ scj )− sin(θ in) = 2cos
{
θ scj +θ
in
2
}
sin
{
θ scj −θ in
2
}
, (3.141)
and
q j = cos(θ scj )+ cos(θ
in) = 2cos
{
θ scj +θ
in
2
}
cos
{
θ scj −θ in
2
}
. (3.142)
We thus have that p j and q j are confined to an Ewald circle
p2j +q
2
j 6 4. (3.143)
and we further have |p j| 6 2 and |q j| 6 2. This restricts the acceptable j values to a set J and
correspondingly restricts the acceptable scattering angles (modulo the incident angle), and thus
the scattered amplitudes and fields used for the inversion. For fixed q j, say q j1 , (3.139) is a
periodic Fourier transform restricted in p j and thus restricted in the set J. As q j1 increases, p j
decreases, which is equivalent to a low-pass filter. As q j1 decreases, more data near grazing
illumination and scattering is involved, where the Kirchhoff approximation gets worse. For
fixed q j1 , assume the integral in (3.139) can be approximately inverted to yield
exp[−ik1q j1h(x)] =
−1
I0
∑
J
f−j A j exp[ik1p jx]
.
=R(x). (3.144)
73
3.18 Gratings: Theory and Numeric Applications, Second Edition, 2014
Taking the real Re and imaginary Im parts of (3.144) (and neglecting periodic phase shifts)
yields hKA, the Kirchhoff approximation of the surface height
hKA(x,q j1) =
1
k1q j1
arctan
{
−Im(R(x))
Re(R(x))
}
, (3.145)
which again produces the surface height function in terms of the scattered field amplitudes this
time modulated by the Kirchhoff components. Each q j1 produces a different value of hKA.
For a non-periodic truncated random surface the method was used successfully to reconstruct
ensemble surface height functions with approximately twice the rms height as for perturbation
theory112. The cited paper also contains a discussion of the various angle combinations for
different reconstructions.
3.7 Full Spectral Methods for Scalar Problems: Physical Optics Modified Fourier Basis
and Floquet-Fourier Expansions
In Sec.4, both the exterior and interior (integration) variables were in coordinate space. The
equations generated were formally exact for the solution of the boundary values ψ(~xh) and
N(~xh). Once the boundary values were found, the scattered and transmitted fields anywhere
away from the surface wells could be evaluated via either direct transforms or summation meth-
ods in the resulting plane wave cum evanescent wave expansions. The periodic Green’s function
was used and had to be computed. Acceleration methods to do this are available101,102.
In Sec.5, we used plane/evanescent waves to derive another set of equations, again for-
mally exact, for the boundary unknowns which avoided the use of the periodic Green’s func-
tions. The equations to be solved were similar to the equations to be evaluated in the sense
that both involved a close interplay between spectral and coordinate parameters in ”parallel” as
distinct from the ”serial” presentation of methods in Sec.4.
Solution of the boundary unknowns in Secs.4 and 5 using direct discretization methods
involves matrix inversion where the rows and columns of the matrix are both sampled in co-
ordinate space, and the sampling methods are flexible. In Sec.5 the columns are sampled in
coordinate space, but the rows are sampled in spectral space, and this is proscribed in terms
of the Bragg waves. Convergence and the usefulness of the two sets of solutions have been
discussed36,37,38,39. The major point is that the limits of convergence, stability and errors are
numerical and directly related to the solution of exact formal equations and not to any strictly
”physical” approximations.
That changes when we attempt to approximate the surface fields in some spectral basis,
and thus to write equations fully in spectral space. The first question is what do we mean by
spectral space in this context? The second is what do we know about possible expansions? The
main thing we know is that the surface fields are the limits of Floquet-periodic functions, so
they must also be Floquet-periodic. In particular, they should not be expanded in a pure Fourier
series (no matter the temptation) since the latter are only valid for normal incidence (α0 = 0),
where the Floquet periodicity reduces to ordinary periodicity. The validity of a pure Fourier
expansion deteriorates for non-normal incidence.
In this section we briefly describe the use of a pure Floquet type expansion which defines
”spectrum” in one particular way. It is also a physical optics (PO) expansion explained below.
From this we are able to infer the results for what we refer to as a Floquet-Fourier (FF) expan-
sion, and these latter results are presented at the end of the section. The PO expansions for the
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boundary unknowns are
ψ(~xh) = exp[−ik1γ10h(x)]
∞
∑
j′=−∞
ψ(PO)j′ exp[ik1α j′x], (3.146)
or, written in another form
ψ(~xh) = exp[ik1α0x− ik1γ10h(x)]
∞
∑
j′=−∞
ψ(PO)j′ exp[i2pi j
′x/L], (3.147)
where the term outside the summation can be written using the complex conjugate of (3.100)
exp[ik1α0x− ik1γ10h(x)] = φ¯+10(~xh). (3.148)
The term is the physical optics or Kirchhoff approximation of a down-going plane wave evalu-
ated on the boundary. It serves to modulate the remaining Fourier series, and can be viewed as a
precursor to more general Waterman-type expansions105 in terms of down-going waves. (If the
h term is not present in (3.146), the expansion is still a Floquet-periodic expansion, and, since
it is a generalization of the Fourier expansion, has the advantage of being invertible. Its result
can be inferred from the results below, and are presented at the end of this section.) The normal
derivative is similarly expanded
N(~xh) = ik1 exp[−ik1γ10h(x)]
∞
∑
j′=−∞
N(PO)j′ exp[ik1α j′x]. (3.149)
Here we have scaled the normal derivative term by ik1 for convenience. The expansion was
initially introduced as a physical optics modified Fourier expansion31,32,33, and used by several
others15,26,27,55,106,107. The reference33 can be viewed as the exact version of the approximate
Rayleigh-Fano equations97 valid in perturbation theory for shallow surfaces. The expansions
can be substituted into (3.105) and (3.111) to yield
∞
∑
j′=−∞
M±1 j j′(PO)[N
(PO)
j′ ∓ γ1 jψ
(PO)
j′ ]−α j
∞
∑
j′=−∞
M˜±1 j j′(PO)ψ
(PO)
j′ = 2γ1 j
{−I j
A j
}
, (3.150)
and
∞
∑
j′=−∞
M±2 j j′(PO)[N
(PO)
j′ ∓
ik1
ρ
γ2 jψ
(PO)
j′ ]−
ik1
ρ
α j
∞
∑
j′=−∞
M˜±2 j j′(PO)ψ
(PO)
j′ =−2γ2 j
{B j
0
}
, (3.151)
where the physical optics (PO) matrix elements are (p= 1,2)
M±p j j′(PO) =
1
L
∫ L/2
−L/2
exp(ik1[(±γp j− γ10)h(x)+(α j′−α j)x])dx, (3.152)
(note that M+10 j′(PO) = δ j′0) and
M˜±p j j′(PO) =
1
L
∫ L/2
−L/2
h′(x)exp(ik1[(±γp j− γ10)h(x)+(α j′−α j)x])dx. (3.153)
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The latter is written in such a way that integration by parts is obvious. Using integration by
parts, the equations reduce to a simple form
∞
∑
j′=−∞
M±1 j j′(PO)[N
(PO)
j′ ∓a±1 j j′ψ
(PO)
j′ ] = 2γ1 j
{−I j
A j
}
, (3.154)
where
a±1 j j′ =
±(1−α jα j′)− γ1 jγ10
±γ1 j− γ10 , (3.155)
and
∞
∑
j′=−∞
M±2 j j′(PO)[N
(PO)
j′ ∓a±2 j j′ψ
(PO)
j′ ] =−2γ2 j
{B j
0
}
, (3.156)
where
a±2 j j′ =
±(K2−α jα j′)− γ2 jγ10
ρ(±γ2 j− γ10) . (3.157)
Finally, it is useful to rewrite the physical optics matrix elements as
M±p j j′(PO) =
1
L
∫ L/2
−L/2
exp[−i2pi( j− j′)x/L+ ik1(±γp j− γ10)h(x)]dx, (3.158)
which displays the Fourier part explicitly. Note that for a flat surface, the only elements of
(3.158) which survive are the diagonal elements j= j′ (which equal 1). Further, M˜±p j j′(PO) = 0,
a±1 j j′ = γ1 j, a
±
2 j j′ = γ2 j/ρ , and, for a single plane wave incidence (I j = δ j0), the usual flat surface
limit of (3.154) and (3.156) follows directly.
A Floquet-Fourier (FF) expansion for the boundary unknowns can be written as
ψ(~xh) =
∞
∑
j′=−∞
ψ(FF)j′ exp(ik1α j′x), (3.159)
and
N(~xh) = ik1
∞
∑
j′=−∞
N(FF)j′ exp(ik1α j′x). (3.160)
The equations corresponding to (3.154) and (3.156) are thus
∞
∑
j′=−∞
M±1 j j′(FF)[N
(FF)
j′ ∓a1 j j′ψ j′
(FF)
] = 2γ1 j
{−I j
A j
}
, (3.161)
and
∞
∑
j′=−∞
M±2 j j′(FF)[N
(FF)
j′ ∓a2 j j′ψ
(FF)
j′ ] =−2γ2 j
{B j
0
}
, (3.162)
where
a1 j j′ =
1−α jα j′
γ1 j
, (3.163)
a2 j j′ =
K2−α jα j′
ργ2 j
, (3.164)
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and, for p= 1,2, the matrix elements are
M±p j j′(FF) =
1
L
∫ L/2
−L/2
exp[−i2pi( j− j′)x/L± ik1γp jh(x)]dx. (3.165)
The FF equations follow from (3.154) through (3.158) by setting the γ10 term to zero. These
provide an alternative set of equations to solve for the alternative boundary function coefficients
to produce the same coefficients for the scattered and transmitted fields58.
3.8 Full Spectral Methods for Scalar Problems: Conjugate Rayleigh Basis
A further spectral expansion consists in modifying the physical optics expansion by making the
single physical optics plane wave dependent on the Bragg mode, so that the phase height term
is dependent on the mode, and this leads to a conjugate Rayleigh (CR) expansion using the
complex conjugate of the plane wave states (3.100) evaluated on the surface as
ψ(~xh) =
∞
∑
j′=−∞
ψ(CR)j′ exp[ik1α j′x− ik1γ¯1 j′h(x)] =
∞
∑
j′=−∞
ψ(CR)j′ φ¯
+
1 j′(~xh), (3.166)
and the scaled expansion for the normal derivative
N(~xh) = ik1
∞
∑
j′=−∞
N(CR)j′ φ¯
+
1 j′(~xh), (3.167)
where the overbar is complex conjugation. Substituting these expansions in (3.105) and (3.111),
and carrying out the integration by parts necessary to simplify the slope terms as in Sec.7 yields
equations similar in form to (3.154) and (3.156). For the upper region equation we get
∞
∑
j′=−∞
M±1 j j′(CR)[N
(CR)
j′ ∓b±1 j j′ψ
(CR)
j′ ] = 2γ1 j
{−I j
A j
}
, (3.168)
where
b±1 j j′ =
1−α jα j′∓ γ1 jγ¯1 j′
γ1 j∓ γ¯1 j′
, (3.169)
and the matrix elements are defined as
M±1 j j′(CR) =
1
L
∫ L/2
−L/2
exp[−i2pi( j− j′)x/L+ ik1(±γ1 j− γ¯1 j′)h(x)]dx=< φ±1 j,φ+1 j′ > . (3.170)
It is obvious that M+1 j j′(CR) is self-adjoint, positive definite and thus invertible, and this fact
was used with success in solving the Dirichlet problem3. That is,
[M+1 j j′]
?(CR) =M+1 j j′(CR), (3.171)
where the symbol ? represents the adjoint.
The same expansion for the equations in region 2 yields the equations
∞
∑
j′=−∞
M±2 j j′(CR)[N
(CR)
j′ ∓b±2 j j′ψ
(CR)
j′ ] =−2γ2 j
{B j
0
}
, (3.172)
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where
b±2 j j′ =
1
ρ
K2−α jα j′∓ γ2 jγ¯1 j′
γ2 j∓ γ¯1 j′
, (3.173)
and the matrix elements are
M±2 j j′(CR) =
1
L
∫ L/2
−L/2
exp[−i2pi( j− j′)x/L+ ik1(±γ2 j− γ¯1 j′)h(x)]dx=< φ±2 j,φ+1 j′ > . (3.174)
3.9 Integral Equation Methods in Coordinate Space for Electromagnetic Problems
Up to now we have considered one-dimensional surfaces and acoustic problems. These corre-
spond directly to electromagnetic scattering problems where there is no change in polarization
for the scattered and transmitted fields. The general electromagnetic problem for a periodic
dielectric interface is for a two-dimensional surface z= h(~x⊥) = h(x,y) which separates media
of different dielectric constants ε j for j = 1,2 and permeability µ j. The wave numbers for the
two regions are k j = k0
√ε jµ j where k0 = ω/c, ω is the circular frequency and c the speed of
light. There is now a change in polarization in the scattered and transmitted fields.
For the source-free electric field ∂iEi = 0, and each component of the electric field Ei with
i= 1,2,3 satisfies the same Helmholtz equation as the scalar field, viz. in region 1
(∇23+ k
2
1)E1i(~x) = 0, (3.175)
where E1i is the ith electric field component in region 1, and the Laplacian is three-dimensional.
This is just the vector analogue of (3.67). We can use this to write the vector analogues of
the scalar equations in Sec.4, using Green’s theorem, the three-dimensional periodic Green’s
functions G(3p) from (3.59) and (3.62), the two-dimensional Floquet periodicity of the field,
and the characteristic function defining the region, e.g. for region 1
Θ1(~x) = θ(L1/2− x)θ(x+L1/2)θ(L2/2− y)θ(y+L2/2)θ(z−h(~x⊥))θ(H1− z). (3.176)
In region 1 the result is
E1i(~x′)Θ1(~x′) = E ini (~x
′)− [G(3p)1 ,E1i;~x′,h], (3.177)
where E ini is the incident field, and the two-dimensional bracket is explicitly
[G(3p)1 ,E1i;~x
′,h] =
∫∫
D
[G(3p)1 (~x
′,~xh)N1i(~xh)−N(3p)1 (~x′,~xh)E1i(~xh)]d~x⊥, (3.178)
where ~x⊥ = (x,y), the domain of integration D is xε[−L1/2,L1/2], yε[−L2/2,L2/2], and the
normal derivatives are
N1i(~xh) = nl(~x⊥)∂lE1i(~xh), (3.179)
and
N(3p)1 (~x
′,~xh) = nl(~x⊥)∂lG
(3p)
1 (~x
′,~xh), (3.180)
the normal derivatives of the boundary unknown and the periodic Green’s function respectively.
From (3.177), the field representation in D is found by setting Θ1 = 1, the Extinction Theorem
by setting Θ1 = 0, the scattered field is just the bracket term
Esc1i (~x
′) =−[G(3p)1 ,E1i;~x′,h], (3.181)
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and the boundary integral equation is
1
2
E1i(~x′h) = E
in
i (~x
′
h)−
∫∫
D
[G(3p)1 (~x
′
h,~xh)N1i(~xh)−N(3p)1 (~x′h,~xh)E1i(~xh)]d~x⊥, (3.182)
with the boundary unknowns E1i and its normal derivative N1i.
Green’s theorem in region 2 yields the representation for the total transmitted field
E2i(~x′)Θ2(~x′) = [G
(3p)
2 ,E2i;~x
′,h], (3.183)
where Θ2 = 1−Θ1, and the boundary integral equation becomes
1
2
E2i(~x′h) =
∫∫
D
[G(3p)2 (~x
′
h,~xh)N2i(~xh)−N(3p)2 (~x′h,~xh)E2i(~xh)]d~x⊥, (3.184)
with boundary unknowns E2i and its normal derivative N2i. Equations (3.182) and (3.184) are
similar to the scalar equations (3.74) and (3.88), but the fields and their normal derivatives are
not the usual electromagnetic boundary values, the latter being typically written in terms of
normal field components and currents61. So to continue we must relate these usual boundary
conditions to our boundary unknowns.
For the electric field on the boundary we have the continuity condition of the normal
component of the displacement vector ~D= ε~E which becomes
ε~n ·~E2 =~n ·~E1, (3.185)
where ε = ε2/ε1, and the continuity of the magnetic current
~n×~E2 =~n×~E1. (3.186)
These are four equations, three of which are independent. These three can be solved directly,
or the four equations solved using a Moore-Penrose pseudo inverse to yield the boundary con-
ditions on the electric field (in index notation) as
E2i(~xh) =Ci j(~xh)E1 j(~xh), (3.187)
with repeated subscripts summed from 1 to 3 and
Ci j(~xh) = δi j+(ε−1−1)nˆinˆ j, (3.188)
with nˆ representing the unit normal. These boundary conditions were introduced some time
ago35 and used successfully for scattering from a body of revolution41.
The continuity conditions on the normal derivative components are more involved. The
full details are in35. Briefly we introduce the bracket notation for when we set the field on the
surface first and then differentiate
{Em}=˙Em(x,y,h(x,y)). (3.189)
Then the transverse (”t”) derivatives (x and y) are given by
∂x{Em}= {∂xEm}+hx{∂zEm}, (3.190)
and
∂y{Em}= {∂yEm}+hy{∂zEm}. (3.191)
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Using this notation and the continuity of the electric surface current ~Ke =−~n× ~H, where ~H is
the magnetic field, in index form
Ke2i(~xh) = K
e
1i(~xh), (3.192)
we can write the continuity condition for the normal derivative as35
{N2i}= µ{N1i}+(ε−1−1)Vi(~xh), (3.193)
where Vi can be written in terms of transverse partial derivatives involving the normal compo-
nents of the electric field as
Vi(~xh) = nm∂it{nˆmnˆ jE1 j}−ni∂qt{nˆqt nˆ jE1 j}. (3.194)
This Vi term looks awkward, but it can be integrated by parts. First, choose the boundary
unknowns as
E1i(~xh) = {E1i}=˙{Ei}, (3.195)
and
N1i(~xh) = {N1i}=˙{Ni}. (3.196)
Then we can write the equation for the upper region (3.182) as
1
2
{E ′i}+
∫∫
D
[G(3p)1 (~x
′
h,~xh){Ni}−N(3p)1 (~x′h,~xh){Ei}]d~x⊥ = E ini (~x′h). (3.197)
Here {E ′i} means the exterior primed variable placed on the surface, i.e. ~x′h. The equation
(3.197) is diagonal in the index. The coupling is from the lower equation (3.184) written using
(3.193) through (3.196) as
1
2
Ci j(~x′h){E ′j}=
∫∫
D
[G(3p)2 (~x
′
h,~xh)(µ{Ni}+(ε−1−1)Vi(~xh))−N(3p)2 (~x′h,~xh)Ci j(~xh){E j}]d~x⊥.
(3.198)
The Vi term can be integrated by parts to yield∫∫
D
G(3p)2 (~x
′
h,~xh)Vi(~xh)d~x⊥ =
∫∫
D
Vi j(~x′h,~xh){Ei}d~x⊥, (3.199)
where
Vi j(~x′h,~xh) = ∂qt{niG(3p)2 (~x′h,~xh)}nˆqt nˆ j−∂it{nmG(3p)2 (~x′h,~xh)}nˆmnˆ j. (3.200)
We can simplify (3.200) to yield
Vi j(~x′h,~xh) = N
(3p)
2 (~x
′
h,~xh)nˆinˆ j−{∂iG(3p)2 (~x′h,~xh)}n j, (3.201)
where now the derivative of the Green’s function is taken first, and then the result set on the
surface. Combining these results we can rewrite (3.198) as
1
2
Ci j(~x′h){E ′j}=
∫∫
D
[G(3p)2 (~x
′
h,~xh)µ{Ni}−Wi j(~x′h,~xh){E j}]d~x⊥, (3.202)
where
Wi j(~x′h,~xh) = N
(3p)
2 (~x
′
h,~xh)δi j+(ε
−1−1){∂iG(3p)2 (~x′h,~xh)}n j. (3.203)
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Note that (3.197) and (3.202), if put in matrix form, are diagonal in three of the four matrix
blocks multiplying the six-dimensional vector of boundary unknowns [{Ei},{Ni}]T where T
is transpose. The only coupling occurs in the single block of the electric fields from (3.202).
We note this in contrast to pre-conditioning methods used to sparsify matrix inversion problems.
Here the results are exact and highly sparse as formulated. They have been used computationally
to treat the scattering from a body of revolution41.
We can use these representations to write plane wave representations for the scattered and
transmitted fields, above and below the largest surface excursions. From (3.177) we can write
the scattered field above the highest surface excursion (z′ > max(h)) as
Esci (~x
′) =−
∫∫
D
[G(3p)1 (~x
′,~xh){Ni}−N(3p)1 (~x′,~xh){Ei}]d~x⊥, (3.204)
where now the Green’s function is, following (3.59), with the field point above the surface
G(3p)1 (~x
′,~xh) =
i
2k1L1L2
∞
∑
j=−∞
∞
∑
j′=−∞
exp[ik1(α j(x′− x)+β j′(y′− y)+ γ1 j j′(z′−h(~x⊥))]
γ1 j j′
,
(3.205)
and
N(3p)1 (~x
′,~xh) = nq∂qG
(3p)
1 (~x
′,~xh). (3.206)
Combining these results we can write the scattered field exactly above the highest surface ex-
cursion as a plane wave expansion in terms of purely up-going waves as
Esci (~x
′) =
∞
∑
j=−∞
∞
∑
j′=−∞
Ai j j′ exp[ik1(α jx′+β j′y′+ γ1 j j′z′)], (3.207)
where
Ai j j′ =
1
L1L2
∫∫
D
Ai j j′(~x⊥)exp[−ik1(α jx+β j′y+ γ1 j j′h(~x⊥))]d~x⊥, (3.208)
and
Ai j j′(~x⊥) =
−i
8pi2k1γ1 j j′
[{Ni}+ ik1(γ1 j j′−α jhx−β j′hy){Ei}], (3.209)
in terms of the boundary unknowns.
Similarly, from (3.183), we have the transmitted field below the lowest surface excursion
(z′ < min(h))
E2i(~x′) =
∫∫
D
[G(3p)2 (~x
′,~xh)N2i(~xh)−N(3p)2 (~x′,~xh)E2i(~xh)]d~x⊥, (3.210)
where now
G(3p)2 (~x
′,~xh) =
i
8pi2k1L1L2
∞
∑
j=−∞
∞
∑
j′=−∞
exp[ik1(α j(x′− x)+β j′(y′− y)− γ2 j j′(z′−h(~x⊥))]
γ2 j j′
,
(3.211)
and
N(3p)2 (~x
′,~xh) = nq∂qG
(3p)
2 (~x
′,~xh). (3.212)
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The result is the plane wave spectral representation for the transmitted field below the lowest
surface excursion in terms of purely down-going waves as
E2i(~x′) =
∞
∑
j=−∞
∞
∑
j′=−∞
Bi j j′ exp[ik1(α jx′+β j′y′− γ2 j j′z′)], (3.213)
where
Bi j j′ =
1
L1L2
∫∫
D
Bi j j′(~x⊥)exp[−ik1(α jx+β j′y− γ2 j j′h(~x⊥))]d~x⊥, (3.214)
and
Bi j j′(~x⊥) =
i
8pi2k1γ2 j j′
[N2i(~xh)− ik1(γ2 j j′+α jhx+β j′hy)E2i(~xh)], (3.215)
written in terms of the boundary values from the lower region. Using the boundary conditions
(3.187) and (3.193) and integration by parts we can rewrite (3.215) in terms of the boundary
unknowns as
Bi j j′(~x⊥) =
i
8pi2k1γ2 j j′
[µ{Ni}−Wi j j′l(~x⊥){El}], (3.216)
where
Wi j j′l(~x⊥) = ik1[α jhx+β j′hy+ γ2 j j′)δil− (ε−1−1)(δi1α j+δi2β j′−δi3γ2 j j′)nl]. (3.217)
Equations (3.207) and (3.213) are the exact plane wave representations in the appropriate re-
gions. In the next section we write general partial spectral representations of the fields, and
show the relations between them and the plane wave spectral representations here which are
valid in limited domains.
3.10 Partial Spectral Methods for Electromagnetic Problems
We develop this section in analogy with the scalar results in Sec.5. This is the electromagnetic
version of the Spectral-Coordinate approach. We define the three-dimensional plane wave states
in the upper region 1 for up(+)- and down(−)-going waves as
φ±1 j j′(~x) = exp[ik1(−α jx−β j′y± γ1 j j′z), (3.218)
where γ1 j j′ is defined following (3.59). The function satisfies the three-dimensional Helmholtz
equation
(∇23+ k
2
1)φ
±
1 j j′(~x) = 0. (3.219)
The incident electric field can be written as a general plane wave expansion of down-going
waves
E ini (~x) =
∞
∑
j=−∞
∞
∑
j′=−∞
Ii j j′ exp[ik1(α jx+β j′y− γ1 j j′z)]. (3.220)
Apply Green’s theorem in the domain defined by Θ1 in (3.176) to φ±1 j j′ and E1i, use the two-
dimensional Floquet conditions to cancel the side integrals as in Sec.9 and the result is
1
L1L2
∫∫
D
φ±1 j j′(~xh)U
±
i j j′(~xh)d~x⊥ = γ1 j j′
{−Ii j j′
Ai j j′
}
, (3.221)
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where U is defined as
U±i j j′(~xh) =
1
2ik1
[{Ni}− ik1(±γ1 j j′+α jhx+β j′hy){Ei}]. (3.222)
The Ai j j′ are the spectral coefficients of the scattered field from (3.207). Recall that the scat-
tered field is evaluated on a flat surface (z = H1) above the highest surface excursion, so the
representation (3.207) is rigorously valid and not a Rayleigh approximation. We also used the
boundary values (3.195) and (3.196). In (3.221), the up-going plane wave states φ+ project out
the down-going incident field spectral components Ii j j′ , and the down-going plane wave states
φ− project out the up-going scattered field spectral components Ai j j′ . Equations (3.221) and
(3.222) are the vector generalizations of (3.105) and (3.106).
For the lower region 2, the three-dimensional up- and down-going plane wave states are
defined as
φ±2 j j′(~x) = exp[ik1(−α jx−β j′y± γ2 j j′z)], (3.223)
where γ2 j j′ is defined following (3.62). The functions satisfy the three-dimensional Helmholtz
equation
(∇23+ k
2
2)φ
±
2 j j′(~x) = 0. (3.224)
Green’s theorem on φ±2 j j′ and the total transmitted field E2i in the domain defined by Θ2(~x) =
1−Θ1(~x) yields the relations
1
L1L2
∫∫
D
φ±2 j j′(~xh)L
±
i j j′(~xh)d~x⊥ =−γ2 j j′
{Bi j j′
0
}
, (3.225)
where
L±i j j′(~xh) =
1
2ik1
[N2i(~xh)− ik1(±γ2 j j′+α jhx+β j′hy)E2i(~xh)], (3.226)
in terms of the boundary values from the lower region. Using the boundary values (3.195) and
(3.196) and integration by parts, (3.226) can be rewritten as
L±i j j′(~xh) =
1
2ik1
[µ{Ni}−W±i j j′l(~xh){El}], (3.227)
with a sum over l = (1,2,3) and where
W±i j j′l(~xh) = ik1[(α jhx+β j′hy± γ2 j j′)δil− (ε−1−1)(α jδi1+β j′δi2∓ γ2 j j′δi3)nl]. (3.228)
Note that W+i j j′l is just Wi j j′l from (3.217). Equations (3.225) and (3.227) are the vector gener-
alizations of (3.111) and (3.112). The procedure is to solve the upper equation (3.221) and the
lower equation (3.225) for the boundary unknowns {Ni} and {Ei} and evaluate the remaining
equations for the scattered and transmitted amplitudes.
3.11 Full Spectral Methods for Electromagnetic Problems
In this section we develop the full spectral methods using the conjugate Rayleigh basis in anal-
ogy with Sec.8 for the scalar case. In (3.221) and (3.225) we use the following expansions in
the conjugate Rayleigh basis,
{Ei}=
∞
∑
l=−∞
∞
∑
l′=−∞
Eill′ φ¯+1ll′(~xh), (3.229)
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and
{Ni}= ik1
∞
∑
l=−∞
∞
∑
l′=−∞
Nill′ φ¯+1ll′(~xh), (3.230)
with the normal derivative on the boundary scaled by ik1 and where φ+1ll′ is from (3.218). The
overbar is complex conjugation. Integrate the slope terms by parts as for example
< φ±1 j j′,hxφ
+
1ll′ >=
α j−αl
±γ1 j j′− γ¯1ll′
< φ±1 j j′,φ
+
1ll′ >, (3.231)
and the equations for the upper region can be written using (3.221) as
∞
∑
l=−∞
∞
∑
l′=−∞
< φ±1 j j′,φ
+
1ll′ > [Nill′−U±( j j′, ll′)Eill′] = 2γ1 j j′
{−Ii j j′
Ai j j′
}
, (3.232)
where
U±( j j′, ll′) =
1−α jαl−β j′βl′∓ γ1 j j′ γ¯1ll′
±γ1 j j′− γ¯1ll′
. (3.233)
We have written the double spectral values j j′ and ll′ as arguments of U in illustration of
the fact that they are each replacing coordinate sampling/integration along two-dimensional
surfaces denoted by~x′h and~xh respectively, as well as to indicate that the equations (3.232) are
diagonal in the vector index ′′i′′. That is, the ith component of A is related to the ith components
of N and E. There is no coupling in this index for the equations from region 1. It can be shown
that the matrix < φ+1 j j′,φ
+
1ll′ > is self-adjoint, positive definite and hence invertible.
For the lower region 2 these same expansions and integration of the slope terms yields
from (3.225)
∞
∑
l=−∞
∞
∑
l′=−∞
< φ±2 j j′,φ
+
1ll′ > [µNill′−L±ip( j j′, ll′)Epll′] =−2γ2 j j′
{Bi j j′
0
}
, (3.234)
where there is an implicit sum over the repeated subscript p = (1,2,3). The full coupling of
these equations resides in this summation. Here the L term can be written as
L±ip( j j
′, ll′) =
M±ip( j j
′, ll′)
±γ2 j j′− γ¯1ll′
, (3.235)
where M can be written as a diagonal (D) part and a full (F) part, the latter of which contains
the coupling,
M±ip( j j
′, ll′) = D±( j j′, ll′)δip+F±ip ( j j
′, ll′), (3.236)
where
D±( j j′, ll′) = K2−α jαl−β j′βl′∓ γ2 j j′ γ¯1ll′, (3.237)
and
F±ip ( j j
′, ll′)= (ε−1−1)(α jδi1+β j′δi2∓γ2 j j′δi3)[(α j−αl)δp1+(β j′−βl′)δp2−(±γ2 j j′− γ¯1ll′)δp3].
(3.238)
The procedure is to solve the upper equation (3.232) and the lower equation (3.234), which is a
spectral extinction equation, for the unknown expansion coefficients Nill′ and Eill′ , and evaluate
the remaining equations for the scattered Ai j j′ and transmitted Bi j j′ spectral coefficients.
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3.12 Summary
We have derived exact formal sets of equations, in both coordinate and various spectral domains,
to describe the scattering from deterministic gratings. Both acoustic scalar one-dimensional
problems and full electromagnetic two-dimensional problems were considered. Both involved
a grating surface separating two homogeneous regions of space. Both involved coordinate-
space representations from which proceeded rigorous plane wave spectral representations valid
for the scattered field above the highest surface excursion and for the transmitted field below
its lowest excursion. The electromagnetic development was treated in analogy with the scalar
problem, with boundary conditions derived for the electric field and its normal derivative from
the standard boundary conditions on currents and the normal components of the displacement
vector.
From these coordinate representations we proceeded first to partial spectral representa-
tions where the word ”partial” refers to the field variables. These could be derived in a straight-
forward way just using plane waves and Green’s theorem, and without involving the Green’s
function explicitly. We stress again that the equations are exact. In addition, these led to surface
inversion examples for the scalar case using perturbation theory (where the boundary values
could be factored out), and the Kirchhoff approximation (where the boundary values were ap-
proximated).
The full spectral equations involved expanding the boundary unknowns in some set of
functions, and it is here where the Rayleigh and Waterman assumptions come into play. For
the scalar case we presented three expansions. The first was a physical optics modified Fourier
expansion with a single plane wave modulating the surface fields. The second was what we
referred to as a Floquet-Fourier basis which modulated the Fourier expansion by still preserving
the Floquet-periodicity of the surface fields but without the full plane waves, and the third was an
expansion in the conjugate Rayleigh basis where each term in the expansion could be thought of
as modulated by a plane wave. For the electromagnetic case only the expansion in the conjugate
Rayleigh basis was considered. Since we used a scalar analogy for the electromagnetic problem
the resulting equations were formally analogous to the scalar equations with the additional
complication being first a vector problem, and second the Bragg modal sampling in two two-
dimensional spaces, the spaces of boundary and field points.
We pointed out in the paper where any of these equations have been solved, but we repeat
that the full computational results and the comparisons of different computational results for
this problem require at least a separate paper if not a separate book.
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Appendix 3.A. A Note on Matrix Elements
For the fully spectral methods in Secs.7 and 8 for the acoustic case and Sec.11 for the elec-
tromagnetic case, the matrix elements have a characteristic form. In the one-dimensional case,
after projection on the various basis sets considered in this paper, (see (3.158), (3.165), (3.170),
and (3.174)), they have the general form
M(a,b) =
1
L
∫ L/2
−L/2
exp[iax+ ik1bh(x)]dx. (3.239)
For all the cases in question, a= 2pi( j′− j)/L which is the Fourier part common to all, and b=
±γp j− γ10 for the physical optics case with one overall plane wave, b = ±γp j for the Floquet-
Fourier case with no plane waves modulating the field expansion, and b = ±γp j− γ¯1 j′ for the
conjugate Rayleigh case with plane waves related to each Bragg mode in the sum. They have a
general validity in surface scattering problems due to the presence of Green’s functions or plane
wave type expansions. For example, for a random surface, these functions M were referred
to as interaction functions in a Feynman diagram expansion114,29,30, essentially a perturbation
expansion in the functions.
In addition, for many surfaces, not necessarily analytic ones, the integral can be expressed
in closed form in terms of special functions. For example, a cosine surface yields Bessel func-
tions for M, a symmetric sawtooth function yields simple exponentials, a quadratic surface
yields Fresnel integrals, a vortex-like surface involving a logarithm yields cosine integrals which
can be evaluated in closed form (or, in a different form, confluent hypergeometric functions), a
cycloid can be evaluated in terms of Bessel functions, a full-wave rectified surface in terms of
a Bessel series, and a periodic array of semicircular cylinders (bosses)98 in terms of a Bessel
series. These closed form solutions can be useful in computations or for approximations. The
details can be found in32. Two-dimensional integrals occurring in the electromagnetic problem
can be developed in a similar way for egg-crate surfaces of the form h(x,y) = h1(x)+h2(y).
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4.1. Introduction 
Integral methods for scattering problems represent a class of mathematical methods based on 
integral equations. In this chapter, all the integral equations are deduced from boundary value 
problems of scattering and are classified as Fredholm integral equations. They can be written 
in the form: 
 c u(r) v(r) W(r, r )u(r )dr ,′ ′ ′= + ∫
     

 (4.1) 
in which may represent for example the surface of a three-dimension diffracting object or 
the cross-section boundary of a two-dimension (cylindrical) object, v and u are continuous 
functions in  . The kernel W of the equation is also continuous in  , and c 0 or 1=
according to whether the equation is of the first or second kind. The mathematical problem is 
to determine u if v and W are known [1]. This kind of method is widely employed in many 
domains of physics [1,2], where it is usual to extend it to cases in which u, v, and W are only 
peasewise continuous or can even be singular. A typical example of use in electromagnetism 
can be found by applying the second theorem of Green for expressing the field in a given 
volume in terms of its values and of the values of its normal derivative on the surrounding 
surface. In that case, the kernels of the integral equations include combinations of Green’s 
functions and of their normal derivatives on the boundaries of the scattering objects. 
The theory of integral equations can be described in a rigorous, elegant and concise way 
using distribution theory [3-5] that extends derivatives and other differential operators to 
discontinuous functions (a famous example is the so-called Dirac function that, for the 
mathematician, should not be called function). The interested reader can find a detailed 
presentation of rigorous use of the distribution theory in the electromagnetic theory of 
gratings in [6,7].  
The first application of the integral method in grating theory was proposed almost 
simultaneously for the case of perfectly conducting gratings by Petit and Cadilhac [8], Wirgin 
[9], and Uretski [10]. The first numerical implementation was reported by Petit [11,12] for TE 
polarization (called also P, or //E , or s polarization). The first extension of this integral 
equation to the other polarization (TM or S or p) led to a non-integrable kernel. This problem 
was solved by Pavageau, who proposed for both polarizations new integral equations having 
continuous and bounded kernels [13]. 
Soon after, Wirgin [14], Neureuther and Zaki [15], and Van den Berg [16] gave 
formulations of the integral method applied to gratings made of metals with finite 
conductivity or dielectrics. The approach was based on the resolution of two coupled integral 
equations containing two unknown functions. Problems of limited memory storage and time-
computation on computers in the late ‘60s restricted the numerical implementation of this 
theory to dielectric gratings only, for which very rare numerical results were published. This 
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restriction was not considered as dramatic by grating specialists at that time. Indeed, it was 
generally considered that in the visible and infrared regions in which the reflectivity of usual 
metals exceeds 90%, the model of perfectly conducting grating is accurate. However, 
development of space optics and astronomy at that time required a precise treatement of the 
problem of metallic gratings used in the ultraviolet, a domain where the metal reflectivity 
starts to drop down as approaching electron plasma frequencies. This need required a new 
approach proposed by Maystre in 1972 [17] by using a single integral equation for a single 
unknown function. Solving the difficulties in the summation of the series in the kernels and in 
their integration, the integral method in this formulation was the first one to result in a 
computer code that was able to correctly model diffraction gratings behaviour over the entire 
spectrum for almost all commercial gratings profiles [18]. One of the most important 
conclusions for the practical applications and grating manufacturers was the definite 
demonstration of the inadequacy of the model of perfectly conducting grating in the near-
infrared, visible and ultraviolet regions [19]. 
However, the method was unable to treat some kinds of gratings, for example gratings 
having large periods and steep facets (echelle gratings, for example) or gratings with profile 
that cannot be represented by Fourier series (rod gratings, cavity gratings, etc.). A further 
development of this approach was proposed by Maystre [20]. It was numerically implemented 
in the early ‘90s in the code ‘Grating 2000’ by the author, which is used in many academic 
and industrial centers in the world. Other development was required for other exotic cases that 
started to find applications and thus required theoretical support for modeling. This 
development covered conical mountings and specially gratings with dielectric multilayer 
coatings [21,22], buried gratings and bimetallic gratings [23-26]. 
It must be emphasized that in this chapter, the authors use, without complete 
demonstrations, some analytic properties of gratings demonstrated in chapter 2. Thus, it is 
recommended to read this chapter before the present one.  
First, we will deal with the most frequent problem: the bare metallic or dielectric 
grating. Then, extensions will be given to other kinds of gratings like perfectly conducting 
gratings, dielectric coated gratings or gratings in conical diffraction.   
 
4.2. The integral method applied to a bare, metallic or dielectric grating. 
4.2.1. The physical model 
 
The grating surface S of period d separates a region V+ with real relative electric permittivity 
and magnetic permeability +ε  and +μ respectively and a region V- with real or complex 
relative electric permittivity and magnetic permeability -ε  and -μ  (figure 4.1). The indices 
+n  and n−  of these media are given by 
+ + +n ε μ=  and n ε μ− − −= . We consider the 
classical diffraction case with incident wavevector ik

 lying in the xz plane, i.e. the plane 
perpendicular to the grooves. The incidence angle iθ  is measured in the counterclockwise 
sense from the z axis and 
2
λ=
k
π
 denotes the wavelength of light in vacuum. The ordinate of 
the top of the profile is denoted by 0z  and unit normal SN

 is oriented towards V+. We denote 
by s the curvilinear abscissa on S , with origin being located at the origin of the Cartesian 
coordinates, and ds  denoting the curvilinear abscissa of the point of S of abscissa x d= . 
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Figure 4.1. Notations 
 
In this chapter, we use the complex notation with a time-dependence in ( )exp iωt− . Let 
F denote the y-component of the electromagnetic field. In TE polarization, it stays for the y-
component Ey of the electric field, and in TM case for the y-component Hy of the magnetic 
field.  
 
4.2.2. The boundary value problem. 
 
It is shown in chapter 2 that in that case of classical diffraction, the total field 
T+ +
T
T
 F  in V ,
F =
F  in V− −



is invariant along the y axis and that it is pseudo-periodic in x: 
 ( ) ( ) ( )T T 0F x+d,z F x,z exp iα d ,=  (4.2) 
with: 
 0
2
k n sin , k .+
π
α = θ =
λ
i  (4.3) 
Moreover, the scattered field is defined by: 
 
T i
T
F F F in V ,
F
F F in V ,
+ + +
− − −
 = −= 
=
 (4.4) 
with the incident field iF  in V+  being given by: 
 
i
0i x ikn cos ziF (x, z) e .
+α − θ=  (4.5) 
The interest of the notion of scattered field is that it satisfies a radiation condition (also called 
Sommerfeld condition, or outgoing wave condition, see chapter 2) for z → ±∞ . The radiation 
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condition states that the scattered field at infinity must remain bounded and must propagate 
upward in +V  and dawnward in V− . The scattered field also satisfies Helmholtz equations: 
 ( )22 2F k n F 0    in V .± ± ± ±∇ + =  (4.6) 
The invariance along the y axis allows one to reduce the scattering problem to a two-
dimension problem while the pseudo-periodicity restricts the study of the field to a single 
period of the grating. Consequently, it can be considered that V±  are no more volumes but 
surfaces extending on a single period of the grating. 
In order to periodize the scattered field, we introduce the function 
+ + U  in V ,
U=
U  in V ,− −



:  
 ( ) ( )0i xU x, z e F x, z .− α=  (4.7) 
We denote by ( )ψ s±  the limit values of U±  on S and ( )s±φ  the values of 0iα x
S
dF
e
dN
±
− , with 
S
dF
dN
±
being the normal derivative of F±  on S. 
The Helmholtz equations and the radiation condition are not sufficient to define the 
boundary value problem satisfied by the scattered field F . A third kind of condition must be 
added: the boundary conditions of the electromagnetic field components across S. The 
tangential components of the electric and magnetic fields are continuous across this interface, 
as far as the permittivities and permeabilities of the two media take finite values. For both 
polarizations, this property yields: 
 
i
(s) (s) (s),+ −ψ + ψ = ψ  (4.8) 
with iψ  being the value of the periodized incident field, obtained from equation (4.5): 
 [ ]i i 0F x(s), z(s) exp( i x(s)) exp ikn cos z(s) .+ ψ = − α = − θ 
i  (4.9) 
Using Maxwell equations, the continuity of the tangential component of the magnetic field 
(for TE polarization) and that of the electric field (for TM polarization) leads to the following 
relation: 
 iq (s) (s) q (s),+ + − − φ + φ = φ   (4.10) 
with  
 
( ) ( ) ( )
i
i
0
S
F
exp( i x)
N
dz s dx s
ikn sin cos exp ikn cos z(s) ,
ds ds
+ +
∂
φ = − α =
∂
 
= − θ + θ − θ 
 
i i i
 (4.11) 
and 
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1
, for TE polarization,
q
1
, for TM polarization.
±
±
±

 µ= 

 ε
 (4.12) 
4.2.3. Integral equation 
 
The theoretical basis of the integral method lies on a general property of the 
electromagnetic field: the field inside a given surface of the xz plane can be expressed from 
the values of the field and of its normal derivatives on the curve surrounding the surface, 
according to the second Green’s theorem. The value of U±  at a point of V±  of coordinates 
x and z be deduced from its values on S using equation (4.139) of appendix 4.A: 
 
ds
s ' 0
U (x, z) (x, z,s ') (s ') (x, z,s ') (s ') ds ',± ± ± ± ±
=
 = ± φ + ψ ∫ G N  (4.13) 
with 
 ( ) ( ){ }m
m m
1 1
(x, z,s ') exp imK x x ' s ' i z z ' s ' ,
2id
∞
± ±
±
=−∞
= − + γ −  γ
∑G  (4.14) 
 
( )
( ) ( ){ }
m
m m
m
1 dx(s ') dz '(s ')
(x, z,s ') sgn z z ' s '
2d ds ' ds '
exp imK x x ' s ' i z z ' s ' ,
∞
±
±
=−∞
±
 α = − − ×    γ  
× − + γ −  
∑N
 (4.15) 
where: 
 m 0 mK,α = α +  (4.16) 
 
2
K ,
d
π
=  (4.17) 
 ( )2 2m mkn ,± ±γ = − α  (4.18) 
 
with s’ being the curvilinear abscissa on a point of S with coordinates x '(s ') and z'(s') . 
According to section 4.A.4, the values of (s ')±ψ  and (s ')±φ  are linked by a relation of 
compatibility. Using eqs. (4.146), (4.147) and (4.148) we obtain: 
 
ds
s ' 0
(s ')
(s,s ') (s ') (s,s ') (s ') ds ' 0
2
+
+ + + +
=
ψ φ + ψ − = ∫
 G N , (4.19) 
 
ds
s ' 0
(s ')
(s,s ') (s ') (s,s ') (s ') ds ' 0
2
−
− − − −
=
ψ φ + ψ + = ∫
 G N , (4.20) 
with: 
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 ( ) ( )( ) ( ) ( )m
m m
1 1
(s,s ') exp imK x s x ' s ' i z s z ' s '
2id
∞
± ±
±
=−∞
 = − + γ − γ
∑G , (4.21) 
 
( ) ( )( )
( ) ( )( ) ( ) ( )
m
m m
m
1 dx ' dz '
(s,s ') sgn z s z ' s '
2d ds ' ds '
exp imK x s x ' s ' i z s z ' s ' .
∞
±
±
=−∞
±
 α
= − − × 
γ  
 × − + γ − 
∑N
 (4.22) 
Introducing in eq. (4.20) the values of i(s) (s) (s)
− +ψ = ψ + ψ  and i
q
(s) (s) (s)
q
+
− +
−
 φ = φ + φ   
given by the continuity conditions on the grating profile (eqs (4.8), (4.9), (4.10), (4.11) and 
(4.12)) yields a second integral equations with two unknown functions +ψ  and +φ : 
 
ds
s ' 0
i i
i
(s,s ') (s,s ') ds '
                                             0.
2
q
(s ') (s ') (s ') (s ')
q
(s ') (s ')
− −
=
+
+ +
−
+
   φ + φ ψ + ψ 
  + 
  
ψ + ψ
 
+ =
∫ G N
 (4.23) 
Eqs (4.19) and (4.23) constitute a system of two integral equations with two unknown 
functions, which can be solved on a computer. The amplitudes mr  and mt of the plane waves 
reflected and transmitted by the grating can be deduced from the solution of the integral 
equation using eqs. (4.184) and (4.185) of appendix 4.A: 
 ( ) ( )
d
m
s
imKx s i z s m
m
m ms 0
i (s)1 dx(s) dz(s)
r e (s) ds,
2d ds ds
+ +− − γ +
+ +
=
  − φ α
= + − ψ   γ γ   
∫  (4.24) 
 ( ) ( )
d
m
s
imKx s i z s m
m
m ms 0
i (s)1 dx(s) dz(s)
t e (s) ds,
2d ds ds
− −− + γ −
− +
=
  φ α
= + + ψ   γ γ   
∫  (4.25) 
 
with 0z  being the ordinate of the top of the grating profile. For non-evenescent reflected 
orders, diffraction efficiencies mρ  can be obtained using eq. (4.187): 
 2mm m
0
r .
+
+
γ
ρ =
γ
 (4.26) 
For gratings made of a lossless dielectric material in V− , transmitted efficiencies can be 
defined as well: 
 2mm m
0
q
t .
q
+−
+ +
γ
τ =
γ
 (4.27) 
In that case the energy balance (see chapter 2) can be expressed by: 
 
m P m Pm m
1,+ −∈ ∈ρ + τ =∑ ∑  (4.28) 
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with P+  and P−  denoting respectively the set of non-evanescent reflected and transmitted 
orders. The numerical implementation of the integral equations will be described in section 6.  
In contrast with the two coupled equations obtained in this section, the integral equation 
obtained by Maystre is unique. This feature requires the definition of a single and well 
adapted unknown function. The mathematical definition of this function needs the use of tools 
of applied mathematics described in appendix A. Appendix B contains a mathematical 
description of this mathematical function and of the integral equation. Here, we give a 
heuristic description of this function for TE polarization. First, we replace the material in V−  
by the same material as in V+ , the entire space being thus homogeneous. It can be shown that 
it exists one (and only one) distribution of surface current density Φ  parallel to the y axis, 
placed on S (this surface separates now two identical media), which generates in V+  a field 
equal to the actual diffracted field in the physical problem. Intuitively, it is easy, from this 
surface current density, to express in an integral form the actual scattered field in V+ , this 
current distribution being nothing else than a set of current lines placed in a homogeneous 
medium. From the expression of the scattered field in V+ , simple mathematical calculations 
allow one to deduce the scattered field and its normal derivative above S, thus (s)+ψ  and 
(s)+φ  from the unique unknown function Φ .  
Now, we abandon the field generated by the fictitious surface current density Φ , except 
the integral expressions of (s)+ψ  and (s)+φ  containing Φ , and we come back to the actual 
physical grating problem. The continuity conditions for the tangential components of the field 
permit the calculation of (s)−ψ  and (s)−φ  thus, using the second Green theorem, of the 
actual physical field below S. At that point it has been shown that the four unknown functions 
contained in the classical theory previously described in this section can be derived from a 
single one and that, in some way, there is a redundancy in the use of multiple unknown 
functions. It is easy to understand that this single unknown function can be calculated from a 
single integral equation. This equation can be obtained for example by writing the continuity 
on S of the integral expressions of the field in V+  and V− .  
This method was the first one to show that, in contrast with the second Green theorem, 
it exists a formula that allows one to express the field inside a given domain from a single 
function defined on its boundary. This function is neither the field nor its normal derivative, 
but both can be deduced from it through simple integrals. These integrals automatically 
satisfy the compatibility condition. 
 
4.3. The bare, perfectly conducting grating 
Perfectly conducting gratings were historically the first gratings to be modeled using rigorous 
electromagnetic theories. They represent accurate models for metallic gratings working in far 
infrared and microwaves regions. The pioneering works appear in the ‘60s [8] and were 
followed by many papers. Various formulations of the integral method have been published. 
They differ either in the form of the integral equation ot in the numerical implementation. A 
review of this matter may be found in [27, 6, 28].  
 
4.3.1. Perfectly conducting gratings in TE polarization 
 
Two different approaches will be presented in this section. The first one, published by R. Petit 
and M. Cadilhac in [8], leads to a Fredholm integral equation of the fist kind with a singular 
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kernel. A version leading to a Fredholm integral equation of the second kind with a non-
singular kernel was proposed by Pavageau et al. [13] using the ideas of Maue [29]. 
The total field in V+  is pseudo-periodic, it satisfies the Helmholtz equation: 
 ( )22 T 2 TF k n F 0    in V ,+ + + +∇ + =  (4.29) 
and a radiation condition at infinity. Thus we can apply the generalized compatibility 
condition of section 4.A.5: 
 ( )
ds
i
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds ' s ,
2
+
+ + + +
=
Ψ Φ + Ψ + ψ = ∫ G N  (4.30) 
with (s ')+Ψ  and (s ')+Φ  denoting the limit of the total field on S and its normal derivative. 
The boundary condition on S is straightforward: the total electric field, which is parallel to the 
y axis thus tangential to the metal, vanishes on S. This property entails that (s) 0+Ψ =  and 
thus, eq. (4.30) becomes, in operator notation: 
 i+ +Φ = −ψG . (4.31) 
with (s,s ')+G  given by eq. (4.147) 
 ( ) ( )( ) ( ) ( )m
m m
1 1
(s,s ') exp imK x s x ' s ' i z s z ' s ' .
2id
∞
+ +
+
=−∞
 = − + γ − γ
∑G  (4.32) 
This is a Fredholm integral equation of the first kind, with a singular kernel.  
The amplitudes of the reflected waves are deduced from eq. (4.186): 
 ( ) ( ) ( )
ds
m m
m s 0
1
r exp imKx s i z s s ds
2id
+ +
+
=
 = − − γ Φ γ ∫
. (4.33) 
The efficiencies 2mm m
0
r
+
+
γ
ρ =
γ
 satisfy the energy balance relation: 
 m
P
1
+
ρ =∑ , (4.34) 
with P+ denoting the set of non-evanescent orders. 
An integral equation of the second kind with a regular continuous kernel can be found 
using the same function +Φ . It is shown in section 4.A5 that the normal derivative 
S
dF
dN
+
 can 
be calculated in that case (eq. (4.172)). This integral equation can be written either by writing 
that 0i x
S
dF
e
dN
+
α+= φ  is equal to ( ) 0i xi e α+Φ − φ . The final equation is given by:  
 
( ) ( ) ( )
d
0
s
i xi
s ' 0
s
s (s,s ')e s ds '
2
+
α +
=
Φ
= φ + Φ∫ K , (4.35) 
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with: 
 ( ) ( ) mimK x x ' i z z 'm
m , m
1 dx dz
(s,s ') sgn z z ' e
2d ds ds
+− + γ −
+
=−∞ +∞
 α
= − − 
γ  
∑K . (4.36) 
 
4.3.2. Perfectly conducting gratings for TM polarization 
 
Once again, the generalized compatibility condition is used (eq. (4.158): 
 ( )
ds
i
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds ' s .
2
+
+ + + +
=
Ψ Φ + Ψ + ψ = ∫ G N  (4.37) 
In that case too, the tangential component of the electric field vanishes on the profile. It is 
shown in chapter 2 from Maxwell equations that this condition entails that the normal 
derivative of the total field vanishes on S, thus : 
 0+Φ = , (4.38) 
so that 
 ( )
ds
i
s ' 0
(s)
(s,s ') (s ')ds ' s ,
2
+
+ +
=
Ψ
Ψ + ψ =∫ N  (4.39) 
with (s,s ')+N  given by eq. (4.22) and (4.148): 
 
( ) ( )( )
( ) ( )( ) ( ) ( )
m
m m
m
1 dx ' dz '
(s,s ') sgn z s z ' s '
2d ds ' ds '
exp imK x s x ' s ' i z s z ' s ' .
∞
+
±
=−∞
+
 α
= − − × 
γ  
 × − + γ − 
∑N
 (4.40) 
The Fredholm integral equation of the second kind with a regular continuous kernel is very 
close to that obtained for TE polarization (eq. (4.35)).  
The amplitudes of the reflected waves are deduced from eq. (4.186): 
 ( ) ( ) ( )
ds
m
m m
ms 0
1 dx(s) dz(s)
r exp imKx s i z s s ds
2d ds ds
+
+
=
 α = − − γ − Ψ    γ 
∫ , (4.41) 
As for TE polarization, the efficiencies 2mm m
0
r
+
+
γ
ρ =
γ
 satisfy the energy balance relation: 
 m
P
1
+
ρ =∑ . (4.42) 
4.4. Multiprofile gratings 
The use of dielectric coatings has many applications even for diffraction gratings use. For 
example, metallic gratings are covered by a thin layer of dielectric material in order to avoid 
oxidation of the metal. Dielectric gratings can require an antireflection coating consisting of a 
thin layer or a stack of layers. Conversely, a stack of layers is used to increase the metal 
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reflectivity or even to replace it, in order to reduce the absorption of light beams for high 
power laser applications. 
Up to our knowledge, the first numerical results in the study of coated gratings was 
made by Van de Berg [16] for a single-layer perfectly conducting grating with the layer filling 
up the space between the grating surface and a plane surface. Although at that time the 
interest in such geometry remained mostly academic, further development of technology 
made it possible to fabricate such layer by dielectric coating and polishing. Another important 
application comes from the process of replication of dielectric gratings using an epoxy layer 
to transfer the replica to a plane surface of the substrate, or to have epoxy as grating layer 
itself. 
After this initial work, two integral methods were proposed. The first one [20] is 
theoretically able to deal with an arbitrary multilayer grating without limitations concerning 
the shape of the profile or the conductivity of the layers. The second method [21] can deal 
with a multilayer grating without interpenetration of the profiles.Botten has solved the 
problem with a single-profile grating that has a stack of plane layers below and, eventually, 
above it [22, 23], by introducing a new form of Green’s function, adapted to the multilayer 
system, which leeds to a single integral equation. 
In what follows, we will at first describe the method for a single interface inside a stack, 
when the layer is relatively thin so that the upper and the lower interface interpenetrate. It is 
important to distinguish the two cases, with and without interpenetration, because in the latter 
case, it is possible to define a plane layer in between that does not cross the upper or the lower 
interface. This possibility enables one to use the plane-wave Rayleigh expansion of the 
electromagnetic field between the interfaces, whereas in the former case it is necessary to 
write and to solve a system of coupled integral equations that link the field components on the 
top and bottom of each layer. 
 
4.4.1. Thin-layer gratings 
 
 
 
 
 
 
 
 
 
Figure 4.2. Single layer inside a stack of a multilayer grating 
 
Let us consider the case of a multilayer grating having profiles that interpenetrate. In other 
words, it is impossible to introduce inside the layer a plane surface that does not cross one of 
the profiles. Then it is impssible to use the plane-wave expansion between the interfaces and 
we are led to solve integral equations that are coupled on the two interfaces of each layer.  
We introduce in figure 4.2 a grating made of M materials (numbered from 0 to M, 
separated by M-1 profiles (numbered from 1 to M). We introduce the following functions: 
Vj–1 
Vj 
Vj+1 
Sj 
Sj+1 
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 0 0i x i xij j,M j
j
F e F e in V
U .
0 elsewhere.
− α − α − δ= 

 (4.43) 
The function Uj inside each layer can be expressed from the fields and normal derivatives on 
the lower and upper interface, for j=1, M-1: 
j j
j 1 j 1
j j j j j j j j j j j
S S
j 1 j 1 j 1 j 1 j 1 j 1 j 1 j 1 j 1 j 1
S S
U (x, y) (x, y,s ) (s )ds ' (x, y,s ) (s )ds
(x, y,s ) (s )ds (x, y,s ) (s )ds .
+ +
+ + + +
− − − −
+ + + + + + + + + +
′ ′ ′ ′ ′= φ + ψ
′ ′ ′ ′ ′ ′− φ − ψ
∫ ∫
∫ ∫
G N
G N
 (4.44) 
The expression being limited to the second one if j = 0 and to the first one for j = M. 
The functions derived from the Green functions in the various materials depend on the 
interface number: 
 ( ) ( ){ }j j j,m j
m j,m
1 1
(x, y,s ') exp imK x x ' s i z z ' s
2id
∞
± ±
±
=−∞
 ′ ′= − + γ − γ
∑G , (4.45) 
 
( )
( ) ( ){ }
jm
j j
m j,m
j j,m j
dz '(s )1 dx '(s )
(x, y,s ) sgn z z ' s
2d ds ' ds '
exp imK x x ' s i z z ' s ,
∞
±
±
=−∞
±
 ′′ α  ′ ′= − − ×   γ  
 ′ ′× − + γ − 
∑N
 (4.46) 
with: 
 ( )2 2j,m j 1,m j mkn+ −+γ = γ = − α . (4.47) 
It can be shown it the same manner as in eq. (4.146) that a compatibility condition on the jth 
interfacewritten in a matrix form is given by:  
 j j j j j j, j 1 j 1 j, j 1 j 12
+
+ + + + − − − −
+ + + +
ψ
= φ + ψ − φ − ψG N G N  . (4.48) 
Another compatibility equation is obtained on the (j+1)th interface: 
 j 1 j 1, j j j 1, j j j 1 j 1 j 1 j 12
−
+ + + − + − − − −
+ + + + + +
ψ
= φ ψ − φ − ψ+ G NG N . (4.49) 
In eqs. (4.48) and (4.49), we use the double-index Greens functions that are derived on two 
consecutive profiles: j, j 1 j j j 1(s ,s )
− −
+ +′≡G G , j 1, j j j 1 j(s ,s )
+ +
+ + ′≡G G , and similarly for N . 
The computability equation becomes, for the upper and lower media: 
 M M M M M2
+
+ + + +ψ = φ + ψG N , (4.50) 
 1 1 1 1 12
−
− − − −ψ = − φ − ψG N
 
. (4.51) 
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By combining eqs (4.48)  with eq. (4.49), we obtain the link between the unknows on the 
upper and on the lower interface of the jth layer, for j=1, M-1: 
 
j, j 1 j, j 1 j jj 1 j
j 1 j 1 j 1 jj 1, j j 1, j
2
2
− − + +− ++ + +
− − − ++ ++ + + + +
      −ψ ψ      
      + φ φ         

 =
N G
N G
N G
N G
. (4.52) 
This equation gives the transmission operator of the unknown amplitudes across the jth layer, 
i.e. from the jth to the (j+1)st interface, for j=1,M-1: 
 
1
j, j 1 j, j 1 j j
j 1, j
j 1 j 1 j 1, j j 1, j
2T
2
−− − + ++ +
+ − − + ++ + + +
   −   
   
+   
   

=
N G
N G
N G
N G
. (4.53) 
The transmission operator includes an inverse operator. Numerically, this inversion leads to 
the inversion of a matrix, as we will see in section 4.6. 
The transmission matrix across the jth interface for j = 1, …, M–1 is obtained using the 
continuity of the tangential and normal field components, as given by eqs.(4.8) and (4.10): 
 
j j
jj j
j j
j
0
qT , T
0
q
+ −
−+− +−
+ −
+
 
   ψ ψ  
   = =  
     φ φ     
 


, j M≠ . (4.54) 
The advantage of this presentation is that there are no exponentially growing terms in 
the transmission matrices, since all the components of the two variable functions contain only 
scattered propagating or decreasing evanescent waves, in contrast with the other methods 
(differential, Fourier modal, Rayleigh, etc.). However, this formulation requires calculating 
the cross-layer functions between the interfaces, which leads to computation times equal to 
those of single-interface functions. As a consequence, the total computation time is almost 
multiplied by a factor 2 with respect to the case where cross-layer kernels can be avoided, as 
discussed in the next section. 
Finally, it can be deduced from eqs. (4.53) and (4.54): 
 
i
M 1
M M,M 1 2 2,1 1i
M 1
T T ... T T T .
+ −
+− +− +−
−+ −
     ψ ψ ψ
     + =
     φ φ φ     
 (4.55) 
Finally, eqs. (4.55), (4.50) and (4.51) form an operator system of 4 equations with 4 
unknown functions, which can be solved on a computer after representing each operator by a 
matrix, as described in section 6. 
 
4.4.2. Profiles without interpenetration 
 
This case is simpler than the situation in sec.4.1, because it is possible to use the plane-wave 
expansion between the grating profiles and thus to decouple the integral presentation used in 
eq.(4.44). The idea is illustrated in figure 4.3. 
If it is possible to introduce a plane layer between the profiles, the plane wave 
expansion is valid inside this layer. The advantage is that the plane waves (propagating and 
evanescent) that represent each diffraction order m can be easily separated into to sets: (i) 
upgoing waves having amplitudes of the y-component of the field equal to j,mr  that are 
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generated by the lower surface Sj, (ii) downgoing waves with amplitudes j,mt  generated by 
the upper grating surface Sj+1.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure.4.3. Layer with two profiles that are separable by a plane layer 
 
Let us first rewrite eqs.(4.184) at z > jz
+ : 
 ( ) ( ) ( ) ( )
j,d
j,m j j j j,m
s
j j
s
jm
0
j, jr N s s G s s ds
+ + + +
=
ψ + φ =  ∫ , (4.56) 
with 
 ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
j,m j j j,m j
j,m
j jm
j,m j j j,m j
j jj,m
                                      
1
                G s exp imKx s i z s ,
2id
dx s dz s1
N s exp imKx s i z s .
2d ds ds
+ +
+
+ +
+
 = − − γ γ
 α   = − − − γ  γ 
 (4.57) 
and with js  denoting the curvilinear abscissa on the j
th profile, j,ds  being the curvilinear 
abscissa of the point of Sj of abscissa x = d. 
We then can directly use eq.(4.48) to express the field on the interface z = j 1z(s )+ : 
( )j 1 j 1
j 1 j,m j 1 j,m j 1 j 1 j 1 j 1
m
s
exp imKx(s ) i z(s ) r
2
−
+ + + + − − − −
+ + + + + +
ψ
 = + γ − φ − ψ ∑ G N . (4.58) 
Let us consider the sum in eq. (4.58): 
 j 1 j 1 j,m j 1 j,m
m
exp imKx(s ) i z(s ) r++ + + ζ = + γ ∑ . (4.59) 
Inserting in this equation the value of j,mr  given by eq. (4.56) yields: 
x 
z 
jz
+  
jz
−  
 
 
Vj–1 
Vj 
Vj+1 
Sj 
Sj+1 
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( ) ( ) ( ) ( )
j,d
j
j 1 j 1
s
j 1 j,m j 1 j,m j j j j,m j j j j
m s 0
(s )
exp imKx(s ) i z(s ) N s s G s s ds ,
+ +
+ + + + +
+ +
=
ζ =
   + γ ψ + φ   ∑ ∫
(4.60) 
which can be written in operator form: 
 j 1 j, j 1 j j, j 1 j ,
+ + + +
+ + +ζ = ψ + φN G  (4.61) 
where the operators j, j 1
+
+N  and j, j 1
+
+G  are obtained from a summation in m and an integral in 
js . Thus we can write eq. (4.58) in the operator form: 
 j 1 j, j 1 j j, j 1 j j 1 j 1 j 1 j 1.2
−
+ + + + + − − − −
+ + + + + +
ψ
= ψ + φ − φ − ψG NN G  (4.62) 
The second relation comes from eq. (4.49) by using the amplitudes of the diffraction 
orders coming down from the upper interfaces and valid below z = j 1z
−
+ . Following the same 
lines as in the previous paragraph yields: 
 j j 1, j j 1 j 1, j j 1 j j j j2
−
− − − − + + + +
+ + + +
ψ
= ψ + φ φ ψN G + G +N . (4.63) 
The transmission matrix between the jth and the j+1st interface takes a form similar to the case 
of interpenetrating layers, eq.(4.53). However, the difference is essential, because each series 
used in (4.63) is evaluated on a single interface: 
 
1
j 1, j j 1, j j j
j 1, j
j 1 j 1 j, j 1 j, j 1
2T
2
−− − + ++ +
+ − − + ++ + + +
   −   
   
+   
   


N G
=
N G
N G
N G
. (4.64) 
The second difference is that the exponential terms are explicitly given in the j, j 1
+
+N , 
j 1, j
−
+N , j, j 1
+
+G  and j 1, j
−
+G  through the functions  j 1 j,m j 1exp imKx(s ) i z(s )
+
+ + + γ   and 
j j,m jexp imKx(s ) i z(s )
+ − γ   in such a way that it can be extracted from each of these 
operators a part containing all the growing and decreasing exponential terms, which allow a 
much better stability of the numerical implementation through adequate treatments, for 
example the S-matrix algorithm described in appendix A and B of Chapter 7.  
 
4.5. Gratings in conical mounting 
When classical gratings with one-dimensional periodicity are used with incidence plane 
perpendicular to the grooves, the diffraction orders lie in the same plane. Off-plane incidence 
brings the diffraction orders out of the plane and their directions lie on a cone , which explains 
the term of conical diffraction. One of the first experimental works can be found in [24, 25]. 
The use of conical mount is typical for concave gratings and in some spectrographs aiming to 
separate off-plane the incident and the diffracted directions. 
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The first theoretical studies were made in 1971 using the integral [26] and the 
differential [30] methods. An interesting theoretical development came in 1972 when Maystre 
and Petit demonstrated that under special conditions, mechanically ruled perfectly conducting 
gratings can have very high and constant efficiency over a large spectral domain [31]. They 
also established the theorem of invariance [32] that gives an expression of the diffraction 
efficiency of a perfectly conducting gratings in conical mounting, expressed as a linear 
combination of efficiencies in an in-plane (classical) mount for the two fundamental 
polarizations. Since the theorem is not valid for finitely conducting metals, later development 
of the integral method allowed studies of diffraction gratings behaviour in conical mount 
when working in the UV and visible [33, 34]. An interested reader can find the demonstration 
of the invariance theorem in [7, 33].  
 
 
Figure 4.4. Parameters of the incident wave in conical mount.The angle ϕ denotes the angle 
between the incident wavevector ik

 and its projection ixzk

 on the xz plane. The angle iθ  is the 
angle between the z axis and ixzk

. In order to define the polarization of the incident field, we 
construct the circle MNM'N' in the plane perpendicular to the incident wavevector ik

, with the 
continuation of NN' intersecting the z axis and MM' being perpendicular to NN'. The polarization 
angle δ  is the angle between M'M and the direction of the incident wavevector ik .

 
 
The notations are summarized in figure 4.4. The mathematical formulation of the 
invariance theorem takes the form of an equivalence between the conical case and an 
associated classical case: 
(i) conical case: 
With incident angles θi  and ϕ, incident polarization angle δ, incident wavelength λ, 
the efficiencies in the various orders are denoted by ( )im , , ,ρ θ ϕ δ λ . 
(ii) fictitious equivalent classical case: 
The wavelength is increased to / cos ,′λ = λ ϕ  the angle ′ϕ  is now equal to 0 (in-plane 
incidence), the angle ′θ = θi i , then efficiencies in TE and TM polarizations are denoted by 
( )ΤΕ imρ , ′θ λ  and ( )ΤM imρ , ′θ λ , respectively. It can be noticed that the projection ixzk  of the 
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wavevector of the incident wave on the xz plane in conical mount identifies with the 
wavevector of the incident waves in the fictitious equivalent case. 
The invariance theorem states that: 
 ( ) ( ) ( ) ( ) ( )2 2i ΤΕ i ΤM im m m, , , cos ρ , sin ρ ,′ ′ρ θ ϕ δ λ = δ θ λ + δ θ λ . (4.65) 
It is to be noticed that, as for the incident wavevector, the projections of the wavevectors of 
the scattered waves on the xz plane in conical mount are identical to the wavevectors of the 
scattered waves in the fictitious equivalent case. 
 
4.6. Numerical tools for an efficient numerical implementation 
4.6.1. Integration schemes for the integral equation 
 
All the integral equations in this chapter link the value of an unknown function u(s) at a given 
point of S to its value on its entire domain of definition: 
 
ds
0
c u(s) v(s) W(s,s ')u(s ')ds '= + ∫ , (4.66) 
where all functions are periodical, with v and W being known functions, W being possibly 
singular but integrable. The constant c takes values 0 or 1 according to whether the integral 
equation is of the first or second kind. 
There are many different ways to solve such an equation for the grating problem. 
Pavageau et al. proposed an iterative method [13] that does not require any matrix inversion, 
like the well known Born method for scattering problems. Unfortunately, it may diverge [35, 
36]. 
A well known general methods is based on the periodicity of all functions of the 
equation, which allows a projection of these functions and of the equation on the Fourier 
space: 
 m s s
dm
2
u(s) u exp(imK s), K ,
s
π
= =∑  (4.67) 
and similar expressions for v and W. The integral equation is transformed into a linear system 
of algebraic equations: 
 ( )nm nm m n
m
W c u v , n− δ = ∀∑ , (4.68) 
which can be solved numerically after truncation. However, this approach requires computing 
a double Fourier decomposition: 
 
d ds s
nm s s
0 0
W W(s,s ')u(s ') exp( inK s imK s ')ds ds '= − −∫ ∫ . (4.69) 
The method has been applied to gratings with profiles consisting of few straight segments, 
because in that case the double Fourier integral can be calculated in closed form. It is so for 
triangular profiles [11] or trapezoidal gratings [37]. 
The most widespread method is the so-called point-matching (or discretization) method. 
Instead ot using discrete Fourier components, the unknown function is discretized on the 
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grating profile and represented by its vales j ju u(s )=  inside the interval of integration. Ther 
integration process leads toan  equation quite similar to eq.(4.68) 
 ( )jp jp p j
p
W c u v , j [1,P]− δ = ∀ ∈∑ , (4.70) 
with P being the number of matching points. It is worth noting that the value of jpW  may 
differ from the value of ( )j pW s ,s  obtained through the rectangular rule of integration 
(multiplied by the weight of integration) and can require much more complicated treatments, 
specially if W is singular. The sophistication of this treatment is one of the decisive keys for 
the precision of the solution of the integral solution. The second key is the analytical study of 
the kernel, which is described in the next two sections. 
When W is regular, continuous, with a continuous first derivative, the rectangular rule 
of integration is quite precise since the function to be integrated is periodic and it can be 
noticed that the rectangular and trapezoidal rules are completely equivalent in that case. 
However, the derivative of W(s,s’) is generally discontinuous when s = s’ and a trapezoidal 
rule or higher order treatment provide a better precision [38, 39]. In what follows we assume 
that u(s) is a continuous function. This is obviously the case when the grating profile has no 
edges. Several more detailed arguments in favour of the rectangular rule can be found in [6, 
7]. Let us shortly repeat one of them. We consider an integral of a periodical continuous 
function a(s): 
 
ds
0
0
a a(s)ds= ∫ . (4.71) 
The exact integral is equal to the 0th term in the Fourier expansion of a(s): 
 m s
m
a(s) a exp(imK s)= ∑ . (4.72) 
Simple calculations show that when using the rectangular rule with P discretization points, the 
integration error is proportional to the Pth Fourier coefficient of a(x). Since it is continuous, 
the Fourier series converges like 1/P2 at least. 
The implementation of the rectangular rule is very simple. We define the values of jpW  
in the following manner: 
 dj,p d d
s j p
W W s , s , j, p 1,..., P 1
P P P
 = = − 
 
. (4.73) 
Using this result, the product of the unknown functions u(s) with the non-singular parts of the 
kernels can be integrated in the form of a simple matrix product: 
 
ds
j j,p p
p0
W(s , xs)u(s ')ds ' W u≈ ∑∫ . (4.74) 
In the case of multilayer gratings with profiles interpenetration, there are two main 
situations that can complicate the numerical evaluation of the cross-layer functions which link 
the fields and normal derivatives on both sides of a layer: 
(i) The wavelength λ is much larger than the layer thickness t. In that case the profiles are 
located too close to each other, compared to λ, so that the functions G and N become large in 
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modulus for j 1 js s+ →  . This behaviour has the same origin as the singularities of the kernels 
G and N for a bare grating , which will be discussed in section 6.3 and can be eliminated in a 
similar manner. Numerical results show no problems as long as layer thicknesses exceed λ/20. 
(ii) The period d is much greater than the layer thickness t. If the wavelength is not too 
much larger than t, then the kernels have no singularities, but their moduli present peaks when 
the distance j 1,p j,qP P+  between two points located on the two different profiles is small with 
respect to the discretization distance between the points located on the same profile. The 
width of these maxima is of the order of magnitude of the layer thickness, thus the correct 
implementation the trapezoidal integration rule requires the distance between two consecutive 
points of the profile discretization j,p j,p 1s s −∆ = −  to be less than the width of the maxima. 
As a rule of thumb, if pd N∆ ≈ , where Np is the number of integration points, then its lower 
limit is determined by the relation: 
 p,min
d
N
t
∝ . (4.75) 
Thus, for echelles, a values of d of about 10 µm and t of 20 nm requires the number of 
integration points to exceed 500. Note that Np directly determines the number of unknown 
values of φ j and ψj and thus the size of the matrices to be used. Practically, it is not worth 
nowadays for Np to exceed 10 000, because of the computation time, memory requirements, 
round-off errors and limited digits. As a consequence, it is necessary to find another way of 
integration instead of the trapezoidal rule. 
There is another problem that can come from the matrix inversion in the construction of 
the transmission matrix between the layers, eq.(4.53). Contrary to the transmission matrix that 
contains growing and decreasing exponential terms in the plane wave expansion, (thus 
requires some type of recursive algorithm to contain the contamination of the growing 
exponentials, S-matrix algorithm, for example, see appendix 4.C), the distance between the 
profiles in the z-direction that appears in the kernels in eqs. (4.45) and (4.46) restricts the 
terms to only propagation or evanescently decreasing ones. However, the matrix inversion of 
these terms that is required in eq.(4.53) can create exponentially growing terms. Two 
situations can appear: 
1. The matrix inversion in eq.(4.53) can be done without numerical problems. This happens 
when the layer thickness is not quite large. In that case it is possible to progress upwards in 
the stack of layers by following the S-matrix algorithm. 
2. The matrix inversion does not work. This could happen if the distance between two 
consecutive interface is large. Two different geometries can be concerned: 
(i)  there is no interpenetration of these two profiles. In that case one can easily apply the 
technique described in the next section. 
(ii) there is interpenetration of two very deep interfaces. It is possible to use directly 
eq.(4.52) in the S-matrix algorithm without inverting the matrix to calculate the entire T-
matrix in eq. (4.53). The formulation of the S-matrix algorithm to an equation having the 
form given in (4.52) is quite similar to the classical aplication, but it requires one 
additional iteration step. The advantage is that it avoids the inversion of small terms that 
can lead to singular matrices. This special technique is given in Appendix 4.C and is not 
quite popular, but can be used in other methods that apply for multilayer stack, for 
example, in the coordinate transformation method.  
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4.6.2. Summation of the kernels 
 
There are several problems in the calculation of the functions included in eqs (4.19) and 
(4.23): 
 ( ) ( ) ( ) ( )mimK x s x ' s ' i z s z ' s '
m m
1 1
(s,s ') e
2id
±∞ − + γ − ±  
±
=−∞
=
γ
∑G , (4.76) 
 ( ) ( )( ) ( ) ( ) ( ) ( )mimK x s x ' s ' i z s z ' s 'm
m m
1 dx ' dz '
(s,s ') sgn z s z ' s ' e ,
2d ds ' ds '
±∞ − + γ − ±  
±
=−∞
 α
= − − 
γ  
∑N  (4.77) 
 ( ) ( ) ( ) ( ) ( )mimK x s x ' s ' i z s z ' s 'm
m , m
1 dx dz
(s,s ') sgn z z ' e ,
2d ds ds
±− + γ −  
+
=−∞ +∞
 α
= − − 
γ  
∑K  (4.78) 
with: 
 m 0 mKα = α + , (4.79) 
 ( )2 2m mkn± ±γ = − α . (4.80) 
For the sake of simplicity, we assume here that n 1± =  and we cancel the superscript ±  in 
m,
±γ  ±G  and ±N . 
Let us at first evaluate the asymptotic values of mγ  and mα  for large values of m: 
 
m
m
2
m m 0
mm
2
3 mm m m
                mK,
ik
i i mK ,
2
1 1 k 1
 .
i i m K2i
→∞
→∞
→∞
α →
γ ≈ α − → α +
α
≈ + →
γ α α
 (4.81) 
We consider the function 
 [ ]{ }m
m m
1 1
(s,s ) exp imK x(s) x(s ) i z(s) z(s )
2id
∞
=−∞
′ ′ ′= − + γ −
γ
∑G . (4.82) 
At point s s′= , it is obvious that the sum does not converge since the terms decrease in 1 m . 
Of course, a very slow convergence can be expected when the two points are close to each 
other. Different techniques have been proposed to accelerate the convergence. Neureuther and 
Zaki [15] have employed a transformation technique based on the use of Mellin transforms. 
Other authors have proposed accelerating processes [40-43]. Here we describe a direct 
approach [7]. Let us determine at first the asymptotic expression of the kernel. If we replace 
(4.81) into eq.(4.82), we obtain the asymptotic term in the sum: 
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[ ]
[ ]
0
0
mK x(s) x(s ) i z(s) z(s )x(s) x(s )
m 1
mK x(s) x(s ) i z(s) z(s )x(s) x(s )
m 1
1
(s,s ) e e
4 m
1
e e ,
4 m
−∞ ′ ′− + − ′α −  
∞
=−
∞ ′ ′− − − − ′−α −  
=
′ =
π
−
π
∑
∑
G
 (4.83) 
which contains two sums of the form m
m 1
/ m
∞
=
ξ∑  and can be summed in closed form: 
[ ]
[ ]
0
0
K x(s) x(s ) i z(s) z(s )x(s) x(s )
K x(s) x(s ) i z(s) z(s )x(s) x(s )
1
(s,s ) e log 1 e
4
1
e log 1 e .
4
′ ′− − + − ′α −  
∞
′ ′− − − − ′−α −  
 ′ = − π  
 + − π  
G
 (4.84) 
The calculation of the kernel in (4.82) is achieved by subtracting the asymptotic value: 
 ( )∞ ∞= + −G G G G . (4.85) 
The first term in the right-and side is explicitely given in (4.84). It is singular for s = s’e. This 
singularity is integrable and is be treated in the next section. 
The term between parenthesis in eq.(4.85) is obtained by combining the terms in the 
sums in eqs.(4.82) and (4.83). As far as the second one is the asymptotic value of the former, 
the series converges, whatever the values of s and s’. Furthermore, it is possible to show that 
by combining the terms m and –m in the sum, we finally obtain a rapidly converging series, 
whose terms decrease as m–3 when s s′= , as shown later in eq.(4.87) Moreover, in this case 
this series is continuous and its value is simply given by: 
 ( )
0 ms s m 0
1 1 1
2id 2id 4 m∞ ′= ≠
 
− = + +  γ γ π 
∑G G . (4.86) 
Using the third identity of eq.(4.81), for large values of m, the term in the sum is equal to: 
 
2 2
2 33
m m
k
4d
1 1 d 1
2id 4 m 8 m
+ → − → −
γ π πλα
. (4.87) 
Obviously, the singularity and the slow convergence of G  have been carried out by 
introducing the series ∞G . Fortunaley, this singularity is logarithmic and thus integrable, as 
shown in the next section. 
Let us now deal with the second function defined in eq. (4.77): 
 [ ] [ ] mimK x(s) x(s ) i z(s) z(s )m
m m
1 dx(s ) dz(s )
(s,s ) sgn z(s) z(s ) e .
2d ds ds
∞
′ ′− + γ −
=−∞
 ′ ′α ′ ′= − − ′ ′γ  
∑N (4.88) 
At the first glance, the term [ ]sgn z(s) z(s )′−  suggests us that this function is not continuous 
for s’ = s, at least if dz ' 0
ds '
≠  for s’ = s. To deal with this term, we proceed in the same way as 
in eq.(4.85), by introducing an asymptotic value ∞N  and we set now: 
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 ( )∞ ∞= + −N N N N , (4.89) 
with 
[ ]
[ ] [ ] [ ] [ ]
[ ] [ ] [ ] [ ]
0
0
x(s) x(s ) mK x(s) x(s ) imK z(s) z(s )
m 1
x(s) x(s ) mK x(s) x(s ) imK z(s) z(s )
m
1
(s,s ) sgn z(s) z(s )
2d
1 dx(s ) dz(s )
+ sgn z(s) z(s ) i e e
2d ds ds
1 dx(s ) dz(s )
sgn z(s) z(s ) i e e .
2d ds ds
∞
∞
′ ′ ′−α − − − + −
=
′ ′ ′α − − + −
′ ′= −
′ ′ ′− − ′ ′ 
′ ′ ′+ − + ′ ′ 
∑
N
1
−∞
=−
∑
(4.90) 
The sums can be evaluated in a closed form: 
[ ]
[ ]
[ ]
[ ] [ ]
[ ]
[ ]
[ ] [ ]
0
0
x(s) x(s )
K x(s) x(s ) imK z(s) z(s )
x(s) x(s )
K x(s) x(s ) imK z(s) z(s )
1
(s,s ) sgn z(s) z(s )
2d
1 dx(s ) dz(s ) e
sgn z(s) z(s ) i
2d ds ds e 1
1 dx(s ) dz(s ) e
sgn z(s) z(s ) i .
2d ds ds e 1
∞
′−α −
′ ′− − −
′α −
′ ′− + −
′ ′= −
′ ′ ′+ − − ′ ′  −
′ ′ ′+ − + ′ ′  −
N
 (4.91) 
As noticed for G , the term ∞−N N  must be considered as a series each term of which is 
obtained by making the difference of the corresponding terms in the sums in eqs.(4.88) and 
(4.90). This series converges much more rapidly than the series in eq. (4.88) and it is 
continuous at s = s’.  
The limit of N  when s ' s→  can be determined calculating the limits of the two terms 
∞N  and ( )∞−N N . After tedious calculations, we can deduce that this limit exists and is 
given by: 
2
2
m
2 2s' s 0 mm
d z
dz i 1 1 ds(s,s) lim (s,s )
ds 2 2d 4 dx dz
ds ds
∞
→ =−∞
 α′= = − + +  πα γ π      +   
   
∑N N . (4.92) 
This interesting results established by Pavageau and Bousquet[44] is very important for the 
numerical applications, because it shows that (s,s)N  contains a series that canverges like 
1/m
3
 (after adding the terms with negative and positive values of m). 
Let us notice that the second derivative of the profile function appears in eq.(4.92) and 
it clearly requires the continuity of the first derivative, i.e., the absence of edges. 
The third kernel (s,s ')K , given by eq. (4.36): 
 [ ] [ ] mimK x(s) x(s ') i z(s) z(s ')m
m , m
1 dx dz
(s,s ') sgn z(s) z(s ') e
2d ds ds
+− + γ −
+
=−∞ +∞
 α
= − − 
γ  
∑K  (4.93) 
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is deduced from (s,s )′N  by replacing the derivatives 
dx '
ds '
 and 
dz '
ds '
 by 
dx
ds
 and 
dz
ds
 and its 
study is quite similar. After  after tedious calculations it can be shown that: 
2
2
m
0 2 2s ' s 0 mm
d z
dz i 1 1 ds(s,s) lim (s,s )
ds 2 2d 4 dx dz
ds ds
∞
→ =−∞
 α′= = − + −  πα γ π      +   
   
∑K N . (4.94) 
 
4.6.3. Integration of kernel singularities 
 
Clearly, the asymptotic part of  (s,s )∞ ′G  in eq.(4.84) is singular when s s′→ . After some 
calculations, it can be found that  
 [ ] [ ]{ }( )
s s
2 221(s,s ) ln K x(s) xli (s ) z(s) z(s )
4
m
′→
∞ ′ ′ ′= − + −π
G . (4.95) 
Noting that 
dx
x(s) x(s ) (s s )
ds
′ ′− ≈ −  and 
dz
z(s) z(s ) (s s )
ds
′ ′− ≈ − , eq.(4.95) yields: 
 
2
s
2
s
s s1 1 dx dz
(s,s ) ln(2 ) ln ln
2 2 ds ds d
lim ∞
′→
   ′−    ′ = π + + +     π        
G . (4.96) 
The first two terms represent regular parts that can be integrated by using the rectangular rule, 
as shown later. Unfortunately, 
s s
ln
d
′−
 is not periodic and the rectangular rule is very poor 
when applied to nonperiodic functions. It is possible to overcome this difficulty [7] by 
considering another function defined on (0, d): 
 
s s s s1
(s,s ) ln ln 1 , s,s (0,d)
2 d d∞
 ′ ′−  − 
′ ′= + − ∈  π    
G , (4.97) 
which has the same singularity as 
s s1
ln
2 d
′−
π
 in the interval (0, d), because d s s′− −  never 
vanishes when s,s (0,d)′∈ . The advantage of his new function is that it is continuous except 
on the singularity, and all its derivatives with respect to s are the same on s′  = 0 and s′  = d 
and thus we can use the rectangular rule. 
We perform the integration of (s,s )∞ ′G  by setting: 
d d ds s s
0 0 0
(s,s ) (s )ds (s,s ) (s ) (s,s ) (s) ds (s,s ) (s)ds∞ ∞ ∞ ∞ ′ ′ ′ ′ ′ ′ ′ ′ ′φ = φ − φ + φ ∫ ∫ ∫ G G G G . (4.98) 
The term in the square bracket is non-singular and can be integrated using the rectangular 
rule, if we take into account that: 
2 2
s s
1 1 dx dz
lim (s,s ) (s ) (s,s ) (s) ln(2 ) ln (s)
2 2 ds ds∞ ∞′→
       ′ ′ ′φ − φ = π + + φ       π        
G G . (4.99) 
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The second term in eq.(4.98) contains the singular part, but it can be integrated analytically: 
 
d ds s
0 0
d
(s,s ) (s)ds (s) (s,s )ds (s)∞ ∞′ ′ ′ ′φ = φ = − φπ∫ ∫
 G G . (4.100) 
In conclusion, the integration of the singular kernel is made by introduction at first  
,∞G  which permits to define a series ∞−G G  that is continuous and rapidly converging 
hence easily integrable by the use of the rectangular rule. Second, the integration of the term 
containing ∞G  is performed by defining a new function ∞G , which has the same singularity 
as ∞G , has the property of a periodic function, and can be analytically integrated. 
 
4.6.4. Kernel singularities for highly conducting metals 
 
When the conductivity of a metallic grating tends to infinity, the Green function in the metal 
tends to a delta function. This property is rather obvious: for very large conductivities, the 
field generated by a line current (delta function) placed in the metal decreases very rapidly 
since it is absorbed on very short distances. This behaviour have drastic consequences on the 
kernels of the integral equations dealing with metallic gratings, which are directly derived 
from the Green function: the two variable functions relative to the metallic part of the grating 
tend to delta functions as well. The integration of such functions through a point matching 
method requires more and more points of discretization around s’ = s and, since s can take any 
value in the interval (0, sd) the integration and the inversion of the final linear system of 
equations (bearing in mind that its size is the total number of discretization points) becomes 
impossible. This remarks explains why the first attempts at implementing the integral 
equations on computers were not able to give any result for metallic gratings in the visible and 
infrared regions. 
A very efficient way to overcome this difficulty is to apply an approach called local 
summation [7], using another form of the Green function [45]: 
 ( )0imd 0
m
1
ˆ(r r ') e H k r r ' md x , r (x, z)
4i
α +− − − =∑    G = , (4.101) 
with xˆ  being the unit vector of the x axis. This form is the direct consequence of the fact that 
( )0
1
H k r r '
4i
+ −
 
 is the Green function of the Helmholtz equation: 
 ( ) ( ) ( )2 20 0
1 1
H k r r ' H k r r ' r r '
4i 4i
k+ +   − − −     
+

∇ = δ
     
. (4.102) 
Since the pseudo-periodic Green function (r r ')−
 
G  in vacuum is defined by: 
 mi d2 2
m ,
ˆ(r, r ') k (r, r ') e (r r ' md x)α
=−∞ +∞
∇ + = δ − −∑      G G , (4.103) 
it follows that (r r ')−
 
G  is a sum of Green functions ( )0
1
ˆH k r r ' md x
4i
+ − −
 
 satisfying: 
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( ) ( )
( )
n n
n
i d i d2 2
i d
0 0ˆ ˆe r r ' md x k e r r ' md x
ˆ                                  e r
1 1
r ' m
H k H k
4i
d x
4i
.
+ +α α
α
   
     
∇ − − + − − =
= δ − −

   
 
 (4.104) 
Inserting the value of (r r ')−
 
G  given by eq. (4.101) inside the integral 
ds
0
(s,s ) (s )ds′ ′ ′φ∫ G , 
then making the change of variable ˆr ' md x r ''− =
 
, and finally gathering the infinite sum of 
integrals on one period into a single integral from −∞  to +∞  yields: 
 
d
0
s
i (x x)
0
0
1
(s,s ) (s )ds H (k r r ' ) e (s )ds .
4i
∞
′α −+
−∞
′ ′ ′ ′ ′φ − φ∫ ∫
 
G =  (4.105) 
In the same way it can be shown that  
 
d
0
s
i (x x)
1
0
dz
z z (x x)ik ds(s,s ) (s )ds H (k r r ' ) e (s )ds .
4 r r '
∞
′α −+
−∞
′ ′− − −
′′ ′ ′ ′ ′ψ − ψ
−∫ ∫
 
 N =  (4.106) 
When the permittivity becomes very large in modulus, the functions (s,s )− ′G  and (s,s )− ′N  
are obtained by replacing k by kn−  in (s,s )′G  and (s,s )′N . Since the value of n− is close to 
an imaginary number in the visible and infrared regions for usual metals (for example, n−  = 
1.3 +i 7.11 for aluminum at 650 nm), the Hankel functions 0H (k r r ' )
+ −
 
 and 1H (k r r ' )
+ −
 
 
become very close to the modified Bessel functions ( )0K k n r r '− −  
 
 and 
( )1K k n r r '− −  
 
 (see [45]) and tend to delta functions when n− → ∞ . Thus, these 
functions vary much more rapidly than the unknown function φ , which can be considered as 
a constant. Thus, remarking that when x x′ ≈  
 
[ ]
2
2
2
2
0
dz
        r r ' x x 1 ,
dx
dz 1 d z
z z (x x) (x x) ,
dx 2 dx
            exp i (x x) 1,
 ′− − +  
 
′ ′ ′− − − ≈ − −
′ −
≈
α ≈
 
 (4.107) 
yields finally: 
 ( )
d
0
s
i (x x)
0 2
0
(s) (s)
(s,s ) (s )ds H (k n r r ' ) e ds ,
4i dz
2ik 1
dx
∞
′α −+ −
−∞
φ φ′ ′ ′ ′φ ≈ − ≈
 +  
 
∫ ∫
 
G  (4.108) 
and 
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d
2
s 2
3/220
d z
(s)
dx(s,s ) (s )ds
dz
4ik 1
dx
ψ
′ ′ ′ψ ≈
  +  
   
∫ N . (4.109) 
It is not surprising to note that in this approximation, the calculations of the integrals require 
neither summation of the kernels, nor integration of the singularities, nor matrix 
multiplication. As the kernels tend toward delta-distributions with amplitudes determining the 
coefficients in eqs.(4.108) and (4.109), their matrix representations tend to diagonal matrices. 
Numerical results have shown that this simpler formulation not only successfully 
applies in the domain where the summation and integration processes defined in the previous 
sections fail, but also remains valid with a good accuracy (about 10-3 in relative value) in a 
large domain of metals and wavelengths. For example, with aluminum, this approach works 
in the visible, a domain in which the classical method of integration can be used as well (but 
with a greater computation time), wheras the local summation is necessary for metals in the 
far-infrared and microwaves domain. It is very important to notice that, using the local 
summation and assuming that | n |− → ∞ , it can be shown that the integral equation for 
metallic gratings described in appendix 4.B tends towards the integral equations obtained for 
perfectly conducting metals. 
 
4.6.5. Problems of edges and non-analytical profiles 
 
When the grating profile has edges or corners (in 2D case), fundamental difficulties appear. 
First, the uniqueness of the solution of the electromagnetic field is not ensured. The 
hypothesis of the integrability of the unknown function u(x) in the integral equation is 
equivalent to the Meixner condition of integrability [46], although it is singular.  
The second problem lies in the validity of the boundary condition of electromagnetic 
field on the grating profile. Indeed, on the edges, the normal and tangential direction on the 
profile are not defined in a unique manner. Moreover, when establishing these boundary 
conditions, the demonstration does not work if the surface has edges; However, these 
warnings are not dramatic. The demonstration of Archimede theorem is also questionable if 
the object presents edges. Does it exist any doubt about the validity of this theorem?  
The third problem in the integral method lies in the process of integration in the vicinity 
of the edges. The kernels become discontinuous or even meaningless, depending on whether 
the point of calculation of the integral coincides with the edge point or not, see eq.(4.90) - 
(4.92). Moreover, the integration can fail due to the eventual singularity of the unknown 
function on the edge [44]. 
To overcome the edge problem, there exist several approaches. The most direct one 
consists in replacing the actual profile z = f(x) with its truncated Fourier representation: 
 
M
imKx
M m
m M
f (x) f e
=−
= ∑ . (4.110) 
The new profile has no edges and in most cases of ruled or holographic gratings, it mimics 
quite well the true profile. Numerical tests have shown a very good convergence of results 
with respect to the number 2M+1 of Fourier terms and the number P of discretization points, 
provided the empirical rule P > 4(2M + 1). This method can be used to describe some profiles 
that are not represented by continuous functions, for example lamellar gratings, provided that 
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M is larger than 10. Unfortanately, there are several important cases of classical gratings and 
classes of relatively new types of gratings and periodic systems that cannot be treated using 
this simple approach. 
The first problem covers the case of echelle gratings, working in grazing incidence in 
high and very high orders (see Chapter 1). The fact that the period is some tens or hundreds 
times larger than the wavelength λ, and that the working facet is quite steep (sometimes going 
up to 86° groove angle), requires that its geometry is represented in the method with an error 
smaller than λ/20. Simple but incorrect estimations show that this rule of thumb would be 
acceptable for numerical treatment: if the period is close to 50 wavelengths, we need about 
1000 points of discretization and thus 250 Fourier harmonics, according to the rule P > 4(2M 
+ 1). However, Gibbs phenomenon will significantly modify the form of the working facet, 
which could be almost vertical. In order to correctly describe the field on this facet, we need 
to have at least 5 to 10 points per wavelength along the the working facet, rather than along 
its projection on the x-axis. With a 85° groove angle, the length of this facet is about 11 times 
its x-projection, in such a way that the number of discretization points must be multiplied by a 
factor 10. The number of Fourier components in the profile follows the same rule. 
 
 
 
 
 
 
 
 
 
Figure 4.5. Schematic representation of an etched grating profile with non-analytical function 
description. 
 
 
 
 
 
 
 
 
Figure 4.6. Grating made of inclined rectangular cross-section rods. 
 
Another class of problems consists of unconventional geometries, like inverted slope 
grooves, obtained during groove etching technologies, as seen in Figure.4.5, or rod gratings, 
shown in Figure.4.6. We have noticed that the problem of vertical segments adds difficulties. 
For example, the problem of edges cannot be solved any longer by a Fourier expansion of the 
profile. It exists a possibility to simultaneously solve the two problems by introducing a 
curvilinear coordinate that follows the grating profile. As far as the integration is made along 
the profile, this curvilinear integration comes as a natural way of calculating the integrals in 
the integral equations. Moreover, adaptive meshing can be used to reduce the influence of 
edges. 
In the real life, edges do not exist. On each edge there is at least one atom that has no 
edges, even though the light has a wavelength much larger than the atom dimensions. Edges 
of nuclear particles are not discussed even in the most exotic theories. Thus the idea is to 
replace the edges by arcs, where the partial derivatives can be well defined till the second 
order, which is sufficient for integral equations, as remarked in section 6.2. An adaptive 
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density of discretization points gives the possibility to significantly increase the density of the 
points close to the initial edges, and not elsewhere. Let us, for example, consider a rod grating 
having a straight rectangular cross section. The segments 1 and 3 are parallel to Ox, the 
segments 2 and 4, to Oz. Let us assume the origin of the curvilinear coordinate at the bottom-
left corner (figure 4.7). 
 
 
 
 
 
 
 
 
 
 
Figure 4.7. Left: rounding of corners of a rectangular cross-section rod with side lengths a and b, 
together with x, y, and s coordinate lines. Right: schematic representation of different straight and 
arc segments to obtain the links between the Cartesian and the curvilinear coordinates. 
 
The coordinate s starts at x = R and z = 0, and follows the interface along its different 
parts: 
1) the first horizontal segment, 0 s a 2R :< < −   
 
 
x(s) R s,
   z(s) 0.
= +
=
 (4.111) 
Here the final value of s is equal to 1,maxs a 2R := −  
2) the circular rounding of the bottom-right corner, defined by the equation: 
 [ ] ( )2 2 2x (a R) z R R− − + − = . (4.112) 
Here, 1,max0 s s R :2
π
< − <  
 
1,max
1,max
1,max
                   s R s ,
s s
x a R R sin( ) a R R sin ,
R
s s
    z R R cos( ) R R cos .
R
= ϕ +
−
= − + ϕ = − +
−
= − ϕ = −
 (4.113) 
Here, 2,max 1,maxs R s2
π
= +  
3) the next vertical segment at x = a, 2,max0 s s b 2R :< − < −  
 
 
2,max
         x a,
z s s R,
=
= − +  (4.114) 
z 
x 
s 
a 
b 
(R, 0) 
(a – R, 0) 
C = (a – R, R)  
(a, R) 
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and the same for the rest of the profile. The process is straightforward and needs an adapted 
application for each class of profiles. The advantage is that the derivatives 
dx
ds
 and 
dz
ds
 exist 
and are continuous everywhere on the profile. Thus, the second-order derivatives, which are 
required for the explicit summation and integration of the kernels, exist at least piesewisely, 
too. This could easily be checked at the point (a – R, 0), for example. For 1,maxs s< , we use 
eqs.(4.111):  
 
x(s) z(s)
1; 0
ds ds
= = . (4.115) 
For 1,max 2,maxs s s< < it is necessary to use eqs.(4.113): 
 
1,max
1,max
1,max
1,max
s sdx(s)
cos 1 for s s ,
ds R
s sdz(s)
sin 0 for s s .
ds R
−
= = =
−
= = =
 (4.116) 
The comparison of (4.115) and (4.116) points out the existence and continuity of the first 
derivatives. 
It is worth noting that, in contrast with the adaptive spatial resolution used in several 
other methods (FEM, FDTD, RCW, coordinate transformation methods), here it is more 
convenient to call it adaptive profile resolution method, as far as it represents a 1D curvilinear 
coordinate adaptation. 
Let us impose the requirement that the arc segments require Narc times larger density 
points than on the straight segments. The entire length along s of the profile in figure.4.7 (left) 
is equal to Ltot = 2a + 2b – 8R + 2πR. The total number of discretization points is related to 
the length ot the segments, R, and to Narc. If the distance between the points along the straight 
segments is ∆, it will be equal to arc/ N∆ on the arcs. Thus the total number of points for a 
single-rod per period is equal to: 
 arc
2a  2b –  8R  2 RN
P   
+ + π
=
∆
. (4.117) 
In practice, unless some automatic scheme of determining the technical parameters of the 
computation is used, this equation determines ∆  when the total number of integration points 
is chosen. 
Starting from s = 0 in figure 4.8 (right), the abscissa values along s of the points on the 
interface are given by consecutively adding the values of the point number j to the end values 
of the previous segment: 
1) first horizontal segment, 1,max0 s s :< <  j j 1s s −= + ∆ , 
2) circular rounding of the bottom-right corner, 1,max 2,maxs s s :< <  j j 1
arc
s s
N−
∆
= + , 
3) next vertical segment at x = a, 2,max 2,maxs s b 2R s :< < − +  j j 1s s −= + ∆ , 
4) so on to close the rod, then eventually going to another object inside the same grating 
period. 
An additional improvement can be performed by making a smooth transfer from ∆ to 
arcN∆ , i.e., to smoothly go from the density defined on the straight segments and on the 
arcs. This could be important for large-period systems with respect to the wavelength, if there 
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is a restriction in the total number of points in the profile discretization. If so, we can lay on 
the fact that the smaller the curvature of the segment (i.e., the larger its length), the smoother 
the behaviour of the kernels and of the unknown functions. Thus in the middle of a straight 
segment we will place points that are more distant to each other than close to the extremeties 
of the segments. Maystre has adapted such approach in his code Grating 2000, by defining a 
specific distance along the large segments starting from their edges, so that the density of the 
discretization points increases when approaching the ends of the segments. This approach 
gave the possibility to model echelle gratings working in very high diffraction orders (600 or 
more) in the ‘90s, when no alternative approach was able to provide reliable results. The 
method was unbeatable for echelles, before Li and Chandezon [47] formulated an 
improvement of the coordinate transformation method to work for profiles with edges. 
However, the latter does not apply to rod gratings, or to profiles having the form as given in 
figure.4.5. 
 
4.7. Examples of numerical results 
All the results shown in this section are obtained using the code Grating 2000. 
 
4.7.1. Sinusoidal perfectly conducting grating 
 
Table 1 shows the efficiencies in the two non-evanescent orders (-1st and 0th) of a sinusoidal 
perfectly conducting grating of period 600 nm and height 180 nm  (from the bottom to the top 
of the groove) illuminated under incidence angle 30° and wavelength 600 nm. In this case, the 
-1st order is scattered with an angle of scattering (measured anticlockwise, in contrast with 
incident angle) of -30°, which entails that it propagates just in the direction which is the 
opposite to that of the incident wave (this is called Littrow mounting by specialists of 
gratings). 
The number of discretisation points is P and the series included in the kernel are 
summed from –M to +M. The symbol mρ∑  denotes the sum of the two efficiencies, the 
energy balance being satisfied when m 1ρ =∑ . 
 
                   TE polarization                   TM polarization 
    P,M      −1ρ       −0ρ      mρ∑       −1ρ       −0ρ      mρ∑  
4,2 0.4658 0.5437 1.0095 0.9466 0.0514 0.9980 
6,3 0.4703 0.5288 0.9991 0.9581 0.0411 0.9992 
25,10 0.4669 0.5336 1.0005 0.9579 0.0421 1.0000 
50,20 0.4659 0.5334 0.9993 0.9579 0.0421 1.0000 
110,50 0.4659 0.5341 1.0000 0.9579 0.0421 1.0000 
 
Table 4.1. The sinusoidal perfectly conducting grating. 
 
It is worth noting that a precision better than 0.01 is reached as soon as P > 4 and M > 2!. A 
precision of 10-3 needs P > 50 and M > 20.  
 
4.7.2. Echelette perfectly conducting grating 
 
The echelette grating is a grating with triangular groove (figure 4.8). The blaze angle b (angle 
of the large facet with the x axis) is equal to 30° and the apex angle A (angle between the two 
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facets) to 90°. The other parameters are the same as in section 7.1. It must be noticed that the 
incidence angle and the blaze angle are equal, which entails that the incident wavevector is 
orthogonal to the large facet. In these conditions, it can be shown that for TM polarization, the 
grating problem can be solved in closed form: the efficiency in the -1st order is equal to unity 
while in the 0th order it vanishes [48].  
The demonstration is straightforward: the sum of the incident wave and of a plane wave 
with unit amplitude propagating in the opposite direction satisfies all the conditions of the 
boundary value problem stated in section 3.2. The reader can notice that this sum satisfies the 
Helmholtz equation. In addition, this sum of two plane waves propagating in opposite 
directions constitute an interference system that presents white areas and dark lines. The 
maximum of white lines coincide with the large facets of the grating, and on these lines, the 
derivative of the field (thus the normal derivative) vanishes. The normal derivative with 
respect to the small facet vanishes as well since the field is invariant in the normal direction. 
At the first glance, this property is obvious since the field is “reflected” by the large facets, or 
in other words, the scattering phenomenon reduces in that case to a simple reflection 
phenomenon. This reasoning fails since the same phenomenon is not observed for TE 
polarization: it is dangerous to invoke reflection phenomena on the large facets when the 
width of these facets has the same order of magnitude as the wavelength of the light! The 
concentration of the incident energy in a single order is called ‘blazing effect’ and the theorem 
of Marechal and Stroke is the origin of the name ‘blazed gratings’ given sometimes to ruled 
gratings.  
 
 
 
Figure 4.8: A ruled grating 
 
 
                   TE polarization                   TM polarization 
    P,M      −1ρ       −0ρ      mρ∑       −1ρ       −0ρ      mρ∑  
6,3 0.6531 0.4451 1.0982 1.4452 0.0012 1.4464 
25,10 0.5838 0.4123 0.9961 0.9976 0.0001 0.9977 
50,20 0.5838 0.4123 0.9961 0.9976 0.0001 0.9977 
110,50 0.5929 0.4055 0.9984 0.9984 0.0000 0.9984 
250,100 0.5932 0.4035 0.9967 0.9989 0.0000 0.9989 
 
Table 4.2. The echelette perfectly conducting grating and the Marechal and Stroke theorem. 
 
Table 4.2 shows that the convergence is significantly slower than for the sinusoidal 
grating, due to the edges. Nevertheless, a precision of about 0.01 is obtained when P > 25 and 
M > 10. With the same values, the Marechal and Stroke theorem is satisfied with a precision 
better than 0.003. The computation time is always less than 1second on a PC computer except 
for the last line, for which 2 seconds are required. 
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4.7.3. Lamellar perfectly conducting grating 
 
The profile of a lamellar grating is shown in figure 4.9. The widths of the hole and of the 
bump are denoted by t and b and the height by h. In this example, b = t = 300 nm, and h = 180 
nm. 
 
 
 
Figure 4.9. A lamellar grating 
 
 
                   TE polarization                   TM polarization 
    P,M      −1ρ       −0ρ      mρ∑       −1ρ       −0ρ      mρ∑  
6,3 0.7770 0.6999 1.4769 23.66 5.09 28.75 
25,10 0.3490 0.6394 0.9884 0.8293 0.1724 1.0016 
50,20 0.3347 0.6569 0.9915 0.8191 0.1705 0.9896 
150,70 0.3279 0.6659 0.9938 0.8201 0.1718 0.9919 
250,100 0.3288 0.6733 1.0021 0.8214 0.1725 0.9939 
 
Table 4.3. The echelette perfectly conducting grating and the Marechal and Stroke theorem 
 
The main conclusion to draw from Table 4.3 is that the convergence for lamellar 
gratings is even slower than for echelette gratings. This is not surprising if we notice that the 
number of edges is multiplied by 2. A precision of about 0.02 is obtained when P > 50 and M 
> 20. The results for P = 6 and M = 3 are aberrant, specially for TM polarization. 
 
4.7.4. Aluminum sinusoidal grating in the near infrared 
 
We consider a sinusoidal aluminum grating with period d = 400 nm, a height h = 100 nm, 
illuminated with incidence angle 10° and wavelength 300 nm. With these parameters, three 
plane waves (-1st, 0th and +1st) are reflected. The optical index of aluminum at 300 nm is equal 
to 4.2+ i 21.5. We give in Table 4.4 the efficiency in the -1st order and the sum of the three 
efficiencies. 
 
        TE polarization        TM polarization 
    P,M      −1ρ      mρ∑       −1ρ      mρ∑  
6,3  0.5205 0.9582 0.4367 0.9618 
10,4  0.5201 0.9649 0.4325 0.9521 
30,13  0.5203 0.9655 0.4321 0.9518 
100,45  0.5204 0.9655 0.4320 0.9518 
 
Table 4.4. The aluminum sinusoidal grating 
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Table 4.4 shows a very good convergence of the results, similar to the convergence 
observed for sinusoidal perfectly conducting gratings, thanks to the local summation of the 
two variable functions of the kernel derived from the Green function in aluminum. 
 
4.7.5. Buried echelette silver grating in the visible. 
 
The buried silver grating is shown in figure 4.10. A symmetric echelette silver grating with 
period 900 nm has been covered by a dielectric of index 1.5, the maximum depth e of 
dielectric being equal to 800 nm. This grating is illuminated in normal incidence .by a plane 
wave of wavelength 600 nm. The index of siver for this wavelength is equal to 0.006 + i 3.75. 
Table 4.5 gives the efficiency in the 0th order and the total of efficiencies of the three reflected 
orders (-1st, 0th and +1st).   
  
 
 
Figure 4.10. A symmetric silver grating coated by dielectric 
 
 
        TE polarization        TM polarization 
    P,M      0ρ      mρ∑       0ρ      mρ∑  
10,4  0.4892D 0.9830 0.6316 1.0622 
30,13  0.5164 0.9651 0.5665 0.9339 
100,45  0.5153 0.9600 0.6062 0.9178 
200,90 0.5153 0.9593 0.6168 0.9153 
 
Table 4.5. The buried silver grating 
 
The convergence is slower than in the preceding case and the results for P = 10 and M = 
4 are not correct, specially for TM polarization. For TE polarization, a convergence of the 
results with a precision better than 0.006 is obtained for P = 30 and M = 13. This is not so for 
TM polarization, in which it is necessary to reach P = 100 and M = 45 to get a precision of the 
order of 0.003. Here, the method of local summation is not used, but this fact does not explain 
the slower convergence since the modulus of the optical index is not large. The main reason 
can be found in the edges of the profile. The slower convergence for TM polarization is rather 
general for metallic gratings, due to the existence of plasmon resonances on the grating 
surface.  
 
4.7.6. Dielectric rod grating. 
 
The grating is made of dielectric elliptic rods with optical index 1.4, width w = 600 nm and 
height h = 400 nm (figure 4.11). The period is equal to 800 nm. It is illuminated with 
incidence 20° by a plane wave with wavelength 600 nm. Two orders (-1st and 0th) are 
reflected and transmitted. We give in Table 4.6 the efficiency in the 0th transmitted order and 
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the sum of efficiencies of the 4 scattered orders, which should be equal to 1 for a perfect 
energy balance. 
 
 
Figure 4.11. A dielectric rod grating 
 
 
        TE polarization        TM polarization 
    P,M      0τ  mρ∑ +
mτ∑  
     0τ  mρ∑ +
mτ∑  
10,4  0.1824D 0.9139 0.7893 1.2489 
30,13  0.2163 0.9961 0.8161 1.0054 
100,45  0.2073 1.0005 0.8187 1.0004 
200,90 0.2070 1.0001 0.8187 1.0001 
 
Table4. 6. The dielectric rod grating with elliptic rods 
 
The precision for P = 30 and M = 13 is equal to 0.01 and for P = 100 and M = 90, it 
reaches 0.0004.  
 
4.7.7. Flat perfectly conducting rod grating 
 
The grating is similar to that of figure 4.11, but its height is very small (8 nm). In order to 
obtain a significant reflection, the dielectric has been replaced by a perfectly conducting 
material 
 
 
 TE polarization TM polarization 
P,M 0τ  mρ∑ +
mτ∑  
0τ  mρ∑ +
mτ∑  
100,45 0.0598 1.1414 0.8940 0.9759 
200,90 0.0634 1.0086 0.0292 0.9887 
300,140 0.0639 1.0006 0.1059 0.9996 
400,190 0.0639 1.0000 0.1119 1.0000 
 
Table4.7. The flat perfectly conducting rod grating. 
 
The convergence is very slow and it is necessary to reach P = 300 and M = 140 to 
obtain a precision better than 0.006, the energy balance being satisfied with a precision better 
than 10-3. The reason must be found in the small height of the rods, as explained in section 
6.1. The functions included in the kernel of the integral equation become very large in 
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modulus and very small in width for two points located on both sides of the rod for the same 
abscissa, thus the integration needs a large density of discretization points. 
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Appendix 4.A. Mathematical bases of the integral theory 
 
4.A.1. Presentation of the mathematical problem 
We consider (figure 4.1) a function ( ) ( )
( )
+ + F x,z  in V ,
F x,z =
F x,z  in V ,− −



 which satisfies the following 
conditions: 
• it is pseudo-periodic along the x axis: 
 ( ) ( ) ( )0F x+d,z F x,z exp iα d ,=  (4.118) 
• it satisfies a Helmholtz equation: 
 ( )22 2F k n F 0    in V ,± ± ± ±∇ + =  (4.119) 
• it satisfies a radiation condition for z → ±∞ . 
The aim of this appendix is to use the second Green’s identity and basic theorems on 
boundary value problems in order to find an integral expression of this function and to 
analyze the properties of this integral expression. We will deduce the basic keys for writing an 
integral equation from a boundary value problem. 
 
4.A.2. Calculation of the Green function 
 
The first step of the calculation is to find the pseudo-periodic elementary solutions (r)+

G  and 
(r)−

G  of the two Helmholtz equations condensed in eq. (4.119) (with constants 22k (n )+  for 
+G  and with constant 22k (n )+  for −G , which satisfy the radiation conditions for z → ±∞  
and the following equations : 
 ( ) mi d22 2 + -
m ,
ˆ(r) k (r) e (r md x),  in V  and ,n Vα+ +
=−∞ +∞
+∇ + = δ −∑  G G  (4.120) 
 ( ) mi d22 2 + -
m ,
ˆ(r) k (r) e (r md x),  in V  and ,n Vα− −
=−∞ +∞
−∇ + = δ −∑  G G  (4.121) 
 0i dˆ(r d x) (r)e α± ±+ =
 
G G , (4.122) 
with: 
 m 0
2
mK, K
d
π
α = α + = , (4.123) 
and xˆ  being the unit vector of the x axis. 
We must emphasize that, in contrast with eq. (4.119), in which F+  and F−  do not 
satisfy the same Helmholtz equation, each Green function satisfies a unique Helmholtz 
equation in the entire space, with constant 22k (n )+  for +G  and with constant 22k (n )+  for 
−G . 
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After expanding the periodic function ±G 0i xe− α  in Fourier series, then multiplying the 
Fourier series by 0i xe α , it can be deduced that: 
 mi xm
m ,
(x, z) G (z)e α± ±
=−∞ +∞
= ∑G . (4.124) 
On the other hand, the right-hand member of eq. (4.120) , called Dirac comb, can also be 
expanded in series: 
 m mi d i x
m , m
1
ˆe (r ndx) (z) e
d
α α
=−∞ +∞
δ − = δ∑ ∑ . (4.125) 
Introducing equations (4.124) and (4.125) in equation (4.120), multiplying by 0i xe− α  then 
identifying the coefficients of the Fourier series yield: 
 ( )2m m m 1G ''(z) G (z) (z)d
± ± ±+ γ = δ , (4.126) 
with ( ) ( )2 22 2m mk n± ±γ = − α . 
For z 0≠ , eq.(4.126) becomes the well-known one-dimension propagation equation in a 
homogeneous media without sources and have for solutions exponentials. We are searching 
for plane waves that satisfy the radiation condition for z → ±∞ , thus: 
 
m m
m
m m
A exp i z , if z 0,
G (z)
B exp i z , if z 0.
± ±
±
± ±
  γ >  = 
  − γ < 
 (4.127) 
Distribution theory proves that the solution mG
± of eq.(4.126) is a continuous function of z and 
that its derivative has a jump equal to 1/d at z 0= . These two conditions allow one to find the 
unknown amplitudes: 
 
( )
m m
m m m m
         A B ,
1
i A i B ,
d
± ±
± ± ± ±
=
γ − − γ =
 (4.128) 
and thus: 
 ( )m m
m
1
G (z) exp i z
2i d
± ±
±
= γ
γ
. (4.129) 
The final form of ±G  becomes: 
 m m
m m
1 1
(r) exp i x i z
2id
± ±
±
 = α + γ γ
∑G . (4.130) 
Once the source is not in the origin, the Green functions is the function (r r ')± −
 
G . 
Notice that  ±G  symbolizes the Green functions. 
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4.A.3. Integral expression 
 
Now, we apply the second Green theorem in order to find the expression of the function F± . 
First, we consider the expression of F−  in V− : 
( ) ( ) ( )
T T
S SS S
d x x ', z z 'dF (x ', z ')
F x, z x x ', z z ' ds ' F (x ', z ')ds '
dN dN
−−
− − −− −= − − −∫ ∫
G
G , (4.131) 
with the normal SN

 being oriented towards the exterior of V− , x x(s),=  x x(s )′ ′= , and 
similar expressions for z and z’. The curve TS  includes four parts: the vertical lines LS  at x = 
0 and RS  at x = d, the horizontal segment HS  at  Hz z 0= <  (figure 4.12), and, finally, one 
period of S. The variable s’ denotes the curvilinear abscissa on TS
− , with origine being located 
at the origin of the Cartesian coordinates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12. Application of the second Green theorem. 
 
The pseudo-periodicity in x’ of F (x ', z ')−  (and of SdF (x ', z ') dN
− ) is opposite to that 
of ( )x x ', z z '− −-G  (or of ( ) Sd x x ', z z dN'− −-G ), which entails that 
( )
S
dF (x ', z ')
x x ', z z '
dN
−
− −-G  and 
( )
S
d x x ', z z '
F (x ', z ')
dN
−− −
-G
 are periodic. Furthermore, 
taking into account the orientation of the normal on RS  and  LS , 
s
dF (x ', z ') dF (x ', z ')
dN dx
− −
= −   
and 
( ) ( )
S
d x x ', z z ' d x x ', z z '
dN dx
− − − −
= −
- -G G
on LS , while 
s
dF (x ', z ') dF (x ', z ')
dN dx
− −
= +  on 
RS .  Thus, the integrals on  RS  and  LS  in eq. (4.131) cancel each other. On HS , ds’ and dx’ 
identify and the integral takes the form:   
SL SR 
SH 
S 
x 
z 
P−  
SP  
V−  
V+  SN

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( ) ( )
( ) ( )
( )m
H
m H
H
S
d
H H
0
s S
i z z imK x x '
m m
i z z imKx
m m
H,m H,m
1
e (
d x x ', z z 'dF (x ', z ')
x x ', z z ' F (x ', z ') ds '
dN dN
1
e dx '
2d
1
          
s ') (s ')
i
1
i
  e ,
2
−
−
−−
− −
∞
γ − −
−
=−∞
∞
γ
− −
−−
=
−+
−
−∞
 − −
− −
 
φ + ψ 
  
φ + ψ
− 
  
=
γ
 
=   γ 
∫
∑
∑
∫
G
G
 (4.132) 
where H,m
−φ  and H,m
−ψ  are the mth Fourier components of the periodic functions 
( ) 0
s
H
i x 'dF (x ', z ') e
dN
s '
−
− α−φ =  and  ( ) 0H i x 'F (x ',s ' z ')e−− α−ψ =  defined on HS . Here, we can take 
advantage of the fact that the segment is parallel to the x axis and  lies outside the groove 
region, which entails that H,m
−φ  and H,m
−ψ  are related through the plane wave expansion valid 
in the homogeneous region (see chapter 2): 
 m mi x i zm
m ,
F t e     if z < 0
−α − γ−
=−∞ +∞
= ∑ , (4.133) 
which yields: 
 H,m m H,mi
− − −ψ = − γ φ . (4.134) 
This relation allows us to cancel the integral along HS  and thus the values of F (x, z)
−  can be 
determined by an integral along a single groove of S: 
 ( ) ( ) ( )
d ds s
s Ss ' 0 s ' 0
d x x ', z z 'dF (x ', z ')
F x, z x x ', z z ' ds ' F (x ', z ')ds ',
dN dN
−−
− − −
= =
− −
= − − −∫ ∫
G
G  (4.135) 
with ds  being the curvilinear abscissa of the point of S of abscissa d, the origin of curvilinear 
abscissa being the origin of the Cartesian coordinates system. 
Similar considerations apply to F (x, z)+ , so that, after elementary calculations: 
( ) ( )d 0 00 0
s
i x x ' i x x 'i x ' i x '
s ' 0
F (x, z) (x, z,s ')e (s ')e (x, z,s ')e (s ')e ds 'α − α −α α± ± ± ± ±
=
 = ± φ + ψ  ∫ G  N (4.136) 
 with: 
( ) ( ) ( )( ) ( )mimK x x ' s ' i z z ' s '
m m
1 1
             (x, z,s ') (x, z, x s ' , z s ' ) e ,
2id
±∞ − + γ −± ±
±
=−∞
= =
γ
∑G G  (4.137) 
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( ) ( )
( ) ( ) m
s
imK x x ' i z z 'm
m m
                    (x, z,s ') (x, z, x ' s ' , z ' s ' )
N
1 dx ' dz '
sgn z z ' e ,
2d ds ' ds '
±
±
±
∞
− + γ −
±
=−∞
∂
= − =
∂
 α
= − − 
γ  
∑
G
N
 (4.138) 
with 0i x '(s ') F (x ', z ')e− α± −ψ =   and 0i x '
s
dF (x ', z ')
(s ') e
dN
−
− α±φ =  being defined on the grating 
profile S. Defining the periodic function 0i xU (x, z) F (x, z)e− α± ±=  yields: 
 
ds
s 0
U (x, z) (x, z,s ') (s ') (x, z,s ') (s ') ds '± ± ± ± ±
′=
 = ± φ + ψ ∫ G N . (4.139) 
 
4.A.4. Equation of compatibility 
 
In this section, we establish a crucial property of the integral theory of gratings, which 
unfortunately is ignored in most of the reference books of Electromagnetics. With this aim, it 
is necessary to point out a fundamental property of the expression of  U (x, z)±  given by eqs. 
(4.13) and (4.139). Let us suppose that we introduce in eq. (4.136) arbitrary periodic functions 
(s ')−φ  and (s ')−ψ . Since we have not introduced the actual physical values (s ')−φ  and 
(s ')−ψ of  these functions, we cannot expect to obtain the actual value of F (x, z)− , but 
another function F (x, z)− . More important, if the point P (x, z)−  of V−  tends towards a point 
PS of curvilinear abscissa s located on the profile (figure 4.12), the limit of F (x, z)
−  below 
the profile, denoted { }lim F (x, z)−−   is not  equal to 0i x '(s ')e α−ψ . The same remark can be 
made for the normal derivative 
s
dF (x, z)
lim
dN
−
−
  
 
  

, which is different from 0i x '(s ')e α−φ . In 
order to understand this surprising property, it is necessary to give two results which can be 
demonstrated using the theory of distributions. Let us give these two fundamental results 
without demonstration. 
1. The integral expression of F (x, z)−  inside V−  satisfies the Helmholtz equation in 
V−  like the actual field. What happens to the same integral expression of F (x, z)− , but now 
calculated in region V+ ? Denoting by extF (x, z)
−  the function equal to F (x, z)−  in V−  and to 
this integral extension in V+ , it is easy to verify that extF (x, z)
−  satisfies in the entire space the 
Helmholtz equation satisfied by F (x, z)−  in V− , with constant 22k (n )− . 
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2. The jumps { }+ extlim F (x, z)− – { }extlim F (x, z)−−   and ext+
s
dF (x, z)
lim
dN
−  
 
  

–
ext
s
dF (x, z)
lim
dN
−
−
  
 
  

 of extF (x, z)
−  and of its normal derivative across S (difference between the 
values in V+  and in V− ) are respectively equal to 0i x '(s ')e α−−ψ  and 0i x '(s ')e α−−φ . 
The conclusion to draw from these properties is that the limit of F (x, z)−  and of its normal 
derivative on S are equal to 0i x '(s ')e α−ψ  and 0i x '(s ')e α−φ  in one case only: if  extF (x, z)
−  
vanishes throughout V+ . Indeed, if this property is satisfied, the jumps are nothing but 
{ }extlim F (x, z)−−−   and ext
s
dF (x, z)
lim
dN
−
−
  −  
  

, thus { } 0i xextlim F (x, z) (s)e α− −− = ψ   and 
0i xext
s
dF (x, z)
lim (s)e
dN
−
α−
−
   = φ 
  

 . This case occurs if the values of (s ')−ψ  and (s ')−φ  
introduced in the integral expression are equal to the actual physical values (s ')−ψ  and 
(s ')−φ .  
This result is not surprising for the specialist of boundary value problems. Indeed, using 
the second Green theorem in V− , we introduce in the integral expression of the field the limit 
values of both the field and of its normal derivative below S. In the domain of boundary value 
problems, it is well known that if a function must satisfy a Helmholtz equation in V−  and a 
radiation condition for z → −∞ , one cannot impose the limit values of both this function and 
its normal derivative on S. In fact, we can impose either the limit values of this function or 
that of its normal derivative on S: in both cases, the solution of the boundary value problem 
exists and is unique. Unfortunately, it does not exist any tool of applied mathematics which 
enables one to express the field in an integral form including either the limit values of the 
field, or that of its normal derivative on S: a prior solution of an integral equation is required, 
which is much more difficult.  
On the other hand, if both the actual values of the field and of its normal derivative are 
known, the field can directly be expressed in an integral form through the second Green 
theorem, without any integral equation, and this is why the second Green theorem is 
considered as a basic tool of the integral mathods of scattering. It must be emphasized that in 
that case, we know a priori  that the the limit values of the field and of its normal derivative 
are the actual ones, thus that they are compatible, which is not the case for arbitrarily chosen 
limits. 
This fundamental property shows that when the second Green theorem is used with 
unknown values of the limits of the field and of its normal derivative, we must impose to 
these limits an equation of compatibility. This compatibility is satisfied if we impose to the 
limit { }extlim F (x, z)−−  of the integral expression of extF (x, z)−  to be equal to 0i x(s)e α−ψ  or if 
we impose  to the limit { }+ extlim F (x, z)− of the integral expression of extF (x, z)−  to be equal to 
zero, these two conditions being equivalent. Indeed, if { }+ extlim F (x, z) 0− = , the expression of  
extF (x, z)
−  in V+  satisfies a Helmholtz equation, a radiation condition at infinity and its limit 
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on S vanishes. The obvious solution of this boundary value problem is extF (x, z) 0
− =  in V+ , 
and we have seen that the solution of this boundary value problem is unique, thus it is the 
solution. The consequence is that ext+
s
dF (x, z)
lim 0
dN
−   = 
  

, thus ext
s
dF (x, z)
lim
dN
−
−
   = 
  

 
0i x(s)e α−φ . 
In order to implement this condition of compatibility, we have to express 
ext
+
s
dF (x, z)
lim
dN
−  
 
  

 or ext
s
dF (x, z)
lim
dN
−
−
  
 
  

. We can use a first equation: 
 { } { } 0i x+ ext - extlim F (x, z) lim F (x, z) (s)e α− − −− = −ψ   , (4.140) 
or equivalently: 
 { } { }+ ext - extlim U (x, z) lim U (x, z) (s)− − −− = −ψ   . (4.141) 
In order to find a second equation, we can consider eq. (4.139) which gives the 
expression of 0i xU (x, z) F (x, z)e− α− −= . If z is fixed, this expression is a Fourier series in x, 
which is discontinuous on S. It is well known that the value on S of this Fourier series is the 
average value of the limits on both sides of S, thus: 
 { } { }
ds
+ ext - ext
s ' 0
lim U (x, z) +lim U (x, z) 2 (s,s ') (s ') (s,s ') (s ') ds ',− − − − − −
=
 = − φ + ψ ∫   G N  (4.142) 
with (s,s ')−G  and (s,s ')−N  being the integral expressions of (x, z,s ')−G  and (x, z,s ')−N  
when the point of coordinates x,z becomes a point of S of curvilinear abscissa s: 
 ( ) ( )(s,s ') (x s , z s ,s ')− −=G G , (4.143) 
 ( ) ( )(s,s ') (x s , z s ,s ')− −=N N . (4.144) 
From eqs. (4.141) and (4.142), we deduce the limits of U−  on both sides of S, and we derive 
the equation of compatibility in V− : 
 
ds
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds ' 0
2
−
− − − −
=
ψ φ + ψ + = ∫
 G N . (4.145) 
Achieving a similar calculation for V+  yields the general equation of compatibility in V± : 
 
ds
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds ' 0
2
±
± ± ± ±
=
ψ φ + ψ = ∫
  G N , (4.146) 
 ( ) ( )( ) ( ) ( )mimK x s x ' s ' i z s z ' s '
m m
1 1
(s,s ') e
2id
±∞ − + γ −±
±
=−∞
=
γ
∑G , (4.147) 
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 ( ) ( )( ) ( ) ( )( ) ( ) ( )mimK x s x ' s ' i z s z ' s 'm
m m
1 dx ' dz '
(s,s ') sgn z s z ' s ' e .
2d ds ' ds '
±∞ − + γ −±
±
=−∞
 α
= − − 
γ  
∑N  (4.148) 
It can be shown [7] that (s,s ')±G  has an integrable logarithmic singularity (it behaves 
like 0 1a a Log s s '+ −  when s ' s→ , 0a  and 1a  complex numbers)  which can be taken into 
account in the integral by removing the singularity 1a Log s s '−  from (s,s ')
±G  then by 
integrating it in closed form. At the first glance, (s,s ')±N  cannot be continuous, due to the 
discontinuity of ( ) ( )( )sgn z s z ' s '−  for s=s’. In fact, a careful analysis of this function around 
s = s’ shows that it is continuous and that its limit when s ' s→  can be expressed in closed 
form [44,7], as stated in section 6.3. 
 
4.A.5. Generalized compatibility 
 
In the physical problem, the total field in V+  includes the incident field. Here, we give an 
extension of the compatibility equation to the total field which allows a significant 
simplification of the use of integral theory. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13. generalized: generalized compatibility 
 
We define (figure 4.13) a function 
+ T+ + i +
i
 =F =F +F  in V ,
=
=F  in V .− −
 ΓΓ 
Γ
 
F+  being the field scattered in V+  by a grating illuminated by the incident field iF . −Γ  is the 
expression of the incident field in V− . Thus, in contrast with the preceding section, the 
function considered in this section does not satisfy a radiation condition at infinity in V+ . 
According to eq. (4.136), the value of F+  is given by: 
 
( )
( )
d
0 0
0 0
s
i x x ' i x '
s ' 0
i x x ' i x '
F (x, z) (x, z,s ')e (s ')e
(x, z,s ')e (s ')e ds ',
α − α+ + +
=
α − α+ +
= φ
ψ 
∫ G
          + N
 (4.149) 
thus +Γ  can be written: 
138
D. Maystre and E. Popov: Integral Method for Gratings 4.43 
 
 
 
( ) ( )
( )
d
0 0
0 0
s
i x x ' i x 'i
s ' 0
i x x ' i x '
(x, z) F x, y (x, z,s ')e (s ')e
(x, z,s ')e (s ')e ds '.
α − α+ + +
=
α − α+ +
Γ = + φ
+ ψ 
∫ G
           N
 (4.150) 
We denote by i
+ +Ψ = ψ + ψ  and i
+ +Φ = φ + φ  the limits of +Γ  on S and its normal 
derivative respectively. Introducing these values in eq. (4.149) yields: 
 
( ) ( )
( ) ( )
d
0 0
0 0
s
i x x ' i x 'i
s ' 0
i x x ' i x 'i
F (x, z) (x, z,s ')e (s ') (s ') e
(x, z,s ')e (s ') (s ') e ds '.
α − α+ + +
=
α − α+ +
= Φ − φ
+ Ψ − ψ 
∫ G
           N
 (4.151) 
Thus, the integral expression of the total field +Γ  is given by: 
 
( ) ( )
( ) ( )
d
0 0
0 0
s
i x x ' i x 'i i
s ' 0
i x x ' i x 'i
(x, z)        F (x, z) (x, z,s ')e (s ') (s ') e
(x, z,s ')e (s ') (s ') e ds ',
 
α − α+ + +
=
α − α+ +
Γ = + Φ − φ
+ Ψ − ψ 
∫ G
           N  (4.152) 
or, gathering the terms containing the incident field: 
( ) ( )
( ) ( )
d
0 00 0
d
0 00 0
s
i x x ' i x x 'i x ' i x 'i i i
s ' 0
s
i x x ' i x x 'i x ' i x '
s ' 0
(x, z)
F (x, z) (x, z,s ') e (s ')e (x, z,s ')e (s ') e ds '
(x, z,s ')e (s ')e (x, z,s ')e (s ')e ds '.
+
α − α −α α+ +
=
α − α −α α+ + + +
=
Γ =
− φ + ψ 
 + Φ + Ψ  
∫
∫
G N
G N
 (4.153) 
 
In order to simplify this equation, we consider the part of the integral containing the incident 
field, the middle line in the equation above. This part is equal to 0. Indeed, we know that 
i (s ')φ  and i (s ')ψ  are compatible in V−  since they are derived from the actual values of the 
incident field in V−  (figure 4.13). We have shown in the preceding section that the integral 
expression of such a function vanishes in V+ . Remarking that (x, z,s ') (x, z,s ')− +=G G  and 
(x, z,s ') (x, z,s ')− +=N N  since +Γ  and −Γ  satisfy the same Helmholtz equation (with 
constant 2 2k (n )+ ), we can write than in V+ : 
 ( ) ( )
d
0 00 0
s
i x x ' i x x 'i x ' i x 'i i
s ' 0
(x, z,s ')e (s ')e (x, z,s ')e (s ') e ds ' 0α − α −α α+ +
=
 φ + ψ = ∫ G N . (4.154) 
Thus finally the expression of +Γ  is given by: 
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( )
( )
d
0 0
0 0
s
i x x ' i x 'i
s ' 0
i x x ' i x '
    (x, z)  F (x, z) (x, z,s ')e (s ')e
(x, z,s ')e (s ')e ds '.
α − α+ + +
=
α − α+ +
Γ = + Φ
+ Ψ 
∫ G
           N
 (4.155) 
The result is that the expression of the total field in V+  can be obtained from its limit value 
+Ψ on S and from its normal derivative +Φ , by adding the incident field to the integral 
expression deduced from the Green theorem. 
The generalized compatibility equation is derived from the compatibility equations for 
F+  in V+  and for iF  in V− : 
 
ds
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds ' 0,
2
+
+ + + +
=
ψ φ + ψ − = ∫ G N  (4.156) 
 
ds i
i i
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds ' 0.
2
+ +
=
ψ φ + ψ + = ∫ G N  (4.157) 
By adding these two equations, we deduce that: 
 
ds
i
s ' 0
(s)
(s,s ') (s ') (s,s ') (s ') ds '
2
+
+ + + +
=
Ψ Φ + Ψ + ψ = ∫ G N . (4.158) 
The remarkable result is that the compatibility equation given in the preceding section can be 
extended to the total field: the left-hand side of eq. (4.158) represents the expression of the 
total field on S and the right-hand, one half of its limit on S. Thus the generalized 
compatibility condition can be stated in the following way: 
The compatibility condition for a field in V+  including incident and/or diffracted waves 
and satisfying the two conditions: 
 
• it is pseudo-periodic along the x axis: 
 ( ) ( ) ( )0F x+d,z F x,z exp iα d ,=  (4.159) 
• it satisfies a Helmholtz equation: 
 2 2 2F k (n ) F 0    in V ,± ± ± ±∇ + =  (4.160) 
 
can be stated in the following way: The value on S of the total field, obtained by adding the 
incident wave to the integral expression deduced from the second Green theorem (but in 
which the limits are those of the total field) is equal to the half of its limit value on S. 
A similar generalized compatibility condition can be obtained for a total field in V−  
when an incident wave propagating upward in V−  (supposed to contain a lossless dielectric) 
illuminates the grating surface, but this case is not worth in the frame of this chapter. 
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4.A.6. Normal derivative of a field continuous on S. 
 
The calculation of the normal derivative of F±  on the grating surface in the general case is 
difficult. However, this aim can be reached at least in one case: when it is possible to define 
both F+  and F−  which satisfy three conditions: 
• F is continuous across S, or equivalently ( ) ( )s s+ −ψ = ψ , 
• F+  and F−  satisfy the same Helmholtz equation, with constant 22k (n )+ , or 
equivalently n n+ −= . 
• F satisfies a radiation condition at infinity. 
 
Due to the second condition, it seems that this case does not make sense: if n n+ −= , one 
cannot expect any scattering phenomenon. However, the study of this purely mathematical 
problem is crucial, for example in the study of perfectly conducting gratings.  
First, it is worth noting that, thanks to the first condition, the gradient of F  can be 
calculated without any use of distributions, which is not the case if F  is discontinuous on S. 
Since m m
− +γ = γ , (x, z,s ') (x, z,s ')− +=G G  and  (x, z,s ') (x, z,s ')− +=N N  it can be deduced 
from eq. (4.139) that: 
 
d
0 0
s
i x i x
s ' 0
F (x, z) (x, z,s ')e (s ') (x, z,s ')e (s ') ds 'α α+ + + + +
=
 = φ + ψ ∫ G N , (4.161) 
 
 
d
0 0
s
i x i x
s ' 0
F (x, z) (x, z,s ')e (s ') (x, z,s ')e (s ') ds 'α α− + − + −
=
 = − φ + ψ ∫ G N . (4.162) 
 
We have seen in this appendix that, if  (s ')+φ  and  (s ')+ψ  are compatible, the expression of  
F (x, z)+  given by eq. (4.161) vanishes in V− . The same property holds for the  expression of  
F (x, z)−  given by eq. (4.162), which vanishes in V+  if (s ')−φ  and  (s ')−ψ  are compatible. 
Bearing in mind that ( ) ( )s s+ −ψ = ψ , the expression of F in the entire space is given by 
adding the right-hand sides of eqs. (4.161) and (4.162): 
( )
d
0
s
i x
s ' 0
F (x, z) F (x, z) F (x, z) (x, z,s ')e (s ') (s ') ds 'α+ − + + −
=
= + = φ − φ∫ G . (4.163) 
Thanks to the continuity of F on S, the expression of its value on the profile does not make 
problem and is given by: 
 ( )
d
0
s
i x
s ' 0
F (s) (s,s ')e (s ') (s ') ds 'α+ + −
=
= φ − φ∫ G . (4.164) 
In order to obtain the normal derivative of F, let us calculate its gradient: 
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 ( )
d
0
s
i x
(x,z)
s ' 0
F (x, z) (x, z,s ')e (s ') (s ') ds 'α+ + −
=
 ∇ = ∇ φ − φ ∫ G , (4.165) 
 
( )
( )
m0
0
m0
imK x x ' i z z 'i xm
m , mi x
imK x x ' i z z 'i x
m ,
e e
1
(x, z,s ')e
2d e e
+
+
− + γ −α
+
=−∞ +∞α+
− + γ −α
=−∞ +∞
α 
 γ  ∇ =   
  
 
∑
∑
G . (4.166) 
 
The components of the normal SN

 are given by: 
 S
dy
dsN
dx
ds
 − 
=  
  
 

, (4.167) 
and thus: 
 
( ) ( )
0
m0
i x
S
imK x x ' i z z 'i xm
m , m
d (x, z,s ')e
                               
dN
1 dx dy
lim sgn z z ' e e .
2d ds ds
+
±α+
− + γ −α
± +
=−∞ +∞
 
  =
  
  α − −  
γ    
∑
G
 (4.168) 
 
Using eqs. (4.165) and (4.168) yields: 
 ( )
0d i xs
S Ss ' 0
d (x, z,s ')edF
(s ') (s ') ds '
dN dN
±α+±
+ −
=
 
 = φ − φ
  
∫
G
. (4.169) 
In order to eliminate the use of limits in the expression of  
0i x
S
d (x, z,s ')e
dN
±α+ 
 
  
G
 given 
by eq. (4.168), it can be remembered that, by definition, 
 0i x
S S
dF dF
(s) (s) e
dN dN
+ −
α+ − − = φ − φ  . (4.170) 
Moreover, it is to be noticed that, when z is constant, the components of 0i x(x, z,s ')e α+ ∇  G  
given by eq. (4.166) are Fourier series in x. Using again the property of discontinuous Fourier 
series on the discontinuity, it can be derived that: 
142
D. Maystre and E. Popov: Integral Method for Gratings 4.47 
 
 
 
( ) ( )
d
m0
S S
s
imK x x ' i z z 'i xm
m ms' 0
dF dF
                                             
dN dN
1 dx dy
sgn z z ' e e (s ') (s ') ds '.
d ds ds
+
+ −
+∞
− + γ −α + −
+
=−∞=
+ =
 α  − − φ − φ   γ  
∑∫
 (4.171) 
 
From equations (4.170) and (4.171), we deduce: 
 
( ) ( ) d
0 0
s
i x i x
S s ' 0
s sdF
e (s,s ')e (s ') (s ') ds '
dN 2
+ −±
α α + −
=
φ − φ  = ± + φ − φ ∫ K , (4.172) 
with: 
( ) ( ) mimK x x ' i z z 'm
m , m
1 dx dy
(s,s ') sgn z z ' e
2d ds ds
+− + γ −
+
=−∞ +∞
 α
= − − 
γ  
∑K . (4.173) 
It is interesting to notice that the expression of function (s,s ')K  is very close to that of  
(s,s ')N , the only difference being that 
dx '
ds '
 and 
dy '
ds '
 are replaced by 
dx
ds
 and 
dy
ds
. 
Like (s,s ')±N , (s,s ')K  is continuous and its limit when s ' s→  can be expressed in 
closed form [44,7], as stated in section 6.3. 
 
4.A.7. Limit values of a field with continuous normal derivative on S. 
 
We consider a function F satisfying the following conditions 
• F has the same normal derivative on both sides of S, or equivalently ( ) ( )s s+ −φ = φ , 
• F+  and  F−  satisfy the same Helmholtz equation, or equivalently n n+ −= . 
• F satisfies a radiation condition at infinity. 
 
The aim of this section is to calculate the limits of F on both parts of S.  
From the secong Green theorem (eq. (4.136)), F can be expressed from the values of 
( )s+φ , ( )s−φ , ( )s+ψ  and ( )s−ψ : 
 
( )
( )
d
0 0
0 0
s
i x x ' i x '
s ' 0
i x x ' i x '
F (x, z) (x, z,s ')e (s ')e
(x, z,s ')e (s ')e ds ',
α − α+ + +
=
α − α+ +
= φ
+ ψ 
∫ G
           N
 (4.174) 
and, bearing in mind that ( ) ( )s s− +φ = φ  and that n n− += , (x, z,s ') (x, z,s ')− +=G G  and 
(x, z,s ') (x, z,s ')− +=N N :  
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( )
( )
d
0 0
0 0
s
i x x ' i x '
s ' 0
i x x ' i x '
F (x, z) (x, z,s ')e (s ')e
(x, z,s ')e (s ')e ds '.
α − α− + +
=
α − α+ −
= − φ
+ ψ 
∫ G
            N
 (4.175) 
It has been shown in section 4.A.4 that, if  (s ')+φ  and (s ')+ψ  are compatible, the expression 
of F (x, z)+  given by eq. (4.174) vanishes in V− . The same property holds for the expression 
of F (x, z)−  given by eq. (4.175), which vanishes in V+ , thus we can write that, if the 
compatibility equations are satisfied: 
 ( )
d
0
s
i x
s ' 0
F (x, z) F (x, z) F (x, z) (x, z,s ')e s ' ds 'α+ − +
=
= + = Ψ∫ N , (4.176) 
or 
 ( )
d
0
s
i x
s ' 0
U(x, z) F(x, z)e (x, z,s ') s ' ds '− α +
=
= = Ψ∫ N , (4.177) 
with: 
 ( )s ' (s ') (s ')+ −Ψ = ψ − ψ . (4.178) 
In order to express the limits { }lim U (x, z)+  or { }lim U (x, z)−  on both parts of S,. we 
can use a first equation: 
 { } { }+lim U (x, z) lim U (x, z) (s)+ −−− = Ψ . (4.179) 
To find a second equation, we can consider eqs. (4.176) and (4.177) which gives the 
expression of U(x, z) . If z is fixed, the expression of U(x, z) is a Fourier series in x, which is 
discontinuous on S. The value on S of this Fourier series is the average value of the limits on 
both sides of S, thus: 
 { } { }
ds
+
s ' 0
lim U (x, z) +lim U (x, z) 2 (s,s ') (s ')ds '+ − +−
=
= Ψ∫ N . (4.180) 
From eqs. (4.179) and (4.180), we deduce the two limits: 
 ( ){ } ( )
ds
s ' 0
s
lim U x, y (s,s ') (s ')ds '
2
+
±
=
Ψ
= ± + Ψ∫ N . (4.181) 
 
4.A.8. Calculation of the amplitudes of the plane wave expansions at infinity. 
 
For z → ±∞ , the expression of F±  given by eq. (4.136) can be simplified since 
( )sgn z z ' 1− = ±  and ( )z z ' z z '− = ± − , in such a way that the expression of F at infinity 
becomes a sum of plane waves: 
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 ( )m m m 0
m
F (x, y) r exp i x i z if z z
∞
+ +
=−∞
= α + γ >∑ , (4.182) 
 ( )m m m
m
F (x, y) t exp i x i z if z 0
∞
− −
=−∞
= α − γ <∑ , (4.183) 
 
 ( ) ( )
d
m
s
imKx s i z s m
m
m ms 0
i (s)1 dx(s) dz(s)
r e (s) ds
2d ds ds
+ +− − γ +
+ +
=
  − φ α
= + − ψ   γ γ   
∫ , (4.184) 
 ( ) ( )
d
m
s
imKx s i z s m
m
m ms 0
i (s)1 dx(s) dz(s)
t e (s) ds
2d ds ds
− −− + γ −
− +
=
  φ α
= + + ψ   γ γ   
∫ , (4.185) 
 
with 0z  being the ordinate of the top of the grating profile. It must be noticed that a finite 
number of orders m, called propagating orders, are non-evanescent and propagate at infinity. 
They correspond to real values of m
+γ  (for reflected orders) or m
−γ  (for transmitted orders, if 
the optical index n−  is real only). 
Equation (4.184) can easily be generalized to the case in which we know the limit value 
of the total field on S (including incident waves) and its normal derivative. It suffices to 
analyze the behaviour at infinity of eq. (4.155) instead of eq. (4.136). The result is that it 
suffices to replace the values (s)+φ  and (s)+ψ  relative to the scattered field by the values 
(s)+Φ  and (s)+Ψ  relative to the total field: 
 ( ) ( )
d
m
s
imKx s i z s m
m
m ms 0
i (s)1 dx(s) dz(s)
r e (s) ds
2d ds ds
+ +− − γ +
+ +
=
  − Φ α
= + − Ψ   γ γ   
∫ . (4.186) 
 
Diffraction efficiencies mρ in the reflected orders propagating above the grating can be 
obtained by using the Poynting theorem on segments of one period parallel to the x axis: 
 2mm m
0
r
+
+
γ
ρ =
γ
. (4.187) 
When the grating is made of a lossless dielectric, the transmitted efficiencies mτ  are given 
by: 
 2mm m
0
q
t .
q
+−
+ +
γ
τ =
γ
 (4.188) 
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Appendix 4.B. Integral method leading to a single integral equation for bare, metallic or 
dielectric grating 
 
Historically, the formalism presented in this Appendix was the first one to lead to a single 
integral equation for a dielectric or metallic grating. The steps of the method are summarized 
in figure 4.14. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.14. Steps of the integral formalism leading to a single equation 
 
 
4.B.1. Definition of the unknown function 
The single unknown function Φ  is defined from a function 
+ +
-
  in V ,
=
 in V ,−
 ΓΓ 
Γ



satisfying the 
following conditions: 
• it satisfies the same Helmholtz equation in the entire space, except may be on 
the profile S,: 
 ( )22 2k n 0,+∇ Γ + Γ =   (4.189) 
• it has the same pseudo-periodicity as the actual solution of the grating problem: 
 0i d(x d, z) (x, z)e αΓ Γ+ =  , (4.190) 
 
• it identifies to the actual physical solution of the grating problem in +V : 
 F+ +Γ ≡ , (4.191) 
• it is continuous across S, 
• it satisfies a radiation condition for y → ±∞ . 
We denote by 0i x 'eψ '± α  and 0i x '' e± αφ  the limit values of Γ  and of its normal derivative
S
d
dN
Γ
 on S, bearing in mind that by definition, ψ ' ψ+ +≡  and ' + +φ ≡ φ .  
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The question which arises is to know if −Γ  is well defined. The continuity of Γ  across 
S imposes the value of −Γ  on S: ψ ' ψ ' ψ− + +≡ ≡ . In addition, −Γ  satisfies a Helmholtz 
equation and a radiation condition at infinity. It is worth noting that, in contrast with the 
function Γ  introduced in Appendix 4.A, here the function Γ  does not include the incident 
field and thus has no physical meaning below the profile. As mentioned in Appendix 4.A, the 
solution of this boundary value problem (since we impose that − +Γ = Γ  ) exists and is unique, 
thus Γ  is correctly defined in the entire space. The unknown function Φ  of the integral 
equation is defined as the jump of the normal derivative of Γ  across S, more precisely: 
 ' '+ −Φ = φ − φ . (4.192) 
As regards the physical interpretation of Φ , it can be shown easily that Φ 0i xe α  is the 
surface current density which, placed on S, generates in +V  the actual scattered field. In other 
words, we have considered a fictitious structure consisting of an infinitely thin, perfectly 
conducting metallic sheet supporting a surface current density ( ) ˆj s y  placed on the grating 
surface, this surface separating two media having identical optical properties (refractive index
n+ ). The unknown Φ  is proportional to j. 
 
4.B.2. Expression of the scattered field, its limit on S and its normal derivative from Φ . 
 
It must be noticed that the function Γ  satisfies all the conditions of the function F of section 
4.A.5. Since Γ  is continuous on S, the calculation of Γ  from Φ  can be achieved using eqs. 
(4.163) and (4.137): 
 
d
0
s
i x
s ' 0
(x, z) (x, z,s ')e (s ')ds 'α+
=
Γ = Φ∫ G , (4.193) 
 ( ) m
m m
1 1
(x, y,s ') exp imK x x ' i z z '
2id
∞
+ +
+
=−∞
 = − + γ − γ
∑G . (4.194) 
The value of the limit ( ) 0i x' s e α+ψ  of (x, z)+Γ  on S does not make problem, thanks to its 
continuity: 
 
ds
s ' 0
(s) (s,s ') (s ')ds '+ +
=
ψ = Φ∫' G , (4.195) 
with (s,s ')+G  the value on S of (x, y,s ')+G , given by eq. (4.147): 
 ( ) ( )( ) ( ) ( )mimK x s x ' s ' i z s z ' s '
m m
1 1
(s,s ') e
2id
+∞ − + γ −+
+
=−∞
=
γ
∑G , (4.196) 
and finally its normal derivative can be derived from eq. (4.172) and (4.173): 
 ( ) ( ) ( )
ds
s ' 0
s
s (s,s ') s ' ds '
2
+
=
Φ
φ = + Φ∫ K , (4.197) 
147
4.52  Gratings: Theory and Numeric Applications,Second Edition,  2014 
 
 ( ) ( ) mimK x x ' i z z 'm
m , m
1 dx dy
(s,s ') sgn z z ' e
2d ds ds
+− + γ −
+
=−∞ +∞
 α
= − − 
γ  
∑K . (4.198) 
It is worth noting that the values of the limits of the field  and its normal derivative on S 
that are the two unknown functions in the classical integral theory (section 2), are now 
expressed from the single function ( )sΦ . This is not surprising since the limits on S of the 
function Γ  given by eq. (4.193) satisfy automatically a relation of compatibility, whatever the 
function ( )s 'Φ  introduced in the integral may be: it is the field generated by a surface current 
on S. As a consequence, we have not to include in the theory a relation of compatibility in 
V+ , which was the first integral equation in the classical formalism. 
 
4.B.3. Integral equation 
 
The single integral equation will be obtained by writing the relation of compatibility in V− , 
considered now to be filled by the actual grating material, i.e. a material of index n− . With 
this aim, we calculate the limits in V−  of the field and its normal derivative on S. inserting in 
the continuity conditions of the field given by eqs (4.8) and (4.10) the the limit values given 
by eqs (4.195) and (4.197): 
 
ds
i
s ' 0
(s) (s) (s,s ') (s ')ds '− +
=
ψ = ψ + Φ∫ G , (4.199) 
 ( ) ( ) ( ) ( )
ds
i
s ' 0
sq
s s (s,s ') s ' ds '
2q
+
−
−
=
 Φ
 φ = + φ + Φ
  
∫ K , (4.200) 
with q±  given by eq. (4.12).  
The field in V−  can be deduced from eqs. (4.199) and (4.200) using eq. (4.136): 
 
d
0
s
i x
s ' 0
F (x, z) e (x, z,s ') (s ') (x, z,s ') (s ') ds 'α− − − − −
=
 = − φ + ψ ∫ G  N , (4.201) 
and the equation of compatibility is given by eq. (4.146): 
( ) ( ) ( )
( ) ( )
d d
d d
s s
i
s ' 0 s '' 0
s si
i
s '' 0 s ' 0
s 'q
(s,s ') s ' (s ',s '') s '' ds ''
2q
(s) 1
(s,s ') (s ') (s ',s '') s '' ds '' ds ' (s,s ') s ' ds ' 0,
2 2
+
−
−
= =
− + +
= =
  Φ  + φ + Φ
   
  ψ + ψ + Φ + + Φ =
  
∫ ∫
∫ ∫
G K
N G G
 (4.202) 
which yields, after simplification: 
 i i
q q
(s)
2 2 2q q
+ +
− + − − −
− −
      + + Φ = − + ψ + φ      
       
  
N G G K + N G , (4.203) 
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with the symbol ηO  denoting the function ( )
ds
s ' 0
(s,s ') s ' ds '
=
η∫ O  in operator notation. 
For z → +∞ , the expression of F+ +Γ ≡  given by eq. (4.193) can be simplified since 
( )sgn z z ' 1− = ±  and ( )z z ' z z '− = ± − , in such a way that the expression of F+  at infinity 
becomes a sum of plane waves: 
 ( )m m m 0
m
F (x, y) r exp i x i z if z z
∞
+ +
=−∞
= α + γ >∑ , (4.204) 
with amplitudes given by: 
 ( ) ( ) ( )
d
m
s
imKx s i z s
m
m s 0
1
r e s ds
2id
+− − γ
+
=
= Φ
γ ∫
. (4.205) 
The diffraction efficiencies of the reflected waves are then deduced by: 
 2mm m
0
r
+
+
γ
ρ =
γ
. (4.206) 
Similarly, it can be derived from eq. (4.201) that the transmitted field can be represented 
by a sum of plane waves below the profile: 
 ( )m m m
m
F (x, y) t exp i x i z if z 0
∞
− −
=−∞
= α + γ <∑ . (4.207) 
The amplitudes of the transmitted plane waves are derived from eq. (4.185) after 
calculating the functions −φ  and −ψ  from eqs. (4.199) and (4.200): 
 ( ) ( )
d
m
s
imKx s i z s m
m
m ms 0
i (s)1 dx(s) dz(s)
t e (s) ds
2d ds ds
− −− + γ −
− +
=
  φ α
= + + ψ   γ γ   
∫ . (4.208) 
It is interesting to notice that this method has been extended to other problems 
(including 3D problems of scattering) by many specialists of theoretical physics and applied 
mathematics [49-52]. 
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5.1 Introduction
Finite element methods (FEM) represent a very general set of techniques to approximate solu-
tions of partial derivative equations. Their main advantage lies in their ability to handle arbitrary
geometries via unstructured meshes of the domain of interest: The discretization of oblic ge-
ometry edges is natively built in. Finite Element Methods have been widely developed in many
areas of physics and engineering: mechanics, thermodynamics. . .
But until the early 80’s, two major drawbacks prevented them from being used in electro-
magnetic problems. On the one hand, existing nodal element basis did not satisfy the physical
(dis)continuity of the vector fields components and lead to spurious solutions [1]. On the other
hand, there was no proper way to truncate unbounded regions in open wave problems.
These two major limitations were both overcome in the early 80’s: Vector elements have
been developed by Nédélec [2, 3], and Perfectly Matched Layers (PMLs) were discovered by
Bérenger [4]. Since then, it has been shown that PMLs could be described in the general frame-
work of transformation optics [5, 6, 7, 8].
All the mathematical and computational ingredients now exist and the goal of this chapter
is to show how to combine them to implement a general 3D numerical scheme adapted to
gratings using Finite Elements. In fact, we are now facing the physical difficulties inherent to
the infinite spatial characteristics of the grating problem, whereas the computation domain has
to be bounded in practice: (i) Both the superstrate and the substrate are infinite regions, (ii)
there is an infinite number of periods and, last but not least, (iii) the sources of the incident field
(a plane wave) are located in the superstrate at an infinite distance from the grating.
In this chapter, the infinite extension of the superstrate and substrate is addressed using
cartesian PMLs. In the framework of transformation optics, we demonstrate that Bérenger’s
original PMLs can be extended to the challenging numerical cases of grazing incidence in order
to deal with extreme oblic incidences or configurations near Wood’s anomalies. The second is-
sue of infinite number of period can be addressed via Bloch conditions. Finally, we are dealing
with the distant plane wave sources through an equivalence of the diffraction problem with a ra-
diation one whose sources are localized inside the diffractive element itself. The unknown field
to be approximated using Finite Elements is a radiated field with sources inside the computation
box and allows to retrieve easily the total field with the plane wave source.
In a first section, we derive and implement this approach in the so-called 2D non-conical,
or scalar, case. We are dealing with the infinite issues rigorously in both TE and TM polarization
cases. It results in a radiation problem with sources localized in the diffractive element itself.
We mathematically split the whole problem into two parts. The first one consists in the classical
calculation of the total field solution of a simple interface. The second one amounts to looking
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for a radiated field with sources confined within the diffractive obstacles and deduced from
the first elementary problem. From this viewpoint, the later radiated field can be interpreted
as an exact perturbation of the total field. We show that our approach allows to tackle some
kind of anisotropy without increasing the computational time or resource. Through a battery of
examples, we illustrate its independence towards the geometry of the diffractive pattern. Finally,
we present an Adaptative PML able to tackle grazing incidences or configurations near Wood’s
anomaly.
In a second section, we extend this approach to the most general configuration of vector
diffraction by crossed gratings embedded in arbitrary multilayered stack. The main advantage
of this method is, again, its complete independence towards the shape of the diffractive element,
whereas other methods often require heavy adjustments depending on whether the geometry of
the groove region presents oblique edges. This approach combined with the use of second order
edge elements allows us to retrieve the few numerical academic examples found in the literature
with an excellent accuracy. Furthermore, we provide a new reference case combining major
difficulties: A non trivial toroidal geometry together with strong losses and a high permittivity
contrast. Finally, we discuss computation time and convergence as a function of the mesh
refinement as well as the choice of the direct solver.
5.2 Scalar diffraction by arbitrary mono-dimensional gratings : a Finite Element for-
mulation
5.2.1 Set up of the problem and notations
We denote by x, y and z, the unit vectors of the axes of an orthogonal coordinate system Oxyz.
We deal only with time-harmonic fields; consequently, the electric and magnetic fields are rep-
resented by the complex vector fields E and H, with a time dependance in exp(−iω t).
Besides, in this chapter, we assume that the tensor fields of relative permittivity ε and
relative permeability µ can be written as follows:
ε =
 εxx ε¯a 0εa εyy 0
0 0 εzz
 and µ =
 µxx µ¯a 0µa µyy 0
0 0 µzz
 , (5.1)
where εxx,εa, . . .µzz are possibly complex valued functions of the two variables x and y and
where ε¯a (resp. µ¯a) represents the conjugate complex of εa (resp. µa). These kinds of materials
are said to be z–anisotropic. It is of importance to note that with such tensor fields, lossy
materials can be studied (the lossless materials correspond to tensors with real diagonal terms
represented by Hermitian matrices) and that the problem is invariant along the z–axis but the
tensor fields can vary continuously (gradient index gratings) or discontinuously (step index
gratings). Moreover we define k0 := ω/c.
The gratings that we are dealing with are made of three regions (See Fig. 5.1 ).
• The superstratum (y > hg) which is supposed to be homogeneous, isotropic and lossless
and characterized solely by its relative permittivity ε+ and its relative permeability µ+
and we denote k+ := k0
√
ε+µ+
• The substratum (y < 0) which is supposed to be homogeneous and isotropic and there-
fore characterized by its relative permittivity ε− and its relative permeability µ− and we
denote k− := k0
√
ε−µ−
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• The groove region (0 < y < hg) which can be heterogeneous and z–anisotropic and thus
characterized by the two tensor fields εg(x,y) and µg(x,y). It is worth noting that the
method does work irrespective of whether the tensor fields are piecewise constant. The
groove periodicity along x–axis will be denoted d.
hg
d
z x
y
u0
θ0k+p
ud
ud
superstrate
diffractive
element
substrate
ε+, µ+
εg(x,y),µg(x,y)
ε−, µ−
Fig. 5.1: Sketch and notations of the grating studied in this section.
This grating is illuminated by an incident plane wave of wave vector k+p = α x−β+ y =
k+ (sinθ0x− cosθ0y), whose electric field (TM case) ( resp. magnetic field (TE case)) is lin-
early polarized along the z–axis:
E0e = A
0
e exp(ik
+
p · r)z (resp. H0m = A0m exp(ik+p · r)z) , (5.2)
where A0e (resp. A0m) is an arbitrary complex number and r = (x,y)T. In this section, a plane
wave is characterized by its wave-vector denoted k{+,−}{p,c} . The subscript p (resp. c) stands
for “propagative” (resp. “counter-propagative”). The superscript + (resp. −) refers to the
associated wavenumber k+ (resp. k−), and indicates that we are dealing with a plane wave
propagating in the superstrate (resp. substrate).The magnetic (resp. electric) field derived from
E0e (resp. H0m) is denoted H0e (resp. E0m) and the electromagnetic field associated with the
incident field is therefore denoted (E0,H0) which is equal to (E0e ,H0e) (resp. (E0m,H0m)).
The diffraction problem that we address consists in finding Maxwell equation solutions
in harmonic regime i.e. the unique solution (E,H) of:{
curl E = iω µ0 µH (5.3a)
curl H =−iω ε0 εE (5.3b)
such that the diffracted field (Ed,Hd) := (E−E0e ,H−H0m) satisfies an Outgoing Waves Condi-
tion (O.W.C. [9]) and where E and H are quasi-periodic functions with respect to the x coordi-
nate.
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5.2.2 Theoretical developments of the method
5.2.2.1 Decoupling of fields and z–anisotropy
We assume that δ (x,y) is a z–anisotropic tensor field (δxz = δyz = δzx = δzy = 0). Moreover, the
left upper matrix extracted from δ is denoted δ˜ , namely:
δ˜ =
(
δxx δ¯a
δa δyy
)
. (5.4)
For z–anisotropic materials, in a non-conical case, the problem of diffraction can be split into
two fundamental cases (TE case and TM case). This property results from the following equality
which can be easily derived:
− curl
(
δ−1 curl(uz)
)
= div
(
δ˜T/det(δ˜ )∇u
)
z , (5.5)
where u is a function which does not depend on the z variable. Relying on the previous equality,
it appears that the problem of diffraction in a non conical mounting amounts to looking for
an electric (resp. magnetic) field which is polarized along the z–axis ; E = e(x,y)z (resp.
H = h(x,y)z). The functions e and h are therefore solutions of similar differential equations:
Lξ ,χ(u) := div
(
ξ ∇u
)
+ k20χ u = 0 (5.6)
with
u = e, ξ = µ˜T/det(µ˜), χ = εzz , (5.7)
in the TM case and
u = h, ξ = ε˜T/det(ε˜), χ = µzz , (5.8)
in the TE case.
5.2.2.2 Boiling down the diffraction problem to a radiation one
In its initial form, the diffraction problem summed up by Eq. (5.6) is not well suited to the
Finite Element Method. In order to overcome this difficulty, we propose to split the unknown
function u into a sum of two functions u1 and ud2 , the first term being known as a closed form
and the latter being a solution of a problem of radiation whose sources are localized within the
obstacles.
We have assumed that outside the groove region (cf. Fig. 5.1), the tensor field ξ and
the function χ are constant and equal respectively to ξ− and χ− in the substratum (y < 0) and
equal respectively to ξ+ and χ+ in the superstratum (y > hg). Besides, for the sake of clarity,
the superstratum is supposed to be made of an isotropic and lossless material and is therefore
solely defined by its relative permittivity ε+ and its relative permeability µ+, which leads to:
ξ+ =
1
µ+
Id2 and χ+ = ε+ in TE case (5.9)
or
ξ+ =
1
ε+
Id2 and χ+ = µ+ in TM case, (5.10)
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where Id2 is the 2× 2 identity matrix. With such notations, ξ and χ are therefore defined as
follows:
ξ (x,y) :=

ξ+ for y > hg
ξ g(x,y) for hg > y > 0
ξ− for y < 0
, χ(x,y) :=

χ+ for y > hg
χg(x,y) for hg > y > 0
χ− for y < 0 .
(5.11)
It is now apropos to introduce an auxiliary tensor field ξ
1
and an auxiliary function χ1:
ξ
1
(x,y) :=
{
ξ+ for y > 0
ξ− for y < 0
, χ1(x,y) :=
{
χ+ for y > 0
χ− for y < 0 , (5.12)
these quantities corresponding, of course, to a simple plane interface. Besides, we introduce the
constant tensor field ξ
0
which is equal to ξ+ everywhere and a constant scalar field χ0 which is
equal to χ+ everywhere. Finally, we denote u0 the function which equals the incident field uinc
in the superstratum and vanishes elsewhere (see Fig. 5.1):
u0(x,y) :=
{
uinc for y > hg
0 for y < hg
(5.13)
We are now in a position to define more precisely the diffraction problem that we are
dealing with. The function u is the unique solution of:
Lξ ,χ(u) = 0 , such that ud := u−u0 satisfies an O.W.C. (5.14)
In order to reduce this diffraction problem to a radiation problem, an intermediate function is
necessary. This function, called u1, is defined as the unique solution of the equation:
Lξ
1
,χ1(u1) = 0 , such that u
d
1 := u1−u0 satisfies an O.W.C. (5.15)
The function u1 corresponds thus to an annex problem associated to a simple interface and can
be solved in closed form and from now on is considered as a known function. As written above,
we need the function ud2 which is simply defined as the difference between u and u1:
ud2 := u−u1 = ud−ud1 . (5.16)
The presence of the superscript d is, of course, not irrelevant: As the difference of two diffracted
fields, the O.W.C. of ud2 is guaranteed (which is of prime importance when dealing with PML
cf. 5.2.2.4). As a result, the Eq. (5.14) becomes:
Lξ ,χ(u
d
2) =−Lξ ,χ(u1) , (5.17)
where the right hand member is a scalar function which may be interpreted as a known source
term −S1(x,y) and the support of this source is localized only within the groove region. To
prove it, all we have to do is to use Eq. (5.15):
S1 :=Lξ ,χ(u1) =Lξ ,χ(u1)−Lξ
1
,χ1(u1)︸ ︷︷ ︸
=0
=Lξ−ξ
1
,χ−χ1(u1) . (5.18)
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Now, let us point out that the tensor fields ξ and ξ
1
are identical outside the groove region and
the same holds for χ and χ1. The support of S1 is thus localized within the groove region as
expected. It remains to compute more explicitly the source termS1. Making use of the linearity
of the operatorL and the equality u1 = ud1 +u0, the source term can be split into two terms
S1 =S
0
1 +S
d
1 , (5.19)
where
S 01 =Lξ−ξ
1
,χ−χ1(u0) (5.20)
and
S d1 =Lξ−ξ
1
,χ−χ1(u
d
1) . (5.21)
Now, bearing in mind that u0 is nothing but a plane wave u0 = exp(ik+p · r) (with k+p = αx−
β+y), it is sufficient to give ∇u0 = ik+p u0 for the weak formulation associated with Eq. (5.17):
S 01 =
{
idiv
[(
ξ+−ξ
)
k+p exp(ik
+
p · r)
]
+ k20
(
χ+−χ)exp(ik+p · r)} . (5.22)
The same holds for the term associated with the diffracted field. Since, in the superstrate, we
have of course ud1 = ρ exp(ik
+
c · r) with k+c = αx+β+y,
S d1 = ρ
{
idiv
[(
ξ+−ξ
)
k+c exp(ik
+
c · r)
]
+ k20
(
χ+−χ)exp(ik+c · r)} , (5.23)
where ρ is simply the complex reflection coefficient associated with the simple interface:
ρ =
p+− p−
p+− p− with p
± =

β± in the TM case
β±
ε± in the TE case
(5.24)
5.2.2.3 Quasi-periodicity and weak formulation
The weak formulation follows the classical lines and is based on the construction of a weighted
residual of Eq. (5.6), which is multiplied by the complex conjugate of a weight function u′ and
integrated by part to obtain:
Rξ ,χ(u,u
′) =−
∫
Ω
(
ξ ∇u
)
·∇u′+ k20χ u u′ dΩ+
∫
∂Ω
u′
(
ξ ∇u
)
·n dS (5.25)
The solution u of the weak formulation can therefore be defined as the element of the space
L2(curl,d,α) of quasiperiodic functions (i.e. such that u(x,y) = u#(x,y)eiαx with u#(x,y) =
u#(x+d,y), a d-periodic function) of L2(curl) on Ω such that:
Rξ ,χ(u,u
′) = 0 ∀u′ ∈ L2(curl,d,α). (5.26)
As for the boundary term introduced by the integration by part, it can be classically set to zero
by imposing Dirichlet conditions on a part of the boundary (the value of u is imposed and the
weight function u′ can be chosen equal to zero on this part of the boundary) or by imposing
homogeneous Neumann conditions (ξ∇u) · n = 0 on another part of the boundary (and u is
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Γl Γru(x+d,y) = u(x,y) eiαd
Fig. 5.2: Quasi-periodicity of the field and sample of a d-periodic mesh.
therefore an unknown to be determined on the boundary). A third possibility are the so-called
quasi-periodicity conditions of particular importance in the modeling of gratings.
Denote by Γl and Γr the lines parallel to the y–axis delimiting a cell of the grating (see
Fig. 5.2) respectively from its left and right neighbor cell. Considering that both u and u′ are in
L2(curl,d,α), the boundary term for Γl ∪Γr is∫
Γl∪Γr
u′
(
ξ ∇u
)
·n dS =
∫
Γl∪Γr
u′#e
−iαx
(
ξ ∇(u#e+iαx)
)
·n dS =
∫
Γl∪Γr
u′#
(
ξ (∇u#+ iαu#x)
)
·n dS = 0 ,
because the integrand u′#
(
ξ (∇u#+ iαu#x)
)
·n is periodic along x and the normal n has opposite
directions on Γl and Γr so that the contributions of these two boundaries have the same absolute
value with opposite signs. The contribution of the boundary terms vanishes therefore naturally
in the case of quasi-periodicity.
The finite element method is based on this weak formulation and both the solution and the
weight functions are classically chosen in a discrete space made of linear or quadratic Lagrange
elements, i.e. piecewise first or second order two variable polynomial interpolation built on a
triangular mesh of the domainΩ (cf. Fig. 5.3a). Dirichlet and Neumann conditions may be used
to truncate the PML domain in a region where the field (transformed by the PML) is negligible.
The quasi-periodic boundary conditions are imposed by considering the u as unknown on Γl
(in a way similar to the homogeneous Neumann condition case) while, on Γr, u is forced equal
to the value of the corresponding point on Γl (i.e. shifted by a quantity −d along x) up to the
factor eiαd . The practical implementation in the finite element method is described in details in
[10, 11]
5.2.2.4 Perfectly Matched Layer for z–anisotropic materials
The main drawback encountered in electromagnetism when tackling theory of gratings through
the finite element method is the non-decreasing behaviour of the propagating modes in super-
stratum and substratum (if they are made of lossless materials): The PML has been introduced
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by [4] in order to get round this obstacle. The computation of PML designed for z–anisotropic
gratings is the topic of what follows.
In the framework of transformation optics, a PML may be seen as a change of coordinate
corresponding to a complex stretch of the coordinate corresponding to the direction along which
the field must decay [12, 13, 14]. Transformation optics have recently unified various techniques
in computational electromagnetics such as the treatment of open problems, helicoidal geome-
tries or the design of invisibility cloaks ([15]). These apparently different problems share the
same concept of geometrical transformation, leading to equivalent material properties. A very
simple and practical rule can be set up ([10]): when changing the coordinate system, all you
have to do is to replace the initial materials properties ε and µ by equivalent material properties
εs and µs given by the following rule:
εs = J−1 ε J−T det(J) and µs = J−1 µ J−T det(J), (5.27)
where J is the Jacobian matrix of the coordinate transformation consisting of the partial deriva-
tives of the new coordinates with respect to the original ones (J−T is the transposed of its
inverse).
In this framework, the most natural way to define PMLs is to consider them as maps on a
complex space C3, which coordinate change leads to equivalent permittivity and permeability
tensors. We detail here the different coordinates used in this section.
• (x,y,z) are the cartesian original coordinates.
• (xs,ys,zs) are the complex stretched coordinates. A suitable subspace Γ ⊂ C3 is chosen
(with three real dimensions) such that (xs,ys,zs) are the complex valued coordinates of a
point on Γ (e.g. x =Re(xs), y =Re(ys), z =Re(zs)).
• (xc,yc,zc) are three real coordinates corresponding to a real valued parametrization of
Γ⊂ C3.
We use rectangular PMLs ([12]) absorbing in the y-direction and we choose a diagonal
matrix J = diag(1,sy(y),1), where sy(y) is a complex-valued function of the real variable y,
defined by:
ys(y) =
∫ y
0
sy(y′)dy′. (5.28)
The expression of the equivalent permittivity and permeability tensors are thus:
εs =
 syεxx εa 0εa s−1y εyy 0
0 0 syεzz
 and µs =
 syµxx µa 0µa s−1y µyy 0
0 0 syµzz
 . (5.29)
Note that the equivalent medium has the same impedance than the original one as ε an µ
are transformed in the same way, which guarantees that the PML is perfectly reflectionless.
Now, let us define the so-called substituted field F s = (Es,Hs), solution of Eqs. (5.3) with
ξ = ξ s and χ = χs. It turns out that F s equals the field F in the region yb < y< yt (with yb =−h−
and yt = hg+h+, see Fig. 5.3a), provided that sy(y) = 1 in this region. The main feature of this
latest field F s is the remarkable correspondence with the first field F ; whatever the function
sy provided that it equals 1 for yt < y < yb, the two fields F and F s are identical in the region
yt < y < yb[8]. In other words, the PML is completely reflection-less. In addition, for complex
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valued functions sy (ℑm{sy} strictly positive in PML), the field F s converges exponentially
towards zero (as y tends to ±∞, cf. Fig. 5.3c and 5.3d) although its physical counterpart F
does not. Note that in Fig. 5.3d, the value of the computed radiated field ud2 on each extreme
boundary of the PMLs is at least 10−8 weaker than in the region of interest. As a consequence,
F s is of finite energy and for this substituted field a weak formulation can be easily derived
which is essential when dealing with Finite Element Method.
Still remains to give a suitable function sy. Let us consider the complex coordinate map-
ping y(yc), which is simply defined as the derivative of the stretching coefficient sy(y) with
respect to yc. With simple stretching functions, we can obtain a reliable criterion upon proper
fields decay. A classical choice is:
sy(y) =

ζ− if y < yb
1 if yb < y < yt
ζ+ if y > yt
(5.30)
where ζ± = ζ ′,±+ iζ ′′,± are complex constants with ζ ′′,± > 0.
In that case, the complex valued function y(yc) defined by Eq. (5.28) is explicitly given by:
y(yc) =

yb+ζ−(yc− yb) if yc < yb
yc if yb < yc < yt
yt +ζ+(yc− yt) if yc > yt
, (5.31)
Finally, let us consider a propagating plane wave in the substratum un(x,y) := exp(i(αx−
β−n y)). Its expression can be rewritten as a function of the stretched coordinates in the PML as
follows:
uscn (xc,yc) := un(x(xc),y(yc)) = e
iαxce−iβ
−
n (y
b+ζ−(yc−yb)) (5.32)
The behavior of this latest function along the yc direction is governed by the function U sc(yc) :=
e−iβ−n ζ−yc . Letting β ′,−n :=ℜe{β−n }, β ′′,−n :=ℑm{β−n }, ζ ′,− :=ℜe{ζ−} and ζ ′′,− :=ℑm{ζ−},
the non-oscillating part of the function U sc(yc) is given by exp
(
(β ′,−n ζ ′′,− +β ′′,−n ζ ′,−)yc
)
.
Keeping in mind that β ′,−n and/or β ′′,−n are positive numbers, the function U sc decreases expo-
nentially towards zero as yc tends to −∞ (Fig. 5.3d) provided that ζ− belongs to C+ := {z ∈
C,ℜe{z}> 0, and ℑm{z}> 0}. In the same way, it can be shown that ζ+ belongs to C+.
Let us conclude this section with two important remarks:
1. Practical choice of PML parameters. As for the complex stretch parameters, setting
ζ± = 1+ i is usually a safe choice. For computational needs, the PML has to be truncated
and the other constitutive parameter of the PML is its thickness hˆ (see Fig. 5.3a). Setting
hˆ± = λ0/
√
ε± leads to a PML thick enough to “absorb” all incident radiation. These
specific values will be used in the sequel, unless otherwise specified.
2. Special cases. The reader will notice that a configuration where β ′,−n is a very weak
positive number compared to k0 with β ′′,−n (this is precisely the case of a plane wave at
grazing incidence on the bottom PML) leads to a very slow exponential decay of U sc.
In such a case, close to so-called Wood’s anomalies or at extreme grazing incidences,
classical PML fail. We will address this tricky situation extensively in Section 5.2.4.
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1
2
3
4
5
Ω
x
y
z
yb
yt
0
yg
h+
hg
h-
h-^
h+^
(a) Computational
domain Ω and its five
constituent regions.
(b) Coarse triangle
meshing of the
cell Ω. Maximum
element side size:
λ/(2
√
ε)
(c) Radiated field:
ℜe{ud2} in V/m
(d) Radiated field:
log(|ud2 |)
Fig. 5.3: Example of computation of the radiated field ud2 (TM case).
5.2.2.5 Synthesis of the method
In order to give a general view of the method, all information is collected here that is neces-
sary to set up the practical Finite Element Model. First of all, the computation domain Ω (cf.
Fig. 5.3a) corresponds to a truncated cell of the grating which is a finite rectangle divided into
five horizontal layers. These layers are respectively from top to bottom upper PML, the su-
perstratum, the groove region, the substratum, and the lower PML. The unknown field is the
scalar function ud2 defined in Eq. (5.16). Its finite element approximation is based on the second
Lagrange elements built on a triangle meshing of the cell (cf. Fig. 5.3b). A complex algebraic
system of linear equations is constructed via the Galerkin weighted residual method, i.e. the set
of weight functions u′ is chosen as the set of shape functions of interpolation on the mesh [10].
• In region 1 (upper PML, see Fig. 5.3a),
Rξ+
s
,χ+s (u
d
2,u
′) = 0 , (5.33)
with ξ+
s
and χ+s depending on the equivalent anisotropic properties of the PML given by
Eq. (5.7), Eq. (5.8) and Eqs. (5.29).
• In region 2 (superstratum),
Rξ+,χ+(u
d
2,u
′) = 0 , (5.34)
with ξ+ and χ+ depending on the homogeneous isotropic properties of the superstratum
given by Eq. (5.7), Eq. (5.8), Eq. (5.9) and Eq. (5.10).
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• In region 3 (groove region),
Rξ g,χg(u
d
2,u
′) =−Rξ g,χg(S1,u′) , (5.35)
with ξ g and χg depending on the heterogeneous possibly anisotropic properties given by
Eq. (5.7), Eq. (5.8), Eq. (5.11) and S1 given by Eq. (5.19) , Eq. (5.22), Eq. (5.23) and
Eq. (5.24).
• In region 4 (substratum),
Rξ−,χ−(u
d
2,u
′) = 0 , (5.36)
with ξ− and χ− depending on the homogeneous isotropic properties of the substratum
given by Eq. (5.7), Eq. (5.8), Eq. (5.9) and Eq. (5.10).
• In region 5 (lower PML),
Rξ−
s
,χ−s (u
d
2,u
′) = 0 , (5.37)
with ξ−
s
and χ−s depending on the equivalent anisotropic properties of the PML given by
Eq. (5.7), Eq. (5.8) and Eqs. (5.29).
5.2.2.6 Energy balance: Diffraction efficiencies and absorption
The rough result of the FEM calculation is the complex radiated field ud2 . Using Eq. (5.16),
it is straightforward to obtain the complex diffracted field ud solution of Eq. (5.14) at each
point of the bounded domain. We deduce from ud the diffraction efficiencies with the following
method. The superscripts + (resp. −) correspond to quantities defined in the superstratum (resp.
substratum) as previously.
On the one hand, since ud is quasi-periodic along the x–axis , it can be expanded as a
Rayleigh expansion (see for instance [9]):
for y < 0 and y > hg, ud(x,y) = ∑
n∈Z
udn(y)e
iαnx (5.38)
where
udn(y) =
1
d
∫ d/2
−d/2
ud(x,y)e−iαnx dx with αn = α+
2pi
d
n (5.39)
On the other hand, introducing Eq. (5.38) into Eq. (5.6) leads to the Rayleigh coefficients:
udn(y) =

u+n (y) = rn e
iβ+n y+an e−iβ
+
n y for y > hg
u−n (y) = tn e−iβ
−
n y+bn e iβ
−
n y for y < 0
with β±
2
n = k
±2−α2n (5.40)
For a temporal dependance in e−iωt , the O.W.C. imposes an = bn = 0. Combining Eq. (5.39)
and (5.40) at a fixed y0 altitude leads to:
rn = 1d
∫ d/2
−d/2
ud(x,y0)e−i(αnx+β
+
n y0) dx for y0 > hg
tn = 1d
∫ d/2
−d/2
ud(x,y0)e−i(αnx−β
−
n y0) dx for y0 < 0
(5.41)
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We extract these two coefficients by trapezoidal numerical integration along x from a cutting of
the previously calculated field map at y0. It is well known that the mere trapezoidal integration
method is very efficient for smooth and periodic functions (integration on one period) [16].
Now the restriction on a horizontal straight line crossing the whole cell in homogeneous media
(substratum and superstratum) is of C∞ class. From a numerical point of view, it appears that the
interpolated approximation of the unknown function, namely ud2 preserves the good behaviour
of the numerical computation of these integrals. From this we immediately deduce the reflected
and transmitted diffracted efficiencies of propagative orders (Tn and Rn) defined by:
Rn := rn rn
β+n
β+ for y0 > h
g
Tn := tn tn
β−n
β−
γ+
γ− for y0 < 0
with γ± =

1 in the TM case
ε± in the TE case
(5.42)
This calculation is performed at several different y0 altitudes in the superstratum and the sub-
stratum, and the mean value found for each propagative transmitted or reflected diffraction order
is presented in the numerical experiments of the following section.
Normalized losses Q can be obtained according to Poynting’s theorem through the straight-
forward computation of the following ratio:
Q :=
∫
S
ω ε0ℑm(εg
′
)E ·Eds∫
L
ℜe{E0×H0} ·ndl
, (5.43)
The numerator in Eq. (5.43) clarifies losses in Watts by period of the considered grating and are
computed by integrating the Joule effect losses density over the surface S of the lossy element.
The denominator normalizes these losses to the incident power, i.e. the time-averaged incident
Poynting vector flux across one period (a straight line L of length d in the superstrate parallel to
Ox, whose normal oriented along decreasing values of y is denoted n).
Finally, combining Eqs. (5.42) and Eq. (5.43), a self consistency check of the whole
numerical scheme consists in comparing the quantity B:
B :=∑
n
Tn+∑
m
Rm+Q (5.44)
to unity. In Eq. (5.44), the summation indexed by n (resp. m) corresponds to the sum over the
efficiencies of all transmitted (resp. reflected) propagative diffraction orders in the substrate
(resp. superstrate). We give interpretations and concrete examples of such numerical energy
balances over non trivial grating profiles in sections 5.2.3.2 and 5.2.3.3.
5.2.3 Numerical experiments
5.2.3.1 Numerical validation of the method
We can refer to [17] in order to test the accuracy of our method. The studied grating is isotropic,
since we lack numerical values in the literature in anisotropic cases. We compute the following
problem (cf. Fig. 5.4), as described in [18] and [17]. The wavelength of the plane wave is set to
1µm and is incoming with an angle of pi/6 with respect to the normal to the grating.
We present the R0 efficiency (cf. Table 5.1) in both cases of polarization versus the mesh
refinement. So we have a good agreement to the reference values, and the accuracy reached is
independent from the polarization case.
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500 nm
1 μm
ε            = 1    superstrate
substrateε          = - 44.9757 + 2.9524 i  
1 μm
Fig. 5.4: Rectangular groove grating: This pattern is repeatedly set up with a period d = 1 µm. This
grating has been studied by [17] and is one of our points of reference
Maximum element size RTE0 R
TM
0
λ0/(4
√
ε) 0.7336765 0.8532342
λ0/(6
√
ε) 0.7371302 0.8456592
λ0/(8
√
ε) 0.7347466 0.8482817
λ0/(10
√
ε) 0.7333739 0.850071
λ0/(12
√
ε) 0.7346569 0.8494844
λ0/(14
√
ε) 0.7341944 0.8483238
λ0/(16
√
ε) 0.7342714 0.8484774
Result given by [17] 0.7342789 0.8484781
Tab. 5.1: Reflected efficiencies versus mesh refinement. Note that the efficiencies are properly com-
puted (two significant digits) even for a rather coarse mesh.
5.2.3.2 Experiment set up based on existing materials
The method proposed in this section is adapted to z–anisotropic materials, such as transparent
CaCO3 [19], LiNbO3 [20] or Ni:YIG [21] and lossy CoPt or CoPd [22]. Let us now consider
a trapezoidal (cf. Fig. 5.5) anisotropic grating made of aragonite (CaCO3) deposited on an
isotropic substratum (SiO2, εSiO2 = 2.25). Along the anisotropic crystal axis, its dielectric
tensor can be written as follows [19]:
ε
CaCO3
=
 2.843 0 00 2.341 0
0 0 2.829
 and µ
CaCO3
=
 µ0 0 00 µ0 0
0 0 µ0
 (5.45)
300 nm
500 nm
600 nm
600 nm
Fig. 5.5: Diffractive element pattern. This element is made of aragonite for which the dielectric
tensor is given by Eq. (5.46) and is deposited on a silica substrate with a period d = 600nm.
Now let’s assume that the natural axis of our aragonite grating are rotated by 45◦ around
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the grating infinite dimension. The dielectric tensor becomes:
ε45
◦
CaCO3
=
 2.592 0.251 00.251 2.592 0
0 0 2.829
 (5.46)
We shall here remind that our method remains strictly the same whatever the diffractive element
geometry is. The 2D computational domain is bounded along the y–axis by the PMLs and
along the x since we consider only one pseudo period. We propose to calculate the diffractive
efficiencies at λ0 = 633nm in both polarization cases TE and TM, and for different incoming
incidences (0◦, 20◦ and 40◦). Since both µ and ε are Hermitian, the whole incident energy is
diffracted and the sum of theses efficiencies ought to be equal to the incident energy, which will
stand for validation of our numerical calculation.
Finally, the resulting bounded domain is meshed with a maximum mesh element side size
of λ0/10
√
ε . Efficiencies are still post-processed in accordance with the calculation presented
section 5.2.2.6.
TM T−2 T−1 T0 T1 R−1 R0 R1 total
0◦ - 0.203133 0.585235 0.203138 - 0.008473 - 0.999978
20◦ - 0.399719 0.575625 0.004643 0.004412 0.015630 - 1.000029
40◦ 0.025047 0.420714 0.493491 - 0.002541 0.058238 - 1.000031
TE T−2 T−1 T0 T1 R−1 R0 R1 total
0◦ - 0.322510 0.538165 0.124722 - 0.014683 - 1.000080
20◦ - 0.538727 0.444403 0.000369 0.005372 0.011180 - 1.000051
40◦ 0.012058 0.434191 0.541090 - 0.005032 0.007686 - 1.000057
Tab. 5.2: Transmitted and reflected efficiencies of propagative orders deduced from field maps shown
Fig. 5.6
At normal incidence, the h field in the TE case (cf. Fig. 5.6b) is non symmetric whereas
the e field in the TM case is (cf. Fig. 5.6a). This is illustrated by the obvious non-symmetry of
T TE−1 and T
TE
1 (cf. Table 5.2: 0.322510 versus 0.124722!), whereas T
TM
−1 = T
TM
1 = 0.20313.
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TM TE
(a) ℜe{e} in V/m at θ0 = 0◦ (b) ℜe{h} in A/m at θ0 = 0◦
(c) ℜe{e} in V/m at θ0 = 20◦ (d) ℜe{h} in A/m at θ0 = 20◦
(e) ℜe{e} in V/m at θ0 = 40◦ (f) ℜe{h} in A/m at θ0 = 40◦
Fig. 5.6: Real part of the total calculated field depending on θ0 and the polarization case
5.2.3.3 A non trivial geometry
Since the beginning of this chapter, we have laid great stress upon the independence of the
method towards the geometry of the pattern. But we have considered so far diffractive objects
of simple trapezoidal section. Let us tackle a way more challenging case and see what this
approach is made of.
We can obtain an quite winding shape by extracting the contrast contour of an arbitrary
image (see Fig. 5.7a-5.7b). The contour is approximated by a set of splines, and the resulting
domain is finely meshed (Fig. 5.7c). Finally, as shown in Fig. 5.7b, the formed pattern (hg/λ0 =
1.68), breathing in free space (εsubstrat = 1), is supposed to be periodically repeated d/λ0 = 1.26
on a plane ground of glass (εSiO2 = 2.25). The element is considered to be “made of” a lossy
material of high optical index (εmarsu = 40+ 0.1 i). The response of this system to a incident
s-polarized plane wave at oblic incidence (θ0 =−30◦) is finally calculated. The real part of the
quasi-periodic total field is represented in Fig. 5.7d for three periods.
Indeed, we do not have any tabulated data available to check our results. But what we
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do have is a pretty reliable consistency check through the computation of the energy balance
described by Eqs. (5.42) and (5.43). As shown in Fig. 5.7e, we obtain at least 7 significative
digits on the energetic values. The total balance of 1.00000019 is computed taking into account
(i) values of the total field inside the diffractive elements, (ii) values of the diffracted field at
altitudes spanning the whole (modeled) superstrate, (iii) values of the total field at altitudes
spanning the entire (modeled) substrate. Finally, (iv) the calculated field ud2 also nicely decays
exponentially inside both PML. These four points allow us to check a posteriori the validity of
the field everywhere in the computation cell.
Fig. 5.7: (a) Initial contrasted image. (b) Proposed set up. (c) Sample mesh. (d) ℜe{Ez} in V/m.
(e) Energy balance of the problem.
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5.2.4 Dealing with Wood anomalies using Adaptative PML
As we have noticed at the end of Section 5.2.2.4, PMLs based on “traditional coordinate stretch-
ing” are inefficient for periodic problems when dealing with grazing angles of diffracted orders,
i.e. when the frequency is near a Wood’s anomaly ([23, 24]), leading to spurious reflexions and
thus numerical pollution of the results. An important question in designing absorbing layers
is thus the choice of their parameters: The PML thickness and the absorption coefficient. To
this aim, adaptative formulations have already been set up, most of them employing a posteri-
ori error estimate [25, 18, 26]. In this section, we propose Adaptative PMLs (APMLs) with a
suitable coordinate stretching, depending both on incidence and grating parameters, capable of
efficiently absorbing propagating waves with nearly grazing angles. This section is dedicated
to the mathematical formulation used to determine PML parameters adapted to any diffraction
orders. We provide at the end a numerical example of a dielectric slit grating showing the
relevance of our approach in comparison with classical PMLs.
5.2.4.1 Skin depth of the PML
hg εg(x,y),
µg(x,y)
h+ ε+, µ+
ˆh+ εˆ
+(x,y), µˆ+(x,y)
h− ε−, µ−
ˆh− εˆ
−(x,y), µˆ−(x,y)
d
z x
y
top PML
truncated
superstrate
groove region
truncated
substrate
bottom PML
Fig. 5.8: The basic cell used for the FEM computation of the diffracted field ud2 .
As explained in Section 5.2.2.6, the diffracted field ud can be expanded as a Rayleigh
expansion, i.e. into an infinite sum of propagating and evanescent plane waves called diffraction
orders. As detailed at the end of Section 5.2.2.4, we are now in position to rewrite easily the
expression of, say, a transmitted diffraction order into the substrate. Similar considerations
also apply to the reflected orders in the top PML. Combining Eq. (5.32) and (5.40) lead to the
expression u−n,s(yc) of a transmitted propagative order inside the PML:
u−n,s(yc) = u
−
n (y(yc)) = tne
−iβ−n [yt+ζ−(yc−yt)].
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The non oscillating part of this function is given by:
U−n (y) = tn exp
(
(β ′,−n ζ
′′,−+β ′′,−n ζ
′,−)yc
)
,
where β−n = β
′,−
n + iβ ′′,−n . For a propagating order we have β ′,−n > 0 and β ′,−n = 0, while for
an evanescent order β ′,−n = 0 and β ′′,−n > 0. It is thus sufficient to take ζ ′,− > 0 and ζ ′′,− > 0
to ensure the exponential decay to zero of the field inside the PML if it was of infinite extent.
But, of course, for practical purposes, the thickness of the PML is finite and has to be suitably
chosen. Two pitfalls must be avoided:
1. The PML thickness is chosen too small compared to the skin depth. As a consequence,
the electromagnetic wave cannot be considered as vanishing: An incident electromagnetic
“sees the bottom of the PML”. In other words, this PML of finite thickness is no longer
reflection-less.
2. The PML thickness is chosen much larger than the skin depth. In that case, a significant
part of the PML is not useful, which gives rise to the resolution of linear systems of
unnecessarily large dimensions.
Then remains to derive the skin depth, l−n , associated with the propagating order n. This charac-
teristic length is defined as the depth below the PML at which the field falls to 1/e of its value
near the surface:
U−n (y− l−n ) =
U−n (y)
e
.
Finally, we find l−n = (β
′,−
n ζ ′′,−+β ′′,−n ζ ′,−)−1 and we define l− as the largest value among the
l−n :
l− = max
n∈Z
l−n .
The height of the bottom PML region is set to hˆ− = 10l−.
5.2.4.2 Weakness of the classical PML for grazing diffracted angles
Let us consider the (bottom) PML adapted to the substrate. Similar conclusions will hold for the
top PML. The efficiency of the classical PML fails for grazing diffracted angles, in other words
when a given order appears/vanishes: this is the so-called Wood’s anomaly, well known in the
grating theory. In mathematical terms, there exists n0 such that β−n0 ' 0. The skin depth of the
PML then becomes very large. To compensate this, it is tempting to increase the value of ζ ′′,−,
but it would lead to spurious numerical reflections due to an overdamping. For a fixed value
of hˆ−, if ζ ′′,− is too weak, the absorption in the PMLs is insufficient and the wave is reflected
on the outward boundary of the PML. To illustrate these typical behaviors (cf. Fig. 5.9), we
compute the field diffracted by a grating with a rectangular cross section of height hg = 1.5µm
and width Lg = 3µm with εg = 11.7, deposited on a substrate with permittivity ε− = 2.25. The
structure is illuminated by a p-polarized plane wave of wavelength λ0 = 10µm and of angle
of incidence θ0 = 10◦ in the air (ε+ = 1). All materials are non magnetic (µr = 1) and the
periodicity of the grating is d = 4µm. We set hˆ− = 10l−0 and ζ
′,− = 1.
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y
hˆ
|t0|
|t0||e
− = 10 l0−
 l0−
-h−
|u 0
 (y)
|
−
ζ ′′,−
ζ ′′,−
ζ ′′,−
= 1
= 0.1
= 20
 substrate PML
 1.5
2
 1
 0.5
 0
Fig. 5.9: Zeroth transmitted order by a grating with a rectangular cross section (see parameters
in text, part 5.2.4.2) for different values of ζ ′′,−: blue line, ζ ′′,− = 1, correct damping; green line,
ζ ′′,− = 0.1, underdamping; red line, ζ ′′,− = 20, overdamping.
5.2.4.3 Construction of an adaptative PML
To overcome the problems pointed out in the previous section, we propose a coordinate stretch-
ing that rigorously treats the problem of Wood’s anomalies. The wavelengths “seen” by the
system are very different depending on the order at stake:
• if the diffracted angle θn is zero, the apparent wavelength λ0/cosθn is simply the incident
wavelength,
• if the diffracted angle is near ±pi/2 (grazing angle), the apparent wavelength λ0/cosθn
is very large.
Thus if a classical PML is adapted to one diffracted order, it will not be for another, and vice
versa. The idea behind the APML is to deal with each and every order when progressing in the
absorbing medium.
Once again the development will be conducted only for the PML adapted to the substrate.
We consider a real-valued coordinate mapping yd(y), the final complex-valued mapping is then
yc(y) = ζ−yd(y), with the complex constant ζ−, with ζ ′,− > 0 and ζ ′′,− > 0, accounting for the
damping of the PML medium.
We begin with transforming the equation β±n
2
= k±2−α±n 2, so that the function with
integer argument n 7→ β−n becomes a function with real argument continuously interpolated
between the imposed integer values. Indeed, the geometric transformations associated to the
PML has to be continuous and differentiable in order to compute its Jacobian. To that extent,
we choose the parametrization:
α(yd) = α0+
2pi
d
yd
λ0
, (5.47)
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so that the application β− defined by β−(yd)
2
= k20ε
−−α(yd)2 is continuous. Thus, the prop-
agation constant of the nth transmitted order is given by β−n = β−(nλ0). The key idea is to
combine the complex stretching with a real non uniform contraction (given by the continuous
function y(yd), Eq. (5.49)). This contraction is chosen in such a way that for each order n there
is a depth ynd such that, around this depth, the apparent wavelength corresponding to the order
in play is contracted to a value close to λ0. At that point of the PML, this order is perfectly
absorbed thanks to the complex stretch. We thus eliminate first the orders with quasi normal
diffracted angles at lowest depths up to grazing orders (near Wood’s anomalies) which are ab-
sorbed at greater depths. In mathematical words, the translation of previous considerations on
the real contraction can be expressed as:
exp [−iβ−(yd)y(yd)] = exp(−ik0yd) (5.48)
The contraction y(yd) is thus given by:
y(yd) =
k0yd
β−(yd)
=
yd√
ε−− (sinθ0+ yd/d)2
(5.49)
The function y(yd) has two poles, denoted y?d,± = d(±
√
ε−− sinθ0). When y?d,± =±nλ0 with
n ∈N?, β−(y?d,±) = β−(±nλ0) = β−± = 0, i.e. we are on a Wood’s anomaly associated with the
appearance/disappearance of the ±nth transmitted order. We now search for the nearest point to
y∗d,± associated with a Wood’s anomaly, denoting:
n?+/ D+ = min
n?+∈N?
|y?d,+−n?+λ0|
n?−/ D− = min
n?−∈N?
|y?d,−+n?−λ0|
.
In a second step, we look for the point y0d = n
?λ0 such that:
n?/ D = min
n?∈{n?+,n?−}
(D+,D−) . (5.50)
To avoid the singular behaviour at yd = y?d,±, we continue the graph of the function yd(y) by
a straight line tangent at y0d , which equation is t0(yd) = s(y
0
d)(yd − y0d)+ y(y0d), where s(yd) =
∂y
∂yd
(yd) is the so-called stretching coefficient. The final change of coordinate is then given by :
y˜(yd) =

y(yd) for yd ≤ y0d
t0(yd) for yd > y0d.
(5.51)
Figure 5.10 shows an example of this coordinate mapping. Eventually, the complex stretch sy
used in Eq. (5.29) is given by:
sy(yd) = ζ−
∂ y˜
∂yd
(yd). (5.52)
Equipped with this mathematical formulation, we can tailor a layer that is doubly perfectly
matched:
• to a given medium, which is the aim of the PML technique, through Eq. (5.27),
• to all diffraction orders, through the stretching coefficient sy, which depends on the char-
acteristics of the incident wave and on opto-geometric parameters of the grating.
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Fig. 5.10: Example of a coordinate mapping y˜(yd) used for the APML (black solid line). The graph
of yd(y) (blue solid line) is continued by a straight line t0(yd) tangent at y0d (red dashed line) to avoid
the singular behaviour at yd = y?d .
5.2.4.4 Numerical example
We now apply the method described in the preceding parts to design an adapted bottom PML for
the same example as in part 5.2.4.2. The parameters are the same, and we choose the wavelength
of the incident plane wave close to the Wood’s anomaly related to the +1 transmitted order
(λ0 = 0.999y?d,+).Moreover, we set the length of the PML hˆ
− = 1.1y?d,+ and choose absorption
coefficients ζ+ = ζ− = 1+ i. For both cases (PML and APML), parameters are alike, the only
difference being the complex stretch sy.
The field maps of the norm of Hz, Ex and Ey are plotted in logarithmic scale on Fig. 5.11,
for the case of a classical PML and our APML. We can observe that the field Hz that is effec-
tively computed is clearly damped in the bottom APML (leftmost on Fig. 5.11(b)) whereas it
is not in the standard case (leftmost on Fig. 5.11(a)), causing spurious reflections on the outer
boundary. The fields Ex and Ey are deduced from Hz thanks to Maxwell’s equations. The high
values of Ey at the tip of the APML (rightmost on Fig. 5.11(b)) are due to very high values of
the optical equivalent properties of the APML medium (due to high values of sy), which does
not affect the accuracy of the computed field within the domain of interest.
Another feature of our approach is that it efficiently absorbs the grazing diffraction order, as
illustrated on Fig. 5.12: the +1 transmitted order does not decrease in the standard PML (blue
solid line), and reaches a high value at y = −hˆ−, whereas the same order tends to zero as
y→−hˆ− in the case of the adapted PML (blue dashed line).
To further validate the accuracy of the method, we compare the diffraction efficiencies com-
puted by our FEM formulation with PML and APML to those obtained by another method.
We choose the Rigorous Coupled Wave Analysis (RCWA), also known as the Fourier Modal
Method (FMM, [27]). For the chosen parameters, only the 0th order is propagative in reflexion
and the orders −1, 0 and +1 are non evanescent in transmission. We can also check the energy
balance B = R0 +T−1 +T0 +T+1 since there is no lossy medium in our example. Results are
reported in Table 5.3, and show a good agreement of the FEM with APML with the results from
RCWA. On the contrary, if classical PML are used, the diffraction efficiencies are less accurate
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Fig. 5.11: Field maps of the logarithm of the norm of Hz, Ex and Ey for the dielectric slit grating at
λ0 = 0.999y?d,+ (same parameters as in part 5.2.4.2). (a): classical PML with inefficient damping of
Hz in the bottom PML. (b): APML where the Hz field is correctly damped in the bottom PML. For
both cases the thickness of the PML is hˆ− = 1.1y?d,+.
PML substrate
0
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y
|u n
(y
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n= 1
n= 0
n=−1
n= 1 adapted
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n=−1 adapted
Fig. 5.12: Modulus of the un for the three propagating orders with adapted (dashed lines) and
classical PMLs (solid lines). Note that the classical PMLs are efficient for all orders except for the
grazing one (n = 1) as expected. This drawback is bypassed when using the adaptative PML.
compared to those computed with RCWA. Checking the energy balance leads the same conclu-
sions: the numerical result is perturbed by the reflection of the waves at the end of the PML if
it is not adapted to the situation of nearly grazing diffracted orders.
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R0 T−1 T0 T+1 B
RCWA 0.1570 0.3966 0.1783 0.2680 0.9999
FEM + APML 0.1561 0.3959 0.1776 0.2703 0.9999
FEM + PML 0.1904 0.4118 0.1927 0.2481 1.0430
Tab. 5.3: Diffraction efficiencies R0, T−1, T0 and T+1 of the four propagating orders, and energy
balance B = R0 +T−1 +T0 +T+1, computed by three methods: RCWA (line 1), FEM formulation
with APML (line 2), FEM formulation with classical PML (line 3).
1 2 3 4 5 6 7 8 9 10−12
−10
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−2
0
 
 
n
log
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a
h0 = (1+10−n)y?d,+
h0 = (1−10−n)y?d,+
Fig. 5.13: Mean value of the norm of Hz along the outer boundary of the bottom PML γ =
〈|Hz(−hˆ−)|〉x, for λ0 approaching the Wood’s anomaly y?d,+ by inferior values (λ0 = (1−10−n)y?d,+,
red squares) and by superior value (λ0 = (1+10−n)y?d,+, blue circles) as a function of n.
Eventually, to illustrate the behavior of the adaptative PML when the incident wave-
length gets closer to a given Wood’s anomaly, we computed the mean value of the norm of
Hz along the outer boundary of the bottom PML γ = 〈|Hz(−hˆ−)|〉x, when λ0 = (1+10−n)y?d,+
and λ0 = (1− 10−n)y?d,+, for n = 1,2, ...10. The results are shown in Fig. 5.13. As the wave-
length gets closer to y?d,+, γ first increases but for n > 3, it decreases exponentially. However,
in all cases, the value of γ remains small enough to ensure the efficiency of the PMLs.
5.2.5 Concluding remarks
A novel FEM formulation was adapted to the analysis of z-anisotropic gratings relying on a
rigorous treatment of the plane wave sources problem through an equivalent radiation problem
with localized sources. The developed approach presents the advantage of being very general
in the sense that it is applicable to every conceivable grating geometry.
Numerical experiments based on existing materials at normal and oblique incidences in
both TE and TM cases showed the efficiency and the accuracy of our method. We demonstrated
we could generate strongly imbalanced symmetric propagative orders in the TE polarization
case and at normal incidence with an aragonite grating on a silica substratum.
177
G. Demésy et al.: Finite Element Method 5.25
We also introduced the adaptative PML for grazing incidences configurations. It based on
a complex-valued coordinate stretching that deals with grazing diffracted orders, yielding an ef-
ficient absorption of the field inside the PML. We provided an example in the TM polarization
case (but similar results hold for the TE case), illustrating the efficiency of our method. The
value of the magnetic field on the outward boundary of the PML remains small enough to con-
sider there is no spurious reflection. The formulation is used with the FEM but can be applied to
others numerical methods. Moreover, the generalization to the vectorial three-dimensional case
is straightforward: the recipes given in this last section do work irrespective of the dimension
and whether the problem is vectorial.
In the next section, the scalar formulation adapted to mono-dimensional gratings is ex-
tended to the the most general case of bi-dimensional grating embedded in an arbitrary multi-
layered dielectric stack with arbitrary incidence.
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5.3 Diffraction by arbitrary crossed-gratings : a vector Finite Element formulation
5.3.1 Introduction
In this section, we extend the method detailed in Sec. 5.2 to the most general case of vector
diffraction by an arbitrary crossed gratings. The main advantage of the Finite Element Method
lies in its native ability to handle unstructured meshes, resulting in a build-in accurate discretiza-
tion of oblique edges. Consequently, our approach remains independent of the shape of the
diffractive element, whereas other methods require heavy adjustments depending on whether
the geometry of the groove region presents oblique edges (e.g. RCWA [28], FDTD. . . ). In this
section, for the sake of clarity, we recall again the rigorous procedure allowing to deal with the
issue of the plane wave sources through an equivalence of the diffraction problem with a radi-
ation one whose sources are localized inside the diffractive element itself, as already proposed
in Sec. 5.2 [29, 30].
This approach combined with the use of second order edge elements allowed us to re-
trieve with a good accuracy the few numerical academic examples found in the literature. Fur-
thermore, we provide a new reference case combining major difficulties such as a non trivial
toroidal geometry together with strong losses and a high permittivity contrast. Finally, we dis-
cuss computation time and convergence as a function of the mesh refinement as well as the
choice of the direct solver.
5.3.2 Theoretical developments
5.3.2.1 Set up of the problem and notations
We denote by x, y and z the unit vectors of the axes of an orthogonal coordinate system Oxyz.
We only deal with time-harmonic fields; consequently, electric and magnetic fields are repre-
sented by the complex vector fields E and H, with a time dependance in exp(−iω t). Note that
incident light is now propagating along the z-axis, whereas y-axis was used in the 2D case.
Besides, in this section, for the sake of simplicity, the materials are assumed to be isotropic
and therefore are optically characterized by their relative permittivity ε and relative permeability
µ (note that the inverse of relative permeabilities are denoted here ν). It is of importance to
note that lossy materials can be studied, the relative permittivity and relative permeability being
represented by complex valued functions. The crossed-gratings we are dealing with can be split
into the following regions as suggested in Fig. 5.14:
• The superstrate (z> z0) is supposed to be homogeneous, isotropic and lossless, and there-
fore characterized by its relative permittivity ε+ and its relative permeability µ+(= 1/ν+)
and we denote k+ := k0
√
ε+µ+, where k0 := ω/c,
• The multilayered stack (zN < z < z0) is made of N layers which are supposed to be homo-
geneous and isotropic, and therefore characterized by their relative permittivity εn, their
relative permeability µn(= 1/νn) and their thickness en. We denote kn := k0
√
εn µn for
n integer between 1 and N.
• The groove region (zg < z < zg−1), which is embedded in the layer indexed g (εg,µg) of
the previously described domain, is heterogeneous. Moreover the method does work ir-
respective of whether the diffractive elements are homogeneous: The permittivity and
permeability can vary continuously (gradient index gratings) or discontinuously (step
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index gratings). This region is thus characterized by the scalar fields εg′(x,y,z) and
µg′(x,y,z)(= 1/νg′(x,y,z)). The groove periodicity along the x–axis, respectively (resp.)
y–axis, is denoted dx, resp. dy, in the sequel.
• The substrate (z < zN) is supposed to be homogeneous and isotropic and therefore char-
acterized by its relative permittivity ε− and its relative permeability µ−(= 1/ν−) and we
denote k− := k0
√
ε−µ−,
Let us emphasize the fact that the method principles remain unchanged in the case of several
diffractive patterns made of distinct geometry and/or material.
p
Fig. 5.14: Scheme and notations of the studied bi-gratings.
The incident field on this structure is denoted:
Einc = Ae0 exp(ik
+
p · r) (5.53)
with
k+ =
 α0β0
γ0
= k+
 −sinθ0 cosϕ0−sinθ0 sinϕ0
−cosθ0
 (5.54)
and
Ae0 =
 E0xE0y
E0z
= Ae
 cosψ0 cosθ0 cosϕ0− sinψ0 sinϕ0cosψ0 cosθ0 sinϕ0+ sinψ0 cosϕ0
−cosψ0 sinθ0
 , (5.55)
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where ϕ0 ∈ [0,2pi], θ0 ∈ [0,pi/2] and ψ0 ∈ [0,pi] (polarization angle).
We recall here the diffraction problem: finding the solution of Maxwell equations in
harmonic regime i.e. the unique solution (E,H) of:{
curl E = iω µ0 µH (5.56a)
curl H =−iω ε0 εE (5.56b)
such that the diffracted field satisfies the so-called Outgoing Waves Condition (OWC [31] ) and
where E and H are quasi-bi-periodic functions with respect to x and y coordinates.
One can choose to calculate arbitrarily E, since H can be deduced from Eq. (5.56a). The
diffraction problem amounts to looking for the unique solution E of the so-called vectorial
Helmholtz propagation equation, deduced from Eqs. (5.56a,5.56b):
Mε,ν :=−curl(ν curlE)+ k20 εE = 0 (5.57)
such that the diffracted field satisfies an OWC and where E is a quasi-bi-periodic function with
respect to x and y coordinates.
5.3.2.2 From a diffraction problem to a radiative one with localized sources
According to Fig. 5.14, the scalar relative permittivity ε and inverse permeability ν fields asso-
ciated to the studied diffractive structure can be written using complex-valued functions defined
by part and taking into account the notations adopted in Sec. 5.3.2.1:
υ(x,y,z) :=

υ+ for z > z0
υn for zn−1 > z > zn with 1≤ n < g
υg′(x,y,z) for zg−1 > z > zg
υn for zn−1 > z > zn with g < n≤ N
υ− for z < zN
(5.58)
with υ = {ε,ν} , z0 = 0 and zn =−∑nl=1 el for 1≤ n≤ N.
It is now convenient to introduce two functions defined by part ε1 and ν1 corresponding to the
associated multilayered case (i.e. the same stack without any diffractive element) constant over
Ox and Oy:
υ1(x,y,z) :=

υ+ for z > 0
υn for zn−1 > z > zn with 1≤ n≤ N
υ− for z < zN
(5.59)
with υ = {ε,ν}.
We denote by E0 the restriction of Einc to the superstrate region:
E0 :=
{
Einc for z > z0
0 for z≤ z0 (5.60)
We are now in a position to define more explicitly the vector diffraction problem that we are
dealing with in this section. It amounts to looking for the unique vector field E solution of:
Mε,ν(E) = 0 such that Ed := E−E0 satisfies an OWC. (5.61)
In order to reduce this diffraction problem to a radiation one, an intermediary vector field de-
noted E1 is necessary and is defined as the unique solution of:
Mε1,ν1(E1) = 0 such that Ed1 := E1−E0 satisfies an OWC. (5.62)
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The vector field E1 corresponds to an ancillary problem associated to the general vectorial
case of a multilayered stack which can be calculated independently. This general calculation is
seldom treated in the literature, we present a development in Appendix. Thus E1 is from now
on considered as a known vector field. It is now apropos to introduce the unknown vector field
Ed2 , simply defined as the difference between E and E1, which can finally be calculated thanks
to the FEM and:
Ed2 := E−E1 = Ed−Ed1 . (5.63)
It is of importance to note that the presence of the superscript d is not fortuitous: As a difference
between two diffracted fields (Eq. (5.63), Ed2 satisfies an OWC which is of prime importance in
our formulation. By taking into account these new definitions, Eq. (5.61) can be written:
Mε,ν(Ed2) =−Mε,ν(E1) , (5.64)
where the right-hand member is a vector field which can be interpreted as a known vectorial
source term −S1(x,y,z) whose support is localized inside the diffractive element itself. To
prove it, let us introduce the null term defined in Eq. (5.62) and make the use of the linearity of
M , which leads to:
S1 :=Mε,ν(E1) =Mε,ν(E1)−Mε1,ν1(E1)︸ ︷︷ ︸
=0
=Mε−ε1,ν−ν1(E1) . (5.65)
5.3.2.3 Quasi-periodicity and weak formulation
The weak form is obtained by multiplying scalarly Eq. (5.61) by weighted vectors E′ chosen
among the ensemble of quasi-bi-periodic vector fields of L2(curl) (denoted L2 (curl,(dx,dy),k))
in Ω:
Rε,ν(E,E′) =
∫
Ω
−curl(ν curlE) ·E′+ k20 εE ·E′ dΩ (5.66)
Integrating by part Eq. (5.66) and making the use of the Green-Ostrogradsky theorem lead to:
Rε,ν(E,E′) =
∫
Ω
−ν curlE · curlE′+ k20 εE ·E′ dΩ−
∫
∂Ω
(n× (ν curlE)) ·E′ dS (5.67)
where n refers to the exterior unit vector normal to the surface ∂Ω enclosing Ω.
The first term of this sum concerns the volume behavior of the unknown vector field
whereas the right-hand term can be used to set boundary conditions (Dirichlet, Neumann or so
called quasi-periodic Bloch-Floquet conditions).
The solution Ed2 of the weak form associated to the diffraction problem, expressed in its
previously defined equivalent radiative form at Eq. (5.64), is the element of L2 (curl,(dx,dy),k)
such that:
∀E′ ∈ L2(curl,dx,dy,k),Rε,ν(Ed2,E′) =−Rε−ε1,ν−ν1(E1,E′) . (5.68)
In order to rigorously truncate the computation a set of Bloch boundary conditions are
imposed on the pair of planes defined by (y = −dy/2,y = dy/2) and (x = −dx/2,x = dx/2).
One can refer to [11] for a detailed implementation of Bloch conditions adapted to the FEM. A
set of Perfectly Matched Layers are used in order to truncate the substrate and the superstrate
along z axis (see [32] for practical implementation of PML adapted to the FEM). Since the
proposed unknown Ed2 is quasi-bi-periodic and satisfies an OWC, this set of boundary conditions
is perfectly reasonable: Ed2 is radiated from the diffractive element towards the infinite regions
of the problem and decays exponentially inside the PMLs along z axis. The total field associated
to the diffraction problem E is deduced at once from Eq. (5.63).
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5.3.2.4 Edge or Whitney 1-form second order elements
In the vectorial case, edge elements (or Whitney forms) make a much more relevant choice [33]
than nodal elements. Note that a lot of work (see for instance [34]) has been done on higher
order edge elements since their introduction by Bossavit [35]. These elements are suitable to the
representation of vector fields such as Ed2 , by letting their normal component be discontinuous
and imposing the continuity of their tangential components. Instead of linking the Degrees Of
Freedom (DOF) of the final algebraic system to the nodes of the mesh, the DOF associated to
edges (resp. faces) elements are the circulations (resp. flux) of the unknown vector field along
(resp. across) its edges (resp. faces).
Let us consider the computation cell Ω together with its exterior boundary ∂Ω. This
volume is sampled in a finite number of tetrahedron according to the following rules: Two
distinct tetrahedrons have to either share a node, an edge or a face or have no contact. Let us
denote by T the set of tetrahedrons, F the set of faces, E the set of edges and N the set of
nodes. In the sequel, one will refers to the node n= {i}, the edge e= {i, j}, the face f = {i, j,k}
and the tetrahedron t = {i, j,k, l}.
k
ji
l
njkl
tij
Fig. 5.15: Degrees of freedom of a second order tetrahedral element.
Twelve DOF (two for each of the six edges of a tetrahedron) are classically derived from
line integral of weighted projection of the field Ed2 on each oriented edge e = {i, j}:
ϑi j =
∫ j
i
Ed2 · ti j λi dl
ϑ ji =
∫ i
j
Ed2 · t jiλ j dl
, (5.69)
where ti j is the unit vector and λi, the barycentric coordinate of node i, is the chosen weight
function.
According to Yioultsis et al. [36], a judicious choice for the remaining DOF is to make
the use of a tangential projection of the 1-form Ed2 on the face f = {i, j,k}.
ϑi jk =
∫
f
(
Ed2×n+i jk
)
·gradλ j ds
ϑik j =
∫
f
(
Ed2×n−i jk
)
·gradλk ds
. (5.70)
183
G. Demésy et al.: Finite Element Method 5.31
The expressions for the shape functions, or basis vectors, of the second order 1-form Whitney
element are given by:{
wi j = (8λ 2i −4λi) gradλ j +(−8λiλ j +2λ j) gradλi
wi jk = 16λiλ j gradλk−8λ j λk gradλi−8λk λi gradλ j . (5.71)
This choice of shape function ensures [37] the following fundamental property: every degree of
freedom associated with a shape function should be zero for any other shape function. Finally,
an approximation of the unknown Ed2 projected on the shape functions of the mesh m (E
d,m
2 ) can
be derived:
Ed,m2 = ∑
e∈E
ϑe we+ ∑
f∈F
ϑ f w f . (5.72)
Weight functions E′ (c.f. Eq. (5.68) are chosen in the same space than the unknown Ed2 ,
L2(curl,(dx,dy),k). According to the Galerkin formulation, this choice is made so that their
restriction to one bi-period belongs to the set of shape functions mentioned above. Inserting
the decomposition of Ed2 of Eq. (5.72) in Eq. (5.68) leads to the final algebraic system which is
solved, in the following numerical examples, thanks to direct solvers.
5.3.3 Energetic considerations: Diffraction efficiencies and losses
Contrarily to modal methods based on the determination of Rayleigh coefficients, the rough
results of the FEM are three complex components of the vector field Ed interpolated over the
mesh of the computation cell. Diffraction efficiencies are deduced from this field maps as
follows.
As a difference between two quasi-periodic vector fields (see Eq. (5.61)), Ed is quasi-bi-
periodic and its components can be expanded as a double Rayleigh sum:
Edx (x,y,z) = ∑
(n,m)∈Z2
ud,xn,m(z)e
i(αn x+βm y), (5.73)
with αn = α0+ 2pidx n, βm = β0+
2pi
dy
m and
ud,xn,m(z) =
1
dx dy
∫ dx/2
−dx/2
∫ dy/2
−dy/2
Edx (x,y,z)e
−i(αn x+βm y) dxdy . (5.74)
By inserting the decomposition of Eq. (5.73), which is satisfied by Edx everywhere but in the
groove region, into the Helmholtz propagation equation, one can express Rayleigh coefficients
in the substrate and the superstrate as follows:
ud,xn,m(z) = e
x,p
n,m e
−iγ+n,m z+ ex,cn,m e
iγ+n,m z (5.75)
with γ±2n,m = k±
2−α2n −β 2m, where γn,m (or −iγn,m) is positive. The quantity ud,xn,m is the sum of
a propagative plane wave (which propagates towards decreasing values of z, superscript p) and
of a counterpropagative one (superscript c). The OWC verified by Ed imposes:
∀(n,m) ∈ Z2
{
ex,pn,m = 0 for z > z0
ex,cn,m = 0 for z < zN
(5.76)
Eq. (5.74) allows to evaluate numerically ex,cn,m (resp. e
x,p
n,m) by double trapezoidal integration of
a slice of the complex component Edx at an altitude zc fixed in the superstrate (resp. substrate).
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It is well known that the mere trapezoidal integration method is very efficient for smooth and
periodic functions (integration on one period). The same holds for Edy and E
d
z components as
well as their coefficients ey,{c,p}n,m and e
z,{c,p}
n,m .
The dimensionless expression of the efficiency of each reflected and transmitted (n,m)
order [38] is deduced from Eqs. (5.75,5.76):
Rn,m = 1|Ae|2
γ+n,m
γ0
ecn,m(zc) · ecn,m(zc) for zc > z0
Tn,m = 1A2e
γ−n,m
γ0
epn,m(zc) · epn,m(zc) for zc < zN
, (5.77)
with e{c,p}n,m = e
x,{c,p}
n,m x+ e
y,{c,p}
n,m y+ e
z,{c,p}
n,m z.
Furthermore, normalized losses Q can be obtained through the computation of the follow-
ing ratio:
Q =
∫
V
1
2
ω ε0ℑm(εg
′
)E ·EdV∫
S
1
2
ℜe{E0×H0} ·ndS
. (5.78)
The numerator in Eq. (5.78) clarifies losses in watts by bi-period of the considered crossed-
grating and are computed by integrating the Joule effect losses density over the volume V of
the lossy element. The denominator normalizes these losses to the incident power, i.e. the time-
averaged incident Poynting vector flux across one bi-period (a rectangular surface S of area
dx dy in the superstrate parallel to Oxy, whose normal oriented along decreasing values of z is
denoted n). Since E0 is nothing but the plane wave defined at Eqs. (5.54,5.55), this last term
is equal to (A2e
√
ε0/µ0 dx dy)/(2cos(θ0)). Volumes and normal to surfaces being explicitly
defined, normalized losses losses Q are quickly computed once E determined and interpolated
between mesh nodes.
Finally, the accuracy and self-consistency of the whole calculation can be evaluated by
summing the real part of transmitted and reflected efficiencies (n,m) to normalized losses:
Q+ ∑
(n,m)∈Z2
ℜe{Rn,m}+ ∑
(n,m)∈Z2
ℜe{Tn,m} ,
quantity to be compared to 1. The sole diffraction orders taken into account in this conservation
criterium correspond to propagative orders whose efficiencies have a non-null real part. Indeed,
diffraction efficiencies of evanescent orders, corresponding to pure imaginary values of γ±n,m for
higher values of (n,m) (see Eq. (5.75)) are also pure imaginary values as it appears clearly in
Eq. (5.77). Numerical illustrations of such global energy balances are presented in the next
section.
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5.3.4 Accuracy and convergence
5.3.4.1 Classical crossed gratings
There are only a few references in the literature containing numerical examples. For each of
them, the problem only consists of three regions (superstrate, grooves and substrate) as summed
up on Figure 5.16. For the four selected cases, among six found in the literature, published
Fig. 5.16: Configuration of the studied cases.
results are compared to ones given by our formulation of the FEM. Moreover, in each case, a
satisfying global energy balance is detailed. Finally a new validation case combining all the
difficulties encountered when modeling crossed-gratings is proposed: A non-trivial geometry
for the diffractive pattern (a torus), made of an arbitrary lossy material leading to a large step
of index and illuminated by a plane wave with an oblique incidence. Convergence of the FEM
calculation as well as computation time will be discussed in Sec. 5.3.4.2.
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Checkerboard grating In this example worked out by L. Li [27], the diffractive element
is a rectangular parallelepiped as shown Fig. 5.17a and the grating parameter highlighted in
Fig. 5.16 are the following: ϕ0 = θ0 = 0◦, ψ0 = 45◦, dx = dy = 5λ0
√
2/4, h = λ0, ε+ = εg
′
=
2.25 and ε− = εg = 1.
(a) (b)
Fig. 5.17: Diffractive element with vertical edges (a). ℜe{Ex} in V/m (b).
FMM [27] FEM
T−1,−1 0.04308 0.04333
T−1,0 0.12860 0.12845
T−1,+1 0.06196 0.06176
T0,−1 0.12860 0.12838
T0,0 0.17486 0.17577
T0,+1 0.12860 0.12839
T+1,−1 0.06196 0.06177
T+1,0 0.12860 0.12843
T+1,+1 0.04308 0.04332
∑
(n,m)∈Z
ℜe{Rn,m} - 0.10040
TOTAL - 1.00000
Tab. 5.4: Energy balance [27].
Our formulation of the FEM shows good agreement with the Fourier Modal Method de-
veloped by L. Li ([27], 1997) since the maximal relative difference between the array of values
presented in Table 5.4 remains lower than 10-3. Moreover, the sum of the efficiencies of prop-
agative orders given by the FEM is very close to 1 in spite of the addition of all errors of
determination upon the efficiencies.
187
G. Demésy et al.: Finite Element Method 5.35
Pyramidal crossed-grating In this example firstly worked out by Derrick et al. [39], the
diffractive element is a pyramid with rectangular basis as shown Fig. 5.18a and the grating
parameters highlighted in Fig. 5.16 are the following: λ0 = 1.533, ϕ0 = 45◦, θ0 = 30◦, ψ0 = 0◦,
dx = 1.5, dy = 1, h= 0.25, ε+ = εg = 1 and ε− = εg
′
= 2.25. Results given by the FEM show
(a) (b)
Fig. 5.18: Diffractive element with oblique edges (a). ℜe{Ey} in V/m (b).
Given in [39] [40] [41] [42] FEM
R−1,0 0.00254 0.00207 0.00246 0.00249 0.00251
R0,0 0.01984 0.01928 0.01951 0.01963 0.01938
T−1,−1 0.00092 0.00081 0.00086 0.00086 0.00087
T0,−1 0.00704 0.00767 0.00679 0.00677 0.00692
T−1,0 0.00303 0.00370 0.00294 0.00294 0.00299
T0,0 0.96219 0.96316 0.96472 0.96448 0.96447
T1,0 0.00299 0.00332 0.00280 0.00282 0.00290
TOTAL 0.99855 1.00001 1.00008 0.99999 1.00004
Tab. 5.5: Comparison with the results given in [39, 40, 41, 42].
good agreement with ones of the C method [39, 42], the Rayleigh method [40] and the RCWA
[41]. Note that, in this case, some edges of the diffractive element are oblique.
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Bi-sinusoidal grating In this example worked out by Bruno et al. [43], the surface of the
grating is bi-sinusoidal (see Fig. 5.19a) and described by the function f defined by:
f (x,y) =
h
4
[
cos
(
2pi x
d
)
+ cos
(
2pi y
d
)]
(5.79)
The grating parameters et al.highlighted in Fig. 5.16 are the following: λ0 = 0.83, ϕ0 = θ0 =
ψ0 = 0◦, dx = dy = 1, h = 0.2, ε+ = εg = 1 and ε− = εg
′
= 4. Note that in order to define this
(a) (b)
Fig. 5.19: Diffractive element with oblique edges (a). ℜe{Ez} in V/m (b).
[43] FEM
R−1,0 0.01044 0.01164
R0,−1 0.01183 0.01165
T−1,−1 0.06175 0.06299
∑
(n,m)∈Z
ℜe{Rn,m} - 0.10685
∑
(n,m)∈Z
ℜe{Tn,m} - 0.89121
TOTAL - 0.99806
Tab. 5.6: Energy balance [43].
surface, the bi-sinusoid was first sampled (15× 15 points), then converted to a 3D file format.
This sampling can account for the slight differences with the results obtained using the method
of variation of boundaries developed by Bruno et al. (1993).
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Circular apertures in a lossy layer In this example worked out by Schuster et al. [44], the
diffractive element is a circular aperture in a lossy layer as shown Fig. 5.20a and the grating
parameter highlighted in Fig. 5.16 are the following: λ0 = 500nm, ϕ0 = θ0 = 0◦, ε+ = εg = 1,
εg′ = 0.8125+5.2500 i and ε− = 2.25.
(a) (b)
Fig. 5.20: Lossy diffractive element with vertical edges (a). ℜe{Ey} in V/m (b).
[45] [27] [44] FEM
R0,0 0.24657 0.24339 0.24420 0.24415
∑
(n,m)∈Z
ℜe{Tn,m} − − − 0.29110
∑
(n,m)∈Z
ℜe{Rn,m} − − − 0.26761
Q − − − 0.44148
TOTAL − − − 1.00019
Tab. 5.7: Comparison with [45, 27, 44] and energy balance.
In this lossy case, results obtained with the FEM show good agreement with the ones
obtained with the FMM [27], the differential method [44, 46] and the RCWA [45]. Joule losses
inside the diffractive element can be easily calculated, which allows to provide a global energy
balance for this configuration. Finally, the convergence of the value R0,0 as a function of the
mesh refinement will be examined.
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Lossy tori grating We finally propose a new test case for crossed-grating numerical methods.
The major difficulty of this case lies both in the non trivial geometry (see Fig. 5.21a) of the
diffractive object and in the fact that it is made of a material chosen so that losses are optimal
inside it. The grating parameters highlighted in Fig. 5.16 and Fig. 5.21a are the following:
λ0 = 1, ϕ0 = ψ0 = 0◦, dx = dy = 0.3, a = 0.1, b = 0.05, R = 0.15, h = 500nm, ε+ = εg = 1,
εg′ =−21+20 i and ε− = 2.25.
(a) (b)
Fig. 5.21: Torus parameters (a). Coarse mesh of the computational domain (b).
FEM 3D θ = 0◦ θ = 40◦
R0,0 0.36376 0.27331
T0,0 0.32992 0.38191
Q 0.30639 0.34476
TOTAL 1.00007 0.99998
Tab. 5.8: Energy balances at normal and oblique incidence.
Tab. 5.8 illustrates the independence of our method towards the geometry of the diffractive
element. εg′ is chosen so that the skin depth has the same order of magnitude as b, which max-
imizes losses. Note that energy balances remain very accurate at normal and oblique incidence,
in spite of both the non-triviality of the geometry and the strong losses.
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5.3.4.2 Convergence and computation time
Convergence as a function of mesh refinement When using modal methods such as the
RCWA or the differential method, based on the calculation of Rayleigh coefficients, a number
proportional to NR have to be be determined a priori. Then, the unknown diffracted field is
expanded as a Fourier serie, injected under this form in Maxwell equations, which annihilates
x− and y−dependencies. This leads to a system of coupled partial differential equations whose
coefficients can structured in a matrix formalism. The resulting matrix is sometimes directly
invertible (RCWA) depending on whether the geometry allows to suppress the z−dependance,
which makes this method adapted to diffractive elements with vertically (or decomposed in
staircase functions) shaped edge. In some other cases, one has to make the use of integral
methods in order to solve the system, as in the pyramidal case for instance, which leads to the so-
called differential method. The diffracted field map can be deduced from these coefficients. If
the grating configuration only calls for a few propagative orders and if the field inside the groove
region is not the main information sought for, these two close methods allow to determine the
repartition of the incident energy quickly. However, if the field inside the groove region is the
main piece of information, it is advisable to calculate many Rayleigh coefficients corresponding
to evanescent waves which increases the computation time as (NR)3 or even (NR)4.
FEM relies on the direct calculation of the vectorial components of the complex field.
Rayleigh coefficients are determined a posteriori. The parameter limiting the computation time
is the number of tetrahedral elements along which the computational domain is split up. We
suppose that it is necessary to calculate at least two or three points (or mesh nodes) per period
of the field (λ0/
√
ℜe{ε}). Figure 5.22 shows the convergence of the efficiency R0,0 (circu-
lar apertures case, see Fig. 5.20a) as a function of the mesh refinement characterized by the
parameter NM: The maximum size of each element is set to λ0/(NM
√
ℜe{ε}).
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Fig. 5.22: Convergence of R0,0 in function of Nm (circular apertures crossed-grating).
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It is of interest to note that even if NM < 3 the FEM still gives pertinent diffraction effi-
ciencies: R0,0 = 0.2334 for NM = 1 and R0,0 = 0.2331 for NM = 2. The Galerkin method (see
Eq. (5.67)) corresponds to a minimization of the error (between the exact solution and the ap-
proximation) with respect to a norm that can be physically interpreted in terms of energy-related
quantities. Therefore, the finite element methods usually provide energy-related quantities that
are more accurate than the local values of the fields themselves.
Computation time All the calculations were performed on a server equipped with 8 dual
core Itanium1 processors and 256Go of RAM. Tetrahedral quadratic edge elements were used
together with the direct solver PARDISO. Among different direct solvers adapted to sparse
matrix algebra (UMFPACK, SPOOLES and PARDISO), PARDISO turned out to be the less
time-consuming one as shown in Tab 5.9.
Solver Computation time for 41720 DOF Computation time for 205198 DOF
SPOOLES 15mn32s 14h44mn
UMFPACK 2mn07s 1h12mn
PARDISO 57s 16mn
Tab. 5.9: Computation time variations from solver to solver.
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Fig. 5.23: Computation time and number of DOF as a function of NM .
Figure 5.23 shows the computation time required to perform the whole FEM computa-
tional process for a system made of a number of DOF indicated on the right-hand ordinate.
It is of importance to note that for values of NM lower than 3, the problem can be solved in
less than a minute on a standard laptop (4Go RAM, 2×2GHz) with 3 significant digits on the
diffraction efficiencies. This accuracy is more than sufficient in numerous experimental cases.
Furthermore, as far as integrated values are at stake, relatively coarse meshes (NM ≈ 1) can be
used trustfully, authorizing fast geometric, spectral or polarization studies.
Nowadays, the efficiency of the numerical algorithms for sparse matrix algebra together
with the available power of computers and the fact that the problem reduces to a basic cell with a
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size of a small number of wavelengths make the finite element problem very tractable as proved
here.
5.4 Concluding remarks
In this chapter, we demonstrate a general formulation of the FEM allowing to calculate the
diffraction efficiencies from the electromagnetic field diffracted by arbitrarily shaped gratings
embedded in a multilayered stack lightened by a plane wave of arbitrary incidence and polar-
ization angle. It relies on a rigorous treatment of the plane wave sources problem through an
equivalent radiation problem with localized sources. Bloch conditions and a new dedicated
PML have been implemented in order to rigorously truncate the computational domain.
The principles of the method were discussed in detail for mono-dimensional gratings
in TE/TM polarization cases (2D or scalar case) in a first part, and for the most general bi-
dimensional or crossed gratings (3D or vector case) in a second part. Note that the very same
concepts could be applied to the intermediate case of mono-dimensional gratings enlighten by
an arbitrary incident plane wave (so-called conical case). The reader will find detail about the
element basis relevant to this case in [11].
The main advantage of this formulation is its complete generality with respect to the
studied geometries and the material properties, as illustrated with the lossy tori grating non-
trivial case. Its principle remains independent of both the number of diffractive elements by
period and number of stack layers. Its flexibility allowed us to retrieve with accuracy the few
numerical academic examples found in the literature and established with independent methods.
The remarkable accuracy observed in the case of coarse meshes, makes it a fast tool for
the design and optimization of diffractive optical components (e.g. reflection and transmission
filters, polarizers, beam shapers, pulse compression gratings. . . ). The complete independence of
the presented approach towards both the geometry and the isotropic constituent materials of the
diffractive elements makes it a handy and powerful tool for the study of metamaterials, finite-
size photonic crystals, periodic plasmonic structures. . . The method described in this chapter
has already been successfully applied to various problems, from homogenization theory [47]
or transformation optics [48] to more applied concerns as the modeling of complex CMOS
nanophotonic devices [49] or ultra-thin new generation solar cells [50].
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5.A APPENDIX
This appendix is dedicated to the determination of the vector electric field in a dielectric stack
enlightened by a plane wave of arbitrary polarization and incidence angle. This calculation,
abundantly treated in the 2D scalar case, is generally not presented in the literature since, as
far as isotropic cases are concerned, it is possible to project the general vectorial case on the
two reference TE and TM cases. However, the presented formulation can be extended to a fully
anisotropic case for which this TE/TM decoupling is no longer valid and the three components
of the field have to be calculated as follows.
Let us consider the ancillary problem mentioned in Sec. 5.3.2.2, i.e. a dielectric stack
made of N homogeneous, isotropic, lossy layers characterized by there relative permittivity
denoted ε j and their thickness e j. This stack is deposited on a homogeneous, isotropic, possibly
lossy substrate characterized by its relative permittivity denoted εN+1 = ε−. The superstrate is
air and its relative permittivity is denoted ε+ = 1. Finally, we denote by z j the altitude of
the interface between the jth and j+ 1th layers. The restriction of the incident field Einc to
the superstrate region is denoted E0. The problem amounts to looking for (E1,H1) satisfying
Maxwell equations in harmonic regime (see Eqs. (5.56a,5.56b)).
Across the interface z = z j
By projection on the main axis of the vectorial Helmholtz propagation equation (Eq. (5.57)),
the total electric field inside the jth layer can be written as the sum of a propagative and a
counter-propagative plane waves:
E1(x,y,z) =
 E
x, j,+
1
Ey, j,+1
Ez, j,+1
exp( j (α0 x+β0 y+ γ j z))+
 E
x, j,−
1
Ey, j,−1
Ez, j,−1
exp( j (α0 x+β0 y− γ j z))
(5.80)
where
γ2j = k
2
j −α20 −β 20 (5.81)
What follows consists in writing the continuity of the tangential components of (E1,H1) across
the interface z = z j, i.e. the continuity of the vector field Ψ defined by:
Ψ=

Ex1
Ey1
iHx1
iHy1
 . (5.82)
The continuity of Ψ along Oz together with its analytical expression inside the jth and j+ 1th
layers allows to establish a recurrence relation for the interface z = z j.
Then, by projection of Eqs. (5.56a,5.56b) on Ox,Oy and Oz: iβ0 Hz1−
∂Hy1
dz
∂Hx1
dz − iα0 Hz1
iα0 H
y
1 − iβ0 Hx1
=−iω ε
 Ex1Ey1
Ez1
 (5.83)
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and  iβ0 Ez1−
∂Ey1
∂ z
∂Ex1
∂ z − iα0 Ez1
iα0 E
y
1− iβ0 Ex1
= iω µ
 Hx1Hy1
Hz1
 . (5.84)
Consequently, tangential components of H1 can be expressed in function of tangential compo-
nents of E1: ω µ 0 β00 ω µ −α0
−β0 α0 −ω ε

︸ ︷︷ ︸
B
iHx1iHy1
iHz1
=

∂Ey1
dz
−∂Ex1dz
0
 . (5.85)
By noticing the invariance and linearity of the problem along Ox and Oy, the following notations
are adopted: {
U j,±x = Ex, j,±1 exp(± iγ j z)
U j,±y = Ey, j,±1 exp(± iγ j z)
(5.86)
and
Φ j =

U+, jx
U−, jx
U+, jy
U−, jy
 . (5.87)
Thanks to Eq. (5.80) and Eq. (5.84) and letting M = B−1, it comes for the jth layer:
Ψ(x,y,z) = exp(i(α0 x+β0 y))

1 1 0 0
0 0 1 1
γ j M j12 −γ j M j12 −γ j M j11 γ j M j11
γ j M j22 −γ j M j22 −γ j M j21 γ j M j21

︸ ︷︷ ︸
Π j

U+, jx
U−, jx
U+, jy
U−, jy
 . (5.88)
Finally, the continuity of Ψ at the interface z = z j leads to:
Φ j+1(z j) =Π−1j+1Π jΦ j(z j). (5.89)
Normal components can be deduced using Eqs. (5.83,5.84).
Traveling inside the j+1th layer
Using Eq. (5.80), a simple phase shift allows to travel from z = z j to z = z j+1 = z j− e j+1:
Φ j+1(z j+1)=

exp(−iγ j+1 e j+1) 0 0 0
0 exp(+iγ j+1 e j+1) 0 0
0 0 exp(−iγ j+1 e j+1) 0
0 0 0 exp(+iγ j+1 e j+1)

︸ ︷︷ ︸
Tj+1
Φ j+1(z j)
(5.90)
Thanks to Eq. (5.90) and Eq. (5.89), a recurrence relation can be formulated for the analytical
expression of E1 in each layer:
Φ j+1(z j+1) = Tj+1Π−1j+1Π jΦ j(z j) (5.91)
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Reflection and transmission coefficients
The last step consists in the determination of the first term Φ0, which is not entirely known,
since the problem definition only specifies U0,+x and U
0,+
y , imposed by the incident field E0.
Let us make the use of the OWC hypothesis verified by Ed1 (see Eq. (5.62)). This hypothesis
directly translates the fact that none of the components of Ed1 can either be traveling down in
the superstrate or up in the substrate: UN+1,−y = UN+1,−x = 0. Therefore, the four unknowns
U0,−x , U0,−y ,UN+1,+y and UN+1,+x , i.e. transverse components of the vector fields reflected and
transmitted by the stack, verify the following equation system:
ΦN+1(zN) = (ΠN+1)−1ΠN
N−1
∏
j=0
TN− j (ΠN− j)−1ΠN− j−1Φ0(z0) (5.92)
This allows to extend the definition of transmission and reflection widely used in the scalar case.
Finally, ΦN+1 is entirely defined. Making the use of the recurrence relation of Eq. (5.91) and of
Eq. (5.80) leads to an analytical expression for Ed1 in each layer.
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6.1 Introduction to particulate gratings
Lattice sums of spherical harmonic functions are well suited for modeling gratings composed
of periodic arrays of identical discrete particles, henceforth referred to as particulate gratings
(cf. fig. (6.1)). By discrete particles, we mean that the particles have a physical boundary such
that there exists a region between the individual particles that is governed by the host material’s
constitutive relations. This feature makes particulate gratings somewhat different from most
of the other diffraction grating problems studied in this book which are usually characterized
by a substrate and a superstrate with distinct constitutive parameters. The techniques of this
chapter can be extended to include the effects of a nearby planar interface,[26, 27, 28] but such
considerations complicate the problem somewhat and this chapter therefore concentrates on
substrate-free particulate gratings.
Figure 6.1: Particulate grating with lattice vectors a and b.
Theoretical analysis of the particulate grating problem can draw on both single-particle
scattering theory and techniques originally developed for solid state physics. The solid state
analogy is clear from the similarity of this problem to the scattering of waves by crystal lattices,
particularly in the “muffin tin” approximation[25]. Summations of the spherical harmonic fields
scattered by the (infinite) number of particles in the lattice involve semi-convergent series and
will generally go under the name of “lattice sums”. By lattice sum, we mean sums of the form
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∑ΛΦ
(
r j
)
where Λ refers to the ensemble of points, r j, in a periodic lattice, and Φ is a given
function.
Lattice sums have applications in many fields and their study dates back to the 19th cen-
tury treating conditionally convergent sums of solutions to the Laplace equations (most notably
in the Madelund constant of ionic crystals). Nevertheless, they were not always recognized
as a specific branch of study, and their derivations tended to be scattered throughout the liter-
ature. This situation is changing however with the appearance of extensive reviews in recent
years[15, 16, 19, 20]. Furthermore, another monograph, dedicated entirely to lattice sums, was
published at around the same time as this one.[3]
As developed in detail in the aforementioned monograph, the study of the (scale invari-
ant) Laplace equation lattice sums have generated a number of important analytic results. The
grating problem on the other hand involves propagating waves and consequently requires lattice
sums of Helmholtz-type solutions. Although there are fewer fully analytic results for the (scale
dependent) Helmholtz lattice sums than for the Laplace equation case, analytic manipulations
remain essential for regularizing and accelerating the numerical analysis of Helmholtz lattice
sums.
In solid-state physics, Helmholtz (i.e. Schrödinger) equation lattice sums are a key aspect
of the Korringa-Kohn-Rostoker (KKR) methods for band-structure calculations in crystals.[22,
14, 13] In KKR theory, lattice sums intervene in the calculation of the “structure constants” of
the lattice Green function and their regularization generally goes under the name of Ewald sum
techniques. The Ewald sum method is quite intricate, but its basic principle can be viewed as
separating a semi-convergent sum into slowly and rapidly convergent parts and then to transform
the slowly convergent part into reciprocal space via the Poisson sum formula where it becomes
a rapidly convergent series.
Although Ewald sum methods are proven to be quite efficient for most of the prob-
lems encountered in solid state physics, their utility has been repeatedly criticized for grating-
type applications (requiring numerically unwieldy evaluations of incomplete Gamma functions
with negative real arguments[32], poor numerical properties for high multipole orders or large
wavenumber, k, etc.). A number of authors have consequently looked for alternative lattice sum
techniques since the pioneering work of Kerker over 30 years ago. In this chapter, we simply
discuss and compare some of our preferred methods in the appendices. Our emphasis will in-
stead be placed on painting a complete gratings-picture analysis capable of describing both near
and far-field phenomenon in particulate gratings.
The matrix elements of the Ω propagation matrix introduced in section 6.3.4 correspond
to the “structure constants” of a KKR theory. More precisely, due to the differences between
the Schrödinger and Maxwell equations, the Ω matrix elements will be shown to be written as a
superposition of the KKR structure constants. In both KKR and particulate grating theory, one
desires to calculate the lattice Green function. A fundamental method choice in this chapter is
to use the language of T-matrices. Notably, we will see that the quasi-periodic Green function
can be expressed as a lattice sum of multiple-scattering T-matrices. The multiple-scattering T-
matrices themselves are calculated in terms of the single-particle T-matrices, and the Ω matrix.
The T-matrix manipulations are carried out on a basis set of solutions to the Helmholtz
equation, which we generally refer to as partial waves, (PWs), also commonly referred to as
spherical wave functions (SWFs). This T-matrix approach is also generally adopted in the KKR
calculations[22], but in the light scattering community, the terminology “T-matrix method” is
often considered to be synonymous with extended boundary condition technique (also called
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Null-field methods), but the T-matrix is a general theoretical construct that relates the field
incident on a particle to the field scattered by the particle. As such, it can be seen as providing
a complete solution to the single-particle scattering problem. In practice, the T-matrix can be
generated by a wide variety of techniques including DDA, method of moments, and fictitious
source techniques.
The T-matrix of an individual particle depends on the shape and the constitutive parame-
ters of the particles, both of which can be quite arbitrary as long as the particle response is linear
(including anisotropic constitutive parameters, magnetic permeability contrast etc.). However,
since the T-matrix can be viewed as being the complete solution of a 1-body problem, its deter-
mination can be viewed as being separate from the grating problem. In this chapter, we simplify
the T-matrix part of the problem by considering only isotropic spherical scatterers. The T-matrix
of such scatterers is then diagonal in the partial wave basis with its elements being determined
analytically from Mie theory (cf. section 6.3.2). We insist however, that for particulate gratings
composed of more exotic scatterers like split rings, it generally suffices to insert the appropriate
T-matrix to obtain the response of lattices composed of such scatterers. We refer the interested
to reader to reviews of the T-matrix methods.[17, 18]
The methods developed in this chapter can be adapted to the study gratings composed
of periodic infinite cylinders. However, there are fundamental differences in the mathematics,
since this problem is usually addressed by solving 2-dimensional Helmholtz equations. We
therefore neglect this problem in order to concentrate on the fully 3-dimensional problem of
particulate gratings like those of figure 6.1.
The first five sections constitute the heart of this chapter since they describe the general
mathematical analysis of gratings using spherical harmonic lattice sums. Sections 6.6 and 6.7
treat numerical methods for calculating lattice sums, while addition theorems and numerical
methods for special functions are treated in sections 6.8 and 6.9 respectively. Support material,
erratum, and recent advances will be made available on my website: www.fresnel.fr/perso/stout/index.htm.
6.2 Waves and partial waves
A fundamental aspect of the particulate gratings is that they can be viewed as a multiple-
scattering phenomenon with light propagating through the host medium between individual
scatterings events. The wave equation for light in this homogeneous isotropic medium is:
∇×∇×E + k2E = 0 , (6.1)
where k =
√εbµbωc is the wavenumber of the host or “background” medium. Solutions of
eq.(6.1) satisfy both the vector Helmholtz equation,
∆E + k2E = 0 , (6.2)
and the additional constraint that the longitudinal field components are null:
∇ ·E = 0 . (6.3)
A basis set for solutions to the vector Helmholtz equation of eq.(6.2) can be readily con-
structed starting from the scalar Helmholtz equation:
∆Φ+ k2Φ= 0 . (6.4)
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As well established in textbooks[10], eq.(6.4) can be solved by separation of variables in spher-
ical coordinates with ‘regular’ solutions taking the form of spherical harmonics, Yn,m multiplied
by spherical Bessel functions, jn (kr), that are finite valued for all values of r. There also exists
linearly indpendent ‘irregular’ solutions to this equation, called spherical Neumann functions,
yn (kr), which possess essential singularities for kr→ 0. Details concerning the properties and
calculation of the Yn,m (θ ,φ) are given in section 6.8.1.
The spherical coordinate solutions to eq.(6.4) will henceforth be referred to as Cartesian
partial waves and will be defined as:
Jn,m (kr)≡ jn (kr)Yn,m (r̂) , and Yn,m (kr)≡ yn (kr)Yn,m (r̂) . (6.5)
The regular partial waves, Jn,m, can serve as a basis set for any source-free incident field
solution to eq.(6.4). Outgoing partial waves solutions of the Helmholtz equation, denotedHn,m,
will be of primary interest in grating theory since they will be used to describe fields scattered
by the grating. They are defined as a superposition of the regular and irregular partial waves:
Hn,m (kr)≡ hn (kr)Yn,m (r̂) =Jn,m (kr)+ iYn,m (kr) . (6.6)
Incident field solutions to the vector Helmholtz equation of eq.(6.2) can be expressed as
Cartesian partial waves associated with unit vectors along each axis i.e.:
E inc (r) = x̂∑
n,m
α(x)n,mJn,m (kr)+ ŷ ∑
n′,m′
α(y)n′,m′Jn′,m′ (kr)+ ẑ ∑
n′′,m′′
α(z)n′′,m′′Jn′′,m′′ (kr) . (6.7)
The field scattered field scattered by a particle in the context of the vector Helmholtz equation
can likewise be developed in terms of the outgoing spherical waves:
E scat (r) = x̂∑
n,m
β (x)n,mHn,m (kr)+ ŷ ∑
n′,m′
β (y)n′,m′Hn′,m′ (kr)+ ẑ ∑
n′′,m′′
β (z)n′′,m′′Hn′′,m′′ (kr) , (6.8)
provided that the origin, r = 0, is chosen to lie inside the particle and that the field description
is applied only to regions lying outside the particle. The field in eq.(6.8) represents the field
scattered by a single scatterer, so the grating problem in terms of partial waves must sum over
the field scattered by all the particles in the lattice. Finding efficient ways for calculating the
lattice sum will therefore figure prominently in the subsequent sections of this chapter.
Before studying T-matrices in the next section, we first address an important technical
issue. The field expansions in eq.(6.7) and eq.(6.8) have both transverse and longitudinal com-
ponents and therefore are not generally solutions of the light propagation problem of eq.(6.1).
The transverse wave condition of eq.(6.3) can be satisfied by requiring that the Cartesian field
coefficients, α(x,y,z)n,m , (and respectively β
(x,y,z)
n,m ) satisfy certain relations amongst themselves. The
important point is to remark that the constraint conditions, although somewhat complex in
spherical coordinates, only affect the partial wave coefficients, and not the partial waves them-
selves. Consequently, in the rest of this chapter, we can generally restrain our attention to lattice
sums of scalar partial wave sums even though the end goal is to describe electromagnetic field
scattering.
Expressing the transverse vector partial waves in terms of the Cartesian partial waves of
eq.(6.7) or eq.(6.8) is a relatively complex but straight forward affair involving angular mo-
mentum coupling formalism, coordinate transformations, and recurrence relations.[21] Conse-
quently, it is more common to invoke one of the various methods that have been devised over
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the years to directly generate transverse partial waves: Debye potentials, Hertz potentials, the
Boulenkamp-Casimir approach[10], pilot vector techniques[5], etc. Whatever one’s “preferred”
technique and notation, the two types of transverse partial waves, ΨJ ,q,p (often denoted MJ ,p
and NJ ,p in the literature), can be expressed:
ΨJ ,1,p (kr)≡ jn (kr)X n,m(r̂)
ΨJ ,2,p (kr)≡ 1kr
{√
n(n+1) jn (kr)Y n,m(r̂)+ [kr jn (kr)]
′Zn,m(r̂)
}
, (6.9)
where X n,m, Y n,m, and Zn,m are the vector spherical harmonics (VSHs), (described in section
eq.(6.9.3)). The first subscript, J , on ΨJ ,q,p serves to indicate that the radial dependence is
governed by spherical Bessel functions. A value of q = 1 in the second subscript indicates a
transverse electric (TE) wave (i.e. possessing no radial electric field component), while q = 2
indicates a transverse magnetic (TM) wave having no radial magnetic field. In order to minimize
the number of subscripts, we adopt the common procedure that the third subscript p of ΨJ ,q,p,
replaces the two multipole subscripts n and m by defining its value such that[31]:
p(n,m)≡ n(n+1)−m . (6.10)
With the notation of eq.(6.9), one can express any incident field satisfying equation (6.1)
in terms of the transverse vector partial waves:
E inc (r) = E ∑
q=1,2
∞
∑
p=1
ΨJ ,q,p (kr)aq,p , (6.11)
where aq,p are (dimensionless) field coefficients, and E is a constant with the dimension of
electric field and which can be used to adjust the field strength. With this notation, the field
scattered by a particle whose circumscribing sphere is centered at a position x j can be written:
E scat
(
r j
)
= E ∑
q=1,2
∞
∑
p=1
ΨH ,q,p
(
kr j
)
f ( j)q,p , (6.12)
where r j ≡ r−x j, and f ( j)q,p are the scattering coefficients of the particle j. The index,H , on the
ΨH ,q,p indicates that the radial dependence should be governed by spherical Hankel functions,
hn (kr), rather than the spherical Bessel functions, jn (kr), found in the ΨJ ,q,p functions of
eq.(6.9).
6.3 T-matrix theory
6.3.1 Green functions and T-matrices
The fundamental object that one would like to calculate in a multiple-scattering system (like
a particulate grating) is the system Green’s function. However, the dyadic Green’s function
for a homogeneous medium has a strongly singular behavior and needs to be defined in the
context of distributions.[5] The T-matrix formalism allows us to largely circumvent this singular
behavior, and also to work directly in terms of fields which is often more manageable than the
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relatively intricate dyadic Green’s function formalism. For instance, the operator form of the
Green function of a single object in a homogeneous medium can be written:
G = g+gtg , (6.13)
where t is the isolated particle (or 1-body) T-matrix operator, and g is the Green function oper-
ator of the homogeneous medium (sometimes called a propagator). In this formalism, the sin-
gular behavior is relegated to the propagator, g, leaving the (non-singular) scattering response
due to the object being described by t .
Furthermore, when considering excitations outside the scatterer, the homogeneous Green
function, g to the right of the t operator acting on the sources generates the incident field, while
the g to the left of it generates the scattered field.[24] In the partial wave basis, t then truly
takes the form of a matrix, henceforth denoted, t, that relates the incident field coefficients to
the scattered field coefficients:
f = ta , (6.14)
where a and f are column matrices composed respectively of the incident field and scattered
field coefficients (cf. eqs.(6.11 and (6.12)).[30] The 1-body T-matrix, t, in this expression is
now truly a matrix relating field coefficients of partial wave field decompositions.
This T-matrix formalism can be extended to include systems containing N particles. The
system Green function can be written,
G = g+g
(
N
∑
j=1
T ( j)
)
g , (6.15)
where the multiple-scattering (or N-body) T-matrix operators, T ( j), are associated with each
particle and which incorporates all the multiple-scattering effects due to the presence of the
N− 1 other particles in the system. Passing once again to a partial wave field description, the
multiple-scattering T-matrix, T ( j), generates the field scattered by each particle in terms of the
field incident on the system:
f ( j) = T ( j)a( j) , (6.16)
where a( j) indicates the incident field developed on a coordinate system centered on the jth
particle. All multiple-scattering phenomenon and some rather subtle technical difficulties have
all been incorporated into the definition of T ( j), but nowadays they can be calculated rather
readily for systems with a finite number of particles starting from the 1-body T-matrices, t( j),
of the individual particles.[30]
The number of particles in a grating problem is infinite (from the ideal mathematical
standpoint), which given their physical content would render exact calculations of T ( j) im-
possible. Nevertheless, the fact that the system is identical when viewed from any lattice site
allows the T ( j) matrices to be calculated as a lattice sum as we shall see in section 6.3.4. We
first rapidly review below our notation and terminology for lattices.
6.3.2 Mie theory T-matrices
Since the T-matrix of individual scatterers is not the goal of this chapter, we will principally
consider examples in which the particles in the grating of chain are isotropic homogeneous
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spheres with relative constitutive parameters, εs and/or µs, that differ from that of the external
“background” medium, εb and µb. The principle advantage of this choice is that the matrix
elements of the T-matrix are determined analytically from Mie theory. This of course permits
precise calculations, but it also allows for an understanding of the relationship between multi-
pole order and particle size which is important in numerical calculations as reviewed in section
6.3.5, and discussed in detail in ref[30].
For spherically symmetric scatterers, the scattering coefficients are directly proportional
to the excitation coefficients of the same order which reads
fq,p = tq,neq,p , (6.17)
where the coefficients tq,n depend only on the orbital quantum number, n, and on the field
character (q = 1 for TE waves and q = 2 for TM waves). A comparison of eq.(6.17) with
eq.(6.14) shows that the individual T-matrix for a spherically symmetric scatterer is a diagonal
matrix,
[t]q,p;q′,p′ = δq,q′δp,p′tq,n . (6.18)
The values of tq,n are determined by developing the field inside and outside the homoge-
neous sphere in terms of the transverse vector partial waves (cf. eq.(6.9)) while imposing the
continuity of the tangential electric and magnetic fields at the surface of the sphere. Although
the Mie T-matrix elements are most frequently expressed in the form originally given by Mie
(cf. Bohren and Huffman[?] and eq.(6.20 below), these expressions tend to hide the duality
symmetry between the TE (magnetic) and TM (electric) matrix elements. Consequently, we
prefer the following expressions:
t1,n =
jn (kR)
hn (kR)

µs
µbϕn (kR)−ϕn (ksR)
ϕn (ksR)− µsµbϕ
(3)
n (kR)
 (TE)
t2,n =
jn (kR)
hn (kR)

εs
εbϕn (kR)−ϕn (ksR)
ϕn (ksR)− εsεbϕ
(3)
n (kR)
 (TM) , (6.19)
which have more transparently symmetric expressions with respect to their respectively TE and
TM natures of the coefficients. There expressions also have a numerical advantage since the
ϕn (z) and ϕ
(3)
n (z) and jn (z)/hn (z) functions can all be rapidly evaluated via simple recursion
relations and have well behaved limit behaviors as shown in eqs.(6.180), (6.176) (6.180) and
(6.192) of section 6.9.2.
Traditionally, the Mie coefficients are denoted an and bn and are of opposite in sign from
the T-matrix elements, i.e.:
an =
µs
µb
ψn (kR)ψ ′n (ksR)−ρψn (ksR)ψ ′n (kR)
µs
µbξn (kR)ψ
′
n (ksR)−ρψn (ksR)ξ ′n (kR)
=−t2,n
bn =
µs
µb
ψn (ksR)ψ ′n (kR)−ρψn (kR)ψ ′n (ksR)
µs
µbψn (ksR)ξ
′
n (kR)−ρξn (kR)ψ ′n (ksR)
=−t1,n , (6.20)
where ρ ≡ ks/k = ns/n, denotes the refractive index contrast between the sphere and the back-
ground media, and ψn (z)≡ z jn (z) and ξn (z)≡ zhn (z) are respectively the Ricatti forms of the
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spherical Bessel and Hankel functions. These more widely used expressions for the Mie coef-
ficients are have a somewhat more symmetric appearance in optics where there is usually no
permeability contrast, i.e. µs/µb = 1 as was assumed by Mie and most other authors in op-
tics. Nevertheless, our experience is that the expressions in eq.(6.19) have a more transparent
physical interpretations and numerical properties.
6.3.3 Direct and reciprocal lattices
A lattice, Λ, of dimension dΛ, is invariant under a coordinate system translation along any
vector, r j , that can be expressed
r j =
dΛ
∑
i=1
jiai , (6.21)
where ai are the primitive lattice vectors, and j ≡ ( j1, ..., jdΛ) is a shorthand notation for a set
of dΛ relative integers, ji ∈Z. In order to diminish the number of subscripts, we will sometimes
employ an alternative notation for the primitive lattice vectors: a ≡ a1, b ≡ a2, and c ≡ a3.
It also proves convenient to define the x and y axis of the system so that the primitive lattice
vectors can be expressed: a = (a,0,0), b = (bx,by,0), and c = (cx,cy,cz).
When dΛ= 3, the r j ensemble defines a crystalline type lattice, henceforth denoted (L), as
frequently encountered in photonic crystals and “meta-materials”. A two-dimensional grating,
or mono-layer lattice (ML), like that of figure 6.1, occurs when the system invariance only
occurs for 2D displacements of r j = jaa+ jbb. Finally, linear chains (C) are only invariant with
respect to translations of r j = ja.
The reciprocal lattice, Λ∗, is defined in terms of lattice ‘wave-vectors’, pg, defined in
terms of the primitive reciprocal lattice vectors, a˜i:
pg = 2pi
dΛ
∑
i=1
gia˜i , (6.22)
where gi ∈ Z. The primitive reciprocal vectors, a˜ j, are defined such that their scalar products
with respect to a j satisfy:
ai · a˜ j = δi j i, j = 1, ...,dΛ . (6.23)
From eqs.(6.21) (6.22) and (6.23), one readily finds that the reciprocal lattice vectors, pg, of
eq.(6.22), have the property
r j · pg = 2piN , (6.24)
where N is some integer (which results in exp
(
ir j · pg
)
= 1 for all r j and pg).
The unit cell “volume”, A , appears repeatedly in theories of particulate lattices. For
lattice dimensions of dΛ = 1, 2, and 3, the corresponding A1,2,3 is given by:
A1 = |a| dΛ = 1
A2 = |a× b| dΛ = 2
A3 = |(a× b) · c| dΛ = 3
, (6.25)
with dimensions of “length” for dΛ = 1, “area” for dΛ = 2 and “volume” for dΛ = 3. The
corresponding “volume” of the reciprocal space lattice sites are given by A −1.
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6.3.4 Grating T-matrices
Each site of a lattice is identical to all the others so that the multiple scattering T-matrices of
eq.(6.16) are all equal, i.e. T ( j) = T . The scattering coefficients f ( j) are then given by:
f ( j) = Ta( j) . (6.26)
The trouble with this equation is that the coefficients f ( j) and a( j) are expressed on a localized
partial wave basis, but the long range nature of scattered fields would require the T -matrices to
act on very high multipole orders in order to account for these long-rang interactions.
Since manipulating high multipole orders is numerically inefficient, one considerably
simplifies this problem by only calculating the multiple-scattering T -matrices for incident fields
satisfying a quasi-periodic condition. Quasi-periodicity can be viewed as requiring the partial-
wave decomposition of the incident field on each lattice site, r j , to satisfy,
a( j) = eiβ ·r j a , (6.27)
where ‘a’ corresponds to the incident field coefficients at the origin, and β , the on-shell quasi-
periodicity vector. The term ‘on-shell’ indicates that the quasi-periodic vector satisfy β 2 = k2
since the incident field must satisfy Eq.(6.1) in the external medium.
The quasi-periodic condition can be viewed as a partial Fourier transform description in
that the overall field behavior is of an oscillatory nature, while the quasi-periodic T-matrix,
Tβ , describes local-field perturbations due to the presence of the particles. Consequently, one
expects the Tβ matrices to be well approximated on a truncated (i.e. finite) partial-wave basis
(similar to the behavior of the isolated particle T-matrices[30]). The quasi-periodic condition
allows the Foldy-Lax equations for the multiple-scattering T-matrices to take the form:
Tβ = t+ tΩβ Tβ , (6.28)
where theΩβ matrix designates a quasi-periodic lattice sum of the irregular translation-addition
matrices:
Ωβ (k) = ∑
r j∈Λ
r j 6=0
eiβ ·r j H
(
kr j
)
. (6.29)
The analytical properties of the irregular translation-addition matrix, H (x), are described in
section 6.8.3 where one also gives expressions for its matrix elements.
The exclusion of the ‘origin’ lattice site, r j = 0, from the sum in Ωβ has a physical
significance in that it accounts for propagation of the light scattered by all the other particles
in the lattice onto the particle at the origin (the light ‘scattered’ by the particle onto itself has
already been included in the individual T-matrix, t). One finds in section 6.8.3 that each matrix
element of the translation-addition matrix, H
(
kr j
)
, can be written:[
H
(
kr j
)]
p,q;p′,q′ =∑
l,m
Cl,m
(
p,q; p′,q′
)
hl
(
kr j
)
Yl,m
(
r̂ j
)
, (6.30)
where the sum over the multipole indices, (l,m) is finite. Expressions for the Cl,m (p,q; p′,q′)
coefficients[31, 5, 29] are given in the section 6.8. Inserting eq.(6.30) into eq.(6.29) and rear-
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ranging the summations, we find[
Ωβ
]
p,q;p′,q′ =∑
l,m
Cl,m
(
p,q; p′,q′
)
∑
r j∈Λ
r j 6=0
eiβ ·r j hl
(
kr j
)
Yl,m
(
r̂ j
)
≡∑
l,m
Cl,m
(
p,q; p′,q′
)
Sl,m (k,β ) . (6.31)
where we have defined Sl,m (k,β ) as a Hankel function lattice sum such that:
Sn,m (k,β )≡ SHn,m (k,β )≡ ∑
r j∈Λ
r j 6=0
eiβ ·r jHn,m
(
kr j
)
. (6.32)
We recall thatHn,m (x)was defined in eq.(6.6) as a partial wave of the spherical Hankel function
type.
It will sometimes prove useful to calculate the analogous lattice sums over the partial
waves of the Bessel or Neumann types, denoted respectively, SJn,m (k,β ) and SYn,m (k,β ). Since
we will principally be concerned with the partial wave lattice sums of the Hankel function type,
Sn,m without a superscript will always indicate a lattice sum of the Hankel function type. We
also remark that the exclusion of the origin position from the lattice sum is important from a
mathematical standpoint since the Hankel functions have an essential singularity at their origin.
The solution to eq.(6.28) for the multiple-scattering T-matrix is readily formulated in
terms of matrix inversion:
Tβ =
[
t−1−Ωβ
]−1
. (6.33)
Once the Tβ matrix is known, the scattering field coefficients for any particle, j, in the lattice is
the same as the coefficients at the origin but multiplied by a eiβ ·r j phase factor. In the matrix
notation, this is simply expressed:
f ( j)β = e
iβ ·r j fβ = e
iβ ·r j Tβ a , (6.34)
where a is the column matrix composed of the incident field coefficients developed around the
origin.
6.3.4.1 Far-fields
The field ‘scattered’ by the grating (i.e. ‘transmitted’ and ‘reflected’ diffraction orders) can be
determined by inserting eq.(6.34) into eq.(6.12) wherein the scattered field takes the form of
a lattice sum of the transverse-outgoing-vector partial waves, ΨH ,q,p, described in eq.(6.9) of
section 6.2:
E s,Λ (r) = E ∑
r j∈Λ
eiβ ·r jΨH
(
kr j
)
fβ
≡ E ∑
q=1,2
∞
∑
p=1
[
∑
r j∈Λ
ΨH ,q,p
(
kr j
)
eiβ ·r j
][
fβ
]
q,p . (6.35)
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We will see in eq.(6.66) of section 6.4.4 that for each multipole order, p = 1, ...∞, and
transverse field character, q = 1,2; the term in brackets can be re-expressed as an infinite sum
of plane waves. Only a finite subset of these waves are of the propagative type however (the rest
are all of an evanescent nature). Consequently, the multipole summation of eq.(6.35) allows
one to calculate the efficiency of each reflected or transmitted order in the far field.
6.3.4.2 Near-fields
Another quantity of physical interest is that of near fields in a particulate grating (non-linear
effects, SERS, etc.). The plane wave expansion discussed above for far fields could be invoked
in principal, but for near fields one must also calculate the (infinite) evanescent orders that one
could neglect in the far field. The convergence of the plane wave expansion will generally be
poor near the grating, which renders this approach unattractive.
As long as the incident field is quasi-periodic with respect to the grating, one needs only
to determine the near fields in a single Brillouin zone around a given lattice site (the site at
the origin being the most practical). In this case, it seems clear that the localized multipolar
field developments are well adapted to the development of the local field in the Brillouin zone.
In multiple scattering theory, the fβ coefficients give the field scattered by the particle at the
origin, while the excitation field corresponds to the field at that was ‘incident’ on this particle,
i.e. the superposition of the field incident on the grating and the field scattered by all the other
particles in the system. This excitation field can be developed on the regular partial waves and
its coefficients, eβ , related to the scattering coefficients via the 1-body T-matrix via the relation:
eβ = t
−1 fβ . (6.36)
The total field in the Brillouin zone is simply a superposition of the scattered and excitation
field:
E (B.z.)t (r) = E
(
ΨH (kr) fβ +ΨJ (kr) t
−1 fβ
)
≡ E ∑
q=1,2
∞
∑
p=1
[
ΨH ,q,p (kr) fq,p+ΨJ ,q,p (kr)eq,p
]
. (6.37)
6.3.4.3 Propagating modes
When the quasi-periodic incident field nearly matches a true guided mode of a structure and/or
quasi-modes (also referred to as leaky modes), then the response of the structure will tend to
be dominated by these ‘modes’. True propagating modes can be guided by either 1, 2 or 3-
D lattices provided that the particles are free from intrinsic losses, however true propagating
modes in 1D and 2D periodic will require the quasi-periodic vector to have evanescent behavior
in the dimensions perpendicular to the lattice. Lossless 3D lattices on the other hand can have
modes described by entirely real values of β . In the presence of intrinsic losses however, all
propagating modes will be a leaky nature since energy is lost during propagation. Such leaky
modes can be described by a complex valued β -vector or a complex value of frequency. The
determination of a ‘leaky’ mode thus involves searching for a complex pole in the determinant
of the multiple-scattering T-matrix,
∣∣Tβ ∣∣.
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Since matrix inversions are numerically expensive, one may prefer to look for zero eigen-
vectors, να , of the matrix
[
t−1−Ωβ α
]
, i.e.[
t−1−Ωβ α
]
να = 0 . (6.38)
However, the search for zero eigenvalues can limit the implantation of complex analysis meth-
ods that have proven useful in determining the position of poles in the complex plane.
The Floquet mode associated with the eigenvector, να , can be constructed from eq.(6.38)
coupled with the plane-wave development the terms in eigenvector, να :
E (F.m.)α (r) = E ∑
q=1,2
∞
∑
p=1
[
∑
r j∈Λ
ΨH ,q,p
(
kr j
)
eiβ α ·r j
]
[να ]q,p . (6.39)
Before finishing this section, it should be pointed out that matrix inversion solutions to
the multiple scattering problem (like that given in eq.(6.33)) were disregarded for a long time
in favor of iterative solutions to the T-matrix or underlying linear system of equations. The
reason for this is that the matrix
[
t−1−Ωβ α
]
is generally ill-conditioned. This difficulty can be
generally overcome by analytical matrix balancing as described in the next section 6.3.5.
6.3.5 Matrix balancing
Although not necessary from a formal standpoint, analytical matrix balancing improves the con-
ditioning of the matrices occurring in multiple-scattering calculations for both matrix inversion
and eigenvalue resolution.[30] Analytical matrix balancing can be achieved by multiplying a
matrix from both the right and left by diagonal matrices, [ξ ] and [ψ]−1, whose matrix elements
are given by:
[ψ]q,q′,p,p′ = δq,q′δp,p′ψn(kR) , [ξ ]q,q′,p,p′ = δq,q′δp,p′ξn(kR) , (6.40)
where ψn(kR) and ξn(kR) are respectively the regular and irregular spherical Ricatti-Bessel
functions (cf. 6.172) and R the radius of the minimal circumscribing sphere surrounding the
scatterers.
Matrix balancing can be readily formulated by defining normalized incident and scattering
coefficients, a and f respectively such that:
a≡ [ψ]a , f β ≡ [ξ ] fβ . (6.41)
The associated normalized or ‘balanced’ matrices are defined[30]:
t ≡ [ξ ] t [ψ]−1 , T β ≡ [ξ ]Tβ [ψ]−1 , Ωβ ≡ [ψ]Ωβ [ξ ]−1 . (6.42)
The above definitions were chosen such that eqs.(6.26) and (6.28) respectively take the
form:
f ( j) ≡ T β a( j) , (6.43)
and
T β a = ta+ tΩβ T β a . (6.44)
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The normalized T-matrix, T , is then obtained via the generally well-conditioned matrix inver-
sion:
T β =
[
t−1−Ωβ
]−1
. (6.45)
Since we generally want the non-normalized T-matrix for applications, we reconstruct, Tβ via a
final multiplication by our diagonal matrices:
Tβ = [ξ ]
−1 T β [ψ] . (6.46)
6.4 Mathematical relations for lattice sums
This section is dedicated to reviewing the mathematical relations that allow one to treat lattice
sums for lattices of dimensions dΛ = 1,2,3 (i.e. particulate chains, gratings, and crystals). They
will notably allow us to evaluate the lattice sum in eq.(6.31) which is used to calculate far-field
response from gratings. These relations were derived (and often rederived) in many places, and
we refer the reader to refs.[15, 16, 19, 20, 8] for additional details and perspectives.
The most difficult mathematical problem to address will be the evaluation of Hankel func-
tion lattice sum, SHn,m that was introduced in eq.(6.32) for the calculation of the Ωβ matrix of
eq.(6.31).
SHn,m ≡ ∑
r j∈Λ
r j 6=0
eiβ ·r jHn,m
(
kr j
)
(6.47)
When not otherwise specified, partial waves lattice sums will always be assumed to be of the
Hankel function type. The underlying reason for this appears in the translation-addition where
Hankel functions allow one to re-express waves scattered by a given lattice site as waves inci-
dent on a different lattice site.
We will occasionally consider Bessel and Neumann types of scalar partial waves:
SYn,m ≡ ∑
r j∈Λ
r j 6=0
eiβ ·r jYn,m
(
kr j
)
SJn,m ≡ ∑
r j∈Λ
r j 6=0
eiβ ·r jJn,m
(
kr j
)
, (6.48)
The interest of these sums in part is due to the fact that SHn,m = S
J
n,m+ iSYn,m but also because S
J
n,m
can potentially prove useful in certain applications. We will see that the relations developed in
this chapter permit the SJn,m sum to be evaluated in closed form, but unfortunately the Neumann
partial wave sum, SYn,m, appears to be as difficult to evaluate as the Hankel partial wave sum,
and a closed form expression does not appear to be possible.
6.4.1 Lattice reduction
Although Ewald sums are a time honored technique in solid state physics, a considerable
amount of effort has recently been devoted to what has come to be called Lattice reduction
techniques. The basic idea turns around the fact that lattice sums tend to be more practical for
dΛ = 1 and dΛ = 3 than for the grating dimension of dΛ = 2.
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First one chooses a coordinate system such that a preferred axis (like the z axis) will lie
along a given lattice vector. For example a = (0,0,a), and b = (0,b2,b1). With this basis the
2D Mono-Layer lattice sum, SMLn,m can then be expressed as a superposition of a Chain sum, S
C
n,m,
containing the origin (z-axis), and a superposition of all the chain sums ‘above’ the central chain
(z>0), denoted SML+n,m or ‘below’ the central chain, S
ML−
n,m (z<0). The central chain can be readily
be evaluated using one of the techniques described in this chapter, while the integral expression
for Hankel functions described in section 6.4.4 allows one to derive efficient expressions for
SML+n,m and S
ML−
n,m .
Lattice reduction can also be applied in the reverse direction, with one expressing the
3D crystalline lattice sum, SLn,m, as the superposition of a monolayer sum in the z = 0 plane,
with sums of all monolayers with z > 0, SL+n,m and all monolayers with z < 0, S
L−
n,m. There exists
efficient techniques for calculating the crystalline lattice sum, SLn,m while one can determine
efficient expressions for SL,+n,m and S
L,−
n,m using again the integral expressions of section 6.4.4. In
this reverse lattice sum method, the monolayer lattice sum is expressed:
SMLn,m = S
L
n,m−SML,+n,m −SL,−n,m . (6.49)
One should that the choice of orientation of the coordinate axis will not be the same in general
for different lattice sum techniques, but these differences can be be compensated for by using
the rotation matrices of section 6.8.4
Lattice reduction is based on the idea that it can prove numerically efficient to carry out
lattice sums for a lattice dimensions other than that desired. To construct a 3D periodic media,
we rotate the 2D lattice of the preceding section back to an orientation in the xOy plane with
a = (a,0,0), and b = (b1,b2,0), and now c = (0,c2,c3). The quasi-periodic vector is given by
β = (β1,β2,β3). The 3D lattice sum can then be written:
SLn,m = S
ML
n,m+S
L+
n,m+S
L−
n,m . (6.50)
The SL+n,m denotes all the z > 0 planes, while S
L−
n,m sums all the z < 0 planes.
The lattice reduction technique breaks the sum down into elements which tend to have
a decreasing difficulties for divergence. An interest of the lattice reduction technique is that it
can be adapted to partial lattices. For instance, large but finite chains, a finite number of infinite
chains or finally a finite number of infinite planes.
6.4.2 Plane wave expansion
The expansion of a plane wave in terms of partial waves allows one to transform between partial
wave and Fourier transforms. It reads:
eik·r = 4pi
∞
∑
ν=0
µ=ν
∑
µ=−ν
iν jν (kr)Y ∗ν ,µ
(
k̂
)
Yν ,µ (r̂)
=
∞
∑
ν=0
µ=ν
∑
µ=−ν
pν ,µΨν ,µ (r) , (6.51)
where Ψν ,µ (r) are the scalar partial wave functions discussed in section 6.2, and pν ,µ the
coefficients in the development of a scalar plane wave on a partial wave basis i.e. :
Ψν ,µ (r)≡ jν (kr)Yν ,µ (r̂) , pn,m = 4piinY ∗n,m
(
k̂
)
. (6.52)
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One can produce an integral expression of jn (kr)Yn,m (r̂) by multiplying both sides of
eq.(6.51) by Yn,m
(
k̂
)
and integrating over all directions of k̂.
∫
dΩkeik·rYn,m
(
k̂
)
= 4pi
∫
dΩk
∞
∑
ν=0
µ=ν
∑
µ=−ν
iν jν (kr)Yν ,µ (r̂)Y ∗ν ,µ
(
k̂
)
Yn,m
(
k̂
)
= 4piin jn (kr)Yn,m (r̂) . (6.53)
We have thus found that regular partial waves are an angular Fourier transform of the spherical
harmonics:
ΨJ ,n,m ≡ jn (kr)Yn,m (r̂) = 14piin
∫
dΩkeik·rYn,m
(
k̂
)
. (6.54)
Likewise, the transverse regular partial waves,ΨJ can be expressed as an angular Fourier
transform of the vector spherical harmonics:
ΨJ ,q=1,n,m(kr) =
i−n
4pi
∫
dΩk eik·rX n,m(k̂)
ΨJ ,q=2,n,m(kr) =
i1−n
4pi
∫
dΩkeik·rZn,m(̂k) . (6.55)
6.4.3 Poisson summation formula
The Poisson summation formula is a crucial mathematical tool for evaluating lattice sums. It
allows one to pass from a sum over the real lattice vectors to a sum over the reciprocal lattice
vectors. Formally, it can be written:
∞
∑
r j∈Λ
eik·r j =
(2pi)dΛ
AdΛ
∑
pg∈Λ∗
δ
(
k− pg
)
, (6.56)
whereAdΛ is the “volume” of the reciprocal lattice cell. Since long and short range interactions
can both be strong for lattice problems, the Poisson summation formula often does not directly
accelerate the lattice sum, but it nevertheless proves invaluable for a number of useful formulas
that we will derive in the rest of this chapter.
For the 1-D sum in eq.(6.95), this can be written:
∞
∑
j=−∞
ei(k+β )·(̂z ja) =
2pi
a
∞
∑
g=−∞
δ
(
kz+βz− 2pia g
)
. (6.57)
We then write this relation in a dimensionless form:
∞
∑
j=−∞
ei(k+β )·(̂z ja) =
2pi
kain
∞
∑
g=−∞
δ
(
kz
k
+
βz
k
−g2pi
ka
)
. (6.58)
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6.4.4 Integral expressions for outgoing partial waves
The Weyl identity expresses the Hankel function of order 0 as an integral of plane waves:
h0 (kr) =
1
2pik
∞∫∫
−∞
dkxdky
exp(±ik · r)
kz
=
1
2pik
∞∫∫
−∞
dkxdky
exp [±i(kxx+ ikyy+ ikzz)]
kz
z≷ 0 , (6.59)
where the plus sign is taken for z > 0 and the minus sign is used when z < 0. The kz component
is fixed by the constraint that k2x + k
2
y + k
2
z = k
2, namely kz =
√
k2− k2x − k2y . It is interesting to
remark that the spherical Bessel function is a superposition of plane waves that are constrained
to satisfy ‖k‖ = k. Since the reciprocal space integration in eq.(6.59) is carried out in the
xOy plane, it is convenient to define a specific symbol for the wavevector in the xOy plane,
K = kxx̂ + kyŷ, and the full wavevector is then, k = K + kzẑ. It is also convenient to define
dimensionless factor :
γz ≡ kz/k =
√
k2−K2
k
(6.60)
If we take the position vector r in eq.(6.59) to lie along the z axis, r = rẑ, then we can
integrate over the azimuthal angle to obtain a single integral expression for Hankel functions
that can be used in lattice sums:
h0 (kr) =
1
k
∫ ∞
0
dKK
exp [±ikzr]
kz
z≷ 0 . (6.61)
Wittmann pointed out that the above Weyl identity of eq.(6.59) can be generalized to all
partial waves of the Hankel function type[33] :
ΨH ,n,m ≡ hn (kr)Yn,m(r̂)
=
i−n
2pik
∞∫∫
−∞
dkxdky (kx+ iky)
m P˜mn (γz)
exp(±i(kxx+ kyy+ kzz))
kz
z≷ 0 .
(6.62)
If we take r again to lie along the z axis, we find an integral expression for spherical Hankel
functions:
hn (kr) =
i−n
k
∫ ∞
0
dKK Pn (γz)
exp [iγzkr]
kz
. (6.63)
The integral relation of eq.(6.62) can also be extended to the outgoing vector partial
waves:
ΨH ,q=1,n,m(kr) = i
−n
2pik
∞∫∫
−∞
dkxdky
exp(±i(kxx+kyy+kzz))
kz
X n,m(k̂)
ΨH ,q=2,n,m(kr) = i
1−n
2pik
∞∫∫
−∞
dkxdky
exp(±i(kxx+kyy+kzz))
kz
Zn,m(̂k)
z≷ 0 . (6.64)
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The Poisson sum rule allows one to express quasi-periodic 2D lattice sum in terms of 2D
reciprocal lattice vectors. For the scalar partial waves, one has:
∑
r j∈Λ
exp
(
iβ · r j
)
ΨH ,n,m
(
kr j
)
= ∑
pg∈Λ∗
2pii−n
kk+g,zA2
Yn,m
(
k̂
±
g
)
exp
(
ik±g · r
)
z≷ 0 , (6.65)
while for the vector partial waves,
∑
r j∈Λ
exp
(
iβ · r j
)
ΨH ,1,n,m(kr j) = ∑
pg∈Λ∗
2pii−n
kk+g,zA2
X n,m
(
k̂
±
g
)
exp
(
ik±g · r
)
∑
r j∈Λ
exp
(
iβ · r j
)
ΨH ,2,n,m(kr j) = ∑
pg∈Λ∗
2pii1−n
kk+g,zA2
Zn,m
(
k̂
±
g
)
exp
(
ik±g · r
)
z≷ 0 . (6.66)
In the partial wave lattice sums of eqs.(6.65) and (6.66), the wavevector k±g is given by:
k±g ≡
(
β ‖+ pg± ẑ
√
k2−
(
β ‖+ pg
)2)
, (6.67)
and k+gz is its z component:
k+g,z ≡ k±g · ẑ =
√
k2−
(
β ‖+ pg
)2
. (6.68)
One remarks that for a real Bloch vector β ‖, the wavevector k
±
g is real i.e. propagative in nature
only for those lattice vectors for which
k >
∣∣∣∣∣∣β ‖+ pg∣∣∣∣∣∣ . (6.69)
6.4.5 Partial wave rotation
Let us consider once define a row ‘matrix’, ΨtJ , defined as being composed of the regular
partial waves defined in eq.(6.5)
Ψt (kr) = [J0,0 (kr) ,J1,−1 (kr) ,J1,0 (kr) , ..., ] (6.70)
(or alternatively in terms one of the irregular partial waves in which case the are denoted ΨtY or
ΨtH ). The arbitrariness of the coordinate system orientation imposes transformation relations
amongst the partial waves with the same orbital quantum number n. Let us consider a position
M given by the vector r in our chosen coordinate system. We next consider another coordinate
system with the same origin, but rotated by the 3 Euler angles, α , β , and γ in which the same
point M is now designated by a vector r ′(n.b. |r ′| = |r| = r). The linear relationship between
the row matrix in these 2 coordinate systems is then:
Ψt (kr) =Ψt
(
kr ′
)
D (α,β ,γ) . (6.71)
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If the rotated coordinate systems is taken such that r ′ lies along the z axis in the rotated coordi-
nate n this relation takes the form:
Ψt (kr) =Ψt (krẑ)D (φ ,θ ,0) . (6.72)
In component form this reads for Hankel function sums:
hn (kr)Yn,m (r̂) = hn (kr)Yn0 (0,0)Dn,0;n,m (φr̂ ,θr̂ ,0)
=
√
2n+1
4pi
hn (kr)Dn,0;n,m (φr̂ ,θr̂ ,0) , (6.73)
where we used eq.(6.80) for an expression of the Yn,0 (0,0).
6.5 Numerical Examples
This section will focuses on infinite chains of particles since this problem provides a relatively
simple concrete example of the methods developed in this chapter.
6.5.1 Far and near field response from gratings
As discussed in section 6.3, once the lattice sums have been determined for all the Ωβ matrix
elements, and the lattice T-matrix of eq.(6.33) obtained, one has ready access to both the far
and near field response of the system. However, the quasi-periodic lattice for all the multipole
orders must be calculated anew whenever one looks for response to a different quasi-periodicity
vector, β or wavenumber k (i.e. frequency).
6.5.2 Modes for particulate chains
There is considerable interest in calculating and characterizing the ‘propagating’ modes of pe-
riodic chains, gratings, and finite stacks of particulate gratings. For planar surfaces, Greffet
has argued[2] that the Leaky-modes can be described by letting either frequency or wavevector
be described by a complex number. This idea has recently been employed by several authors
for calculating modes in infinite particulate chains where the component of β along the chain
axis is allowed to be a complex number.[23, 4, 6, 11, 12] The alternative choice of complex
frequency seems equally practical for infinite 1-D chains when the particles are lossless. For
scatterers composed of dispersive materials however, the complex frequency choice requires
an analytical model for permittivity like the Drude or Lorentz models, and all modes become
leaky-modes. When analyzing grating systems, it appears simpler to allow for frequency to
be the complex parameter, but complex wavevectors remain a viable method. if one defines a
complex propagation vector in the grating plane.[9].
Typically, one has looked for propagating modes in particulate arrays of sub-wavelength
particles metallic particles. There is however an increased interest in high index dielectrics. Due
to the complexity of the full multipole approach, most works search for modes in the complex
plane have adopted what amounts to be a electric dipole approximation to eq.(6.33).[23] We
have recently argued that electric dipole approximation is insufficient in the presence of strong
interactions that are provoked by resonances.[23] These results and conclusions are reviewed
here.
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We adopt the same parameters for a plasmonic chain as Conforti and Guasoni.[6] Namely,
we consider an infinite chain of identical 50nm diameter silver particles separated by d = 75nm
(center-to-center). The system is immersed in a non-magnetic medium with relative permittivity
ε = 2.25 (n = 1.5).
The figures are plotted with normalized frequencies and wave-vectors:
ω ≡ ωd
2pic
=
d
λv
β ≡ βd
2pi
(6.74)
where λv is the vacuum wavelength. The light line for these parameters is given by ω = βnmed .
The dispersion relations of the principal propagating modes calculated in the electric dipole
approximation are plotted in figure 6.2 (dashed curves). They are then compared with fully
converged nmax = 10 calculations of these dispersion relations (solid line) in this same figure
by solving eq.(6.38). The imaginary part of the dispersion relations for dipolar and converged
multipole calculations are given in figure 6.2a).
Figure 6.2: Real parts (a) and imaginary parts (b) of the mode dispersion relations in the dipole approximation
(dashed curves), and fully converged multipole calculations with nmax = 10 (full lines). The Longitudinal mode
with positive imaginary part is in cyan(gray) the “T1” mode with positive imaginary part is in blue(black line).
The “T2” transverse mode with negative imaginary part is in orange(gray). reproduced with permission :
http://dx.doi.org/10.1364/JOSAB.29.001012
Figures 6.2a) and 6.2b) merit some commentary. It is immediately clear that the dipole
approximation provides a moderately accurate prediction of dispersion relations only over a
narrow range of frequencies for which the imaginary part of the propagating wavevector is
rather small, and the real part is near the light line. One should also recall that symmetry
dictates that if a given value of β corresponds to mode at a given frequency, then by symmetry,
−β is also a solution to these equations. For the sake of clarity, these symmetric modes are not
presented in these figures.
Like Conforti and Guasoni[6], we find a transverse mode, labeled “T2” whose imaginary
part of β is opposite in sign with the real part of β . It may prove physically relevant to think of
this T2 mode as a backscattering mode, or to interpret this in terms of negative effective index.
It is interesting to remark that the T2 mode tends toward the edge of the Brillouin zone at low
frequencies.
Our dipole approximation predictions for the longitudinal mode are quite similar to that of
ref.[6] wherein the dipole prediction is that the mode “folds back” before reaching the edge of
the Brillouin zone. The full multipole calculations on the other hand predict that the longitudinal
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mode goes to the edge of the Brillouin zone, and that the “fold back” only occurs after it has
gone “beyond” the edge of the Brillouin zone. In our calculations, the “T1” mode is quite close
to the light line, and henceforth rather poorly confined by the plasmon chain so its importance in
applications seems limited. In our calculations, the dipole approximation for the “T1” mode is
quite similar to the multipole solution except that we only found that the full multipole solution
predicted both extremities of the T1 mode to lie on the light line.
Figure 6.3: Normalized extinction is a solid blue (line) and scattering cross section given by a dashed
green line of a silver monomer in terms of frequency (a = 25nm). reproduced with permission :
http://dx.doi.org/10.1364/JOSAB.29.001012
Due to the system design (sub-wavelength resonant particles) one expected to find signif-
icant guiding of modes only in the frequency domains where the scattering cross section of the
individual particles is non-negligible. To illustrate this point, we plot the extinction and scatter-
ing cross section for an individual particle in the chain in figure 6.3. We remark in particular
that near individual particle resonance maxima, all the guided modes of figure 6.2 lie near the
light line, and it is also here also that their imaginary parts are smallest. Furthermore, with the
exception of the ‘backscattering’ mode T2, all guided modes apparently cease to exist when one
moves sufficiently far away from the scattering resonance frequency.
The reader has probably remarked some strange behavior of the modes in the electric
dipole approximation at high frequencies. For instance, at around ω˜ = 0.225 a “kink” appears
in the longitudinal mode, and a spurious T2 solution emerges from the light line. We carried
out mode calculations with various multipole cutoffs and found that such kinks and spurious
solutions were relatively commonplace (at high or low frequencies) when low numbers of mul-
tipoles are used in the simulations and such behavior disappears when higher multipole orders
are used. It is also worth remarking that for high order simulations, the Re[β ] of the modes
terminate at either the light line, or the edge of the Brillouin zone, but modes can terminate at
undiscriminating positions in β space when calculations are carried out at low order.
The mode diagrams of figures 6.2a) and 6.2b) were somewhat unconventional since they
did not display symmetric, −β , modes, and allowed the dispersion relation of the longitudinal
mode to move outside the Brillouin zone. A more conventional representation of the dispersion
relations is given in figure 6.4 which includes the symmetric modes, but only displays modes
when Re[β ] has positive values lying within Brillouin zone (here we display only the results of
multipole calculations). Transverse modes with Im[β ]> 0 modes are given by solid blue(black)
lines, while transverse modes with Im[β ]< 0 are dashed dashed blue(black) lines. Longitudinal
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Figure 6.4: Positive and imaginary parts of the dispersion relations in the Re[β ] > 0 part of the Brillouin zone.
Transverse modes with: Im[β ]> 0 modes are solid blue(black) lines, while that with Im[β ]< 0 is given by a dashed
blue(black) line. Longitudinal modes with Im[β ] > 0 are solid cyan(gray) lines, while those with Im[β ] < 0 is a
dashed cyan(gray) line. reproduced with permission : http://dx.doi.org/10.1364/JOSAB.29.001012
modes with Im[β ]> 0 are given by solid cyan(gray) lines while longitudinal modes with nega-
tive Im[β ] are in dashed cyan(gray). It is interesting to note that the longitudinal modes extend
to the positive edge of the Brillouin zone and that the “fold back” only occurs when Im[β ] of the
longitudinal mode is negative. One can also remark that transverse modes, T2, with both posi-
tive and negative Im[β ] exist above the light line, but that their imaginary parts are quite large.
Longitudinal modes above the light line also exist at frequencies below the particle resonance
maximum, but these modes remain quite close to the light line.
6.6 Chain sums
6.6.1 Hankel function chain sums
A periodic chain of wave scattering is defined by a lattice vector a, such that there is an elemen-
tary ‘scatterer’ at all positions r j i.e.:
r j ≡ ja j ∈ Z j =−∞, ...−2,−1,0,1,2, ...,∞ . (6.75)
A chain sum for a quasi-periodicity vector β is defined:
SCn,m (k,a,β ; â)≡ SC,Hn,m (k,a,β ; â)≡ ∑
j 6=0
j∈Z
Hn,m ( ja)ei jaβ ·â . (6.76)
One can remark that the chain sum, SCn,m, depends on the amplitude of the lattice vector a = |a|,
and its direction, and the scalar product between a and another vector β which we will call
the ‘incident’ or ‘quasi-periodicity’ vector. The chain sum in fact only depends on the scalar
product between β and the periodicity vector:
β ≡ β · â . (6.77)
One remarks that the direction of a depends on the orientation of the coordinate system. We
can take advantage of this fact to define the z axis as the direction of a such that:
r j = jaẑ , (6.78)
225
6.22 Gratings: Theory and Numeric Applications, Second edition 2014
but one must keep in mind that the expression for SCn,m is reference frame dependent. In this
coordinate system, the chain sum, SCn,m (k,a,β ; ẑ), takes the form :
SCn,m (k,a,β ; ẑ)≡ ∑
j 6=0
j∈Z
Hn,m ( jaẑ)eiβ ·̂z ja
= ∑
j 6=0
j∈Z
hn (k | j|a)Yn,m
(
j
| j| ẑ
)
eiβa j
= δm,0λn,0
∞
∑
j=1
hn ( jka)
[
ei jβa+(−1)n e−i jβa
]
, (6.79)
where we used the fact that only the m = 0 scalar spherical harmonics are non-zero at θ = 0,pi:
Yn,m (0,0) = δm,0λn,0 =
√
2n+1
4pi
Yn,0 (pi,0) = δm,0 (−)nYn,m (0,0) . (6.80)
The analytical expressions for the first few Hankel function are:
h0 (x) =− ixe
ix
h1 (x) = eix
(−1
x
− i
x2
)
h2 (x) = eix
(
i
x
− 3
x2
− 3i
x3
)
, (6.81)
which are readily obtained from the general analytic expression for Hankel functions of arbitrary
order:
hn (x) = (−i)n+1
n
∑
s=0
is
2ss!
(n+ s)!
(n− s)!
eix
xs+1
. (6.82)
6.6.2 Integral technique for Hankel lattice sums
Generalizing the Weyl integral to produce an integral expression for spherical Hankel functions
gives us the integral:
hn (kr) =
1
kin
∫ ∞
0
dK K Pn (γz)
exp(ikzr)
kz
, (6.83)
where we recall that kz =
√
k2−K2 = kγz and K =
√
k2x + k2y is the wavevector component in
the xOy plane.
If we try to evaluate this integral numerically, we will encounter problems when we go
past the point where kz = 0. Since the singularity coming from the kz denominator lies just
above the real axis, we can analytically continue the integration into the fourth quadrant of the
complex plane. Any angle will do as long as the resulting line integral is sufficiently far from
the positive real axis or the negative imaginary axis. We will generally take an angle of 45◦ as
a reasonable compromise. We will find that the integrand will decrease exponentially for large
|K| in the complex plane so that we don’t have much problem with the integral extending to
infinity.
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Thanks to the integral expression for Hankel functions of eq.(6.83), we are now ready to
treat an infinite chain sum for a chain oriented along the z axis:
SCn,m (k,a,β ; ẑ) = ∑
j∈Z∗
exp(iβa j)hn (k | j|a)Yn,m
(
j
| j| ẑ
)
=
∞
∑
j=1
exp(iβa j)hn (ka j)Yn,m (0,0)
+
∞
∑
j=1
exp(−iβa j)hn (ka j)Yn,m (pi,0)
= δm,0
√
2n+1
4pi
[
∞
∑
j=1
exp(iβa j)hn (ka j)+(−)n
∞
∑
j=1
exp(−iβa j)hn (ka j)
]
(6.84)
where we used:
Yn,m (0,0) = δm,0
√
2n+1
4pi
Pn (1) , Yn,m (pi,0) = δm,0
√
2n+1
4pi
Pn (−1) , (6.85)
and
Pn (1) = 1 , Pn (−1) = (−1)n . (6.86)
Using the integral relation of eq.(6.83), we have:
SCn,m (k,a,β ; ẑ) = δm,0
√
2n+1
4pi
1
ink
∫ ∞
0
dK K
Pn (kz/k)
kz
×
[
∞
∑
j=1
exp [i(kz+β ) jd]+ (−)n
∞
∑
j=1
exp [i(kz−β ) ja]
]
. (6.87)
We have finally an integral expression for the chain sums:
SCn,m (k,a,β ; ẑ) = ∑
j∈Z∗
exp(iβ jd)hn
(
kr j
)
Yn,m
(
r̂ j
)
= δm,0
√
2n+1
4pi
1
kin
∫ ∞
0
dK K
Pn (kz)
kz
×
[
1
exp [−i(kz+β )a]−1 +
(−)n
exp [−i(kz−β )a]−1
]
. (6.88)
6.6.3 Polylog approach to Hankel chain sums
Inspection of eqs.(6.84) and (6.82) shows that all terms in the chain sum can be expressed in
terms of polylogarithm functions which are defined by[1]:
Lin (z) =
∞
∑
j=1
z j
jn
. (6.89)
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The chain sum expressed in terms of polylogarithms is then:
SCn,m (k,a,β ; ẑ) = δm,0
√
2n+1
4pi
n
∑
s=0
[(
(−i)n+1 i
s
2ss!
(n+ s)!
(n− s)!
)
×(Lis+1 exp [i(k+β )a]+ (−)
n Lis+1 exp [i(k−β )a])
(ka)s+1
]
.
(6.90)
This was the chain sum for outgoing Hankel functions, but we will also sometimes be interested
in incoming Hankel functions, or Bessel functions of the fourth kind. These are expressed:
h(4)n (x)≡ h−n (x) = jn (x)− iyn (x) , (6.91)
and their chain sums are:
SCn,m (k,a,β ; ẑ) = δm,0
√
2n+1
4pi
n
∑
s=0
[(
(−i)n+1 i
s
2ss!
(n+ s)!
(n− s)!
)
×(Lis+1 exp [−i(k−β )a]+ (−)
n Lis+1 exp [−i(k+β )a])
(ka)s+1
]
.
(6.92)
6.6.4 Bessel function chain sums
Although fully analytic expressions for Hankel function chain and lattice sums do not seem to
exist currently, the Bessel functions lattice and chain sums do have analytic expressions. These
Bessel function sums are useful in their own right for certain applications:
SC,Jn (k,a,β ; ẑ) =
∞
∑
j=−∞, j 6=0
Yn,m
(
r̂ j
)
jn ( jka)ei jβa
=
∞
∑
j=−∞
Yn,m
(
r̂ j
)
jn ( jka)ei jβa−
∞
∑
j=−∞
Y0,0 (r̂0) j0 ( jka)
=
∞
∑
j=−∞
Yn,m
(
r̂ j
)
jn ( jka)ei jβa− 1√
4pi
δn,0 . (6.93)
Using the integral expression for Yn,m
(
r̂ j
)
jn ( jka) as an integral over the directions a wavenum-
ber k̂ as derived in eq.(6.54) allows us to write:
jn
(
kR j
)
Yn,m
(
r̂ j
)
eiβ ·(̂z ja) =
1
4piin
∫
Yn,m
(
k̂
)
eiβ ·̂z jaeik ·̂z jadΩk . (6.94)
The lattice sum of the Bessel type then can be written:
SC,Jn (k,a,β ; ẑ) =
1
4piin
∫
Yn,m
(
k̂
)[ ∞
∑
j=−∞
ei(k+β )·(̂z ja)
]
dΩk−
1√
4pi
δn,0 . (6.95)
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At this point, one invokes the Poisson summation formula which can be written formally as:
∞
∑
r j∈Λ
eik·r j =
(2pi)dΛ
A ∑pg∈Λ∗
δ
(
k− pg
)
, (6.96)
where A is the “volume” of the reciprocal cell. For the 1-D sum in eq.(6.95), this can be
written:
∞
∑
j=−∞
ei(k+β )·(̂z ja) =
2pi
a
∞
∑
g=−∞
δ
(
kz+βz− 2pia g
)
. (6.97)
We then write this relation in a dimensionless form:
∞
∑
j=−∞
ei(k+β )·(̂z ja) =
2pi
kain
∞
∑
g=−∞
δ
(
kz
k
+
βz
k
−g2pi
ka
)
. (6.98)
Putting this relation into the k̂ integral of eq.(6.95), we then obtain a finite sum expression for
SC,Jn :
SC,Jn (k,a,β ; ẑ) =− 1√
4pi
δn,0+
piin
ka
gmax
∑
g=gmin
Yn0
(
cosβz,q
)
, (6.99)
where since -1 < kz/k < 1 we only sum over those values of g for which
−1 <ℜ
[
βza+2pig
ka
]
< 1 . (6.100)
The values gmin and gmax are:
gmin =
(
−βza− ka
2pi
)
+1 gmax =−βza+ ka2pi . (6.101)
The angle cosβz,g in eq.(6.99) is given by:
cosβz,g ≡ βza+2pigka =ℜ [βz/k]+ iℑ [βz/k]+g
2pi
ka
, (6.102)
where we used the parity relation:
Yn,m (−r̂) = (−1)nYn,m (−r̂) . (6.103)
We recall that the sin and cosines for a complex angle, θk = θ ′+θ ′′, are given by:
cosθk =
eiθ
′
e−θ ′′+ e−iθ ′eθ ′′
2
= cosθ ′ coshθ ′′− isinθ ′ sinhθ ′′ , (6.104)
and
sinθk =
eiθ
′
e−θ ′′− e−iθ ′eθ ′′
2i
= sinθ ′ coshθ ′′+ icosθ ′ sinhθ ′′ . (6.105)
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6.6.5 Chain sum rotation
The chain sums expressions given in eqs.(6.88), (6.90), and (6.99) all took advantage of the
facilities presented by orienting the chain of particles along the z axis. When performing lattice
reduction techniques, it is necessary to have chain sums in other orientations. The chain sum is
obtained by applying:
Yn,m (r̂) = Yn,0 (̂z)D
(n)
0,m (θr̂ ,φr̂) =
√
2n+1
4pi
D
(n)
0,m (θr̂ ,φr̂) , (6.106)
which just translates the relation derived in Edmonds (eq.(4.1.25) page 59) that:
D
(n)
0,m (θ ,φ) =
√
4pi
2n+1
Yn,m (θ ,φ) . (6.107)
Thus is trivial to write chain sums of any type (J ,H ,Y ) in an arbitrary orientation, r̂, in terms
of the chain sum in the direction ẑ by the simple relation:
SCn,m (β ; r̂) = S
C
n (β ; ẑ)
√
4pi
2n+1
Yn,m (θr̂ ,φr̂) . (6.108)
An orientation along the x axis is for example:
SCn,m (β ; x̂) = S
C
n (β ; ẑ)
√
4pi
2n+1
Yn,m
(pi
2
,0
)
, (6.109)
is useful when carrying out a monolayer sum in the next section. An orientation along the y axis
is for example:
SCn,m (β ; ŷ) = S
C
n (β ; ẑ)
√
4pi
2n+1
Yn,m
(pi
2
,
pi
2
)
. (6.110)
6.7 Grating lattice sums
A 2D periodic media is characterized by two basic lattice vectors a, b. Although, we want to
describe a system with lattice vectors a = (a,0,0), and b = (b1,b2,0), we are going to work in
a rotated coordinate systems in which the lattice will be placed in the xOy plane.
6.7.1 Integral technique
For the integral technique, it is useful to adopt a coordinate system where the a lattice vector
lies along the y axis. In this coordinate system, the basis vectors are a = (0,a,0), b = (0,b2,b1),
then lattice sites are given by:
r j=( ja, jb) = jaa+ jbb = (0, jaa+ jbb2, jbb1) . (6.111)
In this case, fixing jb = 0 and summing over ja corresponds to a chain sum along the y axis,
and jb ≶ 0, corresponds to a term in the z≶ 0 half plane respectively.
The Mono-Layer (ML) lattice sum, SMLn,m, can be written:
SMLn,m = S
C
n,m (β1; ŷ)+S
ML+
n,m +S
ML−
n,m , (6.112)
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where SCn,m (β1; ŷ) is the chain sum along the y axis, and SMLn,m is the sum of all the sites with
z 6= 0 The lattice sum for all jb > 0 (z > 0) sites can be expressed as an integral:
SML+n,m =−
(−)m
inka
∞
∑
g=−∞
∫ ∞
0
dkx
kz
P˜(m)n (γ) [(kg− ikx)m+(kg+ ikx)m]
× 1
1− exp{−i [b2 (β2− kg)+b1 (β1+ γ)]} , (6.113)
while the lattice sum for all jb < 0, can be expressed:
SML−n,m =−
1
(−i)n ka
∞
∑
g=−∞
∫ ∞
0
dkx
kz
P˜(m)n (γ) [(kg− ikx)m+(kg+ ikx)m]
× 1
1− exp{−i [b2 (−β2+ kg)+b1 (−β1+ γ)]} . (6.114)
In both of these expressions, we defined kg as the reciprocal lattice vector along the y axis:
kg ≡ β2+2pig/a , (6.115)
and γ is the reciprocal lattice vector along the z axis:
γ ≡
√
1− k2g− k2x . (6.116)
At the end of this calculation, one should keep in mind that lattice sum was carried out in a
system where the lattice was in the yOz plane. One can obtain the expression for the lattice sum
in the xOy plane by rotating the lattice sums by 90◦ around the y axis in a clockwise manner,
and then 90◦ around the new y′ axis, and finally 90◦ around the new z′′ axis.
6.7.2 Modified Bessel function sums
Although the integral technique is rather efficient, one may prefer to obtain do a little more
analytic work and obtain the lattice sum in a manner which takes the from of a lattice sum in
a 2D host space. As for the integral it proves convenient to place the lattice in the yOz plane,
but this time, one places the a lattice vector along the z axis, so that the lattice vectors can be
written:
a = (0,0,a) , and b = (0,b2,b1) .
The lattice sites in this system can be expressed:
r j=( ja, jb) = jaa+ jbb = (0, jbb2, jaa+ jbb1) = jbb2ŷ+( jaa+ jbb1) ẑ . (6.117)
The reciprocal lattice is given by:
Kg=(ga,gb) = gaa˜+gbb˜ , (6.118)
where the reciprocal lattice vectors are:
a˜ =
1
ab2
(0,−b1,b2) b˜ =
(
0,
1
b2
,0
)
. (6.119)
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This time, lattice reduction is performed by carrying out the lattice sum on the z axis of
the working coordinate system which is to say that one sets jb = 0, and sums over all ja. The
lattice sum is then achieved by:
SMLn,m = S
C
n,m (β1; ẑ)+S
ML,+
n,m +S
ML,−
n,m , (6.120)
where SML,±n,m is the sum of all sites except those along the z axis:
SML,±n,m = ∑
jb∈Z∗
ei jb(β1b1+β2b2)
∞
∑
ja=−∞
ei jaβ1aHn,m
(
kr j
)
. (6.121)
Since jb 6= 0 in this sum and all lattice sites are in the yOz plane, the azimuthal angle of r j is
either pi/2 or −pi/2 for jb > 0 or jb < 0 respectively. This allows us to conclude in this plane,
Hn,m doesn’t depend on the sign of m:
Hn,−m
(
kr j
)
=Hn,m
(
kr j
)
. (6.122)
We then appeal to an integral representation:
hn (kr)P
m
n (cosθ) =
(−i)n+1
pi
∫ ∞
−∞
eikztKm (−ikργ (t))Pmn (t)dt (6.123)
=
(−i)n−m
pi
∫ ∞
−∞
eikztHm (kργ (t))P
m
n (t)dt , (6.124)
where z = r cosθ , kρ =
√
(kr)2− (kz)2 > 0, and Km (z) is a modified Bessel function defined
by:
Km (z)≡ im+1Hm (iz) , (6.125)
and finally γ (t) is defined such that:
γ (t) =
{
i
√
t2−1 |t| ≥ 1√
1− t2 t < 1 . (6.126)
The modified Bessel functions, Km (z). The ja sum can then be written:
∞
∑
ja=−∞
ei jaβ1aHn,m
(
kr j
)
=
(−i)n
pi
(−)m [sgn( jb)]m
∞
∑
ja=−∞
ei jaβ1a
∫ ∞
−∞
eik( jaa+ jbb1)tHm (kργ (t))P
m
n (t)dt (6.127)
=
(−i)n
pi
(−)m [sgn( jb)]m
∫ ∞
−∞
∞
∑
ja=−∞
ei ja(β1+kt)aeik jbb1tHm (kργ (t))P
m
n (t)dt . (6.128)
Using the 1D Poisson sum formula, we have:
∞
∑
ja=−∞
ei ja(kt+β1)a =
2pi
a
∞
∑
g=−∞
δ
(
kt+β1+g
2pi
a
)
=
2pi
ka
∞
∑
g=−∞
δ
(
t+
β1
k
+g
2pi
ka
)
. (6.129)
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∞
∑
ja=−∞
ei jaβ1aHn,m
(
kr j
)
=
(−i)n
pi
(−)m [sgn( jb)]m
∫ ∞
−∞
eik jbb1t
∞
∑
ja=−∞
ei ja(β1+kt)aHm (kργz (t))P
m
n (t)dt
=
2(−i)n
ka
(−)m [sgn( jb)]m
∞
∑
g=−∞
e−iβ1p jbb1Hm (kb2 | jb|γg)Pmn
(
−β 1,g
)
=
2in
ka
[sgn( jb)]
m
∞
∑
g=−∞
e−iβ1,g jbb1Hm (kb2 | jb|γg)Pmn
(
β 1,g
)
, (6.130)
where β1,g and β 1,g are defined:
β1,g ≡ β1+g2pia β 1,g ≡
β1
k
+g
2pi
ka
(6.131)
and
γg ≡ γ
(
β 1,g
)
. (6.132)
We have therefore the monolayer sum:
SML,±n,m =
2in
ka
∞
∑
g=−∞
Pmn
(
β 1,g
)
∑
jb∈Z∗
ei jb(β1−β1,g)b1ei jbβ2b2 [sgn( jb)]m Hm (kb2 | jb|γg)
=
2in
ka
∞
∑
g=−∞
Pmn
(
β 1,g
) ∞
∑
jb=1
[
ei jbwg +(−)m e−i jbwg]Hm (kb2 jbγg)
=
2in
ka
∞
∑
g=−∞
Pmn
(
β 1,g
)
Sm (wg,kb2γg) , (6.133)
where we defined:
wg ≡ β2b2− 2ppib1a . (6.134)
One can rotate the lattice sum to put it in the desired coordinate system in the xOy plane. This
can be obtained simply by a rotation of 90◦ about the y axis. The expression of eq.(6.133) is
still in the form of the 2 double infinite sums like our initial expression. However, only a finite
number of g values will correspond to propagating modes, i.e.
∣∣∣β 1,g∣∣∣< 1, and the other values
for g correspond to evanescent modes and are exponentially convergent. therefore infinite series
sums. The jb sum in eq.(6.133) is known as a Schlömilch series, and it can be expressed as a
finite sum of Bernoulli polynomials.
6.7.3 Schlömilch series
The Schlömilch series can be expressed
Sm (λ ,µ)≡
∞
∑
j=1
[
eiλ j +(−)m e−iλ j
]
Hm (µ j) . (6.135)
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The zero order sum is
S0 (λ ,µ) =−1− 2ipi
(
C+ log
µ
4pi
)
+
2
Θ0
+ ∑
g∈Z∗
(
2
Θg
+
i
pi |g|
)
, (6.136)
where C ' 0.5772 is Euler’s constant and
Θg =
(
µ2−λ 2g
)1/2 λg = λ +2gpi . (6.137)
6.8 Addition theorem and Rotation matrices
6.8.1 Scalar spherical harmonics
The scalar spherical harmonics, Yn,m(θ ,φ), are expressed in terms of the associated Legendre
functions Pmn (cosθ) [7] :
Yn,m(θ ,φ) =
[
2n+1
4pi
(n−m)!
(n+m)!
] 1
2
Pmn (cosθ)exp(imφ)
≡ Pmn (cosθ)exp(imφ) , (6.138)
where in the second line we have introduced the normalized associated Legendre functions,
Pmn (cosθk)≡ λn,mPmn (cosθk), where the λn,m normalization factor is defined:
λn,m ≡
[
2n+1
4pi
(n−m)!
(n+m)!
] 1
2
. (6.139)
These scalar spherical harmonics are normalized with respect to an integration over the solid
angles :∫ 4pi
0
dΩY ∗ν ,µ(θ ,φ)Yn,m(θ ,φ)≡ (−1)µ
∫ pi
0
sinθdθ
∫ 2pi
0
dφ Yν ,−µ(θ ,φ)Yn,m(θ ,φ)
= δn,νδm,µ . (6.140)
In principal, the Legendre polynomials, Pn(x) = P0n (x), can be obtained from Rodrigues’
formula:
Pn(x) =
1
2nn!
dn
dxn
(
x2−1)n , (6.141)
but in practice we will calculate them with recurrence relations. Likewise, the associated Leg-
endre functions could be obtained for from the expression:
Pmn (x) = (−1)m
(
1− x2)m/2 dm
dxm
Pn(x) . (6.142)
Their calculation is simplified by noting that the normalized associated Legendre functions have
the convenient parity property that:
P−mn (x) = (−1)m Pmn (x) . (6.143)
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There are alternative ways of calculating the scalar spherical harmonics that are better for
formulating lattice sums and reflections from a physical interface. In lattice sums and reflections
from surfaces, the spherical harmonics will be evaluated in terms of the direction of the incident
or reflected wavevectors, k̂:
Yn,m (θk,φk) = Yn,m
(
k̂
)
= Yn,m (k/k) = Yn,m (kx/k,ky/k,kz/k) , (6.144)
where we recall that:
kz
k
= cosθk
kx/k = sinθk cosφk
ky/k = sinθk sinφk , (6.145)
and we keep in mind that Pmn are functions of cosθk = kz/k.
Since x = cosθ , and the Pn(x) are polynomials in x, the d
m
dxm Pn(x) are functions of
cosθ . The factor
(
1− x2)m/2 corresponds to sinmθk with no ambiguity in sign since Re{θk} is
∈ (0,pi). One should remark that the (1− x2)m/2 is non-polynomial so that is why one refers
to them as associated Legendre functions. For applications involving reciprocal space and/or
integrations in the complex plane it proves useful to explicitly extract this factor, and define
associated Legendre polynomials, which we shall denote, P˜mn (not to be confused with the nor-
malized associated Legendre functions).
For positive m we have then:
Yn,m (kx/k,ky/k,kz/k) = P
m
n (cosθk)exp(imφk)
= λn,m(−1)m sinmθk (cosφk + isinφk)m d
m
dxm
Pn(
kz
k
)
= (sinθk cosφk + isinθk sinφk)m (−1)mλn,m d
m
dxm
Pn(
kz
k
)
= (kx/k+ iky/k)
m (−1)mλn,m d
m
dxm
Pn(
kz
k
)
= (kx/k+ iky/k)
m P˜mn (
kz
k
) =
(
K
k
)|m|
exp(imφk) P˜mn (
kz
k
) . (6.146)
where we have defined the normalized associated Legendre polynomials, P˜mn , such that:
P˜mn (
kz
k
)≡ (−1)mλn,m d
m
dxm
Pn(
kz
k
) . (6.147)
The parameter,
K ≡ kxx̂+ kyŷ , (6.148)
corresponds to the momentum space vector in the x-y plane.
The wave vector components kx, ky, and kz are related to the possibly complex angles, θk
and φk, via the relations:
kx = k sinθk cosφk
ky = k sinθk sinφk
k2z = k
2−K2 = k2 cos2θk , (6.149)
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This relation of eq.(6.146) for Yn,m can be extended to negative m by writing :
Yn,m (kx/k,ky/k,kz/k) =
(
K
k
)|m|
exp(imφk) P˜mn (
kz
k
) m≷ 0 , (6.150)
as long as we define P˜−mn such that :
P˜−mn ≡ (−1)m P˜mn . (6.151)
The objective of the above procedure was to define P˜mn (x) that are always polynomials
of x for both positive and negative m. This is in contrast to the associated Legendre functions
Pmn (x) which are not polynomials in terms of x.
6.8.2 Translation-addition theorem for scalar partial waves
Let us consider a point M in a system using spherical coordinates. We consider a second system
of spherical coordinates centered on the position r0. The position of M in this second system
centered on r0 is:
r ′ = r− r0 . (6.152)
We take the usual convention of outgoing scalar partial waves as products of spherical
Hankel function and scalar spherical harmonics:
ΨH ,n,m (kr)≡Ψ(3)n,m (kr)≡ hn (kr)Yn,m (θ ,φ) , (6.153)
while the regular scalar partial waves replace the spherical Hankel functions with spherical
Bessel functions:
ΨJ ,n,m (kr)≡Ψ(1)n,m (kr)≡ jn (kr)Yn,m (θ ,φ) . (6.154)
One can construct a row ‘matrices’ composed of theΨJ ,n,m (kr) orΨH ,n,m (kr) functions
respectively then the translation-addition theorem for scalar partial waves can be compactly
expressed in matrix form:
ΨtH (kr) =Ψ
t
H
(
kr ′
)
.α(kr0) r′ > r0
ΨtH (kr) =Ψ
t
J
(
kr ′
)
.β (kr0) r′ < r0
ΨtJ (kr) =Ψ
t
J
(
kr ′
)
.β (kr0) ∀
∣∣kr j∣∣ , (6.155)
where the elements of the irregular translation-addition matrix, α have extremely simple ex-
pressions in terms of the 3Y coefficients :
αν ,µ,nm(kr0) = 4piiν−n
n+ν
∑
p=|n−ν |
ip3Y (n,m;ν ,µ; p)hp (kr0)Yp,m−µ (θ0,φ0) , (6.156)
while the elements of the regular translation-addition matrix, βνmu,;n,m, are the same as the
αν ,µ;n,m coefficients but with the jp (kr0) replacing the hp (kr0) function i.e.:
βν ,µ;n,m(kr0)≡ 4piiν−n
n+ν
∑
p=|n−ν |
ip3Y (n,m;ν ,µ; p) jp (kr0)Yp,m−µ (θ0,φ0) , (6.157)
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where 3Y (n,m;ν ,µ; p) are the 3Y coefficients defined by the angular integral of three scalar
spherical harmonics:
3Y (n,m;ν ,µ; p)≡
∫ pi
0
∫ 2pi
0
Yn,m (θ ,φ)Y ∗ν ,µ (θ ,φ)Y
∗
p,m−µ (θ ,φ)sinθdθdφ
= (−)µ (−)m−µ
∫ pi
0
∫ 2pi
0
Yn,m (θ ,φ)Yν−µ (θ ,φ)Yp,µ−m (θ ,φ)sinθdθdφ
= (−)m
[
(2n+1)(2ν+1)(2p+1)
4pi
]1/2( n ν p
0 0 0
)(
n ν p
−m µ µ−m
)
.
(6.158)
The symbol, (
n ν p
m µ M
)
, (6.159)
stands for the Wigner 3J coefficients. It is worth remarking that the ‘3Y’ coefficients of eq.(6.158)
are closely related to the Gaunt coefficients developed in quantum mechanics for treating the
helium atom (mostly differing on account of different normalization conditions).
6.8.3 Vector translation-addition theorem
The vector translation-addition theorem are the vector analogue of the scalar translation theorem
discussed above in section6.8.2. This would be an almost trivial extension of the scalar addition
theorem if we were working with solutions of the vector Helmholtz equation in a Cartesian
basis like those of eqs.(6.7) and (6.8). The additional complication is due to the fact we want
to the vector translation-addition theorem to act on the purely transverse waves like those of
eq.(6.9). Defining column matrices, Ψ , composed of the transverse vector partial waves, the
vector translation-addition theorem is written:
ΨtH (kr) =Ψ
t
H
(
kr ′
)
J(kr0) r′ > r0
ΨtH (kr) =Ψ
t
J
(
kr ′
)
H(kr0) r′ < r0
ΨtJ (kr) =Ψ
t
J
(
kr ′
)
J(kr0) ∀|r0| , (6.160)
where the matrix J(kr0) matrix can be expressed in terms of spherical scalar β (kr0) matrices
of eq.(6.157) (expressed in terms of spherical Hankel functions) while the H(kr0) matrices can
be expressed in terms of the α(kr0) matrices of eq.(6.156).
Explicitly, the H(kr0) matrix can be expressed:
H(kr0) =
[
Aν ,µ;n,m (kr0,θ0,φ0) Bν ,µ;n,m (kr0,θ0,φ0)
Bν ,µ;n,m (kr0,θ0,φ0) Aν ,µ;n,m (kr0,θ0,φ0)
]
. (6.161)
The vector coefficients Aν ,µ;n,m are then calculated using :
Aν ,µ;n,m =
1
2
√
1
ν (ν+1)n(n+1)
[
2µmαν ,µ;n,m+
+
√
(n−m)(n+m+1)
√
(ν−µ)(ν+µ+1)αν ,µ+1;n,m+1
+
√
(n+m)(n−m+1)
√
(ν+µ)(ν−µ+1)αν ,µ−1;n,m−1
]
. (6.162)
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When filling up a matrix, with the Aνµ,nm coefficient, we should fill them up column by column
(calculate all the ν ,µ) elements for a fixed n,m. Then, for each n,m, the Bνµ,nm coefficients can
be calculated from the previous (i.e. ν−1) scalar coefficients :
Bν ,µ,n,m =−i12
√
2ν+1
2ν−1
1
ν (ν+1)n(n+1)
[
2m
√
(ν−µ)(ν+µ)αν−1,µ;n,m
+
√
(n−m)(n+m+1)
√
(ν−µ)(ν−µ−1)αν−1,µ+1;n,m+1
−
√
(n+m)
√
(n−m+1)
√
(ν+µ)(ν+µ−1)αν−1,µ−1;n,m−1
]
. (6.163)
6.8.4 Rotation matrices
Under rotation, each of the four blocks of a vector translation-addition matrix transform follow-
ing the rotation matrix, D (α,β ,γ), which is expressed in terms of the 3 Euler angles, α , β , and
γ . The D (α,β ,γ) matrix elements are described in detail in ref.[7], and are block diagonal in
the orbital (multipole) ‘quantum’ number, n :
[D (α,β ,γ)]ν ,µ,n,m = δn,ν exp(iµα) d
(n)
µm (β )exp(imγ) . (6.164)
The elements d(n)µm are standard,[7] and the d
(n)
µ,m term in the rotation matrices can be expressed
in terms of the Jacobi polynomials[7] :
d(n)µm (β ) =
[
(n+µ)!(n−µ)!
(n+m)!(n−m)
]1/2(
cos
β
2
)m+µ
×
(
sin
β
2
)m−µ
P(µ−m,m+µ)n−µ (cosβ ) . (6.165)
6.9 Recurrence relations for special functions
Partial wave descriptions are composed of products of spherical harmonic and spherical Bessel
types special functions. For a numerical analysis, it is important to calculate these functions
rapidly and accurately. Recurrence relations prove to be a good manner to achieve this goal.
Multipole expansions must be truncated to a given order nmax, which determines the strength of
spatial field variations. Inspection of the translation-addition theorem formulas show us that we
will need to evaluate spherical harmonic and spherical Hankel functions up to order 2nmax.
6.9.1 Recurrence relations for associated Legendre polynomials
The recurrence relations for the P˜mn polynomials are are initialized with:
P˜00 (u) =
√
1
4pi
. (6.166)
We can then calculate all the P˜nn up to 2nmax with the recurrence relation:
P˜nn (u) =−
√
2n+1
2n
P˜n−1n−1 (u) . (6.167)
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The P˜mn with m = n−1 are calculated via:
P˜n−1n (u) = u
√
2n+1P˜n−1n−1 . (6.168)
All the remaining P˜mn with m = 1, ...,n−2 can be calculated for each n = 3, ...,2nmax using the
relation :
P˜mn (u) =
√
(2n+1)
(n2−m2)
√(2n−1)x P˜mn−1−
√
(n−1)2−m2
(2n−3) P˜
m
n−2
 . (6.169)
Although we obtain the P˜0n in the above scheme, it can sometimes prove useful to obtain the
normalized Legendre Polynomials through the recurrence relation :
P˜0n (u) =
1
n
(
u
√
4n2−1
)
P˜0n−1 (u)− (n−1)
√
2n+1
2n−3 P˜
0
n−2 (u) . (6.170)
The P˜mn with negative values of m are calculated using :
P˜−mn (u) = (−)m P˜mn (u) . (6.171)
6.9.2 Logarithmic Bessel functions
The spherical Bessel, Neumann and Hankel functions of the Ricatti form, are simply these
functions multiplied by their argument. The advantage of this form is that they have better limit
properties for small arguments. Their definitions are respectively:
ψn (z)≡ z jn (z) , χn (z)≡ zyn (z) , ξn (z)≡ zhn (z) . (6.172)
Multiplying the logarithmic derivatives of these functions by their argument defines the func-
tions, ϕ(1), ϕ(2), ϕ(3):
ϕ(1)n (z)≡ ψ
′
n (z)
jn (z)
, ϕ(2)n (z)≡ χ
′
n (z)
yn (z)
, ϕ(3)n (z)≡ ξ
′
n (z)
hn (z)
. (6.173)
The ϕ(i)n can be generated by particularly efficient numerical recursion relations. They
also provide particularly symmetric expression for the Mie coefficients of spherical scatterers
and formulations of matrix balancing. The Wronskian relation for Ricatti-Bessel functions:
ψn (x)ξ ′n (x)−ψ ′n (x)ξn (x) = i
ψn (x)χ ′n (x)−ψ ′n (x)χn (x) = 1 , (6.174)
takes a simple form in terms of the ϕ(1,2,3)n functions as:
ϕ(3)n (z)−ϕ(1)n (z) = ix jn (x)hn (x)
ϕ(2)n (z)−ϕ(1)n (z) = 1x jn (x)yn (x) (6.175)
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The ϕ(3) can be relatively well be calculated numerically from the upward recurrence
relation:
ϕ(3)n (z) =
z2
n−ϕ(3)n−1 (z)
−n , (6.176)
starting with an initialization of
ϕ(3)0 (z) = iz . (6.177)
The ξn (z) functions in most situations can then be readily calculated numerically from the
recurrence relation:
ξn (z) =
ξn−1 (z)
z
(
n−ϕ(3)n−1 (z)
)
, (6.178)
starting from the initial value ξ0 (z) = −ieiz. One should note that analytical expressions exist
for the spherical Ricatti-Hankel functions, ξn (z), and these can be useful at low multipole order:
ξ0 (z) =−ieiz
ξ1 (z) =−eiz
(
1+
i
z
)
ξ2 (z) = eiz
(
i− 3
z
− 3i
z2
)
. (6.179)
When one deals with high multipole orders however, it usually is more practical to exploit the
recurrence relations of eq.(6.176) and (6.178).
The regular Ricatti Bessel functions, ϕ(1)n (z), obey the same recurrence relations as the
ϕ(3)n (z) functions. If one calculates them by via upward recurrence, things may work fine for the
first few recurrence calculations, but at some point, the recurrence relations can go completely
off course. The solution to this problem has been known for quite some time is that the ϕn (z)
functions should be calculated starting from high values of n in a reverse recurrence relation. I
start usually with n equal to at least nmax+20 where nmax is the largest value that I want to use
in calculations, and start simply with ϕnmax+20 (z) = 0. The ϕn (z) functions so obtained have
always been the correct ones up to machine precision. The reverse recurrence relation is:
ϕn (z) = n+1− z
2
n+1+ϕn+1 (z)
. (6.180)
One can check calculations by verifying that the ϕ0 (z) obtained by backward recurrence is
equal to the analytical result:
ϕ0 (z) = z
cosz
sinz
. (6.181)
Once the ϕn (z) functions have been calculated, one can readily generate the ψn (z) func-
tions with the upward recurrence relation which is the direct analogue of eq.(6.178)
ψn (z) =
ψn−1 (z)
z
(n−ϕn−1 (z)) , (6.182)
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starting with the initial value ψ0 (z) = sinz. Analytical expressions for the lowest ψn (z) are:
ψ0 (z) = sinz
ψ1 (z) =
sinz
z
− cosz (6.183)
ψ2 (z) =
(
3
z2
−1
)
sinz− 3
z
cosz . (6.184)
It is perhaps worth remarking that, there is one potential numerical problem with using
eq.(6.178) to calculate spherical Hankel functions. For some values of z the real and imaginary
parts of the spherical Hankel functions can have extremely different absolute values. For con-
creteness, let us assume that |Im(hn (z))|  |Re(hn (z))|, then using eq.(6.178), the calculated
value of Im(hn (z)) will usually be quite inaccurate if its absolute value is less than last signifi-
cant figure in the calculation of Re(hn (z)). This problem can be circumvented (for real values
of z at least) by calculating the spherical Neumann functions (denoted here by yn (z) but some
authors denote it nn (z)). We recall that the Neumann functions are real-valued provided that z
is real valued.
The Ricatti Neumann functions are defined :
χn (z)≡ zyn (z) . (6.185)
The first few Ricatti Neumann functions, χn (z), are
χ0 (z) =−cosz
χ1 (z) =−coszz − sinz
χ2 (z) =−
(
3
z2
−1
)
cosz− 3
z
sinz . (6.186)
We define a ϕ(2) ‘logarithmic derivative’ Neumann function as :
ϕ(2)n (z)≡ χ
′
n (z)
yn (z)
. (6.187)
We can calculate the ϕ(2)n from the upward recurrence relation:
ϕ(2)n (z) =
z2
n−ϕ(2)n−1 (z)
−n , (6.188)
with an initialization of
ϕ(2)0 (z) =−z
sinz
cosz
. (6.189)
Once the ϕ(2)n functions have been calculated, one can readily generate the χn (z) functions with
the upward recurrence relation which is the direct analogue of eq.(6.178)
χn (z) =
χn−1 (z)
z
(
n−ϕ(2)n−1 (z)
)
, (6.190)
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starting with the initial value χ0 (z) =−cosz.
Having calculated ψn (z) via eq.(6.182) and χn (z) via eq.(6.190), one can finally construct
hn (z) by
hn (z)≡ jn (z)+ iyn (z) , (6.191)
with the real and imaginary parts of ξn (z) now both being calculated up to machine accuracy.
The ratio of spherical Bessel functions to spherical Hankel functions also occurs fre-
quently in Mie theory, and I found it convenient and more accurate to calculate these ratios
directly using upward recurrence relations, notably:
jn (z)
hn (z)
=
jn−1 (z)
hn−1 (z)
n−ϕn−1 (z)
n−ϕ(3)n−1 (z)
, (6.192)
with the initialization
j0 (z)
h0 (z)
= isinzexp[−iz] = 1− e
−2iz
2
(6.193)
j1 (z)
h1 (z)
=
1
2
(
1− i− z
i+ z
e−2iz
)
, (6.194)
which has good properties for numerical calculations. For example, the expression and j1 (z)/h1 (z)
satisfies the recurrence relation if we start with j0 (z)/h0 (z) since
j1 (z)
h1 (z)
=
j0 (z)
h0 (z)
1−ϕ0 (z)
1−ϕ(3)0 (z)
=
1− e−2iz
2
1− z coszsinz
1− iz =−
1
2i
1− iz− e−2iz− ize−2iz
i+ z
=
1
2
(
1− i− z
i+ z
e−2iz
)
. (6.195)
For coated spheres, it is can also useful to use the analogous recurrence relation:
jn (z)
yn (z)
=
ψn−1 (z)
yn−1 (z)
n−ϕn−1 (z)
n−ϕ(2)n−1 (z)
, (6.196)
with the initialization of
j0 (z)
y0 (z)
=− tanz , (6.197)
with the first recurrence giving
j1 (z)
y1 (z)
=
zcosz− sinz
zsinz+ cosz
. (6.198)
Other useful relations are obtained from the classic spherical Bessel function recurrence
relations:
fn (z) =
z fn−1 (z)+ z fn+1 (z)
2n+1
f ′n (z) =
n fn−1 (z)− (n+1) fn+1 (z)
2n+1
, (6.199)
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with fn (z) = jn (z) , hn (z) to obtain :
z j′n (z)+(n+1) jn (z) = n
ψn−1 (z)
2n+1
+(n+1)
ψn−1 (z)
2n+1
= ψn−1 (z) , (6.200)
with
ψ ′n (z)≡ z j′n (z)+ jn (z) (6.201)
we obtain a convenient expression for the derivative of Ricatti-Bessel functions:
ψ ′n (z) = ψn−1 (z)−n jn (z) . (6.202)
or the expression:
ψ ′n (z) = (n+1) jn (z)−ψn+1 (z) . (6.203)
Since the recurrence relations of eq.(6.182) and (6.190) are numerically stable, these re-
lations give us a convenient way to calculate ϕ(3)n (z) :
ϕ(3)0 (z) = iz ϕ
(3)
n (z) =
ψn−1 (z)+ iyn−1 (z)
ψn (z)+ iyn (z)
−n
6.9.3 Vector Spherical Harmonics
There is no universally accepted notation for the Vector Spherical Harmonics (VSHs). Our
notation for their normalized forms is X n,m, Y n,m, and Zn,m where they are respectively defined
by
X n,m(θ ,φ)≡ Zn,m(θ ,φ)× r̂
Y n,m(θ ,φ)≡ r̂Yn,m(θ ,φ)
Zn,m(θ ,φ)≡ r∇Yn,m(θ ,φ)√
n(n+1)
= r̂×X n,m(θ ,φ) , (6.204)
The scalar spherical harmonics, Yn,m(θ ,φ), do have a nearly universal convention for their
definitions[10] which we recalled in eq.(6.138).
For numerical calculations of the VSHs, it is convenient to introduce the normalized func-
tions umn and s
m
n defined as:
umn (cosθ)≡ γn,m
m
sinθ
Pmn (cosθ) (6.205)
smn (cosθ)≡ γn,m
d
dθ
Pmn (cosθ) , (6.206)
where the Pmn are the Legendre functions defined in eqs.(6.141), (6.142), and (6.143), and γn,m
a normalization factor given by
γn,m ≡ λn,m√
n(n+1)
=
√
(2n+1)(n−m)!
4pin(n+1)(n+m)!
. (6.207)
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The transverse VSHs have compact expressions in terms of umn and s
m
n :
X n,m(θ ,φ) =
[
iumn (cosθ) θ̂ − smn (cosθ)φ̂
]
exp(imφ)
Zn,m(θ ,φ) =
[
smn (cosθ)θ̂ + iu
m
n (cosθ) φ̂
]
exp(imφ) . (6.208)
The normalized umn functions can be readily calculated with recurrence relations:
u0n(x) = 0 , u
1
1(x) =−
1
4
√
3
pi
unn(x) =−
√
n(2n+1)
2(n+1)(n−1)
√
1− x2un−1n−1(x)
umn (x) =
√
(n−1)(4n2−1)
(n+1)(n2−m2)xu
m
n−1(x)
−
√
(2n+1)(n−1)(n−2)(n−m−1)(n+m−1)
(2n−3)n(n+1)(n2−m2) u
m
n−2(x)
un−1n (x) =
√
(2n+1)(n−1)
(n+1)
xun−1n−1(x) , (6.209)
while the smn can be determined from the u
m
n functions via the formula:
smn (cosθ) =
1
(m+1)
√
(n+m+1)(n−m)sinθum+1n (cosθ)+ cosθ umn (cosθ) . (6.210)
The respective parity properties of umn and s
m
n are:
u−mn (x) = (−1)m+1 umn (x)
s−mn (x) = (−1)m smn (x) . (6.211)
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The basic idea of the differential methods consists in projecting the electromagnetic field on a 
set of basic functions in order to reduce Maxwell partial differential equations into a set of 
ordinary differential equations. When working in a Cartesian coordinates, the natural basis 
consists of exponentials, using the periodicity of the optogeometrical parameters. Diffraction 
by a single aperture requires working in the basis of cylindrical Bessel functions [7.1], while 
diffraction by an arbitrary-shaped single object requires vector spherical functions [7.2] as a 
basis. 
The first studies using the differential method [7.3] appeared in the late 1960s, initiated 
by the birth of the computers. These studies concerned the modeling of diffusion of particles 
in nuclear potential by using the separation of variables of the radial Schrödinger equation. 
The method was called “optical method” due to the similarity between the Schrödinger and 
the Helmholtz equations. The first applications to grating diffraction appear in 1969 [7.4], but 
accurate and converging results required combining the differential method with conformal 
mapping techniques [7.5]. The classical differential theory as known nowadays was 
formulated in [7.6, 7.7]. One can find a detailed review on the classical differential method in 
[7.8] 
It appeared that the classical differential theory suffered from severe numerical 
problems in transverse magnetic (TM) polarization, as well as for deep gratings. The first 
breakthrough was made in the first half of the 1990s, by introducing orthonormalization of the 
differential equations during their integration [7.9] and followed later by the so-called R-
matrix or S-matrix propagating algorithms [7.10]. The second breakthrough improved 
considerably the convergence in TM polarization for lamellar gratings, by introducing the 
correct factorization rules (see further on), at first by chance [7.11] and after that using 
theoretical arguments [7.12], closely followed by a generalization to arbitrary profiles [7.13]. 
A detailed review can be found in [7.14]. 
   
7.1. Maxwell equations in the truncated Fourier space 
Let us consider a structure with two-dimensional periodicity along the x- and y-axis (Fig.7.1) 
with periods equal to dx and dy. The modulated (grating) region extends in z from zmin to 
zmax. Inside that region, for a given value of the vertical coordinate z, the permittivity ε and 
permeability µ are periodic functions in x and y that can be projected on exponential Fourier 
basis: 
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m,n x y
m,n
m,n x y
m,n
(x, y, z) (z)exp(imK x inK y)
µ(x, y, z) µ (z)exp(imK x inK y)
+∞
=−∞
+∞
=−∞
ε = ε +
= +
∑
∑
 (7.1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.1. Schematical representation of a structure having two-dimensional periodicity in x and y-
directions, consisting of truncated pyramids with height h. 
 
where x xK 2 / d= π  and y yK 2 / d= π . We shall deal with a monochromatic (wavelength λ) 
plane wave incident on the structure with a wavevector: 
 
 inc 0 0 0k ( , , )= α β −γ

 (7.2) 
 
with components related to the incident polar angle θ (between the incident direction and the 
grating normal) and azimuthal angle ϕ (between the plane of incidence and the xOz-plane): 
 
 
0 0 0 0
2 2 2 2
0 0 inc 0 0 0
k sin cos , k sin cos ,
k n , k 2 /
α = θ ϕ β = θ ϕ
γ = − α −β = π λ
 (7.3) 
 
where ninc is the refractive index of the cladding. 
The existence and uniqueness of the solution of the diffraction problem is an interesting 
problem that is not discussed here. The reader can refer to several basic works (see for 
example [7.15, 7.16]. What is important to conclude is that the electromagnetic field is 
pseudo-periodic, so that similarly to eq.(7.1), the electric E

 and magnetic H

field vectors can 
be represented in pseudo-Fourier series: 
 
dx 
dz 
x 
z 
y 
θ 
 
zmax 
h 
zmin 
incidence 
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m,n 0 x 0 y
m,n
m,n 0 x 0 y
m,n
E(x, y, z) E (z)exp i( mK )x i( nK )y
H(x, y, z) H (z)exp i( mK )x i( nK )y
+∞
=−∞
+∞
=−∞
 = α + + β + 
 = α + + β + 
∑
∑
 
 
 (7.4) 
In what follows, we use the notations: 
  
 m 0 x n 0 ymK , nKα = α + β = β + . (7.5) 
From a numerical point of view, it is necessary to truncate the series in eqs.(7.1) and (7.4), 
introducing truncation parameters Nx and Ny, which limit the lower and the upper boundaries 
in the series. 
Maxwell equations written in Fourier space take the form, assuming exp( i t)− ω  time 
dependence with circular frequency ω : 
 
 
m,n z,m,n y,m,n x,m,n
x,m,n m,n z,m,n y,m,n
m,n y,m,n m,n x,m,n z,m,n
m,n z,m,n y,m,n x,m,n
x,m,n m,n z,m,n y,m,n
d
i E (z) E (z) i B (z)
dz
d
E (z) i E (z) i B (z)
dz
i E (z) i E (z) i B (z)
d
i H (z) H (z) i D (z)
dz
d
H (z) i H (z) i D (z)
dz
i
β − = ω
− α = ω
α − β = ω
β − = − ω
− α = − ω
m,n y,m,n m,n x,m,n z,m,nH (z) i H (z) i D (z).α − β = − ω
 (7.6) 
 
As can be observed, the third and the sixth equations are not differential equations, and they 
are used to eliminate the z-components of the fields, as shown further on. It has to be stressed 
out that the equations with different (m,n) numbers are coupled through the Fourier 
components of D E= ε
 
 and B H= µ
 
.  
The next step is to factorize the products D E= ε
 
 and B H= µ
 
. In this chapter we 
assume media with linear dielectric and magnetic properties and without spontaneous 
polarizations. The problem of Fourier transform of the product of two functions  
 
m,n 0 x 0 y
m,n
D(x, y, z) D (z)exp i( mK )x i( nK )y
+∞
=−∞
 = α + + β + ∑
 
 (7.7) 
 
is, in generally, solved theoretically by convolution of the Fourier transformers of the two 
functions, using the so-called Laurent’s rule: 
 
 m,n m m ,n n m ,n
m ,n
D (z) (z) E (z)
+∞
′ ′ ′ ′− −
′ ′=−∞
= ε∑
 
. (7.8) 
 
However, there are several problems in the numerical application of this rule: 
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First, numerical applications are simplified when using matrix notations. However, 
most of the standard routines use single-rank vectors and rectangular (2-ranks) matrices, while 
the vectors D and E in eq.(7.8) have two indexes, and the matrix ε depend on four indexes. In 
the case of classical grating with one-dimensional periodicity, this problem does not exist. 
Fortunately, for structures having 2D periodicity, a reduction to standard arrays is possible by 
introduction of a single index instead of the double for the vectors, by the following 
substitution: 
 x y yp (m N )(2N 1) (n N 1)= + + + + +  (7.9) 
so that when m varies between –Nx and +Nx and n varies between –Ny and +Ny, p varies 
between 1 and Pmax = (2Nx+1)(2Ny+1). Using these notations, we can introduce standard 
arrays in the following manner: 
 
p m,n p m,n
p p m m ,n n
D (z) D (z), E (z) E (z), etc. for H and B,
(z) (z)′ ′ ′− − −
= =
ε = ε
     
 (7.10) 
 
so that eq.(7.8) takes the standard truncated form 
 
 
maxP
p p p p
p 1
D (z) (z) E (z)′ ′−
′=
= ε∑
 
. (7.11) 
 
That can be written in matrix notations in the form 
 
 
 
D(z) (z) E(z)   = ε   
 
, (7.12) 
 
where double square brackets stand for the Toepliz matrix. 
In addition, two diagonal matrices are useful: 
 
 
p,p p,p m
p,p p,p n
′ ′
′ ′
α = δ α
β = δ β
, (7.13) 
 
with p,p′δ  being the Kronecker’s symbol. 
Second, due to the vectorial character of the fields, the matrix form in eq.(7.12) has to 
be interpreted in a block form: 
 
 
[ ]
[ ]
 
[ ]
[ ]
x x
y y
z z
D (z) E (z)
D (z) (z) E (z)
D (z) E (z)
   
   
   = ε      
      
   
, isotropic media (7.14) 
[ ]
[ ]
   
   
[ ]
[ ]
xx xy xzx x
y yx yy yz y
z zzx zy zz
(z) (z) (z)D (z) E (z)
D (z) (z) (z) (z) E (z)
D (z) E (z)(z) (z) (z)
 ε ε ε           = ε ε ε              ε ε ε    
 
 
 
     
     
     
 
 
 
, anisotropic media. (7.15) 
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The third problem linked with the truncation of eq. (7.8) has limited the use of the 
differential methods (including RCW method) for more than 30 years, and has been solved for 
lamellar gratings in the late 90s [7.11, 7.12], and for arbitrary-profile gratings in the start of 
the 2000s [7.13]. The problem is due to the very slow convergence with respect to the number 
of Fourier components in the truncated sum of eq. (7.8), when the two functions in the 
product are discontinuous. As demonstrated by Li [7.12], four different cases can be 
distinguished with respect to eq.(7.12): 
1. Both ε and E are continuous functions of x and y. 
2. ε is discontinuous, but E is continuous. This is the case of the tangential component of 
E. 
3. Both ε and E are discontinuous, but their product D is continuous, as it happens for the 
normal component of D. 
4. All three functions are discontinuous. 
In the first and second case, Laurent’s rule assures relatively rapid convergence. In the 
third case, more rapidly converging scheme can be obtained through the following 
considerations for isotropic media.  
If D = εE is continuous, then it is possible to factorize the product between D 
(continuous) and 1/ε (discontinuous) using the Laurent’s rule (called by Li direct rule):  
 
 
1
E(z) D(z)
(z)
   =   ε
 
 
 
 
 
 
, (7.16) 
 
wherefrom the so called inverse rule is formulated: 
 
 
1
1
D(z) E(z)
(z)
−
   =   ε
 
 
 
 
 
 
, (7.17) 
 
which can be applied if the matrix 
1
(z)ε
 
 
 
 
 
 is not singular, a requirement that can create 
numerical problem for highly conducting gratings having small imaginary part of ε. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.2.Convergence of the classical and the FFF version of the differential theory in the case of a 
dielectric sinusoidal grating with high contrast. Squares, old version of the differential theory for 
TM polarization; open triangles, new version, TM polarization; solid triangles, TE polarization 
(after [7.13]). 
 
-6
-5
-4
-3
-2
-1
0
1
0 5 10 15 20 25 30
N
lo
g(
er
ro
r)
255
7.6               Gratings: Theory and Numeric Applications, Second Edition, 2014 
  
 
When infinite series are considered, eq.(7.17) is identical with eq.(7.12). However, as 
shown in Fig.7.2, the correct use of the direct or the inverse rules improves drastically the 
convergence of the differential methods with respect to the truncation parameter. Similarly to 
the abbreviation FFT, standing for Fast Fourier transformation, we have introduced the term 
Fast Fourier factorization (FFF) to name the correct use of the direct and the inverse rules, 
when applied numerically in the truncated Fourier space.   
In the fourth case, neither the direct, nor the inverse rule result in acceptable 
convergence, so that this case must be avoided. Fortunately, this can be done by considering 
separately the electromagnetic field components, tangential or normal to the grating profile 
and taking into account that the electric field components tangential to the surface separating 
two different permittivities are continuous, in the same way as the normal components of the 
displacement D.  
 
7.2. Differential theory for crossed gratings made of isotropic materials 
In the isotropic case, the displacement vector D

 can easily be separated into a continuous part 
N ND E= ε
 
, normal to the profile surface, and T TD E= ε
 
 that contains the continuous function 
TE

. Let us define a unit vector N

, normal to the grating profile. Although it is well defined 
on the profile (except edges), it is necessary to generalize its definition all over the grating 
region, which cannot be done in a unique manner. Different choices are shown further on for 
specific gratings having 1D or 2D periodicity. Using this generalized vector, the relations 
between E

 and D

 can be decomposed into two terms, for each of which we can apply the 
direct or the inverse factorization rules, skipping the explicit writing of the z-dependence: 
 
 ( ) ( )N TD E E N N E E N N E = ε + ε = ε ⋅ + ε − ⋅ 
         
. (7.18) 
 
The first term is a product of type 2 and requires the direct rule. The second term is of type 3, 
demanding the inverse rule, so that: 
 
 
 
  ( ) ( )
1
T N
1
1
D E E
1
E N N.E N N.E .
−
−
     = ε +     ε
   = ε − +   ε
  
 
 
 
 
      
 
 
 
 
 (7.19) 
 
Introducing a square matrix representing a tensor product denoted ( )NN
 
 with elements given 
by NiNj, we obtain: 
 
 
   
1
1
D E NN E Q E
−
ε
 
       = ε + − ε =         ε 
     
 
 
 
 
  
 
, (7.20) 
 
where the matrix Qε has the form: 
 
 
   
1
1
Q NN
−
ε
 
= ε + − ε  ε 
 
 
 
 
 
  
 
. (7.21) 
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In a similar manner for magnetic materials, we can find the link between magnetic field 
and induction in the truncated Fourier space: 
 
 
   
µ
1
µ
B Q H ,
1
with Q Q µ µ NN
µ
−
ε
   =   
 
 = = + −
 
 
 
 
 
  
   
 
 
 
 (7.22) 
 
Eq.(7.20) allows eliminating Ez in the system (7.6): 
 
[ ] [ ] [ ]( )
[ ]
[ ]
1
z ,zz z ,zx x ,zy y
y x1
,zz ,zx x ,zy y
E Q D Q E Q E
H H
Q Q E Q E
−
ε ε ε
−
ε ε ε
 = − −  
  α −β   = − + +   ω 
 (7.23) 
 
where the matrices α and β are defined in eq.(7.13). 
Repeating the procedure for Hz: 
 
[ ]
[ ]
[ ]y x1z µ,zz µ,zx x µ,zy y
E E
H Q Q H Q H−
  α −β   = − −   ω 
, (7.24) 
 
it is also eliminated from eqs. (7.6). 
For non-magnetic media, the last expression is further simplified: 
 
 [ ]
[ ]y x
z
0
E E
H
µ
 α −β =
ω
. (7.25) 
 
Thus the system (7.6) is replaced by a system of ordinary differential equations: 
 
 
[ ]
[ ]
[ ]
[ ]
x x
y y
x x
y y
E E
E Ed
iM
dz H H
H H
   
   
         =   
   
            
. (7.26) 
 
This equation can be expressed in a compressed form: 
 
 
d
F(z) iM(z)F(z)
dz
=  (7.27) 
 
Here the matrix M has 4x4 blocks: 
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1 1
11 ,zz ,zx ,yz µ,zzM Q Q Q Q
− −
ε ε µ= −α − β  
1 1
12 ,zz ,zy ,yz µ,zzM Q Q Q Q
− −
ε ε µ= −α + α  
1 1
13 ,yz ,zz ,zx ,zz ,yxM Q Q Q Q Q
− −
µ µ µ ε µ
α
= −ω + β + ω
ω
 
1 1
14 µ,yz µ,zz µ,zy ,zz µ,yyM Q Q Q Q Q
− −
ε
α
= −ω − α + ω
ω
 
1 1
21 ,zz ,zx ,xz µ,zzM Q Q Q Q
− −
ε ε µ= −β + β  
1 1
22 ,zz ,zy ,xz µ,zzM Q Q Q Q
− −
ε ε µ= −β − α  
1 1
23 µ,xz µ,zz µ,zx ,zz µ,xxM Q Q Q Q Q
− −
ε
β
= ω + β − ω
ω
 
1 1
24 µ,xz µ,zz µ,zy ,zz µ,xyM Q Q Q Q Q
− −
ε
β
= ω − α − ω
ω
 
 (7.28) 
1 1
31 ,yz ,zz ,zx µ,zz ,yxM Q Q Q Q Q
− −
ε ε ε ε
α
= ω − β − ω
ω
                         
1 1
32 ,yz ,zz ,zy µ,zz ,yyM Q Q Q Q Q
− −
ε ε ε ε
α
= ω + α − ω
ω
 
1 1
33 µ,zz µ,zx ,yz ,zzM Q Q Q Q
− −
ε ε= −α − β  
1 1
34 µ,zz µ,zy ,yz ,zzM Q Q Q Q
− −
ε ε= −α + α  
1 1
41 ,xz ,zz ,zx µ,zz ,xxM Q Q Q Q Q
− −
ε ε ε ε
β
= −ω − β + ω
ω
 
1 1
42 ,xz ,zz ,zy µ,zz ,xyM Q Q Q Q Q
− −
ε ε ε ε
β
= −ω + α + ω
ω
 
1 1
43 µ,zz µ,zx ,xz ,zzM Q Q Q Q
− −
ε ε= −β + β  
1 1
44 µ,zz µ,zy ,xz ,zzM Q Q Q Q
− −
ε ε= −β − α . 
 
This form looks like the form of the M-matrix obtained by Lifeng Li for crossed anisotropic 
(electrically and magnetically) gratings with profiles invariant with respect to z [7.17]. 
Whatever the form of the matrix M, eq.(7.26) represents a linear set of first-order 
ordinary differential equations. It can be solved numerically (with several problems, discussed 
further on), using well developed numerical schemes. In the case of vertical invariance of the 
optogeometrical parameters of the system inside the modulated region, the elements of the M-
matrix becomes constant in z, so that the solution of eq. (7.26) can be found through the 
eigenvectors and eigenvalues of M, a technique known under the name of Fourier modal 
method, or Rigorous coupled wave (RCW) method. 
The solution of (7.26) gives a linear link between the field in the substrate and in the 
cladding 
 max minF(z ) T F(z )= , (7.29) 
 
where T is called transmission matrix. 
The advantage of this presentation comes from the fact that the field components 
participating in the calculations are tangential to the interfaces between the substrate and the 
modulated region, and between the cladding and the modulated region, so that they are 
continuous across these interfaces (in the absence of surface charges). 
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7.3. Electromagnetic field in the homogeneous regions – plane wave expansion 
In most case, the substrate and cladding are homogeneous isotropic media. The 
electromagnetic field there can be expressed as a sum of plane waves. In particular, if the x 
and y-dependencies are given as in eq.(7.7), the z-dependence is explicitly known, for 
example for the electric field it takes the form: 
 
 p p p p pE (z) A exp(i z) A exp( i z)
+ −= γ + − γ
 
 (7.30) 
 
of two waves propagating upwards (sign +) and downwards (sign –) along the z-axis, with p 
given in eq.(7.9). Each diffraction order with a given p propagates independently of the 
others, the coupling is effective inside the grating region. 
The z-propagation constant γ depends on the medium properties: 
 
 2 2 2p p pγ = ω εµ − α −β . (7.31) 
 
Equations (7.6) enable us to express the magnetic field components through the electric ones: 
 
 
2 2
p p p p
x,p x,p y,p
p
2 2
p p p p
y,p x,p y,p
p
1
H E E
1
H E E
 α β β + γ
 = − +
 ±γ ωµ ωµ 
 α + γ α β
 = +
 ±γ ωµ ωµ 
 (7.32) 
 
where the sign of γ determines the direction of propagation in along z-axis. 
With this link in mind, the column vector F in eq.(7.27) takes the form: 
 
 
[ ]
[ ]
x
y
x
y
E
E
F A A
H
H
+ + − −
 
 
   ≡ = Ψ + Ψ 
 
    
, (7.33) 
 
where the column vectors 
 
x
y
A
A
A
±
±
±
  
  =      
 (7.34) 
 
contains the amplitudes of Ex and Ey propagating in positive or negative direction of the z-
axis, matrices ±Ψ  are block-diagonal:  
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xx xy
yx yy
,± ± ±
± ±
 
 
 
Ψ =  Ψ Ψ
 
 Ψ Ψ 


 (7.35) 
with diagonal blocks 
 
 
pp
2 2
p p p p
xx,pp xy,pp
p p
2 2
p p p p
yx,pp yy,pp
p p
1,
,
,
± ±
± ±
=
α β β + γ
Ψ = Ψ =
γ ωµ γ ωµ
α + γ α β
Ψ = ± Ψ = ±
γ ωµ γ ωµ
 

 (7.36) 
 
found from eq.(7.32) 
Let us consider the case of a single incident wave from the cladding. The grating 
generates different diffraction order that propagate upwards in the cladding and downwards in 
the substrate. We attribute number 1 to the substrate and number 3 to the cladding. The total 
number of unknown diffracted field amplitudes will be equal to 4Pmax, two sets of 
1
x,pA
−  and 
1
y,pA
−  transmitted in the substrate, and two sets of 3x,pA
+  and 3y,pA
+ . These unknown amplitudes 
are subjected to 4Pmax number of linear algebraic equation in (7.29).  
In order to obtain the T-matrix, the numerical integration of eq.(7.26) is made by using 
the so-called shooting method, which consists of choosing 2Pmax linearly independent 
representatives of the transmitted field. These representatives must correctly reflect the link 
between the electric and magnetic field components, as given by eqs.(7.32). A typical 
example for the shooting vectors starting from the substrate is that matrix 1+Ψ , which has 
2Pmax linearly  independent columns. Here again, the number 1 indicates the substrate. 
Thus the F column vector at z = zmin can be formally written as a linear combination of 
the unknown amplitudes A1-: 
 
 1 1minF(z ) A
− −= Ψ , (7.37) 
 
Assuming that there is no incidence from the substrate side. Here the tilde indicates that the 
vector F is not yet the true solution of the diffraction problem. 
The result of the numerical integration from zmin to zmax will provide the values of F  at 
z = zmax , which are also a linear combination 
1
maxF(z )A
−
  of A1-, due to the linearity of the 
problem. On the other side, the column vector F at the upper interface is equal to 
3 3 3 3A A+ + − −ψ + ψ , according eq.(7.33), thus a linear set of algebraic equations for the 
unknown amplitudes 1A −  and 3A +  is obtained, with the free part determined by the wave 
incident from the cladding side: 
 
 3 3 3 3 1maxA A F(z )A
+ + − − +ψ + ψ =  . (7.38) 
 
Once this system is solved, all field components can be calculated. 
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Unfortunately, this simple procedure creates enormous numerical problems that can be 
explained by using two different arguments: 
First, it is known (but no quite well) in the theory of systems of ordinary differential 
equations, that numerical integration could become instable after a specific integration length, 
due to the fact that the set of shooting vectors can lose its linear independence during the 
integration. In other words, if the initial choice covers a vector space of 2Pmax dimensions, 
this space could shrink during the numerical integration to reduce its dimensions, so that the 
final algebraic system (7.38) could become singular. A solution of the problem based on this 
understanding was proposed in 1990 by G. Tayeb by using intermediate orthonormalization 
procedures during the numerical integration. 
 The second argument is based on the fact that inside the modulated region, as well as in 
the homogeneous regions, electromagnetic field contains components that propagate both in 
the positive and in the negative z-direction. During the integration, they both are treated in the 
same manner. As far as the solution requires taking into account the evanescent orders in 
addition to the propagating ones, a part of the former grows exponentially in z-direction, 
while the other part decreases exponentially. Due to the limited length of computer words, the 
ones that decrease substantially will be lost with respect to the ones that grow rapidly, even if 
the former could bring physical information. During the 90s, several different algorithms were 
proposed for solving the problem, based on a different treatment of the diffraction orders 
propagating upwards and downwards [7.9, 7.10]. Among them, to so called S-matrix 
propagation algorithm [7.10c] is probably the easiest to implement. Moreover, it can be used 
with methods other than the differential one in, for example, treating a stack of layers by the 
integral method, or by methods based on a transformation of the coordinate system. Interested 
reader can find in Appendix 7.1 a brief description of the S-matrix algorithm. 
 
7.4. Several simpler isotropic cases 
In practice most applications use non-magnetic materials, for which the form of M-matrix is 
considerably simplified, taking into account that then Qµ  is diagonal and equal to 0µ . 
Furthermore, several specific cases are of great interest for application, and they lead to a 
further simplification of the M-matrix. 
 
7.4.1. Classical grating with one-dimensional periodicity, example of sinusoidal profile 
Let us consider a classical grating with grooves parallel to the y-axis and surface profile given 
by the equation z = g(x). The vector normal to the surface is given by 
 
( )
2
1
N g (x), 0,1 , if g (x) exists,
1 g (x)
N (1,0,0), if not
′ ′= −
′+
=


. (7.39) 
 
where the prime stands for a derivative with respect to x. In case of vertical walls 
N (1, 0, 0).=

 Thus the easiest way to generalize the normal vector to the entire modulated 
region is just to make it equal to eq.(7.39) not only on the profile z = g(x), but everywhere 
inside the grating region for min[g(x)] z max[g(x)]≤ ≤ . The advantage of this choice is that 
N

 does not depend on z, and the Fourier transformation of the tensor NN
 
 is done only once.  
If the derivative of the profile function does not exist, or if the function is a multivalued 
one (e.g., circular or elliptical rods), but the interface can be expressed as a two-variable 
function: 
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 g(x, y) 0= , (7.40) 
the normal vector is easily defined as the gradient of the profile function 
[ ] [ ]N grad g(x, z) grad g(x, z)=

. 
The Qε matrix takes the form: 
  
     
 
     
1 1
2 2
z x x z
1 1
2 2
x z x z
1 1
N N 0 N N
Q 0 0
1 1
N N 0 N N
− −
ε
− −
  
 ε + − ε  ε ε  
 
= ε 
   − ε ε +   ε ε  
   
   
   
   
   
   
   
   
   
   
   
   
   
   
 (7.41) 
 
where it is taken into account that 2 2x zN N 1+ = . The fact that the normal vector components 
participate in the form of products in couples is important, because it leads to the conclusion 
is that the choice of the sign of N

 plays no role. 
Further simplification of the M-matrix comes if limited to non-conical diffraction with 
β0 = 0: 
 
 
1 1
,zz ,zx ,zz 0
0
0
1 1
,xz ,zz ,zx ,xx ,xz ,zz
Q Q 0 0 Q µ
0 0 µ 0
M
0 0 0
µ
Q Q Q Q 0 0 Q Q
− −
ε ε ε
− −
ε ε ε ε ε ε
α −α − α + ω ω 
−ω 
=  αα
− ω ε 
ω 
  −ω + ω − α 


 (7.42) 
 
This shows that the system to integrate decouples into two subsystems, corresponding to the 
two fundamental polarizations, transversal with respect to the plane of incidence, transverse 
electric (TE): 
 
[ ]
[ ]
 
y 0 x
2
x y
0
d
E i µ H
dz
d
H i E
dz µ
  = − ω 
 α  = − ω ε    ω 
 (7.43) 
 
and transverse magnetic (TM): 
 
[ ] [ ]
( )[ ]
1 1
x ,zz ,zx x ,zz 0 y
1 1
y ,xx ,xz ,zz ,zx x ,xz ,zz y
d
E i Q Q E i Q µ H
dz
d
H i Q Q Q Q E iQ Q H
dz
− −
ε ε ε
− −
ε ε ε ε ε ε
α   = − α − α − ω   ω 
   = ω − − α   
 (7.44) 
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7.4.1.1. Fourier transformation of the permittivity  
The set of ordinary differential equations to be integrated contains the Fourier transforms of ε, 
1/ε, µ, 1/µ, 2xN , and 
2
zN . In general, Fast Fourier transform (FFT) techniques can be easily 
applied. As already discussed with respect to eq.(7.39), the normal vector components must 
be transformed only once, if chosen to be independent on z. On the other hand, the 
permittivity and permeability depend on z and their Fourier components have to be calculated 
for each value of z during the numerical integration. Fortunately, in the 1D case, it is possible 
and recommended to use analytical formulae for the Fourier transforms of ε, 1/ε, µ, 1/µ, 
which give faster more accurate results. This can be done because for a given value of z, they 
are piecewise constant functions of y. Fig.7.3 presents schematically a grating with a period d 
that separates two homogeneous media with permittivities ε1 and ε3. For a given value z0 of 
z, the Fourier transform of, for example, the permittivity inside the modulated region 
0 z h≤ ≤  is given by 
 
2 1
x x
1 2
1 2
x
x d x
imK x imK x31
m
x x
2 1
x xx imk
2
1 3 3 m,0
e dx e dx
d d
x x
sin mK
2
( ) e
m
+
− −
+
−
εε
ε = +
− 
 
 = ε − ε + ε δ
π
∫ ∫
 (7.45) 
 
so that the two integrals can be solved analytically, once 1x  and 2x  are determined from the 
inverse of g(x): 
 11,2 0x g (z )
−= . (7.46) 
 
If the inverse of g(x) has more than two solutions, the sum of integrals (7.45) will contain 
several more terms. The same equations can be used to obtain the Fourier transforms of the 
inverse of the permittivity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.3.Piecewise constant representation of the permittivity for a one-dimensional grating 
x 
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x 
 
 
 
  
d 
d 
 
 
 
 
 
O 
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In the case of a sinusoidal profile: 
 
 [ ] 0x 1,2
2zh
z 1 sin(K x) x arcsin( 1)
2 h
= + ⇒ = − . (7.47) 
 
 
7.4.1.2. Fourier transformation of the normal vector  
As already explained, the Fourier transformation of the normal vector requires its continuation 
all over the space. If the grating profile can be represented as a single-value function, we can 
use eq.(7.39) for N

 and calculate the Fourier components of the tensor  TNN
 
 by use of the 
Fast Fourier transform (FFT) technique once for all z-values. For a sinusoidal grating having 
a profile defined in eq.(7.47), the normal vector takes the form: 
 
 ( )
x
2 2
2
x
h
cos(K x),0,1
1 d
N g (x), 0,1
1 g (x) h
1 cos (K x)
d
π − 
 ′= − =
′+ π +  
 

 (7.48) 
. 
7.4.2. Classical isotropic trapezoidal or triangular grating 
A trapezoidal grating is shown schematically in Fig.7.4 with two flat regions L at the top and 
the bottom of the groove and two different, in general, groove angles ψ. The Fourier 
transform of the permittivity and its inverse are calculated using eq.(7.45) with: 
 
 1 0 1
2 C 0 2
x z cotg
x x z cotg
= ψ
= − ψ
 (7.49) 
 
with C 2x d L= − . For the normal vector, the period can be divided in four regions A to D, as 
shown in the figure: 
 
 
y
x 1 x 2
z 1 z 2
x
z
N 0
N sin N sin
in A, in C,
N cos N cos
N 1
in B and D,
N 0
=
= ψ = ψ 
 = − ψ = ψ 
= 
= 
 (7.50) 
 
Their Fourier components do not depend on z and can be represented as a sum of several 
analytical terms, similar to eq.(7.45): 
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Fig.7.4. Trapezoidal profile with parameters. The normal vector direction is 
given in red arrows. 
 
( )
1 1 1
x x
1
2
x x
1 1 2
h cotg h cotg L2
imK x imK x2 1
x m
0 h cotg
d L d2
imK x imK x2
h cotg L d L
sin 1
N e dx e dx
d d
sin 1
e dx e dx
d d
ψ ψ +
− −
ψ
−
− −
ψ + −
ψ
= +
ψ
+ +
∫ ∫
∫ ∫
 (7.51) 
( )
1 2
x x
1 1
h cotg d L2 2
imK x imK x2 1 2
y m
0 h cotg L
cos cos
N e dx e dx
d d
ψ −
− −
ψ +
ψ ψ
= +∫ ∫  (7.52) 
( )
1 2
x x
1 1
h cotg d L
imK x imK x1 2
x y m
0 h cotg L
sin 2 sin 2
N N e dx e dx.
2d 2d
ψ −
− −
ψ +
ψ ψ
= − +∫ ∫  (7.53) 
 
A triangular-groove grating can be considered as a particular case of a trapezoidal 
profile with no flat regions, 1 2L L 0= = , Cx d= . Moreover, the profile given in Fig.7.4 also 
includes the case with vertical facets, and some more exotic profiles with hanging back walls, 
Fig.7.5.  
 
 
 
Fig.7.5. Two different profiles with slanted grooves 
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7.4.3. Classical lamellar grating 
Lamellar profile with vertical walls is most easy to treat, because the normal to the profile 
vector has only one non-zero component, Nx = 1. The Qε matrix takes the form: 
 
 
 
 
1
1
0 0
Q
0 0
0 0
−
ε
 
 
ε =  ε
  ε 
 
 
 
 
 (7.54) 
 
 
   
   
 
1 1
0 0
2
1 10 0
0
2
0
0 0
1 2
0 0
0 0
0 0 µ
0 0 µ
M
0 0
µ µ
1
0 0
µ µ
− −
− −
−
α α ε β − ε α + ω ω ω 
β β 
ε − ω − ε α ω ω =  α α
− β − ω ε ω ω 
 β β ω − α ε ω ω 
 
 
 
 



 (7.55) 
 
In non-conical diffraction, when β0 = 0, the two fundamental polarizations are decoupled and 
can be solved independently of each other. The M-matrix is simplified to obtain an 
antidiagonal block form: 
 
 
 
1
0
0
2
0
1
0 0 0 µ
0 0 µ 0
M 0 0 0
µ
1
0 0 0
−
−
α − ε α + ω ω 
−ω 
 α=  − ω ε
 ω
 
 
ω ε 
 
 
 
 


 (7.56) 
 
thus the two sets of differential equations for each polarization become: 
 
 
[ ]
 
[ ]
1
x 0 y
1
y x
d
E i µ H
dz
d 1
H i E
dz
−
−
α   = ω − ε α   ω 
  = ω  ε
 
 
 
 

 (7.57) 
and 
 
[ ]
[ ]
 
y 0 x
2
x y
0
d
E i µ H
dz
d
H i E
dz µ
  = − ω 
 α  = − ω ε    ω 
 (7.58) 
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Even in the case of conical diffraction, it is possible to define two other polarizations, 
for which the differential system decouples. These are the electric and magnetic polarizations 
that are transverse with respect to the x-axis. Let us denote the two polarization with 
superscripts (e), when Ex = 0, and (h), when Hx = 0. For (e) case, it is possible to express Hy 
as a function of Hx from eq.(7.26) and the first line of the M-matrix in eq.(7.55): 
 
   
1
1 1(e) (e)
y 0 0 xH µ H
−
− −α α    = − ω − ε α ε β    ω ω 
  (7.59) 
 
which can be simplified into: 
 
 
 ( ) 1(e) 2 2 (e)y 0 0 xH µ H−   = −α ω ε − α β     (7.60) 
 
The second line of the matrix M then results in: 
  
     ( )
2 2 11 1(e) 2 2 2 (e)0 0
y 0 0 x
d
E i µ µ H
dz
−− − β β   = ε − ω + ε α ω ε − α    ω ω 
  (7.61) 
 
This expression can be further simplified, and together with the third line of eq.(7.55) (when 
Ex = 0) gives a set of equation for (e) polarization: 
 
 
 ( )
 ( )
1(e) 2 2 2 (e)
y 0 0 0 x
(e) 2 2 (e)
x 0 y
0
d
E i µ µ H
dz
d i
H µ E
dz µ
−    = ω β ω ε − α −     
   = α − ω ε   ω

 (7.62) 
 
Similar procedure for (h) case when (h)xH 0= , result in another system of differential 
equations, decoupled from the (e) case: 
 
 ( )
 ( )
1 11(h) 2 2 (h)
y 0 0 x
1(h) 2 (h)
x 0 y
d 1
H i µ E
dz
d i
E µ H
dz
− −−
−
 
   = ω + β α ε α − ω    ε  
   = ω − α ε α   ω
 
 
 
 


 (7.63) 
 
In non-conical mount, β0 = 0 and eqs.(7.62) and (7.63) become equivalent to eqs.(7.58) and 
(7.57). 
Both conical and nonconical cases of diffraction by lamellar gratings are solved by 
eigenvector technique, due to the fact that the coefficients of the differential equations are z-
independent. Moreover, due to the separation of the two fundamental polarizations, it is 
possible to further reduce by half the size of the matrices, by dealing with second-order 
differential equations. For example, eq. (7.57) can be written in the form: 
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[ ]
[ ]
x 14 y
y 41 x
d
E iM H
dz
d
H iM E
dz
 =  
  = 
 (7.64) 
Thus 
 
[ ] [ ]
2
x 14 41 x2
2
y 41 14 y2
d
E M M E
dz
d
H M M H
dz
= −
   = −   
 (7.65) 
Les us denote with 2pρ  the eigenvalues of the product 14 41M M  and with V the matrix 
with its eigenvectors arranged in columns. The solution of the first eq.(7.65) can be written as: 
 
 [ ] [ ]1x xE (z) V (z)V E (0)−= Φ  (7.66) 
with 
 pp pp p(z) exp( i z)′ ′Φ = δ ± ρ  (7.67) 
which shows that the elementary solutions along z (called modes, wherefrom the names 
Fourier modal method or Rigorous coupled waves method) exist in pairs that can propagate 
upwards or downwards with the same propagation constants. 
By integrating the second eq.(7.65), we obtain that: 
 
 1y yH (z) W (z)W H (0)
−   = Φ     (7.68) 
 
with W  that can be written in different forms, because the eigenvectors are defined within an 
arbitrary factor. For example, if we take into account the second eq.(7.64), 1 41W i M V
−= ρ , 
where the diagonal matrix ρ has elements equal to ρp. Another possibility, that is quite 
convenient in TM polarization described by eq.(7.57), is at first to calculate the eigenvectors 
of 41 14M M , instead of 14 41M M   (their eigenvalues are the same). Then the link between V 
and W contains the inverse of 41M , which is just equal to 
1 1
ω ε
 
 
 
 
, so that 
i 1
W V= ± ρ
ω ε
 
 
 
 
. 
7.4.4. Crossed grating having vertical walls made of isotropic material 
Most of the recent applications of the Fourier modal method are devoted to studies of light 
diffraction by structures with 2D periodicity and piecewise invariant in the third direction. 
This popularity has several reasons. First, extraordinary light transmission was found in the 
late 90s by Ebbesen [7.18] for such structures, namely metallic sheets with periodical hole 
arrays, and it attracted a lot of attention (see Chapter 1). Second, the technology of such 
structures has significantly advanced in the last 20 years. Third, the Fourier modal method is 
relatively simple to implement, and much faster than most of the other methods, because of 
the eigenvalue/vector technique of integration.  
Detailed study of these structures is described in Chapter 13. However, due to its 
importance, we are discussing different aspects of this theory, as it presents a particular case 
of the more general geometry, that is characterized by a constant value of the z-component of 
the normal vector on each cross-section having z = const. The prolongation of the normal 
vector within the entire grating cell is discussed in sections 7.6 and 7.7, in which a detailed 
description of analytical Fourier transform in given for inclusions with elliptical cross-section. 
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7.5. Differential theory for anisotropic media 
If we consider anisotropic media that do not extend inside the grating structure, there is not 
necessary to reformulate the diffraction theory, only that in the general case it is not possible 
to separate the problem into two independent polarizations, and it is necessary to work with 
the complete 4Pmax vectors and matrices. 
In the case of anisotropic medium that lies inside the grating, the equations linking the 
M-matrix with the Qε and Qµ matrices remain the same, eq.(7.28) for isotropic and 
anisotropic media. The difference comes from the fact that the Q-matrices take more complex 
form, because the link between the normal and tangential components of the couples E and D 
and H and B is made through the tensors of permittivity and permeability, which are not 
scalars. Let us establish this link in detail for E and D. As far as the continuous and 
discontinuous field components must be factorized differently, we construct a column vector 
Fε, which contains the continuous field components ET and DN. There are two tangential 
components to the grating surface, and only a single normal: 
 
 
( )
1
2
N x
T 1 y
2 zT
N ED E
F E T E U E
T E EE
ε ε
   ⋅ ε      
 = = ⋅ =   
    ⋅        
 
 
 
 (7.69) 
 
where the double bar indicates a second-rank tensor with 3 dimensions, and the matrix Uε has 
the form:  
 
( ) ( ) ( )
x y z
1x 1y 1z
2x 2y 2z
N N N
U T T T
T T T
ε
 ε ε ε
 
 =
 
 
 
  
 (7.70) 
with N ε

 representing a tensor product with contraction of indices, for example, 
( ) x xx y yx z zxxN N N Nε = ε + ε + ε

, etc. 
The vectors 1 2N,T ,and T
  
 are defined on the grating surface, but for their further Fourier 
transform, it is necessary to choose a suitable continuation. The necessary conditions are that 
(i) they are continuous on the surfaces where ε and µ are discontinuous, and (ii) they form an 
orthonormal triad. 
Since ε  never vanishes, the determinant of Uε represents a quadric non-null form, 
equal to: 
 ( ) ( )1 2 i ij j
i, j x,y,z
det U N T T N Nε ε
=
ξ ≡ = ε ⋅ × = ε∑
  
 (7.71) 
since 1 2N T T= ×
  
. 
Thus Uε has an inverse 
invUε  in the form: 
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( ) ( )
( ) ( )
( ) ( )
x 2 1
x x
inv
y 2 1
y y
z 2 1
z z
N N T N T
1
U N N T N T
N N T N T
ε
ε
    − ε × ε ×    
 
   = − ε × ε ×    ξ  
    − ε × ε ×     
   
   
   
 (7.72) 
 
It is not evident to derive this form, but it can easily be verified by using the equivalence 
invU Uε ε =   and the fact that 1 2N T T= ×
  
. For example, the product of the second line of Uε 
with the second column of invUε  can be written in vectorial form: 
 
( ) ( ) ( ) ( ) ( ) ( )inv 1 2 2 1 2 1yyU U T N T N T T N T T N Nε ε ε ε   ξ = − ⋅ ε × = − ε × ⋅ = − ε ⋅ × = ε ⋅ = ξ   
          
(7.73) 
 
Going back to the vector Fε, it is continuous across the grating surface, whereas the 
Cartesian components of the electric vector are, in general discontinuous, as well as the 
components of Uε. Thus for their Fourier transform, it is necessary to apply the inverse 
factorization rule: 
 
 [ ]
1invF U E
−
ε ε  =  

 
 
 
 (7.74) 
At the other hand, 
 
 inv invE U F D U Fε ε ε ε= ⇒ = ε
 
 (7.75) 
 
with Fε  being continuous, so that the Fourier transform of  D

 requires the direct factorization 
rule: 
 
1inv invD U U E
−
ε ε   = ε   
 
  
  
  
 (7.76) 
i.e.,  
 
 
1inv invQ U U
−
ε ε ε= ε
  
  
  
 (7.77) 
 
For gratings having anisotropic magnetic properties, the corresponding Qµ matrix is 
obtained from eqs. (7.71), (7.72), and (7.77) by replacing invUε  by 
inv
µU  and ε  by µ . 
 
7.5.1. Lamellar gratings made of anisotropic material 
Such gratings are analyzed in Chapter 13, devoted to the Fourier modal method by using more 
direct approaches, but here we want show how the corresponding equations can be obtained 
from the general eqs.(7.72). To this aim it is sufficient to realize that 
 
 1
2
N (1,0,0)
T (0,1,0)
T (0,0,1)
=
=
=



 (7.78) 
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so that  
 
 
( )
( )
( )
2 xy xx
1 xz xx
xx
N T ( , ,0)
N T ( ,0, )
N N
ε × = ε −ε
ε × = −ε ε
ε ⋅ = ε
 
 
 
 (7.79) 
 
and eq.(7.72) takes the form: 
 
 
xy xz
xx xx xx
inv
1
U 0 1 0
0 0 1
ε
ε ε
− − ε ε ε 
 
 =
 
 
 
 
 
 (7.80) 
with a determinant equal to 
xx
1
ε
 
 
 
 
 
. Thus 
 
1 1 1
xy xz
xx xx xx xx xx
1inv
1 1 1
U 0 0
0 0
− − −
−
ε
 ε ε 
ε ε ε ε ε 
 
 
=  
 
 
 
 
 
        
        
        
        
        
 
 
 


 (7.81) 
 
 
The second matrix that is required takes the form: 
 
 yx yx xy yx xzinv yy yz
xx xx xx
zx xyzx zx xz
zy zz
xx xx xx
1 0 0
Uε
 
 
 
 ε ε ε ε ε
 ε = ε − ε −
ε ε ε 
 ε εε ε ε ε − ε − ε ε ε 
 (7.82) 
 
This form is valid even when the permittivity tensor is not symmetric, as happens in the 
modeling of magnetooptical effects. 
The Qε matrix takes the form obtained in [7.19], using a completely different approach: 
 
 
1inv invQ U U
−
ε ε ε= ε
  
  
  
 (7.83) 
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1 1 1
xy xz
xx xx xx xx xx
1 1
yx yx xy yx xy yx xz
yy yz
xx xx xx xx xx xx xx
1 1 1
1 1
− − −
− −
ε ε
ε ε ε ε ε
ε ε ε ε ε ε ε
= ε − + ε −
ε ε ε ε ε ε ε
        
        
        
        
        
           
          
          
          
           
1
yx xz
xx xx xx
1 1
zx xy xyzx zx zx xz zx
zy zz
xx xx xx xx xx xx xx xx
1
1 1
−
− −
ε ε
+
ε ε ε
ε ε εε ε ε ε ε
ε − + ε − +
ε ε ε ε ε ε ε ε
     
      
      
      
     
            
            
            
           
            
1
xz
xx xx
1
−
 
 
 
 
 
 
 
 
ε 
 ε ε 
   
   
   
   
   
 
7.6. Normal vector prolongation for 2D periodicity; Fourier transform 
As observed, the proper use of the direct and the inverse factorization rules requires that the 
vector normal to the interfaces between different media is defined not only on these 
interfaces, but throughout the entire grating cell. In the case of classical gratings with one-
dimensional periodicity, the prolongation of the normal vector can be done quite easily, as 
shown in sec.7.4.1. For two-dimensional periodicity, the choice depends on the geometry, but 
also on its mathematical representation. Several different solutions have to be considered, 
without pretending to be exhaustive.  
In general, the cross-section profile changes with z, so that the matrices Qε, Qµ, and M 
have to be recalculated for each value of z. If the geometry is z-invariant, this must be done 
only once. Concerning the Fourier components of the normal vector, there are two different 
classes of grating profiles that has to be treated separately. The first class consists of surfaces 
that can be expressed all over the unit cell (containing a single period in x and z) as an 
analytical (at lease piecewisely) function Sz g(x, y)= , where S indicates that the point lies on 
the interface. In this case, it is possible to have a unique extension of N

 whatever the values 
of z. In addition, it is not necessary to calculate the cross-section of the surface(s) with a plane 
perpendicular to the z-axis for each value of z. This case also includes multilayered 
homomorphous structure with constant layer(s) thickness in the z-direction. We consider this 
class of cases in sec.7.6.1. 
The second class of surfaces includes surfaces that cannot be expressed through single-
valued functions, as the example given on the right-hand side of Fig.7.12. In that case, it is 
necessary for each fixed value of z to know the cross-section function of the grating surface 
with the plane z = const. Subsection 7.6.2 presents general analysis, some important specific 
cases are considered further in the following subsections. 
 
7.6.1. General analytical surfaces 
If the interface representing the structure can be expressed as a single-valued function, 
analytical over the entire unit cell (this is also valid if different analytical functions can be 
defined over different regions of the cell): 
 
 Sz g(x, y),=  (7.84) 
 
then the components of the vector normal to the surface defined on the surface have the form: 
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2
g g
, ,1
x y
N(x, y) .
1 grad g(x, y)
 ∂ ∂
− − ∂ ∂ =
+

 (7.85) 
 
It can immediately be extended to whatever the values of z inside the modulated region. 
Moreover, its values do not depend on z, as it was a case of the classical one-dimensional 
grating already discussed in sec.7.4.1. 
The permittivity and its inverse can easily be obtained on a mesh (x,y) covering the 
grating cell for each z: 
 
 3
1
g(x, y) z (x, y)
g(x, y) z (x, y)
< ⇒ ε = ε
≥ ⇒ ε = ε
 (7.86) 
 
where 1 and 3 are the indexes representing respectively the inferior and the superior regions 
separated by the grating surface (as it was done in Fig.7.3). If the cross-section of the grating 
surface with the planes z = const are ellipses (or circles), and if zN  does not depend on (x,y) 
at each z, it is possible to replace the numerical Fourier transform by an analytical formulae, 
as discussed in Sec.7.7. One important particular case is the z-invariant grating with elliptical 
cross section; another case includes the gratings having a rotational symmetry, as shown in 
Fig.7.12. 
The same extension (7.85) for the normal vector is valid for a stack of layers having 
homogeneous thicknesses in the z-direction: 
 
 S, j jz g(x, y) t= +  (7.87) 
 
The permittivity and its inverse inside the intermediate layers are simply given as: 
 
 S, j 1 S, j jz (x, y) z z (x, y) (x, y) .− < ≤ ⇒ ε = ε  (7.88) 
 
7.6.2. Irregular general surfaces 
If the case does not fit into the preceding section, the interface is expressed through the more 
general function Su(x, y, z ) 0= , and the vector N

 has to be determined for each inclusion: 
 SS
S
u u u
,
x y z
N(x, y, z )
grad u(x, y, z )
 ∂ ∂ ∂
 ∂ ∂ ∂ =

 (7.89) 
 
However, these values are well defined on the grating surface (except on its edges), and 
have to be extended over the entire cell. When considering a cross-section of the profile with 
a plane at z = const., several different cases exist: 
 
7.6.2.1. Single-valued radial cross-section 
At first, we shall consider that the cross section function S Sf (x , y ) 0=  defines a single 
curve, and that curve can be expressed in cylindrical coordinates as 
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 S S( )ρ = ρ ϕ  (7.90) 
where 
 
[ ]
2 2
S S C S C
S C S C
(x x ) (y y )
arctan (y y ) / (x x )
ρ = − + −
ϕ = − −
 (7.91) 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.6. Single-curve cross-section of the grating surface at z = const.  
 
and xC and yC represent a “central” point of the curve, Fig.7.6. Here we assume that the 
values of Sρ  are unique for each ϕ. The other case is analyzed further on. 
It is possible to extend to the entire cell the values of the normal vector, defined only on 
the curve, by assuming that it is constant for each fixed angle ϕ. This prolongation requires 
the following procedure: 
1. Fixing the pair (x,y). 
2. Calculating the angle [ ]C Carctan (y y ) / (x x )ϕ = − − . 
3. Calculating S S( )ρ = ρ ϕ  from eq.(7.91). 
4. Calculation of S Sx cos= ρ ϕ , and S Sy sin .= ρ ϕ  
5. Determining zN , together with Nx and Ny from eq.(7.89). 
6. Attributing these values of the components of S SN(x , y )

 to the pair (x,y). 
7. Fast Fourier transform after the normal vector components are determined for all the 
pairs (x,y) on a mesh inside the grating cell. 
The procedure can be simplified for most of the typical diffracting objects, as shown further 
for objects with elliptical or circular cross-section. 
If the grating profile varies with z, the calculations of the Fourier components of the 
permittivity and its inverse has to be made at each value of z, both for the analytical profiles, 
for which the normal vector prolongation can be chosen z-invariant, or for the irregular 
surfaces. For each (x,y) pair of the mesh used in the FFT method, it is possible to determine 
whether the point lies within or outside the cross-section part of Fig.7.6: 
 
 S inside
S outside
( ) ( ), (x, y)
( ) ( ), (x, y)
ρ ϕ < ρ ϕ ε = ε
ρ ϕ ≥ ρ ϕ ε = ε
 (7.92) 
 
with 2 2C C(x x ) (y y )ρ = − + − . 
 
y 
x 
 
 
  
 
ϕ 
 
274
E. Popov: Differential Method         7.25 
7.6.2.2. Objects with polygonal cross section 
A typical example of such objects is presented in Fig.7.1. Its surface consists of different 
plates, and for their treatment the condition Nz = const. for fixed z is fulfilled, because N

 is 
constant at each plate. Another possible surface consists of plane ribbons with curvature in z-
direction, Fig.7.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.7. Surface made of plane ribbons 
 
As shown in Fig.7.8, the cross-section represents a polygon. On each of its sides the 
modulus of the in-plane component of the normal vector is known:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.8. Object with a polygonal cross-section. 
 
 
 2//, z,N 1 N= −i i  (7.93) 
 
and its direction is perpendicular to the segment. If the i-th segment is located between the 
angles ϕi  and 1+ϕi , we can extend the definition of the normal vector all over the unit cell 
situated within the range ( ϕi , 1+ϕi ), delimited by the bold dot-dashed lines in Fig.7.8, by 
 
y 
x 
 
 
  
 
ϕ 
segment i 
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assuming that N N=
 
i . The normal vector extension will be continuous everywhere, except on 
the sector border lines (bold dot-dashed lines) and thus the only points where both 
permittivity (and/or permeability) and N

 are simultaneously discontinuous are at the 
polygonal corners, where anyway N

 is never continuous. 
The procedure to follow requires that for each value of z the polygon corners (x i, yi) 
and the z-components of N

 for each segment are determined, as well as fixing some “central” 
point C C(x , y ) . Then the angular ranges of each segment with respect to that central point are 
calculated: 
 C
C
y y
arctan
x x
−
ϕ =
−
i
i
i
 (7.94) 
For each pair (x,y), the azimuthal angle is given as [ ]C Carctan (y y ) / (x x )ϕ = − − , which 
value determines the number of the segment, say j, within the point lies. The unknown in-
plane part of the normal vector is perpendicular to the j-th segment: 
 
 
( )
( ) ( )
( )
( ) ( )
2
z, j
x, j j 1 j 2 2
j 1 j j 1 j
2
z, j
y, j j 1 j 2 2
j 1 j j 1 j
1 N
N y y
y y x x
1 N
N x x
y y x x
+
+ +
+
+ +
−
= −
− + −
−
= − −
− + −
 (7.95) 
 
The expression in the square root comes from the normalization of N

. 
The value of the permittivity depends on whether the point (x,y) lies inside or outside 
the polygon. The calculations of (x, y)ε  and 1 ε  are made simultaneously with the normal 
vector calculus. After the angular segment in which the point (x,y) of the mesh in grating cell 
is determined (say the j-th one, as in eq.(7.95)), we can find the length of Sρ  between the 
central point and the polygon segment, shown in Fig.7.8. For this sake we show in Fig.7.9 the 
enlarged segment: 
 
Fig.7.9. The j-segment of Fig.7.8 together with notations 
 
The sine theorem gives the possibility to determine the angle ζ : 
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( ) ( ) ( ) ( )2 2 2 2j 1 j j 1 j j 1 C j 1 C
j 1 j
x x y y x x y y
sin( ) sin( )
+ + + +
+
− + − − + −
=
ϕ − ϕ ζ
 (7.96) 
 
wherefrom the radius Sρ  is given as: 
 
 
( ) ( )2 2C j C j
S
j
x x y y
sin( )
sin( )
− + −
ρ = ζ
π − ζ − ϕ + ϕ
 (7.97) 
 
Eq.(7.92) enables us to obtain the values of the permittivity (and its inverse): 
 
 S inside
S outside
( ) ( ), (x, y)
( ) ( ), (x, y)
ρ ϕ < ρ ϕ ε = ε
ρ ϕ ≥ ρ ϕ ε = ε
 (7.98) 
 
with 2 2C C(x x ) (y y )ρ = − + − . 
 
 
 
 
 
 
 
 
 
 
Fig.7.10. Schematic presentation of corner rounding 
 
Concerning the edges, in reality the surfaces never have such, as etching always ends by 
rounding the corners, as shown in Fig.7.10. Let us consider that the rounding between the 
segments numbered i-1 and i is made preserving the values of Nz, and that in the cross-plane z 
= const., the rounding can be considered as circular, having a center in C C(x , y )i i  and radius 
ri .The in-plane component of the normal vector follows the curvature radius and thus is given 
by equations, similar to eq.(7.95):  
 
 
( )
( ) ( )
( )
( ) ( )
2
z,
x, C 2 2
C C
2
z,
y, C 2 2
C C
1 N
N x x
y y x x
1 N
N y y
y y x x
∆
∆
−
= −
− + −
−
= −
− + −
i i
i i
i i
i i
i
i
 (7.99) 
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The prolongation is more complicated, if the consecutive values of Nz at the two sides of the 
rounded corner differ significantly. In that case a linear interpolation of Nz between ϕi  and 
ϕ + ∆i i  can be applied. 
 
7.6.2.3. Mutlivalued cross-sections 
If the cross-section cannot be represented as a radial function, another possibility arises if it is 
a piecewise analytical function in x (or y), as shown in Fig.7.11, where we can use two 
different functions of x.  We assume again that zN  is known, as it happens for z-independent 
profiles, for which it is simply null. In the upper part of the figure, for each value of x it is 
possible to calculate the normal vector on the profile: 
 
 
( )1 z
1 2 2
1 z
f (x),1, N
N
1 f (x) N
′−
=
′+ +

 (7.100) 
 
We can take this value to be the same for each y in the upper region 1A , so that the numerical 
Fourier transform is made only once in 1A  and once in 2A .  
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.11. Piecewise analytical c ross-section of the grating surface at z = const.  
 
The permittivity has to be calculated at each (x,y) mesh point:  
 S inside
S outside
y y , (x, y)
y y , (x, y) .
< ε = ε
≥ ε = ε
 (7.101) 
 
7.6.4. Objects with cylindrical symmetry 
Many periodic systems consist of inclusion having rotational cylindrical symmetry, like 
spheres, vertical cylinders, or ellipsoids with axe of rotation parallel to the z-axis, but also 
smooth surfaces, as presented in Fig.7.12. 
These structures are characterized by a circular cross-section of the surface with the 
horizontal planes at z = const., but also with an independence on x and y of the values of Nz 
on each horizontal plane. In addition, due to the circular cross-sections, the angular 
component Nϕ = 0 everywhere. Once z is fixed, the variation of the interface in the vertical 
y 
x 
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direction fixes the value of Nz, for example through eq.(7.89), wherefrom the radial normal 
vector component 2zN 1 Nρ = − . For each pair of (x,y) then: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.12. Several profiles with cylindrical symmetry. 
 
 
C
x 2 2
C C
C
y 2 2
C C
(x x )N
N (x, y)
(x x ) (y y )
(y y )N
N (x, y)
(x x ) (y y )
ρ
ρ
−
=
− + −
−
=
− + −
 (7.102) 
In addition, for profiles invariant in z-direction, Nz = 0 and N 1ρ = .  
The permittivity is given as a piecewise constant function: 
 
 
2 2 2
inside C C
2 2 2
outside C C
(x, y) , if (x x ) (y y ) R (z),
(x, y) , if (x x ) (y y ) R (z)
ε = ε − + − <
ε = ε − + − ≥
 (7.103) 
 
where R(z) is the radius of the profile surface for a given z.  
Having obtained the values of the normal vector components and permittivity for each 
x,y enables us to calculate their Fourier transforms, either by Fast Fourier transform (FFT), or 
analytically, as shown in Sec.7.7. 
 
7.6.5. Objects with elliptical cross-section 
Similar simplification is possible for systems with elliptical cross-sections that have Nz = 
const. for z fixed. Such are the inclusions of vertical cylinders with elliptical cross-section, 
ellipsoids with one of the axes orientated in z-direction, but also all types of the structures 
shown schematically in Fig.7.12 that have elliptical or circular cross-sections. 
Let us assume first that the ellipse axes are parallel to the x and y-axes. The more 
general case is discussed in Sec.7.7. The cross-section curve for z = const. is given by the 
equation: 
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2 2
2S C S Cx x y y R
a b
− −   + =   
     (7.104) 
In order to obtain results similar to eq.(7.102), we introduce an elliptical coordinates, defined 
as: 
 
C
C
x x
x
a
y y
y
b
−
=
−
=


 (7.105) 
 
Using these notations, the ellipse becomes a circle, for which the considerations of the 
previous subsection apply. Thus  
 
 
C
x 2 2
C C
C
y 2 2
C C
x x
N
aN (x, y)
x x y y
a b
y y
N
bN (x, y)
x x y y
a b
ρ
ρ
−
=
− −   +   
   
−
=
− −   +   
   
 (7.106) 
 
with 2zN 1 Nρ = − , which remains constant for each fixed z. 
Concerning the permittivity, it is determined in the same way as in eq.(7.103) for 
circular profile: 
2 2
2C C
inside
2 2
2C C
outside
x x y y
(x, y) , if R (z),
a b
x x y y
(x, y) , if R (z)
a b
− −   ε = ε + <   
   
− −   ε = ε + ≥   
   
 (7.107) 
 
 with R(z) given by eq.(7.104). Sec.7.7 shows how to avoid the numerical FFT. 
 
Remark on the prolongation of the normal vector 
Special attention has recently been paid to the numerical implementation of the differential 
method for gratings having 2D periodicity formed by vertical holes or bumps that are 
invariant in z, and that have arbitrary cross-section in the xOy plane. A detailed study in the 
case of z-invariant geometry that applies for an eigenvalue/eigenvector technique of 
integration (FM or RCW method, see Chapter 13) is given in ref.[7.20], followed by several 
other works [7.21, 7.22]. It is necessary to note that the technique of prolongation of the 
normal vector as discussed in [7.20] can be applied also for z-dependent profiles with similar 
cross section; the difference is the renormalization factor 2z1 N−  for each z. 
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The authors compare several different formulations of the Fourier Modal method 
applied to structures with rectangular, circular, or elliptical cross-sections. These formulations 
include the classical formulation of Moharam and Gaylor that uses only the direct 
factorization rule, the formulation given by Lifeng Li [7.23, 7.31] that introduces two 
different Fourier transforms of the permittivity ε, namely  ε      and  ε     , which are 
calculated by applying at first the inverse rule along one of the coordinates, and then the direct 
rule along the other one. This second formulation was made for rectangular and parallelogram 
cross-sections. For circular or elliptical (or other smooth) forms, it introduces a stepwise 
treatment of the profile, which appears more slowly convergent than the special techniques 
developed after. 
              
(a)       (b) 
Fig.7.13. Two different prolongations of the normal vector for a circular inclusion. (a) Radial 
prolongation. (b) Electrostatic continuation of the normal vector for a circular cross-section 
inclusion inside a square grating cell (after [7.20]). 
The third approach to the problem requires a prolongation of the normal vector (NV) to 
the profile within the entire grating cell. As already stressed, there are several possibilities to 
make this. A typical example is the radial prolongation, Fig.7.13a, which has been discussed 
in Sec.7.6.2.1 and 7.6.4 and it includes discontinuities of the normal vector on the cell 
boundaries, where the permittivity is continuous. Another approach proposed in [7.20] is the 
electrostatic one, which insures the continuity all over the cell and on its boundaries, except 
for on single points inside, Fig.7.13b. 
Fig.7.14 shows the convergence rates for the transmitted zeroth order of a grating 
consisting of dielectric cylindrical inclusions with a circular cross-section with refractive 
index n = 1.5, in normal incidence from the substrate. The grating period is 2λ, the width of 
the grooves is λ, and the grating depth is λ/(2n−1). The graph presents the diffraction 
efficiency in transmission as a function of the truncation order N using the three considered 
formulations: Moharam’s original formulation, Li’s formulation, and the formulation using 
the normal vector (NV) field. As usual the Fourier series run from – N to N, which yields 
2N+1 Fourier coefficients for each of the two directions of periodic continuation, or 2(2N 1)+  
coefficients in total. As can be expected, both the original approach and the formulation by Li 
have worse convergence than when correctly taking into account the factorization rules for the 
tangential electric field and normal displacement components to the profile, where the 
permittivity is discontinuous [7.20]. It is necessary to stress that the difference in the 
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convergence rates is even more pronounced for metallic inclusions, having much larger 
optical contrast. 
The fact that the discontinuity of the NV at the grating cell boundaries does not have 
observable influence on the convergence rates (provided that the NV is continuous at the 
discontinuities of the permittivity) is used later in sec.7.7, and enables us to replace the 
numerical Fourier transformation (made usually by the FFT programs) by analytical formulae 
using the cylindrical Bessel functions. This possibility could save computation time and avoid 
the discretization of the profile, when mapping it on the rectangular mesh necessary for the 
FFT. 
 
Fig.7.14. Convergence rates with respect to the truncation of the Fourier series for four different 
approaches used to model the diffraction by a cylindrical inclusion with circular cross-section. 
 
Recently, Weiss et al. [7.24] proposed another alternative approach to treating smooth 
inclusions, by changing the coordinate system, so that its planes are parallel to the profile and 
to the grating sell walls (see Fig.7.15). If the transformed system is orthonormal, its 
coordinate lines are automatically tangential or perpendicular to the physical walls. If not, the 
Maxwell equations have to be rewritten in covariant vector form using the covariant and 
contravariant vector components. 
 
 
(a)       (b) 
Fig.7.15. Coordinate lines and surfaces according to (a) [7.20] and (b) [7.24] 
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This approach is somehow equivalent to the normal vector prolongation, due to two 
main reasons: 
(i) The NV approach defines in an unambiguous manner the normal vectors on the 
profile, giving a liberty to continue them all over the cell. The coordinate 
transformation is also defined on the profile and the outside boundaries, but can be 
chosen in different ways around the grating cell. 
(ii) The change of the coordinate system introduces in the Maxwell equations the 
metric tensor   that multiplies the electric displacement and magnetic induction 
in the right-hand side of eq.(7.6), so that for the electric field we obtain the 
substitution: 
 D E E.= ε → ε
  
  (7.108) 
 
The normal vector approach acts in a similar manner by introducing the matrix 
Q ,ε  given in eq.7.21, which makes the following substitution in the Fourier space, 
eq.(7.20): 
 D E Q E .ε     = ε →     
  
 (7.109) 
 
7.6.6. Multiprofile surfaces 
A grating with multiple bumps (or inclusions) inside the single cell could be treated by 
separation the cell into sub-cells, not necessarily rectangular, containing a single inclusion, as 
shown in  Fig.7.16, where a specific cross-section at z = const. is separated into three regions 
A, B, and C. As far as the Fourier components of the normal vector, of the permeability and 
the permittivity have to be calculated for each value of z (if they depend on z), the separation 
into subcells can vary with z. 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig.7.16. Cross-section at z = const. of a grating having different inclusions. The three different 
regions to be treated independently are separated by dashed lines. 
 
The case schematized in Fig.7.17a can result from a surface covered by a thin layer of 
another substance, a layer that cannot be treated using eq.(7.87). The simplest possibility is to 
have different continuation of the normal vector inside each region. At first, the angle 
[ ]C Carctan (y y ) / (x x )ϕ = − −  for the point with coordinates (x, y) is calculated, and it is 
necessary to determine to which region the point belong. If it lies inside the innermost region 
C, the values of 1N(x, y) N ( )= ϕ
 
, where 1N ( )ϕ

 is determined using one of the procedures 
discussed above for a single interface that is defined by the inner profile function. 
 
 
 
 
A B 
C 
x 
y 
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If the point (x, y) lies in the outermost region, we take 2N(x, y) N ( )= ϕ
 
, where 2N ( )ϕ

 
corresponds to the second interface. In-between, we have two possibilities. The first choice is 
to divide the region into two subregions as indicated in Fig.7.17a with the dashed line. In each 
of them, N(x, y)

 is taken to be equal to its values on the adjacent profile, so that it is 
continuous everywhere where the permittivity and/or permeability are discontinuous. 
 
 
 
 
 
 
 
 
  
 
 
   (a)         (b) 
Fig.7.17. Structures with interpenetrating cross-section profiles 
 
The second possibility is to introduce a linear interpolation inside region B, but it is 
necessary to know the distances 1ρ  and 2ρ  between the central point and the profiles along 
the ray with [ ]C Carctan (y y ) / (x x )ϕ = − −  fixed. Then: 
 
 
2 2
1
B 1 2 1
2
C C
1
2
N (x, y) N ( ) N ( ) N (
(x x ) (
) ,
with y y )
ρ − ρ = ϕ + ϕ − ϕ  ρ
− + −
− ρ
ρ =
   
 (7.110) 
 
Another specific case that appears in the studies of magnetic resonators is presented in 
Fig.7.17b. In can be treated in the same way is for the case in Fig.7.17a, but it is necessary to 
introduce a separate region D indicated in the figure and containing the opening, for which 
N (0,1, 0)=

, for example.  
 
7.7. Some cases of analytical Fourier transforms 
There exist few but important cases when the Fourier transformation of the normal vector, of 
ε and/or of µ can be done analytically, as proposed in eq.(7.45) for grating with one-
dimensional periodicity. In order to obtain this possibility, it is necessary that the z-
component of the normal vector is invariant with respect to x and y for z fixed, and that the 
cross-section of the surface along the horizontal plane is circular, elliptic, rectangular, or 
rhombic. This concerns the examples with geometry given in Fig.7.1, Fig.7.6, and Fig.7.12. In 
particular, this procedure has been applied for the z-invariant structures, for which the Fourier 
modal method is more suitable. 
We shall compare the convergence rates and the computation times of this analytical 
approach with the numerical FFT. Let us stress that the analytical determination of the Fourier 
components of the permittivity (and permeability for magnetic media) can be made for 
 
 
x 
y 
A 
B 
C 
 
 
x 
y 
A 
B 
C D 
284
E. Popov: Differential Method         7.35 
elliptical (and circular) cross-sections, independently on the prolongation of the normal 
vector. 
For instance, the analytical determination of the Fourier coefficients for 2D gratins has 
been implemented numerically for z- independent structures having circular cross sections, 
that are treated using the Fourier modal method. However, the Fourier transformation of 
permittivity (and permeability for magnetic materials) and of the normal vector tensor are 
made in the same manner for z-invariant profiles, as well as for objects that have geometry 
that is not vertically independent, such as spherical or elliptical inclusions, or profiles shown 
in Fig.7.12. At each value of z, it is necessary to recalculate the elements of the M-matrix.  
Let us consider that for a value of z fixed, the normal vector z-component does not 
depend on x and y (but it can vary with z). We can use eq.(7.106) in the numerical FFT, but if 
the profile of the z-cross section has the form given by eq.(7.104), it is possible to avoid 
numerical Fourier transform. Let us consider the more general case with the ellipse axes that 
are not parallel to the unit cell walls, with an angle ψ between them, Fig.7.18. The ellipse 
equation in the initial coordinate system linked to the unit cell is given as: 
 Rρ = , (7.111) 
We have introduced new coordinates in order to obtain the canonical form (Eq.(7.111)) 
of the ellipse equation: 
 
c c
c c
2 2
x x y y
x cos sin
a b
x x y y
y sin cos
a b
x y
y
tg
x
− −
= ψ + ψ
− −
= − ψ + ψ
ρ = +
ϕ =


  



, (7.112) 
 
The normal vector has components: 
 
2
zN 1 N
N 0
ρ
ϕ
= −
=


, (7.113) 
that do not depend on ρ  and ϕ . Thus the Fourier transforms can be done analytically by 
considering separately the regions outside the ellipse A + B and inside it C (Fig.7.18). The 
second ellipse that is “concentric” to the profile is introduced in order to calculate the normal 
vector Fourier transforms. 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.18. An inclined ellipsoidal profile g(x,y) with different permittivities in the regions A + B 
and C, together with a concentric ellipse (dash line) necessary for the normal vector 
transformation. 
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The Fourier transformation of the permittivity is done using the integral: 
x y x yimK x inK y imK x inK yC A
m,n
x y x yC A B
e dxdy e dxdy
d d d d
− − − −
+
ε ε
ε = + =∫ ∫  
  (7.114) 
 
x c y c x y x y
R 2
imK x inK y imK a cos( ) inK b sin( ) imK x inK yC A A
x y x y0 0 A B C
( )
e d d e e dxdy
d d d d
π
− − − ρ ϕ+ψ − ρ ϕ+ψ − −
+ +
ε − ε ε
ρ ρ ϕ +∫ ∫ ∫
   
  
 
 
The second integral on the second line of eq.(7.114) is equal to the Kronecker’s symbol: 
 x y
imK x inK y
x y m,0 n,0
A B C
e dxdy d d
− −
+ +
= δ δ∫  (7.115) 
while the first integral is evaluated analytically, after introducing two substitutions, defined in 
eq.(7.117): 
 
( ) ( )
x y mn mn
R 2 R 2
imK a cos( ) inK b sin( ) i K sin( )
0 0 0 0
R
0 mn 1 mn
mn0
d d e d d e
2 R
2 d J K J RK
K
π π
− ρ ϕ+ψ − ρ ϕ+ψ − ρ ϕ+ψ+χρ ρ ϕ = ρ ρ ϕ
π
= π ρ ρ ρ =
∫ ∫ ∫ ∫
∫
   
 
     
  
 (7.116) 
where pJ  is the p
th order Bessel function, and we have used the substitutions: 
 
 
2 2 2 2 2 2
mn x y
x
mn
y
K m K a n K b
mK a
tg
nK b
= +
χ =
 (7.117) 
 
Similar integrals are obtained for the Fourier transforms of the normal vector 
components, which must be continuous across the interface g(x,y). As shown in Fig.7.18, we 
introduce another ellipse 2g (x, y) , that obeys an equation, similar to eq.(7.111), but having 
larger dimensions, 2Rρ = . The evaluation of   
 ( ) x yimK x inK y2 2x xm,n
x y A B C
1
N N (x, y)e dxdy
d d
− −
+ +
= ∫  (7.118) 
can be made in two different regions, A and B + C, taking different prolongations of the 
normal vector. The important feature in the application of the inverse and/or the direct 
factorization rules is that they require that the normal vector and the permittivity have no 
common points of discontinuity.  
The vector normal to the surface is proportional to the gradient of the surface equation: 
c c c
2
c c
2
c
2
2
2
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2 2
2
y
N (x, y) R 2
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N
x x y y x x 2
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a b aa
x x
(x, y
y y y y 2
sin( )) R 2
a b bby
 ∂    + − =    ∂      
 ∂    + −
− − −
= ρ ϕ + ψ
− − −
==    ∂      
ρ ϕ + ψ
 
 


 (7.119) 
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After the normalization, we obtain that: 
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x x2 2
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y y2 2
1 N
N (x, y) b cos( ) N cos( )
a b
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N (x, y) a sin( ) N sin( )
a b
−
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+
−
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
 

 
 (7.120) 
 
inside the region B + C, i.e., continuous across the real profile g(x,y). As they can be 
discontinuous on the fictitious profile 2g (x, y) , we can take them in a form that allows for the 
Fourier transform in an analytical form, for example,  
 
 
2
x z
y
N (x, y) 1 N
N (x, y) 0
= −
=
 (7.121) 
 
as shown in Fig.7.19, which illustrates the geometry of this approach in the prolongation of 
the normal vectors for a circular cross-section, and has to be compared with Fig.7.13a and 
Fig.7.15, which make either a radial prolongation of the normal vector that is discontinuous at 
the cell boundaries, or a smooth prolongation that is continuous everywhere in the cell.  
As far as the normal vector components participate in pairs ( 2x,yN  and x yN N ), its sign 
in a given direction plays no role and can be taken as most convenient.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.19. Piecewise prolongation of the normal vector, applied for a circular cylinder profile 
 
Similar to eq.(7.114), we can write 
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( ) x y x y
x y x y
2 2
imK x inK y imK x inK y2 2x z
x m,n
x y x yB C A
2 2 2
imK x inK y imK x inK y2x z z
x y x yB C A B C
N 1 N
N cos ( ) e dxdy e dxdy
d d d d
N N 1 1 N
cos ( ) e dxdy e dxdy
d d d d
− − − −
+
− − − −
+ + +
−
= ϕ + ψ +
+ − −
= ϕ + ψ +
∫ ∫
∫ ∫




 (7.122) 
 
The second integral is taken over the entire unit cell, and it is given by eq.(7.115). The first 
integral is developed as follows: 
 
x y
2
x c y c x y
imK x inK y2
B C
R 2
imK x inK y imK a cos( ) inK b sin( )2i( ) 2i( )
0 0
cos ( ) e dxdy
1
e d d 2 e e e
4
− −
+
π
− − − ρ ϕ+ψ − ρ ϕ+ψϕ+ψ − ϕ+ψ
ϕ + ψ =
 ρ ρ ϕ + + 
∫
∫ ∫
   
 

  
 (7.123) 
 
The first term in the square brackets can be expressed in the form given by eq.(7.116): 
( )
2
x y
R 2
imK a cos( ) inK b sin( )
1 mn
mn0 0
1 R
d d e J RK
2 K
π
− ρ ϕ+ψ − ρ ϕ+ψ πρ ρ ϕ =∫ ∫
   
    (7.124) 
 
The second and the third terms in eq.(7.123) can also be expressed in the terms of Bessel 
functions: 
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x y
2
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mn mn mn mn
2
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0 0
R 2
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d d e
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e d d e
4
e d J K
2
π
± ϕ+ψ − ρ ϕ+ψ − ρ ϕ+ψ
π
± ϕ+ψ − ρ ϕ+ψ+χ
π
χ ± ϕ+ψ+χ − ρ ϕ+ψ+χ
χ
ρ ρ ϕ
= ρ ρ ϕ
= ρ ρ ϕ
π
= ρ ρ ρ
∫ ∫
∫ ∫
∫ ∫
∫
    
  
  


  
  
  
  
 (7.125) 
 
so that their sum is equal to: 
 
( ) ( )
( ) ( )
2
mn mn
R
2i i
2 mn
0
mn 0 2 mn 2 mn 2 2 mn2
mn
e e d J K
2
cos(2 ) 2 2J R K R K J R K
K
− χ − χπ + ρ ρ ρ =
π
χ − +  
∫   
 (7.126) 
 
The Fourier transformation of 2yN  can be performed in exactly the same manner, but it  
is more direct to use the relation: 
 
 ( ) ( )2 2 2y z m,0 n,0 ym,n m,nN 1 N N = − δ δ −    (7.127) 
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The evaluation of the mixed term contains the product of sin( ) cos( )ϕ + ψ ϕ + ψ =   
1
sin 2( )
2
ϕ + ψ . Thus ( )x y m,nN N  result in the same form as eqs.(7.125) and (7.126), by 
replacing mncos(2 )χ  with mnsin(2 )χ .  
It is necessary to stress out the usefulness of these analytical results, when compared 
with the Fast Fourier transform. First, FFT need discretization that for smooth but not 
rectangular profile introduces some type of stepwise approximation. This stepwise 
approximation requires greater number of discretizations and thus longer computation times, 
which can be a significant disadvantage in the case of 2D periodicity. Second, when the 
profile is z-dependent, the evaluation of the Fourier transforms has to be made on each 
integration step, and this additionally worsens the computation time problem. 
  
7.8. Integrating schemes 
Numerical solution of a system of ordinary differential equations is a mature domain due to 
the enormous amount of physical and technical applications. Unfortunately, the grating 
problem represents one of the worst tasks for the theory of ordinary differential equations, 
because the system to be integrated is a stiff one. To better understand the problem, let us 
consider the case of a homogeneous layer that introduces no coupling between the diffraction 
orders. The solution of the diffraction problem contains waves propagating up- and 
downwards (in z-direction). These are plane waves, propagating or evanescent inside the 
layer. In lossless medium, their constant of propagation in z can be real, or imaginary, 
depending on the number of diffraction order under consideration: 
 
 2 2m 0 m(k n)γ = ± − α , (7.128) 
with 
 m 0 mKα = α + . (7.129) 
The real values of γ are bounded by 0k n , but the imaginary parts are not bounded, as their 
asymptotic values for large |m| are given by: 
 
 mIm( ) | m | Kγ = ± . (7.130) 
 
From the point of view of the theory of ordinary differential equations this means that 
the eigenvalues of the system differ significantly in magnitude, i.e., the differential system is 
stiff. The greater the difference, the more unstable the solution. On the other hand, the solution 
of the diffraction problem requires sufficient number of Fourier components of the profile 
function and electromagnetic field to be correctly represented by the truncated Fourier series, 
thus the necessity to work with large number of Fourier components, and thus the 
increasingly greater the stiffness of the differential system, i.e., more instable the solution 
with respect to the length and number of integration steps. The theory concludes that the so 
called explicit integration schemes are most instable for such problem, whatever their order, 
and implicit methods have to be used. The problem with the implicit methods is that they need 
one matrix inversion and several more matrix operations on each integration step, when 
compared with the explicit methods, so that the choice is not evident to ensure the most 
efficient integration scheme. 
Let us recall the basic principle of the first-order explicit and implicit schemes. In a 
first-order approximation, the solution of the differential system:  
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d
F(z) M(z)F(z)
dz
= . (7.131) 
between two consecutive points jz z=  and j 1z z +=  can be searched in developing in series: 
 j 1 j j 1 jF(z ) F(z ) (z z )M(z)F(z)+ += + − . (7.132) 
If M(z)  and F(z) are evaluated in jz z= , this leads to the first-order explicit integration 
(Euler’s) scheme: 
 j 1 j jF(z ) hM(z ) F(z )+  = +  . (7.133) 
where   is the unit matrix, and j 1 jh (z z )+= − . 
If M(z)  and F(z) are evaluated in j 1z z += , we obtain the first-order implicit (inverted 
or backward Euler’s) scheme: 
 
1
j 1 j 1 jF(z ) hM(z ) F(z )
−
+ + = −  . (7.134) 
The theory says that this scheme is more stable, but it needs one matrix inversion on 
each step. A combination of the two must provide even better results, because it uses a half of 
the previous step: 
 
1
j 1 j 1 j j
1 1
F(z ) hM(z ) hM(z ) F(z )
2 2
−
+ +
   = − +      
  . (7.135) 
However, we need one additional matrix multiplication. In what follows we use these 
two single-point first-order methods under the names Expl 1 (single point explicit Euler 
integration) and Impl 1, eq.(7.135) and compare the convergence with respect to the total 
number of integration points with several other more sophisticated integration schemes for 
two different metallic gratings in TM polarization, the most difficult combination when using 
the differential method. 
The advantage of these formulations is that they all are single-step ones, and do not 
need a storage of the intermediate results on several integration steps. They can be easily 
programmed and don’t need additional memory storage at each step. However, if we refer to 
one of the most relevant sources [7.25], we see that “this is the generic disease of stiff 
equations: We are required to follow the variation in the solution on the shortest length scale 
to maintain the stability of the integration, even though accuracy requirements allow a much 
larger stepsize.” This means that a priori choice of the integration step without adaptive 
control and change in the step length cannot produce stable and relevant results. 
Unfortunately, it is quite difficult to use adaptive-step methods, because they require much 
longer computation times, as it is necessary to repeat the integration process several times 
when changing the integration step length. This is why we concentrate our attention to fixed-
step algorithms. 
Fixed-step multistep explicit methods have been used from decades in the differential 
method programming. The best results have been obtained when combined with an implicit 
correction by using a predictor-corrector scheme, as described further on. However, referring 
again to [7.25], “high order does not always mean high accuracy.” It will be more useful, if 
larger integration step is obtained with high order or multistep methods, which is not obvious, 
as we observe on several numerical examples. 
We have used three simple integration schemes, the single-point implicit or explicit 
scheme, as well as a 4-point predictor-corrector method (PCM 4). It contains two steps, the 
first one representing an Adams-Bashforth explicit 4-point scheme [7.26], described by the 
equation 
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j 5 j 4
j 4 j 3 j 2 j 1 j
F(z ) F(z )
1901 1387 108 637 251
h F (z ) F (z ) F (z ) F (z ) F (z )
720 360 30 360 720
+ +
+ + + +
=
 ′ ′ ′ ′ ′+ − + − +  
. (7.136) 
with 
 j j jF (z ) M(z )F(z )′ = . (7.137) 
The corrector step is a 4-point Adams-Moulton integration: 
j 4 j 3
j 4 j 3 j 2 j 1 j
F(z ) F(z )
251 646 264 106 19
h F (z ) F (z ) F (z ) F (z ) F (z ) ,
720 720 720 360 720
+ +
+ + + +
=
 ′ ′ ′ ′ ′+ + − + −  
 (7.138) 
which is an implicit scheme [7.27]. However, contrary to the other explicit schemes (BDF), it 
does not require inverting a matrix, it just makes one step back as a corrector. 
 An extension of eq.(7.134) to a multistep algorithm results in multistep implicit method, 
called also backward differentiation formulae (BDF) [7.28]. Typical 3-point and 5-point 
formulae take the form: 
1
j 3 j 3 j 2 j 1 j
18 9 2
BDF3: F(z ) hM(z ) F(z ) F(z ) F(z )
11 11 11
−
+ + + +
  = − − +    
 . (7.139) 
j 5
1
j 5 j 4 j 3 j 2 j 1 j
BDF5 : F(z )
300 300 200 75 12
hM(z ) F(z ) F(z ) F(z ) F(z ) F(z )
137 137 137 137 137
+
−
+ + + + +
  = − − + − +    

. (7.140) 
It is evident that BDF3 (called further on Impl 3) requires a starting method for the first two 
points, and BDF5 (Impl 5), for the first 4 points. The same is valid for PCM in eqs.(7.136) –  
(7.138). 
The second-order Runge-Kutta method is given in the form: 
 
 
1 j j
2 j 1 2 j 1
j 1 j 2
k hM(z )F(z )
1
k hM(z ) F(z ) k
2
F(z ) F(z ) k
+
+
=
 = +  
= +
 (7.141) 
which has an error proportional to 3h . It is also called a midpoint point, because it requires 
the evaluation of the functions at the middle of the step, i.e., twice the number of the steps of 
the other tree methods discussed above. 
The classical fourth-order Runge-Kutta method also uses midpoint values: 
 
 
1 j j
2 j 1 2 j 1
3 j 1 2 j 2
4 j 1 2 j 3
j 1 j 1 2 3 4
k hM(z )F(z )
1
k hM(z ) F(z ) k
2
1
k hM(z ) F(z ) k
2
k hM(z ) F(z ) k
1 1 1 1
F(z ) F(z ) k k k k
6 3 3 6
+
+
+
+
=
 = +  
 = +  
 = + 
= + + + +
 (7.142) 
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with an error of the order of 5h . These two methods are higher-order explicit methods that do 
not need matrix inversions during the integration. However, as already stressed, higher order 
does not mean larger steps. 
The highest possible order in h can be obtained theoretically, by using the 
eigentechnique: 
 ( )h 1j 1 jF(z ) V e V F(z )γ −+ =  (7.143) 
where V is a matrix containing the eigenvectors of M and the exponential term in the round 
brackets represents a diagonal matrix constructed using the eigenvalues γ of M. In practice, 
this method does not increase the stability, because it remains a single-point explicit method. 
Moreover, it requires much longer computation time because of the requirement to solve an 
eigenvalue/eigenvector problem at each integration step. 
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Fig.7.20. Aluminum grating with period 0.5 µm and depth 0.2 µm used in -1st order Littrow mount 
at 0.6328 µm wavelength in TM polarization. Convergence with respect to the total number of 
integration points, truncation to 41 Fourier harmonics and using 5 (a) and 20 (b) slices in the S-
matrix algorithm. The acronyms for the methods are defined in the text. 
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The first example concerns a typical commercial sinusoidal aluminum grating that has 
very high efficiency in TM polarization. It supports a single diffracted order in -1st order 
Littrow mount and has a modulation depth-to-period ratio of 40%. Fig.7.20 presents a 
numeric test of the efficiency calculated for a different number of integration points using 
several integrations schemes. Due to the polarization and the grating material, it is necessary 
to separate the integration into several slices (5 in this case) in order to avoid numerical loss 
of precision, the results of the integration in two consecutive slices connected to each other by 
the use of the S-matrix algorithm. In Fig.7.20b we have presented a part of the results, 
obtained with 20 slices, instead of 5. The comparison between the two cases show that 5 
slices are sufficient, the weaker oscillation for 20 slices are due mainly to the fact that the 
horizontal scale is less dense, because the step in the total number of integration points is an 
integer times the number of slices. The truncation parameter N = 20, i.e., totally 41 Fourier 
harmonics of the field are used in the calculations. 
As can be concluded, an absolute precision within 1% is rapidly obtained whatever the 
method used, with the total number of points of the order of 200. However, the predictor 
corrector method is less stable when the number of points is smaller than 300. Implicit 
methods are more stable, as expected, and result in an error smaller than 0.1% even for the 
number of points less than 200. It is interesting to observe than the first-order implicit method 
is more stable than the higher implicit methods, probably because it contains a middle-point 
evaluation of the field derivative, as seen in eq.(7.135). It requires a little bit longer 
computation time than the other two implicit methods, because of the additional matrix 
multiplication. The explicit method, which is the fastest one, shows slower convergence, as 
expected, whereas the performance of the higher-order RK methods competes with the 
implicit methods. 
Table 7.1 compares the computation times of the different methods for the two 
investigated cases (Fig.7.20 and the following Fig.7.21). For comparison, (null) indicates the 
time without any operation due to the integration, and that is necessary for the construction of 
the M-matrix and the use of the S-matrix propagation algorithm, as described in Appendix 
7.A. The fastest method is the single-point explicit method, but as expected it is less precise 
given the same number of integration points, Fig.7.20. The implicit single-step middle-point 
method shows stability similar to the 4-th order Runge-Kutta method, but is slightly more 
rapid. The predictor-corrector method is less stable and requires longer computation times.  
 
Table 7.1. Computation times of the different methods described in the text for the two cases with 
groove depth to groove period equal to 40% and 200% 
 
Method N = 20, slices 5 
int. points 400, 
modulation 40% 
N = 50, slices 35 
int.points 1500, 
modulation 200% 
Expl. 1 1.41 s 72.3 s 
Impl.1 3.55 s 187.6 s 
Impl.3 2.67 s 157.8 s 
Impl.5 2.81 s 168.9 s 
PCM 4 2.14 s 120.0 s 
RK 2 2.70 s 144.9 s 
RK 4 4.70 s 252.5 s 
eigentechnique 7.54 s 360.0 s 
(null) 0.68 s 38.5 s 
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It is necessary to stress out that in reality, the computation times are shorter than listed 
in the Table, because when the truncation N is smaller (usually 20 is sufficient), the number 
of slices for the S-matrix algorithm is smaller (due to the smaller number of evanescent orders 
taken into account); in addition, the total number of integration points used for constructing 
the Table are chosen to obtain 0.1% relative error, whereas in most of the cases just 1% is 
sufficient. The computation time grows linearly with the total number of integration points, as 
well as with the number of slices used in the S-matrix algorithm. The time dependence 
concerning the truncation N in the Fourier series grows as 3N  – 3.5N , because this parameter 
determines the size of the matrices. 
 
When the total integration length is multiplied by 5, the number of integration points 
required is also multiplied by the same factor, as observed in Fig.7.21. A grating twice as 
deep as the period, acts almost like a flat mirror in TM polarization, with the efficiency in 
order -1 hardly exceeding 1%. Due to the large depth, the absorption is increased, so that the 
reflectivity in order 0 is equal to 56.78%. We compare the convergence in the weak -1st order, 
so that even a small absolute error appears as a large relative error that can be easily observed 
in the figures. The number of Fourier harmonics (truncation parameter 2N+1) also has to be 
increased by a factor of 2.5 to 101 (N = 50). The number of slices in the S-matrix algorithm is 
increased seventh-fold to 35.  
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Fig.7.21. Aluminum grating with period 0.5 µm and depth 1 µm used in -1st order Littrow mount at 
0.6328 µm wavelength in TM polarization. Convergence with respect to the total number of 
integration points, truncation to 101 Fourier harmonics and using 35 slices in the S-matrix 
algorithm.A.M.4 – forth-order Adams-Moulton scheme, Implicit 1 – single-point implicit scheme, 
Explicit 1 – single-point explicit scheme, Expl2.R.K.2 and 4 – explicit Runge-Kutta method of 
order 2 and4, respectively. 
 
The first Fig.7.21 compares several explicit integration schemes with the single-point 
implicit method. The main conclusion to be drawn is that the best scheme remains the implicit 
method, only the explicit Runge-Kutta fourth-order scheme seems to compete in convergence 
rate with respect to the total number of integration points, but somehow slower. 
The comparison of several implicit methods confirms the general idea that multistep 
choice does not necessarily improve the stability (Fig.7.22). When compared with Fig.7.21, 
the implicit methods are characterized by smaller oscillations when the number of steps is 
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increased, but the most rapid convergence is obtained with the simplest procedure, single-step 
method (let us remark again that we use the middle-point calculations, as in eq.(7.135)). Like 
all the other implicit methods, it requires a single matrix inversion on each integration step, 
but needs less memory storage, and avoids several matrix sums and multiplication by 
different constants, necessary for the multipoint methods.  
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Fig.7.22. Same as in Fig.7.21 but for three implicit methods of different order. 
 
7.9. Staircase approximation 
As already discussed, if the surface interface is z-invariant (entirely or piecewisely), the 
integration of the system of ordinary differential equations along z can be done via 
eigenvalue/eigenvector technique, eq.(7.143), because the M-matrix containing the 
coefficients of the differential equations does not depend on z. The enormous interest in this 
approach can be explained by the simple technique of integration, much easier to understand 
and apply than the theory of numerical methods of integration of ordinary differential 
equations.  
The idea is sketched in Fig.7.23, where a sinusoidal surface-relief grating is 
approximated by a 5-stairs profile. While this approximation (with sufficient number of steps 
M, depending on the groove depth) works quite well in TE polarization, the TM case presents 
a convergence rate with respect the truncation number of Fourier components of the field 
much slower than the ordinary differential method (no staircase approximation), see Fig.7.24. 
Moreover, the greater the number of vertical slices M, the greater the truncation number 
required. 
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Fig.7.23. Schematical approximation of a sinusoidal grating profile, approximated by a 5-step 
staircase profile.(after [7.29]). 
 
Fig.7.24. Convergence of the minus-first-order efficiency in TM polarization of the FMM (RCW) 
and the exact modal method (indicated on the figure) for a sinusoidal grating in a staircase 
presentation with M  = 20, as compared to the convergence of the differential method for a 
smooth sinusoidal profile (curve “diff.”). Period d = 0.5 µm, groove depth a = 0.2 µm, aluminum 
refractive index nAl = 1.3 + i7.6, illuminated at 40° incidence with wavelength  λ = 0.6328 µm, 
(after [7.29)]. 
 
A detailed analysis of this problem can be found in [7.14, 7.29], but the basic idea is 
quite simple. The staircase approximation substitutes the otherwise smooth sinusoidal profile 
by a profile that has sharp edges. The greater the number of stairs, the greater is the number of 
edges. It is well-known from general electromagnetism that edges introduce electric field 
singularities. While in TE polarization the only electric field components are tangential to the 
profile (in y-direction), thus have no discontinuities and singularities, this is not the case in 
TM polarization. This can be observed in Fig.7.25. At the edges of each step, a sharp 
maximum of the electric field is observed. These maxima are not a numerical artifact, they 
represent the physical effect of introducing edges to replace a smooth profile. These sharp 
variations of the field require larger number of Fourier components to be correctly 
represented. Moreover, the greater the number of slices (stairs), the greater the number of the 
maxima, thus the greater the truncation number required. Numerical experiment has shown 
that this phenomenon has nothing to do with the integration (eigenvalue/vector) technique, 
because the results of the convergence rate and field maps are the same for the staircase 
approximation when using the RCW technique or the differential method. 
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Fig.7.25. Spatial field distribution of |Ex|2 in the vicinity of several steps inside a groove of a 10-
step staircase profile, used to approximate the sinusoidal grating under study in TM polarization. 
The grating parameters are the same as in Fig.7.24, after [7.29].  
 
On the contrary, if the true smooth profile is treated by the differential method by using 
a numerical integration of the ordinary differential system with the elements of the M-matrix 
depending on z, there is no such singularities of the electric field (Fig.7.26), so that the 
convergence with respect to the number of Fourier harmonics is much faster, provide the 
correct factorization rules are used (Fig.7.24). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7.26. The same as in Fig.7.25 but calculated using the differential method, after [7.29]. 
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Recently, some authors [7.30] have proposed to maintain the eigenvalue/vector 
technique, but to use the correctly determined Fourier presentation of the profile, i.e., the 
correct factorization rules, as presented in eqs. (7.39) – (7.44), instead of lamellar-profile 
factorization, eqs.(7.56) – (7.65), at each step. This is equivalent to using the formulation 
proposed by the differential method for a smooth profile, i.e. avoiding the field singularities at 
the edges, but to use the eigenvalue/vector technique of integration by assuming that the 
modified M-matrix, as given by eqs. (7.39) –– (7.44), is z-invariant across each step height. 
We have already tried this in [7.29] and the conclusion was that using this approach, the 
number of steps (stairs) has to be relatively larger that by using some better adapted 
integration technique. And indeed, the eigenvalue/approach to a z-dependent system is 
equivalent to the rectangular rule with equidistant points of integration, one of the worst 
choices, as known from the theory of ordinary differential equations. In addition, due to 
eigenvalue/vector evaluation on each integration step, its computation times are several times 
longer than for the other methods (see Table 7.1 in the previous section), known from the 
theory of ordinary differential equations. This is why the authors of [7.30] need more than 
2000 equidistant points of integration for a trapezoidal profile, for which the better adapted 
numerical integration scheme can suffice with 300 points. Unfortunately, the authors of [7.30] 
do not consider the differential method as a “reference method” in their work. 
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Appendix 7.A: S-matrix propagation algorithm 
Almost all electromagnetic theories work by providing the link between the electromagnetic 
field amplitude values established on two different interfaces. These values could be 
calculated in the real or the inverted space, or the projections of the field on some functional 
basis, etc. Whatever the theory, if the media are linear, the link can be expressed in a matrix 
form: 
 
 p p p 1A T A −= . (7.144) 
  
Here, A stands for a column vector containing the field amplitudes in the given basis, the first 
interface has a number p–1, and the second on, p. pT  is called transmission matrix between 
the interface (p–1) and p. 
Numerical problem arises due to the fact, that the “propagation” between different 
interfaces contains, in general, both growing and decreasing terms, due to both absorption 
losses or/and evanescent character of some field components. If a real field term propagates 
from p–1 to p (the green arrow in Fig.7.A.1), it never grows (unless media with optical gains). 
Same is valid for the true propagation from interface p to p–1. However, eq. (7.144) is 
asymmetrical, i.e., it contains propagation only from interface p–1 to p, thus a naturally 
decreasing field that propagates in the opposite direction (from p to p–1), will be expressed in 
the T-matrix in the form of growing terms (the red arrow in Fig. 7.A.1). If the propagation 
length is sufficiently large, these artificial growing terms can overweight the other terms, 
mainly due to the finite numerical length of the computer word. 
 
 
Fig.7.A.1. Schematical representation of the action of the T-matrix between interfaces p-1 and p 
 
One approach that overcomes this problem and that has become quite popular during 
the last 15 years is the so-called S-matrix propagation algorithm, S staying for ‘scattering’. 
The basic idea is quite simple: As far as the problem of growing terms has been identified, let 
us try to do as Nature, by determining another link between the field amplitudes, by 
separating them into terms propagating (or decreasing) in direction (p–1  p) or in direction 
(p  p–1). Let us denote the first set with superscript +, and the second set by a superscript –. 
The S-matrix between the two interfaces provides the following link: 
 
 
p p 1
p,p 1
p 1 p
A A
S
A A
+ +
−
−− −
−
   
   =
   
   
. (7.145) 
p – 1 
p 
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Fig.7.A.2. Action of the S-matrix between interface p-1 and interface p. 
 
The physical meaning is that amplitude p 1A
+
− , which propagates from p–1 to p is 
defined on p–1 and is not growing in-between p-1 and p. In the same manner, the amplitude 
pA
−  that represents propagation from p to p–1 is defined on the interface p and is not growing 
in direction of interface p–1. To say in other words, the amplitude p 1A
+
−  is incident on the 
interface p–1 from the previous interface p–2, the second amplitude pA
−  is incident on p from 
p+1, while the amplitudes on the left-hand side of eq.(7.145) are the amplitudes that are 
scattered in direction to the outside interfaces (p–2 and p+1), thus the name of the scattering 
matrix S. As observed in Fig.7.A.2., the blocks pS
− −  and pS
++  describe the physically correct 
transmission between p and p–1 or between p–1 and p, respectively, while the other two 
blocks, pS
−+  and pS
−+  describe the reflection on the interface p or p–1, respectively. This 
interpretation explains why there are no numerical problems due to the growing non-physical 
interactions when using the S-matrix. 
The advantage of this formalism is the absence of artificially growing terms in S. The 
inconvenience is that electromagnetic theories cannot give a direct expression of the matrix S. 
However, it is possible to express it by using the T-matrix elements, if it is possible to 
calculate them correctly. If the ‘distance’ between interface p–1 and p is quite large (with 
respect to the growing speed of the growing terms), there is loss of precision in determining 
the T-matrix. The problem can be solved by introducing additional artificial interfaces 
between p–1 and p in a such manner that to be able to correctly calculate the T-matrix in each 
subslice. Once the T-matrix calculated, the S-matrix can be obtained in a closed form. 
However, the total electromagnetic problem of diffraction (or scattering) requires the 
knowledge of the entire S-matrix of the system, because the physical problem to be solved 
needs to express the scattered fields as a function of the fields incident on the system (or 
generated inside, as is the case for electromagnetic antennas). There exists an iterative 
algorithm that enables us to establish the total S-matrix without calculating the elementary S-
matrix between each consecutive pairs of interfaces, as stated in eq. (7.145). For that sake, we 
p – 1 
 
p 
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define another intermediate S-matrix that corresponds to the scattering between some initial 
interface (numbered as 0) and the interface with number p, p p,0S S≡ : 
 
 
p 0
p
p0
A A
S
AA
+ +
−−
   
   =
  
  
. (7.146) 
  
The initializing values of 0S for p = 0 are just the elements of the unity matrix. 
As already said, it is necessary to be able to calculate the T-matrices for each 
intermediate medium between the interfaces. When advancing from the interface p to p+1, we 
obtain the T-matrix with subscript p+1: 
 
 
p 1 p
p 1
p 1 p
A A
T
A A
+ +
+
+− −
+
   
   =
   
   
. (7.147) 
That will be expanded in the form: 
 
 
p 1 p 1p 1 p
p 1p 1 pp 1
T TA A
T TA A
++ +−+ +
+ ++
−−−+− −
++ +
    
    =
    
    
. (7.148) 
It is obvious from the previous considerations that the growing terms are potentially present in 
the block p 1T
−−
+  (‘antipropagation’ from p to p+1), while the blocks p 1T
++
+  and p 1T
−+
+  can contain 
decreasing terms (‘propagation from p to p+1), i.e., it could be numerically instable to invert 
them. 
On the other hand, the ‘next’ S-matrix will link the amplitudes with index 0 to the 
amplitudes (p+1): 
 
p 1 0
p 1
p 10
A A
S
AA
+ +
+
+ −−
+
   
   =
  
  
. (7.149) 
 
Eqs. (7.146)-(7.149) enable us to express the matrix p 1S +  as a function of pS  and p 1T + . 
At first, we express p 1A
−
+  from eq.(7.148) and substitute pA
+  from eq.(7.146): 
( )p 1 p 1 p p p 1 p 0 p 1 p pp 1 p 1A T A T A T S A T S T A−− −−− −+ + − −+ ++ + −+ +− −+ + + ++ += + = + + . (7.150) 
 
Let us denote as ( ) 1p 1 p 1 p p 1T S T
−−−−+ +−
+ + += +  in order to eliminate pA
− : 
 p p 1 p 1 p 1 p 1 p 0A A T S A
− − −+ ++ +
+ + + += −  . (7.151) 
 
The next step is to expand the first line of eq.(7.148): 
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( )
( )( )
( ) ( )
p 1 p 1 p p 1 p p 1 p 0 p 1 p 1 p p
p 1 p 0 p 1 p 1 p p 1 p 1 p 1 p 1 p 0
p 1 p p 1 p 1 p p 1 p 1 p 0 p 1 p 1 p p 1 p 1
A T A T A T S A T T S A
T S A T T S A T S A
T S T T S T S A T T S A
+ ++ + +− − ++ ++ + +− ++ +− −
+ + + + + +
++ ++ + +− ++ +− − −+ ++ +
+ + + + + + +
++ ++ +− ++ +− −+ ++ + +− ++ +− −
+ + + + + + + + +
= + = + +
= + + −
 = − + + +  
 
 
. (7.152) 
The comparison with eq.(7.149) gives the first two block-elements of p 1S + : 
 ( )p 1 p 1 p 1 p p 1S T T S+− +− ++ +−+ + + += +  . (7.153) 
 
( )
( )
p 1 p 1 p p 1 p 1 p p 1 p 1 p
p 1 p 1 p 1 p
S T S T T S T S
T S T S
++ ++ ++ +− ++ +− −+ ++
+ + + + + +
++ +− −+ ++
+ + +
= − +
= −

. (7.154) 
 
 
From eq.(7.146) 
( )
( )
0 p 0 p p p 0 p p 1 p 1 p 1 p 1 p 0
p p p 1 p 1 p 0 p p 1 p 1
A S A S A S A S A T S A
S S T S A S A
− −+ + −− − −+ + −− − −+ ++ +
+ + + +
−+ −− −+ ++ + −− −
+ + + +
= + = + −
= − +
 
 
. (7.155) 
so that  
 p 1 p p 1S S
−− −−
+ +=  . (7.156) 
 
p 1 p p p 1 p 1 p
p p 1 p 1 p
S S S T S
S S T S
−+ −+ −− −+ ++
+ + +
−+ −− −+ ++
+ +
= −
= −

. (7.157) 
These relations exist in several possible forms, but this one is quite well adapted to the case 
without incident waves on interface 0, because in the iterative algorithm we need to calculate 
only the half of the blocks, namely the two given by eqs. (7.153) and (7.156).  
The only matrix inversion in the iterative algorithm concerns the procedure to obtain the 
matrix  . The initial matrix 1−  contains the potentially large terms from p 1T
−−
+ , so that its 
inversion creates neither numerical problems to be inverted, nor growing terms to create 
numerical instabilities. 
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Appendix 7.B: Inverted S-matrix propagation algorithm 
In Appendix A we have seen how to avoid numerical instabilities due to the artificially 
growing terms that appear when the propagation of the field amplitudes from one interface to 
another is made in the wrong direction, a typical property of a half of the field amplitudes 
used in the transmission matrix approach. 
In some cases (for example, the Integral method applied to multilayer grating, but also 
coordinate transformation method used for a stack containing different profiles), the 
numerical solution that has been obtained provides a link, having a form inverse to eq.(7.147) 
 
p 1 p
p 1
p 1 p
A A
T
A A
+ +
+
+ − −
+
   
   =
   
   
 . (7.158) 
Of course, it is easy to obtain the form of eq. (7.147) by simply inverting p 1T + , but 
better to avoid this, because some blocks of the matrix contain large terms compared to the 
others. In particular, the block p 1T
++
+
  is responsible for a physical ‘antipropagation’ from p+1 
to p, so that potentially it contains growing terms (as it was that case with p 1T
− −
+ ) in Appendix 
A. 
We can avoid the direct inversion of p 1T +  by applying a similar procedure as in 
Appendix 7.A in order to obtain the S-matrix of the stack. Equation (7.158) is expanded in the 
form: 
 p p 1 p 1 p 1 p 1A T A T A
+ ++ + +− −
+ + + += +  . (7.159) 
 p p 1 p 1 p 1p 1A T A T A
−−− −+ + −
+ + ++= +
  . (7.160) 
On the other hand, from eq.(7.146) we have: 
 
 p p 0 p pA S A S A
+ ++ + +− −= + . (7.161) 
so that 
 p 0 p p p 1 p 1 p 1 p 1S A S A T A T A
++ + +− − ++ + +− −
+ + + ++ = +  . (7.162) 
( )p 0 p p 1 p 1 p 1 p 1 p 1 p 1 p 1p 1S A S T A T A T A T A−−++ + +− −+ + − ++ + +− −+ + + + + + +++ + = +    . (7.163) 
and  
( ) ( )p 0 p 1 p p 1 p 1 p 1 p p 1p 1S A T S T A T S T A−−++ + ++ +− −+ + +− +− −+ + + + ++= − + −    . (7.164) 
Now we can identify half of the blocks of p 1S +  from eq.(7.149): 
 p 1 p 1 pS S
++ ++
+ +=  . (7.165) 
 ( )p 1 p 1 p 1 p p 1S T S T−−+− +− +−+ + + += − −   . (7.166) 
 
with ( ) 1p 1 p 1 p p 1T S T −++ +− −++ + += −    that contains the numerically dangerous growing terms in 
p 1T
++
+
 , in the same manner that the matrix p 1+  in Appendix 7.A ‘envelopes’ the growing 
terms in p 1T
− −
+ . 
The other two blocks can be obtained by staring with the identity: 
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 0 p 0 p pA S A S A
− −+ + −− −= + , (7.167) 
and using eq.(7.160) : 
 ( )0 p 0 p p 1 p 1 p 1p 1A S A S T A T A−−− −+ + −− −+ + −+ + ++= + +  . (7.168) 
When taking into account that two blocks of p 1S +  are already known and given in eqs. 
(7.165) and (7.166) , we can eliminate p 1 0 p 1p 1 p 1A S A S A
++ +−+ + −
+ ++ += + : 
( ) ( )0 p p p 1 0 p p 1 p 1p 1 p 1 p 1A S S T S A S T T S A++ −− +−− −+ −− −+ + −− −+ −+ + ++ + += + + +   . (7.169) 
Thus 
 p 1 p p p 1 p 1S S S T S
+ +−+ −+ −− −+
+ + += +
 . (7.170) 
 ( )p p 1p 1 p 1 p 1S S T T S−− −− +−−− −+++ + += +  . (7.171) 
The expressions are quite similar in form to those obtained in Appendix A. Moreover, they 
allow avoiding the inversion of p 1T + . 
Finally, there exist a combination of expressions including partial T-matrices, treated 
separately in Appendix 7.A and 7.B. In some cases the link between the amplitudes on two 
consecutive interfaces or across a single interface that separates two different media can be 
expressed in the form: 
 
p 1 p
p 1 p 1
p 1 p
A A
A A
+ +
+
+ +− −
+
   
   =
   
   
T T . (7.172) 
 
Such is the case of the Fourier-modal (RCW) method across each interface, with the partial 
transmission matrices p 1+
T
 
containing the eigenvectors of the proper modes inside each 
media. The same expression is obtained in the coordinate transformation method when using 
eigenvalue technique of integration. Usually, in both approaches, one obtains the full 
transmission matrix by inverting p 1+
T  and multiplying the result by p 1+T . If this creates 
numerical problems (for thick layers), such direct approach is not applicable. In that case it is 
better advised to apply twice the S-matrix algorithm, at first in each direct form (Appendix 
7.A), and then in the currently discussed inverted form. It is quite easy to understand the 
logic, by introducing a virtual set of amplitudes in eq.(7.172): 
 
p 1 p
p 1
p 1 p
A A
A A
+ +
+
+− −
+
   
   =
   
   


T , (7.173) 
 
 
p 1 p
p 1
p 1 p
A A
A A
+ +
+
+ − −
+
   
   =
   
   



T . (7.174) 
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8.1 Introduction
The C-method was born in the eighties in Clermont-Ferrand , France, from the need to solve
rigorously diffraction problems at corrugated periodic surfaces in the resonance regime [1], [2],
[3]. The main difficulty of such problems is the matching of boundaries conditions. It is ob-
vious that any method aimed at solving Maxwell’s equation is all the more efficient since it is
able to fit the geometry of the problem. For that purpose, Chandezon et al introduced the so
called translation coordinate system deduced from the Cartesian coordinate system x , y , z ) by
the relations x = x 1, y = x 2, z = x 3 + a ( x 1) where a ( x 1) is a continuously differentiable function
describing the surface profile. Hence since the boundary of the physical problem coincides with
coordinate surfaces, writing boundary conditions is as simple as it is for classical problems in
Cartesian, cylindrical, or spherical coordinates . This is the first ingredient of C-method. The
second one is to write Maxwell’s equation under the covariant form. This formulation comes
from relativity where the use of curvilinear non orthogonal coordinate system is essential and
natural. The main feature of this formalism is that Maxwell’s equations remain invariant in any
coordinate system, the geometry being shifted into the constitutive relations. Chandezon et al
derived their 3D formulation from the general 4D relativistic Post’s formalism [4] and evidently
used tensorial calculus. Although it is with no doubt the most elegant and efficient way to deal
with electromagnetic in general curvilinear coordinates it is also probably the reason why the
theory appeared difficult to understand to many scientists. The third ingredient of C–method is
that it is a modal method. This nice property is linked with the translation coordinate system in
which a diffraction problem may be expressed as an eigenvalue eigenvector problem with pe-
riodic boundary conditions. The last feature of C-method is the numerical method of solution.
The matrix operator is obtained by expanding field components into Floquet-Fourier harmonics
and by projecting Maxwell’s equations onto periodic exponential functions. The above four
features may be resumed by saying that C-method is a curvilinear coordinate modal method by
Fourier expansion [5]. Since the original papers, The C-method has gone through many stages
of extension and improvement. The original theory was formulated for uncoated perfectly con-
ducting gratings in classical mount. Various authors extended the method to conical diffraction
mountings [6],[7]. Granet et al [11], Li et al [12] and Preist et al [13] allowed the various profiles
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of a stack of gratings to be different from each other, although keeping the periodicity. Solving
the vertical faces case in a simple manner, Plumey et al [14] have shown that the method can
be applied to overhanging gratings Preist et al obtained the same results by applying the usual
coordinate transformation to oblique coordinates [15]. In the numerical context, Li [16] and
Cotter et al [17] improved the numerical stability of the C-method by using the S-matrix prop-
agation algorithm for multilayer gratings. It is seen that C-method has been applied to a large
class of surface relief gratings and multilayer coated gratings. The key point of C-method is the
joint use of curvilinear coordinates and covariant formulation of Maxwell’s equations. All the
new developments in the modelling of gratings like Adaptive Spatial Resolution [18],[19],[20],
and Matched coordinate [21]derive from this fundamental observation.
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8.2 C-Method
In Euclidean space with origin O and basis vector ex ,ey , ,ez , , let us consider an infinite cylin-
drical surface (Σ) whose elements are parallel to the y axis. This surface separates two linear
homogeneous and isotropic media denoted (1) and (2). In Cartesian coordinates such a surface
can be described by equation z = a ( x ). Any electromagnetic field interacting with this partic-
ular geometry satisfies some boundary conditions. For instance, the tangential components of
the electric field vector and the normal component of the displacement field vector are con-
tinuous at the surface. The point is that boundary conditions involve quantities that obviously
depend on the position at which they are considered on the surface. We are thus led to look
for a coordinate system which fits the problem and makes it more readily solvable than it is
in a Cartesian framework. The so-called translation coordinate system ( x 1, x 2, x 3) introduced
by Chandezon and defined from the Cartesian coordinate system by the direct transformation
(curvilinear coordinates to Cartesian coordinates) :
x = x 1, y = x 2, z = x 3 + a ( x 1) (8.1)
or the inverse transformation (Cartesian coordinates to curvilinear coordinates):
x 1 = x , x 2 = y , x 3 = z − a ( x ) (8.2)
is one such system. It makes the surface (Σ) coincide with the coordinate surface x 3 = 0. A
point M ( x , y , z = a ( x ) at the surface (Σ) is now referenced by the triplet ( x 1, x 2,0). The coor-
dinate surface x 3 = x 30 is obtained by translating each point at surface (Σ) with vector x 30ez ,
hence the name given by Chandezon to this particular coordinate system: translation coordinate
system. The change of coordinates may also be considered as a change of variable. This view
Fig u re 8 . 1 : G e o m e try o f th e p ro b le m : Two m e d ia a re se p a ra te d by a c y li n d ric a l p e rio d ic su rfa c e, with p e rio d d 1
d e sc rib e d b y th e e q u a tio n z=a ( x )
.
point allows a better understanding of the numerical behaviour of C-method and its connection
with Rayleigh expansions. There is actually no difference in the way of deriving the elementary
solutions of the scalar Helmholtz equation in Cartesian coordinates or in translation coordinate
systems. Both are eigenvectors of an eigenvalue problem with pseudo-periodic boundary con-
ditions. In both cases, the operator eigenvalue problem is transformed into a matrix eigenvalue
problem thanks to the Galerkin method with pseudo periodic functions as expansion and test
functions. Hence solving the scalar Helmholtz equation in any coordinate system is the very
first step when implementing C-method. In the next paragraphs we shall focus on this issue
before solving a grating problem.
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8.2.1 Modal equation in the Cartesian coordinate system
Consider an homogeneous region with relative, possibly complex, permittivity, ε . In the har-
monic regime with a time dependence of exp(−i ω t ), it is possible to construct general solutions
to the field equations once we have general solutions to the scalar Helmholtz equation. So as
a first task, we are going to investigate elementary solutions to the Helmholtz equation written
in the translation coordinate system. Let us start from Cartesian coordinates in which 2D scalar
Helmholtz equation is (
∂ 2x +∂ 2z + k 2
)
F = 0 (8.3)
where k = ω√µ0ε is the wave-number. The coefficients of the Helmholtz equation are inde-
pendent of z so we seek solutions of the form F ( x , z ) = exp( i γ z ) F ( x ) The Helmholtz equation
becomes:
(∂ 2x + k 2) F ( x ) = γ2 F ( x ) (8.4)
Function F ( x ) is thus an eigenmode of equation (8.4). The requirement that the eigenmodes
satisfy the pseudo-periodicity condition F ( x + d 1) = exp( i α O d 1) F ( x ) is automatically fulfilled
by their expansion into Floquet-Fourier series:
F ( x ) =
+∞
∑
−∞
F m exp( i α m x ) (8.5)
α m = α0+ m K 1, K 1 =
2pi
d 1
, m ∈N and α0 is some real parameter. By introducing (8.5) into (8.3)
and by projecting onto pseudo-periodic functions exp( i α n x ), one obtains the matrix equation:
γ2F =
[
k 2I−α]F (8.6)
where F is a column vector whose elements are the F m and α is a diagonal matrix w hose
elements are the α m and I is the identity matrix. The solution to the above matrix eigenvalue
equation is of course trivial since the matrix is diagonal. Let us introduce subscript q to number
the eigenvalues and the eigenfunctions. The eigenvalues γ q are deduced from their squared
number:
γ2q = k 2−α2q (8.7)
and the eigenvectors are determined by F m q = δm q where δm q is the Kronecker symbol. The
square root of γ2q is defined as follows:
γ q =


√
γ2q if γ2q ∈ R+√
−γ2q if γ2q ∈ R−(
γ2q
)1/2
with positive imaginary part if γ2q ∈ C
(8.8)
Finally , F ( x , z ) can be represented by superposition of eigenmodes
F ( x , z ) = F+( x , z )+F−( x , z ) (8.9)
with
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F
+( x , z ) =
q =+∞
∑
q =−∞
A +q exp( i γ q z )
m =+∞
∑
m =−∞
δm q exp( i α m x ) (8.10)
F
−( x , z ) =
q =+∞
∑
q =−∞
A −q exp(−i γ q z )
m =+∞
∑
m =−∞
δm q exp( i α m x ) (8.11)
There are two sets of modes, the number of which are equal: those propagating or decay-
ing in the positive direction of z and those propagating or decaying in the opposite direction.
We denote these modes by superscript + and −respectively. The z dependence of an eigen-
mode is determined by function exp( i γ p z ) By increasing z to z +∆z ,exp( i γ q z ) is multiplied by
exp( i γ q ∆z ) = exp( i ℜ(γ q )∆z )× exp(−ℑ(γ q )∆z ) The real eigenvalues have ℑ(γ q ) = 0 and corre-
spond therefore to forward modes if ℜ(γ q )> 0 or backward modes if ℜ(γ q )< 0. The complex
eigenvalues modes have a non-zero imaginary part and possibly also a non-zero real part. The
associated eigenmodes decay forward if ℑ(γ q )> 0 or backward if ℑ(γ q )> 0. These expansions
are known as Rayleigh expansions; they are linear combination of eigenvectors that we call
hereafter Rayleigh eigenvectors R q :
R q ( x ) =
m =+∞
∑
m =−∞
δm q exp( i α m x ) (8.12)
In Cartesian coordinates, the solutions to the Helmholtz equations may be regarded as the
eigenvectors of a matrix equation. The eigenvalues γ m are determined by the periodic lateral
boundary conditions of the problem and are obtained analytically since the matrix is diagonal.
The translation coordinate system preserves the z translation symmetry and also periodic lateral
boundary conditions. We may then expect a great formal similitude between solutions obtained
in each coordinate system.
8.2.2 Modal equation in terms of the new variables
In this section, we derive the master equation of C-method by considering the change of coor-
dinates as a change of variables. For the change of variables x 1 = x , x 2 = y , x 3 = z − a ( x ) the
chain rule for derivatives has the form:

∂x = ∂1− ˙a ∂3
∂y = ∂2
∂z = ∂3
(8.13)
Substituting the derivatives (8.13) into (8.3) gives:(
(1+ ˙a ˙a )∂ 23 − ˙a ∂1∂3−∂1 ˙a ∂3 +∂ 21 + k 2
)
F ( x 1, x 3) = 0 (8.14)
the solution of which are the same as the solutions of (8.13) expressed in terms of the new
variables.
F
+
a ( x 1, x 3) = F+( x = x 1, x 3 = z − a ( x ))
=
q =+∞
∑
q =−∞
A +q exp( i γ q x 3)
m =+∞
∑
m =−∞
δm q exp( i γ q a ( x 1))exp( i α m x 1)
(8.15)
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F
−
a ( x 1, x 3) = F−( x = x 2, x 3 = z − a ( x ))
=
q =+∞
∑
q =−∞
A −q exp(−i γ q x 3)
m =+∞
∑
m =−∞
δm q exp(−i γ q a ( x 1))exp( i α m x 1)
(8.16)
The subscript a indicates the profile dependence of function F .
We call function exp
(±i γ q a ( x 1))exp( i α q x 1) the generalized Rayleigh eigenvector of or-
der q . It is nothing more than plane wave exp(±i γ q z ) ex p ( i α q x 1) expressed in terms of the new
variables x 1 and x 3 and is closely linked with function a ( x 1). Let us denote it R ±a , q :
R ±a , q = exp
(±i γ q a ( x 1))exp( i α q x 1) = m =+∞∑
m =−∞
R a m q exp( i α m x 1) (8.17)
It is assumed so far that a ( x 1) is periodic with period d 1 hence:
exp(±i γ q a ( x 1)) =
p +∞
∑
p =−∞
L ±p exp
(
i 2pi p x 1
d 1
)
(8.18)
with:
L ±p =
1
d 1
∫ d 1
0
exp
(±i γ q a ( x 1))exp
(−i 2pi p x 1
d 1
)
d x 1 (8.19)
In physical space, the generalized Rayleigh eigenvectors result from the product of a periodic
function with a pseudo-periodic one. Thus, in Fourier space, the spectrum of the qt h generalized
Rayleigh eigenvector is obtained by translating the spectrum of function exp(±i γ q z ) with vector
2pi q / d 1, that is:
R ±a m q = L ±a m −q (8.20)
Finally:
F
+
a ( x 1, x 3) =
q =+∞
∑
q =−∞
A +q exp( i γ q x 3)
m =+∞
∑
m =−∞
L +a m −q exp( i α m x 1) (8.21)
F
−
a ( x 1, x 3) =
q =+∞
∑
q =−∞
A −q exp(−i γ q x 3)
m =+∞
∑
m =−∞
L −a m −q exp( i α m x 1) (8.22)
Functions (8.21) and (8.22) give the general solution to (8.14). Indeed each element of
this solution is a generalized Rayleigh eigenvector associated to index q such that γ2q +α2q = k 2
and thus satisfies(8.14). The reason for that is obvious. It is obtain from (8.12) in which we
have introduced the same change of variable as the one that has allowed us to get (8.14) from
(8.3). From a practical view point, one can only manipulate finite size expansions and it does
not make sense to speak of R ±a , q ( x 1). That is why one may wonder if a generalized Rayleigh
eigenvector is still a valid a solution of (8.14) when only a finite number of spatial Fourier
harmonics is retained to represent it. Let us assume for a while the answer is yes and examine the
involvements of such a claim. Introducing an integer M , hereafter denoted truncation number,
and letting m run from −M to M the truncated generalized Rayleigh eigenvector writes:
R ±(M )a , q ( x 1) =
m =+M
∑
m =−M
R ±a , m q exp( i α m x 1) (8.23)
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Substituting ∂3 with i γ q , we have:
−(1+ ˙a ˙a )γ q ˙R ±(M )a − i ( ˙a ∂1 +∂1 ˙a )γ q R ±,(M )a +(∂ 21 + k 2) R ±,(M )a = 0 (8.24)
where ˙R ±(M )a denotes γ q R ±,(M )a . Replacing ˙a by the coefficients of its Fourier series ˙a p and
denoting a˙ the toeplitz matrix whose elements ˙a m p are the ˙a m − p , it is easy to see that the matrix
form of relation 8.24 is:[
k 2I−α2 0
0 I
][
R±aq
˙R ±aq
]
= γ q
[ −a˙α−αa˙ I+ a˙a˙
I 0
][
R±aq
˙R ±aq
]
(8.25)
where R±aq and ˙R
±
aq are column vectors formed by the 2 M + 1 Fourier coefficients of R
±(M )
aq
˙R ±(M )aq respectively. (8.25) shows that γ q and
[
R±aq
˙R ±aq
]
are an eigenvalue and an eigenvector of
the generalized matrix eigenequationAψ = ρBψ. Since R ±a , q is an exact eigenvector of (8.14)
its truncated part can only approximate the solution of (8.14) and consequently, mathematically
speaking γ q cannot be an eigenvalue of (8.25). It follows that our claim was false. Nevertheless,
elementary pseudo-periodic solutions to (8.14) do exist and we will derive them in the next
paragraph.
8.2.3 Fourier expansion of elementary waves in the translation coordinate system
In this paragraph, we derive the generalized eigenvalue eigenvector matrix equation starting
from (8.14) the only assumption being the pseudo periodicity of the field and we discuss the
obtained solutions. First, the propagation equation is rewritten as a pair of first-order equations:[
k 2 +∂ 21 0
0 1
][
F
∂3F
]
=−∂3
[
˙a ∂1 +∂1 ˙a 1+ ˙a ˙a
−1 0
][
F
∂3F
]
(8.26)
The coefficients of this equation do not depend on x 3 which allows to write the x 3 depen-
dence as exp( i ρ x 3). The parameter ρ depends on the boundary conditions that F ( x 1, x 3) has
to satisfy along x 1 direction. For gratings, periodic with period d 1 along x 1, F ( x 1 + d 1, x 3) =
exp( i α0 d 1)F ( x 1, x 3) where α0 is some real parameter. ∂3F verifies of course the same prop-
erty. The above requirements on the solution are all fulfilled by expanding function F and ∂3F
under the form:
F ( x 1, x 3) = exp( i ρ x 3) F a ( x 1) = exp( i ρ x 3)
m =M
∑
m =−M
F a , m exp( i α m x 1) (8.27)
∂3F ( x 1, x 3) = exp( i ρ x 3) ˙F a ( x 1) = exp( i ρ x 3)
m =M
∑
m =−M
˙F a , m exp( i α m x 1) (8.28)
Introducing the above expansions into (8.26) and projecting the latter onto exp
(
i 2pi n x 1
d 1
)
basis, we get the sought algebraic matrix eigenvalue equation from which eigenvalues ρ q and
eigenvectors F a , q are readily obtained thanks to standard computer libraries:[
k 2I−α2 0
0 I
][
F a , q
F˙ a , q
]
= ρ a , q
[ −a˙α−αa˙ I+ a˙a˙
I 0
][
F a , q
F˙ a , q
]
(8.29)
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As in the Cartesian coordinate system, it is observed numerically that there are two sets of
modes, the number of which are equal: those propagating or decaying in the positive x 3 direction
and those propagating or decaying in the opposite direction. Furthermore, it has been shown
numerically and analytically [8], that, as the truncation number increases, the computed real
eigenvalues converge to the real Rayleigh eigenvalues ±γ q .
lim
M →∞
±ρ Ma , q =±γ Rq (8.30)
In the above relation, we have added an extra subscript M to indicate the truncation dependence.
Indeed, the truncation order M has to be chosen large enough so that the computed real eigen-
vectors coincide with a great accuracy with their Rayleigh counterpart. In that case, provided
that the eigenvalues are not degenerated, up to a multiplicative constant coefficient, the asso-
ciated computed eigenvectors tend to the corresponding plane waves expressed in terms of the
new variables ( x 1, x 2, x 3).
lim
M →∞
F ±(M )a , q = R ±a , q (8.31)
Thus in the translation coordinate system defined by x 1 = x , x 2 = y , x 3 = z − a ( x ) as in the
Cartesian coordinate system O xyz , linear combinations of elementary solutions to the Helmholtz
equation allow us to express electromagnetic field while giving it a physical meaning in terms
of forward and backward waves.We write numerically the solution to the Helmholtz equation
as:
F
+
a ( x 1, x 3) = ∑
q ∈U +
A +q exp( i ρ+a , q x 3) R
+(M )
a , q ( x 1)+ ∑
q ∈V +
A +q exp( i ρ+a , q ( x 3) F +a , q ( x 1) (8.32)
F
−
a ( x 1, x 3) = ∑
q ∈U +
A −q exp( i ρ−a , q ( x 3) R
−(M )
a , q ( x 1)+ ∑
q ∈V +
A −q exp( i ρ−a , q ( x 3) F −a , q ( x 1) (8.33)
with:
F ±a , q ( x 1) =
m =+M
∑
m =−M
F ±a , m q exp( i α m x 1) (8.34)
U ±, V ± denote the sets of indices for the propagating and decaying orders in the positive and
negative direction respectively.
U + =
{
q /ℜ(ρ a , q )> 0 and ℑ(ρ a , q ) = 0
}
U −=
{
q /ℜ(ρ a , q )< 0 and ℑ(ρ a , q ) = 0
} (8.35)
V + =
{
q /ℑ(ρ a , q )> 0
}
V − =
{
q /ℑ(ρ a , q )< 0
} (8.36)
8.3 Application to a grating problem
Let’s come back to the one-dimensional grating problem. Consider the electromagnetic problem
in which two homogeneous non magnetic media are separated by a cylindrical periodic surface
with period d 1 which is invariant along the y axis in the Cartesian coordinate system O xyz . Such
a surface, described by equation z = a ( x ) is illuminated from above by a unit amplitude linear
polarized monochromatic plane wave with vacuum wavelength λ0, angular frequency ω and
vacuum wave number k 0 = 2pi/λ0. The wave vector is inclined at θ to the O z axis. Medium (1)
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Fig u re 8 . 2 : G e o m e try o f th e d iffra c tio n p ro b le m . S ke tch o f the c o e ffi c ie n ts fo r sc a tte rin g m a trix
and medium (2) have relative permittivity ε1 and ε2 respectively. Time dependence is expressed
by the factor exp(−i ω t ) Such a problem is reduced to the study of the two fundamental cases of
polarisation and the unknown function F ( x , z ) is the y component of the electric or the magnetic
field for TE and TM polarization respectively. We solved half the problem since we already
determined the general solution to the scalar Helmholtz equation as a linear combination of
elementary waves the coefficients of which remain to calculate. The situation is very common
in electromagnetic theory: the fields on both side of the grating are expanded in terms of the
modes in the respective regions with unknown coefficients. A method of solution known as
mode-matching method was developed in the context of guided waves in the micro-wave range.
The grating may be considered as a generalized multi-port whose inputs are excited by waves
that propagate or decay towards it giving rise to a response at the outputs that consists of the
waves that propagate or decay away from it [25],[24]. The mode coupling is caused by the
modulation of the interface and by the different constitutive parameters in either side of it. The
so-called scattering matrix S a defined as[
A(1)+
A(2)−
]
= S a
[
A(1)−
A(2)+
]
(8.37)
provides a linear relation between the output and input coefficients. In a grating problem, the
vector formed by the amplitudes of the incoming waves has only one non null component:
that corresponding to the incident wave which was assumed enforced to one. The subscript a
indicates that the S matrix depends on the profile function a ( x ). We call S a matrix an interface
scattering matrix. The S a matrix is derived from boundary conditions at the surface x 3 = x 30.
The change of variable makes it easy to write them. We have solved the scalar Helmholtz
equation, the scalar field being a field component tangent to the surface;indeed F coincides with
H y and E y in TM polarisation and TE polarisation respectively. For simplicity, let us consider
TE polarisation where the non null components of the electromagnetic field are E y , H x , H z .
Boundary conditions require matching the tangential components of the magnetic and electric
field. We have already derived one of them, E y , we have to derive the tangential component H t
of the electric field given by :
H t =H.t (8.38)
where t is the unit vector at point P which is tangential to the grating profile function. It is
defined in terms of the ex and ez Cartesian unit vectors by:
t=
1√
1+ ˙a 2
(ex + ˙a ez ) (8.39)
The square root in the denominator represents a normalization factor that can be omitted since
at a given point, it is identical on both sides of the boundary surface. let us introduce G such
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that:
G = i Z H.t (8.40)
Where Z =
√
µ0/ε is the wave impedance. From Maxwells equation we have i ωµ0 H x =−∂z E y
and i ωµ0 H z = ∂x E y thus :
G ( x , z ) =−1
k
(∂z F ( x , z )− ˙a ∂x F ( x , z )) (8.41)
substituting ∂3 for ∂z and ∂1− ˙a ∂3 for ∂x we get:
G ( x 1, x 3) =−1
k
((1+ ˙a ˙a )∂3− ˙a ∂1)F ( x 1, x 3) (8.42)
Similarly to F , G depends on x 3 as exp( i ρ x 3) and we may write:
G ( x 1, x 3) = exp( i ρ x 3) G ( x 1) (8.43)
We are now familiar with the operational rules that allow to associate in Fourier space a matrix
with an operator. We have:
1+ ˙a ˙a → I+ a˙a˙, ˙a ∂1 → i a˙α (8.44)
From which we deduce:
i k G±a = ( I + a˙a˙)F±a ρ a − a˙αF±a (8.45)
where ρ is a diagonal matrix whose elements are the eigenvalues ρ a , q . Writing the continuity
of F (1) and F (2) and G (1)/ Z (1) and G (2)/ Z (2) at x 3 = x 30 is straightforward and leads to the
following expression of the S a matrix:
S a =
[
F
(1)+
a −F (2)−a
G
(1)+
a −G(2)−a
]−1[ −F (1)−a F (2)+a
−G(1)−a G(2)+a
]
(8.46)
The knowledge of S a matrix allows to calculate the constant coefficients of outgoing waves.
Since the spectrum of the solutions of the transformed Helmholtz equation include the gener-
alized Rayleigh eigenvectors associated to real Rayleigh eigenvalues the efficiencies may be
calculated in the very same way as in the Cartesian coordinate system.
R q = | A (1)+q |2 γ
(1)
q
γ(1)0
T p = | A (2)−p |2 γ
(2)
p
γ(1)0
(8.47)
with:
γ(1)q =
√
k 20ε1−
(
k 0
√
ε1 sinθ + q
2pi
d 1
)2
γ(2)p =
√
k 20ε2−
(
k 0
√
ε1 sinθ + p
2pi
d 1
)2
(8.48)
The values of integers p and q are such that γ(1)q and γ(2)p are real.
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8.3.1 Implementation of C-Method
The main interest to consider C-Method through a simple change of variable is to make us
understand its numerical link with Rayleigh expansions and to calculate efficiencies as in the
Cartesian Coordinate system. Within the framework of translation coordinate systems, starting
from Maxwell’s equations written under the covariant form, we have shown that all tangential
components of the field at surface S could be generated from the longitudinal covariant com-
ponents along the axis of invariance. Moreover,these components are solutions of the scalar
Helmholtz equation. Therefore, one clearly understands that finding the elementary solutions
of the scalar Helmholtz equation is the kernel of C-method. To summarize we may enunciate
the different steps for solving a grating problem with C-method:
• Define a translation coordinate system.
• Find the elementary waves of the Helmholtz equation. For that purpose use the Galerkin
method with exp( i α n x 1) as expansion and test functions. Substitute the generalized
Rayleigh eigenvectors for the computed eigenvectors associated to real eigenvalues. Sort
the elementary waves into forward and backward waves.
• Write boundary conditions at surface Σ and calculate efficiencies as in the Cartesian
coordinate system.
8.4 Various formulations of C-method
So far, the Helmholtz equation in the translation coordinate system was derived by using the
chain rule for derivatives in the Helmholtz equation written in the translation coordinate sys-
tem. In this section,we start from the covariant Maxwell’s equations and we show that they lead
to several operators one of them being the propagation equation. In a homogeneous isotropic
medium with permittivity ε and permeability µ , with a time dependence exp(−i ω t ),the sym-
metrized Maxwell equations write:
ξ αβγ ∂β Fγ = k √ g g αβ Gα
ξ αβγ ∂βGγ = k √g g αβ Fα (8.49)
where k = ω√µε , the Fγ and the Gβ are the complex amplitudes of the electric field and of
a renormalized magnetic field respectively. We restrict our analysis to 1D problems in which
both the geometry and the solution are independent of y . Practically this means that ∂2 is null
as well as g 12, g 21, g 32 and g 23. It follows that (8.49) decouple into two fully identical systems
where the non null components are F2, G1, G3, and G2, F1, F3 respectively.The first set of
three components corresponds to T E polarisation, the second one to T M polarisation. Both
polarisations obey the same first order differential equations system written hereafter for T E
polarisation:
−∂3F2 = k
(√
g g 11G1 +
√
gg 13G3
) (8.50a)
∂1F2 = k
(√
g g 31G1 +
√
gg 33G3
) (8.50b)
∂3G1−∂1G3 = k √ g g 22 F 2 (8.50c)
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For T M polarisation, it is enough to permute F and G . Among the three components of each
system, two play a particular role. Let us assume that x 3 = x 30 separates two isotropic homo-
geneous media. Then, in T E polarisation F2 and G1/
√
µ
ε
have to be continuous at surface
x 3 = x 30. The same conclusions holds for G2/
√
µ
ε
and F1 for T M polarisation. So, we have
to solve (8.50) for the components labelled by two and by one. C-method is a Fourier based
method which means that constitutive relations have to be written in Fourier space. In other
words a matrix is to be associated to each element √ g g αβ of the constitutive tensors. The way
for doing so should follow the so-called "Fourier factorization" rules derived by Li [22],[23].
let us denote by (√ g g αβ ) the matrix associated to coefficient √ g g αβ . According to Li’s rules,
the (√ g g αβ ) write:
(
√g g 11) =
[
1√ gg 11
]−1
(
√g g 13) =
[
1√ gg 11
]−1[ g 13
g 11
]
(
√g g 31) =
[
g 31
g 11
][
1√ g g 11
]−1
(
√g g 33) =
[
1√ gg 11
]
+
[
g 31
g 11
][
1√ g g 11
]−1[ g 13
g 11
]
(
√g g 22) = [√ gg 22]
(8.51)
The notation [ f ] designates the toeplitz matrix whose elements f m p are the f m − p elements of
the Fourier series of function f ( x 1). For the translation coordinate ( x 1, x 2, x 2) such that x = x 1,
y = x 2, z = x 3 + a ( x 1), we have: (√ g g 11)→ I(√ g g 13)→−a˙(√ g g 31)→−a˙(√ g g 33)→ [I+ a˙a˙](√ g g 22)→ I
(8.52)
In Fourier space, the derivative operator ∂1 is associated to the diagonal matrix i α the elements
of which are the i α m such that:
α m = α0 + m
2pi
d 1
(8.53)
Setting
F2( x 1, x 3) =
m =+M
∑
m =−M
F 2m ( x 3)exp( i α m x 1) (8.54a)
G1( x 1, x 3) =
m =+M
∑
m =−M
G 1m ( x 3)exp( i α m x 1) (8.54b)
G3( x 1, x 3) =
m =+M
∑
m =−M
G 3m ( x 3)exp( i α m x 1) (8.54c)
(8.54d)
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We are now able to write (8.50) in Fourier space:
−∂3F2 = k
((√
g g 11
)
G1 +
(√
g g 13
)
G3
) (8.55a)
i αF2 = k
((√
g g 31
)
G1 +
(√
g g 33
)
G3
) (8.55b)
∂3G1− i αG3 = k
(√
g g 22
)
F2 (8.55c)
where F2, G1 G3 are column vectors of size 2 M + 1 whose components are the F 2m ( x 3),
G 1m ( x 3), G 3m ( x 3) respectively:
F2( x 3) = [ F 2,−M ( x 3), F 2,−M +1( x 3), · · · , F 2,0( x 3), · · · , F 2, M −1( x 3), F 2, M ( x 3)] T (8.56a)
G1( x 3) = [ G 1,−M ( x 3), G 1,−M +1( x 3), · · · , G 1,0( x 3), · · · , G 1, M −1( x 3), G 1, M ( x 3)] T (8.56b)
G3( x 3) = [ G 3,−M ( x 3), G 3,−M +1( x 3), · · · G 3,0( x 3), · · · , G 3, M −1( x 3), G 3, M ( x 3)] T (8.56c)
where the exponent T is for the transposition.
8.4.1 Propagation equation in curvilinear coordinates
From Eqs (8.50a) and (8.50b),G1 and G3 may be expressed in terms of F2
k G1 =−
(√
g g 33
)
∂3F2 +
(√
g g 13
)
i αF2 (8.57)
k G3( x 3) =
(√ g g 31)∂3F2( x 3)+(√ gg 11) i αF2( x 3) (8.58)
(8.50c), in which we substituteG1 andG3 with expressions (8.57) and (8.58), gives the propa-
gation equation:(−α(√ g g 11)α+∂3 (√ gg 33)∂3 + i α(√ g g 13)∂3 +∂3 (√ g g 31) i α+ k 2 (√ g g 22))F2( x 3) = 0
(8.59)
which is rewritten as a pair of first-order differential equation as:
−i ∂3A
[
F2( x 3)
−i ∂3F2( x 3)
]
=B
[
F2( x 3)
−i ∂3F2( x 3)
]
(8.60)
with:
A=
[
α
(√ g g 13)+(√ g g 13)α (√ g g 33)
I 0
]
(8.61)
B =
[−α(√ gg 11)α+ k 2 (√ g g 22) 0
0 I
]
(8.62)
Since the coefficients of matrices A and B are independent of variable x 3, we may seek
vectors F2( x 3),G1( x 3),G3( x 3) under the form:
F2( x 3) = F2 exp( i ρ x 3) (8.63a)
−i ∂3F2( x 3) = ˙F2 exp( i ρ x 3) (8.63b)
G1( x 3) =G1 exp( i ρ x 3) (8.63c)
G3( x 3) =G3 exp( i ρ x 3) (8.63d)
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This last step transforms (8.60) into a generalized eigenvalue eigenvector matrix equation:
Aρ
[
F2
˙F2
]
=B
[
F2
˙F2
]
(8.64)
It is then easy to check that (8.64) is the same as (8.29). After F2 is determined, it remains
to deduceG1 from (8.57).
8.4.2 "Classical" C-method operator
We call "classical" operator the operator derived by Chandezon in his early work. From (8.50b)
and taking into account (8.63) we find an expression forG3 as follows:
G3 =
1
k
(√
gg 33
)−1 i αF2−(√ gg 33)−1 (√ g g 31)G1 (8.65)
SubstitutingG3 in (8.50a) and (8.50c) with the above expression yields:
 −
(√ g g 13)(√ gg 33)−1α i k ((√ g g 11)−(√ g g 13)(√ g g 33)−1 (√ g g 31))
−i k
((√ g g 22)− 1
k 2
α
(√g g 33)−1α) −α(√ g g 33)−1 (√ g g 31)


[
F2
G1
]
= ρ
[
F2
G1
]
(8.66)
8.5 Multilayer grating
The extension of C-method to multilayer gratings is straightforward provided the interfaces
which separate the layers share the same periodicity. It is just a generalization of the the-
ory of planar stratified media. As a canonical case, let us consider a layer made of isotropic
homogeneous media limited on the top by surface z = a j ( x 1) and on the bottom by surface
z = a j +1( x 1) = a j ( x 1)− t j ( x 1). When t j ( x 1) is constant the two surfaces are parallel to each
other. In homogeneous media the field is a superposition of forward and backward waves. The
only places where coupling occurs are the interfaces. Thus, we have to describe two different
phenomena: on the one hand scattering at the interfaces and on the other hand propagation or
attenuation in the layer. To summarize we assimilate an interface to a 4N -port local network
(N = 4 M + 1, M being the truncation number) and a layer to a multi-channel pipe connecting
the 2 N -ports of its input network and output network [24]. We have already defined interface
scattering matrices which are local matrices in the sense they depend on the profile. In other
words,in the context of C-method they depend on the coordinate system. Thus, for a layer
bounded by two non parallel surfaces, we have to solve two eigenvalue problems for each sur-
face which allows to calculate interface matrices S a j and S a j +1 . It remains to define and to cal-
culate layer scattering matrices. Although two cases have to be considered according to whether
the layer separates two identical surfaces or not, the line of reasoning is the same. As already
mentioned, we have two coordinate systems such that z = x 3j + a j ( x 1) and z = x 3j +1 + a j +1( x 1).
They are linked by the following relation:
x 3j = x 3j +1 + a j +1( x
1)− a j ( x 1) = x 3j +1− t j ( x 1) (8.67)
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Fig u re 8 . 3 : S ch e m a tic re p re se n ta tio n o f d iffra c tio n a t two su rfa c e s se p a ra te d b y a la y e r
.
In medium j , located in between surfaces z = a j ( x 1) and z = a j +1( x 1), we may express the
linear combination of forward and backard waves with coordinate x 3j = 0 as local origin (that is
z = a j ( x 1) and write:
F
( j )
a j ( x
3
j , x 1) = ∑
q
A ( j )+j , q exp( i ρ
( j )+
a j , q x
3
j ) F
( j )+
a j , q ( x
1)+∑
q
A ( j )−j , q exp( i ρ
( j )−
a j , q x
3
j )) F
( j )−
a j , q ( x
1) (8.68)
In the same medium j we may also choose x 3j +1 = 0 as local origin (that is z = a j +1( x 1)) which
gives:
F
( j )
a j +1( x
3
j +1, x
1))=∑
q
A ( j )+j +1, q exp( i ρ
( j )+
a j +1, q x
3
j +1) F
( j )+
a j +1, q ( x
1)+∑
q
A ( j )−j +1, q exp( i ρ
( j )−
a j +1, q ( x
3
j +1) F
( j )−
a j +1, q ( x
1)
(8.69)
The layer is considered as a 4 N − p o r t s which connects input waves F ( j )−a j and F ( j )+a j +1 to output
waves F
( j )+
a j and F
( j )−
a j +1 , hence the definition of the layer S matrix:
 A ( j )+j , q
A ( j )−j +1, q

= S j , j +1

 A ( j )−j , q
A ( j )+j +1, q

 (8.70)
At the input of the layer, that is at x 3j = 0, the outgoing waves correspond to the incoming
wave of the output plane:
F
( j )+
a j ( x
3
j = 0) = F
( j )+
a j +1 ( x
3
j +1 = t j ( x
1)) (8.71)
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Similarly, at the output of the layer, that is x 3j +1 = 0, the outgoing waves correspond to the
incoming waves of the input plane:
F
( j )−
a j +1 ( x
3
j +1 = 0) = F
( j )−
a j ( x
3
j =−t j ( x 1) (8.72)
At this stage, we infer that layer S matrix looks like:
S j , j +1 =
[
0 P ( j )+
P ( j )− 0
]
(8.73)
The sought sub-matrices P ( j )+, P ( j )− depend on whether the layer faces are parallel or not.
8.5.1 Layer with non parallel faces
Consider equation (8.75) and write it in terms of the eigenvectors of both coordinate systems:
∑
m
∑
q
A ( j )+j , q F
( j )+
a j , m q ex p ( i α m x
1) = ∑
m
∑
q
A ( j )+j +1, q exp( i ρ+a j +1, q t j ( x
1)) F ( j )+a j +1,q exp( i α m x
1) (8.74)
The left hand side purely consists of a linear combination of eigenvectors expanded onto the
exp( i α m x 1) basis whereas the right hand side consists of a linear combination of eigenvectors
each of which being multiplied by a periodic functions of the x 1 variable. In order to get a
matrix relation between the A ( j )+j , q and the A
( j )+
j +1, q , we project (8.74) onto exp( i α m x 1). We get:
∑
m
∑
q
A ( j )+j , q F
( j )+
a j , m q = ∑
m
∑
q
A ( j )+j +1, q ˜F
( j )+
a j +1,q exp( i α m x
1) (8.75)
with:
˜F ( j )+a j +1 m q =
1
d 1
∫ d 1
0
(
∑
l
F ( j )+a j +1, l q exp( i α l x
1)
)
exp( i ρ( j )+a j +1, q t j ( x
1))exp(−i α m x 1) d x 1 (8.76)
Then, the P ( j )+ matrix is readily obtained as
P ( j )+ =
(
F ( j )+a j
)−1
F˜
( j )+
a j +1 (8.77)
where F ( j )+a j (respectively F˜ ( j )+a j +1 ) is the matrix formed by juxtaposition of vectors F ( j )+a j , q (re-
spectively ˜F ( j )+a j +1 q . Similarly we have:
∑
m
∑
q
A ( j )−j +1, q F
( j )−
a j +1, m q exp( i α m x
1) = ∑
m
∑
q
A ( j )−j , q exp( i ρ
( j )−
a j , q t j ( x
1)) F ( j )−a j ,q exp( i α m x
1) (8.78)
and
∑
m
∑
q
A −( j )j +1, q F
( j )−
a j +1, m q = ∑
m
∑
q
A ( j )−j , q ˜F
( j )−
a j ,q (8.79)
with:
˜F ( j )−a j m q =
1
d 1
∫ d 1
0
(
∑
l
F ( j )−a j , l q exp( i α l x
1)
)
exp(−i ρ( j )−a j +1, q t j ( x 1))exp(−i α m x 1) d x 1 (8.80)
from which we derive:
P ( j )− =
(
F ( j )−a j +1
)−1
F˜
( j )−
a j (8.81)
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8.5.2 Layer with parallel faces
In that case, the two coordinate systems are identical and t j ( x 1) is a constant. Equations (8.72)
and (8.75) reduce to:
∑
m
∑
q
A ( j )+j , q F
( j )+
a j , m q exp( i α m x 1) = ∑
m
∑
q
A +( j )j +1, q exp( i ρ
( j )+
a j , q t j ) F
( j )+
a j , m q exp( i α m x 1) (8.82)
∑
m
∑
q
A ( j )−j +1, q F
( j )+
a j , q = ∑
m
∑
q
A ( j )−j , q exp(−i ρ( j )−a j , q t j ) F ( j )−a j , m q exp( i α m x 1) (8.83)
from which we easily deduce:
A ( j )+j , q = A
( j )+
j +1, q exp( i ρ
( j )+
a j , q t j ) or P
( j )+ = diag
(
exp( i ρ( j )+a j , q t j )
)
(8.84)
A ( j )−j +1, q = A
( j )−
j , q exp(−i ρ( j )−a j , q t j ) or P ( j )− = diag
(
exp(−i ρ( j )−a j , q t j )
)
(8.85)
It should be noted that when ρ( j )+a j , q (respectively ρ( j )−a j , q ) is complex valued, its imaginary part
is negative (respectively positive) . Since t j is positive, exponential functions exp(±i ρ( j )±a j , q t j )
associated to complex eigenvalues always decay when the layer thickness increases.
8.5.3 Combination of S matrices
The final step for analysing reflection and transmission by a layer is to combine the two in-
terfaces S matrix and the layer S matrix. The tool for doing this is the Redheffer star product
which gives the composition rules of two cascaded S matrices [26]. Consider two S matrices
and partition them into four blocks:
S1 =
[
S111 S
12
1
S211 S
22
1
]
S2 =
[
S112 S
12
2
S212 S
22
2
]
(8.86)
The star product ∗ is defined by:
S = S1 ∗S2 (8.87)
S11 = S111 +S
12
1
(
I−S112 S221
)−1
S112 ×S211 (8.88)
S12 = S121 ×
(
I−S112 S221
)−1×S122 (8.89)
S21 = S212 ×
(
I−S221 S112
)−1×S211 (8.90)
S22 = S222 +S
21
2 ×
(
I−S221 S112
)−1×S221 ×S122 (8.91)
where I is the identity matrix. The combined S matrix of the top and bottom interfaces and of
the layer is given by:
S = S a j ∗S j , j +1 ∗S a j +1 =
(
S a j ∗S j , j +1
)∗S a j +1 = S a j ∗ (S j , j +1 ∗S a j +1) (8.92)
and finally, it turns out that
S11 = S11a j +S
12
a j P ( j )
+U2P
( j )−S11a j +1 (8.93)
S12 = S12a j P
( j )+U2S
12
a j +1 (8.94)
S21 = S21a j +1U1P
( j )−S21a j (8.95)
S22 = S22a j +1 +S
21
a j +1P
( j )−U1P ( j )+S22a j (8.96)
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where
U1 =
(
I−S22a j P ( j )+S11a j +1P ( j )−
)−1
U2 =
(
I−S11a j +1P ( j )−S22a j P ( j )+
)−1
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8.6 Extensions of C Method
The key idea of C-method as applied to diffraction by surface-relief gratings is to map the
surface of the grating to a plane. Until now, we have only described profiles under the form
z = a ( x ). However, in Cartesian coordinates ( x , y , z ), a cylindrical surface whose generating line
is parallel to the O y axis may be described by the parametric equations:
x = f ( x 1) z = g ( x 1) (8.97)
where f and g are two continuous functions. Now consider the following relations:
x = f ( x 1)+ c 1 x 3 y = x 2 z = g ( x 1)+ x 3 (8.98)
where c 1 is a real constant. They define an additive change of coordinates whose metric tensor
is given by:
g i j =

 ∂ 21 f +∂ 21 g 0 c 1∂1 f +∂1 g0 1 0
c 1∂1 f +∂1 g 0 1+∂ 21 g

 (8.99)
Actually, the above matrix corresponds to a change of coordinates provided the Jacobian deter-
minant J of the transformation does not go to zero.
J =
∣∣∣∣∂1 x ∂3 x∂1 z ∂3 z
∣∣∣∣=
∣∣∣∣∂1 f c 1∂1 g 1
∣∣∣∣= ∂1 f − c 1∂1 g (8.100)
More over, the metric tensor is independent of coordinate x 3 which means there exists a trans-
lation symmetry along x 3 axis. Hence Equations(8.98) define in a general way translation coor-
dinate systems which allow to solve new classes of problems.
8.6.1 Oblique transformations
In Cartesian coordinates, usual coordinates lines of a plane are two straight lines orthogonal
to each other. One can also imagine having straight lines which make an angle different from
pi/2. Consider the straight line ∆ given by z = tan(φ) x and let us call φ the obliquity angle. The
following sets of relations define a coordinate system ( x 1, x 3) in which lines parallel to ∆ are
coordinate lines x 1 = co n st a nt and lines x 3 = constant remain parallel to O x
x = x 1 +
1
tanφ x
3
z = x 3
(8.101)
Such oblique transformation allow to model an extended class of surface shapes which would
otherwise be numerically inefficient (very blazed gratings) or even impossible like overhanging
gratings. As an illustrative example, consider in the coordinate system ( x 1, x 3) the symmetric
triangular function.
t ( x 1) =


2 x 1 0 < x 1 < .5
2(1− x 1) .5 < x 1 < 1
0 elsewhere
(8.102)
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Fig u re 8 . 4 : Co o rd in a te sy ste m in wh ich c o o rd in a te lin e s a re p a ra lle l to ∆ a n d to O x a x is
Using an oblique transformation one gets:
x = x 1 +
1
tanφ ( x
3 + t ( x 1))
z = x 3 + t ( x 1)
(8.103)
0 0.5 1 1.5 2
0
0.5
1
φ=90
0 0.5 1 1.5 2
0
0.5
1
φ=63.4349
0 0.5 1 1.5 2
0
0.5
1
φ=40
Fig u re 8 . 5 : E ch e le tte g ra tin g in th re e d iffe re n t o b liq u e c o o rd in a te sy ste m s
Figure(8.5) shows three typical grating surfaces obtained with (8.103) and with φ = 90,
63.4349 and 40 respectively, the latter demonstrating the extreme overhanging forms possible
for small φ without the double value problem implicit with Cartesian coordinates.
8.6.2 Stretched coordinates
The essence of C-method is to choose a coordinate system that facilitate the solution of a given
problem. Oblique transformations are a typical example of the usefulness of this technique.
Indeed they provide an easy and elegant way to handle gratings with one vertical facet and also
overhanging gratings. Similarly, we have believed for a long time that sharp edges were an
intrinsic limitation of the C method. Actually, it turns out that transformations which stretch co-
ordinates around the edges overcome the problem. With C-Method, the solution of Maxwell’s
equations is reduced to the solution of an algebraic eigenvalue problem in discrete Fourier
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space. The derivation of the matrix operator involves two steps: (1) The electromagnetic field
is expanded into Floquet–Fourier series, and (2) the derivative of the grating profile function is
expanded into Fourier series. When the latter function is discontinuous, the Fourier method is
known to converge slowly.This weakness remains even when the correct Fourier factorization
of products of discontinuous periodic functions, as given by Li, is applied. The reason for slow
convergence is that the spatial resolution of the Fourier expansion remains uniform within a
grating period whatever the grating profile function may be. On the contrary, stretched coor-
dinates allow a mapping of space that increases spatial resolution around the discontinuities of
the derivative of the profile function. For this reason the technique is known as adaptive spatial
resolution.
8.6.3 Parametric C-method
Whether for mandatory reasons as is the case for overhanging gratings or simply to improve
convergence speed, the most general representation of a one dimensional profile happens to be
a parametric one. Adding an additional degree of freedom with an obliquity angle, a class of
translation coordinate systems has the form given by (8.98). Due to the translational symmetry
along vector e3 = c 1ex +ez , a numerical solution in terms of eigenvectors and eigenvalues is
possible. Equations (8.98) describe a coordinate system where coordinates lines x 3 = constant
coincide with functions which are periodic with period d 1 along direction O x . Compared to the
non-oblique coordinate system, the period d 1 and the direction of periodicity remain unaffected
by the introduction of parameter c 1. Thus, assuming an incident plane wave vector k such that
k.ex = α0 the x 1 dependence is of the form exp( i α m x 1) with α m = α0 + m
2pi
d 1
. So we have all
the ingredients to determine the matrix from which eigenvectors and eigenvalues will be sought.
In Fourier space, the matrices associated to the elements of the metric tensor are:
(√ gg 11)= ( c 21 +1)[f˙ − c 1g˙]−1(√ gg 13)= [f˙ − c 1g˙]−1 [c 1f˙ + g˙](√ gg 31)= [ c 1f˙ + g˙][f˙ − c 1g˙]−1(√ gg 33)= [f˙ − c 1g˙]+( c 21 +1)[c 1f˙ + g˙][f˙ − c 1g˙]−1 [c 1f˙ + g˙](√ gg 22)= f˙ − c 1g˙
(8.104)
where ˙f and ˙g designates the toeplitz matrices formed by the elements of the Fourier series of
∂1 f and ∂1 g respectively.
8.6.4 Plane waves and parametric C-method
More over since the physics remains the same compared to non-oblique translation coordinate
systems, eigenvectors separate into forward and backward waves as was already the case:
F ( x 1, x 3) = ∑
q
A ±q F ±q ( x 1) ex p ( i ρ±q x 3) (8.105)
As in the classical translation coordinate system, we substitute the computed propagative for-
ward and backward eigenvectors with the corresponding transformed plane waves . Consider
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plane waves
exp( i α n x )exp(±i γ n z )
such that ±γ n ∈ R . Taking into account (8.98),their expression in oblique coordinates is:
exp
(
i (α n c 1± γ n ) x 3
)
exp
(
i (α n f ( x 1)± γ n g ( x 1)
) (8.106)
hence the following correspondences between propagative waves in Cartesian coordinates and
their computed counterparts in oblique coordinates:
ρ±,(M )( p ), n ←→ (±γ n +α n c 1) ; F ±( p ), n ( x 1)←→ exp
(
i α n f ( x 1)±i γ n ( g ( x 1)
) (8.107)
We have added an extra subscript ( p ) and a superscript ( M ) to indicate that we only care about
the above correspondence for propagative waves and that ρ depends on the truncation number.
8.6.5 Illustrative example
Consider a right angled triangular profile whose base is aligned on O x . Other parameters are
period d 1 and height h . It is illuminated by a plane wave inclined at θ to the O z axis. In
the context of C-method we ask ourselves which coordinate system choosing for modelling
diffraction by such a grating. Here the main difficulty comes from the vertical facet located at
x = d 1. The operator associated with C-method involves the derivative of the profile function.
With a description of the profile by a function of the kind z = a ( x ), the derivative is constant
and everything happens as if the vertical did not exist. Should the vertical be replaced by a very
sloping facet, then a highly located and large discontinuity in the derivative would appear. None
of the situation is satisfactory. An easy way to overcome the problem consists in introducing
an oblique coordinate system in which the vertical is transformed into a straight line with a
"reasonable" slope. Actually, doing so amounts to parametrizing the profile in the Cartesian
coordinate system.
8.6.5.1 Obliquity angle and parametrization of the profile
Since one of the facets of the grating is vertical, an inclined coordinate system is needed. On the
one hand, the parameter c 1 is linked to the obliquity angle φ by c 1 = 1/ tanφ and on the other
hand, according to (8.100) it should satisfy the constraint 1− c 1∂x a > 0 . Hence, in principle φ
may be any angle such that tanφ < h / d Let t 1 be tan(φ). On the first facet we have:
x = x 1 +
1
t 1
y , y =
h
d
x (8.108)
and on the second one
x = d , d = x 1 +
1
t 1
y (8.109)
Thus the parametrization of the profile is:
f ( x 1) =
d
d − t 1 h x
1 g ( x 1) =
h
d − t 1 h x
1 if x 1 6 x 10
f ( x 1) = d g ( x 1) =
1
t 1
( x 1− d ) if x 1 > x 10
(8.110)
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with :
x 10 = d
(
1− 1
t 1
h
d
)
(8.111)
Now that we have parametrized the profile, it remains to define a translation direction. The
direction which served to parametrize the profile is a natural choice although not mandatory.
Once more, the only constraint is that the tangent of the chosen obliquity angle is smaller than
h / d .
8.6.5.2 Stretched coordinates and parametrization of the profile
At x 1 = 0 and x 1 = x 10, the parametric functions f ( x 1) and g ( x 1) have jumps which can be
reduced if one introduces an additional change of coordinates aimed at increasing spatial reso-
lution around these points. Let x 1 be a function of a new variable u : x 1 = s ( u ). The chain rule
for derivative gives :
∂u x = ∂1 f ( x 1( s ( u ))∂u s , ∂u y = ∂1 g ( x 1( s ( u ))∂u s (8.112)
Compared to the initial parametrization, spatial resolution is modulated by the multiplicative
factor ∂u s . The smaller the latter, the higher the spatial resolution. A possible stretching function
is as follows :
s ( u ) =


u − η x 0
2pi
sin
(
2pi u
x 0
)
if 0 6 u < x 10
( u − x 0)−
η( d 1− x 10)
2pi
sin
(
2pi( u − x 0)
d 1− x 10
)
if x 10 6 u < d 1
(8.113)
The parameter η between zero and one controls the density of coordinate lines around the transi-
tion points. It allows to stretch space thinner where discontinuities of coefficients in Maxwell’s
equations occur. The larger η , the smaller ∂u s and thus the higher the spatial resolution. In
principle the parameter η does not have to reach one because, in that case, the Jacobian would
be zero. Figure (8.6) shows four possible parametrization of the considered right angle triangle.
Case (a) corresponds to the usual representation z = a ( x ).
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Fig u re 8 . 6 : Va rio u s p a ra m e tric re p re se n ta tio n s o f a rig h t a n g le tria n g u la r p ro fi le
Finally, figure (8.7) shows the speed of convergence of the specular reflected order for a
perfectly conducting right angle triangular profile for two different parametrizations. It has to
be emphasized that modelling this kind of profile is out of reach for the "classical" C-method
since it has a vertical facet.
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Fig u re 8 . 7 : Co m p a riso n o f sp e e d o f c o nv e rge n c e fo r two p a ra m e tric re p re se n ta tio n o f a rig h t a n g le tria n g u la r
p ro fi le. F u ll lin e : x 10 = .5 , η = 0 , d a sh e d lin e : x 10 = .4 , η = .9 . O th e r p a ra m e te rs a re : θ = 25◦ , λ = 1 , h = d 1 = 1
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Appendix 8.A: Curvilinear Coordinates
In Cartesian coordinates we deal with three mutually perpendicular families of planes: x=constant,
y=constant, z=constant. Imagine that we superimpose on this system three other families
of surfaces. We may reference any variable point M by the intersection of three planes in
Cartesian coordinates , ie by the triplet ( x , y , z ) or as the intersection of the three surfaces
that form our new, curvilinear coordinates. Describing the curvilinear coordinates surfaces
by x 1 = co n st a nt , x 2 = co n st a nt , x 3 = co n st a nt we may identify our point by the triplet x , y , z as
well as by x 1, x 2, x 3. This means that in principle we may define a curvilinear coordinate system
from the Cartesian system ( x , y , z ) by:
x = x 1
′
= x 1
′
( x 1, x 2, x 3), y = x 2
′
= x 2
′
( x 1, x 2, x 3), z = ¯x 3 = x 3
′
( x 1, x 2, x 3) (8.114)
or by the inverse relations
x 1 = x 1( x 1
′
, x 2
′
, x 3
′
), x 2 = x 2( x 1
′
, x 2
′
, x 3
′
), x 3 = x 3( x 1
′
, x 2
′
, x 3
′
) (8.115)
x 1′ , x 2′ , x 3′ respectively x 1, x 2, x 3 are regarded as independent and continuously differentiable
functions of x 1, x 2 and x 3 respectively x 1′ , x 2′ , x 3′ . let M denote a variable point referenced by the
rectangular coordinates( x , y , z ).At M the so-called natural referential( M ,e1,e2,e3)is defined by
the the following basis vectors:
eα =
β ′=3
∑
β ′=1
∂ x β ′
∂ x α eβ ′ (8.116)
with e 1′ = e x , e 2′ = e y , e 3′ = e z , e x , e y and e z being the unit vectors of an orthogonal Cartesian
referential. In a similar way we may write
eα ′ =
β=3
∑
β=1
∂ x β
∂ x α ′ eβ (8.117)
Moreover introducing Λβ
′
α =
∂ x β ′
∂ x α and Einsteins’ summation convention Eq(8.116) and Eq(8.117)
write:
eα = Λβ
′
α eβ ′ eα = Λβαeβ ′ (8.118)
vectors eα are tangent vectors along coordinate curve x α . The matrix formed by the coefficientΛβ
′
α
is the Jacobian matrix J of the change of coordinates. Since functions x 1′ , x 2′ , x 3′ are indepen-
dent J is inverible and its inverse is formed by the coefficients Λβα ′
J =

 Λ1
′
1 Λ2
′
1 Λ3
′
1
Λ1′2 Λ2
′
2 Λ3
′
2
Λ1′3 Λ2
′
3 Λ3
′
3

 J−1 =

 Λ11′ Λ21′ Λ31′Λ12′ Λ22′ Λ32′
Λ13′ Λ
2
3′ Λ
3
3′

 (8.119)
One can also define basis vectors eα that are normal to coordinate surfaces x α = constant by
eα =
∂ x α
∂ x α ′ e
α ′ , with eα ′ = eα ′ (8.120)
The vectors eα and eβ form a set of reciprocal basis with eα .eβ = δ βα , where δ βα is the Kro-
necker delta. The representation of any vectorA in one of these bases is:
A= A αeα = A αeα (8.121)
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Fig u re 8 . 8 : Cu rv ilin e a r Co o rd in a te s: c ov a ria n t a n d c o n tra va ria n t c o m p o n e n ts o f a v e c to r in a p la n e
The A α and the A α are the contravariant components and the covariant components of vector
A respectively. The nullity of a component of vector A may be geometrically interpreted as
follows:
A α = 0: A is orthogonal to the tangent at point M to the coordinate line x α
A α = 0: A belongs to the tangential plane at point M to coordinate surface x α
In normalized orthogonal Cartesian coordinates differentiate contravariant and covariant com-
ponents of a vector is generally not necessary. The Jacobian matrix allows to express the
Cartesian components A α ′ = A α ′ of vector A in terms of its local contravariant components
A α =A.eα or covariants components A α =A.eα :
A α
′
= A α ′ = Λα
′
α A α or A α = Λαα ′ A
α ′ (8.122)
A α ′ = Λαα ′ A α or A α = Λ
α ′
α A α ′ (8.123)
The quantities
g αβ = eα .eβ = Λα
′
α Λ
β ′
β g α ′β ′ (8.124)
define the metric of the coordinate system. In matrix form we have:[
g αβ
]
= J t J (8.125)
and
g = det(
[
g αβ
]
) = det(J)2 = det
(
Λα ′β
)
(8.126)
The g αβ establish a connexion between the A α and the A β
A α = eα .
(
A β .eβ
)
= g αβ A β or A β = g βα A α (8.127)
Appendix 8.B: Transformation of Maxwell’s equations
We have seen that the natural referentiel gives the tools to easily maipulate tangential and normal
components of a vector field.Therefore, writting boundary conditions at a surface should be
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straightforward. We need now to express Maxwell’s equation in the new coordinate system.
For that purpose, we may follow a tensorial approach or stay at an elementary level and make
a simple change of coordinates and components in the usual Maxwell’s equations. We present
briefly both points of view. A time dependence of the form exp(−i ω t ) is assumed.
Vectorial approch
Let us start from one of the Maxwell’s curl equation written in the Cartesian coordinate system
and in an homogeneous medium with permittivity ε and permeability µ
ξ α ′β ′γ ′∂β ′ H γ ′ =−i ωε E α ′ (8.128)
where ξ α ′β ′γ ′ stands for the Levi-Civita indicator :
ξ α ′β ′γ ′ =


1 for α ′β ′γ ′ = 123,231,312
−1 for α ′β ′γ ′ = 321,213,132
0 otherwise
(8.129)
Then let us change the coordinates: ∂β ′ = Λαβ ′∂α and the components H γ ′ = Λ
β
γ ′ H β
ξ α ′β ′γ ′Λαβ ′∂α
(
Λβγ ′ H β
)
= − i ωε E α ′ (8.130)
The left hand side of the above equation is equal to:
ξ α ′β ′γ ′Λαβ ′
(
Λβγ ′∂α H β
)
+ξ α ′β ′γ ′Λαβ ′
(
∂αΛβγ ′
)
H β (8.131)
on the one hand we have
Λαβ ′∂αΛ
β
γ ′ = ∂β ′Λ
β
γ ′ (8.132)
and the other hand this term is symmetrical with respect to β ′ and γ ′. Thus by applying the
operator ξ α ′β ′γ ′ which is antisymmetric with respect to β ′ and γ ′ we obtain 0. Thus, the
Maxwell curl equation reduces to:
ξ α ′β ′γ ′Λαβ ′Λβγ ′∂α H β =−i ωε E α ′ (8.133)
let us multiply both sides by Λγα ′ and make summation on dummy index α
′
. We obtain:
ξ γαβ det
(
Λαβ ′
)
∂α H β =−i ωεΛγα ′ E α
′
=−i ωε E γ =−i ωε g γβ E β (8.134)
Finally we get:
ξ γαβ ∂α H β =−i ωε√ g g γβ E β (8.135)
and
ξ γαβ ∂α E β = i ωµ√ g g γβ H β (8.136)
setting
Fα = E α Gα = i Z H α with Z =
√
µ
ε
(8.137)
we then obtain a set of equations relating the complex amplitudes of the field components where
the Fα and the Gα play a fully symmetric role:
ξ αβγ ∂β Fγ = k √ g g αβ Gα
ξ αβγ ∂βGγ = k √g g αβ Fα (8.138)
where k = ω√µε
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Appendix 8.C: Summary of tensorial approach
In curvilinear coodinates systems, the Maxwell’s equations are based on the tensorial formalism
deduced from relativity. If we consider only materials which are stationary with respect to the
coordinate system, then the four-dimensional formalism developed by Post can be simplified.
Maxwell equations are written :
ξ αβγ∂β E γ =−∂t B α
ξ αβγ∂β H γ = ∂t D α + J α
∂α D α = ρ
∂α B α = 0
(8.139)
Post’s formalism preserves the affine nature of Maxwell’ equations: their expression is indepen-
dent of the coordinate system. The geometry only appears in the constitutive equations along
with the material’s properties
D α = εαβ E β B α = µαβ H β (8.140)
In a perfectly linear, isotropic media with permittivity ε and µ , these relation ships become:
εαβ = ε√ g g αβ εαβ = ε√ g g αβ (8.141)
where g αβ are the contravariant components of the metric tensor.(
g αβ
)
=
(
g αβ
)−1 g = (d et )( g αβ ) (8.142)
In an arbitrary curvilinear coordinates systeme x α , if the surface separating two materials, de-
noted (1) and (2), coincides with a surface of coordinates x 3 = co n st a nt , for example, then the
conditions of continuity are expressed quite simply
tangential component continuity:
{
a 1(1) = a 1(2)
a 2(1) = a 2(2)
(8.143)
normal component continuity: a 3(1) = a 3(2) (8.144)
Assuming a time dependence of the form exp(−i ω t ), in a source free region if we substitute
the constitutive equations for the material8.141 into Maxwell equations in the covariant form
8.139, setting
Fα = E α Gα =−i Z H α with Z =
√
µ
ε
(8.145)
we then obtain a set of equations relating the complex amplitudes of the field components where
the Fα and the Gα play a fully symmetric role:
ξ αβγ ∂β Fγ = k √ g g αβ Gα
ξ αβγ ∂βGγ = k √g g αβ Fα (8.146)
where k = ω√µε
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The Finite Difference Time Domain method (FDTD), based on the Yee’s scheme, is one of the
most commonly used time methods for the modeling of electromagnetic waves propagation and
diffraction. It was first introduced by Yee in 1966 [1] in the context of differential equations
resolution and the first articles recommending its futur applications are published from 1975
[2, 3, 4]. Due to the simplicity of its implementation and the rapid growth of computing capacity,
the FDTD is gaining users in all areas of electromagnetism applications. It allows a real-time
monitoring of the electromagnetic wave evolution in any kind of environment (dielectric, metal,
plasma. . . ). Its theoretical formulation is very easy since it requires no matrix inversion and
could take into account the more complex geometric shapes of objects in the studied system. In
addition, using this time domain method, a wide spectral range characterization can be obtained
from one temporal calculation via a simple Fourrier transform.
In this chapter, we present a brief review on the fundamentals of the FDTD method. We
show how to adapt it to the calculation of the photonic band gap structures in the case of 2D
periodic (invariant in the third direction) structures. The both in-plane, for the TE and TM
polarizations, and off-plane propagations are considered. The last part of this chapter is devoted
to FDTD general formulation, based on the Split Field Method technique, for the modeling of
bi-periodic gratings that are finished according to the third direction.
9.1 Fundamentals of the FDTD method
9.1.1 The Yee’s algorithm
The FDTD method is based on the numerical resolution of the Maxwell’s equations using a
centered finite difference schema to approximate the partial derivatives both in time and space.
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Let us start from these equations expressed in their differential formulation:
∇×−→E = −∂
−→
B
∂ t
(9.1)
∇×−→H = ∂
−→
D
∂ t
(9.2)
The electromagnetic properties of the medium are described through the so-called constitutive
relationships:
−→
D = ε−→E (9.3)−→
B = µ−→H (9.4)
ε and µ are respectively the dielectric permittivity and magnetic permeability of the medium.
In a Cartesian coordinate system (O, x, y, z), the Maxwell’s equations in the time domain
are written as:
∂Hx
∂ t
=
1
µ
[
∂Ey
∂ z
− ∂Ez
∂y
]
(9.5.a)
∂Hy
∂ t
=
1
µ
[
∂Ez
∂x
− ∂Ex
∂ z
]
(9.5.b)
∂Hz
∂ t
=
1
µ
[
∂Ex
∂y
− ∂Ey
∂x
]
(9.5.c)
∂Ex
∂ t
=
1
ε
[
∂Hz
∂y
− ∂Hy
∂ z
]
(9.5.d)
∂Ey
∂ t
=
1
ε
[
∂Hx
∂ z
− ∂Hz
∂x
]
(9.5.e)
∂Ez
∂ t
=
1
ε
[
∂Hy
∂x
− ∂Hx
∂y
]
(9.5.f)
The numerical treatment of the partial differential equations 9.5 requires a space and time dis-
cretization. The calculation volume, shown in figure 9.1 is a rectangular parallelepiped divided
into (Nx×Ny×Nz) cells, each one with elementary volume (∆x×∆y×∆z) where ∆x, ∆y and
∆z are the spatial discretization steps according to the Ox, Oy and Oz directions respectively.
Each well defined node of the grid is associated with a triplet of integers (i, j, k) so that
the coordinates
(
xi, y j, zk
)
of the node satisfy:
xi = i ·∆x
y j = j ·∆y
zk = k ·∆z
The computational time is also discretized with a ∆t time step. Each computing time t is asso-
ciated with the integer n defining the number of temporal sampling:
t = n ·∆t
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Unit Cell
Dz
Dx
Dy
z, k
y, j
x,i
Figure 9.1: An exemple of the FDTD calculation volume.
Temporal and spatial derivatives of the field components (Ex, Ey, Ez, Hx, Hy, Hz) are approxi-
mated from their Taylor development to the first order. Thus, if U is one of these components,
we will adopt the following notation:
U
(
xi, y j, zk, t
)
=Uni, j,k (9.6)
The temporal derivative of the U component at t time and
(
xi, y j, zk
)
node is approximated with
finite centred difference as follows:[
∂U
∂ t
]
i, j,k
=
U
n+ 12
i, j,k −U
n− 12
i, j,k
∆t
+0
(
[∆t]2
)
(9.7)
The spatial derivatives of the U component are approximated in the same manner:
[
∂U
∂x
]
j,k,n
=
Un
i+ 12 , j,k
−Un
i− 12 , j,k
∆x
+0
(
[∆x]2
)
(9.8.a)
[
∂U
∂y
]
i,k,n
=
Un
i, j+ 12 ,k
−Un
i, j− 12 ,k
∆y
+0
(
[∆y]2
)
(9.8.b)
[
∂U
∂ z
]
i, j,n
=
Un
i, j,k+ 12
−Un
i, j,k− 12
∆z
+0
(
[∆z]2
)
(9.8.c)
As explicitly mentioned in equations 9.8, the use of centered difference scheme allows a
precision of the second order even if a first order Taylor development is considered. This greatly
enhances the numerical convergence of the FDTD algorithm.
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(i, j, k)
Hy (i+1/2, j, k+1/2) H x (i, j+1/2, k+1/2)
H z (i+1/2, j+1/2, k)
Ez (i, j, k+1/2)
Ex (i+1/2, j, k)
z
y
x
cell number (i,j,k)
Figure 9.2: Spatial discretization : Yee’s cell.
E
n
E
n+1
E
n+2
H
n+1/2
2n t/2D (2n+1) t/2D (2n+2) t/2D (2n+3) t/2D (2n+4) t/2D
H
n+3/2
Figure 9.3: Temporal discretization into the Yee’s scheme.
Yee’s algorithm
The algorithm proposed by Kane Yee in 1966 [1] uses in a clever way this discretization for
solving the system of equations (9.5). In the Yee’s scheme, the electromagnetic field compo-
nents are located at different points in a unit cell (Figure9.2). The electric field components are
calculated along the edges of the cell while the perpendicular magnetic field components are
calculated at the centers of the cell faces. Thus, each electric field component is surrounded by
four magnetic field components and similarly for each magnetic field component.
The temporal increment into the Yee’s scheme is done through a "leapfrog" discretization
schema. The field components
−→
H (or
−→
E ) are calculated at times odd multiples of the half time
step ∆t2 , while the field components
−→
E (respectively
−→
H ) are updated at the times even multiples
of ∆t2 as shown in figure 9.3. Such a discretization allows evaluating the time derivatives by
keeping a centered difference schema as for spatial derivatives.
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Consequently, replacing the partial derivatives in equations (9.5) by central difference
(9.7-9.8), according to the Yee’s scheme leads to the updated equations of electromagnetic
components in the FDTD algorithm:
H
n+ 12
x(i, j+ 12 ,k+
1
2)
= H
n− 12
x(i, j+ 12 ,k+
1
2)
− ∆t
µ0∆
{[
Enz(i, j+1,k+ 12)
−Enz(i, j,k+ 12)
]
+[
Eny(i, j+ 12 ,k)
−Eny(i, j+ 12 ,k+1)
]}
(9.9.a)
H
n+ 12
y(i+ 12 , j,k+
1
2)
= H
n− 12
y(i+ 12 , j,k+
1
2)
− ∆t
µ0∆
{[
Enx(i+ 12 , j,k+1)
−Enx(i+ 12 , j,k)
]
+[
Enz(i, j,k+ 12)
−Enz(i+1, j,k+ 12)
]}
(9.9.b)
H
n+ 12
z(i+ 12 , j+
1
2 ,k)
= H
n− 12
z(i+ 12 , j+
1
2 ,k)
− ∆t
µ0∆
{[
Eny(i+1, j+ 12 ,k)
−Eny(i, j+ 12 ,k)
]
+[
Enx(i+ 12 , j,k)
−Enx(i+ 12 , j+1,k)
]}
(9.9.c)
En+1x(i+ 12 , j,k)
= Enx(i+ 12 , j,k)
+
∆t
ε∆
{[
Hnz(i+ 12 , j+ 12 ,k)
−Hnz(i+ 12 , j− 12 ,k)
]
+[
Hny(i+ 12 , j,k− 12)
−Hny(i+ 12 , j,k+ 12)
]}
(9.9.d)
En+1y(i, j+ 12 ,k)
= Eny(i, j+ 12 ,k)
+
∆t
ε∆
{[
Hnx(i, j+ 12 ,k+ 12)
−Hnx(i, j+ 12 ,k− 12)
]
+[
Hnz(i− 12 , j+ 12 ,k)
−Hnz(i+ 12 , j+ 12 ,k)
]}
(9.9.e)
En+1z(i, j,k+ 12)
= Enz(i, j,k+ 12)
+
∆t
ε∆
{[
Hny(i+ 12 , j,k+ 12)
−Hny(i− 12 , j,k+ 12)
]
+[
Hnx(i, j− 12 ,k+ 12)
−Hnx(i, j+ 12 ,k+ 12)
]}
(9.9.f)
Let us note that this last equation system can be simplified significantly in case of 2D structures
(see section 2 of this chapter).
For the modeling of structures with a symmetry of revolution, a basis change from Carte-
sian to cylindrical coordinates is strongly recommended to accurately describe the fine details
of the samples and to make more flexible the FDTD calculation codes. In these so-called BOR-
FDTD (Body of Revolution FDTD) codes, the symmetry of revolution is exploited to express
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the azimuthal dependence (φ ) of the electromagnetic fields as Fourrier series. BOR-FDTD al-
gorithm can, in this case, compute solutions for all Fourier modes through one simulation per
mode. This code is commonly called 2.5D since the azimuthal field variation is analytically
accounted for. Thus, there is no griding in the φ -direction. This implies that the BOR-FDTD
algorithm is two-dimensional in terms of computer ressource usage even 3D structures are mod-
eled.
9.1.2 Spatiotemporal criteria of convergence
As all explicit schemes, Yee’s algorithm is subjected to a stability condition setting the time
step from the space discretization. Arbitrary values of spatiotemporal discretization can lead to
infinite solutions of the electromagnetic field. Stability problems in explicit numerical methods
have been analyzed in detail by Courant, Friedrichs and Levy [5] and Von Neumann, from
a mathematically rigorous approach. This analysis shows that the explicit schemes are stable
under a condition called CFL (for Current, Friedrich and Levy) and applied to the FDTD method
in the case of a regular mesh [6]:
∆t ≤
[
vmax ·
√
1
∆x2
+
1
∆y2
+
1
∆z2
]−1
(9.10)
where vmax is the maximum velocity of light propagation in the studied system, generally the
velocity of light in vacuum.
In case of uniforme mesh (4x =4y =4z =4), the CFL criterion becomes:
∆t ≤ 1
vmax
· ∆√
3
in3D (9.11)
∆t ≤ 1
vmax
· ∆√
2
in2D (9.12)
However, it is possible to overcome the restrictive assumption of regular mesh that achieves
the above result with the following generalized criterion:
∆t ≤
[
vmax ·
√
1
∆x2min
+
1
∆y2min
+
1
∆z2min
]−1
(9.13)
where ∆xmin, ∆ymin et ∆zmin are the smallest step in the three directions x, y and z respectively.
In addition to the numerical instability problem, the transition from continuous forms of
Maxwell’s equations to the discrete numerical approximations can cause a parasitic effect called
"numerical dispersion". This is due to the fact that numerical signals are propagated over time
in the FDTD grid, with a phase velocity less than the actual velocity. This dispersion varies
with frequency, propagation direction in the grid and the spatial discretization [6]. Numerical
dispersion errors increase with the signal frequency and size of the computational domain, thus
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making the simulation results less reliable. They may appear in various forms: phase error,
signal distortion, loss of amplitude, pulse broadening ...
The solution to this problem requires a very fine mesh in the FDTD grid, so that the
maximum discretization is of the order λmin/20 [6], λminbeing the minimum wavelength of
propagating waves in the FDTD grid.
9.1.3 Absorbing boundary conditions - Perfectly Matched Layers
Such conditions allow us to describe open systems where emitted or reflected waves propa-
gate to infinity. Indeed, the limited memory space of computers requires users to truncate their
FDTD computational domain. At the limits of this truncated domain, components of the elec-
tromagnetic field can not be calculated by the discretized equations (9.9). Therefore special
treatment at the borders is needed to avoid the incident electromagnetic wave on these "edges"
does reflect back and contaminate the actual physical signal. One of the most widely used tech-
nique is that proposed by Berenger [7] called Perfectly Matched Layer (PML). This technique
consists of adding around the studied domain not necessarily physical layer causing no reflec-
tion and almost totally absorbing all the propagating electromagnetic field. Its use is based on
the condition of impedance matching of two waves at the interface between two media with the
same index but which one is absorbing (with nonzero electrical conductivity σ and magnetic
equivalent conductivity σ? as shown in figure 9.4).
Incident medium
Absorbing medium
( )s , s
e, m 0 e, m 0
e m
( 0 0 )s  = , s  =e m
Figure 9.4: Impedance matching principle.
This condition is expressed as:
σ
ε
=
σ?
µ0
(9.14)
Thus, a magnetic conductivity is needed to fulfill this impedance matching condition. In addi-
tion, absorption is needed only for components of the fields that propagates perpendicularly to
the interface (the FDTD window border) and not in the parallel direction. Bérenger solved this
problem by proposing an artificially biaxial absorbing medium. The absorption is not zero in
the direction normal to the interface between the two media and is zero along the axis parallel
to the interface. In the PML medium, the incident plane wave is split into two fictitious waves
(see figure 9.5):
1) A wave propagating at normal incidence and satisfying the equation 9.14. This wave
is attenuated and absorbed by the PML medium and undergoes only very low reflectivity to the
incident medium.
349
9.8 Gratings: Theory and Numeric Applications, Second Edition, 2014
e, m 0
( 0 0)s  = , s  =e ex y
( 0 0)s  = , s  =m mx y
( 0), s  =s  = 0e ex y
( 0), s  =s  = 0m myx
incident medium
(main grid)
PML medium
Normally
propagating
wave
Grazing wave
e
e, m 0
x
y
Figure 9.5: Schematic of the PML principle.
2) A second grazing incidence wave that shows no absorption in the PML medium. This
wave, propagating parallel to the interface between two media undergoes no reflection and sees
a medium identical to that of the main grid window.
Abrupt changes in conductivities at this interface degrade the performances of absorption.
This effect is, however, reduced by imposing a progressive variation of the absorption according
to a polynomial law given by [7]:
σ = σmax
(xpml
e
)m
(9.15)
where σmax is the maximum value of the conductivity, xpml represents the depth in the PML
region measured from the interface, e denotes the thickness of the PML layer and m is the
polynomial order generally fixed to 2.
Let us note that in the case of gratings such conditions are not necessary according to the
periodicity directions. The absorbing boundaries conditions are hereby replaced by Floquet-
Bloch periodic conditions in order to describe periodic structures (see section 2 of this chapter).
Nevertheless, for a 2D periodic structure, PML are needed in the third direction where the
structure is usually finite.
9.1.4 Dispersive media
The dispersive media, such as metals in the optical range, are characterized by a complex per-
mittivity frequency dependent ε(ω) = ε ′(ω)+ iε ′′(ω). As the FDTD method is temporal, in
such environments the direct implementation of the above equations, in which appear explicitly
permittivity and hence the frequency, is impossible. The solution for this problem is to calculate
the displacement vector
−→
D components in the classical Yee’s scheme and then back to electri-
cal field components using the constitutive equation of the medium established in the frequency
domain
−→
D (ω) = ε(ω)−→E (ω). The temporal nature of the FDTD needs a temporal constitutive
equation written as a convolution product
−→
D (t) = ε(t)⊗−→E (t). It is a non local relationship
whose resolution requires the knowledge of the electric field at all previous times. Numerically,
this leads to a storage of a very large amount of data and therefore requires to have a very large
memory space. This issue can be bypassed using analytical models describing the dielectric
function ε(ω) of these metals. The choice of adapted analytical model depends on the type of
metal as well as the spectral range of study.
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9.1.4.1 Drude Model
The Drude model of free electrons [8, 9] for the dielectric function which, although based on
a purely classical approach, can well account for intraband transitions. In this model, firstly
proposed in 1908 by P. Drude, a gas of free electrons moving in a immobile metal ions lattice.
Thus, the electron-electron interactions and electron-ions are not taken into account and the
movement of all the electron cloud is thus the average of the movements of individual electrons.
The relative permittivity given by this model is:
εD = ε∞− ω
2
D
ω2+ iωγD
(9.16)
where ωD is the "plasma frequency" of the metal and ε∞ its relative permittivity at infinite
frequencies. γD represents a damping term that is inversely proportional to the relaxation time.
FDTD implementation of the Drude model
The principle consists in replacing the electric field vector
−→
E by
−→
D/ε in Maxwell’s equations
in order to eliminate ε term. In dispersive media, equations (9.9.d, 9.9.e et 9.9.f) are replaced
by:
Dn+1x(i+ 12 , j,k)
= Dnx(i+ 12 , j,k)
+
∆t
∆
{[
Hnz(i+ 12 , j+ 12 ,k)
−Hnz(i+ 12 , j− 12 ,k)
]
+[
Hny(i+ 12 , j,k− 12)
−Hny(i+ 12 , j,k+ 12)
]}
(9.17)
Dn+1y(i, j+ 12 ,k)
= Eny(i, j+ 12 ,k)
+
∆t
∆
{[
Hnx(i, j+ 12 ,k+ 12)
−Hnx(i, j+ 12 ,k− 12)
]
+[
Hnz(i− 12 , j+ 12 ,k)
−Hnz(i+ 12 , j+ 12 ,k)
]}
(9.18)
Dn+1z(i, j,k+ 12)
= Dnz(i, j,k+ 12)
+
∆t
∆
{[
Hny(i+ 12 , j,k+ 12)
−Hny(i− 12 , j,k+ 12)
]
+[
Hnx(i, j− 12 ,k+ 12)
−Hnx(i, j+ 12 ,k+ 12)
]}
(9.19)
Once the components of the displacement vector
−→
D are updated from the previous equations, we
proceed to the determination of the
−→
E components using the relation
−→
D = ε(ω)−→E . Replacing
ε(ω) by its expression given by the Drude model, we get to:
(ω2+ iωγD)
−→
D = ε0ε∞(ω2+ iωγD)
−→
E − ε0ω2D
−→
E (9.20)
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Assuming time dependance of electromagnetic field in e−iωt , a simple Fourier transform (ω →
t) of this last equation leads to:
d2
−→
D
dt2
+ γD
d
−→
D
dt
= ε0(ε∞
d2
−→
E
dt2
+ ε∞γD
d
−→
E
dt
+ω2D
−→
E )
The partial derivatives of this equations are then replaced by their expressions through the cen-
tered finite difference schema. The electric field updated equation in the dispersive media is
then obtained:
ξ−→E n+1 =−χ−→E n−1+4ε∞ε0−→E n+−→D n+1[γD∆t+2]−4−→D n+[−γD∆t+2]−→D n−1 (9.21)
with ξ = ε0[ω2D∆t2+ε∞γD∆t+2ε∞] and χ = ε0[ω2D∆t2−γDε∞∆t+2ε∞]. Due to the dispersion,
an additional step of calculation is necessary. It consists of determining the displacement field
components for all nodes representing the dispersive media. In addition and as can be seen in
equation (9.21), we need to store the
−→
E and
−→
D components on two time steps, which has the
effect of increasing the memory space to be allocated and the computation time.
9.1.4.2 Drude-Lorentz Model
In addition to the conduction electrons, the Drude-Lorentz model takes into account the bound
electrons. The interband transition of electrons from filled bands to the conduction band can
significantly influence the optical response. In alkali metals, these transitions occur at high
frequencies and provide only small corrections to the dielectric function in the optical domain.
These metals are well described by the Drude model. On the other side, in noble metals a
correction must be made to the dielectric function. It is due to transitions between the bands d
and the conduction band s-p. The contribution of bound electrons to the dielectric function can
be described by the Lorentz model. To the above Drude dielectric function, a Lorentzian term
is added:
εDL(ω) = εD(ω)+ εL(ω)
Estimating εL(ω), the bound electrons are described by forced and damped harmonic oscilla-
tors. Vial et al. [10] suggested a single oscillator leading to a single Lorentzian additional term
to well describe the permittivity of gold in the optical range compared with the classical Drude
model. In this case, the relative dielectric function is:
εDL (ω) = ε∞−
ω2p
ω2+ iωγ
− ∆ε ·Ω
2
L(
ω2−Ω2L
)
+ iΓLω
(9.22)
where ΓL et ΩL stand for the spectral width and the strength of the Lorentz oscillator respec-
tively. ∆ε is a weighting factor.
The FDTD implementation of this model can be done with the Auxilliary Differential
Equations (ADE) method previously described above in the case of the Drude model or the
so-called Recursive Convolution (RC) method [10]. Because of the additional Lorentzian term,
its use requires the introduction of additional intermediate electromagnetic components in the
algorithm. Thus, a larger memory space is required compared to the case of the Drude model.
In general, many involving multiple oscillators Lorentz terms are needed to accurately model
the permittivity of noble metals in the optical range.
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9.1.4.3 Drude critical points model
The optical properties of some metals, particularly gold, are more difficult to be analytically
described in the visible/near-UV region. This comes from much more important role, in the
case of gold, played by interband transitions in this region. Some attempts to add Lorentz
oscillators to the classical Drude term to account for these transitions rapidly face limitations
[11]. In fact, besides the huge simulation time, increasing the number of parameters (mainly
non-physical and not well defined) would not provide more insight than quality fit (itself non-
physical) with a polynomial high degree or a simple numerical interpolation of the experimental
data.
In order to achieve a reasonable representation of the dielectric function, Etchegoin et al.
[12] took inspiration from the parametric critical points model developed for semiconductors
[13]. This model is very suitable for the description of optical properties of metals (such as gold)
for which the band structure is quite complex. In this approach, the frequency dependence of
the optical properties of gold in the visible/near-UV may be well described by an analytical
formula with three main contributions that can be expressed as follows:
εD2CP (ω) = ε∞− ω
2
D
ω2+ iωγD
+
p=2
∑
p=1
Gp(ω) (9.23)
with
Gp (ω) = ApΩp
(
eiφp
Ωp−ω− iΓp +
e−iφp
Ωp+ω+ iΓp
)
(9.24)
The two first terms of equation (9.23) represents the standard contribution of the classical Drude
Model. The sum in equation (9.23) is the contribution of the inter-band transitions with the
amplitude Ap, gap energy Ωp, phase φp and broadening Γp.
In a comparative study of this Drude critical points (CP) model with the so-called L4
model which consists of four Lorentzian terms [14], Vial et al. [15] show the possibility to
increase the accuracy of gold and silver permittivity description by using the CP model with
fewer parameters to determine and less memory use within the FDTD method.
Implementation of the CP model in FDTD using ADE technique
As in the previous case of the Drude model, the technique is to calculate the displacement vector
components by the FDTD equations (9.17,9.18 and 9.19) and determine electrical components
using the following relationship: −→
D = ε0εDCP
−→
E (9.25)
In the case of the CP model,
−→
D can be written as the sum of the electric displacement
vectors corresponding to each of the contributions in the dielectric function expression:
−→
D =
−→
D D+
2
∑
p=1
−→
DCp (9.26)
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with
−→
D D = ε0[ε∞− ω
2
P
ω2+ iγω
]
−→
E (9.27.a)
−→
DCp = ε0[ApΩp(
eiφp
Ωp−ω− iΓp +
e−iφp
Ωp+ω+ iΓp
)]
−→
E (9.27.b)
As before the temporal evolution of the fields in e−iωt is considered. By inverse Fourier trans-
form, we obtain:
(
∂ 2
∂ t2
+ γ
∂
∂ t
)
−→
DD = ε0ε∞(
∂ 2
∂ t2
+ γ
∂
∂ t
+
ω2P
ε∞
)
−→
E (9.28.a)
(Ω2p+Γ
2
p+
∂ 2
∂ t2
+2Γp
∂
∂ t
)
−−→
DCp = 2ε0ApΩp(
√
Γ2p+Ω2p sin(θp−φp)− sinφp
∂
∂ t
)
−→
E (9.28.b)
where: θp = arctan(
Ωp
Γp )
By centered difference discretization of the equation system (9.28) and taking into account
the split equation of the displacement vector (9.26), we reach the updated equations system for
the electric field vector at each point (i, j, k) of the calculation window:
−→
E n+1 =
1
χD
αD +
p=2
∑
p=1
(
χp
αp
)
[−→
D n+1+
βD
αD
−→
D n−1D +
4
αD
−→
D nD−
δD
αD
−→
E n−1− 4ε0ε∞
αD
−→
E n
+
p=2
∑
p=1
(
βp
αp
−→
D n−1Cp −
4
αp
−→
D nCp)+
p=2
∑
p=1
(
δp
αp
)
−→
E n−1
]
(9.29.a)
−→
D n+1D =
1
αD
[
−βD−→D n−1D −4
−→
D nD+χD
−→
E n+1+δD
−→
E n−1+4ε0ε∞
−→
E n
]
(9.29.b)
−→
D n+1Cp =
1
αp
[−βp−→D n−1Cp +4
−→
D nCp+χp
−→
E n+1+δp
−→
E n−1] (9.29.c)
with:
αD = −2− γ∆t (9.30a)
βD = −2+ γ∆t (9.30b)
χD = ε0 ε∞[−2− γ∆t− (ωp∆t)2/ε∞] (9.30c)
δD = ε0 ε∞[−2+ γ∆t− (ωp∆t)2/ε∞] (9.30d)
αp = [Ω2p+Γ
2
p]∆t
2+2Γp∆t+2 (9.30e)
βp = [Ω2p+Γ
2
p]∆t
2−2Γp∆t+2 (9.30f)
χp = 2ApΩpε0[∆t2
√
Ω2p+Γ2p sin(θp−φp)−∆t sinφp] (9.30g)
δp = 2ApΩpε0[∆t2
√
Ω2p+Γ2p sin(θp−φp)+∆t sinφp] (9.30h)
Let us mention that the displacement vector split into three contributions avoids doing appear
derivatives of order higher than 2 in the equations system (9.28). As seen on the equations
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system (9.29), taking into consideration the two critical points in the FDTD algorithm does not
need to store
−→
E and
−→
D components over more than two time steps. However, against the Drude
model implementation, additional calculation stages appear in order to determine the two parts
of the displacement vector corresponding to the two critical contributions.
9.2 Band gap calculation for 2D periodic structures
In this section, we describe how to adapt the FDTD calculation for photonic bandgap structures
(PBG) of periodic arrays. The biperiodic structures case is there considered. These 2D struc-
tures are photonic crystals (PhC) whose permittivity is periodic in two dimensions (x and y for
example) and remains invariant according to the third one (z). They mainly include three main
families that are square, triangular and hexagonal lattices. For this type of structures, we can
distinguish two kinds of propagation, in the plane (in-plane, kz = 0) and out of plane (off-plane,
nonzero kz). The system of equations (9.5) becomes easier depending on the type of propaga-
tion. To illustrate this, let us assume in what follows that the PhC is periodic along the x and y
directions and infinite along z direction.
9.2.1 In-plane propagation: T E and T M polarizations
In that case the propagation is done in the plane and the field variation vanishes along the
third direction. The system of equations (9.5) is simplified and divided into two independent
subsystems giving rise to two polarizations: transverse electric (T E) and transverse magnetic
(T M):
T E Polarization
∂Hz
∂ t
=
1
µ
(
∂Ex
∂y
− ∂Ey
∂x
) (9.31a)
∂Ex
∂ t
=
1
ε
∂Hz
∂y
(9.31b)
∂Ey
∂ t
= −1
ε
∂Hz
∂x
(9.31c)
T M Polarization
∂Hx
∂ t
= − 1
µ
∂Ez
∂y
(9.32a)
∂Hy
∂ t
=
1
µ
∂Ez
∂x
(9.32b)
∂Ez
∂ t
=
1
ε
(
∂Hy
∂x
− ∂Hx
∂y
) (9.32c)
In case of T E polarization, the electrical components are transverse. They are in the plane
of periodicity of the PhC. On the other hand, for the T M polarization, the electric field is
perpendicular to the directions of periodicity and the magnetic components are transverse.
Let us note that the two polarizations can be studied by the same system of equations
(9.5) without separating it into two sub-systems. But to simplify the calculation codes and gain
memory space, it is recommended to study these two polarizations separately.
355
9.14 Gratings: Theory and Numeric Applications, Second Edition, 2014
9.2.2 Off-plane propagation
Off-plane propagation is characterized by a nonzero propagation constant kz according to z
direction. Diagram dispersion is generally determined for a fixed value of kz. Thus, the z-
derivatives in Maxwell equations become analytical while the electric and magnetic field vectors
can be written as follows:
−→
E (x,y,z, t) =
−→
E0(x,y, t)exp(ikzz) (9.33a)−→
H (x,y,z, t) =
−→
H0(x,y, t)exp(ikzz) (9.33b)
The Maxwell’s system of equations (9.5) becomes:
∂Hx
∂ t
=
1
µ
(ikzEy− ∂Ez∂y ) (9.34a)
∂Hy
∂ t
=
1
µ
(
∂Ez
∂x
− ikzEx) (9.34b)
∂Hz
∂ t
=
1
µ
(
∂Ex
∂y
− ∂Ey
∂x
) (9.34c)
∂Ex
∂ t
=
1
ε
(
∂Hz
∂y
− ikzHy) (9.34d)
∂Ey
∂ t
=
1
ε
(ikzHx− ∂Hz∂x ) (9.34e)
∂Ez
∂ t
=
1
ε
(
∂Hy
∂x
− ∂Hx
∂y
) (9.34f)
In this case, it is no longer possible to separate the system into two subsystems as before. The
T E and T M cases are therefore mixed together and can not be treated separately. However, we
can note that the calculation code is simplified since the z derivatives are analytically evaluated
so there is no discretization along the z direction. A 2D algorithm is still needed.
9.2.3 Periodic boundary conditions
As the CPU time and space memory is limited, the FDTD calculation window must also be
finite. Because of symmetry, only one unit cell is considered. To reproduce the crystal at the
truncated domain boundaries, the Floquet-Bloch periodicity conditions [9] are applied to the
electric and magnetic components. Despite the fact that these periodicity conditions are general
and can be applied to any periodic structure, their expressions depend on the Bravais lattice.
Consequently, we will consider the two most used Bravais lattices i.e. the rectangular and the
triangular ones.
Rectangular cell
Let us consider a PhC made of cylinders (refractive index n1) immersed in a medium of refrac-
tive index n2. a and b are the lattice constants in the x and y directions respectively (see figure
9.6). The FDTD window calculation is shown in figure 9.6-b.
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Figure 9.6: Rectangular structure and FDTD window calculation
The Floquet-Bloch conditions are applied to the electric and magnetic components as
follows:
−→
E (x = 0,y, t) =
−→
E (x = a,y, t)exp(−ikx ·a) (9.35a)−→
E (x,y = 0, t) =
−→
E (x,y = b, t)exp(−iky ·b) (9.35b)−→
H (x = a,y, t) =
−→
H (x = 0,y, t)exp(ikx ·a) (9.35c)−→
H (x,y = b, t) =
−→
H (x,y = 0, t)exp(iky ·b) (9.35d)
Triangular cell
Similarly to the rectangular cell, the calculation FDTD window is limited to a single unit cell. To
model the triangular photonic structure (see figure 9.7-a), three choices of the FDTD window
are possible. The first one is to take a non-orthogonal unit cell (cell 1 in figure 9.7-a) and
implement the periodic boundary conditions in a Non orthogonal-FDTD algorithm [16, 17]
for which the classical FDTD developed in an orthogonal coordinate system is not suitable. To
bypass this constraint and remaining in the conventional FDTD with orthogonal coordinates, the
second rectangular cell (celle 2 in figure 9.7-a) can be used to derive the periodic conditions.
Nevertheless, this cell contains two patterns. This means that the rectangular periodic conditions
lead to a less-description of all the possible solutions. Consequently, an aliasing effect will
appear in the dispersion diagram.
In order to get gain in computational time and space and prevent this band folding while
remaining with the orthogonal FDTD algorithm, a rectangular cell can be defined with only
one pattern (cell 3 in figure 9.7-a). Within this FDTD calculation cell (9.7-b), the periodic
conditions above are therefore replaced by:
-along the x direction :
−→
E (x = 0,y,z, t) =
−→
E (x = a,y,z, t)exp(−ikx ·a) (9.36a)−→
H (x = a,y,z, t) =
−→
H (x = 0,y,z, t)exp(ikx ·a) (9.36b)
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Figure 9.7: Triangular structure and FDTD calculation window
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Figure 9.8: Brillouin zone
- along the y direction with x≥ 0 and x≤ a/2
−→
E (x,y = 0,z, t) =
−→
E (x+
a
2
,y = b,z, t)exp(i(−ky ·b− kx ·a/2)) (9.37a)
−→
H (x,y = b,z, t) =
−→
H (x+
a
2
,y = 0,z, t)exp(i(ky ·b− kx ·a/2)) (9.37b)
- along the y direction with x > a/2 and x≤ a
−→
E (x,y = 0,z, t) =
−→
E (x− a
2
,y = b,z, t)exp(i(−ky ·b+ kx ·a/2)) (9.38a)
−→
H (x,y = b,z, t) =
−→
H (x− a
2
,y = 0,z, t)exp(i(ky ·b+ kx ·a/2)) (9.38b)
By the way, the dispersion diagram of a triangular or honeycomb Bravais lattices can be calcu-
lated without modifying the orthogonal Cartesian Yee schema.
9.2.4 Some examples of band gap calculation
To obtain a photonic band diagram, several FDTD calculations are necessary done by varying
the
−→
k wavevector that must scan the irreducible Brillouin zone (figure 9.8). ΓX , XM and MΓ
highest symmetry directions are then discretized.
For this band gap calculation, the N-Order FDTD algorithm is used [18, 19]. This basis
of this algorithm is quite simple: a signal is injected to excite all possible frequencies of the
structure. This signal is introduced in accordance to the Maxwell-Gauss law (div(
−→
E ) = 0) and
given as follows: −→
E =∑
G
(−→v ∧ (−→k +−→G )exp(i(−→k +−→G ) ·−→r ) (9.39)
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Figure 9.9: Normalized electromagnetic energy density at Γ point for triangular structure of air holes (of radius
r = 0.25a) into lithium niobate. T M Polarization.
−→v is a random vector, −→k and −→G denote the wavevector and the reciprocal lattice vector respec-
tively.
After injecting this last initial signal, and for a given
−→
k , the FDTD simulation is run and
electromagnetic energy density time-evolution is calculated as a function of the frequency. This
later is calculated through:
W =
1
4
(ε0ε|E|2+µ|H|2) (9.40)
Only eigenmodes of the structure persist and evanescent ones gradually disappear. After a large
number of time iterations (typically 105) a permanent regime is then reached and the electro-
magnetic energy density spectrum exhibits several peaks corresponding to the eigenfrequencies
of the studied structure. An example of eigenfrequencies calculation for a triangular structure
in the Γ point is shown in figure 9.9. The structure is made of air holes (n1 = 1) into a dielectric
medium which is lithium niobate (LiNbO3) with refractive index n2 = 2.1421. The radius of
the holes is r = 0.25a which corresponds to a filling factor of 0.2267%. The FDTD grid, one
PhC period, contains 60×52 spatial grids. To satisfy the stability criterion and avoid numerical
dispersion, the time step is taken as4t = a/(120 · c).
To get the complete photonic band structure, it is necessary to scan the k values over
all the contour of the irreducible Brillouin zone (ΓXM). Figure 9.10 shows the photonic band
diagram calculated for both T E and T M polarizations for a structure parameters similar to those
used above in the case of figure 9.9.
We can note the emergence of a photonic bandgap for ω a/2pi c between 0.32 and 0.35 in
the case of the TE polarization (figure 9.10-a). This band does not exist in the case of the TM
polarization (figure 9.10-b) so it is called "partial".
Note here that, for a dispersive material, the calculation of the electromagnetic energy
density is no more given by equation 9.40 that is only valid for dielectrics (no dispersion).
In the case of metallic dispersive material, the electromagnetic energy density is given by (no
magnetic dispersion):
W =
1
4
(
∂ (ωε0ε)
∂ω
|E|2+µ|H|2) (9.41)
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Figure 9.10: Photonic band diagram for triangular structure of air holes (of radius r= 0.25a) into lithium niobate.
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Figure 9.11: In-plane photonic band diagram for annular aperture arrays engraved into silver (T E polarization).
The calculation of the energy density depends then on the dispersion model introduced
in the FDTD. Accordingly, an analytic expression of W is obtained through the calculation
of the frequency derivative in equation 9.41. Its numerical value is then performed by the
determination of the spectral responses of both the two electric and magnetic fields that are
determined by the FDTD code.
Another example of band diagram, corresponding to a metallic structure made of annular
aperture arrays (AAA) engraved into silver layer and arranged in a square lattice, is shown in
figure 9.11. The AAA structure has been proposed by F. Baida and D. Van Labeke [20] for
Enhanced Optical Transmission (EOT) applications. It was showed that transmission through
AAA sub-wavelength structure could reach 90% in the visible range [21]. This EOT is due to the
excitation and the propagation of a guided mode inside each aperture. The main transmission
peak corresponds to the excitation of the TE11 mode at its cutoff wavelength [19]. This later
only depends on the value of the inner and the outer radii. For ri = 50nm and re= 75nm and a
lattice constant of a = 160nm one gets the band diagram of figure 9.11.
In case of the figure 9.11, corresponding to the T E polarization, we note the presence
of two photonic bandgaps. the first is ranging from zero frequency (infinite wavelength) to
the frequency value of 0.1835(c/a) (λ = 872nm). The second gap is in the visible range be-
tween 492nm and 630nm. Note that these bandgaps are "total" since the corresponding eigen
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Figure 9.13: Dispersion curves at Γ point for the coaxial structure made in silver (lattice constante a = 160nm,
inner radius ri = 50nm and outer radius re = 75nm; silver dispersion is modeled by a Drude model).
frequencies of T M polarization are located above 0.45× c/a.
The figure 9.12 illustrates photonic band diagrams for the same considered AAA structure
but in the case of off-plane propagation with two different values of kz. There is occurrence of an
additional photonic band relative to the in-plane case. This is due to the transverse electromag-
netic (T EM) mode excited now at a nonzero frequency (far from the cutoff). For kz = pi/(3a),
the bandgaps are located in the ranges ]1873nm,∞[, ]723nm, 1668nm[ and ]458nm, 575nm[.
These bandgaps become]653nm,∞[, ]512nm, 574nm[ and ]378nm, 431nm[ when kz = pi/a.
According to the theory, this band gap shift is due to the fact that the eigenfrequencies of guided
modes increase with kz.
Figure 9.13, showing the dispersion curves (at Γ point) of the guided modes depending
on kz, clearly confirms the T EM nature of the additional mode excited in the off-plan case.
This mode band starts from zero frequency, and therefore has no cutoff frequency. An EOT
based on the excitation of this peculiar mode can be obtained under two conditions: an oblique
incidence with TM polarization [22]. The last section of this chapter is devoted to the study of
EOT obtained through the excitation of this peculiar mode.
An example of time evolution of the electromagnetic energy density is given on figure
9.14. The considered structure is an array of coaxial waveguides made in perfectly electric
conductor (PEC). All the geometrical parameters are given in the caption in addition to the
FDTD simulation ones. One notes that the main peak corresponds to the TE21 guided mode
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Figure 9.14: Time evolution of the electromagnetic energy density spectrum. The modeled structure is an array
of coaxial waveguides made in perfectly electric conductor (PEC) and arranged in square lattice. The inner and
outer radii is ri = 100nm and re = 140nm respectively. The period of the grating is a = 300nm but the obtained
results are independent on this value because there is non coupling between tow adjacent waveguides. The FDTD
simulations are done with a uniform spatial mesh of ∆x = ∆y = a400 and the temporal step was fixed to ∆t =
∆x
4c
where c is the light velocity in vacuum.
that has a cutoff wavelength of λ cT E21 =
pi(ri+re)
2 .
9.3 Scattering calculation for 3D biperiodic nanostructures
In this section, we will focus on the FDTD modeling of dielectric and metallic bi-periodic
structures. For normal incidence, the FDTD method, based on the classical Yee’s scheme, is a
powerful tool that can simply model such periodic structures [24, 25, 26]. In fact, in this sim-
ple case, the Floquet-Bloch periodic boundary conditions (PBC) can be easily applied without
any change because these conditions are independent of the frequency. However, at oblique
incidence, applying PBC implicitly involves a frequency term that must be integrated into the
FDTD algorithm that operates in the temporel domain. Thus, in order to adapt FDTD to oblique
incidence case, Veysoglu [27] introduced the field transformation method applied to
−→
E and
−→
H
toward new
−→
P and
−→
Q fields. By the way, the PBC conditions become similar to the ones of nor-
mal incidence case nevertheless the immediate consequence of this transformation is the need
to modify the Yee’s scheme. Several techniques of implementation are then proposed including
that of Split-Field Method (SFM) [28].
In the following, we present the reformulation of the FDTD method, based on this SFM
technique to adapt it to the case of any incidence. Maxwell’s equations are modified and ex-
pressed with
−→
P and
−→
Q variables. They are then discretized using SFM technique. To avoid
reflections at the edges of the computational window, the equations in the Berenger’s PML
medium are also modified and expressed in the new domain within the SFM technique. In ad-
dition, the dispersion models mentioned above (Drude, Drude-Lorentz and Drude Critical point
models) are also described by modifying and adapting them to the SFM technique.
362
F. Baida and A. Belkhir: Finite Difference Time Domain Method For Grating Structures 9.21
x
y
z
q
f
k
Figure 9.15: Sketch of the biperiodic structure illuminated by plane wave propagating along the
−→
k vector defined
by its Euler angles θ and φ .
9.3.1 Position of the problem: New
−→
P −−→Q variables
Let us consider a bi-periodic structure, finished along the third direction and illuminated by a
plane wave propagating at oblique incidence (see figure 9.15).
According to the notations of figure 9.15, the electric and magnetic fields of the incident
plane wave can be written as:
−→
E i =
−→
E 0i ei[kx·x+ky·y+kz·z+ω·t] (9.42.a)−→
H i =
−→
H 0i ei[kx·x+ky·y+kz·z+ω·t] (9.42.b)
where:
kx =
ω
v
sinθ cosϕ (9.43)
ky =
ω
v
sinθ sinϕ (9.44)
kz =
ω
v
cosθ (9.45)
For the periodic object, a single pattern (one period) is then considered for the FDTD calculation
(see figure 9.6). The periodic conditions are then written so that the fields on one side of the
calculation window are expressed versus the fields on the opposite side through the Floquet-
Bloch conditions. For x (lattice constant a) and y (lattice constant b) periodic structures, these
conditions are expressed as follows:
−→
E (x, y, z, t) =
−→
E (x+a, y, z, t) · e−ikx·a (9.46.a)
−→
E (x, y, z, t) =
−→
E (x, y+b, z, t) · e−iky·b (9.46.b)
−→
H (x+a, y, z, t) =
−→
H (x, y, z, t) · eikx·a (9.46.c)
−→
H (x, y+b, z, t) =
−→
H (x, y, z, t) · eiky·b (9.46.d)
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As the FDTD method operates in the temporal domain and kx and ky components explic-
itly depend of ω , the direct application of these periodic conditions is prohibited. Consequently,
a change of variables is performed so that
−→
E and
−→
H components are replaced by two new com-
ponents
−→
P and
−→
Q respectively in order to eliminate the kx and ky dependence in the PBC. These
new fields are defined as follows:
−→
P =
−→
E · e−ikxx · e−ikyy (9.47.a)
−→
Q =
−→
H · e−ikxx · e−ikyy (9.47.b)
Therefore, the new periodic conditions can be applied similarly to the case of normal
incidence through the relations:
−→
P (x, y, z, t) =
−→
P (x+a, y, z, t) (9.48.a)
−→
Q (x+a, y, z, t) =
−→
Q (x, y, z, t) (9.48.b)
−→
P (x, y, z, t) =
−→
P (x, y+b, z, t) (9.48.c)
−→
Q (x, y+b, z, t) =
−→
Q (x, y, z, t) (9.48.d)
Replacing
−→
E and
−→
H by their expressions in terms of
−→
P and
−→
Q through equations 9.47 in
Maxwell’s equations system 9.5 leads to:
∂Qx
∂ t
=
1
µ0
[
∂Py
∂ z
− ∂Pz
∂y
− ikyPz
]
(9.49.a)
∂Qy
∂ t
=
1
µ0
[
∂Pz
∂x
+ ikxPz− ∂Px∂ z
]
(9.49.b)
∂Qz
∂ t
=
1
µ0
[
∂Px
∂y
+ ikyPx− ∂Py∂x − ikxPy
]
(9.49.c)
∂Px
∂ t
=
1
ε
[
∂Qz
∂y
+ ikyQz− ∂Qy∂ z
]
(9.49.d)
∂Py
∂ t
=
1
ε
[
∂Qx
∂ z
− ∂Qz
∂x
− ikxQz
]
(9.49.e)
∂Pz
∂ t
=
1
ε
[
∂Qy
∂x
+ ikxQy− ∂Qx∂y − ikyQx
]
(9.49.f)
We can notice that for a wave propagating at normal incidence, the system (9.49) above
is equivalent to the conventional Maxwell’ equations expressed in
−→
E −−→H . Nonetheless, in the
oblique case, additional terms appear in the second right members of equations (9.49) and they
explicitly depend on kx and ky i.e. on the frequency ω . Even if these terms are equivalent to
time derivatives, the direct implementation of the FDTD in this case is impossible. Many im-
plementation techniques have been proposed [29, 30, 31, 28, 32, 33] to overcome this problem.
One of them is the Split Field Method [32, 28] which will be described below.
364
F. Baida and A. Belkhir: Finite Difference Time Domain Method For Grating Structures 9.23
9.3.2 Split Field Method
SFM technique is based on the split of
−→
P and
−→
Q field components. To illustrate the method, let
us take for example the split of the Qx component occurring in equation (9.49.a). By reducing
the frequency additional term on the left hand, this equation can be written as:
∂Qx
∂ t
+ iω
ky
µω
Pz =
1
µ
[
∂Py
∂ z
− ∂Pz
∂y
]
(9.50a)
According to (9.42.a) and (9.47.a), equation (9.50a) becomes:
∂
∂ t
[
Qx+
ky
µω
Pz
]
=
1
µ
[
∂Py
∂ z
− ∂Pz
∂y
]
(9.51a)
This leads to a new component Qxa = Qx +
ky
µωPz which satisfies Maxwell’s equation as for
normal incidence. Similarly, the split of all the others components in the
−→
P −−→Q domain gives:
Qxa = Qx+
ky
µω
Pz (9.52.a)
Qya = Qy− kxµωPz (9.52.b)
Qza = Qz− kyµωPx+
kx
µω
Py (9.52.c)
Pxa = Px− kyεωQz (9.52.d)
Pya = Py+
kx
εω
Qz (9.52.e)
Pza = Pz− kxεωQy+
ky
εω
Qx (9.52.f)
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The six components thereby obtained satisfy the following equations that can be discretized
according to the classical Yee’s scheme:
∂Qxa
∂ t
=
1
µ
[
∂Py
∂ z
− ∂Pz
∂y
]
(9.53.a)
∂Qya
∂ t
=
1
µ
[
∂Pz
∂x
− ∂Px
∂ z
]
(9.53.b)
∂Qza
∂ t
=
1
µ
[
∂Px
∂y
− ∂Py
∂x
]
(9.53.c)
∂Pxa
∂ t
=
1
ε
[
∂Qz
∂y
− ∂Qy
∂ z
]
(9.53.d)
∂Pya
∂ t
=
1
ε
[
∂Qx
∂ z
− ∂Qz
∂x
]
(9.53.e)
∂Pza
∂ t
=
1
ε
[
∂Qy
∂x
− ∂Qx
∂y
]
(9.53.f)
Once the updated components of
−→
P a and
−→
Q a completed, the second step of the algorithm is to
calculate
−→
P and
−→
Q components through the system of equations (9.52) that gives after simple
algebra the system below:
Qz =
1
1− k2x+k2yεµω2
[
Qza+
ky
µω
Pxa− kxµωPya
]
(9.54.a)
Pz =
1
1− k2x+k2yεµω2
[
Pza+
kx
εω
Qya− kyεωQxa
]
(9.54.b)
Qx = Qxa− kyµωPz (9.54.c)
Qy = Qya+
kx
µω
Pz (9.54.d)
Px = Pxa+
ky
εω
Qz (9.54.e)
Py = Pya− kxεωQz (9.54.f)
This system (9.54) needs to calculate
−→
P and
−→
Q components at the same time iteration as
−→
P a
and
−→
Q a components. This is in contradiction with the traditional Yee’s scheme. Consequently,
the new (
−→
P ,
−→
Q ) and (
−→
P a,
−→
Q a) fields will be calculated at time n∆t and time (n+ 12)∆t in order
to reach a stable numerical schema. To this end, each component is calculated twice in one
time iteration by introducing other intermediate components in the calculation program (see
reference [34]).
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Stability criterion
As the transition to the new
−→
P −−→Q domain, the stability criterion is also modified. Based on
the calculation of Kao [29, 30] and in the case of 3D uniform meshing, this later is expressed
as:
∆
∆t
≥ vi
v2i µε− sin2 (θ)
{|sin(θ) · cos(ϕ)|+ |sin(θ) · sin(ϕ)|+√
3v2i µε−2 · sin2 (θ)(1−|sin(ϕ) · cos(ϕ)|)
}
(9.55)
where vi is the phase velocity of the incident wave and ε and µ are chosen to be the character-
istics of the less dense medium in the computational domain.
Let us note here that the time step decreases with the incidence angle θ and hence the
computational time becomes very long for large incidence angles. Nonetheless, the computa-
tional time is relatively acceptable up to an incidence angle of 80o.
9.3.3 Absorbing boundary conditions : PML
The implementation of absorbing boundary conditions in the oblique case requires to make a
change of variables on the fields components in the PML medium similarly to the changes made
in the main computational grid [34]. For x and y periodic structure, only PML is needed in the
third direction (Oz). In this case, the new fields components are defined as follows:
Pνµ = Eνµ · e−ikxx · e−ikyy (9.56.a)
Qνµ = Hνµ · e−ikxx · e−ikyy (9.56.b)
Pz = Ez · e−ikxx · e−ikyy (9.56.c)
where ν represents x or y and µ denotes x, y or z. Eνµ and Qνµ are the field components in
the classical PML shell corresponding to the components of the two fictitious waves resulting
from the split of the plane wave inside the PML (see section 1 of this chapter). For details of
implementing these PML at oblique incidence, the reader can refer to [34].
9.3.4 SFM-FDTD in dispersive media
For oblique incidence, and according to the two systems of equations (9.53) and (9.54), the
components that require particular treatment in the dispersive medium are: Pxa, Pya, Pza, Qz, Pz,
Px and Py. Direct calculation of these components by equations (9.53) and (9.54) involves the
permittivity term which is frequency-dependent. In this section, we only show how to take into
account the media dispersion in FDTD oblique incidence in the case of the Drude critical points
model [35]. The implementation details of the other of dispersion models by SFM-FDTD are
given in [36] for Debye model, and in [37] for both Drude and Drude-Lorentz models.
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Let us quote that equations (9.53) for the calculation of Pxa, Pya and Pza are similar to
traditional Maxwell’s equations. Accordingly, the calculation of these components in the dis-
persive medium will not require any further treatment compared to the normal incidence case.
Contrarily, equations (9.54) for the Qz, Pz, Px and Py need a different way to be processed.
Pxa, Pya and Pza implementation: These three components are calculated in a similar way.
So let us take as an example only the Pxa calculation. By analogy with the normal incidence
case (equation 9.25), we introduced a new component Lxa (equivalent to the Dx component in
the classical case) defined as:
Lxa = ε0 · εDCP ·Pxa (9.57)
Equation (9.53.d) is therefore wrote as:
∂Lxa
∂ t
=
[
∂Qz
∂y
− ∂Qy
∂ z
]
(9.58)
The discretization of this last equation allows us to calculate the Lxa variable as follows:
Ln+1xa(i+ 12 , j,k)
=Lnxa(i+ 12 , j,k)
+
∆t
∆y
[
Qnz(i+ 12 , j+ 12 ,k)
−Qnz(i+ 12 , j− 12 ,k)
]
+
∆t
∆z
[
Qny(i+ 12 , j,k− 12)
−Qny(i+ 12 , j,k+ 12)
]
(9.59)
Analogically to equations (9.26), (9.27.a) and (9.27.b), Lxa can be expressed as follows:
Lxa = LxaD +
p=2
∑
p=1
LxaCp (9.60)
with:
LxaD = ε0[ε∞−
ω2P
ω2+ iγω
]Pxa (9.61.a)
LxaCp = ε0[ApΩp(
eiφp
Ωp−ω− iΓp +
e−iφp
Ωp+ω+ iΓp
)]Pxa (9.61.b)
As before, after the inverse Fourier transforms and finite centred differences discretization of
different partial derivatives, we reach the updated equations for the component Pxa :
Pn+1xa =
1
χD
αD +
p=2
∑
p=1
(
χp
αp
)
[
Ln+1xa +
βD
αD
Ln−1xaD +
4
αD
LnxaD−
δD
αD
Pn−1xa −
4ε0ε∞
αD
Pnxa
+
p=2
∑
p=1
(
βp
αp
Ln−1xaCp−
4
αp
LnxaCp)+
p=2
∑
p=1
(
δp
αp
)Pn−1xa
]
(9.62.a)
Ln+1xaD =
1
αD
[−βDLn−1xaD −4LnxaD +χDPn+1xa +δDPn−1xa +4ε0ε∞Pnxa] (9.62.b)
Ln+1xaCp =
1
αp
[−βpLn−1xaCp +4LnxaCp +χpPn+1xa +δpPn−1xa ] (9.62.c)
Qz, Pz, Px and Py implementation: The calculation of the remaining components Qz, Pz,
Px and Py needs the introduction of other variables involving other equations. We consider as an
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example the Pz component for which implementation equations are detailed. Equation (9.54.b)
involves the following one:
ε ·Mz = kxω Qya−
ky
ω
Qxa+
k2x + k
2
y
µω2
Pz (9.63)
with:
Mz = Pz−Pza (9.64)
By setting:
Tz =
kx
ω
Qya− kyω Qxa+
k2x + k
2
y
µω2
Pz (9.65)
equation (9.63) becomes:
Tz = ε ·Mz = ε0εDCPMz (9.66)
As considered above, the Tz component can be expressed as:
Tz = TzD +
p=2
∑
p=1
TzCp (9.67)
with:
TzD = ε0[ε∞−
ω2P
ω2+ iγω
]Mz (9.68.a)
TzCp = ε0[ApΩp(
eiφp
Ωp−ω− iΓp +
e−iφp
Ωp+ω+ iΓp
)]Mz (9.68.b)
Based on the inverse Fourier transforms of the equations (9.68) above, centered difference
approximations for the derivatives and taking into account the equations (9.65), (9.67) and
(9.66), we get:
Mn+1z =
1
χD
αD +
p=2
∑
p=1
(
χp
αp
)− k2x+k2yµω2
[
k2x + k
2
y
µω2
Pn+1z +
kx
ω
Qn+1ya −
ky
ω
Qn+1xa +
βD
αD
T n−1zD +
4
αD
T nzD
− δD
αD
Mn−1z −
4ε0ε∞
αD
Mnz +
p=2
∑
p=1
(
βp
αp
T n−1zCp −
4
αp
T nzCp)+
p=2
∑
p=1
(
δp
αp
)Mn−1z
]
(9.69.a)
T n+1zD =
1
αD
[−βDT n−1zD −4T nzD +χDMn+1z +δDMn−1z +4ε0ε∞Mnz] (9.69.b)
T n+1zCp =
1
αp
[−βpT n−1zCp +4T nzCp +χpMn+1z +δpMn−1z ] (9.69.c)
Pn+1z = M
n+1
z +P
n+1
za (9.69.d)
The equations to update the Qz, Px and Py components are obtained by the same process.
369
9.28 Gratings: Theory and Numeric Applications, Second Edition, 2014
0
0.8
0
0.8
0
0.8
0
0.8
h=150nm
l (nm)
450 500 550 600 650 700 750 800400
h=160nm
h=300nm
h=200nm
lc
TE11
FP0
FP1
FP1
FP1
FP1
FP2z
e
ro
-o
rd
e
r 
tr
a
n
s
m
is
s
io
n
FP0
FP0
FP0
transmission media
Incidence media
0
1
Figure 9.16: Up: Transmission spectra at normal incidence of an AAA structure made in silver film with different
thicknesses values (H). The geometrical parameters of the annular apertures are re = 75 nm,ri = 50 nm and
the period is fixed to a = 300 nm. Down: Electric field intensity distributions around the apertures showing the
interference patterns that take place inside them along the metal thickness direction. For FP0 peak, the T E11
guided mode is excited at its cutoff wavelength so that the phase velocity tends to infinity and the effective index
falls to zero. In this case, EOT occurs whatever is the value of the thickness because the phase matching condition
is automatically fulfilled.
9.3.5 3D-SFM-FDTD application: EOT at oblique incidence through AAA structures
Let us recall the origin of the EOT through the AAA structure: as mentioned before, at normal
incidence it is only due to the excitation of the TE11 guided mode inside each annular aperture.
In this case, the obtained EOT is angle and polarization-independent and its spectral position
corresponds to the cutoff wavelength of this guided mode. Consequently, it does not depends
either on the metal thickness even if some additional peaks appear in the transmission spectrum
when the thickness increases (see figure 9.16).
These peaks (named FPm, m ∈ ℜ on figure 9.16) are Fabry-Perot harmonics of the TE11
mode that occur at fixed values of the wavelength fulfilling a phase matching condition:
λT E11(mpi−φr) = 2pinT E11e f f H (9.70)
where nT E11e f f is the real part of the effective index of the guided mode, φr is the phase
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Figure 9.17: Schematic of a classical annular aperture array (AAA). re is the outer radius, ri is the inner one, a is
the period and θ is the angle of incidence.
change induced by the reflection on the two ends of the annular aperture and H is the metallic
film thickness. At the cutoff, the effective index of the guided mode becomes very small leading
to a phase matching that does not depend on the metal thickness. Nevertheless, a small spectral
shift can appear between the cutoff value and the position of the transmission peak due to
φr 6= 0. This shift is clearly shown on all the spectra of figure 9.16 but it seems to be more
important in the case of thicker plates (here H = 300 nm). In fact, the phase φr can be seen
as the result of the conversion between the incident plane wave and the guide mode through
diffraction phenomenon that must depends on the metal thickness.
Let us now consider the case of oblique incidence (see figure 9.17): as mentioned before,
EOT can appear through the excitation of both the TE11 and the TEM modes. In fact only
few papers have discussed on this mode [38, 39] while its excitation conditions were recently
analytically derived reference [22].
Indeed, this later is only excited with the TM polarization component of the incident
beam. FDTD simulations in the case of both PEC (see figure 9.18) and real dispersive metal
(figure 9 of reference [37, 40]) are done and demonstrate the occurrence of additional transmis-
sion peaks due to the excitation of the TEM guided mode. Nevertheless, others configurations
such as the Slanted AAA (SAAA), that was proposed first by S. Nosal and J.J. Greffet [41], also
demonstrate a possible excitation of the TEM mode for any incidence angle including normal
incidence.
Moreover, as for the TE11 mode, the spectral position of the TEM-transmission peaks
is driven by a similar phase matching condition given by equation 9.70. Nonetheless, the zero
harmonic (FP0 for m= 0) is now expelled to infinity and only higher orders correspond to a finite
value of the wavelength. In this case, the metal thickness becomes a very important parameter
that permits to adapt the transmission peak at a desired value of wavelength. Unluckily, only
relatively thick metal plates allow the excitation and the propagation of the TEM mode.
Nevertheless, even if the TEM mode is excited in oblique incidence with conventional
AAA (see figure 9.20a) or at normal incidence through SAAA (figure 9.20b), the transmission
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Figure 9.19: Real part n′e f f and log10 of the imaginary part n”e f f of the effective index associated with the TEM-
like mode of an in fi nite coaxial waveguide as a function of the outer radius re. The inner radius is set to ri = 65 nm
and the working wavelength is λ = 1550 nm.
efficiency remains very weak with regard to the TE11 mode. This is essentially due to metal
losses. In fact, and as it can be shown in figure 9.19, the imaginary part of the effective index of
the TEM-like guided mode is fairly consistent and can not be negligible.
Fortunately, another solution that is currently used in the radio-frequency domain to in-
crease the impedance adaptation between a coaxial antenna and the vacuum can be envisaged to
enhance the transmission coefficient: it consists in stretching out the central metallic part of the
coaxial waveguide with respect to the outside electrode. This configuration was implicitly pro-
posed in reference [42] to achieve 90% light transmission thanks to the excitation of the TEM
mode. This kind of structure design and fabrication is readily achievable at radio frequencies.
Unfortunately, this becomes more difficult in the visible range but remains possible through
manufacturing process having nanometric resolution such as new generation of Focused Ion
Beam.
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Figure 9.20: Zero-order transmission spectra for three different AAA con fi gurations where outer and inner radii
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9.4 Conclusion
The FDTD is a powerful tool to model periodic and aperiodic structures. The time evolution
of the electromagnetic field is directly evaluated and allows to follow the light propagation
inside and around the studied structure. The SFM technique extends the FDTD capabilities
to treat the diffraction problem for any incidence angle or any polarization. The integration of
dispersion models such as Drude critical point allows accurate simulations that take into account
the effective dispersion of noble metals in the considered spectral range especially in the visible
domain. Nevertheless, the number of electromagnetic field components grows rapidly and can
be larger than 100 in some particular cases (in the PML region with Drude-Lorentz dispersion
model for instance). In spite of all these criticisms, the FDTD is actually one of the most used
method to model experiments in Nano-Optics as attested by the number of publications in this
area.
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10.1 Introduction
Exact modal method (EMM) has been proposed to take advantage of geometry of lamellar grat-
ings. These gratings are made of rectangular rods periodically spaced which can be considered
locally as periodic multilayered stacks (see figure 10.1). This simple geometry makes it possible
to expand the electromagnetic field on the basis of “exact modes”, and to obtain an exact rep-
resentation of the permittivity. In this particular case, EMM can be more efficient than similar
methods based on Fourier expansion (coupled-wave method [1] or Fourier modal method [2, 3],
see also chapter 13) which may lead to poor convergence due to the discontinuous nature of both
electromagnetic field and permittivity. This advantage of EMM becomes more important when
the permittivity contrast is high, e.g. for metallic lamellar gratings, and for three-dimensional
structures like woodpile photonic crystals [4].
x3
0
h
substrate
vacuum (air)
. . . . . .
Figure 10.1: A lamellar grating made of a single lamellar layer on a substrate. The region cor-
responding to the lamellar layer, between the planes x3 = 0 and x3 = h, can be considered as the
multilayered stack on the left.
Exact modal method has been introduced in 1981 in order to solve Maxwell’s equations in
presence of lamellar gratings made of dielectrics [5] and metals [6, 7, 8]. Since these pioneering
works, a major contribution to this method is certainly its rigorous extension to conical mount-
ings [9], on which is based an EMM for three-dimensional woodpile structures [4]. Another
major development is the introduction of perfectly matched layers in order to model aperiodic
systems met in integrated optics [10] (information can be found on the website of CAMFR).
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In this chapter, a rigorous formulation of the exact modal method for lamellar structures is
presented. In section 10.3, a special attention is paid to the continuation of the electromagnetic
field inside a lamellar layer. In combination with the boundary conditions, this continuation
provides a large class of solutions of Maxwell’s equations in presence of lamellar gratings. In
section 10.4, it is shown that, in each lamellar layer, there is a decoupling of the vector field
equations into two independent scalar equations, which correspond to the ones of a multilayered
stack (see figure 10.1). Numerical stacking algorithms are presented in section 10.5 and a
numerical illustration of the EMM efficiency is proposed in section 10.6. The extension of the
EMM to the particular case of lamellar gratings with infinitely conducting metal is presented
in section 10.7. Finally, the techniques used for the calculation of the exact modes and the
associated exact eigenvalues are reported in the appendix (section 10.8).
10.2 Notations
Throughout this chapter an orthonormal basis (e1,e2,e3) is used: every vector x in R3 is de-
scribed by its three components x1, x2 and x3. It is shown how to obtain in the presence of a
stack of lamellar layers, a large class of solutions E of the Helmholtz equation[
ω2− ε−1∇×µ−1∇× ]E = 0 , (10.1)
where ε is the permittivity, µ is the permeability, ω is the frequency and∇× is the curl operator.
All the media considered in this chapter are isotropic, and thus the permittivity and permeability
reduce to scalar functions. The considered structure is independent of the variable x2, and x1-
periodic with spatial period d = de1:
ε(x+d) = ε(x) = ε(x1,x3) , µ(x+d) = µ(x) = µ(x1,x3) , x ∈ R3 . (10.2)
The unit cell associated with this grating is [0,d] and the one-dimensional lattice is
{
nd
∣∣n∈ Z}.
Then, a lamellar grating is a stack in the direction x3 of lamellar layers where ε and µ are both
functions of the single variable x1 (figure 10.2). In practice, each lamellar layer is made of
infinite parallel rods with rectangular cross section (figure 10.2): the functions ε and µ are
piecewise constant of the solely variable x1.
x3
x1
x2d
Figure 10.2: A lamellar grating made of a single lamellar layer on a substrate.
In order to obtain a set of first order differential equations from (10.1) a second field is
defined:
H = (ωµ)−1∇×E . (10.3)
Note that this quantity differs from the usual “harmonic H field” by the complex number i.
Solutions E , H are investigated in the space of fields whose restrictions in every horizontal
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plane (normal to e3) are square integrable:∫
R2
∣∣F (x1,x2,x3)∣∣2dx1dx2 < ∞ , x3 ∈ R , (10.4)
where F = E ,H .
The first consequence of (10.4) is the possibility to perform a decomposition of the prob-
lem to take advantage of the spatial invariances of the system: a Floquet-Bloch decomposition
with respect to the variable x1,
F −→ F˜ (k1,x1,x2,x3) 12pi ∑
n∈Z
exp[−ik1nd]F (x1+ pd,x2,x3) , (10.5)
where k1 is the Bloch wave vector in the first Brillouin zone [−pi/d,pi/d], and a Fourier decom-
position with respect to the variable x2,
F˜ −→ F̂ (k1,x1,k2,x3) = 12pi
∫
R
exp[−ik2x2]F˜ (k1,x1,x2,x3)dx2 . (10.6)
Thus solutions Ê , Ĥ satisfy∫
[−pi/d,pi/d]
∣∣F̂ (k1,x1,k2,x3)∣∣2dx1 < ∞ , x1,k2,x3 ∈ R , (10.7)
with the partial Bloch boundary condition
F̂ (k1,x1+d,k2,x3) = exp[ik1d]F̂ (k1,x1,k2,x3) , (10.8)
where k1 is fixed in [−pi/d,pi/d].
The second consequence of (10.4) [or (10.7)] is that the restrictions to every horizontal
plane of ∇×E and ∇×H are also locally square integrable [from (10.1,10.3)]. Then, for all
i, j = 1,2,3 and i 6= j, Ei and Hi are continuous functions of the variable x j. In particular,
the tangential components E1, E2, H1 and H2 of E and H are continuous functions of the
variable x3. It follows that it is possible to solve Maxwell’s equations in a stack of layers
by the two following steps: the first step consists in solving Maxwell’s equations in each layer
independently and then the second step consists in connecting each independent solution using
the continuity of E1, E2, H1 and H2.
With the definition (10.3), equation (10.1) is equivalent to the set of first order equations
E = (ωε)−1∇×H , H = (ωµ)−1∇×E . (10.9)
Let the 2×2 matrix σ and the two-components vector Fj defined by
σ = ω
[
0 µ
ε 0
]
, Fj =
[
E˜ j
H˜ j
]
, j = 1,2,3 . (10.10)
Then, the first order equations (10.9) can be developed as
F1 = σ−1
[
∂2F3−∂3F2
]
,
F2 = σ−1
[
∂3F1−∂1F3
]
,
F3 = σ−1
[
∂1F2−∂2F1
]
,
(10.11)
where ∂ j is the partial derivative with respect to the variable x j ( j = 1,2,3). This last set of
equations is exactly the same as (10.9) and, with some abuse of notations, it can written in the
compact way F = σ−1∇×F , with F = (F1,F2,F3).
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10.3 Continuation of the electromagnetic field
In this section two different formulations are presented to solve the equation F = σ−1∇×F
in a lamellar layer located between the planes x3 = 0 and x3 = h. In practice, this solution is
expressed as a relationship between F (0) and F (h). Note that the formulations presented in this
section remain valid in the general case of cross gratings with two-dimensional periodicity [2].
10.3.1 Direct formulation: the transfer matrix
The starting point is the set of equations (10.11). Eliminating the components F3, one obtains
∂3F = iM F , F =
[
F1
F2
]
, M =−i
[ −∂1σ−1∂2 σ +∂1σ−1∂1
−σ −∂2σ−1∂2 ∂2σ−1∂1
]
. (10.12)
For a lamellar layer located between the planes x3 = 0 and x3 = h (see figure 10.1), the functions
ε and µ are x3-independent for x3 in [0,h]: then the matrix σ and the operator-valued matrix
M are also x3-independant for x3 in [0,h]. Let L be the x3-independant operator valued matrix
which coincides with M in this single layer:
L = M(x3) , x3 ∈ [0,h] . (10.13)
In a first step, it is assumed that (see the end of section 10.4 for a justification) the matrix L has
a diagonal form and can be written as
L =V λ V−1 , (10.14)
where the matrix V contains the eigenvectors V±,n of L, and λ is the diagonal matrix made of
the associated eigenvalues λ±,n:
LV±,n = λ±,nV±,n . (10.15)
Note that it is assumed that the matrix V is invertible: this is true in general for magnetodi-
electrics materials but, for example, this is not any more correct in the case where the system
includes infinitely conduting metal. The sets of eigenvectors and eigenvalues are split into two
parts according to the sign of the imaginary part of λ±,n: Imλ+,n > 0 and Imλ−,n < 0. Let λ+
(respectively λ−) be the diagonal matrices containing the eigenvalues λ+,n > 0 of L (respec-
tively λ−,n > 0): then
λ =
[
λ+ 0
0 λ−
]
, Imλ+ > 0 , Imλ− < 0 . (10.16)
This last condition on the imaginary part of eigenvalues is always realized if there is some
absorption, i.e. Imσ > 0, or if a small positive imaginary part is added to the frequency ω (in
the later case the limit ω = limη↓0(ω+ iη) is considered [11, 12]). The combination of (10.12)
and (10.13) leads to the equation
∂3F(x3) = iLF(x3) , x3 ∈ [0,h] , (10.17)
where the dependence on other variables has been omitted. Since L is x3-independent, the
“formal” solution of this equation is just
F(x3) = exp[iLx3]F(0) , x3 ∈ [0,h] . (10.18)
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This solution is denominated by “formal” since, at this stage, it is still necessary to check if it
exists. Using the diagonal form (10.14) of the operator L, the expression (10.18) becomes
F(x3) =V exp[iλx3]V−1F(0) . (10.19)
Actually, the diagonal matrix exp[iλx3] is made of the two parts exp[iλ±x3]which have different
behaviour. From (10.16), the part exp[iλ+x3] is bounded by exp[−Imλ+x3]< 1. On the contrary,
the part exp[iλ−x3] is not bounded and, in general, the corresponding coefficients are growing
towards infinity like exponential functions. Consequently, the transfer matrix T (x3) defined by
F(x3) = T (x3)F(0) , T (x3) =V exp[iλx3]V−1 , (10.20)
has “infinite” coefficients and thus expressions like (10.18,10.19,10.20) have to be considered as
purely “formal” and have to be handled cautiously. Numerically, the transfer matrix is truncated
and, because its coefficients tend to infinity like exponential functions, it presents numerical
instabilities which makes it difficult to use it. A numerical solution has been found to solve this
problem with the definition of the S- and R-algorithms [13] (see section 10.5 for the numerical
solution in the present case).
Finally, notice that the transfer matrix is occasionally derived from the matrix L2 instead
of L. Indeed, the assumption (10.14) on the diagonal form of L might be too strong and not
rigorously true. According to notations (10.14), we denote by V and λ 2 the matrices containing
the eigenvectors and eigenvalues of L2:
L2 =Vλ 2V−1 . (10.21)
In that case, it used that equations (10.12) and (10.13) imply
∂ 23 F =−L2F , x3 ∈ [0,h] . (10.22)
The combination of the two last equations leads to
F(x3) =V cos[λx3]V−1F(0)+Vλ−1 sin[λx3
]
V−1(∂3F)(0) . (10.23)
Replacing (∂3F)(0) by iLF(0), one obtains for the transfer matrix the following “formal” ex-
pression
T (x3) =V cos[λx3]V−1+ iVλ−1 sin[λx3]V−1L . (10.24)
This equation is not “formally” equivalent to the first expression (10.20) derived from L. This
equivalence requires the assumption (10.14) to become true, so that L can be replaced by VλV−1
above (and next the formal identity cos[λx3]+ isin[λx3] = exp[iλx3] has to be used).
10.3.2 Rigorous derivation of the continuation procedure
A rigorous formulation is based on the use of the Fourier transform with respect to the variable
x3 defined by
F [F ](k3) =
1
2pi
∫
R
exp[−ik3x3]F(x3)dx3 . (10.25)
The function F is then deduced from its Fourier transformF [F ] by
F(x3) =
∫
R
exp[ik3x3]F [F ](k3)dk3 . (10.26)
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It is not suitable to perform directly the Fourier transform of the equation (10.12) since the
matrix σ (and then M) is not independent of x3 in R. However, if equation (10.12) is multiplied
by the characteristic function Ψ of the lamellar layer [so Ψ(x3) = 1 for x3 in [0,h] and vanishes
otherwise], then
Ψ(x3)∂3F(x3) =Ψ(x3)iM F(x3) =Ψ(x3)iLF(x3) = iLΨ(x3)F(x3) . (10.27)
After this multiplication, a partial differential equation with the x3-independent matrix L is
obtained. The Fourier transform (10.25) of Ψ∂3F is
F [Ψ∂3F ](k3) =
1
2pi
∫
R
exp[−ik3x3]Ψ(x3)∂3F(x3)dx3
=
1
2pi
∫ h
0
exp[−ik3x3]∂3F(x3)dx3
=
1
2pi
{
exp[−ik3h]F(h)−F(0)
}
+ ik3F [ΨF ](k3) ,
(10.28)
where the last line comes from an integration by parts. After this Fourier transform, equation
(10.27) becomes
1
2pi
{
exp[−ik3h]F(h)−F(0)
}
+ ik3F [ΨF ](k3) = iLF [ΨF ](k3) (10.29)
or [
k3−L
]
F [ΨF ](k3) =
1
2ipi
{
F(0)− exp[−ik3h]F(h)
}
. (10.30)
The operator
[
k3−L
]
is always invertible if there is some absorption, i.e. Imσ > 0, or if the
limit ω = limη↓0(ω+ iη) is considered (see [11, 12], this is equivalent to the property (10.16)
on the eigenvalues λ since k3 is purely real). Hence it is possible to write
F [ΨF ](k3) =
1
2ipi
1
k3−L
{
F(0)− exp[−ik3h]F(h)
}
, (10.31)
The final step is to apply the inverse Fourier transform (10.26): for x3 in [0,h],
Ψ(x3)F(x3) =
1
2ipi
[∫
R
exp[ik3x3]
1
k3−L dk3
]
F(0)
− 1
2ipi
[∫
R
exp[ik3(x3−h)] 1k3−L dk3
]
F(h) .
(10.32)
Again, it is assumed that the operator L can be written L = VλV−1 (10.14). Replacing the
matrix L by its diagonal form, the last expression becomes
Ψ(x3)F(x3) =
1
2ipi
V
[∫
R
exp[ik3x3]
1
k3−λ dk3
]
V−1 F(0)
− 1
2ipi
V
[∫
R
exp[ik3(x3−h)] 1k3−λ dk3
]
V−1 F(h) .
(10.33)
The integrations above are performed by adding to the real axis of k3 a semi-circle with infinite
radius (in the complex plane of k3) on which the integrals vanish. For the first term with F(0),
386
B. Gralak: Exact Modal Methods 10.7
the complex number k3 must have positive imaginary part (x3 is positive), so that the real axis is
closed by a semi-circle in the upper half plane (see the red path on figure 10.3). In this case, the
solely eigenvalues contained in λ+ generate contributions in the integral. For the second term
with F(h), the complex number k3 must have negative imaginary part (x3− h is positive), so
that the real axis is closed by a semi-circle in the lower half plane (see the blue path on figure
10.3). Here, the integral is given by the eigenvalues contained in λ−. Let P± be the projectors
Re(k3)
Im(k3)
exp[ik3x3]→ 0
exp[ik3(x3−h)]→ 0
λ+
λ−
Figure 10.3: Integration in the complex plane of k3.
upon the spaces corresponding respectively to eigenvalues λ±:
P+λ =
[
λ+ 0
0 0
]
, P−λ =
[
0 0
0 λ−
]
. (10.34)
Then, after the integration over k3, expression (10.33) yields
Ψ(x3)F(x3) =V P+ exp[iλ+x3]V−1F(0)+V P− exp[iλ−(x3−h)
]
V−1F(h) . (10.35)
This expression is always well defined since the integration in the complex plane of k3 imposes
that all the complex exponential functions decrease:∥∥ exp[iλ+x3]∥∥≤ 1 , ∥∥ exp[iλ−(x3−h)]∥∥≤ 1 . (10.36)
Considering the rigorous expression (10.35) at x3 = 0 and x3 = h and using that P−+P+ is the
identity, one obtains
V P−V−1F(0) =V P− exp[−iλ−h]V−1F(h) ,
V P+V−1F(h) =V P+ exp[iλ+h]V−1F(0) .
(10.37)
These two relationships provides a rigorous way to deduce F(0) from F(h) and conversely.
As in the previous section, the continuation procedure is also derived from the diagonal
form (10.21) of L2. Equation (10.22) is multiplied by Ψ(x3) to provide an expression similar to
(10.27)
Ψ(x3)∂3F(x3) =−L2Ψ(x3)F(x3) . (10.38)
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Then, the Fourier transform (10.25) is applied to this equation. Using that
F [Ψ∂ 23 F ](k3) =
1
2pi
∫
R
exp[−ik3x3]Ψ(x3)∂ 23 F(x3)dx3
=−k23F [ΨF ](k3)+ ik3
1
2pi
{
exp[−ik3h]F(h)−F(0)
}
+
1
2pi
{
exp[−ik3h](∂3F)(h)− (∂3F)(0)
}
,
(10.39)
and replacing (∂3F)(x3) by iLF(x3), equation (10.38) implies
F [ΨF ](k3) =
1
2ipi
1
k23−L2
k3
{
F(0)− exp[−ik3h]F(h)
}
=
1
2ipi
1
k23−L2
{
LF(0)− exp[−ik3h]LF(h)
}
.
(10.40)
Next, the inverse Fourier transform (10.26) is performed for x3 in [0,h] and the diagonal form
(10.21) is used:
Ψ(x3)F(x3) =
1
2ipi
V
∫
R
k3
k23−λ 2
{
exp[ik3x3]V−1F(0)− exp[ik3(x3−h)]V−1F(h)
}
dx3
+
1
2ipi
V
∫
R
1
k23−λ 2
{
exp[ik3x3]V−1LF(0)− exp[ik3(x3−h)]V−1LF(h)
}
dx3 .
(10.41)
Again, the integrations above are calculated by adding to the real axis of k3 a semi-circle with
infinite radius (in the complex plane of k3) on which the integrals vanish. Without loss of
generality, it is considered that the square root of the eigenvalues in λ 2 have non-zero imaginary
part: let
√
λ 2 be the square root of λ 2 with positive imaginary part. For the terms with F(0),
the real axis is closed by a semi-circle in the upper half plane, and the eigenvalues with positive
imaginary part
√
λ 2 lead to contributions in the integrals. For the terms with F(h), the real axis
is closed by a semi-circle in the lower half plane, and the integrals are given by the eigenvalues
with negative imaginary part, i.e. −
√
λ 2. Calculations of integrals over k3 lead to
Ψ(x3)F(x3) = V
1
2
exp[i
√
λ 2x3]V−1F(0)+V
1
2
exp[−i
√
λ 2(x3−h)]V−1F(h)
+ V
1
2
√
λ 2
exp[i
√
λ 2x3]V−1LF(0)−V 1
2
√
λ 2
exp[−i
√
λ 2(x3−h)]V−1LF(h) .
(10.42)
This equation is evaluated at x3 = 0 and x3 = h:
F(0) = V exp[i
√
λ 2h]V−1F(h)+V
1√
λ 2
V−1LF(0)−V 1√
λ 2
exp[i
√
λ 2h]V−1LF(h) ,
F(h) = V exp[i
√
λ 2h]V−1F(0)+V
1√
λ 2
exp[i
√
λ 2h]V−1LF(0)−V 1√
λ 2
V−1LF(h) .
(10.43)
Thanks to the technique based on the Fourier transform, all the exponential functions in these
expressions must be well-defined. Indeed, the imaginary part of
√
λ 2 is positive and all the
exponential functions decrease. Equations (10.43) will be used to construct a stable numerical
algorithm to stack several lamellar layers.
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10.4 Exact eigenmodes and eigenvalues method
The different solutions (10.20), (10.24, (10.37) and (10.43), established in the previous section,
are provided from the knowledge of the sets of eigenmodes and eigenvalues of the operator L
(or L2). In this section, it is shown how these eigenmodes V±,n and eigenvalues λ±,n of L can be
exactly determined in a lamellar layer located between the planes x= 0 and x3 = h. The starting
point is equation (10.17):
∂3F = iLF , L = M(x3) , x3 ∈ [0,h]. (10.44)
Let ε1, µ1 and σ1 be the functions which coincide with respectively ε , µ and σ in the considered
lamellar layer for x3 in [0,h]. In the considered lamellar layer, they are functions of the solely
variable x1 (see figure 10.2):
ε1(x1) = ε(x1,x3) , µ1(x1) = µ(x1,x3) , σ1(x1) = σ(x1,x3) , x3 ∈ [0,h]. (10.45)
According to expression (10.12), the operator L is now
L =−i
[ −∂1σ−11 ∂2 σ1+∂1σ−11 ∂1
−σ1−∂2σ−11 ∂2 ∂2σ−11 ∂1
]
, (10.46)
and its square is
L2 =−
[ −σ21 −∂1σ−11 ∂1σ1−σ1∂2σ−11 ∂2 σ1∂2σ−11 ∂1−∂1σ−11 ∂2σ1
σ1∂1σ−11 ∂2−∂2σ−11 ∂1σ1 −σ21 −∂2σ−11 ∂2σ1−σ1∂1σ−11 ∂1
]
. (10.47)
Since the matrix σ1 is x2-independent, the equality σ1∂2σ−11 = ∂2 = σ
−1
1 ∂2σ1 holds, and the
expression above becomes
L2 =
[
σ21 +∂
2
2 +∂1σ
−1
1 ∂1σ1 0
∂2σ−11 ∂1σ1−σ1∂1σ−11 ∂2 σ21 +∂ 22 +σ1∂1σ−11 ∂1
]
. (10.48)
This expression shows that the components F1 can be decoupled from the components F2 in the
lamellar layer. Indeed, it implies
∂ 23 F1 =−KF1 , K = σ21 +∂ 22 +∂1σ−11 ∂1σ1 . (10.49)
Moreover, each component of F1, i.e. E1 and H1, can be also decoupled since the operator K is
diagonal:
K =
[
Kε1 0
0 Kµ1
]
, (10.50)
where
Kε1 = ω2ε1µ1+∂ 22 +∂1ε
−1
1 ∂1ε1 ,
Kµ1 = ω2ε1µ1+∂ 22 +∂1µ
−1
1 ∂1µ1 .
(10.51)
Here, it is important to notice that the two operators Kε1 and Kµ1 correspond to the ones of a one-
dimensional multilayered stack for respectively p- and s-polarization. This makes it possible
to calculate the exact eigenmodes and eigenvalues of Kε1 and Kµ1 (see appendix) and thus
the ones of K. Thus the continuation procedure presented in section 10.3.2 can be applied to
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equation (10.49). It provides relationships between the fields F1(0), F1(h) and their derivative
with respect to x3, i.e. [∂3F1](0) and [∂3F1](h) (it is recalled that ∂3F = iLF in section 10.3.2).
To complete the derivation of the method, it is necessary to express the component F2 of
the field from F1 and ∂3F1. A starting relationship is obtained from (10.44) and (10.46):
∂3F1 =−∂1σ−11 ∂2F1+
[
σ1+∂1σ−11 ∂1
]
F2 . (10.52)
This equation is equivalent to[
1+∂1σ−11 ∂1σ
−1
1
]
σ1F2 = ∂3F1+∂1σ−11 ∂2F1 . (10.53)
Here, it is remarked that the operator [1+∂1σ−11 ∂1σ
−1
1 ] is invertible since it equals [K−∂ 22 ]σ−21
where σ1 is invertible as well as [K−∂ 22 ] (the eigenvalues of K have non-zero imaginary part).
Moreover, the operator [1+∂1σ−11 ∂1σ
−1
1 ] commutes with ∂3, ∂2 and ∂1σ
−1
1 : hence
σ1F2 =
1
1+∂1σ−11 ∂1σ
−1
1
∂3F1+
1
1+∂1σ−11 ∂1σ
−1
1
∂1σ−11 ∂2F1
=
1
1+∂1σ−11 ∂1σ
−1
1
∂3 F1+∂2∂1σ−11
1
1+∂1σ−11 ∂1σ
−1
1
F1
= σ21
1
σ21 +∂1σ
−1
1 ∂1σ1
∂3 F1+∂2∂1σ1
1
σ21 +∂1σ
−1
1 ∂1σ1
F1 .
(10.54)
After the Fourier decomposition with respect to the variable x2, the operator ∂2 becomes ik2.
Then, the inverse operator above is expressed using the diagonal form K = Vλ 2V−1, and the
component F2 becomes
F2 = σ1V
1
λ 2+ k22
V−1 ∂3F1+ ik2σ−11 ∂1σ1V
1
λ 2+ k22
V−1F1 . (10.55)
Finally, it is stressed that the coefficients of the operators σ1V and σ−11 ∂1σ1V above can be
calculated exactly from the knowledge of the exact eigenmodes. Indeed, the technique pre-
sented in appendix shows that the determination of the eigenmodes φp lies on the calculations
of functions σ1φp and σ−11 ∂1σ1φp. The final expression of F2 in terms of F1 and ∂3F1 is then
F2 =U
1
λ 2+ k22
V−1 ∂3F1+ ik2W
1
λ 2+ k22
V−1F1 , U = σ1V , W = σ−11 ∂1σ1V .
(10.56)
To conclude this section, it has been shown that the field components F1, ∂3F1 and F2 can
be expressed exactly in a lamellar layer: F1 and ∂3F1 are provided by equations (10.42) and
(10.43) (where F → F1, LF → −i∂3F1, and K = Vλ 2V−1); F2 is given by equation (10.56).
These expressions are based on the knowledge of the eigenvectors V of K, the eigenvalues λ 2
of K and the operators U = σ1V and W = σ−11 ∂1σ1V . All these quantities can be calculated
exactly, as shown in appendix.
Finally, it is stressed that the propagation constants inside the lamellar layer are the square
roots of the eigenvalues of the operator K, i.e. ±
√
λ 2. If there is some absorption, i.e. Imσ > 0,
or if a small positive imaginary part is added to the frequency ω (the limit ω = limη↓0(ω+ iη)
is considered [11, 12]), the eigenvalues λ 2 of K cannot be purely real. It follows that the
propagation constants ±
√
λ 2 have non zero imaginary parts and, moreover, the half of them
(+
√
λ 2) have strictly positive imaginary part and the second half of them (−
√
λ 2) have strictly
negative imaginary part. In this case, the assumption (10.16) on the eigenvalues of L is well
justified.
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10.5 Numerical algorithm
A general solution for numerical algorithm has been proposed by L. Li in the case of modal
methods of gratings [3]. This solution is based on the definition of S or R matrices which are
well-conditioned.
10.5.1 R matrix for a single lamellar layer
In this section, the expression of a R matrix associated with a lamellar layer is established: it is
defined by the relationship [
F1(0)
F1(h)
]
= R
[
F2(0)
F2(h)
]
. (10.57)
First, equation (10.43) is used to provide an expression of the solution of (10.49):
F1(0)−V exp[i
√
λ 2h]V−1F1(h) = −iV 1√
λ 2
V−1∂3F1(0)+ iV
1√
λ 2
exp[i
√
λ 2h]V−1∂3F1(h) ,
F1(h)−V exp[i
√
λ 2h]V−1F1(0) = −iV 1√
λ 2
exp[i
√
λ 2h]V−1∂3F1(0)+ iV
1√
λ 2
V−1∂3F1(h) .
(10.58)
This set of equations is written using 2×2 matrices:
A
[
F1(0)
F1(h)
]
= B
[
∂3F1(0)
∂3F1(h)
]
, (10.59)
where
A =
[
1 −V exp[i
√
λ 2h]V−1
−V exp[i
√
λ 2h]V−1 1
]
(10.60)
and
B =
 −iV
1√
λ 2
V−1 iV
1√
λ 2
exp[i
√
λ 2h]V−1
−iV 1√
λ 2
exp[i
√
λ 2h]V−1 iV
1√
λ 2
V−1
 . (10.61)
Next, from (10.56), the field ∂3F1 is related to F1 and F2 from
∂3F1 =−ik2V [λ 2+ k22]U−1W
1
λ 2+ k22
V−1 F1+V [λ 2+ k22]U
−1 F2 . (10.62)
Defining the two matrices
C =
 −ik2V [λ
2+ k22]U
−1W
1
λ 2+ k22
V−1 0
0 −ik2V [λ 2+ k22]U−1W
1
λ 2+ k22
V−1
 (10.63)
and
D =
[
V [λ 2+ k22]U
−1 0
0 V [λ 2+ k22]U
−1
]
, (10.64)
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the relationship (10.59) becomes
A
[
F1(0)
F1(h)
]
= BC
[
F1(0)
F1(h)
]
+BD
[
F2(0)
F2(h)
]
. (10.65)
Finally, according to the definition (10.57), the R matrix is given by
R =
1
A−BC BD . (10.66)
It is stressed that the R matrix is numerically stable. Indeed, exponential functions always
have arguments such that they decrease and, when inverted, they are always added to well-
conditioned functions. For example, in the matrix [A−BC], one can check that the diagonal
blocs are well-conditioned since they do not contain any exponential function, while the off-
diagonal blocs decrease exponentially. When inverted, this matrix will have the same behaviour
with well-conditioned diagonal blocs and exponentially decreasing off-diagonal blocs.
10.5.2 R matrix for a stack of lamellar layers
Here, a system made of two lamellar layers is considered. The first layer is located between the
planes x3 = −h1 and x3 = 0, and the second layer between the planes x3 = 0 and x3 = h2. Let
R1 and R2 be the R matrices associated with these layers:[
F1(−h1)
F1(0)
]
= R1
[
F2(−h1)
F2(0)
]
,
[
F1(0)
F1(h2)
]
= R2
[
F2(0)
F2(h2)
]
. (10.67)
Then, the R matrix associated with the stack of the two layers is determined by eliminating the
components F1(0) and F2(0) in the equations above. Denoting by R1,i j and R2,i j (i, j = 1,2) the
blocs of R1 and R2,
R1 =
[
R1,11 R1,12
R1,21 R1,22
]
, R2 =
[
R2,11 R2,12
R2,21 R2,22
]
, (10.68)
the expression of R is given by
R =
 R1,11−R1,12
1
R1,22−R2,11 R1,21 R1,12
1
R1,22−R2,11 R2,12
−R2,21 1R1,22−R2,11 R1,21 R2,22−R2,21
1
R1,22−R2,11 R2,12
 . (10.69)
Again, one can check that the algorithm is stable since the only inverted blocs are the diagonal
ones, which are well-conditioned.
10.6 Numerical application
A simple numerical example is considered to put the exact modal method to the test. The
structure is made of a set of rectangular rods with dielectric constant ε1,1/ε0 = 12.96 (cor-
responding to the index 3.6 for Si at optical wavelengths), width w1,1 = 0.28d and height
h= d/(2
√
2), where d is the spatial period of the grating (see figure 10.4). This lamellar grating
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x3
x1
ε1,1
w1,1w1,2
d
ε0, µ0
ε0, µ0
θ i θ r
Figure 10.4: The considered structure for the numerical example: a single layer made of rectangular
rods.
is illuminated by a plane wave with an incident angle θ i = 45◦. The oscillating frequency is
ω = 2pi/(d√ε0µ0), which corresponds to a wavelength equal to the spatial period d. The effi-
ciency diffracted in the order zero, i.e. at the reflected angle θ r = θ i = 45◦ is calculated for both
s and p-polarizations which correspond respectively to the electric and magnetic fields reduced
to a single component along the invariance axis x2. Each component of the electromagnetic
field is described by a finite number (2n+1) of exact modes. Reflected efficiency in the order
zero for different values of the number of exact modes (2n+ 1) is represented on figure 10.5.
These curves show that these efficiencies differ from their converged value with less than one
percent from (2n+ 1) = 7 in s-polarization and (2n+ 1) = 5 in p-polarization (the converged
values are 0.7323 and 0.9487 in s and p polarizations). This convergence is found to be faster
than in the case of the modal method with Fourier basis [2] (see also chapter 13 for the Fourier
modal method) where an error smaller than one percent is obtained from (2n+ 1) = 17 and
(2n+1) = 27 in s and p polarizations respectively (the method [2] contains all the techniques
to improve the convergence of the truncated Fourier series [14]). This improvement of the con-
vergence resulting from the use of the exact modes becomes a significant advantage when three
dimensional woodpile structures are considered [4] (the total number of modes (2n+ 1)2 can
be reduced by a factor of 10).
10.7 Lamellar gratings including infinitely conducting metal
The motivations for studying lamellar metallic gratings are numerous. Indeed periodic metallic
structures are good candidates for extraordinary transmission [15, 16], compact antennas [17],
modified local density of states [18, 19, 20], negative index materials [21, 22], et c. However,
the use of the EMM (as well as the Fourier modal method) leads to numerical instabilities, even
if S or R algorithms [13] are implemented.
The method presented in previous sections is extended in order to obtain a suitable model
for structures including infinitely conducting metal. Indeed, it necessary to modify the numeri-
cal algorithm to prevent the EMM from numerical instabilities. A convergence test shows that
the method converges rapidly and is numerically stable. Finally, a comparison of a field map
with the fictitious sources method shows perfect agreement.
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Figure 10.5: Efficiency in the zero order for s-polarization (left panel) and p-polarization (right
panel).
10.7.1 Background
The set of first order equations (10.9) representing the time harmonic Maxwell’s equations is
considered in non magnetic media (µ = µ0):
E = (ωε)−1∇×H , H = (ωµ0)−1∇×E . (10.70)
The permittivity function ε is well-defined for linear (eventually dispersive and absorptive)
dielectric materials and, in domains with infinitely conducting metal, the electric field must
vanish. The two different regimes, dielectric and infinitely conducting, can be compiled by
defining the characteristic function
Ψa =
{
1 in dielectric materials ,
0 in infinitely conducting metal.
(10.71)
Thus, for systems including dielectrics and infinitely conducting metals, the time harmonic
Maxwell’s equations can be written
E =Ψa(ωε)−1∇×H , H = (ωµ0)−1∇×E . (10.72)
With this set of equations, all the procedure derived in sections 10.3 and 10.4 remains valid
provided ε and ε−1 are respectively replaced byΨaε andΨaε−1, and the matrix V−1 is replaced
by V †, the adjoint of V . Indeed, from the expression of the exact eigenvalues and eigenvectors
given in see appendix 10.8.5, the exact eigenvectors vanish in the interval [a,d] and thus they
cannot form a complete set of the Hilbert space of square integrable functions on the [0,d].
Consequently, it is not possible to develop all square integrable function on [0,d] from the
exact eigenvectors which span only the interval [a,d], and thus the matrix (operator) V is not
invertible.
As indicated in [23], this non-invertible matrix V is at the origin of numerical instabilities
when several lamellar layers are stacked. A solution is to consider the “impedance” algorithm
presented in [24] and [23].
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10.7.2 Impedance algorithm
The impedance algorithm is based on the use of the “impedance” matrix which is defined by[
E(0)
E(h)
]
= Z
[
H(0)
H(h)
]
, E =
[
E˜1
E˜2
]
, H =
[
H˜1
H˜2
]
. (10.73)
The expression of the impedance matrix Z can be determined from equation (10.65), or the
expression
(A−BC)
[
F1(0)
F1(h)
]
= BD
[
F2(0)
F2(h)
]
, (10.74)
where, in the expressions of A, B, C and D, the inverses V−1 and U−1 are replaced respectively
by V † and U†σ−11 .
Now, let Z1 and Z2 be the Z matrices associated with two layers located between the
planes x3 =−h1 and x3 = 0, and x3 = 0 and x3 = h2:[
E(−h1)
E(0)
]
= Z1
[
H(−h1)
H(0)
]
,
[
E(0)
E(h2)
]
= Z2
[
H(0)
H(h2)
]
. (10.75)
Then, the Z matrix associated with the stack of the two layers is determined by eliminating the
components E(0) and H(0) in the equations above. Denoting by Z1,i j and Z2,i j (i, j = 1,2) the
blocs of Z1 and Z2,
Z1 =
[
Z1,11 Z1,12
Z1,21 Z1,22
]
, Z2 =
[
Z2,11 Z2,12
Z2,21 Z2,22
]
, (10.76)
the expression of Z is given by
Z =
 Z1,11−Z1,12
1
Z1,22−Z2,11 Z1,21 Z1,12
1
Z1,22−Z2,11 Z2,12
−Z2,21 1Z1,22−Z2,11 Z1,21 Z2,22−Z2,21
1
Z1,22−Z2,11 Z2,12
 . (10.77)
More details about the method and the structures which can be modelled can be found in
references [24] and [23].
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10.7.3 Numerical example
The considered lamellar grating is a set of periodically-spaced and infinitely conducting “F”
shaped scatterers, embedded in vacuum, see figure 10.6. This grating is illuminated by a plane
x3
x1
ha
hb
hc
he
a
b
c
e
d
θθr
Figure 10.6: The considered lamellar grating: The spatial period is d = 20.0u, where u is an arbitrary unit; The
four layers have air width a = 18.0u, b = 15.0u, c = 18.0u, e = 13.0u, and thickness ha = 4.0u, hb = 2.0u,
hc = 3.0u and he = 2.0u.
wave with wavelength equal to 0.1d, corresponding to the tenth of the spatial period. The
incident angle of this plane wave is θ = 45 degrees, and the conical angle ϕ = 30 degrees.
Finally, the incident field is s-polarized, i.e. the electric field is perpendicular to the incident
plane. To complete this first test, the total reflectivity has been represented on figure 10.7 as
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Figure 10.7: The convergence of the main reflected order (left panel) and of the total reflectivity (central panel)
when the number of exact eigenfunctions increases. Right panel: total reflectivity as a function of the wavelength
(in the arbitrary unit u) for 21 and 101 exact eigenfunctions.
a function of the wavelength 2pi/(ω√ε0µ0) for 21 and 101 modes. It shows that the exact
modal method converges very rapidly since, for 2pi/(ω√ε0µ0) equal to 2.0u and 3.0u, there
are respectively 19 and 13 diffracted orders.
Finally, it is relevant to compare the present results to those obtained through the ficti-
tious sources method. The latter, described in [25, 26, 27, 28, 29, 30], has the ability to solve
problems of diffraction by arbitrary-shaped objects and it is moreover well-adapted to perfectly
conducting materials. Figure 10.8 shows that the agreement between the two methods is nearly
perfect.
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Figure 10.8: Maps of log10 |E1| – the electric field along the periodicity direction – using the modal method (left
panel) and the fictitious sources method (right panel).
10.8 Appendix. Calculation of the exact modes and eigenvalues
It is shown here how to determine exactly the eigenvalues and the eigenfunctions of the operator
K associated with a lamellar layer in a very general case. An analogous reasoning provides the
ones of the operator associated with the others lamellar layers.
From the expression (10.50), every eigenvalue Λn of the operator K is either an eigenvalue
of Kε1 or Kµ1 . So, it is sufficient to determine the set of eigenvalues {Λν1,n |n ∈ N} associated
with the set of eigenfunctions {φν1,n |n∈N} of the scalar operator Kν1 , with ν1 = ε1 or ν1 = µ1.
10.8.1 The equation satisfied by the exact eigenvalues
From the expression (10.50), the operator Kν1 is the sum of the two operatorsω2ε1µ1+∂1ν
−1
1 ∂1ν1
and ∂ 22 : the first one is an operator of the single variable x1 and the second is an operator of the
single variable x2. Thus, we can perform a variable separation: every eigenfunction of Lν1 can
be written
φν1,n(x1,x2) = φ
(1)
n1 (x1)φ
(2)
n2 (x2) n1,n2 ∈ N , (10.78)
where φ (1)n1 and φ
(2)
n2 are respectively eigenfunctions of the first and second operators which
constitute Lν1 .
In the case of a lamellar grating which is invariant in the direction x2, this direction of
invariance is considered using the Fourier decomposition (10.6). Thus the eigenfunction of ∂ 22
is just
φ (2)n2 (x2) = exp[ik2x2] k2 ∈ R , (10.79)
and the integer n2 plays no role (integer n will be simply n1). In the case of woodpile crystals,
it is easy to verify that the plane-wave
φ (2)n2 (x2) = exp{i[k2+2pi p(n2)/d2]x2/d2} p(n2) ∈ Z (10.80)
is an eigenfunction of the operator ∂ 22 and satisfies the partial Bloch boundary condition (10.8)
adapted for the variable x2. Let λ
(2)
n2 be the associated eigenvalue. Then, from (10.79,10.80),
Λ(2)n2 =−[k2+2piq(n2)/d2]2 . (10.81)
Note that, for lamellar gratings and eigenfunctions (10.79), the integer q(n2) is set to zero.
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The x1-dependency of the eigenfunction (10.78) is determined using the usual transfer
matrix [31, 32, 33]. Let λ (1)n1 be the eigenvalue associated with φ
(1)
n1 :[
ω2ε1µ1+∂1ν
−1
1 ∂1ν1
]
φ (1)n1 = Λ
(1)
n1 φ
(1)
n1 . (10.82)
In order to obtain a set of first order differential equations, the following column vector is
introduced
Fn1 =
[
ν1φ
(1)
n1
ν−11 ∂1ν1φ
(1)
n1
]
. (10.83)
Note that, from equation (10.82), the two components of this vector are continuous functions.
Now, suppose that the unit cell of the considered lamellar layer is made of J rods of width w1, j,
permittivity ε1, j and permeability µ1, j, j = 1,2, · · · ,J (figure 10.9): we denote by ν1, j the value
x3
x1
ν1,1 ν1,2 ν1,3 ν1 = ε1, µ1
w1,1 w1,2 w1,3
d
Figure 10.9: A layer made of three rods per unit cell (J = 3): the three rods have width w1, j,
permittivity ε1, j and permeability µ1, j, j = 1,2,3.
of the function ν1 in the rod j, j = 1,2, · · · , J. Then, from equation (10.82), the vector (10.83)
satisfies [33]
Fn1(d) = T1
(
Λ(1)n1
)
Fn1(0) , (10.84)
where
T1(Λ) = T1,J(Λ) T1,J−1(Λ) · · · T1,1(Λ) , (10.85)
T1, j(Λ) = P1, j(Λ,w1, j) , (10.86)
P1, j(Λ,w) =
[
cos(β1, jw) ν1, jβ
−1
1, j sin(β1, jw)
−ν−11, j β1, j sin(β1, jw) cos(β1, jw)
]
, (10.87)
β1, j =
√
ω2ε1, jµ1, j−Λ j = 1,2, · · · ,J . (10.88)
Note that the four elements of each matrix T1, j only depend on β 21, j: the expression (10.87)
is independent of the definition of the square root (10.88). In addition to (10.84), the vector
(10.83) has to satisfy the partial Bloch boundary condition (10.8) for the variable x1:
Fn1(d) = exp[ik1d]Fn1(0) . (10.89)
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The combination of (10.84) and (10.89) implies that exp[ik1d] is an eigenvalue of the matrix
T1
(
Λ(1)n1
)
: the equation
det
{
T1
(
Λ(1)n1
)− exp[ik1d]}= 0 (10.90)
determines the eigenvalues Λ(1)n1 . This last equation can be simplified using the fact that detT1 =
1 (since, from (10.86), detT1, j = 1, j = 1,2, · · · ,J): if exp[ik1d] is an eigenvalue of T1, then
exp[−ik1d] is also. Thus, the equation (10.90) is equivalent to
trT1
(
Λ(1)n1
)−2cos[k1d] = 0 , (10.91)
where trT1 is the trace of matrix T1. Once the eigenvalues Λ
(1)
n1 are determined from (10.91),
the associated eigenvectors φ (1)n1 are also obtained using the transfer matrix [32]: firstly, the
eigenvector Fn1(0) in C2 (associated with the eigenvalue exp[ik1d]) of the matrix T1
(
Λ(1)n1
)
is
determined; secondly, the expression of φ (1)n1 in the rod j can be deduced from
Fn1(x1) = P1, j
(
Λ(1)n1 ,x1− x1, j
)
Fn1(x1, j−1) , (10.92)
where
x1,0 = 0 , x1, j =
j
∑
q=1
w1,q j = 1,2, · · · , J . (10.93)
Finally the eigenvalues of the operator Kν1 are
λν1,n = λ
(1)
n1 +λ
(2)
n2 , (10.94)
whose the two parts are respectively given by (10.91) and (10.81), and the expression of associ-
ated eigenvectors is (10.78) whose the two parts are respectively given by (10.92) and (10.80).
Concerning the functions of the operators U = σ1V and W = σ−11 ∂1σ1V used in section 10.4
[see equation (10.56)], they are equal to the functions(
ν1φ
(1)
n1
)
(x1)φ
(2)
n2 (x2) ,
(
ν−11 ∂1ν1φ
(1)
n1
)
(x1)φ
(2)
n2 (x2) , (10.95)
where n1 and n2 are in N, the expression of ν1φ
(1)
n1 and ν
−1
1 ∂1ν1φ
(1)
n1 in the rod j can be deduced
from (10.83,10.92) and the expression of φ (2)n2 is given by (10.80).
10.8.2 Real eigenvalues
Here, we suppose that the permittivity and permeability are real positive functions:
ε1(x1) ∈ R , ε+ > ε1(x1)> 0; µ1(x1) ∈ R , µ+ > µ1(x1)> 0 . (10.96)
Under these conditions, the operator Kν1 is selfadjoint and its eigenvalues are real when the
following inner product is used:
(φ ,ψ)−→ 1
d
∫ d
0
φ(x1)ψ(x1)ν1(x1)dx1 . (10.97)
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The only difficulty in the numerical determination of the eigenvalues (10.94) is to find the real
numbers λ (1)n1 which satisfy the transcendental equation (10.91).
Since the numbers Λ(1)n1 are eigenvalues of the operator ω2ε1µ1+∂1ν
−1
1 ∂1ν1 ≤ ω2ε+µ+,
these numbers are on the semi-axis (−∞,ω2ε+µ+]. This property makes their numerical deter-
mination easier and provides a way to number them:
ω2ε+µ+ ≥ Λν1,1 ≥ Λν1,2 · · · ≥ Λν1,n ≥ ·· · (10.98)
However, two difficulties can occur in this numerical determination. We give herein the solu-
tions we have adopted.
The first difficulty comes from the possibility for two consecutive numbers Λ(1)n1 to be
very close to each other. Our solution is to use an algorithm which determines the zeros of
the function trT1(Λ)−2cos[k1d] on the left side of equation (10.91) by taking into account this
function together with its derivative with respect to Λ. If two numbers Λ(1)n1 are very close one
to each other, then the derivative is close to zero. Thus such algorithm needs to determine the
function
d
dΛ
{
trT1(Λ)−2cos[k1d]
}
= tr
dT1
dΛ
(λ ) . (10.99)
The expression of the derivative of the matrix T1 can be deduced from (10.85,10.86):
dT1
dΛ
=
dT1,J
dΛ
T1,J−1 · · · T1,1+T1,J dT1,J−1dΛ · · · T1,1+ · · ·+T1,J T1,J−1 · · ·
dT1,1
dΛ
, (10.100)
where, for j = 1,2, · · · ,J, the derivative of matrices
dT1, j
dΛ
=
1
2
[
a1, j b1, j
c1, j d1, j
]
(10.101)
is given by
a1, j = w1, jβ−11, j sin[β1, jw1, j] ,
b1, j = ν1, jβ−31, j sin[β1, jw1, j]−ν1, jw1, jβ−21, j cos[β1, jw1, j] ,
c1, j = ν−11, j β
−1
1, j sin[β1, jw1, j]+ν
−1
1, j w1, j cos[β1, jw1, j] ,
d1, j = w1, jβ−11, j sin[β1, jw1, j] .
(10.102)
The second difficulty comes from the possibility of numerical instabilities in the expres-
sions (10.87,10.101) since the numbers β1, j (10.88) can have non-vanishing imaginary part. A
solution is to multiply the four coefficients of matrices T1, j and their derivative (10.101) by the
number
N j = exp
[−| Im(β1, j)|w1, j ] j = 1,2, · · · ,J , (10.103)
and the term 2cos[k1d] wich appears in (10.91) by the product
N = NJNJ−1 · · ·N1 . (10.104)
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10.8.3 Complex eigenvalues
Here, the permittivity and permeability can take any complex value: ν1, j is in C, where ν1 =
ε1,µ1 and j = 1,2, · · · ,J. The operator Kν1 is not selfadjoint and then, its eigenvalues are, in
general, in the complex plane. The determination of these complex eigenvalues λ (1)n1 which
satisfy the equation (10.91) has been intensively studied using different methods [7, 8, 34].
We present here a method similar to the one presented in [8]: the complex eigenvalues
are deduced from the real eigenvalues by an analytic continuation. However, our method differs
from the one presented in [8] since we make varying the phase of the numbers ν1, j instead of
their imaginary part. We think that it is better to make varying the phase since, from that we
have observed, it leaves invariant the generalization to the complex case
Re(Λν1,1)≥ Re(Λν1,2) · · · ≥ Re(Λν1,p) · · · (10.105)
of the numbering used when the eigenvalues are real (10.98).
We define for all t in [0,1] the functions
ν˜1, j(t) = |ν1, j|exp[it arg(ν1, j)] , (10.106)
where arg(ν1, j) is the phase of the complex number ν1, j, ν1 = ε1,µ1 and j = 1,2, · · · ,J. Sub-
stituting the numbers ν1, j (where ν1 = ε1,µ1) for ν˜1, j(t) in equations (10.85,10.86), we obtain
the matrix T˜1(Λ, t). For each value of t, we define the numbers Λ˜
(1)
n1 (t) which satisfy
trT˜1
[
Λ˜(1)n1 (t), t
]−2cos[k1d] = 0 . (10.107)
Then, the numbers Λ˜(1)n1 (1) are the desired complex eigenvalues Λ
(1)
p1 and the numbers Λ˜
(1)
n1 (0)
are real eigenvalues which can be determined using the method presented in the previous section
10.8.2. Assuming that Λ˜(1)n1 (t) are continuous and differentiable functions of t, the complex
numbers Λ˜(1)n1 (1) can be estimated from the numbers Λ˜
(1)
n1 (0) by a numerical integration [8] of
dΛ˜(1)n1
dt
(t) =− tr(∂ T˜1/∂Λ)
[
Λ˜(1)n1 (t), t
]
tr(∂ T˜1/∂ t)
[
Λ˜(1)n1 (t), t
] , (10.108)
where ∂ T˜1/∂Λ is given by substituting the numbers ν1, j for ν˜1, j(t) in equations (10.100,10.101)
and ∂ T˜1/∂ t is determined similarly. Finally the obtained estimates of numbers Λ˜
(1)
p1 (1) are used
to initiate any of the classical methods for the numerical solution of equations [8]. Then, one
obtains the desired complex eigenvalues.
In order to eliminate the numerical instabilities, one has to multiply each matrix T1, j and
their derivatives by the numbers N j (10.103) as in the previous section 10.8.2.
10.8.4 Eigenfunctions
From (10.92), the expression of each eigenfunction φ (1)n1 is given by the coefficients of the
column vectors Fn1(x1, j), j = 0,1, · · · ,J. On the numerical side, the only difficulty comes from
the fact that numerical instabilities in the expression of the transfer matrices (10.86,10.87).
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A solution based on the R-matrix algorithm (or S-matrix) should consist in using the algorithm
presented in [35] to obtain the vector Fn1(x1,0) (and the vector Fn1(x1,J) = exp[k1d]Fn1(x1,0)) and
then, the algorithm presented in [36, section V] to obtain the vectors Fn1(x1, j), j= 1,2, · · · ,J−1.
However, we propose to use another solution which benefits of the fact that we deal with 2×2
matrices.
We define the following complex coefficients:[
T j11 T
j
12
T j21 T
j
22
]
= T1,J
(
Λ(1)n1
)
T1,J−1
(
Λ(1)n1
) · · · T1, j(Λ(1)n1 ) , (10.109)
[
τ j11 τ
j
12
τ j21 τ
j
22
]
= T1, j
(
Λ(1)n1
)
T1, j−1
(
Λ(1)n1
) · · · T1,1(Λ(1)n1 ) , (10.110)[
F j1
F j2
]
= Fn1(x1, j) j = 0,1, · · · , J . (10.111)
Since Fn1(x1,0) is an eigenvector of the matrix T1
(
Λ(1)n1
)
associated with the eigenvalue exp[k1d]),
its coefficients satisfy
F 02 =−
T J11N− exp[k1d]N
T J12N
F 01 , (10.112)
where the numbers T J11N and T
J
12N are obtained by multiplying each coefficient of matrices
T1, j
(
Λ(1)n1
)
by the number N j. The coefficients F J1 and F
J
2 are deduced from (10.89,10.112)
and then, one can obtain the other coefficients for j = 1,2, · · · ,J−1:
F j1 =
T j+122 τ
j
11N
T j+121 τ
j
11N+ τ
j
21T
j+1
22 N
(
F J2
T j+122
−F
0
2
τ j11
)
,
F j2 =
T j+111 τ
j
22N
T j+111 τ
j
12N+ τ
j
22T
j+1
12 N
(
F J1
T j+111
−F
0
1
τ j22
)
,
(10.113)
where, as in (10.112), the multiplication by the number N consists in multiplying each coeffi-
cient of matrices T1, j
(
Λ(1)n1
)
by the number N j.
Finally these functions have to be normalized. From the definition (10.97) of the inner
product, one has to compute
∥∥φ (1)n1 ∥∥2ν1 = 1d
∫ d
0
∣∣φ (1)n1 (x1)∣∣2ν1(x1)dx1 (10.114)
when the functions ε1 and µ1 have the property (10.96). In the general case (where ε and µ
are complex valued functions), one has to use the formalism presented in [9, section 2.3]. It is
possible to compute analytically the expression (10.114):
∥∥φ (1)p1 ∥∥2ν1 = 12d1,1
J
∑
j=1
w1, j
ν1, j
(∣∣F j−11 ∣∣2+β−21, j ν−21, j ∣∣F j−12 ∣∣2)
−β−21, j Re
(
iF j−11 F
j−1
2 − iF j1F j2
)
.
(10.115)
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This expression allows to eliminate the numerical instabilities which can occur from the expo-
nential functions. Note that all the coefficients of matrices defined in sections 10.4 and 10.5
(matrices U , V and W ) can be also computed analytically in order to eliminate the numerical
instabilities.
10.8.5 The case with infinitely conducting metal
For the sake of simplicity, a single layer made of two rods per unit cell, similar to the one
represented on figure 10.4, is considered: it is located between the two horizontal planes defined
by equations x3 = 0 and x3 = h, the first rod is made of dielectric material with dielectric
constant ε1,1 = εa and width w1,1 = a, and the second rod is made of infinitely conducting
metal (its width is w1,2 = d−a). Thus, defining the characteristic function
Ψa(x1) =
{
1 , 0≤ x1+ pd ≤ a
0 , a < x1+ pd < d
, p ∈ Z , (10.116)
the set of equations (10.72) restricted to the domain 0≤ x3 ≤ h becomes:
E =Ψa(ωεa)−1∇×H , H = (ωµ0)−1∇×E . (10.117)
After the Floquet and Fourier decompositions (see section 10.2), the equations (10.117) above
becomes
Ê =Ψa(ωεa)−1∇k2× Ĥ , Ĥ = (ωµ0)−1∇k2× Ê , (10.118)
where∇k2× is the curl operator with the partial derivation ∂2 replaced by ik2. For all fixed Bloch
wave vector k1, let H (k1) be the Hilbert space of functions which satisfy the two conditions
(10.7) and (10.8), i.e. the space square integrable function on the domain [0,d] with the partial
Bloch boundary condition. The combination of the square integrability (10.7) together with
the equations (10.118) imposes that: the tangential components of Ê are continuous at all the
interfaces separating dielectrics and infinitely conducting metal [since Ĥ = (ωµ0)−1∇k2 × Ê
everywhere]; and the tangential components of Ĥ are continuous at all the interfaces separating
dielectrics. More precisely, in the present case, the metallic rod imposes the conditions:
Ê1(x1,k1,k2,x3) = Ê2(x1,k1,k2,x3) = 0 , a≤ x1 ≤ d , x3 = 0,h ;
Ê2(x1,k1,k2,x3) = Ê3(x1,k1,k2,x3) = 0 , 0≤ x3 ≤ h, x1 = 0,a .
(10.119)
From (10.118) and (10.119), the components Ê2 and Ê3 of the electric field are continuous
functions of the variable x1 and satisfy the equation[
∂ 23 +La
]
Ê j = 0 , La = ω2Ψaεaµ0− k22 +∂ 21 , j = 2,3 . (10.120)
where La is acting on the Hilbert spaceHa(k1)⊂H (k1) defined byHa(k1) = {φ =Ψaψ |ψ ∈
H (k1) , φ(0) = φ(a) = 0}. Since the Fourier decomposition (10.6) has been performed in the
present case, the solely x1-dependence is considered (the x2-dependence is the same than in
section 10.8.1). Let {φa,n1 |n1 ∈ N} be the set of the eigenfunctions of La and {λa,n1 |n1 ∈ N}
the associated eigenvalues:
Laφa,n1 = λa,n1 φa,n1 , n1 ∈ N . (10.121)
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The expression of these eigenfunctions and the associated eigenvalues is
φa,n1 : x1 7−→
√
2
a
Ψa(x1)sin[n1pix1/a] , λa,n1 = ω
2εaµ0− k22−
(n1pi
a
)2
. (10.122)
Note that, for n1 = 0, the function φa,0 is not an eigenfunction of the operator La since it is the
null function. We include it because it is more convenient for the next calculations. Developing
the components Ê2 and Ê3 on this orthonormal set of eigenfunctions, we obtain from (10.120)
the following (formal) expression:
Ê j(x3) = ∑
n1∈N
φa,n1
[
Ê(a,n1)j (0)cos
(√
λa,n1 x3
)
+
(
∂3Ê
(a,n1)
j
)
(0)
sin
(√
λa,n1 x3
)√
λa,n1
]
, j = 2,3 ,
(10.123)
where the coefficients Ê(a,n1)j (0) and
(
∂3Ê
(a,n1)
j
)
(0) are respectively the projection uppon the
functions φa,n1 of Ê j and ∂3Ê j,
Ê(a,n1)j (x3) =
∫
[0,d]
dx1φa,n1(x1)Ê j(x1,x3) ,(
∂3Ê
(a,n1)
j
)
(x3) =
∫
[0,d]
dx1φa,n1(x1)
(
∂3Ê j
)
(x1,x3) , j = 2,3 ,
(10.124)
taken at x3 = 0.
From (10.118), the electric field satisfies ∇ · Ê = 0. Then, the expression of the first
component Ê1 of the electric field can be deduced from the expression (10.123) of the other two
components: ∂1Ê1 = −ik2Ê2− ∂3Ê3. In particular, its x1-dependence can be developed on the
eigenfunctions of the operator
L′a = ω
2εaµ0− k22 +∂ 21 , (10.125)
acting on the Hilbert spaceH ′a (k1) ⊂H (k1) defined by H ′a (k1) = {φ = Ψaψ |ψ ∈H (k1) ,
(∂1φ)(0) = (∂1φ)(a) = 0}. Let {φ ′a,n1 |n1 ∈ N} be the set of the eigenfunctions of L′a and{λa,n1 |n1 ∈ N} the associated eigenvalues:
L′aφ
′
a,n1 = λa,n1 φ
′
a,n1 , n1 ∈ N . (10.126)
The expression of these eigenfunctions is
φ ′a,0 : x1 7−→
√
1
a
Ψa(x1) ,
φ ′a,n1 : x1 7−→
√
2
a
Ψa(x1)cos[n1pix1/a] , n1 ∈ N\{0} .
(10.127)
Note that the numbering of the eigenfunctions of La and L′a is done such that, for all n1 in N,
they are associated with the same eigenvalues given by (10.122).
Finally, the modal basis associated with the magnetic field is deduced from the equation
Ĥ = (ωµ0)−1∇k2× Ê (10.118). The x1-dependence of the component Ĥ1 can be developed on
the eigenfunctions of the operator La (10.122) while the x1-dependence of the components Ĥ2
and Ĥ3 can be developed on the eigenfunctions of the operator L′a (10.127).
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11.1 Introduction
In this chapter we describe a selection of mathematical techniques and results that suggest in-
teresting links between the theory of gratings and the theory of homogenization, including a
brief introduction to the latter. By no means do we purport to imply that homogenization theory
is an exclusive method for studying gratings, neither do we aim to be exhaustive in our choice
of topics within the subject of homogenization. Our preferences here are motivated most of
all by our own latest research, and by our outlook to the future interactions between these two
subjects. We have also attempted, in what follows, to contrast the “classical” homogenization
(Section 11.1.2), which is well suited for the description of composites as we have known them
since their advent until about a decade ago, and the “non-standard” approaches, high-frequency
homogenization (Section 11.2) and high-contrast homogenization (Section 11.3), which have
been developing in close relation to the study of photonic crystals and metamaterials, which ex-
hibit properties unseen in conventional composite media, such as negative refraction allowing
for super-lensing through a flat heterogeneous lens, and cloaking, which considerably reduces
the scattering by finite size objects (invisibility) in certain frequency range. These novel electro-
magnetic paradigms have renewed the interest of physicists and applied mathematicians alike
in the theory of gratings [1].
11.1.1 Historical survey on homogenization theory
The development of theoretical physics and continuum mechanics in the second half of the 19th
and first half of the 20th century has motivated the question of justifying the macrosopic view
of physical phenomena (at the scales visible to the human eye) by “upscaling” the implied
microscopic rules for particle interaction at the atomic level through the phenomena at the
intermediate, “mesoscopic”, level (from tenths to hundreds of microns). This ambition has
led to an extensive worldwide programme of research, which is still far from being complete
as of now. Trying to give a very crude, but more or less universally applicable, approximation
of the aim of this extensive activity, one could say that it has to do with developing approaches
to averaging out in some way material properties at one level with the aim of getting a less
detailed, but almost equally precise, description of the material response. Almost every word
in the last sentence needs to be clarified already, and this is essentially the point where one
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could start giving an overview of the activities that took place during the years to follow the
great physics advances of a century ago. Here we focus on the research that has been generally
referred to as the theory of homogenization, starting from the early 1970s. Of course, even at
that point it was not, strictly speaking, the beginning of the subject, but we will use this period
as a kind of reference point in this survey.
The question that a mathematician may pose in relation to the perceived concept of “aver-
aging out” the detailed features of a heterogeneous structure in order to get a more homogeneous
description of its behaviour is the following: suppose that we have the simplest possible linear
elliptic partial differential equation (PDE) with periodic coefficients of period η > 0. What is
the asymptotic behaviour of the solutions to this PDE as η → 0? Can a boundary-value prob-
lem be written that is satisfied by the leading term in the asymptotics, no matter what the data
unrelated to material properties are? Several research groups became engaged in addressing
this question about four decades ago, most notably those led by N. S. Bakhvalov, E. De Giorgi,
J.-L. Lions, V. A. Marchenko, see [2], [3], [4], [5] for some of the key contributions of that
period. The work of these groups has immediately led to a number of different perspectives
on the apparently basic question asked above, which in part was due to the different contexts
that these research groups had had exposure to prior to dealing with the issue of averaging.
Among these are the method of multiscale asymptotic expansions (also discussed later in this
chapter), the ideas of compensated compactness (where the contribution by L. Tartar and F.
Murat [6], [7] has to be mentioned specifically), the variational method (also known as the “Γ-
convergence"). These approaches were subsequently applied to various contexts, both across
a range of mathematical setups (minimisation problems, hyperbolic equations, problems with
singular boundaries) and across a number of physical contexts (elasticity, electromagnetism,
heat conduction). Some new approaches to homogenization appeared later on, too, such as the
method of two-scale convergence by G. Nguetseng [8] and the periodic unfolding technique by
D. Cioranescu, A. Damlamian and G. Griso [9]. Established textbooks that summarise these
developments in different time periods, include, in addition to the already cited book [4], the
monographs [10], [11], [12], and more recently [13]. The area that is perhaps worth a separate
mention is that of stochastic homogenization, where some pioneering contributions were made
by S. M. Kozlov [14], G. C. Papanicolaou and S. R. S. Varadhan [15], and which has in recent
years been approached with renewed interest.
A specific area of interest within the subject of homogenization that has been rapidly de-
veloping during the last decade or so is the study of the behaviour of "non-classical" periodic
structures, which we understand here as those for which compactness of bounded-energy so-
lution sequences fails to hold as η → 0. The related mathematical research has been strongly
linked to, and indeed influenced by, the parallel development of the area of metamaterials and
their application in physics, in particular for electromagnetic phenomena. Metamaterials can
be roughly defined as those whose properties at the macroscale are affected by higher-order be-
haviour as η → 0. For example, in classical homogenization for elliptic second-order PDE one
requires the leading (“homogenised solution”) and the first-order (“corrector”) terms in the η-
power-series expansion of the solution in order to determine the macroscopic properties, which
results in a limit of the same type as the original problem, where the solution flux (“stress”
in elasticity, “induction” in electromagnetics, “current” in electric conductivity, “heat flux” in
heat conduction) depends on the solution gradient only (“strain” in elasticity, "field" in elec-
tromagnetics, “voltage” in electric conductivity, “temperature gradient” in heat condiction). If,
however, one decides for some reason, or is forced by the specific problem setup, to include
higher-order terms as well, they are likely to have to deal with an asymptotic limit of a different
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type for small η , which may, say, include second gradients of the solution in its constitutive law.
One possible reason for the need to include such unusual effects is the non-uniform (in η) ellip-
ticity of the original problems or, using the language of materials science, the high-contrast in
the material properties of the given periodic structure. Perhaps the earliest mathematical exam-
ple of such degeneration is the so-called "double-porosity model", which was first considered
by G. Allaire [16] and T. Arbogast, J. Douglas, U. Hornung [17] in the early 1990s. A detailed
analysis of the properties of double-porosity models, including their striking spectral behaviour
did not appear until the work [18] by V. V. Zhikov. We discuss the double-porosity model and
its properties in more detail in Section 11.3.
Before moving on to the next section, it is important to mention one line of research within
the homogenization area that has had a significant rôle in terms of application of mathematical
analysis to materials, namely the subject of periodic singular structures (or “multi-structures”,
see [19]). While this subject is clearly linked to the general analysis of differential operators on
singular domains (see [20]), there has been a series of works that develop specifically homog-
enization techniques for periodic structures of this kind (also referred to as “thin structures” in
this context), e.g. [21], [22]. It turns out that overall properties of such materials are similar
to those of materials with high contrast. In the same vein, it is not difficult to see that com-
pactness of bounded-energy sequences for problems on periodic thin structures does not hold
(unless the sequence in question is suitably rescaled), which leads to the need for non-classical,
higher-order, techniques in their analysis.
11.1.2 Multiple scale method: Homogenization of microstructured fibers
Let us consider a doubly periodic grating of pitch η and finite extent such as shown in Fig.11.1.
An interesting problem to look at is that of transverse electric (TE) modes— when the mag-
netic field has the form (0,0,H)— propagating within a micro-structured fiber with infinite
conducting walls. Such an eigenvalue problem is known to have a discrete spectrum: we look
for eigenfrequencies ω and associated eigenfields H such that:
(Pη) :

−
2
∑
i, j=1
∂
∂xi
(
ε−1i j (
x
η
)
∂H(x)
∂x j
)
= ω2µ0ε0H(x) in Ω f ,
ε−1i j (
x
η
)
∂H(x)
∂xi
n j = 0 on ∂Ω f ,
where we use the convention x = (x1,x2), ∂Ω f denotes the boundary Ω f , and n = (n1,n2) is
the normal to the boundary. Here, ε0µ0 = c−2 where c is the speed of light in vacuum and we
assume that matrix coefficients of relative permittivity εi j(y), with i, j= 1,2, are real, symmetric
(with the convention y= (y1,y2)), of period 1 (in y1 et y2) and satisfy:
M| ξ |2 ≥ εi j(y)ξiξ j ≥ m| ξ |2 , ∀ξ ∈ IR2 , ∀y ∈ Y = [0,1]2 , (11.1)
where | ξ |2 = (ξ 21 + ξ 22 ), for given strictly positive constants M and m. This condition is met
for all conventional dielectric media1.
1When the periodic medium is assumed to be isotropic, εi j(y) = ε(y)δi j, with the Kronecker symbol δi j = 1
if i = j and 0 otherwise. For instance, (11.1) has typically the bounds M = 13 and m = 1 in optics. One class of
problems where this condition (11.1) is violated (the bound below, to be more precise) is considered in Section
11.3 on high-contrast homogenization.
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Figure 11.1: A diagram of the homogenization process: when the parameter η gets smaller (η < η ′), the number
of cells inside the fixed domain Ω f becomes larger. When η  1, Ω f is filled with a large number of small
cells, and can thus be considered as an effective (or homogenized) medium. Such a medium is usually described
by anisotropic parameters depending upon the resolution of auxiliary (“unit cell”) problems set on the rescaled
microcopic cell Y which typically contains one inclusion D.
We can recast (Pη) as follows:
− ∂
∂xi
σ i(H(x)) =
ω2
c2
H(x)
with
σ i(H(x)) = ε−1i j
(
x
η
)
∂H(x)
∂x j
.
The multiscale method relies upon the following ansatz:
H = H0(x)+ηH1(x,y)+η2H2(x,y)+ ... (11.2)
where Hi(x,y), i = 1,2, ... is a periodic function of period Y in y.
In order to proceed with the asymptotic algorithm, one needs to rescale the differential operator
as follows
∂H
∂xi
=
(
∂H0
∂ zi
+
∂H1
∂yi
)
+η
(
∂H1
∂ zi
+
∂H2
∂yi
)
+ ... (11.3)
where ∂/∂ zi stands for the partial derivative with respect to the ith component of the macro-
scopic variable x.
It is useful to set
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σ i(H) = σ i0+ησ
i
1+η
2σ i2+ ...
what makes (11.3) more compact.
Collecting coefficients sitting in front of the same powers of η , we obtain:
σ i0(H) = ε
−1
i j (y)
(
∂H0
∂ zi
+
∂H1
∂yi
)
σ i1(H) = ε
−1
i j (y)
(
∂H1
∂ zi
+
∂H2
∂yi
)
and so forth, all terms being periodic in y of period 1.
Upon inspection of problem (Pη), we gather that
−
(
1
η
∂
∂yi
+
∂
∂ zi
)(
σ i0+ησ
i
1+ ...
)
=
ω2
c2
H(x)+ ...
so that at order η−1
(A ) :− ∂
∂yi
σ i0 = 0 ,
and at order η0
(H ) :− ∂
∂ zi
σ i0−
∂
∂yi
σ i1 =
ω2
c2
H0 .
(the equations corresponding to higher orders in η will not be used here).
Let us show that (H ) provides us with an equation (known as the homogenized equation)
associated with the macroscopic behaviour of the microstructured fiber. Its coefficients will be
obtained thanks to (A ) which is an auxiliary problem related to the microscopic scale. We will
therefore be able to compute H0 and H1 thus, in particular, the first terms of H and σ i.
In order to do so, let us introduce the mean on Y , which we denote < . >, which is an operator
acting on the function g of the variable y:
< g >=
1
| Y |
∫ ∫
Y
g(y1,y2)dy1dy2 ,
where | Y | is the area of the cell Y .
Applying the mean to both sides of (H ), we obtain:
< (H )>:− ∂
∂ zi
< σ i0 >−<
∂
∂yi
σ i1 >=
ω2
c2
H0 < 1 > ,
where we have used the fact that < . > commutes with ∂/∂ zi.
Moreover, invoking the divergence theorem, we observe that
<
∂
∂yi
σ i1 >=
1
| Y |
∫ ∫
Y
∂
∂yi
σ i1(y)dy=
1
| Y |
∫
∂Y
σ i1(y)nids ,
where n= (n1,n2) is the unit outside normal to ∂Y of Y . This normal takes opposite values on
opposite sides of Y , hence the integral over ∂Y vanishes.
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Altogether, we obtain:
< (H )>:− ∂
∂ zi
< σ i0 >=
ω2
c2
H0 ,
which only involves the macroscopic variable x and partial derivatives ∂/∂ zi with respect to the
macroscopic variable. We now want to find a relation between < σ0 > and the gradient in x of
H0. Indeed, we have seen that
σ i0(H) = ε
−1
i j (y)
(
∂H0
∂ z j
+
∂H1
∂y j
)
,
which from (A ) leads to
(A 1) :− ∂
∂yi
(
ε−1i j (y)
∂H1
∂y j
)
=
(
∂H0
∂ z j
)(
∂
∂yi
ε−1i j (y)
)
.
We can look at (A 1) as an equation for the unknown H1(x,y), periodic of period Y in y and
parametrized by x. Such an equation is solved up to an additive constant. In addition to that,
the parameter x is only involved via the factor ∂H0/∂ z j. Hence, by linearity, we can write the
solution H1(x,y) as follows:
H1(x,y) =
∂H0(x)
∂ z j
w j(y) ,
where the two functions w j(y), j = 1,2 are solutions to (A 1) corresponding to ∂H0/∂ z j(x),
j = 1,2 equal to unity with the other ones being zero, that is solutions to:
(A 2) :− ∂
∂yi
(
ε−1i j (y)
∂wk
∂y j
)
= δ jk
(
∂
∂yi
ε−1i j (y)
)
,
with wk(y), k = 1,2 periodic functions in y of period Y 2.
Since the functions wk(y) are known, we note that
σ0i (x,y) = ε
−1
i j (y)
(
∂H0
∂ z j
+
∂H1
∂y j
)
= ε−1i j (y)
(
∂H0
∂ z j
+
∂H0
∂ zk
∂wk(y)
∂y j
)
,
which can be written as
σ i0(x,y) =
(
ε−1ik (y)+ ε
−1
i j (y)
∂wk(y)
∂y j
)
∂H0(x)
∂ zk
.
Lets us now apply the mean to both sides of this equation. We obtain:
< σ i0 > (x) = ε
−1
hom,ik
∂H0(x)
∂ zk
,
which can be recast as the following homogenized problem:
2We note that (A 2) are two equations which merely depend upon ε−1i j (y), that is on the microscopic properties
of the periodic medium. The two functions wk (defined up to an additive constant) can be computed once for all,
independently of Ω f .
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Figure 11.2: Potentials Vx (left) and Vy (right): The unit cell contains an elliptic inclusion of relative permittivity
(ε = 4.0+3i) with minor and major axis a = 0.3 and b = 0.4 in silica (ε = 1.25).
(P0) :

−
2
∑
i,k=1
∂
∂xi
(
ε−1hom,ik
∂H0(x)
∂xk
)
= ω2µ0ε0H0(x) , in Ω f ,
ε−1hom,ik(
x
η
)
∂H0(x)
∂xi
nk = 0 ,on ∂Ω f ,
where ε−1hom,ik denote the coefficients of the homogenized matrix of permittivity given by:
ε−1hom,ik =
1
| Y |
∫ ∫
Y
(
ε−1ik (y)+ ε
−1
i j (y)
∂wk(y)
∂y j
)
dy . (11.4)
As an illustrative example for this homogenized problem, we consider a microstructured waveg-
uide consisting of a medium with relative permittivity ε = 1.25 with elliptic inclusions (of minor
and major axes 0.3 cm and 0.4 cm respectively) with center to center spacing d = 0.1cm with
an infinite conducting boundary i.e. Neumann boundary conditions in the TE polarization.
We use the COMSOL MULTIPHYSICS finite element package to solve the annex prob-
lem and we find that [εhom] from (11.4) writes as [26](
1.9296204 −1.053308310−16
−44.41744410−18 2.1127643
)
,
with < ε >Y= 2.2867255. The off diagonal terms can be neglected.
If we assume that the transverse propagating modes in the metallic waveguide have a small
propagation constant γ  1, the above mathematical model describes accurately the physics.
We show in Fig. 11.3 a comparison between two TE modes of the microstructured waveguide
and its associated anisotropic homogenized counterpart. Both eigenfrequencies and eigenfields
match well (note that we use the waveguide terminology wavenumber k =
√
ω2/c2− γ2).
11.1.3 The case of one-dimensional gratings: Application to invisibility cloaks
There is a case of particular importance for applications in grating theory: that of a periodic
multilayered structure. Let us assume that the permittivity of this medium is ε = α in white
layers and β in yellow layers, as shown in Fig. 11.4.
Equation (A 2) takes the form:
(A 3) :− d
dy
(
ε−1(y)
dw
∂y
)
=
(
d
dy
ε−1(y)
)
,
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Figure 11.3: Comparison between transverse electric fields T E21 and T E31 of a microstructured metallic waveg-
uide for a propagation constant γ = 0.1cm−1 (wavenumbers k = 0.7707cm−1 and k = 0.5478cm−1 respectively),
see left panel, with the T E21 and T E31 modes of the corresponding homogenized anisotropic metallic waveguide
for γ = 0.1cm−1 (k = 0.7607cm−1 and k = 0.5201cm−1, where k =
√
ω2/c2− γ2 =
√
ω2ε0µ0− γ2 were obtained
from the computation of eigenvalues ω of homogenized problem (P0)), see right panel.
with w(y), periodic function in y of period 1.
We deduce that
−dw
dy
= 1+Cε(y) .
Noting that
∫
Y
dw
dy
= w(1)−w(0) = 0, this leads to∫
Y
(1+Cε(y))dy = 0 .
Since | Y |= 1, we conclude that
C =−< ε >−1 .
The homogenized permittivity takes the form:
ε−1hom =
1
| Y |
∫
Y
(
ε−1(y)+ ε−1(y)
dw(y)
dy
)
dy
=< ε−1(y)>−< ε−1(y)+C >
=< ε−1(y)>−< ε−1(y)>+<< ε(y)>−1 >=< ε(y)>−1 .
We note that if we now consider the full operator i.e. we include partial derivatives in y1 and y2,
the anisotropic homogenized permittivity takes the form:
ε−1hom =
(
< ε(y)−1 > 0
0 < ε(y)>−1
)
,
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η
η
η
η
Figure 11.4: Schematic of homogenization process for a one-dimensional grating with homogeneous dielectric
layers of permittivity α and β in white and yellow regions. When η tends to zero the number of layers tends to
infinity, and their thicknesses vanish, in such a way that the width of the overall stack remains constant.
as the only contribution for ε−1hom,11 is 1/ | Y |
∫
Y ε−1(y)dy.
As an illustrative example of what artificial anisotropy can achieve, we propose the design of an
invisibility cloak. For this, let us assume that we have a multilayered grating with periodicity
along the radial axis. In the coordinate system (r,θ), the homogenized permittivity clearly has
the same form as above. If we want to design an invisibility cloak with an alternation of two
homogeneous isotropic layers of thicknesses dA and dB and permittivities α , β , we then need to
use the formula
1
εr
=
1
1+η
(
1
α
+
η
β
)
, εθ =
α+ηβ
1+η
,
where η = dB/dA is the ratio of thicknesses for layers A and B and dA+dB = 1.
We now note that the coordinate transformation r′ = R1 + r R2−R1R2 can compress a disc
r < R2 into a shell R1 < r < R2, provided that the shell is described by the following anisotropic
heterogeneous permittivity [27] εcloak (written in its diagonal basis):
εcloakr =
(
R2
R2−R1
)2(r′−R1
r′
)2
, εcloakθ =
(
R2
R2−R1
)2
, (11.5)
where R1 and R2 are the interior and the exterior radii of the cloak. Such a metamaterial can be
approximated using the formula (11.5), as first proposed in [28], which leads to the multilayered
cloak shown in Fig. 11.5.
11.2 High-frequency homogenization
Many of the features of interest in photonic crystals [44, 45], or other periodic structures, such as
all-angle negative refraction [46, 47, 48, 49] or ultrarefraction [50, 51] occur at high frequencies
419
11.10 Gratings: Theory and Numeric Applications, Second Edition, 2014
Figure 11.5: Propagation of a plane wave of wavelength 7 10−7m (red in the visible spec-
trum) from the left on a multilayered cloak of inner radius R1 = 1.5 10−8m and outer ra-
dius R2 = 3 10−8m, consisting of 20 homogeneous layers of equal thickness and of respective
relative permittivities 1680.70,0.25,80.75,0.25,29.39,0.25,16.37,0.25,10.99,0.25,8.18,0.25,6.50,0.25,5.40,
0.25,4.63,0.25,4.06,0.25 in vacuum. Importantly, one layer in two has the same permittivity.
where the wavelength and microstructure dimension are of similar orders. Therefore the con-
ventional low-frequency classical homogenisation clearly fails to capture the essential physics
and a different approach to distill the physics into an effective model is required. Fortunately
a high frequency homogenisation (HFH) theory as developed in [37] is capable of capturing
features such as AANR and ultra-refraction [52] for some model structures. Somewhat tan-
gentially, there is an existing literature in the analysis community on Bloch homogenisation
[53, 54, 55, 56], that is related to what we call high frequency homogenisation. There is also
a flourishing literature on developing homogenised elastic media, with frequency dependent
effective parameters, based upon periodic media [38]. There is therefore considerable inter-
est in creating effective continuum models of microstructured media that break free from the
conventional low frequency homogenisation limitations.
11.2.1 High Frequency Homogenization for Scalar Waves
Waves propagating through photonic crystals and metamaterials have proven to show different
effects depending on their frequency. The homogenization of a periodic material is not unique.
The effective properties of a periodic medium change depending on the vibration modes within
its cells. The dispersion diagram structure can be considered to be the identity of such a mate-
rial and provides the most important information regarding group velocities, band-gaps of dis-
allowed propagation frequency bands, Dirac cones and many other interesting effects. The goal
of a homogenization theory is to provide an effective homogeneous medium that is equivalent,
in the long scale, to the initial non-homogeneous medium composed of a short-scale periodic,
or other microscale, structure. This was achieved initially using the classical theory of homog-
enization [4, 34, 11, 35, 36] and yields an intuitively obvious result that the effective medium’s
properties consist of simple averages of the original medium’s properties. This is valid so long
as the wavelength is very large compared to the size of the cells (here we focus on periodic
media created by repeating cells). For shorter wavelengths of the order of a cell’s length a more
general theory has been developed [37] that also recovers the results of the classical homoge-
nization theory. For clarity we present high frequency homogeniaztion (HFH) by means of an
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illustrative example and consider a two-dimensional lattice geometry for TE or TM polarised
electromagnetic waves. With harmonic time dependence, exp(−iΩt) (assumed understood and
henceforth suppressed), the governing equation is the scalar Helmholtz equation,
∇2u+Ω2u = 0, (11.6)
where u represent EZ and HZ , for TM and TE polarised electromagnetic waves respectively, and
Ω2 = n2ω2/c2. In our example the cells are square and each square cell of length 2l contains
a circular hole and the filled part of the cell has constant non-dimensionalized properties. The
boundary conditions on the hole’s surface, namely the boundary ∂S2, depend on the polarisa-
tion and are taken to be either of Dirichlet or Neumann type. This approach assumes infinite
conducting boundaries which is a good approximation for micro-waves. We adopt a multiscale
approach where l is the small length scale and L is a large length scale and we set η = l/L 1
to be the ratio of these scales. The two length scales let us introduce the following two indepen-
dent spatial variables, ξi = xi/l and Xi = xi/L. The cell’s reference coordinate system is then
−1 < ξ < 1. By introducing the new variables in equation (11.6) we obtain,
u(X,ξ ),ξiξi +Ω
2u(X,ξ )+2ηu(X,ξ ),ξiXi +η
2u(X,ξ ),XiXi = 0. (11.7)
We now pose an ansatz for the field and the frequency,
u(X,ξ ) = u0(X,ξ )+ηu1(X,ξ )+η2u2(X,ξ )+ . . . ,
Ω2 =Ω20+ηΩ
2
1+η
2Ω22+ . . . (11.8)
In this expansion we set Ω0 to be the frequency of standing waves that occur in the perfectly pe-
riodic setting. By substituting equations (11.8) into equation (11.7) and grouping equal powers
of ε through to second order, we obtain a hierarchy of three ordered equations:
u0,ξiξi +Ω
2
0u0 = 0, (11.9)
u1,ξiξi +Ω
2
0u1 =−2u0,ξiXi−Ω21u0, (11.10)
u2,ξiξi +Ω
2
0u2 =−u0,XiXi−2u1,ξiXi−Ω21u1−Ω22u0. (11.11)
These equations are solved as in [40, 37] and hence the description is brief.
The asymptotic expansions are taken about the standing wave frequencies that occur at
the corners of the irreducible Brillouin zone depicted in Fig. 11.6. It should be noted that not
all structured cells will have the usual symmetries of a square, as in Fig. 11.6(a) where there
is no reflexion symmetry from the diagonals. As a consequence the usual triangular region
ΓXM does not always represent the irreducible Brillouin zone and the square region ΓMXN
should be used instead. Also paths that cross the irreducible Brillouin zone have proven to yield
interesting effects namely along the path MX ′ for large circular holes [39].
The subsequent asymptotic development considers small perturbations about the points
Γ, X and M so that the boundary conditions of u on the outer boundaries of the cell, namely
∂S1, read,
u|ξi=1 =±u|ξi=−1 and u,ξi|ξi=1 =±u,ξi|ξi=−1, (11.12)
where the +,− stand for periodic and anti-periodic conditions respectively: the standing waves
occur when these conditions are met. The conditions on ∂S2 are either of Dirichlet or Neumann
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(b) Brillouin zone
Figure 11.6: Panel (a) An infinite square array of split ring resonators with the elementary cell shown as the
dashed line inner square. Panel (b) shows the irreducible Brillouin zone, in wavenumber space, used for square
arrays in perfectly periodic media based around the elementary cell shown of length 2l (l = 1 in (b)). Figure
reproduced from Proceedings of the Royal Society [40].
type. The theory that follows is similar for both boundary condition cases, but the latter one
is illustrated herein. Neumann boudary condition on the hole’s surface or equivalently electro-
magnetic waves in TE polarization yield,
∂u
∂n
= u,xini|∂S2 = 0. (11.13)
which in terms of the two-scales and ui(X,ξ ) become
U0,ξini = 0, (U0 f0,Xi +u1,ξi)ni = 0, (u1,Xi +u2,ξi)ni = 0. (11.14)
The solution of the leading order equation is by introducing the following separation of variables
u0 = f0(X)U0(ξ ;Ω0). It is obvious that f0(X), which represents the behaviour of the solution
in the long scale, is not set by the leading order equation and the resulting eigenvalue problem is
solved on the short-scale for Ω0 and U0 representing the standing wave frequencies and the as-
sociated cell’s vibration modes respectively. To solve the first order equation (11.10) we take the
integral over the cell of the product of equation (11.10) with U0 minus the product of equation
(11.9) with u1/ f0 and this yields Ω1 = 0. It then follows to solve for u1(X,ξ ) = f0,Xi(X)U1i(ξ )
where the vector U1 is found as in [40]. By invoking a similar solvability condition for the
second order equation we obtain a second order PDE for f0(X),
Ti j f0,XiX j +Ω
2
2 f0 = 0 where,
Ti j =
ti j∫ ∫
SU
2
0 dS
for i, j = 1,2 (11.15)
entirely on the long scale with the coefficients Ti j containing all the information of the cell’s
dynamical response and the tensor ti j represents dynamical averages of the properties of the
medium. For Neumann boundary conditions on ∂S2 its formulation reads,
tii =
∫ ∫
S
U20 dS+
∫ ∫
S
(U1i,ξiU0−U1iU0,ξi)dS for i = 1 or 2, (11.16)
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Figure 11.7: The dispersion diagram for a doubly periodic array of square cells with circular inclusions, of radius
0.4, free at their inner boundaries shown for the irreducible Brillouin zone of Fig. 11.6. The dispersion curves
are shown in solid lines and the asymptotic solutions from the high frequency homogenization theory are shown in
dashed lines. Figure reproduced from Proceedings of the Royal Society [40].
ti j =
∫ ∫
S
(U1 j,ξiU0−U1 jU0,ξi)dS for i 6= j. (11.17)
Note that there is no summation over repeated indexes for tii. The tensor depends on the bound-
ary conditions of the holes and has a different form if Dirichlet type conditions are applied on
∂S2.
The PDE for f0 has several uses, and can be verified by re-creating asymptotically the
dispersion curves for a perfect lattice system. One important result of equation (11.15) is its
use in the expansion of Ω namely in equation (11.8). In order to obtain Ω2 as a function of
the Bloch wavenumbers we use the Bloch boundary conditions on the cell to solve for f0(X) =
exp(iκ jX j/η), where κ j = K j − d j with d j = 0,pi/2,−pi/2 depending on the location in the
Brillouin zone. The asymptotic dispersion relation now reads,
Ω∼Ω0+ Ti j2Ω0κiκ j. (11.18)
Equation (11.18) yields the behaviour of the dispersion curves asymptotically around the stand-
ing wave frequencies that are naturally located at the edge points of the Brillouin zone. Fig.
11.8 illustrates the asymptotic dispersion curves for the first six dispersion bands of a square
cell geometry with circular holes.
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An assumption in the development of equation (11.18) is that the standing wave frequen-
cies are isolated. But one can clearly see in Fig. 11.7 that this is not the case for third standing
wave frequency at point Γ as well as for the second standing wave frequency at point X . A small
alteration to the theory [40] enables the computation of the dispersion curves at such points by
setting,
u0 = f
(l)
0 (X)U
(l)
0 (ξ ;Ω0) (11.19)
where we sum over the repeated superscripts (l). Proceeding as before, we multiply equation
(11.10) by U (m)0 , substract u1((U
(m)
0,ξi
)ξi +Ω
2
0U
(m)
0 ) then integrate over the cell to obtain,(
∂
∂X j
A jml +Ω21Bml
)
fˆ (l)0 = 0, for m = 1,2, . . . , p (11.20)
Ω1 is not necessarily zero, and
A jml =
∫ ∫
S
(U (m)0 U
(l)
0,ξ j
−U (m)0,ξ jU
(l)
0 )dS, Bml =
∫ ∫
U (l)0 U
(m)
0 dS. (11.21)
There is now a system of coupled partial differential equations for the f (l)0 and, provided
Ω1 6= 0, the leading order behaviour of the dispersion curves near the Ω0 is now linear (these
then form Dirac cones).
For the perfect lattice, we set f (l)0 = fˆ
(l)
0 exp(iκ jX j/η) and obtain the following index
equations,
(i
κ j
η
A jml +Ω21Bml) fˆ
(l)
0 = 0, for m = 1,2, ...,p (11.22)
The system of equation (11.22) can be written simply as,
CFˆ0 = 0, (11.23)
with Cll =Ω21Bll and Cml = iκ jA jml/η for l 6=m. One must then solve for Ω21 =±
√αi jκiκ j/η
when the determinant of C vanishes and insert the result in,
Ω∼Ω0± 12Ω0
√
αi jκiκ j. (11.24)
If the Ω1 are zero one must go to the next order.
11.2.1.1 Repeated eigenvalues: quadratic asymptotics
If Ω1 is zero, u1 = f
(l)
0,Xk
U (l)1k (we again sum over all repeated (l) superscripts) and we advance
to second order using (11.11). Taking the difference between the product of equation (11.11)
with U (m)0 and u2(U0,ξiξi +Ω
2
0U0) and then integrating over the elementary cell gives
f (l)0,XiXi
∫ ∫
SU
(m)
0 U
(l)
0 dS+ f
(l)
0,XkX j
∫ ∫
S(U
(m)
0 U
(l)
1k,ξ j
−U (m)0,ξ jU
(l)
1k
)dS
+Ω22 f
(l)
0
∫ ∫
SU
(m)
0 U
(l)
0 dS = 0, for m = 1,2, ..., p (11.25)
as a system of coupled PDEs. The above equation is presented more neatly as
f (l)0,XiXiAml + f
(l)
0,XkX j
Dk jml +Ω22 f0Bml = 0, for m = 1,2, ..., p. (11.26)
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Figure 11.8: The dispersion diagrams for a doubly periodic array of square cells with split ring inclusions, free at
their inner boundaries shown for the irreducible Brillouin zone of Fig. 11.6. The dispersion curves are shown in
solid lines and the asymptotic solutions from the high frequency homogenization theory are shown in dashed lines.
Figure reproduced from Proceedings of the Royal Society [40].
For the Bloch wave setting, using f (l)0 (X) = fˆ
(l)
0 exp(iκ jX j/η) we obtain the following system,(
−κiκi
η2
Aml−
κkκ j
η2
Dk jml +Ω22Bml
)
fˆ (l)0 = 0, for m = 1,2, ..., p (11.27)
and this determines the asymptotic dispersion curves.
11.2.1.2 The classical long wave zero frequency limit
The current theory simplifies if one enters the classical long wave, low frequency limit where
Ω2 ∼ O(ε2) as U0 becomes uniform, and without loss of generality is set to be unity, over the
elementary cell. The final equation is again (11.15) where the tensor ti j simplifies to
tii =
∫ ∫
S
dS+
∫ ∫
S
U1i,ξidS, ti j =
∫ ∫
S
U1 j,ξidS for i 6= j (11.28)
(with no summation over repeated suffices in this equation) and Ti j = ti j/
∫ ∫
S dS.
11.2.2 Illustrations for Tranverse Electric Polarized Waves
Let us now turn to some illustrative examples. We present in Fig. 11.8 the TE polarization
waves for three types of SRR’s (Split Ring Resonator’s). Equation (11.15) represents the wave
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propagation in the effective medium. It is noticable that the Ti j coefficients depend on the stand-
ing wave frequency and that T11 is not necessarily equal to T22 in order to yield an anisotropic
effective medium for each separate frequency. Near some of the standing wave frequencies the
anisotropy effects are very pronounced and well explained by the no longer elliptic equation
(11.15).
In the above equations U1i is a solution of,
U1 j,ξiξi = 0, (11.29)
with boundary conditions ( f0,Xi +u1,ξi)ni = 0 on the hole boundary. If the medium is homoge-
neous as it is in the illustrative examples herein, equation (11.29) is the same as that for U0, but
with different boundary conditions. The specific boundary conditions for U1 j are
U1 j,ξini =−n j for j = 1,2, (11.30)
where ni represent the normal vector components to the hole’s surface. The role of U1 is to
ensure Neumann boundary conditions hold and the tensor contains simple averages of inverse
permittivity and permeability supplemented by the correction term which takes into account the
boundary conditions at ∂S2. Equation (11.28) is the classical expression for the homogenised
coefficient in a scalar wave equation with constant material properties; (11.29) is the well-
known annex problem of electrostatic type set on a periodic cell, see [4, 11], and also holds
for the homogenised vector Maxwell’s system, where U1 now has three components and i, j =
1,2,3 [41, 42, 43].
11.2.2.1 Cloaking in metamaterials
SRRs with 4 holes are now used and the dispersion diagrams are in Fig. 11.8 (b). The flat band
along the MΓ path is interesting for the fifth mode and we choose to illustrate cloaking effects
that occur here. In Fig. 11.9(a), we set an harmonic source at the corresponding frequency
Ω = 2.8 in an 8× 8 array of SRRs and observe a wave pattern of concentric spherical modes.
As can be seen in Figs. 11.9(b) and 11.9(c) a plane wave propagating at frequency Ω = 2.8
demonstrates perfect transmission through a slab composed of 38 SRRs but also cloaking of a
rectangular inclusion where no scattering is seen before or after the metamaterial slab. Panel (d)
of Fig. 11.9 shows the location in the band structure that is responsible for this effect. Note that
the frequency of excitation is just below the Dirac cone point located at Ω = 2.835 where the
group velocity is negative but also constant near that location of the Brillouin zone illustrated
through an isofrequency plot of lower mode of the Dirac point in Fig. 11.9(e). In constrast with
the isotropic features of panel (e), those of panels (f) and (g) show ultra-flattened isofrequency
contours that relate to ultra-refraction, a regime more prone to omni-directivity than cloaking.
The asymptotic system of equations (11.20) describing the effective medium at the Dirac point
can be uncoupled to yield one same equation for all f ( j)0 ’s,
f ( j)0,XiXi +0.7191Ω
4
1 f
(3)
0 = 0 (11.31)
After some further analysis, the PDE for f (2)0 is responsible for the effects at the frequency
chosen Ω= 2.8.
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Figure 11.9: Cloaking in square arrays of SRRs with four holes: A source at frequency Ω = 2.8, located in
the center of a square metamaterial consisting of 64 SRRs shaped as in Fig. 11.8(b) produces a wave pattern
reminiscent of (a) concentric spherical field, (b) cloaking of a rectangular inclusion inside a slab of a metamaterial
consisting of 38 SRRs and (c) scattering of a plane wave from the same rectangular hole as the previous panel. (d)
Zoom in dispersion diagram of Fig. 11.8(b). Panels (e), (f) and (g) present isofrequency plots of the respective the
lower, middle and upper modes of the Dirac point. Figure reproduced from Proceedings of the Royal Society [40].
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Figure 11.10: Lensing via AANR and St Andrew’s cross in square arrays of SRRs with eight holes: (a) A line
source at frequency Ω = 1.1375 located above a rectangular metamaterial consisting of of 90 SRRs as in Fig.
11.8(c) displays an image underneath (lensing); (b) A line source at frequency Ω = 1.25 located inside a square
metamaterial consisting of 49 SRRs as in Fig. 11.8(c) displays the dynamically induced anisotropy of the effective
medium; (c) Zoom in dispersion diagram of Fig. 11.8(c). Note that each cell in the arrays in (a) and (b) has been
rotated through an angle pi/4. Figure reproduced from Proceedings of the Royal Society [40].
11.2.2.2 Lensing via AANR and St Andrew’s cross in metamaterials
We observe all-angle-negative-refraction effect in metamaterials with SRRs with 8 holes. The
dispersion curves in Fig. 11.8(c) are interesting, as the second curve displays the hallmark of
an optical band for a photonic crystal (it has a negative group velocity around the Γ point).
However, this band is the upper edge of a low frequency stop band induced by the resonance
of a SRR, whereas the optical band of a PC results from multiple scattering, which thus arises
at higher frequencies. We are therefore in presence of a periodic structure behaving somewhat
as a composite intermediate between a metamaterial and a photonic crystal. One of the most
topical subjects in photonics is the so-called all-angle-negative- refraction (AANR), which was
first described in [46]. AANR allows one to focus light emitted by a point, onto an image,
even through a flat lens, provided that certain conditions for AANR are met, such as convex
isofrequency contours shrinking with frequency about a point in the Brillouin zone [49].
In Fig. 11.10, we show such an effect for a perfectly conducting photonic crystal (PC) in
Fig. 11.10(a). In order to achieve AANR, we choose a frequency on the first dispersion curve
(acoustic band) in Fig. 11.8(c), and we take its intersection with the light line Ω =| κ | along
the XΓ path. This means that we achieve negative group velocity for waves propagating along
the XΓ direction of the array, hence the rotation by an angle pi/4 of every cell within the PC in
panel (b) of Fig. 11.10. This is a standard trick in optics that has the effect of moving the origin
of the light-line dispersion to X as, relative to the PC, the Bloch wavenumber is along XΓ. This
then creates optical effects due to the interaction of the light-line with the acoustic branch, this
would be absent if Γ were the light-line origin.
The anisotropy of the effective material is reflected from coefficients T11 = −5.53 and
T22 = 0.2946. The same frequency of the first band is reachable at point N of the Brillouin
zone. By symmetry of the crystal, we would have T11 = 0.2946 and T22 =−5.53. The resultant
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Figure 11.11: For the two dimensional example we show the geometry of the doubly periodic simply supported
plate (the dots represent the simple supports) in panel (a) with the elementary cell shown by the dotted lines and
in (b) the irreducible Brillouin zone with the lettering for wavenumber positions shown. Figure reproduced from
Proceedings of the Royal Society [59].
propagating waves would come from the superposition of the two effective media described
above. Fig. 11.10(b) illustrates this anisotropy as the source wave only propagates at the pre-
scribed directions.
11.2.3 Kirchoff Love Plates
HFH is by no means limited to the Helmholtz operator. HFH is here applied to flexural waves
in two dimensions [59] for which the governing equation is a fourth order equation
∇4u−Ω2u = 0; (11.32)
assuming constant material parameters. Such a thin plate can be subject to point, or line, con-
straints and these are common place in structural engineering.
In two dimensions, only a few examples of constrained plates are available in the liter-
ature: a grillage of line constraints as in [60] that is effectively two coupled one dimensional
problems, a periodic line array of point supports [61] raises the possibility of Rayleigh-Bloch
modes and for doubly periodic point supports there are exact solutions by [62] (simply sup-
ported points) and by [63] (clamped points); the simply supported case is accessible via Fourier
series and we choose this as an illustrative example that is of interest in its own right; it is shown
in figure 11.11(a). In particular the simply supported plate has a zero-frequency stop-band and
a non-trivial dispersion diagram. It is worth noting that classical homogenization is of no use
in this setting with a zero frequency stop band. Naturally waves passing through periodically
constrained plates have many similarities with those of photonics in optics.
We consider a double periodic array of points at x1 = 2n1, x2 = 2n2 where u= 0 (with the
first and second derivatives continuous) and so the elementary cell is one in |x1| < 1, |x2| < 1
with u = 0 at the origin (see Figure 11.11); Floquet-Bloch conditions are applied at the edges
of the cell.
Applying Bloch’s theorem and Fourier series the displacement is readily found [62] as
u(x) = exp(iκ ·x) ∑
n1,n2
exp(−ipiN ·x)
[(κ1−pin1)2+(κ2−pin2)2]2−Ω2 , (11.33)
429
11.20 Gratings: Theory and Numeric Applications, Second Edition, 2014
−1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3 3.5
0
2
4
6
8
10
12
14
16
18
20
22
Ω
Wavenumber
Γ X MM
Figure 11.12: The dispersion diagram for a doubly periodic array of point simple supports shown for the irre-
ducible Brillouin zone of Fig. 11.11. The figure shows the dispersion curves as solid lines. As dashed lines, the
asymptotic solutions from the high frequency homogenization theory are shown. Figure reproduced from Proceed-
ings of the Royal Society [59]
where N= (n1,n2), and enforcing the condition at the origin gives the dispersion relation
D(κ1,κ2,Ω) = ∑
n1,n2
1
[(pin1−κ1)2+(pin2−κ2)2]2−Ω2 = 0, (11.34)
In this two dimensional example a Bloch wavenumber vector κ = (κ1,κ2) is used and
the dispersion relation can be characterised completely by considering the irreducible Brillouin
zone ΓXM shown in figure 11.11.
The dispersion diagram is shown in figure 11.12; The singularities of the summand in
equation (11.34) correspond to solutions within the cell satisfying the Bloch conditions at the
edges, in some cases these singular solutions also satisfy the conditions at the support and are
therefore true solutions to the problem, a similar situation occurs in the clamped case considered
using multipoles in [63]. Solid lines in figure 11.12 label curves that are branches of the disper-
sion relation, notable features are the zero-frequency stop-band and also crossings of branches
at the edges of the Brillouin zone. Branches of the dispersion relation that touch the edges of
the Brillouin zone singly fall into two categories, those with multiple modes emerging at a same
standing wave frequency (such as the lowest branch touching the left handside of the figure at
M) and those that are completely alone (such as the second lowest branch on the left at M).
The HFH theory can again be employed to find an effective PDE entirely upon the long-
scale that describes the behaviour local to the standing wave frequencies and the details are in
[59], the asymptotics from the effective PDE are shown in Fig. 11.12 as the dashed lines.
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11.3 High-contrast homogenization
Periodic media offer a convenient tool in achieving control of electromagnetic waves, due to
their relative simplicity from the point of view of the manufacturing process, and due to the
possibility of using the Floquet-Bloch decomposition for the analysis of the spectrum of the
wave equation in such media. The latter issue has received a considerable amount of inter-
est in the mathematical community, in particular from the perspective of the inverse problem:
how to achieve a given spectrum and/or density of states for the wave operator with periodic
coefficients by designing an appropriate periodic structure? While the Floquet-Bloch decom-
position provides a transparent procedure for answering the direct question, it does not yield a
straightforward way of addressing the inverse question posed above.
One possibility for circumventing the difficulties associated with the inverse problem is
by viewing the given periodic structure as a high-contrast one, if this is possible under the val-
ues of the material parameters used. The idea of considering high-contrast composites within
the context of homogenization appeared first in the work by Allaire [16], which discussed the
application of the two-scale convergence technique (Nguetseng [8]) to classical homogeniza-
tion. A more detailed analysis of high-contrast composites, along with the derivation of an
explicit formula for the related spectrum, was carried out in a major study by Zhikov [18]. One
of the obvious advantages in using high-contrast composites, or viewing a given composite as
a high-contrast one, is in the mere existence of such formula for the spectrum. In the present
section we focus on the results of the analysis of Zhikov, and on some more recent results for
one-dimensional, layered, high-contrast periodic structures.
In order to get an as short as possible approach to the high-contrast theory, we consider
the equation of electromagnetic wave propagation in the transverse electric (TE) polarisation,
when the magnetic field has the form (0,0,H), in the presence of sources with spatial density
f (x) :
−div(εη)−1 (x/η)∇H(x) = ω2H(x)+ f (x), x ∈Ω⊂ R2, (11.35)
where we normalise the speed of light c to 1 for simplicity, which amounts to taking ε0µ0 = 1 in
section 11.3, and where the magnetic permeability is assumed to be equal to unity throughout
the medium (i.e. µ = µ0), and the function f (x) is assumed to vanish outside some set that
has positive distance to the boundary of Ω. The inverse dielectric permittivity tensor (εη)−1(y)
is assumed in this section, for simplicity, to be a scalar, taking values ηγ I and I, respectively,
on [0,1]2-periodic open sets F0 and F1, such that F0 ∪F1 = R2. Here γ is a positive exponent
representing a “contrast” between material properties of the two components of the structure
that occupy the regions F0 and F1. In what follows we also assume that F0∩ [0,1]2 has a finite
distance to the boundary of the unit cell [0,1]2, so that the “soft” component F0 consists of
disjoint “inclusions”, spaced [0,1]2-periodically from each other, while the “stiff” component F1
is a connected subset of R2. The matrix εη represents the dielectric permittivity of the medium
at a given point, however the analysis and conclusions of this section are equally applicable to
acoustic wave propagation, which is the context we borrow the terms “soft” and “stiff” from.
The assumed relation between the values of dielectric permittivity εη (in acoustics, between the
“stiffnesses” ) on the two components of the structure is close to the setting of what has been
described as “arrow fibres” in the physics literature on electromagnetics, see e.g [64].
A simple dimensional analysis shows that if ω ∼ 1 then the soft inclusions are in reso-
nance with the overall field if and only if γ = 2, which is the case we focus on henceforth.
The above equation (11.35) describes the wave profile for a TE-wave in the cylindrical
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domain Ω×R domain, and it is therefore supplied with the Neumann condition ∂H/∂n = 0 3
on the boundary of the domain and with the Sommerfeld radiation condition ∂H/∂ |x|− iωH =
o(|x|−1) as |x| → ∞.
In line with the previous sections, we apply the method of two-scale asymptotic expan-
sions to the above problem, seeking the solution H = H(x1,x2) = H(x) in the form (see also
(11.2 in Section 11.1.2)
H(x) = H0(x,x/η)+ηH1(x,x/η)+η2H2(x,x/η)+ ..., (11.36)
where the functions involved are [0,1]2-periodic with respect to the “fast” variable y = x/η .
Substituting the expansion (11.36) into the equation (11.35) and rearranging the terms in the
resulting expression in such a way that terms with equal powers of η are grouped together, we
obtain a sequence of recurrence relations for the functions Hk, k = 0,1, ..., from which they are
obtained sequentially. The first three of these equations can be transformed to the following
system of equations for the leading-order term H(0)(x,y) = u(x)+ v(x,y), x ∈Ω, y ∈ [0,1]2 :
−divε−1hom∇u(x) = ω2
(
u(x)+
∫
F0∩[0,1]2
v(x,y)dy
)
+ f (x), x ∈Ω, (11.37)
−∆yv(x,y) = ω2
(
u(x)+ v(x,y)
)
+ f (x), y ∈ F0∩ [0,1]2, v(x,y) = 0, y ∈ F1∩ [0,1]2.
(11.38)
These equations are supplemented by the boundary conditions for the function u, of the same
kind as in the problems with finite η . For the sake of simplifying the analysis, we assume
that those inclusions that overlap with the boundary of Ω are substituted by the “main”, “stiff”
material, where (εη)−1 = I.
In the equation (11.37), the matrix εhom is the classical homogenization matrix for the
perforated medium εF1, see Section above. However, the properties of the system (11.37)–
(11.38) are rather different to those for the perforated-medium homogenised limit, described by
the equation −divε−1hom∇u(x) = ω2u(x)+ f (x). As we shall see next, the two-scale structure of
(11.37)–(11.38) means that the description of the spectra of the problems (11.35) in the limit as
η → 0 diverges dramatically from the usual moderate-contrast scenario.
The true value of the above limiting procedure is revealed by the statement of the conver-
gence, as η → 0, of the spectra of the original problems to the spectrum of the limit problem
described above, see [18] and by observing that the spectrum of the system (11.37)–(11.37) is
evaluated easily as follows. We write an eigenfunction expansion for v(x,y) as a function of
y ∈ F0∩ [0,1]2 :
v(x,y) =
∞
∑
k=0
ck(x)ψk(y), (11.39)
where ψk are the (real-valued) eigenfunctions of the Dirichlet problem −∆ψk = λkψk, y ∈ F1∩
[0,1]2, arranged in the order of increasing eigenvalues λk, k = 0,1, ... and orthonormalised ac-
cording to the conditions
∫
F0∩[0,1]2 |ψk(y)|2dy= 1, k = 0,1, ..., and
∫
F0∩[0,1]2 ψk(y)ψl(y)dy= 0,
3Neumann boundary conditions i.e. infinite conducting walls is a good model for metals in microwaves, but
much less so in the visible range of frequencies wherein absorption by metals need be taken into account. Note
also that in the TM polarization case, when the electric field takes the form (0,0,E), our analysis applies mutatis
mutandis by interchanging the roles of ε and µ , H and E, and Neumann boundary conditions by Dirichlet ones.
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k 6= l, k, l = 0,1, ... Substituting (11.39) into (11.38), we find the values for the coefficients ck,
which yield an explicit expression for v(x,y) in terms of the function u(x) :
v(x,y) =
(
ω2u(x)+ f (x)
) ∞
∑
k=0
(∫
F0∩[0,1]2
ψk(y)dy
)
(λk−ω2)−1ψk(y).
Finally, using the last expression in the first equation in (11.37) yields an equation for the
function u only:
−divε−1hom∇u(x) = β (ω2)
(
u(x)+ω−2 f (x)), x ∈Ω, (11.40)
where the function β , which first appeared in the work [18], is given by
β (ω2) = ω2
(
1+ω2
∞
∑
k=0
(∫
F0∩[0,1]2
ψk(y)dy
)2
(λk−ω2)−1
)
. (11.41)
Figure 11.13: The plot of the function β describing the spectrum of the problem (11.37)–(11.38) subject to the
boundary conditions. The stop bands for the problem in the whole space R2 are indicated by the red intervals of
the horizontal axis. The spectra of the problems (11.35) considered in the whole space converge, as η → 0, to the
closure of the complement of the union of the red intervals in the positive semiaxis.
The equation (11.40) is supplemented by appropriate boundary conditions and/or condi-
tions at infinity, which are inherited from the η-dependent family, i.e. the Neumann condition
at the boundary points x ∈ ∂Ω and the radiation condition when |x| → ∞. Clearly, the spec-
trum of this limit problem consists of those values of ω2 for which β (ω2) is in the spectrum of
the operator generated by the differential expression −divε−1hom∇ subject to the same boundary
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conditions. For example, for the problem in the whole space R2 (describing the behaviour of
TE-waves in a 3D periodic structure that is invariant in one specified direction) this procedure
results in a band-gap spectrum shown in Fig. 11.13. The end points of each pass band are
found by a simple analysis of the formula (11.41): the right ends of each pass band are given by
those eigenvalues λk of the Dirichlet Laplacian on the inclusion F0∩ [0,1]2 that possess at least
one eigenfunction with non-zero integral over F0∩ [0,1]2 (otherwise the corresponding term in
(11.41) vanishes), while the left ends of the pass bands are given by solutions to the polynomial
equation of infinite order β (ω2) = 0. These points have a physical interpretation as eigenvalues
of the so-called electrostatic problem on the inclusion, see [23].
As in the case of classical, moderate-contrast, periodic media, the fact of spectral conver-
gence offers significant computational advantages over tackling the equations (11.35) directly:
as η→ 0 the latter becomes increasingly demanding, while the former requires a single numer-
ical procedure that serves all η once the homogenised matrix εhom and several eigenvalues λk
are calculated. A significant new feature, however, as compared to the classical case, is the fact
of an infinite set of stop bands opening in the limit as η →, which are easily controlled by the
explicit description of the band endpoints. This immediately yields a host of applications of
the above results for the design of band-gap devices with prescribed behaviour in the frequency
interval of interest.
The theorem on spectral convergence for problems described by the equation (11.35) is
proved in [18] under the assumption of connectedness of the domain F1 occupied by the “stiff”
component, via a variant of the extension procedure from F1 to the whole of R2 for function
sequences whose energy scales as η−2 (or, equivalently, finite-energy sequences for the oper-
ator prior to the rescaling x/η = y). In the more recent works [24], [25], this assumption is
dropped in a theorem about spectral convergence for a general class of high-contrast operators,
via a version of the two-scale asymptotic analysis akin to (11.36), for the Floquet-Bloch com-
ponents of the resolvent of the original family of operators following the re-scaling x/η = y. In
particular, in [24] a one-dimensional high-contrast model is analysed, which in 3D corresponds
to a stack of dielectric layers aligned perpendicular to the direction of the magnetic field. Here
the procedure described above for the 2D grating fails to yield a satisfactory limit description as
η→ 0, i.e. a description where the spectra of problems for finite η converge to the spectrum of
the limit problem described by the system (11.37)–(11.38) as η → 0. A more refined analysis
of the structure of the related η-dependent family results in a statement of convergence to the
set described by the inequalities
−1≤ 1
2
(α−β +1)
√
λ sin
(√
λ (α−β )
)
+ cos
(√
λ (α−β )
)
≤ 1. (11.42)
where α and β denote the end-points of the inclusion in the unit cell, i.e. F0∩ [0,1]2 = (α,β )×
[0,1].
Similarly to the spectrum of the 2D high-contrast problem, described by the function β ,
the limit spectrum of the 1D problem has a band-gap structure, shown in Fig. 11.14, however
the description of the location of the bands is different in that it is no longer obtained from
the inequality β > 0, where β is the 1D analogue of (11.41). Importantly, the asymptotic
behaviour of the density of states function as η → 0 is also very different in the two cases.
One can show that the family of resolvents for the problems (11.35) converges, up to a suitable
unitary transformation, to the resolvent of a certain operator whose spectrum is given exactly
by (11.42), see [25]. The rate of convergence is rigorously shown to be O(η), as is anticipated
by the expansion (11.36).
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Figure 11.14: The square root of the limit spectrum for a 1D high-contrast periodic stack, in TE polarisation.
The oscillating solid line is the graph of the function f (ω) = cos(ω/2)−ω sin(ω/2)/4 in (11.42) with α = 1/4,
β = 3/4. The square root of the spectrum is the union of the intervals indicated by bold lines.
The above 1D result is generalised to the case of an oblique incidence of an electromag-
netic wave on the same 3D layered structure. Suppose that x2 is the coordinate across the stack.
Then, assuming for simplicity that the wave vector (κ,0,0) is parallel to the direction x1, it can
be shown that all three components of the magnetic field are non-vanishing, with the magnetic
component H = H3 satisfying the equation
−
(
(εη)−1(x/η)H ′(x)
)′
=
(
ω2− (εη)−1(x/η)κ2
)
H(x),
subject to the same boundary conditions as before. The modified limit spectrum for this family
is given by those ω2 for which (cf. (11.42))
−1≤ 1
2
(α−β +1)
(
ω− κ
2
ω
)
sin
(√
λ (α−β )
)
+ cos
(√
λ (α−β )
)
≤ 1, ω > 0, (11.43)
where, as before, α and β describe the “soft" inclusion layer in the unit cell, see [24]. The
set of ω described by the inequalities (11.43) is similar to that shown in Figure 11.14, the only
significant difference between the two cases being a low-frequency gap opening near ω = 0 for
(11.43).
11.4 Conclusion and further applications to grating theory
To conclude this chapter, we would like to stress that advances in homogenization theory over
the past forty years have been fuelled by research in composites [36]. The philosophy of the ne-
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cessity for rigour expressed by Lord Rayleigh in 1892 concerning the Lorentz-Lorenz equations
(also known as Maxwell-Garnett formulae) can be viewed as the foundation act of homogeniza-
tion: ‘In the application of our results to the electric theory of light we contemplate a medium
interrupted by spherical, or cylindrical, obstacles, whose inductive capacity is different from
that of the undisturbed medium. On the other hand, the magnetic constant is supposed to re-
tain its value unbroken. This being so, the kinetic energy of the electric currents for the same
total flux is the same as if there were no obstacles, at least if we regard the wavelength as in-
finitely great.’ In this paper, John William Strutt, the third Lord Rayleigh [29], was able to
solve Laplace’s equation in two dimensions for rectangular arrays of cylinders, and in three-
dimensions for cubic lattices of spheres. The original proof of Lord Rayleigh suffered from
a conditionally convergent sum in order to compute the dipolar field in the array. Many au-
thors in the theoretical physics and applied mathematics communities proposed extensions of
Rayleigh’s method to avoid this drawback. Another limit of Rayleigh’s algorithm is that it does
not hold when the volume fraction of inclusions increases. So-called multipole methods have
been developed in conjunction with lattice sums in order to overcome such obstacles, see e.g.
[30] for a comprehensive review of these methods. In parallel to these developments, the quasi-
static limit for gratings has been the subject of intensive research, one might cite [31] and [32]
for important contributions in the 1980s, and [33] for a comprehensive review of the modern
theory of gratings, including a close inspection of homogenization limit.
In order to analyse effective properties of gratings away from the quasi-static limit, the
theory of high-frequency homogenization seems a natural way forward. We turn our mind to
perfect infinite linear arrays or diffraction gratings constructed periodically and we focus our
attention on a single elementary strip of material that then repeats; quasi-periodic Floquet-Bloch
boundary conditions describe the phase-shift as a wave moves through the material. Rayleigh-
Bloch waves are special as they consist of waves that simultaneously decay exponentially in the
perpendicular direction away from the array. Dispersion relations then relate the Floquet-Bloch
wavenumber, the phase-shift, to frequency. Although the problem is truly two-dimensional, the
assumption of exponential decay in the perpendicular renders it quasi-one dimensional with the
wavenumber remaining scalar; this contrasts with the theory of high frequency homogenization
in doubly periodic structures, see section 11.2, where a vector wavenumber and the Brillouin
zone are more natural.
11.4.1 High-frequency homogenization for gratings
This section draws upon results from [77]. We consider Neumann boundary conditions on the
lattice or surface. Recall that this is the TE polarisation for a perfectly conducting surface, and
that the governing equation is (11.6) on −∞ < x1,x2 < ∞, Ω is the non-dimensional frequency
and u is the out-of-plane displacement in elasticity or the H3 component of the magnetic field
in TE polarisation.
The two scale nature of the problem is incorporated using the small and large length
scales to define two new independent coordinates namely X = x1/L, and (ξ1,ξ2) = (x1,x2)/l.
Importantly we just rescale the x1 coordinate onto a long, scale, (11.7) then becomes,
[∂ξ1ξ1 +2ε∂ξ1X + ε
2∂XX +∂ξ2ξ2 +Ω
2]u(X ,ξ1,ξ2) = 0 (11.44)
Standing waves, that exponentially decay perpendicular to the surface/ grating, can occur when
there are periodic (or anti-periodic) boundary conditions across the elementary strip (in the ξ
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(a) (b)
Figure 11.15: Left panel: A diffraction grating of split ring resonators with the elementary cell shown as the
dashed strip. Right panel shows a periodic surface that can support spoof surface plasmons [72].
coordinates) and these standing waves encode the local information about the multiple scat-
tering that occurs by the neighbouring strips. The asymptotic technique is then a perturbation
about these standing wave solutions, as these are associated with periodic and anti-periodic
boundary conditions, which are respectively in-phase and out-of-phase waves across the strip,
the conditions in ξ on the edges of the cell, ∂S1, are known:
u|ξ1=1 =±u|ξ1=−1 and u,ξ1|ξ1=1 =±u,ξ1|ξ1=−1, (11.45)
with the+,− for periodic or anti-periodic cases respectively. Typically, there is only one branch
of the dispersion diagram and the periodic case corresponds to long-waves relative to the struc-
ture - this case is not particularly interesting and is captured by conventional low-frequency
homogenisation. We therefore concentrate upon the anti-periodic case.
We pose the ansatz (11.8) for the field and the frequency and the ui(X ,ξ )’s adopt the
boundary conditions (11.45) on the edge of the cell. An ordered set of equations emerge indexed
with their respective power of ε , and are treated in turn
u0,ξiξi +Ω
2
0u0 = 0, (11.46)
u1,ξiξi +Ω
2
0u1 =−2u0,ξ1X −Ω21u0, (11.47)
u2,ξiξi +Ω
2
0u2 =−u0,XX −2u1,ξ1X −Ω21u1−Ω22u0 , (11.48)
which are the counterparts of (11.46), (11.47) and (11.48). The leading order equation (11.46)
is independent of the longscale X and is a standing wave on the elementary cell excited at a
specific eigenfrequency Ω0 and associated eigenmode U0(ξ ;Ω0), modulated by a long scale
function f0(X) and so we expect to get an ordinary differential equation for f as an effective
boundary condition or interface condition characterising the grating when viewed from afar
u0(X ,ξ ) = f0(X)U0(ξ ;Ω0). The entire aim is to arrive at an ODE for f0 posed entirely upon
the longscale, but with the microscale incorporated through coefficients that are integrated, not
necessarily averaged, quantities.
Before we continue to next order, equation (11.10), we define the Neumann boundary
conditions on the holes or the surface, ∂S2, as
∂u
∂n
= u,xini|∂S2 = 0. (11.49)
437
11.28 Gratings: Theory and Numeric Applications, Second Edition, 2014
where n is the outward pointing normal, which in terms of the two-scales and ui(X ,ξ ) become
U0,ξini = 0, U0 f0,X n1+u1,ξini = 0, u1,X n1+u2,ξini = 0. (11.50)
The leading order eigenfunction U0(ξ ;Ω0) must satisfy the first of these conditions.
Moving to the first order equation (11.47) we invoke a solvability condition by integrating
over the cell the product of equation (11.47) and U0 minus the product of equation (11.46) and
u1/ f0(X). The eigenvalue Ω1 is zero. We solve for u1 = f0,XU1(ξ ), so U1 is a scalar this time.
So at first order
∇2ξU1+Ω
2
0U1 =−2U0,ξ1 (11.51)
this is solved subject to
n ·∇ξU1 =−U0n1 (11.52)
on the boundary. By invoking a similar solvability condition for equation (11.48) we obtain the
desired ordinary differential equation for f0
T f0,XX +Ω22 f0 = 0 (11.53)
posed entirely on the longscale X . The tensor ti j consists of integrals over the microcell in ξ
and is ultimately independent of ξ and in this case is just a scalar T . The formulation for T
reads,
T
∫ ∫
S
U20 dS =
∫ ∫
S
(U20 +2U1,ξ1U0)dS−
∫
∂S2
U1U0n1ds, (11.54)
where by using Green Theorem with vector field F= (U1U0,0) equation (11.54) simplifies to,
T
∫ ∫
S
U20 dS =
∫ ∫
S
(U20 +U1,ξ1U0−U0,ξ1U1)dS, (11.55)
Therefore, if the surface or grating supports Rayleigh-Bloch waves then these are represented
as an effective string or membrane equation similar to (11.15).
We now illustrate the theory using arrays of circular holes and the comb-like structure.
11.4.2 Illustrations for the classical comb and SRR gratings
An early example for which Rayleigh-Bloch waves were found explicitly is that of a Neumann
comb-like surface consisting of periodic thin plates of finite length, a, perpendicular to a flat
wall. This was initially studied by Hurd [66] with later modifications by [67, 68, 70]. In
particular the analytical approach using the residue calculus method has enabled the question
of whether embedded Rayleigh-Bloch waves exist to be studied [70] explicitly.
We will concentrate upon the non-embedded Rayleigh-Bloch waves in Ω< κ and Hurd’s
dispersion relation
Ωa = (n+1/2)pi+Ω/pi ln2+χ(κ,Ω) (11.56)
where
χ(κ,Ω) =
∞
∑
n=1
(
sin−1(Ω/npi)− sin−1(Ω/(β +2npi))− sin−1(Ω/|β −2npi|))− sin−1(Ω/κ)
(11.57)
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Figure 11.16: (a) The two dispersion branches below cutoff (Ω= κ) for the comb-like structure with pins of width
0.05 and height 3. (b) The two dispersion branches below cutoff (Ω= κ) for the SRR-like structure. (c) Plot of real
part of field u near the lowest cut-off frequency in panel (a) generated by a point source at normalized frequency
Ω= 0.4509. Reproduced from Proceedings of the Royal Society [77]
Figure 11.17: Panel (a) Plots of real part of field u for standing and near cut-off frequencies in a comb grating
consisting of pins of width 0.05 and height 3: (a) Fields generated by a point source at normalized frequencies
Ω = 0.4513 (standing wave) and Ω = 0.45 (near cut-off wave). Panels (b-d) correspond to plots of real part of
field u near cut-off frequencies 1.45 in a SRR grating with SRR of inner and outer radii 0.85 and 0.95 and a cut of
thickness 0.06. Reproduced from Proceedings of the Royal Society [77]
439
11.30 Gratings: Theory and Numeric Applications, Second Edition, 2014
Figure 11.18: Superlens application of grating: (a) A time harmonic source at frequency 0.473 displays an image
through a square array of square inclusions; (b) Effective magnetism versus frequency using (11.58) for square
inclusions of relative permittivity 100 with sidelength a = 0.5d in matrix of relative permittivity 1 (grating pitch
d = 0.1); Negative values of the effective magnetism are in the frequency region [0.432,0.534].
provides a highly accurate approximation; a couple of dispersion branches are shown in Fig.
11.16 using Hurd’s formulae, and also a more accurate result from [68] which is virtually in-
distinguishable from that of Hurd. Here a is the length of the tooth, and the curves are locally
quadratic near pi as we expect. If we increase a then more dispersion curves occur.
AboveΩ= κ there are embedded Rayleigh-Bloch surface waves, as described in [70, 71],
indeed [71], figure 11.16 appears to show Rayleigh-Bloch dispersion curves above the second
cut-off. An example of surface wave obtained with HFH is shown in panel (c), and should be
compared to panel (a) in figure 11.17.
Interestingly, in the pure mathematics community, Zhikov’s work on high-contrast ho-
mogenization [18] has had important applications in metamaterials, with the interpretation of
his homogenized equations in terms of effective magnetism first put forward by O’Brien and
Pendry [65], and then by Bouchitté and Felbacq [73], although these authors did not seem to
be aware at that time of Zhikov’s seminal paper [18]. In order to grasp the physical importance
of (11.40)-(11.41), we consider the case of square inclusions of sidelength a = d/2, where d
is the pitch of a bi-periodic grating. The eigenfunctions are ψnm(y) = 2sin(npiy1)sin(npiy2) in
(11.41) and the corresponding eigenvalues are k2nm = pi2(n2 +m2). The right-hand side in the
homogenized equation (11.40) can then be interpreted in terms of effective magnetism:
µhom(k) = 1+
64a2
pi4 ∑
(n,m)odd
k2
n2m2(k2nm/a2− k2)
. (11.58)
This function can be computed numerically for instance with Matlab and demonstrates that
negative values can be achieved for µhom near resonances, see Fig. 11.18(b). This allows for
superlensing via negative refraction, as shown in Fig. 11.18(a).
Finally, we would like to point out that high-order homogenization techniques [74] sug-
gest that most gratings display some artificial magnetism and chirality when the wavelength is
no longer much larger than the periodicity [75, 76]. We hope we have convinced the reader that
there is a whole new range of physical effects in gratings which classical, high-frequency and
high-contrast homogenization theories can capture.
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12.1 Introduction
This work is part of research that has been pursued by the authors over a long period of time
for the purpose of developing accurate and fast numerical algorithms, including the commercial
packages PCGrate and DiPoG [12.1, 12.2] designed to model multilayered gratings having
mostly one-dimensional periodicity (1D), including roughness, and working in all, including
the shortest, optical wavelength ranges at arbitrary optical mounts.
The boundary integral equation theory or, briefly, integral method (IM) is presently uni-
versally recognized as one of the most developed and flexible approaches to an accurate nu-
merical solution of diffraction grating problems (see, e.g., Ref. 12.3 and Ch. 4 and references
therein). Viewed in the historical context, this method was the first to offer a solution to vec-
tor problems of light diffraction by optical gratings and to demonstrate remarkable agreement
with experimental data. This should be attributed to the high accuracy and good convergence
of the method, especially for the TM polarization plane. It does not involve limitations similar
to those characteristic of the Coupled-Wave Analysis (CWA), and it provides a better conver-
gence. The disadvantages of this method include its being mathematically complicated, as
well as numerous "peculiarities" involved in numerical realization. In particular, quasi-periodic
Greens functions and their derivatives appearing as kernels in the integral operators require
sophisticated lattice sum techniques to evaluate. Moreover, application of the IM to cases of
heterogeneous or anisotropic media meets with difficulties; however, with the volume integral
method it is possible to overcome these difficulties easily. Nevertheless, it is on the basis of this
theory that all the well-known problems of diffraction by periodic and non-periodic structures
in optics and other fields have been solved. In many cases it offers the only possible way to
follow up in research. The flexibility and universality inherent in the IM, in particular, enable
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one rather easily to reduce the problem of radiation of Gaussian waves or of a localized source
to that of plane-wave incidence, for which scientists all over the world have a set of numerical
solutions. Generalizations of the IM have recently been proposed for arbitrarily profiled 1D
multilayer gratings [12.4], randomly-rough x-ray-extreme-ultraviolet (EUV) gratings and mir-
rors [12.5, 12.6], conical diffraction gratings including materials with a negative permittivity
and permeability (metamaterials) [12.7, 12.8], bi-periodic anisotropic structures using a vari-
ation formulation [12.9], Fresnel zone plates and diffraction optical elements [12.10, 12.11],
and two-dimensional (2D) [12.12, 12.13] and three-dimensional (3D) [12.14] photonic crystals
(inclusions) of some geometries, among others.
The IM is so pivotal that one can indicate the few areas where it can be modified and im-
proved to solve particular diffraction problems. By convention they are: (1) physical model—
choice of boundary types, boundary conditions, layer and substrate refractive indices, and ra-
diation conditions; (2) mathematical structure—integral representations using potentials or in-
tegral formulas and a multilayer scheme; (3) method of approximation and discretization—
discretization schemes, choice of basis (trial) and test (weighting) functions, and treatment of
coincident points and corners in boundary profile curves; (4) low-level details—calculations and
optimization of kernel functions, mesh of discretization (collocation) points, quadrature rules,
and solution of linear algebraic systems; (5) implementation enhancements—memory caching,
other implementation details. A self-consistent explanation of the existing IMs is beyond the
primary scope of the present study. The main purpose of this Chapter is to present a complete
description in general operator form of the two IMs applied to 1D multilayer gratings working
in conical diffraction mounts and in short waves. Our study also includes the calculus of grating
absorption in the explicit form and scattering intensity of randomly-rough gratings using Monte
Carlo simulations. For other formal IM treatments and their comparisons, one should rather
look to the references of this Chapter as well as to Ch. 4 and to references therein.
Various kinds of electromagnetic features of different nature can exist and be explored in
complex grating structures: Bragg and Brewster resonances, Rayleigh anomalies and groove
shape features, waveguiding and Fano-type modes, etc. In conical diffraction, the influence of
possible types of waves can be mixed. For the purposes of this Chapter, we chose three impor-
tant types, among many others, of diffraction grating problems to include them in Section 12.9
"Examples of numerical results". They are: bare dielectric or metallic gratings of standard
groove shapes working in conical diffraction in the resonance domain; shallow high-conductive
or dielectric gratings of various boundary shapes, including closed ones, working in different
mounts and supporting polariton-plasmon excitation or Bragg diffraction in the visible–infrared
range; bare and multilayer gratings working in grazing-conical or near-normal in-plane diffrac-
tion in the soft x-ray–EUV range.
12.2 Integral method for one-profile gratings in conical diffraction
The present IM designed for the calculation of the efficiency of bulk and multilayer gratings
with arbitrary boundary shapes including micro- and nanoroughness and over an extremely
wide wavelength range is considered here in a general operator formalism. In this Section, we
consider single-boundary integral equations, which involve boundary integrals of the single and
double layer potentials and also the normal and tangential derivatives of single layer potentials.
Analytical aspects of boundary integral operators are well represented in publications and, the
most relevant of them for the present study, are also in following Sections. The fields are
assumed time harmonic. Under these conditions, in classical (in-plane) diffraction the Maxwell
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system of equations reduces to a single Helmholtz equation; therefore fields are represented in
the sequel by scalar functions. They would be vector functions with two components in the case
of conical (off-plane) diffraction. In the present Section, we are concerned mostly with conical
diffraction, including some notes about metamaterials. Classical diffraction is considered as a
particular case with some important details for the implementation.
There exist different ways to transform the diffraction problems under consideration to
one-dimensional integral equations over the boundary profile curve of the grating. It is beyond
the scope of this chapter to describe the history of applying integral methods to grating prob-
lems and the variety of corresponding integral formulations. It should be mentioned that those
methods were mostly developed by specialists in physics and optics, and, it seems, they were
not aware of the rapid progress in the fields of "boundary integral equations" and "boundary
element methods" made in the mathematical community since 1980.
12.2.1 Maxwell equations
We denote by ex, ey and ez the unit vectors of the axis of the Cartesian coordinates. The grating is
a cylindrical surface whose generatrices are parallel to the z-axis (see Fig. 12.1) and whose cross
section is described by the curve S (Fig. 12.2). We suppose that S is not self-intersecting and d-
periodic in x-direction. The grating surface is the boundary between two regions GR R3
which are filled with materials of constant electric permittivity e and magnetic permeability
m. We deal only with time-harmonic fields; consequently, the electric and magnetic fields are
x
y
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−3−4 −1
0
−2
TE
z
TM
θφ
Figure 12.1: Schematic conical diffraction by a grating.
represented by the complex vectors E and H, with a time dependence exp( iwt) taken into ac-
count. The wave vector k+ of the incident wave in G+R is in general not perpendicular to the
grooves (k+  ez 6= 0). Setting k+ = (a ; b ;g) the surface is illuminated by an electromagnetic
plane wave
Ei = p e i(ax by+gz) ; Hi = s e i(ax by+gz) ; (12.1)
which due to the periodicity of S is scattered into a finite number of plane waves in G+R
and possibly in G R. The wave vectors of these outgoing modes lie on the surface of a cone
whose axis is parallel to the z–axis. Therefore, one speaks of conical diffraction.
The components of k+ satisfy
b 2 R and a2+b 2+ g2 = w2e+m+ :
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Figure 12.2: Cross section of a simple grating of period d with incidence direction k, incidence angle q and
conical angle f .
Note that this condition is satisfied by dielectric media with e+ > 0;m+ > 0 as well as negative
index materials, satisfying e+ < 0;m+ < 0. The wave vector k+ is expressed using the incidence
angles jq j; jf j< p=2
(a ; b ;g) = wpe+pm+ (sinq cosf ; cosq cosf ;sinf) :
Note that b > 0 if e+ > 0;m+ > 0, whereas b < 0 for negative index materials. In-plane diffrac-
tion corresponds to k+  ez = 0, the case f 6= 0 characterizes conical diffraction.
12.2.2 Helmholtz equations
Since the geometry is invariant with respect to any translation parallel to the z-axis, we make
the ansatz for the total field
(E;H)(x;y;z) = (E;H)(x;y) e igz (12.2)
with the vector functions E;H : R2 ! C3. This transforms the time-harmonic Maxwell equa-
tions in R3
ÑE= iwmH and ÑH= iweE ; (12.3)
with piecewise constant functions e(x;y) = e, m(x;y) = m for (x;y) 2G, into a two-dimen-
sional problem. Indeed, in regions with constant e and m we have the equations
Ñg E = iwmH ; Ñg H = iweE ; Ñg E = Ñg H = 0 ; (12.4)
with Ñg = (¶x;¶y; ig). Then from (12.3)
Ñg  (Ñg E) = w2emE ; Ñg  (Ñg H) = w2emH : (12.5)
Introducing the transverse components
ET = E Ezez ; HT = H Hzez ;
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we derive using (12.4)
Ñg  (Ñg ET ) = g2(ET +Ezez)+ iwmÑ (Hzez)
Ñg  (Ñg HT ) = g2(HT +Hzez)  iweÑ (Ezez)
and
Ñg  (Ñg Ezez) = (ig¶xEz; ig¶yEz; (¶ 2x +¶ 2y )Ez)
Ñg  (Ñg Hzez) = (ig¶xHz; ig¶yHz; (¶ 2x +¶ 2y )Hz)
Thus, comparing the components in (12.4) we derive
(w2em  g2)ET = igÑEz+ iwmÑ (Hzez) ;
(w2em  g2)HT = igÑHz  iweÑ (Ezez) :
(12.6)
We denote
k2 = em  g
2
w2
= em  e+m+ sin2f ; (12.7)
and conclude from (12.6) that under the condition k2 6= 0, which will be assumed throughout,
the components Ez;Hz determine the electromagnetic field (E;H).
Furthermore, comparing the third components we derive the relations
w2emEz = g2Ez  (¶ 2x +¶ 2y )Ez ; w2emHz = g2Hz  (¶ 2x +¶ 2y )Hz ;
thus Ez and Hz are solutions of the two-dimensional Helmholtz equations in G
Du+w2k2u= 0 ; (12.8)
where D= ¶ 2x +¶ 2y denotes the Laplace operator in R2.
Denote by n = (nx;ny;0) and t = ezn = ( ny;nx;0), respectively, the unit vectors of
the normal and the tangent on the surface G= SR. Then one finds from (12.6) that
nE = nET  Ez t= iw2k2

g nÑEz+wmn (Ñ (Hzez))

 Ez t
and
nH = nHT  Hz t= iw2k2

g nÑHz wenÑ (Ezez)

 Hz t
Thus the continuity of the tangential components nE and nH on the surface G = SR
leads to the jump conditions for Ez;Hz across S of the form
Ez

S =

Hz

S = 0 ;
h g
w2k2
¶tHz+
we
w2k2
¶nEz
i
S
=
h g
w2k2
¶tEz  wmw2k2 ¶nHz
i
S
= 0 : (12.9)
Here ¶n = nx¶x+ ny¶y and ¶t =  ny¶x+ nx¶y are the normal and tangential derivatives on S,
respectively, and

u]S denotes the jump of the function u across the curve G.
The z-components of the incoming field
E iz(x;y) = pz e
i(ax by) ; H iz(x;y) = sz e
i(ax by) (12.10)
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are a-quasi-periodic in x of period d, i.e., they satisfy a Floquet condition
u(x+d;y) = eida u(x;y) :
In view of the periodicity of e and m this motivates to seek a-quasi-periodic solutions Ez, Hz.
Furthermore, the diffracted fields must remain bounded at infinity, which lead to the out-
going wave condition (OWC). If the profile curve S is contained in the strip f(x;y) : jyj < Hg,
then the quasiperiodicity of solutions implies outside the strip Rayleigh series expansion of the
form
(Ez;Hz)(x;y) = (E iz;H
i
z)+ å
n2Z
(E+n ;H
+
n )e
i(anx+b+n y); y H;
(Ez;Hz)(x;y) = å
n2Z
(E n ;H
 
n )e
i(anx b n y); y H; (12.11)
with unknown Rayleigh coefficients En ;Hn 2 C, and an, bn given by the relations
an = a+
2pn
d
; (bn )2 = w2k2 a2n :
Then the functions are bounded for jyj ! ¥, if we choose the branch of the square root such
that Imbn  0, i. e. we set z1=2 = r1=2 exp(ij=2) for z= r exp(ij), 0 j < 2p .
In the following it is always assumed that the material in G+ satisfies either e+;m+ > 0 or
e+;m+ < 0, and that the material parameters of the substrate are nonzero complex values with
nonnegative imaginary part Ime ; Imm   0. Thus, besides the usual optical materials also
interesting negative index materials with e;m < 0 are allowed.
If 0  argk2 < 2p , i.e. arg(e+ m) < 2p , then bn with 0  argbn < p are properly
defined for all n. However, if arg(e+m) = 2p , i.e. e;m < 0, we set
k = 

em  g
2
w2
1=2
; bn = 
 
w2k2 a2n
1=2 (12.12)
Summarizing, in case of off-plane diffraction the Maxwell system of equations reduces to
two-dimensional Helmholtz equations for vector functions of two components (Ez;Hz), which
satisfy the OWC (12.11) and are coupled by the jump conditions (12.9).
For in-plane diffraction (g = 0) we derive from (12.9) the well-know fact, that one can
consider the two fundamental cases of polarization separately, i.e. the TE mode (with the z
component Ez of the electric field E parallel to the grating grooves) and the TM mode (with the
z component Hz of the magnetic field H parallel to the grating grooves) (see Ch. 2).
Then the surface is illuminated by an electromagnetic plane wave
Ei = p e i(ax by) ; Hi = s e i(ax by) ;
where a = k+ sinq , b = k+ cosq , with the incidence angle jq j < p=2, and k+ = w2e+m+
denotes the wavenumber inside G+R.
The z-components of the total fields Ez (TE polarization) or Hz (TM polarization) satisfy
the Helmholtz equation in G except the boundary S
(D+ k2)u = 0 ; k
2
 = w2em (12.13)
and satisfy the continuity conditions
u+

S = u 

S = 0; ¶nu+

S = q¶nu 

S; (12.14)
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where q = m =m+ or q = e =e+ for the Ez- or Hz-component, respectively. In addition, they
are subject to OWC (12.11) with bn given by relations
bn =
q
k2 a2n; 0 argbn < p: (12.15)
Remark 12.2.1 The results of this section can be easily generalized to more general diffraction
gratings, where the outer domains G+ and G  are bounded by surfaces S+ and S , surrounding
an inner periodic grating structure. For that structure the d-periodic in x material parameters
e(x;y) and m(x;y) are piecewise continuous functions. Then the z-components Ez and Hz satisfy
Helmholtz equations (12.8) with variable k2 = w2em , where e(x;y) or m(x;y) are continuous,
and meet the jump conditions (12.9) at any discontinuous curve of e(x;y) or m(x;y).
12.2.3 Boundary integral operators
Here we describe the application of some mathematical results on boundary integral equations
to the solution of the present Helmholtz problems in G. Let the common boundary S of G 
and G+ be given by a piecewiseC2 parametrization
s(t) = (X(t);Y (t)); X(t+1) = X(t)+d; Y (t+1) = Y (t) ; t 2 R ; (12.16)
i.e. the continuous functions X ;Y are piecewise C2 and s(t1) 6= s(t2) if t1 6= t2. If the profile
S has corners, then we suppose additionally that the angles between adjacent tangents at the
corners are strictly between 0 and 2p .
The potentials which provide a-quasi-periodic solutions of the Helmholtz equation
Du+ k2u= 0 with 0 argk2 < 2p (12.17)
are based on the quasi-periodic fundamental solution of period d
Yk;a(P) = lim
N!¥
i
4
N
å
n= N
H(1)0

k
q
(X nd)2+Y 2

eiand ; P= (X ;Y ) ; (12.18)
with the Hankel function of the first kind H(1)0 . The series (12.18) converges uniformly over
compact sets in R2 n S
n2Z
f(nd;0)g if the condition
k2 6= a2n =

a+
2pn
d
2
for all n 2 Z (12.19)
is satisfied. At any point Q= (nd;0) the fundamental solution has a logarithmic singularity
Yk;a(P Q) e
ia(X nd) sin(X nd))
2p
log
1
jP Qj
for P = (X ;Y ) near Q. Moreover, setting bn =
p
k2 a2n (recall that Imbn  0) Poisson’s
summation formula leads to the representation
Yk;a(P) = lim
N!¥
i
2d
N
å
n= N
e ianX+ibnjY j
bn
; (12.20)
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where in the case k < 0 according to (12.7) the fundamental solution is given by (12.20) with
bn = 
 
k2 a2n
1=2.
The single and double layer potentials are defined by
S j(P) = 2
Z
G
j(Q)Yk;a(P Q)dsQ ; Dj(P) = 2
Z
G
j(Q)¶n(Q)Yk;a(P Q)dsQ ; (12.21)
where G is one period of the interface S, i.e. G= fs(t) : t 2 [t0; t0+1]g for some t0. In (12.21)
dsQ denotes the integration with respect to the arc length and n(Q) is the normal to S at Q 2 S
pointing into G . Obviously, for a-quasiperiodic densities j on S the potentials S j , Dj are
a-quasiperiodic in X and do not depend on the choice of G. They are solutions of the Helmholtz
equation (12.17) in G and satisfy the radiation condition
u(x;y) =
¥
å
n= ¥
un e ianx+ibnjyj ; jyj  H : (12.22)
The potentials provide the usual representation formulas. Any a-quasiperiodic solution u
of (12.17) in G+ satisfying (12.22) admits the representation
1
2
 
S ¶nu Du

=

u in G+;
0 in G ;
(12.23)
where the normal n points into G . Under the same assumptions for a function u in G  the
representation
1
2
 
Du S ¶nu

=

0 in G+;
u in G ;
(12.24)
is valid.
Restriction of the potentials S and D to the profile curve S are the so called boundary
integral operators. The potentials provide the usual jump relations of classical potential theory.
The single layer potential is continuous across S
(S j)+(P) = (S j) (P) =Vj(P) ; (12.25)
where the upper sign + resp.   denotes the limits of the potentials for points in G tending in
non-tangential direction to P 2 S, and V is a integral operator with logarithmic singularity
Vj(P) = 2
Z
G
Yk;a(P Q)j(Q)dsQ ; P 2 S :
The double layer potential has a jump if crossing G: 
Dj
+
= (K  I)j;  Dj  = (K+ I)j (12.26)
with the boundary double layer potential
Kj(P) = 2
Z
G
j(Q)¶n(Q)Yk;a(P Q)dsQ+(d (P) 1)j(P) :
Here d (P)2 (0;2), P2 S, denotes the ratio of the angle in G+ at P and p , i.e., d (P) = 1 outside
corner points of S. The normal derivative ofS j at S exists outside corners and has the limits 
¶nS j
+
= (L+ I)j;
 
¶nS j
 
= (L  I)j ; (12.27)
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where L is the integral operator on G with the kernel ¶n(P)Yk;a(P Q),
Lj(P) = 2
Z
G
j(Q)¶n(P)Yk;a(P Q)dsQ ; P 2 S : (12.28)
Boundary integral methods for second order partial differential equations usually employ also
normal derivatives of the double layer potential. The kernel function of this integral operator has
a strong singularity of the form jP Qj 2 near Q = (nd;0), and must be interpreted as hyper-
singular or integro-differential operator. Since the computation of this kernel function is rather
complicated and time-consuming integral methods for diffraction gratings avoid this operator.
However, in the following we need also the tangential derivative of single layer potentials
¶t
 
Vj

(P) = 2¶t
Z
G
Yk;a(P Q)j(Q)dsQ ; P 2 S :
Interchanging differentiation and integration leads to an integral kernel with the non-integrable
main singularity
t(P)  (P Q)
jP Qj2 ;
where t(P) denotes the tangential vector to S at P. Therefore the tangential derivative of single
layer potentials cannot be expressed as a usual integral. But it can be interpreted as the Cauchy
principal value or singular integral
Jj(P) = 2 lim
d!0
Z
GnG(P;d )
j(Q)¶t(P)Yk;a(P Q)dsQ = ¶t
 
Vj

(P) ; (12.29)
where G(P;d ) is the subarc of G of length 2d with the mid point P. Similarly, one can define
the singular integral
Hj(P) = 2 lim
d!0
Z
GnG(P;d )
j(Q)¶t(Q)Yk;a(P Q)dsQ ; (12.30)
which by using integration by parts gives for a-quasiperiodic j
Hj(P) = 2
Z
G
Yk;a(P Q)¶tj(Q)dsQ = V
 
¶tj

(P) ; P 2 S : (12.31)
Note that V¶tV =VJ = HV .
The integral formulation for the diffraction problems can be derived from the so-called
direct or indirect approaches. The direct approach uses the representation formulas (12.23) or
(12.24) together with the boundary values (12.25) and (12.26) to derive the boundary integral
relations
V¶nu+  (I+K)u+ = 0 or V¶nu +(I K)u  = 0 (12.32)
for quasiperiodic solutions u of the Helmholtz equations (12.17) in G satisfying (12.22).
Here the unknowns u and ¶nu on the profile curve G have a direct physical meaning. For the
indirect approach, the solution is sought as single or double layer potential with some unknown
density.
An important ingredient for discussing the equivalence of integral formulations with the
electromagnetic problem is the so-called "Uniqueness Theorem", which looks for conditions
on S and the wave number k such that the solution of Helmholtz equation (12.17) in G+ or
G  with zero boundary value on S is identical to zero in that domain. The uniqueness of this
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Dirichlet problem is equivalent to the invertibility of the single layer potential operator V and is
guaranteed by two sufficient conditions
– Imk2 > 0;
– the profile curve S satisfies ny(Q) 0 for all Q 2 S.
Hence, only gratings with overhanging profiles are not covered by the last condition, but it is a
quite rare case that the Dirichlet problem with zero boundary data has a nontrivial solution. The
only known examples, constructed in Ref. 12.15, are boundaries S of very exotic form, which
will never appear in practice.
Therefore in the following we will always assume that the "Uniqueness Theorem" is valid.
Then any quasiperiodic solution of the Helmholtz equation (12.17) in G+ or G  satisfying the
OWC (12.22) can be uniquely determined via the representation formulas (12.23) or (12.24),
respectively, or can be written as single layer potentialVj with a quasiperiodic density j , which
belongs to some Sobolev-type space of functions given on G.
12.2.4 Integral equations for the in-plane case
Let us discuss examples of integral formulations for the in-plane diffraction case. Denote the
z-components of the incident wave
ui =

E iz for TE-polarization ;
H iz for TM-polarization :
Then for bare (one-profile) gratings the problem (12.13) (12.14) (12.11) means that one has to
find a solution of
Du+ k2u = 0 in G; (12.33)
satisfying continuity conditions on S
u jS = (u++ui)jS; ¶n(u++ui)

S = q¶nu 

S; (12.34)
and the outgoing wave condition
u+(x;y) =
¥
å
n= ¥
c+n e
i(anx+b+n y) for y H;
u (x;y) =
¥
å
n= ¥
c n e
i(anx b n y) for y H:
(12.35)
An example of the indirect approach is to look for densities j+ and j  on G such that
u+ =S +j+ and u  =S  j  (12.36)
satisfy (12.33-12.35), where S  are the single layer potentials with the fundamental solution
Yk;a . From (12.34),(12.25) and (12.27) one derives two integral equations on G
V+j+ V j  = ui
(L++ I)j+ q(L   I)j  = ¶nui
(12.37)
Here L are defined by (12.28) with the kernel ¶n(P)Yk;a(P Q).
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The direct approach uses the relations
V+¶nu+  (I+K+)u+ = 0 ; V ¶nu +(I K )u  = 0 ; (12.38)
following from (12.32), where the double layer potentialK has the kernel function ¶n(Q)Yk;a(P 
Q). The integral equation in Ch. 4.2.3 was derived by putting (12.34) in the second equation in
(12.38). Then one gets the system of integral equations
V+¶nu+  (I+K+)u+ = 0
q 1V ¶nu++(I K )u+ = q 1V ¶nui  (I K )ui
(12.39)
for the unknowns u+ and ¶nu+ as functions on G.
Another equation system with simpler right-hand side can be obtained by the direct
method if one assumes that ui is a solution of Du+ k2+u = 0 in G  and satisfies there (12.35).
Hence, one gets additionally to (12.38)
V+¶nui+(I K+)ui = 0 ;
leading to the relation
V+¶n(u++ui)  (I+K+)(u++ui) = 2ui : (12.40)
As before, (12.34) implies two integral equations, but now for the unknowns u  and ¶nu 
qV+¶nu   (I+K+)u  = 2ui
V ¶nu +(I K )u  = 0
(12.41)
Note that both the direct and indirect approach lead for TE- and TM-polarization to a sys-
tem of two linear integral equations with two unknowns. This is the standard approach in the
boundary integral method for solving so-called transmission problems. Much effort has been
spent in the theoretical and numerical analysis of different integral formulations and approxi-
mation methods for their effective solution.
It is popular in grating theory to combine the direct and indirect approaches, which results
in a single integral equation for each polarization. This idea goes back to D. Maystre, who
already in 1972 proposed this new approach (see Ch. 4). Take for example the representations
u+ =S +j+ in G+ and u  =
1
2
 
D u  S  ¶nu 

in G  :
Then by (12.34) and (12.27)
u  =V+j++ui ; ¶nu  = q 1
 
(L++ I)j++¶nui

such that the second relation in (12.38) implies the integral equation 
q 1V (I+L+)+(I K )V+j+ =  q 1V ¶nui+(I K )ui (12.42)
for one unknown density j+.
Another way is to set
u+ =
1
2
 
S +¶nu+ D+u+

in G+ and u  =S  j  in G  :
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In this case we derive from (12.34) and (12.27)
u++ui =V j  ; ¶n(u++ui) = q(L   I)j  ;
such that (12.40) leads to the single integral equation 
qV+(I L )+(I+K+)V j  = 2ui : (12.43)
We see that the combined direct-indirect approach can lead to single integral equations for
TE- and TM-problems on one-profile gratings. However, contrary to the pure direct or indirect
integral method the equations contain products or compositions of boundary integral operators,
which can lead to additional numerical difficulties.
12.2.5 Formulas for Rayleigh coefficients
After having solved one of the integral equation systems (12.37) or (12.41) or one of the sin-
gle equations (12.42) or (12.43) it is easy to determine the complex amplitudes cn of the z-
components of the plane waves (12.35) reflected and transmitted by the grating—the so-called
Rayleigh coefficients. We note that the functions u(X ;Y )e iaX for fixed Y  H, respec-
tively, are smooth and d-periodic. Then cn eib

n Y is simply the n-th Fourier coefficient of
u(X ;Y )e iaX , i.e.
cn =
eibn Y
d
Z d
0
u(X ;Y )e iaX e 2pnX=d dX =
eibn Y
d
Z d
0
u(X ;Y )e ianX dX ; Y  H :
The indirect approach leads to simple formulas. Suppose u =S j, with known den-
sity j. Then for (X ;Y ) = P
cn =
eibn Y
d
Z d
0
S j(P)e ianX dX
=
2eibn Y
d
Z
G
j(Q)dsQ
Z d
0
e ianX Yk;a(P Q)dX :
It follows from (12.20) immediately, that with Q= (x;y)Z d
0
e ianX Yk;a(P Q)dX =
i
2
e ianx+ibn jY yj
bn
(12.44)
such that
cn =
i
dbn
Z
G
e ianxib

n yj(Q)dsQ ; where Q= (x;y) : (12.45)
Using the direct approach we find
u =12
 
S j Dy

with known functions j;y. Then
cn =
eibn Y
2d
Z d
0
 
S j(P) Dy(P)

e ianX dX
=
eibn Y
d
Z
G
 
j(Q) y(Q)¶n(Q)
Z d
0
e ianX Yk;a(P Q)dX dsQ :
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Hence from (12.44) we get
cn =
i
2dbn
Z
G
 
j(Q) y(Q)¶n

e ianxib

n y dsQ : (12.46)
Let us apply formulas (12.45), (12.46) to the single integral equation (12.43). The Rayleigh
coefficients c n can be determined from
c n =
i
db n
Z
G
e ianx+ib
 
n yj (Q)dsQ ; (12.47)
where Q= (x;y) and j  is the solution of (12.43). For the reflected waves we get
c+n =
i
2db+n
Z
G
 
q(L   I)j  ¶nui
  V j  ui¶ne ianx ib+n y dsQ : (12.48)
12.2.6 Integral equations for the off-plane case
Now we describe the integral formulation of the conical diffraction (12.8), (12.49), (12.11) for
one-profile gratings. To give the same physical dimension to the functions, we use the vacuum
impedance Zv = (mv=ev)1=2, where ev;mv denote the vacuum permittivity and permeability, re-
spectively, and introduce Bz = ZvHz. Noting that g = w(e+m+)1=2 sinf the jump conditions
(12.9) are rewritten in the form 
Ez

S =

Bz

S = 0 ;he ¶nEz
evk2
i
S
= 
r
e+m+
evmv
sinf
h¶tBz
k2
i
S
;
hm ¶nBz
mvk2
i
S
=
r
e+m+
evmv
sinf
h¶tEz
k2
i
S
:
(12.49)
Denoting the z-components of the total fields
Ez =

u++E iz
u 
; Bz =

v++Biz in G+;
v  in G  ;
the problem (12.8), (12.49), (12.11) can be written so as to find solutions of
Du+w2k2u = Dv+w2k2v = 0 in G; k2 = em  e+m+ sin2f (12.50)
having on S the jumps
u  = u++E iz;
e  ¶nu 
evk2 
  e+¶n(u++E
i
z)
evk2+
=
r
e+m+
evmv
sinf
 1
k2+
  1
k2 

¶tv ;
v  = v++Biz;
m ¶nv 
mvk2 
  m+¶n(v++B
i
z)
mvk2+
= 
r
e+m+
evmv
sinf
 1
k2+
  1
k2 

¶tu ;
(12.51)
and satisfying the OWC
(u+;v+)(x;y) =
¥
å
n= ¥
(E+n ;B
+
n )e
i(anx+b+n y) for y H;
(u ;v )(x;y) =
¥
å
n= ¥
(E n ;B
 
n )e
i(anx b n y) for y H:
(12.52)
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In order to represent u and v as layer potentials we assume in what follows that the
parameters are such that bn = (w2k2 a2n )1=2 6= 0 for all n. Similar to the combined approach
of the previous Subsection 12.2.4 resulting in the very simple integral equation (12.43) the
solutions in G  are sought as single layer potentials
u  =S  w ; v  =S  t (12.53)
with certain auxiliary densities w;t , whereas the solutions u+ and v+ are expressed using
(12.23), (12.24)
u+ =
1
2
 
S +¶nu+ D+u+

; v+ =
1
2
 
S +¶nv+ D+v+

in G+ : (12.54)
Here we denote by S  the single layer potential defined on G with the fundamental solution
Ywk;a . Correspondingly D is the double layer potential over G with the normal derivative of
Ywk;a as a kernel function. As in (12.40) we have
V+¶n(u++E iz) 
 
I+K+

(u++E iz) = 2E
i
zjS ;
V+¶n(v++Biz) 
 
I+K+

(v++Biz) = 2B
i
zjS ;
(12.55)
where V denote the boundary single layer potentials
Vj(P) = 2
Z
G
j(Q)Ywk;a(P Q)dsQ ; P 2 S ;
and the operators K and L are defined analogously. Since by Eq. (12.27)
u jS =V w; ¶nu jS = (L   I)w; v jS =V t; ¶nv jS = (L   I)t;
we see from Eqs. (12.55) that the jump conditions (12.51) are valid when the unknowns w;t
satisfy the system of integral equations
e k2+
e+k2 
V+(L   I)w   I+K+V w revm+
e+mv
sinf

1  k
2
+
k2 

V+¶tV t = 2E iz;
m k2+
m+k2 
V+(L   I)t   I+K+V t+re+mv
evm+
sinf

1  k
2
+
k2 

V+¶tV w= 2Biz:
(12.56)
Recall that we suppose k2 6= 0 and w2k2 a2n 6= 0 for all n.
For the analytical and numerical treatment of (12.56), it is advantageous to use the rela-
tions
V+¶tV  = H+V  =V+J 
(see the definitions (12.29), (12.30)). Then (12.56) becomes a system of singular integral equa-
tions
e k2+
e+k2 
V+(I L )w+(I+K+)V w 
r
evm+
e+mv
sinf

1  k
2
+
k2 

H+V t = 2E iz;
m k2+
m+k2 
V+(I L )t+(I+K+)V t+
r
e+mv
evm+
sinf

1  k
2
+
k2 

H+V w= 2Biz:
(12.57)
for which powerful analytical and numerical methods exist.
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If the solution of the system (12.56) is found, then the solution of the conical diffraction
problem (12.50)–(12.52) can be determined by the relations
u+ = 12

S +
e k2+
e+k2 
(I L )w+
r
evm+
e+mv
sinf
 
1  k
2
+
k2 

J t+¶nE iz

+D+V (w E iz)

;
v+ = 12

S +
m k2+
m+k2 
(I L )t 
r
e+mv
evm+
sinf
 
1  k
2
+
k2 

J w+¶nBiz

+D+V (t Biz)

;
u  =S  w ; v  =S  t : (12.58)
A detailed mathematical analysis of the system (12.56) is given in Ref. 12.16. In particu-
lar, the following properties have been established:
1. The integral equations are equivalent to the Helmholtz system if the operatorsV+ andV 
are invertible.
2. If the profile S has no corners, then (12.56) is solvable if e + e+ 6= 0 and m +m+ 6= 0.
3. If the profile S has corners, then (12.56) is solvable if e =e+ and m =m+ =2 [ r ; 1=r ]
for some r > 1, depending on the angles at these corners.
4. The solution of (12.56) is unique if Ime   0 and Imm   0 with Im(e +m )> 0
Remark 12.2.2 The one-boundary solver can be used effectively in multilayer grating prob-
lems with separating boundaries, i.e., the maximal y value of a given profile is strictly less than
the minimal y value of the next profile above (see Se. 12.5.1). In this case, it is possible to deter-
mine the diffracted field of the grating by computing scattering amplitude matrices separately
for any profile. For each interface between two different materials, the computation of the scat-
tering amplitude matrices corresponds to solving one-boundary conical diffraction problems
with plane waves illuminating the interface from above and below.
12.3 Efficiency, absorption, and energy balance
In this part, we give formulas for efficiencies and the absorption of bare gratings under oblique
incidences and discuss the energy balance.
12.3.1 Efficiencies in conical diffraction
Diffraction efficiencies or far field patterns for the reflected and transmitted fields can easily be
found from the corresponding Rayleigh coefficients of the diffracted outgoing waves. Defining
the “energy” as the flux of Poynting’s vector
P= Re(EH)=2 (12.59)
through a normed rectangle parallel to the (x;z)-plane, the ratio of the energies of a reflected
or transmitted propagating mode and of the incident wave is defined as the efficiency of that
diffracted order. Thus, for a propagating plane wave (E;H)= (p;s) ei(kxx+kyy+kzz), k=(kx;ky;kz)
with jkj2 = w2em , the energy is proportional to the y-component of Poynting’s vector
Py =
1
2
Re(pzsx  pxsz) :
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Since by (12.6)
px =  1jkj2  k2z
 
kxkzpz+wmkysz

; sx =
1
jkj2  k2z
 
wekypz  kxkzsz

we obtain
Py =
wky
2(jkj2  k2z )
(ejpzj2+mjszj2) = wevky2(jkj2  k2z )
 e
ev
jpzj2+ mmv jqzj
2

(12.60)
for (E;B) = (p;q) ei(kxx+kyy+kzz) with the modification B= (mv=ev)1=2H.
To find relations between the efficiencies in conical diffraction, let Ez;Bz be a solution
of the partial differential formulation of conical diffraction (12.8), (12.49) and (12.11). The
expression of the conservation of energy can be derived from a variational equality for Ez and
Bz in a periodic cell WH , which has in x-direction the width d, is bounded by the straight lines
fy=Hg and contains G. We multiply Eqs.
(D+w2k2)Ez = (D+w2k2)Bz = 0
in G. respectively with
e
evk2
Ez and
m
mvk2
Bz ;
and apply Green’s formula in the subdomains WH \G. Then by using the quasi-periodicity of
Ez;Bz and the jump relations (12.49), one can derive
Z
WH
e
ev
 1
k2
jÑEzj2 w2 jEzj2

+
r
e+m+
evmv
sinf
 1
k2+
  1
k2 
Z
G
¶tBzEz
  e+
evk2+
Z
G(H)
¶nEzEz  e evk2 
Z
G( H)
¶nEzEz = 0 ; (12.61)Z
WH
m
mv
 1
k2
jÑBzj2 w2 jBzj2

 
r
e+m+
evmv
sinf
 1
k2+
  1
k2 
Z
G
¶tEzBz
  m+
mvk2+
Z
G(H)
¶nBzBz  m mvk2 
Z
G( H)
¶nBzBz = 0 ; (12.62)
where G(H) denotes the upper and lower straight boundary of WH , respectively, and the nor-
mal n on G(H) is directed outward. The outgoing wave condition (12.11) implies
Z
G(H)
¶nEzEz = ib

jE+0 j2 jpzj2+2i Im
 
E+0 pz e
ibH + iå
n 6=0
b+n jE+n j2 e 2H Imb
+
n ;Z
G( H)
¶nEzEz = iå
n2Z
b n jE n j2 e 2H Imb
 
n ;
(12.63)
and similar expressions for the boundary integrals involving Bz.
Note that e+ and m+ are nonzero real numbers, and let e  and m  also be real. Taking the
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imaginary part of Eqs. (12.61) and (12.62) one gets
e+
evk2+
b jpzj2  e+evk2+ åb+n >0
b+n jE+n j2 
e 
evk2 
å
b n >0
b n jE n j2
= 
r
e+m+
evmv
sinf
 1
k2+
  1
k2 

Im
Z
G
¶tBzEz ;
m+
mvk2+
b jqzj2  m+mvk2+ åb+n >0
b+n jB+n j2 
m 
mvk2 
å
b n >0
b n jB n j2
=
r
e+m+
evmv
sinf
 1
k2+
  1
k2 

Im
Z
G
¶tEzBz ;
which in view of
Im
Z
G
¶tBzEz = Im
Z
G
¶tEzBz
leads to
b
k2+
e+
ev
jpzj2+ m+mv jqzj
2

= å
b+n >0
b+n
k2+
e+
ev
jE+n j2+
m+
mv
jB+n j2

+ å
b n >0
b n
k2 
e 
ev
jE n j2+
m 
mv
jB n j2

:
(12.64)
Comparing with (12.60), we see that (12.64) relates the energy of the incident wave, which is
proportional to the left side of (12.64) with the energies of the reflected and transmitted modes
b+n
k2+
e+
ev
jE+n j2+
m+
mv
jB+n j2

and
b n
k2 
e 
ev
jE n j2+
m 
mv
jB n j2

; (12.65)
respectively. Thus, setting the energy of the incident wave
e+
ev
jpzj2+ m+mv jqzj
2 = 1 ; (12.66)
from (12.64) we derive for lossless gratings that R+T = 1, where R denotes the sum of reflec-
tion order efficiencies
R= å
b+n >0
b+n
b
e+
ev
jE+n j2+
m+
mv
jB+n j2

= å
b+n >0
h+n (12.67)
and T is the sum of transmission order efficiencies
T =
k2+
k2 
å
b n >0
b n
b
e 
ev
jE n j2+
m 
mv
jB n j2

= å
b+n >0
h n : (12.68)
Here, the Rayleigh coefficients En and Bn can be derived using the formulas presented
in Section 12.2.5. For example, (12.45) and (12.58) in G  lead to
E n =
i
db n
Z
G
e ianx+ib
 
n yw(Q)dsQ ; B n =
i
db n
Z
G
e ianx+ib
 
n y t(Q)dsQ ; (12.69)
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with (x;y) = Q 2 G. Further, the direct integral representation in G+ implies
E+ =
1
2
 
S +jE  D+yE

; B+ =
1
2
 
S +jB D+yB

;
with the known functions (cf. (12.58))
jE = 

e k2+
e+k2 
(I L )w+
r
evm+
e+mv
sinf

1  k
2
+
k2 

J t+¶nE iz

; yE =V (w E iz) :
jB = 

m k2+
m+k2 
(I L )t 
r
e+mv
evm+
sinf

1  k
2
+
k2 

J w+¶nBiz

; yB =V (t Biz) :
Thus, from (12.46)
E+n =
i
2db+n
Z
G
 
jE(Q) yE(Q)¶n

e ianxib

n y dsQ ;
B+n =
i
2db+n
Z
G
 
jB(Q) yB(Q)¶n

e ianxib

n y dsQ :
(12.70)
12.3.2 Generalization of energy balance for absorbing bare gratings
One of the most important accuracy criteria based on a single computation is the energy bal-
ance that can be generalized in the lossy bulk case described in this Subsection. If the grating
is perfectly conducting, then the conservation of energy is expressed by the standard energy
criterion
R= 1;
where R is the sum of the reflection order efficiencies.
If the grating is lossless, Ime  = 0 and Imm  = 0, then conservation of energy is ex-
pressed by a similar energy criterion (see (12.67) and (12.68))
R+T = 1;
where T is the sum of the transmission order efficiencies.
In a general case, if Ime  6= 0 or Imm  6= 0, then T = 0, R< 1, and the remaining part A
of the energy is absorbed in the substrate
A+R= 1: (12.71)
A is called the absorption coefficient or simply the absorption in the given diffraction problem.
Therefore, an important tool to check the quality of the numerical solution for absorbing grat-
ings is the requirement that the sum of the reflected energy and the absorption energy should be
equal to the energy of the incident wave. Besides being physically meaningful, the expression
(12.71) is very useful as one of numerical accuracy tests for computational codes and especially
important in the x-ray and EUV ranges, and also for plasmonics and metamaterials applications,
where absorption plays a predominant role. In the lossy case, one needs an independently cal-
culated quantity A to verify (12.71). For such a quantity, we use the absorption integral defined
in Ref. 12.7 and derived bellow.
468
L. Goray and G. Schmidt: Boundary Integral Equation Methods for Conical Diffraction ... 12.19
12.3.3 Absorption for bare gratings
To obtain an expression for the absorption energy we apply Green’s formula to Ez and Bz in the
domain WH \G+, which gives, since the normal n on G is exterior for WH \G+Z
WH\G+

jÑEzj2 w2k2+ jEzj2

=
Z
G(H)
¶nEzEz+
Z
G
¶nEzEz ;Z
WH\G+

jÑBzj2 w2k2+ jBzj2

=
Z
G(H)
¶nEzEz+
Z
G
¶nEzEz :
(12.72)
The outgoing wave condition (12.11) imply (12.63), such that
Im
Z
G(H)
¶nEzEz = b jpzj2+ å
b+n 0
b+n jE+n j2 ; Im
Z
G(H)
¶nBzBz = b jqzj2+ å
b+n 0
b+n jB+n j2
Since k+ is real, the imaginary parts on the left of Eqs. 12.72 vanish, and therefore
e+
ev
jpzj2+ m+mv jqzj
2 = å
b+n 0
b+n
b
e+
ev
jE+n j2+
m+
mv
jB+n j2

+
e+
evb
Im
Z
G
¶nEzEz+
m+
mvb
Im
Z
G
¶nBzBz :
Thus, setting as before in (12.66) the energy of the incident wave
e0
ev
jpzj2+ m0mv jqzj
2 = 1 ;
the sum of reflection order efficiencies R fulfils
R+
e+
evb
Im
Z
G
¶nEzEz+
m+
mvb
Im
Z
G
¶nBzBz = 1 ;
i.e., we derive the conservation of energy for absorbing gratings R+A= 1 with the absorption
A=
e+
evb
Im
Z
G
¶nEzEz+
m+
mvb
Im
Z
G
¶nBzBz : (12.73)
Note that ¶nEz = ¶+n Ez and ¶nBz = ¶+n Bz are the normal derivatives on G of the z-components
of the total fields in G+, i.e. the sum of the reflected and the incident fields. Using the jump
condition (12.51) the formula for A in the case of conical diffraction can be written in the form
A=
k2+
b
Im

1
k2 
e 
ev
Z
G
¶ n EzEz+
m 
mv
Z
G
¶ n BzBz+2
r
e+m+
evmv
sinf Re
Z
G
Ez ¶tBz

:
In terms of the solution w;t of the integral equations (12.56) the absorption energy is given by
the formula
A=
k2+
b
Im

1
k2 
Z
G
e 
ev
(L   I)wV w+ m 
mv
(L   I)tV t

+
2k2+ sinf
b
r
e+m+
evmv
Im
1
k2 
Re
Z
G
V wJ t :
(12.74)
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12.3.4 Efficiencies and absorption for in-plane diffraction
In the special case of in-plane diffraction (f = 0) these formulas provide for lossless gratings
e+
ev
jpzj2+ m+mv jqzj
2
= å
b+n >0
b+n
b
e+
ev
jE+n j2+
m+
mv
jB+n j2

+ å
b n >0
b n
b
m+
m 
e+
ev
jE n j2+
e+
e 
m+
mv
jB n j2

;
(12.75)
and for absorbing gratings we derive the relation
e+
ev
jpzj2+ m+mv jqzj
2
= å
b+n >0
b+n
b
e+
ev
jE+n j2+
m+
mv
jB+n j2

+
1
b
Im

m+
m 
e+
ev
Z
G
¶nEzEz+
e+
e 
m+
mv
Z
G
¶nBzBz

:
(12.76)
We get the well-known expressions for efficiencies hn and the heat absorption for TE and TM
polarizations
h+n (TE) =
b+n
b
jc+n (TE)j2
jE izj2
; h+n (TM) =
b+n
b
jc+n (TM)j2
jH izj2
;
h n (TE) =
m+
m 
b n
b
jc n (TE)j2
jE izj2
; h n (TM) =
e+
e 
b+n
b
jc n (TM)j2
jH izj2
;
A(TE) =
1
b
Im
m+
m 
Z
G
¶nEzEz ; A(TM) =
1
b
Im
e+
e 
Z
G
¶nHzHz :
12.4 Numerical solution of single-boundary problems
Progress in algorithms for numerical solutions of 2D and 3D Helmholtz equations in the last
two decades has been nearly comparable with that of computer hardware and experimental
nanophotonics. Note that some numerical methods, e.g. differential and CWA, but not integral,
inherently suffer from ill-conditionness as wavenumbers or order numbers increase. However,
algorithms that possess superior convergence properties are less universal with respect to a
scatterer geometry and not well-behaved in the high-frequency range. By these reasons, in the
present commercial and non-commercial codes based on the IMs, more classical and robust
approaches are mostly used, however with a few possible modifications proposed for low l=d
ratio problems and described in Sec. 12.7.
In practice, the convergence and accuracy of efficiency computation using IMs depend
significantly on a proper choice of discretization schemes, quadrature rules, and summation
methods for the computation of integral kernels. In order to additionally reduce time (up to an
order for some problems) for computation matrices of the above operator equations algorithmic
enhancements can be applied to one-boundary solvers. It can be done by using, e.g., cache
for exponential functions (plane waves) and cache for kernel functions, as described in the
following.
12.4.1 Mathematical results for the integral equations
Here we point out some important mathematical aspects of the integral equations (12.42),
(12.43) or (12.57), which are the basis for the described IMs. From the theoretical point of
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view these equations are almost invertible as operators acting between different Sobolev spaces.
If the right-hand side of the integral equation has certain smoothness, say r, i.e. it belongs to
a Sobolev space Hr, then the solution has smoothness r  1 and belongs to Hr 1. The cor-
rect choice of the Sobolev spaces and the parameter r is well understood; it depends on the
smoothness of the boundary profile.
Informally speaking, the equations correspond to linear operators of the form
(aI+bK)V +C
where V and K are single and double layer potentials with an arbitrary wavenumber including
k= 0, a and b are some constants, andC is compact in the pairs of Sobolev spaces Hr 1!Hr.
The single layer potentialV is always invertible as operatorHr 1!Hr. If the profile is smooth,
then K is compact in Hr ! Hr, hence the equations generate an operator
aV +C1 ;
which is invertible for almost all parameters in the pairs of Sobolev spaces for all r. Then any
results on single layer potentials equations and their approximate solution can be applied.
If the profile has corners, then V is bounded and invertible as operator Hr 1 ! Hr for
0  r  1, K is not compact in Hr ! Hr, but bounded in this range; hence one has to study
the above operator in the pairs of Sobolev spaces Hr 1 ! Hr for 0  r  1. It is invertible
except a discrete number of parameter values and one must apply discretization results for both
V and for aI+ bK. One serious problem arises that the solution is in general not in L2, it has
singularities of the form O(r d ), 0< d < 1, where r is the distance to the closest edge. Then
the solution is not finite at the corner points.
This and some other pure mathematical problems will not be discussed in this Chapter,
however they have great influence in practice and should be mentioned here. Concerning the
numerical solution of the integral equations (12.42), (12.43) or (12.57), one has to consider at
least three important theoretical problems:
1. The discretization of V;K;L;H and their products;
2. The convergence of the chosen numerical method under the condition that the kernel
functions are exact or computed with some tolerance;
3. The efficient computation of the kernel functions with given accuracy.
For many types of integral operators quite satisfactory solutions to these problems are
known, but not all of them have been applied to the diffraction integrals under consideration.
12.4.2 Approximation of integral equations
Here we describe briefly special Nyström and collocation methods used by the authors for
solving the equations (12.42), (12.43) or (12.57). In the described realizations, they are rather
simple but robust and universal methods with possibly a small number of kernel computations,
because this procedure is rather expensive for the diffraction integrals. The discretization of
the products of the integral operators appearing in these equations is done with the separate
discretization of the integrals
Ax(t) = ux(t)+
Z 1
0
K(t;s)x(s)ds : (12.77)
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Here we use the parametrization (12.16). Neglecting the factor eiaX(t) the kernel K(t;s) and the
unknown function x(s) are periodic. The case u =1 corresponds to the integrals with K and
L, whereas u = 0 for the integral operators with singular kernels V , H and J.
The Nyström discretization of A is based on a quadrature rule of the integralZ 1
0
x(s)ds
N
å
j=1
w jx(t j) ;
where for periodic functions already the rectangular rule w j = q, t j = jq with q= 1=N provides
exponential convergence for smooth functions x. The solution fskgNk=1 of the linear system
usk+q
N
å
j=1
K(tk; t j)s j = y(tk) ; for all tk ; k = 1; : : : ;N ;
is the Nyström approximate solution of the equation Ax(t) = y(t). If a solution of this dis-
crete problem exists and u 6= 0, the case of second order integral equations, then one gets an
approximate solution for all t by
uxN(t) = y(t) q
N
å
j=1
K(t; t j)s j
and therefore xN(tk) = sk. The NN matrix
AN = kudk j+qK(tk; t j)kNj;k=1
is the Nyström discretization of A. For each element of this matrix only one computation of the
kernel is necessary, and often some values can be reused. This discretization is accurate for the
diffraction integrals on smooth boundaries.
However, for integral operators of the first kind, u = 0, the simple method is not appli-
cable, since the kernels of V , J and H are singular at the diagonal, i.e. the value of K(tk; tk) is
not defined. There exist various approaches to apply Nytröm’s method also to integral equa-
tions of the first kind; one of them is reported in Chapter 4. Another efficient realization was
developed in Ref. 12.17 to solve boundary integral equations with the single layer potential of
the Helmholtz equation, which can be easily adapted to our situation. Then again, only  N2
computations of the kernel function are necessary and the accuracy of the modified Nyström
discretization is determined by the accuracy of the computations of the kernel functions.
The situation is worse for non-smooth profiles. Then the kernels of all integrals are not
differentiable at corner points and the solution of the integral equations is singular. Therefore,
the usual Nyström methods with the corners among mesh points make no sense, and there ex-
ist several proposals to modify or advance Nyström methods. For example, one can form a
modified smooth profile curve excluding small neighborhoods of the corner points and con-
struct the Nyström discretization for the integrals on the modified curve. Another practice is to
use graded mesh quadratures, that is, quadratures of various types which become increasingly
dense near corner points. Then the discretization of the integrals on profiles with corners via
the Nyström method can be made accurate; however, compared with the case of smooth pro-
files, the resulting matrices are excessively large and possibly very ill-conditioned, such that the
method can produce inaccurate results. There are various interesting attempts in the mathemat-
ical literature to address these difficulties (see Refs. 12.18–12.20). However, it was found that
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non-accounting (in respect to the usual approaches) of edge and a few other peculiarities of sin-
gular or low-convergent integral equations gives accurate and fast results for small wavelength-
and height-to-period ratio diffraction problems (see Sec. 12.7.)
To solve the integral equation Ax = y with a collocation method, one has to choose a set
of N˜ approximating functions fj jg and N collocation points 0  t1 < t2 < :: : < tN < 1. The
approximate solution is sought in the form
xN(t) =
N
å
j=1
a jj j(t)
with the unknown coefficients a j to be determined from the collocation equations
AxN(tk) = y(tk) ; for all tk:
Thus the collocation discretization of A is given by the NN-matrix
AN = kAj j(tk)kNj;k=1 :
The approximating functions should be periodic, therefore trigonometric polynomials, periodic
splines (piecewise polynomials) or wavelets are good candidates. For smooth profiles we use
N = 2N˜+1 trigonometric monomials
j j(t) = e2pi jt ; j = N˜; N˜+1; : : : ; N˜ 1; N˜
for which the expressions Aj j are cheap to compute. For example, the integrals with singular
kernel can be written as
Vj(t) = 
Z 1
0
log(4sin2p(t  s))j(s)ds+
Z 1
0
gV (t;s)j(s)ds
Hj(t) =
Z 1
0
cotp(t  s)j(s)ds+
Z 1
0
gH(t;s)j(s)ds ;
where the functions gV ;gH are differentiable and periodic in t and s. Thus, the integrals with
these kernels can be accurately approximated with the Nyström discretization. For the main
parts, the relations
 
Z 1
0
log(4sin2p(t  s))j j(s)ds=

j j(t)=j jj ; j 6= 0 ;
0 ; j = 0 ;Z 1
0
cotp(t  s)j j(s)ds=

isign( j)j j(t) ; j 6= 0 ;
0 ; j = 0 ;
(12.78)
are used, resulting in only one computation of the kernel functions per element of the final col-
location matrix. This approach can also be used for profiles with corners, but the accuracy of
the trigonometric collocation deteriorates. This is caused by the poor Fourier series approxima-
tion of functions, which are singular at corner points. In this case, collocation with splines is
advantages, which are able to approximate singular functions on graded meshes. The drawback
of splines collocation is that similar to the Nyström discretization graded mesh quadratures are
needed to determine accurate collocation discretizations of the integrals. In Sec. 12.4.4 we
describe a combination of the trigonometric and spline collocation.
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12.4.3 Nyström discretization with modifications
We use the piecewise constant Nyström method (see Subsection before) with the matrix ele-
ments such as
AN = kudki+qK(tk; ti)kNi;k=1 (12.79)
The present Nyström method proceeds by approximating the values of the current density func-
tion j  of (12.43) at the quadrature nodes (X(ti);Y (ti)), i= 1;N; by solving the system
j (X(ti);Y (ti))+
N
å
k=1
cikj (X(tk);Y (tk)) = b(X(ti);Y (ti)) ; (X(ti);Y (ti)) 2 G : (12.80)
of N linear equations in the N unknowns j (X(ti);Y (ti)) with composed coefficients cik con-
taining matrix elements of different operators.
For relatively shallow profiles, the nodes can be uniformly put along the x-coordinates.
But the approximately uniform distribution with respect to the arc-length using the parametriza-
tion (12.16) is more universal and makes it possible to treat, for example, the lamellar or any
other boundary profile with abrupt slopes or non-functions by the integral method without any
additional effort on the user side. The principal parameter, with respect to which the conver-
gence is evaluated, is the number N of discretization points on each boundary. In some codes
N may vary from one boundary to another, which can be useful. In the present study, let us dis-
card this option for simplicity. Quadratures for operators with continued kernels in our codes
are performed by the trapezium (= rectangle) integration rule.
The present numerical solution of the integral equations is based on a simple modifica-
tion of the Nyström discretization with piecewise constant weighting functions. The choice of
a discretization of integral equations such (12.80), PCGrate software default option for most
cases, requires a standard regularization of integrals. For smooth curves, the convergence or-
der is determined from the accuracy of computing the fundamental solution, which is N 3 if
only the first derivatives of the parametrization of the curve are used. The problem becomes
harder if the curve contains corners. Then the double layer potentials K and also potentials L
are not compact (the single layer potential is always compact in L2). So the usual Nyström
method is very problematic to treat corners; however some interesting modifications can be
found in Ref. 12.20, though they are only applicable to K and L. The treatment of the integral
kernels K(tk; ti) in (12.79) is connected with infinity for the single layer potential in the coincide
points, well behaved for the double layer potential on smooth curves, and discontinuous at cor-
ner points for the double layer potential. We use three types of single-term corrections: for the
single layer potential—taking into account their logarithmic singularities; for the double layer
potential—accounting for the profile curvature; and for various kernel functions—acceleration
terms applied to the truncated series. So, generally we do modifications in both diagonal and
non-diagonal matrix elements in respect to the standard Nyström matrices having NN regular
coefficients.
The integral operators with a weak singularity in the diagonal terms can be split into a
sum
Vii = d 1
Z
G
ln j2sin[(P Q)=2]jj dsQ +COii ; (12.81)
where CO is a compact operator with continuous kernel. The first integral operator in (12.81)
can be calculated easily for some approximations of the current density function f . It is worth
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noting that a regularization can be used even at corner nodes of a non-smooth boundary. In the
presence of a profile with corners (piecewise linear), the sampling and quadrature nodes are set
in such a way that all corners are nodes and the curvature corrections are applied by adding
the corner term to the diagonal values. For calculations of shallow gratings having a lot of
uniformly-distributed edges (multi-polygonal), another version of the quadrature formula can
be applied: the nodes are set in such a way that every corner lies half-way between the nodes
adjacent to it and no curvature-like single-term corrections are added (see Sec. 12.7). However,
for calculations of deep grating having abrupt and/or long slopes such a simplified approach
does not work and a formula involving the normal derivative of the Green function should be
used.
The diagonal element of the discretization matrix corresponding to a corner point takes
the value (cf. Ref. 12.21, p. 120):
eii = (2N) 1(KL(ti)+KR(ti))+1=2 zi=2p ; (12.82)
where zi is the exterior angle between adjacent tangents at the corner point P = (X(ti);Y (ti))
and (cf. Ch. 4, Eq. (4.92))
KL;R(ti) = y0(ti)
"
(2d) 1
¥
å
n= ¥
an=bn+ ia0=2p
#
  y00(ti)[(1+(y0(ti))2=4p] ; (12.83)
where KL;R(ti)) means the left- and right-sided limits, respectively, of the kernel function value
at the corner point. For gratings with smooth boundaries, these corrections yield the overall
error estimate O(N 3) for diffraction amplitudes in both polarizations. However, the above
simple singularity accounting is insufficient to match such accuracy of the discretization near
the corners and a truncation rule together with some acceleration technique should be applied
to the truncated kernel function series. Therefore, in computations of kernels, we use a direct
summation approach with possible single-term corrections of corresponding matrix elements
(see Sec. 12.4.5.1).
The matrices of the discretized operators contain the values of the corresponding kernel
functions divided by the number N of segments between collocation points. We use in our
codes a few different algorithms for solving linear systems of algebraic equations. It can be
either the direct Gauss-Jordan elimination method (Gauss) or the non-direct Full orthogonaliza-
tion method (FOM) which is similar to the Generalized minimum residual method (GMRES).
For the FOM case, the number of iterations until a prescribed residual error is reached depends,
of course, on the refraction indices, the number of accounting diffraction modes, and the pro-
file shape, but it is nearly independent of the number of unknowns. Note that discretization
of the multi-boundary integral equations can be treated by the same simple manner without
modifications.
12.4.4 Hybrid trigonometric-spline collocation
Here we describe collocation methods for solving the integral equations (12.57) of conical
diffraction, which contain the singular integral H+. The collocation discretization requires
the computation of this integral for special basis functions, which is simpler than the Nyström
discretization, which uses point values of the strongly singular kernel function of H+.
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We consider a parametrization of G given by (12.16). In the case of a smooth profile S a
trigonometric collocation method is used, i.e. we use approximations
w(s(t))e iaX(t) js 0(t)j  wN(t) =
N˜
å
k= N˜
ak e2pikt ;
t(s(t))e iaX(t) js 0(t)j  tN(t) =
N˜
å
k= N˜
bk e2pikt ;
(12.84)
where the coefficients fakg;fbkg are such that the system (12.56) is satisfied at the N = 2N˜+1
collocation points tk = k=N, k = 1; : : : ;N.
The advantage of using trigonometric methods is that the integral operators V and H+
with singular kernels can be approximated properly. For example, using the parametrization
s(t) the single layer potential operator of w can be approximated by
Vw(s(t)) eiaX(t)
Z 1
0
log(4sin2p(t  s))wN(s)ds+
Z 1
0
g(t;s)wN(s)ds

;
and the singular integral Jw by
H+w(s(t)) eiaX(t)
Z 1
0
cotp(t  s)wN(s)ds+
Z 1
0
j+(t;s)wN(s)ds

;
where the functions g(t;s); j+(t;s) are differentiable and periodic in t and s. The action of
the integral operators with the kernels log(4sin2p(t   s)) and cotp(t   s) on trigonometric
polynomials is given analytically; compare (12.78). All other integrals have differentiable ker-
nels and they are approximated by the trapezoidal rule like in the Nyström method described
above. So the discretization error depends only on the error made in computing the functions
g(t;s); j+(t;s) and the continuous kernels of K+ and L , i.e. in computing the fundamental
solution and their derivatives. Here we use the exact Ewald method (cf. Section 12.4.5.2) with
a number of summation terms to ensure discretization errors of order N 3. Finally, the oper-
ator products V+L , K+V  or H+V  are approximated by the products of the corresponding
discretization matrices.
If the profile curve has corners, then the convergence properties of methods with only
trigonometric trial functions deteriorate due to singularities of the densities w and t of the form
O(r d ), 0< d < 1, where r is the distance to the closest edge. In boundary element methods
it is common to use piecewise polynomial trial functions on meshes graded towards corner
points. But due to the complicated form of their kernels the quadrature of the integral operators
acting on piecewise polynomials is very expensive. Therefore we use a modification of the
trigonometric collocation scheme with a fixed number of piecewise polynomial trial functions.
In the beginning, we introduce meshes of collocation points which contain the corners
and are graded towards the corner points. This can be derived by changing the parametrization
(12.16), for example, if s(t j) is a corner point, then s 0(t j) = s 00(t j) = 0 implies grading to-
wards the corner. Further, for each collocation point tk there exists a Lagrangian trigonometric
polynomial pk(t) of degree N such that
pk(t j) = dk j ; k; j = 1; : : : ;N ;
where dk j is Kronecker’s delta. For each edge and a fixed number of collocation points tk
around it we replace the corresponding Lagrangian trigonometric polynomial pk(t) by a cubic
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spline sk(t) on the graded mesh with sk(t j) = dk j. Thus we get a hybrid trigonometric-spline
collocation method, which combines the efficient computation of the integrals for trigonomet-
ric polynomials with the good approximation properties of piecewise polynomials on graded
meshes near edges. The values at the collocation point t j of the integrals on the basis spline sk
are computed by a composite Gauss-quadrature with a quadrature mesh geometrically graded
towards t j and depending on the distance js(tk) s(t j)j. This leads to a fixed number of ad-
ditional calculations of the fundamental solutions Yk;a for each discretization level compared
with the pure trigonometric method, which is however compensated by a significant higher
accuracy.
12.4.5 Evaluations of kernels
In spite of many research efforts (see, e.g., Refs. 12.22–12.24)—computation of the kernels
remains a most time-critical part of integral method for periodic structures. Convergence of the
kernels deteriorates significantly as the distance between function’s arguments (a discretization
point or/and a quadrature node) tends to zero, and especially near edges and at high frequencies.
For more discussions we refer the reader to Ch. 4. Some "crash test" calculations on PCGrate
codes can be found in Ref. 12.25 and also in numerical examples of Sec. 12.9. The Ewald sum
method is quite intricate and widely used (see, e.g., Ch. 6). It is based on a separation of the
infinite sum into slowly and rapidly convergent parts and, then, a transformation of the slowly
convergent part using the Poisson formula and error functions. Although Ewald methods are
proven to be quite efficient for many diffraction grating problems, it has turned out to exhibit
poor numerical properties in short waves.
12.4.5.1 Direct kernel summation
In the described discretization method, we use a direct approach for the evaluation of kernel
functions based on Poisson’s summation formula (see (12.20)) and a special rule for various
kernels with positive and negative summation index. In the simplest case, the series is truncated
symmetrically at the lower summation index  P˜ and upper index P˜; where P˜ is an integer
defined by
P˜ gN: (12.85)
For many grating efficiency problems, the number of terms P˜ with plus or minus sign you
choose should be fifty percent of a number of discretization points N ("the golden rule" and
default value of PCGrate codes; for more see Sec. 12.5.7). In difficult cases like those of highly
conducting blazed or very deep gratings, echelles, grazing incidence, and, especially, for the
TM polarization one can try to optimize convergence and accuracy by varying g at a given
number of discretization points. This parameter can be optimized at small values of N and the
ratio is kept constant as N increases. Fortunately, it should be done only in very exceptional
cases.
As an easy remedy to accelerate convergence of the series representing the kernels, we
use the Aitken d 2 method [12.26], which is a simple one-term improvement over a popular ac-
celeration technique described in Ch. 4. The precision of Aitken’s method for individual values
of the kernels, especially at close arguments, is inferior to that provided by the Kummer accel-
eration used in the IESMP code ([12.27]) or by the Euler-Knopp method [12.28], but one would
not benefit from extra accuracy in the end. Such more accurate acceleration techniques make
sense in combination with higher-order collocation or Galerkin methods. However, it is usually
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a difficult task to achieve an acceptable combination of robustness and wide-range applicabil-
ity with higher-order codes. In the Aitken method suppose series S = Sak has approximately
geometric convergence, then the sum
S˜K+1 = å
kK
ak+a2K=(aK aK+1) ; (12.86)
is a better converged series than SK+1 having the same number of terms. Both versions of
discretization near corners together with the acceleration technique described above are found
to yield approximately the same convergence rate O(N 2+e), where 0 < e < 0:5 apparently
depends on boundary profile geometries.
Such a regularization of the weakly singular and singular integral operators, together with
an acceleration of the truncated kernel function series, theoretically and numerically leads to
higher rates of convergence and to bounded condition numbers of the discretization matrices.
Though, for discretization numbers N of practical interest, no advantage of regularization is
observed in our numerical experiments at very small l=d ratios (see Sec. 12.7), even for smooth
boundaries.
12.4.5.2 Ewald’s method
It has turned out that acceleration techniques for the summation approach is not efficient if
the second argument y has small modulus jyj (cf. Ref. 12.22), which frequently occur in the
quadrature of integrals for graded meshes near corners or for thin layers, i.e., very close profile
curves. In this case one can use the following summation algorithm for the integral kernel which
is based on Ewald’s method (cf. Ref. 12.23), providing a good overview on various methods for
the computation of the fundamental solution.
The idea is to split the slowly converging series (12.20) into two quickly converging series.
To simplify of presentation we consider the infinite series
Y(x;y) =
i
4p ån2Z
einx+ibnjyj
bn
(12.87)
with bn :=
p
k2 a2n and an := n+a and let Rebn; Imbn  0. Y(x;y) is 2p-periodic in x.
Ewald’s method is based on the relation
ieibnjyj
bn
=
Z a2
0
exp

b 2n t 
y2
4t
 dtp
pt
+
i
2bn
 
e iybn erfc

  iabn+ y2a

+eiybn erfc

  iabn  y2a
!
;
which is valid for any a> 0 and bn 6= 0. Here
erfc(z) :=
2p
p
Z ¥
z
e t
2
dt
is the complementary error function. Thus we have Y=Ye+Yw with the two sums
Ye(x;y) =
1
4p ån2Z
einx
Z a2
0
eb
2
n t y2=4t dtp
pt
; (12.88)
Yw(x;y) =
i
8p ån2Z
einx
bn
 
e iybnerfc

  iabn+ y2a

+ eiybnerfc

  iabn  y2a
!
: (12.89)
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Since b 2n = k2 a2n , the first sum (12.88) takes the form
Ye(x;y) =
1
4p ån2Z
einx
Z a2
0
e(k
2 a2n )t y2=4t dtp
pt
=
1
4p
Z a2
0
ek
2t y2=4t å
n2Z
e a
2
n teinx
dtp
pt
:
Poisson’s summation formula gives
å
n2Z
e (a+n)
2teinx =
r
p
t
e iax x
2=4t å
m2Z
e p
2m2=t epmx=t e2pima ;
which leads to
Ye(x;y) =
e iax
4p åm2Z
e2pima
Z a2
0
ek
2te ((x 2pm)
2+y2)=4t dt
t
: (12.90)
Denoting r2m := (x 2pm)2+ y2 and using the series expansion of ek
2t yieldsZ a2
0
ek
2te r
2
m=4t dt
t
=
¥
å
j=0
k2 j
j!
Z a2
0
t j 1 e r
2
m=4t dt =
¥
å
j=0
(ak)2 j
j!
E j+1
 r2m
4a2

with the exponential integral function E j of degree j
E j(z) :=
Z ¥
1
e zt
t j
dt :
Thus we obtain the representation
Ye(x;y) =
e iax
4p åm2Z
e2pima
¥
å
j=0
(ak)2 j
j!
E j+1
 r2m
4a2

: (12.91)
Since
E j+1(z) e
 z
z+ j
; z> 0 ;
the expression (12.91) for Ye is quickly converging if (x;y) 6= (2pm;0) with a speed of conver-
gence increasing as the parameter a gets smaller.
The function Yw can be transformed to a computationally suitable form by using the
scaled complementary error function
w(z) := e z
2
erfc( iz) = e z2 2p
p
Z ¥
 iz
e t
2
dt =
2p
p
Z ¥
0
e t
2
e2izt dt ; (12.92)
which has the properties
w( z) = w(z) ; w( z) = 2e z2 w(z) ; jw(z)j  1 for Imz 0 : (12.93)
Using
eiybnerfc

  iabn y2a

= ea
2k2e a
2a2n e y
2=4a2w

abn i y2a

;
we can write (12.89) in the form
Yw(x;y) =
i e y2=4a2 ea2k2
8p ån2Z
einx e a2a2n
bn
 
w

abn+ i
y
2a

+w

abn  i y2a
!
: (12.94)
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From (12.93) it can be seen that jw(z)j=O(e(Imz)2 (Rez)2) if Imz< jRezj. To avoid numerical
overflow problems, which may occur if jyj=a is large, we use the relation
w

abn  i jyj2a

= 2ey
2=4a2 e a
2(k2 a2n )eijyjbn w

 abn+ i jyj2a

(12.95)
obtained from (12.93), which gives
i e y2=4a2 ea2k2
8p
e a2a2n
bn
 
w

abn  i jyj2a

+w

 abn+ i jyj2a
!
=
i
4p
eijyjbn
bn
:
Introducing the finite set P := fn 2 Z : Imbn+Rebn < jyj=[2a2]g, the function Yw is decom-
posed into an exponentially converging series and two finite sums
Yw(x;y) =
i e y2=4a2 ea2k2
8p
(
å
n2ZnP
einx e a2a2n
bn
 
w

abn+ i
y
2a

+w

abn  i y2a
!
+å
n2P
einx e a2a2n
bn
 
w

abn+ i
jyj
2a

 w

 abn+ i jyj2a
!)
+
i
4p ån2P
einxeijyjbn
bn
:
(12.96)
In particular, in the case y= 0 which occurs frequently for binary gratings, we obtain the expo-
nentially converging series
Yw(x;0) =
i ea
2k2
4p ån2Z
einx e a2a2n
bn
w
 
abn

:
Note that the speed of convergence of the series in (12.96) is increasing as the parameter a gets
larger.
The representation Y=Ye+Yw is also used for the computation of the gradient of Y
(¶x+ ia)Y(x;y) =  14p ån2Z
aneinx+ibnjyj
bn
; ¶yY(x;y) =  14p ån2Z
sign(y)einx+ibnjyj ;
which is needed to compute the kernels of the operators K, L, J and H. Since ¶zE j(z) =
 E j 1(z) with E0(z) := e z=z, the derivatives of Ye are
(¶x+ ia)Ye(x;y) = e
 iax
2p åm2Z
(x 2pm)e2pima

e r2m=4a2
r2m
+
¥
å
j=1
(ak)2 j
4a2 j!
E j
 r2m
4a2

;
¶yYe(x;y) = ye
 iax
2p åm2Z
e2pima

e r2m=4a2
r2m
+
¥
å
j=1
(ak)2 j
4a2 j!
E j
 r2m
4a2

:
(12.97)
The derivatives of Yw are given by
(¶x+ ia)Yw(x;y) = e
 y2=4a2 ea2k2
8p
(
å
n2ZnP
aneinx e a
2a2n
bn

w

abn+ i
y
2a

+w

abn  i y2a

+å
n2P
aneinx e a
2a2n
bn

w

abn+ i
jyj
2a

 w

 abn+ i jyj2a
)
  1
4p ån2P
aneinxeijyjbn
bn
;
(12.98)
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and
¶yYw(x) =
e y2=4a2 ea2k2
8p
sign(y)
(
å
n2ZnP
einx e a
2a2n

w

abn+ i
jyj
2a

 w

abn  i jyj2a

+å
n2P
einx e a
2a2n

w

abn+ i
jyj
2a

+w

 abn+ i jyj2a
)
  sign(y) 1
4p ån2P
einxeijyjbn ;
(12.99)
where we use the relation
¶y
 
e y
2=4a2

w

abn+ i
y
2a

+w

abn  i y2a
!
= ibne y
2=4a2

w

abn  i y2a

 w

abn+ i
y
2a

:
The numerical calculation of the exponential integral E j and its derivatives and of the
scaled complementary error function w(z) present no problem using standard routines. The
value of the parameter a should be chosen small enough to ensure the rapid convergence of
the series for Ye and its derivatives and large enough to ensure the rapid convergence of the
series representations for Yw and its derivatives. After numerical tests we found that the choice
ajkj= 6 is a good compromise.
12.4.6 Cache for exponential functions (plane waves)
In order to reduce time for computation matrices of the above operator equations, a simple but
effective acceleration was implemented in authors’ codes at the algorithmic level, i.e. cache for
exponential functions (plane waves). It assumes a large time-memory tradeoff. The amount of
memory required for cache can be calculated in advance in each case and adjustments (cache
off or partial) are done automatically. More acceleration can be reached in some cases, e.g. if
one uses cache for kernel functions (see Sec. 12.6.2). Calculation of kernel functions makes
extensive use of typical multiplicative combinations of exponential functions
expfian(Xi Xk)+ ibnjYi Ykjg=
8<: E
 
n;i=E
+
n;k if Yi  Yk;
E+n;i=E
 
n;k if Yi < Yk:
(12.100)
Here
Ek;i = expfianXi ibnYig: (12.101)
Let N be the number of discretization points on a given boundary, that is, the subscripts i and k
in the above expressions assume N different values. Let P˜ be the number of exponential terms
to be stored in the cache. That is, the index n assumes P˜ values situated symmetrically (with a
possible 1 imbalance) with respect to 0 (see (12.85)). Normally P˜ is the maximum number
of negative or positive exponential terms used in computations of kernel functions. If, however,
there is not enough fast memory in the system, a partial cache is used, where some exponents
are pre-computed and extracted form cache in the course of the kernel function computations,
while other exponents are evaluated on the spot.
In total, 2P˜N exponents are pre-computed for every boundary. The value of P may vary,
depending on which (if at all) acceleration method is used for the series summation for the
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kernel functions, however for many cases P˜ N . So, memory expenditure is again of the order
N2 per layer. The pre-computed exponents share the same memory for every layer, so newer
values override old ones. Unlike the kernel function cache (see Sec. 12.6.2), saving the pre-
computed exponents for a potential re-use in further layers with same refractive indexes does
not make much sense: pre-computation only needs O(N2) operations per layer, which is a tiny
fraction of the total, which is of the order N3.
Keeping track of the stored elements order this case does not call for any special technique
like as binary trees: a two-dimensional array is all one needs. However, a difficulty of another
sort pops up. The numbers bn have nonzero imaginary parts when jnj exceeds some n0, and
the asymptotics of Imbn is linear as jnj grows indefinitely. Depending on the signs of Yi in
Eq. (12.101), the exponents easily go beyond the underflow and overflow limits in the standard
floating-point arithmetic. However, the absolute values of resulting ratios (12.100) are always
not greater than 1.
To resolve this problem, the data fEk;ig are stored in the format {mantissa, order}; see
Ref. 12.29. The order is represented by a variable of an integer type. It can be unusually
large (positive or negative) if one thinks about typical orders in engineering calculations. For
example, the values Imbn = 1000 and Yi = 10, though rather extreme, can occur in grating
calculations. But for the data structure we describe, numbers like exp(104) are nothing unusual
and totally within its capacity. In our program, the 2-byte C type short int is chosen for
orders, which suffices for all practical purposes.
We fix a huge positive B (the "base"); in the program B = 1020, a more or less arbitrary
value. Every nonzero real or complex number Q is then uniquely represented in the form
Q= Bq  M˜; 1 jM˜j< B (12.102)
with integer q. The only arithmetical operation needed for (12.100) is division Q=Q0 given that
jQj  jQ0j. Assuming Q0 = Bq0 M0; set
Q
Q0
=
8><>:
M˜=M0; if q= q0;
(M˜=M0)B 1; if q= q0 1;
0; if q< q0 1:
(12.103)
The divisions on the right are carried out in the in standard floating-point format.
12.5 Solving diffraction of multilayer gratings
The use of coatings has many applications in diffraction gratings. We shall consider two al-
gorithms for conical diffraction by multilayer gratings based on the integral methods for one-
profile gratings, which are theoretically able to deal with multilayered gratings without limita-
tions concerning the shape of the interfaces or the conductivity of the layers. The choice of a
numerical method to solve the multi-boundary integral equations is to a large extent indepen-
dent of other implementation details of the single-boundary algorithm. It is not even necessary
to use the same method for every boundary, provided that adjacent boundary solvers have a
common data interface. In the hope of making the algorithm more accessible, we explicitly
write out a chain of operator equations to emphasize the upper-level structure of the multilayer
algorithms. Details which are not pertinent to the structural level are omitted here, but are well
discussed in other Sections and Appendices. Assuming the potential operators are available
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as ready-to-use building blocks, an object-oriented implementation of the operator equations
becomes relatively easy.
Our description of the multilayer schemes below emphasizes its structural aspects from
the perspective of an object-oriented implementation. There are two different multilayer solvers
implemented in the authors’ codes: the ’Separating’ multi-boundary solver based on the scatter-
ing amplitude matrix algorithm described in Appendix A and the ’Penetrating’ multi-boundary
solver based on recursive marching algorithms described in Appendix B. The first one is re-
stricted to multilayer gratings with horizontally separated boundary profiles, where it is possible
to define a plane layer in between that does not cross the upper or the lower interface. Then one
can use plane-wave Rayleigh expansions of the electromagnetic field between the interfaces and
work with the scattering matrices for that interface. The second algorithm works in the case of
interpenetations of interfaces, but is numerically more expensive than the first one.
Mathematical aspects of multi-boundary integral operators are nontrivial, however well
represented in this Chapter and many publications. For example, transparent and detailed ex-
position, including a discussion of various marching schemes that avoid hypersingular potential
operators, is given in Ref. 12.21.
12.5.1 Gratings with separating boundaries
Let us now consider a multilayer diffraction grating with period d formed by a stack ofM relief
and/or rod gratings characterized by grating profiles S j, j = 0; : : : ;M 1.
G M
G
2
G
2
G
2
G1
G 0
G3
y
x
.
 
.
 
.
 
.
 
.
d
ΣΣ Σ
3
Σ 0
Σ
Σ
2
3
Σ M−1
1 11
u
d2
Figure 12.3: Cross section of a multilayer grating with inclusions and separating boundaries.
More precisely, the structure consists of material layers which are separated by continuous
profiles and may contain rod gratings. The different media are numbered from top to bottom;
see Figure 12.3, G0 and GM are the semi-infinite top and bottom layers. To apply a scattering
matrix approach, we assume that the interfaces S0; : : : ;SM 1 between the M+1 homogeneous
material domains G0; : : : ;GM are separated, i.e. between adjacent interfaces S j and S j 1 there
exists a strip fu j < y < d j 1g not crossing the interfaces. The structure of the multi-profile
grating is characterized by the permittivity and permeability functions e(x;y) and m(x;y), which
are constant on the domains G j. Its values in G0 and GM are denoted by e0, eM and m0, mM,
respectively. Further we denote
k20 = e0m0 cos
2f ; k2M = eMmM  e0m0 sin2f :
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As in the case of one interface, the z-components Ez, Bz = (mv=ev)1=2Hz satisfy Helmholtz
equations  
D+w2k2

Ez =
 
D+w2k2

Bz = 0 (12.104)
k2 = em  e0m0 sin2f , in the domains G j and the transmission conditions at the interfaces S j
Ez

S =

Bz

S = 0 ;he ¶nEz
evk2
i
S
= 
r
e0m0
evmv
sinf
h¶tBz
k2
i
S
;
hm ¶nBz
mvk2
i
S
=
r
e0m0
evmv
sinf
h¶tEz
k2
i
S
:
(12.105)
The light is incident from G0 and we are interested in the Rayleigh coefficients En ;Bn of the
series expansions
(Ez;Bz)(x;y) = (E iz;B
i
z)+ å
n2Z
(E+n ;B
+
n )e
i(anx+b
(0)
n y); y H;
(Ez;Bz)(x;y) = å
n2Z
(E n ;B
 
n )e
i(anx b (M)n y); y H;
(12.106)
where the half spaces fy  Hg and fy  Hg are contained in the semi-infinite layers G0 and
GM, respectively. According to (12.7) we have b
( j)
n = (w2k2j  a2n )1=2 if 0 arg(e j+m j)< 2p
and b ( j)n = 
 
w2k2j  a2n
1=2 if e j;m j < 0.
We study the off-plane diffraction for gratings with separated interfaces using the robust
algorithm (for the derivation, see App. A) for modeling layered gratings (an overview is given,
for example, in Ref. 12.30). The present method extends the S-matrix algorithm given by D.
Maystre in Ref. 12.31 for the integral method and in-plane diffraction. It is a recursive algorithm
to determine operators R0 and T0, which map the coefficients (pz;qz) of the incoming plane
wave (E iz;B
i
z) = (pz;qz)e
i(ax by) to the vectors of Rayleigh coefficients f(E+n ;B+n )gn2Z of the
reflected and f(E n ;B n )gn2Z of the transmitted fields, cf. (12.11). To this end, the multi-profile
problem is split into simpler scattering problems for one-profile gratings, which are formed by
the profiles S j and separate optical materials with the parameters e j;m j and e j+1;m j+1.
We give a formal operator description of the marching procedure for R0 and T0. For each
profile there exist scattering operators, which map the Rayleigh coefficients of an incoming field
to the Rayleigh coefficients of the reflected and transmitted fields. More precisely, the grating
with profile S j diffracts the a-quasi-periodic incoming field
å
n2Z
(A jn;C
j
n)e
ianx ib ( j)n y
in the reflected and transmitted fields
å
n2Z
(B jn;D
j
n)e
ianx+ib
( j)
n y resp. å
n2Z
(A jn ;C
j
n )e
ianx ib ( j+1)n y) :
This is a linear operation between infinite vectors of the Rayleigh coefficients written as
f(B jn;D jn)gn2Z = r jf(A jn;C jn)gn2Z ; f(A jn ;C jn )gn2Z = t jf(A jn;C jn)gn2Z
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with the linear reflection and transmission operators r j and t j, respectively. Similarly, the re-
flection and transmission operators r0j; t0j for illumination from below map the coefficient vector
f(B jn;D jn)g of the a-quasiperiodic incoming field
å
n2Z
(B jn;D
j
n)e
ianx+ib
( j+1)
n y
to the coefficient vectors of the reflected and transmitted fields
å
n2Z
(A jn ;C
j
n )e
ianx ib ( j+1)n y) resp. å
n2Z
(B jn;D
j
n)e
ianx+ib
( j)
n y :
i.e. f(A jn ;C jn )gn2Z = r0jf(B jn;D jn)gn2Z and f(B jn;D jn)gn2Z = t0jf(B jn;D jn)gn2Z.
Further, we assign to each profile S j an y-coordinate y j, for example y j =Y j(0) for a given
parametrisation (X j(t);Yj(t)) of the profile S j, and define a diagonal operator g j which maps a
vector of pairs f(an;bn)gn2Z to the vector
f(an;b j)eib
( j)
n (y j 1 y j)gn2Z = g jf(an;bn)gn2Z
If we introduce the infinite vector A0 of the coefficients of the input wave
A0 = fdn0(pz;qz)gn2Z ;
then R0 and T0 are derived by the following marching procedure:
Set RM 1 = rM 1 ; TM 1 = tM 1 ;
Compute for j =M 1; : : : ;1 R j 1 = r j 1+ t0j 1g jR j
 
I  g jr0j 1g jR j
 1g jt j 1 ;
T j 1 = T j
 
I  g jr0j 1g jR j
 1g jt j 1 ;
Determine finally f(E+n ;B+n )gn2Z = R0A0 ; f(E n ;B n )gn2Z = T0A0.
12.5.2 Determination of the scattering matrices
For the application of the marching algorithm, one has to find finite-dimensional approxima-
tions of the scattering operators, i.e., scattering matrices, again denoted by r j; t j and r0j; t0j, for
given j = 0; : : : ;M 1. This means one-profile grating problems must be solved with incident
waves from above and below for the profile S j. More precisely, one has to find the Rayleigh
coefficients of the diffracted fields for input waves with z-components
u+d
v+d

=

1 d
d

eianx ib
( j)
n y ;

u d
v d

=

1 d
d

eianx+ib
( j+1)
n y ; d = 0;1 : (12.107)
The choice of the indices n will be described in Sec. 12.6.1.
First, we consider the calculation of the scattering matrices for a continuous interface S j.
It separates two layers and the one-profile problem corresponds to the situation depicted in Fig-
ure 12.2. We denote the semi-infinite domains above and below the profile S = f(x;y  y j) :
(x;y) 2 S jg by G and by e, m the material coefficients above and below S, respectively.
Thus, we keep the notation of Sec. 12.2.2, but the difference to the problem there is the oc-
currence of different incident waves from above and below and the fixed values e0 and m0 in
condition (12.105).
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For illumination from above, one has to solve the following problem:
Setting
Ez =

u++u+d in G+ ;
u  in G  ;
Bz(x;y) =

v++ v+d in G+;
v  in G ;
find a-quasi-periodic solutions of the Helmholtz equations
in G+ Du++w2k2+u+ = Dv++w2k2+v+ = 0 ; (12.108)
in G  Du +w2k2 u  = Dv +w2k2 v  = 0 ; (12.109)
where now k2 = em  e0m0 sin2f . From equation (12.105) one gets the jump conditions on
S
u  = u++u+d ;
e  ¶nu 
evk2 
  e+¶n(u++u
+
d )
evk2+
=
r
e0m0
evmv
sinf
 1
k2+
  1
k2 

¶tv  ;
v  = v++ v+d ;
m ¶nv 
mvk2 
  m+¶n(v++ v
+
d )
mvk2+
= 
r
e0m0
evmv
sinf
 1
k2+
  1
k2 

¶tu  :
(12.110)
For illumination from below, we set
Ez =

u+ in G+ ;
u +u d in G  ;
Bz =

v+ in G+;
v + v d in G :
The a-quasi-periodic functions u;v have to satisfy the Helmholtz equations (12.108), (12.109)
and the transmission conditions
u +u d = u+ ;
e ¶n(u +u d )
evk2 
  e+ ¶nu+
evk2+
=
r
e0m0
evmv
sinf
 1
k2+
  1
k2 

¶tv+ ;
v + v d = v+ ;
m ¶n(v + v d )
mvk2 
  m+¶nv+
mvk2+
= 
r
e0m0
evmv
sinf
 1
k2+
  1
k2 

¶tu+ :
(12.111)
Choosing as before u ;v  as single layer potentials (12.53), we derive from equations (12.110)
and (12.111) the system of singular integral equationse k2+
e+k2 
V+(I L )+(I+K+)V 

w 
r
ev
mv
pe0m0
e+
sinf

1  k
2
+
k2 

H+V t =U ;
m k2+
m+k2 
V+(I L )+(I+K+)V 

t+
r
mv
ev
pe0m0
m+
sinf

1  k
2
+
k2 

H+V w=V ;
(12.112)
where the singular integral H+ is defined by (12.30) with the fundamental solutionYwk+;a . For
illumination from above, the right-hand side is given by
U = 2u+d ; V = 2v+d ;
whereas in the case of illumination from below
U =
e k2+
e+k2 
V+¶nu d   (I+K+)u d +
r
ev
mv
pe0m0
e+
sinf

1  k
2
+
k2 

H+v d ;
V =
m k2+
m+k2 
V+¶nv d   (I+K+)v d  
r
mv
ev
pe0m0
m+
sinf

1  k
2
+
k2 

H+u d :
486
L. Goray and G. Schmidt: Boundary Integral Equation Methods for Conical Diffraction ... 12.37
In the case of a rod grating with a discontinuous profile, the domain G  is bounded.
Using the single layer potential ansatz in G , illumination from above is treated as before.
Illumination from below can be treated by setting
Ez =

u++u d in G+ ;
u  in G  ;
Bz =

v++ v d in G+;
v  in G ;
which results in the system (12.112) with the right-hand side
U = 2u d ; V = 2v d :
Thus, in all considered cases the system (12.112) can be used to determine the scattering ma-
trices. Moreover, it can be shown that the solvability of system (12.112) does not depend on e0
and m0. Similar to the system (12.56), the equations are solvable if the ratios e =e+ and m =m+
do not belong to an interval on the negative axis. Thus, the applicability of the algorithm is
independent of the incidence angles q and f as well as of the polarization.
12.5.3 Gratings with penetrating boundaries
In the following, we suppose that the interfaces S j are given by piecewiseC2 parametrizations
s j(t) = (X j(t);Y j(t)); X j(t+1) = X j(t)+d; Y j(t+1) = Yj(t) ; t 2 R ; (12.113)
i.e., the functions X j;Y j are piecewiseC2 with
js 0j(t)j=
q
(X 0j(t))2+(Y 0j(t))2 > 0 :
Moreover, the interfaces do not intersect, i.e. s j(t1) = sk(t2) only if j= k and t1  t2 = dn. Ad-
ditionally, we suppose that if a curve S j has corners, then the angles between adjacent tangents
at the corners are strictly between 0 and 2p .
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Figure 12.4: Cross section of a multilayer grating with penetrating boundaries.
To derive an integral formulation we rewrite the conical diffraction problem (12.8), (12.49),
(12.11) using the notation
Ez(x;y) =

u0+E iz
u j
; Bz(x;y) =

v0+Biz in G0;
v j in G j ; j = 1; : : : ;GM ;
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with E iz = pz e
i(ax by), Biz = qz ei(ax by). We seek a-quasiperiodic functions fu j;v jgNj=0 such
that
in G j Du j+w2k2j u j = Dv j+w2k2j v j = 0 ; (12.114)
subject to the transmission conditions
on S0
8>>><>>>:
u1 = u0+E iz ;
e1 ¶nu1
evk21
  e0¶n(u0+E
i
z)
evk20
=
r
e0m0
evmv
sinf
 1
k20
  1
k21

¶tv1 ;
v1 = v0+Biz ;
m1¶nv1
mvk21
  m0¶n(v0+B
i
z)
mvk20
= 
r
e0m0
evmv
sinf
 1
k20
  1
k21

¶tu1 ;
(12.115)
and, for j = 1; : : : ;M 1,
on S j
8>>><>>>:
u j+1 = u j ;
e j+1¶nu j+1
evk2j+1
  e j ¶nu j
evk2j
=
r
e0m0
evmv
sinf
 1
k2j
  1
k2j+1

¶tv j+1 ;
v j+1 = v j ;
m j+1¶nv j+1
mvk2j+1
  m j¶nv j
mvk2j
= 
r
e0m0
evmv
sinf
 1
k2j
  1
k2j+1

¶tu j+1 ;
(12.116)
which satisfy the outgoing wave condition
(u0;v0)(x;y) =
¥
å
n= ¥
(E(0)n ;B
(0)
n )e i(anx+b
(0)
n y) for y> max
(x;t)2S0
t ;
(uM;vM)(x;y) =
¥
å
n= ¥
(E(M)n ;B
(M)
n )e i(anx b
(M)
n y) for y< min
(x;t)2SM
t :
(12.117)
The single and double layer potentials on one period G j = fs j(t) : t 2 [t0; t0+ 1]g of the
interface S j corresponding to km are denoted by
SG j;mj(P) = 2
Z
G j
Ym;a(P Q)j(Q)dsQ ; DG j;mj(P) = 2
Z
G j
j(Q)¶n(Q)Ym;a(P Q) dsQ ;
with the a-quasiperiodic fundamental solution Ym;a =Ywkm;a .
We present a recursive algorithm for solving (12.114 - 12.117), which in each step treats
a problem for one of the interfaces and therefore allows us to solve conical diffraction problems
for gratings with an arbitrary number of layers on standard PCs (for the derivation, see App. B).
The algorithm extends a method for in-plane diffraction, i.e., f = 0, which was proposed by
D. Maystre in Ref. 12.32 and described in detail in Ref. 12.4.
The starting point is to seek the solutions fu j;v jgMj=0 of (12.114–12.117) in the form
u0 =
1
2
 
SG0;0¶nu0 DG0;0u0

; v0 =
1
2
 
SG0;0¶nv0 DG0;0v0

; in G0 ; (12.118)
u j =
1
2
 
SG j; j¶nu j DG j; ju j

+SG j 1; jj j 1 ;
v j =
1
2
 
SG j; j¶nv j DG j; jv j

+SG j 1; jy j 1 ;
9>=>; in G j ; j = 1; : : : ;M 1 (12.119)
uM =SGM 1;MjM 1 ; vM =SGM 1;MyM 1 ; in GM ; (12.120)
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with certain densities j j;y j, j = 0; : : : ;M 1. Again, the Helmholtz equations (12.50) and the
outgoing wave condition (12.52) are satisfied. Note that the representations (12.118 - 12.120)
are unique, provided that the single layer potential operators V ( j)j 1 j 1 are invertible for j =
1; : : : ;M, which will be assumed throughout.
The algorithm determines recursive relations
j j
y j

=Q j 1

j j 1
y j 1

; j = 1; : : : ;M 1; (12.121)
such that the functions fu j;v jgMj=0 fulfill the remaining transmission conditions (12.115) and
(12.116). The initial densities (j0;y0) and the 22 operator matrices fQ j 1g are obtained by
the following scheme:
Introduce the coefficients
a j =
e j+1k2j
e jk2j+1
; b j =
m j+1k2j
m jk2j+1
;
c j =
r
ev
mv
pe0m0
e+
sinf

1  k
2
j
k2j+1

; d j =
r
mv
ev
pe0m0
m+
sinf

1  k
2
j
k2j+1

;
(12.122)
and determineQ j 1 by a backward recurrence for j=M 1; : : : ;1 as a solution of the operator
equation  
I+K( j)j j  c jH( j)j j
d jH
( j)
j j I+K
( j)
j j
!
A j 
 
a jV
( j)
j j 0
0 b jV
( j)
j j
!
B j
!
Q j 1 = 2
 
V ( j)j j 1 0
0 V ( j)j j 1
!
: (12.123)
The initial values are
AM 1 =
 
V (M)M 1M 1 0
0 V (M)M 1M 1
!
; BM 1 =
 
L(M)M 1M 1  I 0
0 L(M)M 1M 1  I
!
; (12.124)
and the subsequent terms in (12.123) are derived by
A j 1 =
 
V ( j)j 1 j 1 0
0 V ( j)j 1 j 1
!
  1
2
  
K( j)j 1 j  c jH( j)j 1 j
d jH
( j)
j 1 j K
( j)
j 1 j
!
A j 
 
a jV
( j)
j 1 j 0
0 b jV
( j)
j 1 j
!
B j
!
Q j 1 ; (12.125)
B j 1 =
 
V ( j)j 1 j 1 0
0 V ( j)j 1 j 1
! 1 
I+K( j)j 1 j 1 0
0 I+K( j)j 1 j 1
!
A j 1 2

I 0
0 I

:
(12.126)
Having found A0 andB0, the initial value (j0;y0) of (12.121) is a solution of the linear equa-
tion   
I+K(0)00  c0H(0)00
d0H
(0)
00 I+K
(0)
00
!
A0 
 
a0V
(0)
00 0
0 b0V
(0)
00
!
B0
!
j0
y0

= 2

E iz
Biz

: (12.127)
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Then the solution above the grating is given by the integrals
u0 = 12

a0SG0;0
 
I L(1)00

j0+DG0;0V
(1)
00 j0+ c0SG0;0J
(1)
00 y0

;
v0 = 12

b0SG0;0
 
I L(1)00

y0+DG0;0V
(1)
00 y0 d0SG0;0J(1)00 j0

:
If desired, the field below the grating is found from the integrals
uM =SGM 1;MjM 1 ; vM =SGM 1;MyM 1 :
with the densities jM 1;yM 1 determined using the recursive relations (12.121).
12.5.4 Generalization of energy balance for lossy multilayer gratings
Resonance and non-resonance anomalies, differing in their nature, can be effectively explored
in high- and low- conductive gratings, such as: surface plasmon excitations, Brewster and Bragg
conditions, Rayleigh orders, groove shape and waveguide features, etc. Because of the s and
p modes in conical diffraction being coupled through the boundary conditions, the associated
problems are more general, and gratings can act as perfect absorbers and local- or/and surface-
field enhancers at any incidence polarization state.
Knowledge of the accurate value of the absorption for a grating is very important for
testing the correctness and reliability of developed programs. The energy balance is one of the
basic accuracy criteria based on a single computation and it is generalized here in the case of
lossy multilayer gratings. In this Subsection we derive important formulas for direct calculus
of the absorption of multi-boundary gratings working in general conical mounts. Diffraction
efficiencies for the reflected and transmitted orders in conical diffraction can easily be found
from the corresponding Raleigh coefficients or boundary values, see (12.67)–(12.70).
If the multi-boundary grating is perfectly conducting, then for respective refractive indices
n2j = e jm j, ImnM =¥, and if there is no energy absorption in the grating layers, Imn j = v j = 0,
j= 1; : : : ;M 1, then the energy conservation law is expressed by the standard energy criterion
(see Ch. 2) under unitary normalization conditions
R= 1;
where R is the reflected energy.
If the grating is lossless, Imn j = 0, j = 0; : : : ;M, then the energy conservation law is
expressed by a similar energy criterion
R+T = 1;
where T is the transmitted energy.
If Imn j > 0 for some j = 1; : : : ;M 1 and ImnM = 0, then energy is absorbed in grating
layers. Thus, the usual law of the energy conservation that the sum of efficiencies of all reflected
and transmitted orders should be equal to the power of the incident wave, does not hold. In a
general case,
A+R+T = 1; (12.128)
where (see (12.157))
A=
1
b
Im
Z
G0
e0
ev
¶nEzEz+
m0
mvb
¶nBzBz

  k
2
0
bk2M
Im
Z
GM 1
eM
ev
¶nEzEz+
mM
mv
¶nBzBz

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is called the absorption coefficient or simply the absorption in the given multilayer diffraction
problem. If also ImnM > 0, then T = 0 and it holds
A+R= 1 (12.129)
with the absorption (12.156)
A=
1
b
Im
Z
G0
e0
ev
¶nEzEz+
m0
mv
¶nBzBz

:
The requirements (12.128), (12.129) are convenient single computation tools to check the qual-
ity of the numerical solution. Besides being physically meaningful, expression (12.157) is very
useful as one of numerical accuracy tests for computational codes and especially important for
x-ray–EUV gratings, photonic crystals, metamaterials, and perfect absorbers where absorption
plays a predominant role. In the lossy multilayer case, one needs an independently calculated
quantity A to verify (12.128). For such a quantity, we use the absorption integrals defined in
Ref. 12.33 and derived in Appendix C using the second Green formula and integration by parts.
The expressions derived from the boundary integral equation theory are important for cal-
culating the absorption of general multi-boundary gratings working in any diffraction mount at
any polarization state. The boundary absorption integrals developed and tested have been found
to be an accurate and universal tool for calculating of the energy balance of various periodical
structures having separated or penetrating boundaries. The results of absorption calculus of a
bare metallic grating with shallow grooves, photonic crystal supporting polariton-plasmon ex-
citation and x-ray-grazing-conical-diffraction multilayer grating are demonstrated in Sec. 12.9.
Remark 12.5.1 A generalization of the energy balance presented for a multilayer absorption
grating in classical and conical diffraction is based on computations of the respective absorp-
tion integrals by values of the field and its derivatives on a boundary. It has not only intuitive
significance but the same rigor, namely in the sense of generalized functions or distributions,
and way to deduce as more simple energy criterions for perfectly conducting and lossless grat-
ings (see in Ch. 2). A derivation of expressions considered for finding the absorption quantity A
as well as the interpretation of the results obtained bear only on Maxwell’s equations or Green’s
theorem and boundary conditions. The computation of A itself is not connected with a specific
rigorous method which is used for near-zone field calculus. Thus, the present in-plane and
off-plane energy balance generalizations for multilayer absorbing gratings can be considered
as much universal and useful as well known energy conservation laws for perfectly conducting
and lossless gratings.
12.6 Implementation and algorithmic enhancements of multilayer solvers
To handle effectively various grating types, the different multilayer schemes can be used to
solve respective diffraction problems, i.e. Penetrating or Separating solvers. The Penetrating
solver described above is more general, since it allows the y-projections of the boundaries to be
overlapping that is vital in the modeling of many coated gratings. However, when the grating
boundary profiles are strictly separated, the problem (12.104)–(12.106) can be treated using
certain robust algorithms for modeling layered gratings. Therefore, the Separating solver based
on the S-matrix multilayer algorithm can be, for particular problems, several times faster and
more accurate than the Penetrating one.
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There are three basic sources of numerical errors arising from an integral equation im-
plementation: (i) replacement of an integral equation by a finite system of linear algebraic
equations; (ii) inexact evaluation of matrix elements; (iii) inaccuracy of solution of the lin-
ear system. For errors of type i, in many cases a priori estimations via functional-analytic
and operator-theoretical methods are available, which, at least, can moderate one’s optimistic
expectations about the overall convergence rate. Combinations of moments, Galerkin, colloca-
tion, and fully discrete methods with balanced convergence properties are known as numerical
schemes of discretization [12.22]. Errors of type ii in these methods are commonly attributed
to numerical quadratures. In periodic diffraction problems, in contrast to diffraction on a com-
pact obstacle, there is one more source of ii-type numerical errors: evaluation of lattice Green
functions and their derivatives. The problem is seen from the well-known kernel functions
representation described above. This is the most difficult error type arising from solving of
grating-like diffraction problems and particularly at small l=d ratios. Errors of type iii, as well
as direct round-off errors, are negligible in most cases provided the numerical scheme in use is
stable and the problem "generic". That is also true for iterative linear system solvers used in our
codes, like GMRES- or FOM-based software (see Sec. 12.4.3).
In order to reduce time for computation matrices of the above operator equations, two fur-
ther basic enhancements (cache for exponential functions (plane waves described in Sec. 12.4.6)
at the algorithmic level are used in our codes: cache for kernel functions, and cash for repeating
pairs or quads of layers. They assume a large time-memory trade-off. The amount of memory
required for cache can be calculated in advance in each case and adjustments (cache off or par-
tial) are done automatically. More acceleration can be reached in some cases, e.g. if one uses
iterative algorithms to solve a linear system of algebraic equations (see Sec. 12.4.3).
12.6.1 Implementation of multilayer schemes
Here we describe an implementation of the S-matrix algorithm combined effectively with the
conical integral equations formulated for solving such multilayer grating problems. We discuss
briefly the numerical solution of the system (12.112). As mentioned before, the scattering
matrices are obtained by solving one-profile equations with a finite number of illuminations
(12.107). The indices n of these illuminations should be chosen such that additionally to the
diffracted outgoing modes the Rayleigh coefficients of some evanescent modes are also taken
into account. Let the grating formed by the profiles S j, which separate optical materials with
the parameters e j;m j and e j+1;m j+1. The indices of propagating modes are characterized by
the values n such that b ( j)n  0 above S j and b ( j+1)n  0 below S j. Suppose that their number
is Pu  0 above and Pd  0 below the profile. Further, we fix numbers ku and kd of evanescent
modes which are important to keep in the scattering matrices. This results in quadratic reflection
matrices r j and r0j of order 2(Pu+ku)2(Pu+ku) and 2(Pd+kd)2(Pd+kd) for illumination
from above and below, respectively. The transmission matrices t j and t0j are rectangular of
dimension 2(Pd+kd)2(Pu+ku) and 2(Pu+ku)2(Pd+kd) for illumination from above and
below, resp.
These matrices are constructed columnwise from the scattering amplitudes of the solu-
tions of the equation (12.112) with right-hand sides of index n within the fixed range. Note,
one has only once to discretize the integral operators in (12.112) and the LU-decomposition
of this discrete matrix provides the solutions immediately and, hence, all four scattering matri-
ces simultaneously. Therefore, we use a direct solver with LU-decomposition for computing the
scattering matrices. It should be noted that modern implementations of the LAPACK and BLAS
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software packages on multi- processor/core/thread machines makes direct solving a competitive
alternative to iterative solution methods even for very large systems, N & 10000.
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Figure 12.5: The computation time for the lamellar grating example described in Table 12.1.
Expressions (12.149) and (12.150) allow us to find amplitude matrices by a recursive
procedure beginning with the lower medium. To do this, we have to know, in a general case,
four matrices of scattering amplitudes and perform two matrix inversions in each iteration step.
The computation time for one-boundary problems was shown to scale quadratically with the
main accuracy parameter N (see Fig. 12.5). The computation time is also linearly proportional
to the number of boundaries. The memory cache for amplitude matrices of multi-layer grating
problems (e.g. photonic crystals) with the same boundary profiles and the same pairs or quads
of layers can be used (see Section below).
Efficient implementation of the penetrating solver should use the modern implementa-
tions of the LAPACK and BLAS software packages and their analogues on multi- proces-
sor/core/thread machines. Although the algorithm requires a larger number of matrix-matrix
multiplications compared to the separating solver and even the inversion of dicretization matri-
ces, even quite complicated problems can be solved on a modern PC in reasonable time.
12.6.2 Cache for kernel functions
Matrix elements of discretized integral equations are kernel functions of one of four types con-
sidered: single-layer potentials, double-layer potentials, normal derivatives of single-layer po-
tentials, and tangential derivatives of single-layer potentials. Any of these kernel functions for
the given layer has two vector arguments: the source position x and the observation point x0.
The value of the kernel function depends on the difference vector d= x x0.
There are a number of cases of practical interest when the same difference vector d cor-
responds to more than one pair fx;x0g. Typical situations include:
• conformal layers; upper and lower boundaries of such a layer are obtained from each
other by a vertical shift;
• more generally, layers whose boundaries are congruent by a translation (not necessarily
in the vertical direction);
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• rectilinear segments of boundaries, if collocation points are uniformly distributed along
such a segment.
In all these situations, it is possible to re-use values of kernel functions calculated earlier.
The program stores the data: type of potential and difference of arguments vector (Dx;Dy)— in
lexicographical order. Fast search and insertion are provided by a binary tree structure [12.34].
Memory expenditure for the kernel function cache is of the order cN2 per layer, where N is the
maximum number of discretization points on the boundaries, and the constant c incorporates the
size of data structure corresponding to each node of the tree. If no further layer has a refractive
index of the current layer, then the cache gets overwritten as the solver proceeds to a new layer.
However, it is quite typical to have a multilayer structure with repeating indexes, in which case
the kernel function computed for one layer has a chance to be re-used in another layer. Note
that the constant c is less the more effective the cache is (that is, the more repetitions occur).
To save memory, single precision values are used for the difference components Dx, Dy. This
approach does not compromise accuracy to any noticeable extent.
12.6.3 Cache for repeating pairs or quads of layers
The memory cache for scattering amplitude matrices (computation matrices of the operator
equations considered) of multilayer grating problems with separating boundaries with the same
boundary profiles and the same pairs or quads of layers can be used. The actual number of iden-
tical pairs or quads of layers can be large, up to a thousand for hard x-ray grating applications.
For flexibility and possible reuse of scattering matrices of the Separating solver in multi-stack
grating structures with repeated layer patterns, the dynamic caching procedure using a hash
function for fast storing and extracting of boundary and adjusting layer basic parameters is ini-
tialized separately for each interface starting from the bottom. In such a procedure previously
calculated instances are taken for reuse in accordance with hash function values.
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Figure 12.6: The computation time for a typical x-ray grating efficiency problem with repeated pairs of layers vs.
number of identical boundaries.
Computation time of the efficiency of a coated grating with many of repeated pairs or
quads of layers and equal separated boundaries can be decreased by orders of magnitude using
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such memory cache for scattering matrices. For example, if the number of pairs of layer with the
same boundary is more than 50, then the computation time for typical x-ray grating problems
decreases more than 100 times—see Fig. 12.6.
12.7 Modifications of integral methods for very small wavelength-to-period ratios
It is well-known that solution of the 2D Helmholtz equation with any rigorous numerical code
meets with difficulties at small l=d. While the standard IMs are robust, reliable and efficient,
they exhibit poor convergence and loss of accuracy in the high-frequency range due to numeri-
cal contamination in quadratures. Increasing matrix size and enhancing computation precision,
as well as application of convergence speed-up techniques, which are successfully explored
in low- and mid-frequency ranges, lead to unreasonably stringent requirements for computing
times and storage capacities in high and, especially, ultrahigh frequency ranges (d=l > 103).
For various kinds of integral equations and approximation technique used for solving diffrac-
tion grating problems the computation accuracy is mostly determined from the accuracy of
computing the fundamental solution (see, e.g., Sec. 12.4). In order to approximate a wave with
wavenumbers k j = n jd=l in accordance with the Rayleigh criterion, in the Helmholtz equation
one needs to use about 10 (usually from 5 to 20; it depends on a groove profile) discretization
points per wavelength. So, for very large wavenumbers, say k j  1000, discretization matrix
size should be of the order N  104, a huge enough number even for modern PCs. The inaccu-
racy of computation of the fundamental solution, together with some rounding errors, increases
significantly, up to totally divergent results, if one goes far from this simple rule of thumb. The
term modified integral method used in publications with regard to the PCGrate software was
introduced with flexibility in mind. More precisely, it is meant to be ‘"modifiable" or "tunable",
however we keep the earlier term as a label. In a narrow technical sense, the MIM is character-
ized in this Section by a number of simple modifications required for the standard IM, similar
to the one described in Ch. 4, to transform it to the MIM, together with relevant discussions.
The boundary integral equation theory is so flexible and complex that we can point out a
few areas of its modifiability. (1) In the physical model, one can choose boundary types (pe-
riodical or non-periodical, closed or non-closed, smooth or having edges, randomly rough or
deterministic, etc) and boundary conditions (rigorous or non-rigorous, perfect or finite conduct-
ing, extending, etc). (2) In the mathematical structure, integral representations using various
potential operators and/or integral formulas together with multi-layer schemes can be consid-
ered. (3) In the method of approximation and discretization, numerical scheme of discretiza-
tion (Nyström, or collocation, or Galerkin, or Method of Moments, hybrid, etc), basis and test
functions (piecewise constant, or trigonometric polynomials, or splines, or delta, or Lagrange
polynomials, etc), and including treatment of corners in boundary profile curves can be chosen.
(4) In the low-level details, one can define methods of calculations of kernels (direct methods
using Hankel or exponential functions, or Ewald’s method, or high-order summations, etc);
and using acceleration techniques (Kummer or Euler-Knopp summation, or single-term correc-
tions, etc), meshes of sampling (collocation) points (uniform or non-uniform), quadrature rules
(trapezium, or Gaussian, or more sophisticated); solutions of linear systems (direct methods or
iterative solvers). (5) In the implementation improvements, one can use caching of repeating
quantities (exponential and kernel functions, pairs or quads of layers in multilayer structures,
etc), treatment of Rayleigh orders, etc. In this Section, special attention is paid to important
aspects of the presented MIM for small l=d diffraction problems in connection with (3)–(5),
and also, briefly, to some details of the numerical implementation. More about the MIM im-
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plementation can be found in the documentation devoted to the PCGrate software and also in
specific references [12.1].
Diffraction from 1D multilayer gratings with arbitrary boundary profile shapes, including
edges, is considered in this Section in a general case of off-plane mounts. The term 1D multi-
layer refers to a general grating on a planar surface of arbitrary conductivity which is periodic
in one direction, constant in the second, and has a finite number of borders and layers in the
third. The actual number of identical or different borders and layers can be large enough, up
to a few thousand for hard x-ray grating applications. Though various approximated analyses
developed for the treatment of such challenging diffraction problems enjoy more or less suc-
cessful application [12.35], they are always plagued with uncertainties which make comparison
between rigorous and non-rigorous approaches difficult. In the present study, special attention
is paid to all aspects of the MIM for l=d 1 ratios. A few commercial and non-commercial
solvers based on the MIM are used in this Section and also in Sec. 12.9 to analyze the diffractive
properties of various bulk and multilayer gratings including those having real boundary profiles
of the polygonal type obtained by averaging measured data from Atomic Force Microscopy
(AFM).
12.7.1 Approximations
As to the multilayer schemes implemented, there are no substantial differences between the
well established approaches suitable for resonance domains (see Secs. 12.5 and 12.6) and the
MIM in these higher levels of the multilayer boundary integral equation theory. We use both
the Penetrating and Separating solvers to treat efficiencies of multilayer x-ray–EUV gratings
having many boundaries with thin structure including random micro- and nano-roughness (see
Sec. 12.8 and Sec. 12.9.9). However, the mid- and low-level MIM structures including the
method of discretization have a few important peculiarities described below.
It is well-known the convergence and accuracy of IMs depend greatly on an appropriate
choice of the discretization scheme and respective quadrature method for solving integral equa-
tion systems. As a rule, a Nyström discretization or a collocation method, as well as a Method
of Moments or a Raleigh-Ritz-Galerkin approach, which are not described here, or their combi-
nation, is a good choice to treat both general and particular diffraction problems. The sampling
points of unknown functions can be distributed on some uniform or multi-scale grids. In low-
and mid-frequency ranges, better results are often obtained using equidistant steps along the arc
length. Another possible function of the distance between collocation points is prescribed by
equal steps along the x-axis perpendicular to the grooves.
In the MIM, the fastest Nyström method with the rectangular quadrature rule is used
(see Sec. 12.4). Such a simple, fully discrete method combined with some matrix element
modifications works well for shallow smooth boundary profiles and, particularly, at small l=d.
In the presence of a boundary profile with corners (piecewise linear), another approach can be
effective. The sampling and quadrature nodes are set in such a way that every corner lies half-
way between the adjacent nodes and no curvature-like single-term corrections (see (12.82))
are added to diagonal matrix elements. Let us match a solution in N midpoints s(ti+1=2) of
[s(ti);s(ti+1)] by setting j (s(ti+1=2)) = (j (s(ti+1)) + j (s(ti)))=2. Then we obtain a
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linear system of algebraic equations for j (s(tk)), k = 1; : : : ;N similar to (12.80)
j (s(ti+1=2))+
N
å
k=1
ci+1=2;kj (s(tk)) = b(s(ti+1=2)); s(tk) = (X(tk);Y (tk)) 2 G :
(12.130)
In this approach the period of integration is divided by a number of segments equal to the num-
ber of corners on the boundary profile. Thus, the sampling points and the quadrature nodes can
be put at same locations, as in (12.80), or interlacing by a half-segment shift, as in (12.130). The
choice between two these complementary approaches depends on desired accuracy of compu-
tations and time requirements. For shallow boundaries with a thin structure (multi-polygonal)
including roughnesses, the approach of (12.130) may have faster convergence. However, for
boundaries with several rather long and abrupt slopes the approach of (12.80) may be prefer-
able, especially if one uses (1) the curvature single-term correction by adding the corner term to
diagonal matrix elements or (2) the mesh grading together with the appropriate quadrature rule,
as in a case of deep gratings.
Instead of the direct summation algorithm used in the MIM and also in the IM of Ch. 4,
more sophisticated methods can be implemented to accelerate the computation of the integral
equation kernels, like as Ewald’s methods (see Sec. 12.4.5.2). Unfortunately, it has turned
out numerically that such approaches, at least those known for us, are not efficient for very
small l=d diffraction grating problems. Thus, the MIM in a narrow sense is an approximation
approach with a simple discretization that also specifies a summation method for kernels.
12.7.2 Convergence and accuracy with and without speed-up technique
It is well known that the number of discretization points per wavelength used in the various
IMs can be reduced significantly, up to an order of magnitude, when l=d and H=d become
small. The question is how small it might be for very small l=d diffraction problems, say for
l=d . 10 3. To accelerate convergence of the series representing kernels, different acceleration
techniques can be applied (see Sec. 12.4 and also Ch. 4). In Figs. 12.7–12.10, convergence of
the IM is demonstrated for an analytical case of diffraction from a plane transmission interface
prescribed by a zero-depth sinusoidal profile at normal incidence in a vacuum with the lower-
medium refractive index of n1 = 1:5 and for different l=d. Note that for all numerical examples
in this Subsection, the number of positive and negative terms accounting in kernel functions was
chosen at N=2 (see in Section 12.7.3).
For l=d = 1 in Fig. 12.7, the convergence rate reached with speed-up techniques (all
single-term corrections in kernels are used) is high, with the energy balance error of  10 6
in both polarization states for the number of discretization points N = 10. For l=d = 10 1 in
Fig. 12.8, the convergence rate reached with speed-up techniques is medium, with the energy
balance error of  10 5 in both polarizations for N = 100. For l=d = 10 2 in Fig. 12.9, the
convergence rate, again obtained with speed-up techniques, is low, with the energy balance
and transmitted energy errors of  10 3 in both polarizations for N = 500. The difference
between the TE and TM transmitted energies for N < 300 is seen to be large,  10 1. For
l=d = 10 3 in Fig. 12.10, the convergence rate calculated with speed-up techniques is very
low, with the Energy balance error of  10 2 in both polarizations for N = 103. As seen from
the figure, the convergence of the series deteriorates for N > 1000 as the distance between the
kernel function’s arguments tends to zero. In contrast to the plots of Fig. 12.10, the results
for l=d = 10 6 obtained without application of any speed-up techniques exhibit the fastest
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Figure 12.7: Energy balance error with the standard IM using acceleration convergence terms for the problem of
diffraction on a plane transmission interface (normal incidence in vacuum with the lower medium refractive index
n1 = 1:5) vs. N for l=d = 1.
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Figure 12.8: Energy errors with the standard IM vs. N used for the same diffraction problem as in Fig. 12.7 but
for l=d = 0:1.
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Figure 12.9: Energy errors with the standard IM vs. N used for the same diffraction problem as in Fig. 12.7 but
for l=d = 0:01.
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Figure 12.10: Energy errors with the standard IM vs. N used for the same diffraction problem as in Fig. 12.7 but
for l=d = 0:001.
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Figure 12.11: Reflected energy with the standard IM using acceleration convergence terms for the problem of
diffraction on a plane Au interface of non-polarized radiation with l = 1 nm incident at q = 89, plotted vs. N for
different l=d.
convergence rate, with a negligible energy balance error of  10 16 for N = 2 only, and are
equivalent to analytical calculations.
In Fig. 12.11, convergence of the standard integral method is demonstrated in respect to
the main cut-off parameter N for another analytically amenable case, i.e. of x-ray diffraction
from a plane absorbing interface (grazing incidence in vacuum of non-polarized radiation to
plane Au surface prescribed by a zero-depth sinusoidal profile) for l = 1 nm, q = 89, and
different l=d. The refractive indices of Au for all examples in this Section were taken from
Ref. 12.36. For l=d = 10 2, the convergence rate reached using speed-up techniques (i.e.
by the standard IM) is high, with the reflected energy error of  4:9 10 6 for the number
of discretization points N = 40 (the exact reflectance value is 0.7999). For l=d = 10 3, the
convergence rate reached with speed-up techniques is medium, with the reflected energy error
of  10 3 for N = 200. For l=d = 10 4, the convergence rate, again obtained with speed-up
techniques, is low, with the reflected energy error of  6:2 10 3 for N = 103. For l=d =
10 5, the convergence rate calculated with speed-up techniques is very low, with the reflected
energy error of  7:710 2 for N = 2103. In contrast to the plots of Fig. 12.11, the results
for extremely low l=d of 10 7 obtained by the MIM without application of any speed-up
techniques exhibit the fastest convergence rate with a negligible reflected energy error of 
10 16 for N = 2 only and are equivalent to analytical calculations. Thus, we see for this grazing-
incidence absorbing example the same behavior of kernel functions as in the previous absolutely
different case of the normal incidence on the lossless medium.
As one can see from Figs. 12.7–12.11, at least one discretization point per wavelength
is required to reach efficiency convergence for the standard IM. In contrast to that, the MIM
with the simple, however very important, changes in respect to the described above standard
IM, i.e., without applying acceleration convergence terms at low l=d only, works accurately
and ultra-rapidly despite the very small number of discretization points per wavelength used in
the approach. For example, if a period includes N = 102 and l=d = 10 4, there is only 10 2
point per wavelength required for the MIM. While the results presented in Figs. 12.7–12.11
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Figure 12.12: Reflected  1-order efficiency of an Au sinusoidal 300 grooves/mm grating with a depth of 25 nm
illuminated by non-polarized radiation with l = 4:4 nm incident at q = 87:35, plotted vs. N for the standard IM
or the MIM.
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Figure 12.13: Reflected  1-order efficiency of an Au sinusoidal 3600 grooves/mm grating with a depth of 10:5 nm
illuminated by non-polarized radiation with l = 4:4 nm incident at q = 86:15, plotted vs. N for the standard IM
or the MIM.
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may certainly be different for various realizations of the IMs and of the speed-up techniques
used, the overall pattern remains the same.
Shallow gratings and rough mirrors exhibit a similar behavior for very small l or l=d
(very large wavenumbers k) in the x-ray and EUV ranges (see Figs. 12.12 and 12.13). In
this case, however, the effective boundary profile depth  H cosq , the bilayer thickness 
l=(2cosq 0) (q 0 = arcsin[(sin2q cos2f + sin2f)0:5]), and the effective radiation wavelength
 l=(n j cosf j) must be of the same order of magnitude. In the present approach, the pecu-
liarity described in Ref. 20 ("Introducing known speed-up terms in integral methods produces
an adverse numerical effect because of the ensuing uncontrolled growth of coefficients in an-
alytically (or numerically—Goray & Schmidt) improved asymptotic estimations") takes into
account mostly for the case of shallow x-ray–EUV gratings working at very small l=d and
including, if any, random roughness (for more, see Remark below and also Section 12.8).
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Figure 12.14: Energy balance and transmitted energy with the MIM, plotted vs. g at N = 100 for the same
diffraction problem as in Fig. 12.7 but for l=d = 0:01.
As shown in this Subsection with all speed-up options turned off, it is possible to obtain
for the most difficult problems of small l=d ratios surprisingly rapid convergence, and an en-
ergy balance very close to 1. The most important among the convergence speed-up options
which have to be switched off in this case is the allowance for logarithmic singularity, and sec-
ond in importance is the correction applied to account for the cut-off terms in the expansions
of kernels (the Aitken’s d 2 single-term correction in our case (see Sec. 12.4.5.1)). Switching
off the curvature single-term correction is of lower but not minor significance on the way to
reaching fast convergence. Such calculations at very low l=d also depend significantly on the
actual summation rule chosen for the kernel functions that will be discussed in next Subsection.
Remark 12.7.1 The same rule for the relations between basic grating and light parameters
and reaching the maximum diffraction efficiency in a desired order is, on the whole, valid for
longer wavelengths, too. For example, the MIM with speed-up options turned off can be applied
also for echelle gratings working at very high orders (very low l=d) and H cosq=d 1 [12.5,
12.35]. Thus, the record of rigorous computations was achieved for the r-10 EXES echelle grat-
ing of the NASA project SOFIA with d = 7:62 mm working in the  1431 order at a wavelength
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Figure 12.15: Energy balance of an Au sinusoidal 300 grooves/mm grating with a depth of 10:5 nm illuminated by
non-polarized radiation with l = 0:834 nm incident at q = 88:65, plotted vs. g for N = 100 and the standard IM
or the MIM.
of 10:6-mm [12.1]. Because of the very small wavelength-to-period ratio (l=d  0:001) and
rather deep profile depth (2H=d  0:1) it is necessary for such a case to increase the truncation
parameter N up to a value of  3000.
12.7.3 Summation rules for kernel functions and energy balance
For many practical cases, there are no big problems to reach fast convergence and sufficient
accuracy of results obtained by only varying the major accuracy parameter N j, which is usually
the same for all boundaries of gratings layers: N j = N. The N values of 100–400 provide good
accuracy commonly, with the exception of the following difficult cases: very deep (in respect
to period and/or wavelength) boundaries; real boundary profiles with super fine structures in-
cluding random roughness; very close boundaries; extremely grazing incidence; bad points on
Rayleigh wavelengths, resonance anomalies of different kinds; high order echelles; high con-
ductivity (especially for the TM polarization); some others and, especially, a combination of
a few of these cases. For such complex problems, an increase in the number of discretization
points may become necessary. However, to obtain accurate data for hard examples of computa-
tions, i.e. at very low l=d, optimization of another accuracy parameter should be fulfilled.
In addition to N, there is one more important code parameter, namely the "Maximal num-
ber of accountable plus or minus terms" that describes a number of positive and negative terms
accounting in kernel functions. This is the number of grating adjacent periods accountable in
expansions of Green functions and their derivatives due to the quasi-periodicity property of the
fields. In the simplest case typical of real problems, all kernels are truncated symmetrically in
respect to the upper and lower regions and equally for any j-th boundary:
P˜j = P˜j = P˜ gN j = gN: (12.131)
The "truncation ratio" g is optimized at small values of N and is kept constant as N increases.
It has been found [12.25] that g = 1=2 is a reasonably good choice for most practical compu-
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Figure 12.16: Energy balance vs. g used for the same diffraction problem as in Fig. 12.15, but for N = 400.
tations, and especially in the short wavelength range. Typical dependencies on P˜ for the above
example with l=d = 10 2 are shown in Fig. 12.14. The energy balance is closer to 1 in both
polarizations and TE/TM transmitted energies are close to each other at P˜ = 50% of N, with
divergence seen to set in at smaller and larger values of g.
For another, very different, example of the absorbing x-ray grating working at grazing
incidence, one can see similar dependencies of the energy balance on P˜ in Figs. 12.15 and
12.16 for different numbers of discretisation points. The energy balance is close to 1 for both
integral methods considered at P 50% of N = 102 with a very high rate of convergence for the
MIM and very slow convergence for the standard IM, similar to the convergence dependencies
on N presented above. While the MIM has the long-range of high accuracy converged results
from P˜ 40% to P˜ 70% in Fig. 12.15, only two points in a curve for the standard IM have the
energy balance values close to 1, with divergence seen at both sides from these points. Similar
behavior is seen in Fig. 12.16 for the high value of N = 400, where again the energy balance is
close to 1 for the MIM and the standard IM at g 0:5.
While today this rule is no more than empirical, there can be no doubt whatsoever that
this choice is valid, and this has been verified in many realistic examples during the past two
decades. Note that in the IM developed by D. Maystre during the later 70s [12.37], g = 2=3
for the resonance domain (l  d) and should be varied for different l=d . It is worth noting
that g = 2=3 is worse than g = 1=2 because the computation time is proportional to 2P˜N2. It
is interesting that the first "good" point in Fig. 12.15 for the standard IM is close to the value
of g= 0:5, i.e. our "golden rule", and the second "good" point—to the value of g= 0:7, which
agrees well with the rule of g = 2=3 given earlier for the standard IM. The present golden rule
is also approximately satisfied for the all examples of numerical results given in Ch. 4.
To reduce computing time for matrices of the discretized operator equations, a few en-
hancements at the algorithmic level are used in the MIM: cache for kernel functions, cache for
exponential functions, and cache for repeating pairs or quads of layers of multilayer gratings
(see Secs. 12.4.6, 12.6.2, and 12.6.3). They assume a big time-memory trade-off at small l=d.
The amount of memory required for cache can be calculated in advance in each case and ad-
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justments (cache off or partial) are done automatically. The computation algorithm group in
PCGrate codes enables one also to choose an algorithm for solving linear systems of algebraic
equations. It can be either the direct Gauss or the non-direct FOM method (see Sec. 12.4.3).
Note that in the Penetrating solver, linear systems are solved with the Gauss algorithm alone.
Remark 12.7.2 One more important note regarding the energy balance summation for very
small l=d problems appears to be pertinent here. The Green function and its derivative mem-
bers tend to big values near Raleigh wavelengths when the y-component b (0);(M)n of the n-th
diffraction order wave vectors in the upper medium or/and in the lower medium (for transmis-
sion gratings) tends to zero (see (12.20)). This means that the diffraction order becomes grazing
or even close to evanescent. Its efficiency may be rather high from the physical point of view
or/and diverge from the mathematical point of view (it depends also on N). It is well known
from the diffraction theory that the efficiency of strictly grazing propagating, as well as of all
evanescent, orders is zero. Moreover, various rigorous and approximate methods valid for shal-
low gratings operating at small l=d, as well as all experimental data suggest convincingly that
the efficiency decreases rapidly with increasing modulus of the diffraction order number. As a
rule, the efficiencies of such grazing orders should be very close to zero and much less than the
inaccuracy of computations. Thus, rather big and diverging efficiencies of high number grazing
orders should be excluded from the energy balance consideration, for example, starting from a
high order which becomes increasing in efficiency.
12.8 Analysis of rough gratings using quasi-periodicity and Monte Carlo calculus
Multi-wave and multiple diffraction, refraction, absorption, waveguiding and wave deforma-
tion govern, to a considerable extent, scattering of x-ray and EUV radiation and cold neutrons
from nanoroughness of continuous media. Inclusion of these pure dynamic effects, which re-
quires application of electromagnetic theory, permits one to calculate the absolute intensity of
coherent (specular or diffraction order) components and describe adequately the intensity dis-
tribution of the non-coherent (diffuse) components which may have resonance peaks. Some
surfaces are deterministic, e.g., perfect gratings, and some are random, e.g., polished mirrors).
Some surfaces are 1D, e.g., one-periodic (classical) gratings and cutting mirrors, but most are
2D, e.g., bi-periodic gratings (bigratings), ocean surfaces, and surfaces with atomic scale rough-
ness. Any number of possible combinations between these four characteristics may be present
in real structures, e.g., 1D deterministic gratings modulated with 2D random roughness. Despite
the impressive progress reached recently in development of exact numerical methods of investi-
gating wave diffraction from boundary roughness [12.38, 12.39], the present authors are aware
only of asymptotic and perturbation approaches to the analysis of x-ray and neutron scattering
for 1D and 2D rough surfaces, such as the scalar Kirchhoff integral, parabolic wave equation,
Rayleigh method, Born approximation, distorted-wave Born approximation, and a few others
[12.40, 12.41]. The MIM and other rigorous approaches identified that the intensities of x-
ray–EUV scattering at boundaries with random roughnesses may differ considerably (by a few
times) from the values derived with the use of various approximate models [12.5, 12.6]. It was
found that the MIM operates equally well with nano-roughness of any kind and shape which
obey arbitrary statistics of distribution (not necessarily periodic or Gaussian, or fractal, etc.).
There are two classical and equivalent approaches, with some restrictions in each of
them, to model rigorously randomly-rough 1D and 2D surfaces. The most general and time-
consuming one is to use large surface lengths of many wavelengths. In this approach some
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window functions and tapered (narrowing) beams can be used to restrict the illuminated range
and avoid numerical difficulties at endpoints. The second widely-explored approach is to use
periodic boundary conditions (quasi-periodicity of Floquet-Bloch modes). This method uses
an infinite beam (plane wave) and assumes that the random rough surface lengths repeats itself
for given large periods having some numbers of random asperities. That means using infinite
grating samples together with intensive Monte-Carlo simulations. Examples of the both famous
approaches are well described in the literature, see e.g. in Refs. 12.38, 12.42–12.44. From the
theoretical and numerical reasons we thought it convenient to use the large-period-grating model
to analyze shallow randomly-rough gratings in the x-ray–EUV range. This classical model for
computation of bulk or few-border rough mirrors and quasi-gratings is applied in PCGrates
and other of our codes to calculate multilayer rough mirrors and gratings, as well as multi-
ple quantum dot or quantum molecular ensembles with most realistic border profiles having
irregularities of any kinds, including real ones, i.e. measured by AFM, Transmission Electron
Microscopy, Near-field Scanning Optical Microscopy, etc, or derived from simulations using a
continuum growth model of multi-scale reliefs [12.45–12.47].
Diffraction from 1D surface grating-like structures with shallow boundary profile shapes
is considered in this Section for the sake of simplicity for bulk gratings working in conical
diffraction at small l=d ratios. A generalization to a multilayer case is straightforward. The
integral equations developed in the previous Sections are used in the present Section to analyze
the diffractive properties of bulk gratings with real-profile boundaries having random rough-
nesses. The Section also reports on the electromagnetic solution of reflection from 2D rough
surfaces in short waves using boundary integral equations for gratings in conical diffraction and
Monte Carlo simulations. The general equivalence rule for determination of the efficiencies of
reflected orders of bigratings (2D) from those calculated for classical (1D) gratings is derived.
12.8.1 Scattering intensity, absorption, and energy balance of rough 1D gratings
For a given incident plane wave with wave vector
k= (a ; b ; g) = k+(sinq cosf ; cosq cosf ; sinf);
the reflected and transmitted diffraction orders of number n have the wave vectors
kn = (an;bn ; g) = k(sinqn cosf;cosqn cosf; sinf);
with (k)2  g2 = an2+(bn )2, (bn )2  0. Since the z-dependence of all functions is given by
exp(igz)
tanqn = an=bn ; f+ = f ; f  = arcsin(k+ sinf=k ):
By convention, the outgoing angles qn of the reflected and transmitted orders (to ensure that
q+0 = q ) are taken from the interval [ p=2 ;p=2], as well as f+ and f .
The p- and s-components of the E-fields of the plane waves (incident and diffracted) are
defined with respect to the grating normal n = (0;1;0). We define the vectors s orthogonal to
the plane spanned by k and the grating normal and p lying in that plane (see Sec. 12.2):
s= k (0;1;0)=jk (0;1;0)j ; p= sk=jkj:
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If k = (0;k;0), we set s = (0;0;1) and hence p = (1;0;0). Since for a plane wave the electric
field E is orthogonal to the wave vector, (E;k) = 0, one can decompose E
E= (E; s)s+(E; p)p:
The polarization angles of the wave are defined as
d = arctan[j(E;s)j=j(E;p)j];
y = arg[(E;s)=(E;p)];
where d 2 [0;p=2], y 2 ( p;p]. Such a representation of polarization angles is useful to define
polarization states and polarization properties of incoming and diffracted waves in diffraction
grating applications, see, e.g., Examples in Sec. 12.9.
The efficiency of a diffracted order represents the proportion of power radiated in each or-
der. Defining the power as the flux of the Pointing vector modulus jPj= Re(EH)=2 through
a normalized rectangle parallel to the (x;z)-plane, the ratio of the power of a reflected or trans-
mitted propagating order and of the incident wave gives the conical diffraction efficiency hn of
this order in the simple form (see (12.67), (12.68)). For the reflected orders we have
h+n =
b+n
b
e+
ev
jE+n j2+
m+
mv
jB+n j2

;
where the formulas for En , Bn are given by (12.69) and (12.70). If Imk  > 0 then there are no
transmitted orders. Thus, the usual law of energy conservation, that the sum of efficiencies of
all reflected and transmitted orders should be equal to the power of the incident wave, does not
hold. Instead, some part of the power is absorbed in the substrate. If the grating is absorbing,
then conservation of energy is expressed by a criterion
R+A= å
b+n >0
h+n +A= 1; (12.132)
where R is the sum of the reflection order efficiencies and A is the absorption in the single-
boundary off-plane problem that can be computed from integrals of the solution of the partial
differential formulation of conical diffraction (see (12.74)). For the general elliptically polarized
incident light in conical diffraction, the reflected efficiency can be found as
h+n = jC+n (q ;f ;d ;y)j2b+n (q+n ;f+)=b (q ;f); (12.133)
where jC+n j2 for a reflected order of the number n in conical diffraction is expressed by
jC+n j2 =
e+
ev
jE+n j2+
m+
mv
jB+n j2 :
As mentioned in Sec. 12.3.2, the balance requirement (12.132) is one of the most impor-
tant accuracy criteria based on a single computation generalized in the lossy case by the explicit
computation of A from (12.73). The sum R+A is actually the energy balance for an absorbing
grating in conical diffraction, including that having rough grooves, and the extent to which it
approaches unity is a measure of the accuracy of a calculation.
For l=d 1 the discrete order efficiencies is an approximation of the differential reflec-
tion coefficient (DRC) V (analogous of a bistatic scattering coefficient [12.38]) for a continuum
of scattered angles so that
å
b+n >0
h+n =
Z p=2
 p=2
V(q+n )dq+n : (12.134)
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From the grating equation for conical diffraction in the form
k+xn = kx+
2pn
d
; (12.135)
where k+xn = k sinq+n cosf and kx = k sinq cosf we know the derivative
dk+xn
dn
=
2p
d
: (12.136)
Then, for large enough N, jnj  N and accounting dn= 1 one can derive
å
b+n >0
dn= å
b+n >0
=
d
2p
Z p=2
 p=2
kcosq+n cosfdq+n : (12.137)
From (12.133), (12.132), and (12.137) we have
å
b+n >0
jC+n j2b+n =b =
d
2p
Z p=2
 p=2
kcos2q+n jC+n j2 cosf
cosq
dq+n : (12.138)
Compare (12.134) and (12.138) we obtain the DRC for conical diffraction
V(q+n ) =
d cos2q+n jC+n j2 cosf
l cosq
: (12.139)
The general case of 2D rough surfaces may be considered in a similar way. It can be done,
for example, by expressing the solution of the 3D Maxwell equations for bigratings through
solutions of the 2D Helmholtz equation for classical gratings working in conical diffraction, an
approach which may be resorted to in some important cases (see Sec. 12.8.3).
12.8.2 Scattering intensity of rough gratings in a dispersive plane
For accounting random roughness rigorously in our codes, we use the model in which the ran-
domly rough surface is represented by a grating of large period d. This period may contain a
few or a large number of random asperities and/or a discrete number of periodic grooves. So the
program deals with a structure that is a grating from a mathematical point of view but that can
model a randomly rough surface of a grating or a mirror. If the groove spacing becomes small
compared with the correlation length x of the random asperities, then the discrete dimension
scaling can be applied to such a rough grating and the diffraction is investigated on the equiva-
lent surface structure in proportionally higher diffraction orders. Moreover, if the width of the
asperities has the same order of magnitude as the wavelength of incident light, the number of
diffraction order is large, and the continuous speckle of the randomly rough surface is simulated
by the discrete speckle of the grating, as has been demonstrated above.
In order to compute the scattering properties of a random rough surface using electromag-
netic solvers (Penetrating or Separating) and a Monte Carlo procedure, an ensemble of surface
realizations must be generated. There are several ways to generate a statistically stationary ran-
dom surface [12.48]. The most common approach consists in generating surface profiles by
the following technique. A sequence of random numbers ( 105) with Normal statistics, zero
mean, and variance (rms roughness) s = 1 is constructed from another random series directly
generated by a computer. Then the former sequence is scaled in order to obtain a desired s and,
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further, correlation with the Gaussian is performed in order to obtain a profile with a Gaussian
correlation function. This is known as the spectral method ([12.38]) and is used in PCGrate
codes.
The boundaries of such randomized grating or mirror have both periodical and random
roughness components and some averaging of random samples (from a few up to a several hun-
dred) is required to obtain the exact scattered field intensities (see Example 10 in Sec. 12.9). In
some conditions, fortunately not in x-ray–EUV, for instance when surface waves can propagate
(like polaritons for metallic surfaces in the TM polarization), very big numbers of discritization
points and propagating and evanescent orders (about a few thousand or even more) must be
taken into account. Rigorous computation of the field scattered by random rough surfaces is
a problem of daunting complexity in the area of electromagnetism and optics even for mod-
ern computers because of the very small wavelength-to-period and small wavelength-to-height
ratios. It is especially true for x-ray–EUV grating and mirror applications. Therefore, the hard-
est diffraction problems may require large amounts of computer memory and, especially, high
speed of computations.
12.8.3 Scattering intensity of rough gratings in a non-dispersive plane
The IMs, which have been developed in the frame of electromagnetic theory, permit application
of optical grating methods to analysis of specular and diffuse x-ray–EUV scattering from rough
gratings and mirrors using Monte Carlo calculus. The question of the closeness of results for
1D and 2D surfaces is of interest of this Section, since numerical methods for 1D surfaces are
well established and efficient, and widely used for surfaces with 2D roughness [12.39]. The
derivations of the boundary integral equations using potential operators as well as some details
of their numerical implementation were described in previous Sections. An important case
of bi-periodic gratings and 2D rough surfaces may be considered in a way by expressing the
solution of the 3D Maxwell equations through solutions of the 2D general Helmholtz equations
in conical diffraction, an approach which may be resorted to in short waves and shallow surface
using the equivalence rule derived in App. D.
The effect of roughness on the 2D DRC can be exactly taken into account with model in
which an uneven surface is represented by a bigrating with large periods of dx;z in perpendic-
ular planes, which include appropriate numbers of random asperities with correlation lengths
of xx;z. We analyze a complex structure which, while being the bigrating from a mathematical
viewpoint, is actually the rough surface for dx;z  xx;z. If xx;z  l and the number of orders is
large, the continuous angular distribution of the energy reflected from randomly rough bound-
aries can be described by a discrete distribution hmn in orders (m;n) of a bigrating, similar to
(12.134) for classical gratings. A study of the scattering intensity starts with obtaining statisti-
cal realizations of profile boundaries of the structure to be analyzed, after which one calculates
the DRC for each realization, to end with the DRC averaged out over all realizations to obtain
a mean DRC. By selecting large enough samples and numbers of sampling points, one comes
eventually to properly averaged properties of the rough surface; however, this approach does
not involve approximations, including averaging by the Monte Carlo method.
12.8.3.1 The equivalence rule between 2D and 1D grating efficiencies
A general approach to find efficiencies of bigratings and mean DRCs of rough 2D surfaces
which permits one to use exact integral equations, rigorous (extended) boundary conditions,
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and radiation conditions leads to tedious calculus even in a case of perfectly conductive surfaces
[12.49]. However, a great deal of simplification of the given boundary-problem can be achieved
for shallow gratings and randomly-rough surfaces if we use the Rayleigh hypothesis together
with the small-amplitude perturbation technique. Implementations of such a method, in which
the reduced Rayleigh equations for reflection from such structure are solved in the form of
expansions of the amplitudes of the p- and s-polarized components of the scattered field in
powers of the surface profile function through terms, up to the third order, were proposed in
several papers (see, e.g., Ref. 12.50 and references therein). In the present work, the authors use
the perturbative analysis results only in order to derive an approximate connection rule between
the efficiency of a shallow bigrating and efficiencies of two classical gratings with grooves
rotating on 90deg. The efficiency itself of a classical grating working in conical diffraction is
defined rigorously using the boundary integral equation method, as it is prescribed in previous
Sections.
The equivalence rule can be formulated as the following (see (12.163) of App. D)
hmn =
hmhn
rF
; m_n= 0;hx;z=dx;z < 1; (12.140)
where hm and hn are classical grating efficiencies obtained in conical diffraction, hx;z—profile
heights in perpendicular planes, rF—the Fresnel factor of a 2D surface. It is worth noting
that hm and hn in this equivalence rule should be computed with preservation of incidence and
polarization angles of both gratings in the absolute coordinate system.
Thus, using (12.140) the efficiency hmn of bigratings can be easily expressed in terms
of the product of the efficiencies of two respective classical gratings considered in perpen-
dicular dispersive planes and working in conical mounts at any polarization state. Equation
(12.140) was derived in Ref. 12.37 for the normal incidence of linearly-polarized light on a
simple boundary-profile bigrating. The equivalence rule described above is very similar to the
impulse approximation result of the atomic scattering theory and can include multiple scattering
in each perpendicular direction but always excludes cross-correlation components.
The derived connection equation is approximate and valid for shallow periodic surfaces
of the type considered. However, this equivalence rule was checked successfully against var-
ious numerical examples, including non-shallow bigratings working at different wavelength-
to-period ratios [12.37, 12.51]. It was found that it gives accurate results under the following
assumptions: (a) hx;z . dx;z and (b) l & dx;z. However, for non-deterministic surface profiles
working in short waves, some modification of these conclusions is required. As follows from
the known results obtained from analytic and asymptotic expressions valid for x-rays (see, e.g.,
Refs. 12.6, 12.40), (12.140) gives high-accuracy solutions for shallow rough 0D (i.e. rows of
atoms with displacements), 1D, and 2D surfaces if the following conditions are fulfilled: (c)
cosq 0hx;z  dx;z and (d) l  dx;z cosf , where q 0 is an incidence angle on the surface. In case
of x-ray–EUV ranges refractive indices of materials are close to the vacuum refractive index and
hx;z can be large enough for grazing incidence. Thus (a) and (c) are close due to the nature of the
perturbative development. However, (d) extends the range of the validation of (12.140) signifi-
cantly, i.e. to the whole short-wave optical range because of the absence of optical resonances
(i.e. due to plasmons, polaritons, waveguide resonances, etc) in x-rays and EUV.
12.9 Examples of numerical results
The described theoretical and numerical approaches for the calculation of far-zone fields and
polarization properties of diffraction gratings are well suited to various types of optical grat-
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ing analysis. In this Section, we are going to analyze numerically examples of diverse grating
diffraction problems. The results presented demonstrate the impact of diffraction and polariza-
tion incident angles, boundary shapes and layer refractive indices on diffraction and absorption
in periodical structures.
Table 12.1: Diffraction efficiencies (h+), diffraction (q+, f+) and polarization (d+, y+) angles of a metallic
lamellar gratinga
DOb q+, f+, h+,% d+, y+,
R 2  43:715  20:705 7:52 61:85 48:30
R 1  9:007  20:705 13:25 15:79  12:23
R0 22:208  20:705 44:27 41:33 170:15
R1 65:852  20:705 31:05 75:64 166:30
ac=d = 0:5, 2H=d = 1, e+ = 1, e  = ( 24:99;1), m = 1, l=d = 0:5, q = 22:208, f = 20:705, d = 45, y = 0.
bDiffraction order
Table 12.2: Diffraction efficiencies (h), diffraction q, f) and polarization(d, y) angles of a dielectric
lamellar gratinga
DOb q, f, h,% d, y,
R 2 35:265  30 0:1612 64:32  30:24
R 1 0  30 0:3807 66:0  157:22
R0 35:264  30 1:854 70:43  148:60
T 3  45  19:471 3:363 51:05 32:28
T 2  20:705  19:471 10:35 56:24 110:23
T 1 0  19:471 31:87 46:54 99:02
T0 20:705  19:471 14:19 34:26 68:38
T1 45  19:471 37:83 46:34 86:83
ac=d = 0:5, 2H=d = 0:5, e+ = 1, e  = 2:25, m = 1, l=d = 0:5, q = 35:264, f = 30, d = 45, y = 90.
bDiffraction order
In this Section, we present several numerical experiments taken from well-known spec-
troscopic applications of gratings working in various mounts and polarization states at different
wavelengths. More specifically, they are: the typical dielectric and metallic lamellar gratings il-
luminated in conical diffraction; the typical dielectric sine grating working in off-plane mounts;
the typical metallic echelette gratings illuminated in conical diffraction; the anomalously ab-
sorbing Ag shallow-sine grating working in off-plane mounts in the visible; the photonic crys-
tals with Au nanorods of various cross-sections illuminated at normal incidence in the visible–
near-infrared; the photonic crystal with dielectric circular nanorods working in different mounts
in the near- and mid-infrared; the Al echelle grating protected by a thin layer of MgF2 and illu-
minated in conical diffraction in the vacuum ultraviolet (VUV); the Au blaze grating working
in grazing-incidence off-plane mounts in soft x-rays; the minimally-absorbing Mo/B4C mul-
tilayer blaze grating illuminated in grazing conical diffraction in soft x-rays; the flight Mo/Si
multilayer trapezoidal grating working in the near-normal-incidence EUV and with random
roughness accounting. The numerical examples of calculation results described in this Section
were calculated using a few commercial and non-commercial IM-based codes.
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12.9.1 Efficiencies and polarization angles of lamellar gratings
The efficiency results of reflection orders of the present IM for a typical conducting lamellar
grating with the ridge width c and depth 2H working in a conical mount are demonstrated in
Table 12.1. The grating and light parameters are as follows: c=d = 0:5, 2H=d = 1, e+ = 1,
e  = ( 24:99;1), m = 1, l=d = 0:5, q = 22:208, f = 20:705, d = 45, and y = 0. We
used 400 discretization points, mesh grading and the discretization of V+J  to calculate this
example that allocates 188 MByte memory. The energy balance error calculated from (12.74)
is  10 6. The average time taken up by the example on a workstation with two Quad-Core
Intelr Xeonr2:66 GHz processors, 8 MB L2 Cache, 1333 MHz FSB and 16 GB RAM is 1:5
s when operating on Linux Ubuntu 12.04 LTS 64-bit or Windows Vistar Ultimate 64-bit and
employing eightfold paralleling.
Table 12.3: Diffraction efficiencies (h) and diffraction (q, f) and polarization (d, y) angles of a dielectric
sine grating for Bz = 0a
DOb q, f, h,% d, y,
R 3  43:384  15 1:121 70:99 3:60
R 2  9:744  15 3:741 26:90 0:93
R 1 20:389  15 3:873 63:25 178:18
R0 60  15 10:33 88:93 178:05
T 5  57:013  7:435 :01855 80:19  114:68
T 4  35:921  7:435 :002482 52:58 100:24
T 3  19:545  7:435 :7394 57:61  179:28
T 2  4:729  7:435 4:922 22:90 174:84
T 1 9:770  7:435 9:923 60:39 4:72
T0 24:949  7:435 7:145 77:32 6:84
T1 42:371  7:435 51:83 84:43  5:78
T2 67:826  7:435 6:351 84:85  11:39
a 2H=d = 0:3, e+ = 1, e  = 4, m = 1, l=d = 0:5, q = 60, f = 15, d = 81:501, y = 0.
bDiffraction order
In Table 12.2, the efficiency data of reflection and transmission orders for a similar di-
electric lamellar grating in a conical mount are presented. The grating and light parameters
are as follows: c=d = 0:5, 2H=d = 0:5, e+ = 1, e  = 2:25, m = 1, l=d = 0:5, q = 35:264,
f = 30, d = 45, and y = 90. We used N = 400, mesh grading and the discretization of
V+J  to calculate this example that allocates 188 MByte memory. The energy balance error
calculated from (12.74) is  10 5. The average time taken up by the example is  1:5 s when
operating on the aforementioned workstation and operating system. The efficiencies and polar-
ization angles obtained in this and two next Subsections for transmission and reflection gratings
working in conical diffraction can be compared with those obtained by the use of other rigorous
methods and codes [12.7, 12.8].
12.9.2 Efficiencies and polarization angles of dielectric sine grating
In Tables 12.3 and 12.4, the efficiency results of the IM for a typical dielectric sine grating
working in a conical mount are presented. The grating and light parameters are as follows:
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Table 12.4: Diffraction efficiencies (h) and diffraction (q, f) and polarization (d, y) angles of a dielectric
sine grating for Ez = 0a
DOb q, f, h,% d, y,
R 3  43:384  15 1:121 70:99 3:60
R 2  9:744  15 3:741 26:90 0:93
R 1 20:389  15 3:873 63:25 178:18
R0 60  15 10:33 88:93 178:05
T 5  57:013  7:435 :01855 80:19  114:68
T 4  35:921  7:435 :002482 52:58 100:24
T 3  19:545  7:435 :7394 57:61  179:28
T 2  4:729  7:435 4:922 22:90 174:84
T 1 9:770  7:435 9:923 60:39 4:72
T0 24:949  7:435 7:145 77:32 6:84
T1 42:371  7:435 51:83 84:43  5:78
T2 67:826  7:435 6:351 84:85  11:39
a 2H=d = 0:3, e+ = 1, e  = 4, m = 1, l=d = 0:5, q = 60, f = 15, d = 8:499, y = 180.
bDiffraction order
2H=d= 0:3, e+ = 1, e = 4, m= 1, l=d= 0:5, q = 60, f = 15. For Table 12.3, the incident
polarization angles are d = 81:501 and y = 0, for Table 12.4—d = 8:499, y = 180.
We used 100 discretization points and the numerical differentiation of V+ to calculate
these examples which allocate 10 MByte of RAM. The energy balance error calculated from
(12.74) is about 10 5 for both components of the polarization incident radiation. The average
computation time taken up by an example on the aforementioned workstation and operating
system is  0:1 s.
12.9.3 Efficiencies and polarization angles of metallic echelette grating
The numerical results for a typical metallic echelette grating with blaze angle z and an apex
angle of 90 (see Fig. 12.2) working in a conical mount are demonstrated in Tables 12.5 and
12.6 for the two basic states of the incident polarization: d = 0, y = 180 or d = 90, y = 0.
The grating and light parameters are as follows: z = 30, e+ = 1, e  = ( 45;28), m = 1,
l=d = 0:5, q = 0, f = 40, and y = 0. One has used N = 800, mesh scaling near edges
and the differentiation of V+ to calculate these examples allocating 196 MByte of RAM. The
average energy balance error calculated from (12.74) is  10 5 for both polarization states of
the incident radiation. The average computation time taken up by two values of the polarization
angle on the aforementioned workstation and operating system is  3 s.
12.9.4 Anomalously absorbing Ag shallow-sine grating in the visible
Resonance and non-resonance anomalies differing in their nature can be effectively explored in
high conductive gratings, such as: surface plasmon excitations, Bragg and Brewster conditions,
groove shape features, etc. Because the s and pmodes in conical diffraction are coupled through
the boundary conditions, the associated problems are more general, and gratings act as perfect
absorbers and local-field enhancers.
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Table 12.5: Diffraction efficiencies (h+) and diffraction (q+, f+) and polarization (d+, y+) angles of a metallic
echelette grating for d = 0, y = 180a
DOb q+, f+, h+,% d+, y+,
R 1  40:746  40 12:97 39:447  175:93
R0 0  40 28:49 86:414  50:97
R1 40:746  40 24:81 39:209 7:67
a z = 30, e+ = 1, e  = ( 45;28), m = 1, l=d = 0:5, q = 0, f = 40.
bDiffraction order
Table 12.6: Diffraction efficiencies (h+) and diffraction (q+, f+) and polarization (d+, y+) angles of a metallic
echelette grating for d = 90, y = 0a
DOb q+, f+, h+,% d+, y+,
R 1  40:746  40 53:15 54:0 13:37
R0 0  40 17:48 4:58 95:21
R1 40:746  40 9:444 49:41  171:22
a z = 30, e+ = 1, e  = ( 45;28), m = 1, l=d = 0:5, q = 0, f = 40.
bDiffraction order
In Fig. 12.17, the absorption of the Ag sinusoidal grating with d = 2:2 mm and 2H =
100 nm is calculated for the d = 90;y = 0 or d = 0;y = 180 polarized incidence light
with l = 663 nm as a function of q for f = 0 (classical, TE and TM) or f = 50 (conical).
The refractive indices of Ag were taken from Ref. 12.36 (m = 1). For in-plane diffraction,
anomalous absorption exists only for the TM polarization, while for conical diffraction both
components are absorbed but in smaller amounts.
Note that we used the variant of discretization of H+V  to calculate these examples. The
calculated problem allocates 10 MByte of RAM using N = 100. The energy balance error cal-
culated from (12.74) is about 10 6 for both components of the polarization of incident radiation.
The average computation time taken up by the example on the aforementioned workstation and
operating system is less than 0:1 s per calculation point.
12.9.5 Photonic crystals with Au nanorods in the visible–near-IR
In this Subsection, we are going to analyze numerically the optical response (reflection and
absorbtion) of photonic crystal slabs supporting polariton-plasmon propagation with different
cross sections of nanowires invariant with respect to the z axis. The essential physics of the
formation of localized plasmon polariton modes in metallic nanowire arrays is described in
Chapter 1. The vital role of the absorption, slab cross-section shape, and filling ratio of pho-
tonic crystals in the visible and near infrared regions is demonstrated in this Subsection. The
model contains M  2 (see Fig. 12.3) identical gratings with closed boundaries (inclusions) of
simple cross sections displaced vertically (by hm) and horizontally (by fm) relative to one an-
other and embedded in a homogeneous medium with dielectric permittivity e1 and magnetic
susceptibility m1. We deal here only with materials with mm = 1, m = 0; : : :M, although the
model is applicable to other cases as well, including metamaterials [12.18]. The dependence
of the dielectric permittivity em, m = 2; : : :M  1 of the material of nanorods on the incident
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Figure 12.17: Absorption of an Ag sinusoidal grating with d = 2:2mm and a depth of 100 nm working in classical
(f = 0) or conical (f = 50) diffraction, plotted vs. q for l = 663 nm and d = 90;y = 0 or d = 0;y = 180.
photon frequency is assumed to be known. The lower medium and the upper medium are like-
wise assigned pairs of material constants, but one may conceive of more complicated cases
of multilayer structures as well. The model also allows arbitrary incidence of, in the general
case, elliptically polarized radiation on photonic crystals, which is prescribed by two angles of
incidence and two angles of polarization.
Figure 12.18 displays for comparison theoretical spectra of energy reflected from, and
absorbed by, a photonic crystal with Au nanowires of circular, square, rectangular, and trian-
gular cross sections of the same area and with M = 3 studied in the 1 3-eV photon energy
range (visible and near infrared). In this and similar subsequent examples, we consider the
TM-polarized (q = f = d = 0, y = 180) light normally falling on Au nanowires embedded
in a SiO2 matrix with d = 200 nm, e0 = e1 = e3 = 2:13, and refractive indices of Au taken
from Ref. 12.36. The orientation of the rods having edges is chosen in such a way that light
normally falls on one side of the rods. The a b dimensions of the rectangular rods selected
for this example are 5025 nm2 or 2550 nm2 and the width of the squares or triangles and
diameter of the circles were chosen to obtain equal cross sectional area S= 1250 nm2. As seen
from Fig. 12.18, reflection and, particularly, absorption spectra exhibit a strong difference near
the plasmon-polariton anomaly among the five shapes of the nanowire cross section chosen.
These differences amount to several hundred percent for the rectangles because of their differ-
ent width-to-height ratio (two and a half) compared with the square or the circle (one) and the
equilateral triangle (0:866). One observes also a noticeable difference in the positions of the
absorption and reflection maxima among different grating profiles. Thus, the simple effective
medium theory cannot be applied to design and analysis of such photonic crystals, even for a
small filling ratio [12.13].
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Figure 12.19 presents energy spectra similar to those displayed in Fig. 12.18 but for S
four times that of the preceding example. In this case, ab= 10050 nm2 or 50100 nm2.
We readily see that the differences in the reflection and absorption spectra among gratings of
different profiles increase with increasing filling ratio and are observed now not only close to
the plasmon resonances. Near the resonances, they amount to a few dozen percent of energy.
The absorption spectra of the triangular-shaped nanowires have an interesting step-like function
behaviour, which is not the case for absorption spectra of nanowires of other rod shapes.
Only 50 discretization points, mesh grading, Hankel kernel functions for inclusions and
discretization of H+V  have been used to compute these examples which allocate 0:1 MByte
memory. The relative error calculated from the energy balance for absorption gratings is 
10 4. The average time taken up by one point on the aforementioned workstation and operating
system is less than 0:1 s.
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Figure 12.18: Calculated reflection (ref.) and absorption (abs.) spectra of SiO2-embedded gratings with d = 200
nm and a layer of different Au-nanowire cross sections of the same area of S= 1250 nm2, plotted vs. photon energy
for normal incidence and TM polarization.
12.9.6 Lossless photonic crystal with circular rods in the near- and mid-IR
In this example, we consider numerically some diffraction properties of non-absorbing photonic
crystals with dielectric rods. The influence of the geometry and number of crystal layers, the
shape of rods, the filling ratio, the index of refraction of materials and the polarization and
diffraction angles of light can be investigated for this type of photonic crystals. The role of
the filling ratio, refractive index and polarization was demonstrated for the classical diffraction
[12.12, 12.31]. Here we demonstrate, as an example of possibilities of developed software, the
vital role of the filling ratio and polarization for conical diffraction.
Figures 12.20 and 12.21 display spectral transmission for photonic crystal circular rods
with d = 1mm and em = erod = 4, m = 2 : : :M 1, mm = 1, m = 0; : : :M embedded in vacuum
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Figure 12.19: The same as in Figure 12.18, but for S= 5000 nm2.
(e0 = e1 = eM = 1) at filling ratios of p = 0:125 and p = 0:5 for M = 17, hm = 0:866mm, and
fm = 0:5mm (hexagonal crystal geometry) for q = 0 and d = 90, y = 0 or d = 0, y = 180
(see the detailed model description in the previous numerical example). In Fig. 12.20 one can
see in-plane diffraction efficiencies (f = 0) and similar transmittance data were computed in
Ref. 12.31 by the boundary integral equation method of Ch. 4 (Figs. 6 and 11 of Ref. 12.31).
In Fig. 12.21 for the off-plane diffraction f = 30 and this is an additional parameter compared
with the classical diffraction case.
For both in-plane and off-plane examples, there is a very different behavior in diffraction
properties for TE and TM polarization components of the incident radiation, especially for big
filling ratios. Compared with respective curves obtained in Figs. 12.20 and 12.21, it emerges
that for s-polarized light the centers of the conical diffraction gaps have shifted significantly
to smaller wavelengths and the widths and depths of the gaps have decreased considerably.
In contrast to this behavior, for p-polarized light the centers of the conical diffraction gaps
compared with the in-plane ones have shifted a little bit in opposite directions and the widths
and depths of these gaps have increased noticeably. The vital importance of the azimuthal
angle f , as well as the incidence polarization has become evident even for a small filling ratio
(p = 0:125); however they are more important for a high filling ratio (p = 0:5). Thus, using
the conical diffraction for dielectric photonic crystals gives additional control parameters which
significantly affect Bragg diffraction and existing photonic band gaps.
Only N = 50 without mesh grading and with Hankel kernel functions for inclusions are
required to compute these examples using discretization of H+V  which allocates  0:2 MB
memory. The relative error calculated from the energy balance for non-absorption gratings
is  10 4. The average time taken up by one point on the aforementioned workstation and
operating system is less than  0:1 s.
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Figure 12.20: Calculated transmission spectra of 1mm-period gratings with 15 layers of dielectric circular rods
with e = 4 and different filling ratios p embedded in vacuum with hexagonal structure, plotted vs. l for q = 0,
f = 0 and different polarization angles (classical diffraction).
12.9.7 Al echelle grating coated by MgF2 in the VUV
Echelle gratings or simple echelles working in high spectral orders near Littrow diffraction
conditions at high angles q are one of the most popular grating types; however, they are rather
difficult for fabrication and efficiency computations, especially those with dielectric coatings. A
thin oxide film on the Al grating surface may lead to degradation of its diffraction properties at
wavelengths below 130–140 nm. To protect and even improve the echelles’ reflectance surfaces,
a thin dielectric coating with a thicknesses of a few dozen nm can be applied in the VUV
range. The usual material is MgF2, but sometimes other dielectrics are used. At a certain
thickness of the coating film, waveguide phenomena come out to affect the grating performance;
as a result, the diffraction efficiency can either decrease or increase as compared to the non-
oxidized bare grating. A non-conformal layer which is obtained by two adjacent non-parallel
boundaries (having different vertical distances between) provides a new freedom in design, but
the analysis of gratings becomes more complex. Furthermore, echelles are frequently used in
conical diffraction, making it possible to separate beams in a non-dispersive plane [12.3].
Our example deals with an aluminium echelle with 316 grooves/mm, working blaze an-
gle z1 = 63:4 (r-2, i.e. tanz1 = 2), and apex angle 90. The grating works at the  47th
order, wavelength l = 120 nm and f = 6:5. A protecting MgF2 layer is applied. Other
coating and light parameters are as follows: e0 = 1, e1 = eMgF2 = (2:643876;0), e2 = eAl =
( 1:2353087;0:0913816), mm = 1, m = 0; : : :2, d = 0, and y = 180. We consider four vari-
ants of its thickness and shape including zero thickness for the bare Al grating. For coated
gratings, the coating’s upper boundary is sawtooth, with right angle at the top vertex situated
h0 = 30 nm above the grating’s top vertex. Thus, the variants differ from each other by the
coating’s working angle, which is z0 = z = 0 for the bare case, z = 63:4—for the conformal
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Figure 12.21: The same as in Figure 12.20, but for f = 30 (conical diffraction).
case and z = 62:9 or z = 63:9—for two non-conformal cases. Such non-conformal models
of coatings do not pretend to be the best description of real structures formed by sputtering,
but are simple and possible; and they account for a deviation of coating direction from the Al
substrate surface which leads to a tapered shape on both slopes of the triangular profile.
Fig. 12.22 presents angular dependencies of the grating efficiency. The efficiency results
for such echelles obtained using different IM-based codes in in-plane mounts are presented in
Ref. 12.25. Fig. 12.22 shows that the conformal coating leads to a noticeable increment of
efficiency in comparison with a bare case over the whole range of angles, by  20%. The
non-conformal coating with z = 62:9 increases the efficiencies by  10% compared to the
bare grating. The geometry in this case is such that the working facet receives a thinner layer
of MgF2, which narrows approaching the vertex; the non-working facet gets a fatty coating.
In contrast, the non-conformal coating with working angle z = 63:9 does not increase the
efficiency at its maximum and leads to practically the same efficiency graph as for the bare Al
grating case in the whole central angular range. The opposite impact of these non-conformal
coatings working in classical diffraction is demonstrated in Ref. 12.25. Thus, the efficiency is
very sensitive to the boundary vertical shift, to the deviation of a MgF2 layer from conformal
shape, and also to the off-plane deviation.
Computations in this example were carried out with N = 800 for the bare grating and
with N = 1600 for the gratings with conformal and non-conformal coatings. One also has used
mesh scaling near edges and the differentiation of V+ to calculate these examples, allocating
1024 MByte of RAM for N = 1600. The relative error calculated by (12.128) from the energy
balance for absorption gratings is  10 4. In case of piecewise linear profiles, many pairs
of kernel function arguments can be obtained from each other by translations; corresponding
kernel function values are equal. Hence, there is an effective way to check for given arguments,
whether or not we already encountered a congruent pair and calculated the kernel function for
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Figure 12.22: Efficiency in  47 order of A1 316 grooves/mm echelles with blaze angle z1 = 63:4 working
in conical diffraction at l = 120 nm and f = 8: bare (z = 0), or with MgF2 coating having upper sawtooth
boundary with vertical displacement h0 = 30 nm and working angle z = 63:4 (conformal case), or z = 62:9
(non-conformal case), or z = 63:9 (non-conformal case), plotted vs. q .
it (see Sec. 12.6.2). This approach significantly reduces computational time for echelles and
even more—in case of conformal layers, where the kernel function values calculated on the
upper side of the layer can be reused on the lower side. Calculation for each point on Fig. 12.22
required between a few s (bare case) and several dozen s (conformal and non-conformal cases)
on the aforementioned workstation and operating system.
12.9.8 Au off-plane-grazing-incidence blaze grating in soft x-rays
The conical diffraction mount in which the direction of incident light is confined to a plane
parallel to the direction of the grooves has the unique property of maintaining high and sus-
tained diffraction efficiency, which is very important in the x-ray–EUV range. Such gratings
are utilized as dispersive elements in laboratory and space spectral instruments, time-delayed
compensators or splitters and spectral purity filters for EUV lithography. Grazing-incidence
off-plane gratings have been suggested for the International X-ray Observatory (IXO) [12.53].
Compared with gratings in the classical in-plane mount, x-ray gratings in the off-plane mount
have the potential for superior resolution and efficiency for the IXO mission. The results of
efficiency calculations for such a gold blazed soft x-ray grating in a conical mount using the
perfect triangular groove profile with d = 200 nm are shown in Fig. 12.23. The design blaze
angle z is 7:5 and the technique anti-blaze angle is 64:53 [12.54]. Remaining grating and
light parameters are as follows: m = 1, q = 0, f = 88, and d = 90 and y = 0 or d = 0 and
y = 180.
In Fig. 12.23, the numerical results of the IM presented for a finite boundary conductivity
are compared with those based on the IM with the perfect boundary conductivity multiplied
by Fresnel reflectances calculated with respect to the blaze facet. The incident beam in the
computations based on the perfect conductivity model and classical diffraction (using the In-
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variance theorem (see in [12.37] and Ch. 4) was assumed to be 100% TE-polarized (Bz = 0).
The refractive indices of Au were derived from the compilation at [12.55].
Rigorous computations carried out by the methods presented show that for the finite grat-
ing model all the order efficiencies are not sensitive to a polarization state. For both basic
polarization state of the incident radiation order efficiencies presented in Fig. 12.23 differ not
more than a few tenths of a %. Contrary, calculations based on the perfectly conducting bound-
ary model are very sensitive to the polarization state and sharp Rayleigh anomalies for the
TM-polarized incident radiation (not shown) occur. As can be seen in Fig. 12.23, the agree-
ment between the data obtained by the finite conductivity model and the perfect conductivity
model is good when the TE-polarization is used for the perfect conductivity model. The same
conclusions were derived for a similar grating problem in Ref. 12.7 using the real (measured)
average groove profile for the efficiency computation.
We have used 800 discretization points, the numerical differentiation of V+ and no mesh
scaling to calculate the finite-conducting blaze-groove-profile example that allocates a space of
144 MByte. The energy balance error calculated from (12.74) is  10 4 in the investigated
wavelength range. The average computation time taken up by one wavelength on the aforemen-
tioned workstation and operating system is  2 s. The time of a computation using the perfect
conductivity model for N = 200 is about eighty times shorter at the same computation accuracy.
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Figure 12.23: Diffraction efficiencies of an Au triangular-groove-profile grating with d= 200 nm, z = 7:5, m= 1
and for the incident wave with q = 0, f = 88 and d = 90, y = 0 or d = 0, y = 180 , plotted vs. l .
12.9.9 W/B4C multilayer off-plane-grazing-incidence blaze grating in soft-x-rays
Multilayer coated blazed gratings with high groove density are the best candidates for use in
high resolution EUV and soft x-ray spectrometry such as resonance inelastic x-ray spectroscopy.
Theoretical and experimental analysis show that such a grating can be potentially optimized for
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high dispersion and spectral resolution in a desired high number diffraction order without sig-
nificant loss of diffraction efficiency. In order to realize this potential, the grating should have a
perfect triangular groove profile and its absorption should be minimized. The grazing-incidence
conical-diffraction mounting in which the direction of incident light is confined to a plane par-
allel to the direction of the grooves has the unique property of maintaining a maximal level of
diffraction efficiency due to an additional angular parameter. In this Subsection, we analyze the
optical absorption of a blazed multilayer grating working in grazing conical diffraction in the
soft x-ray range.
In Fig. 12.24, the absorption of the 10000 /mm blazed Si grating coated with 60 bi-layers
of W/B4C is calculated for the polarized (d = 90, y = 0) incidence radiation with l = 1:3 nm
and q = 6 as a function of the azimuthal angle f . The grating has a triangular groove profile
with the blaze angle of 6 and antiblaze angle of 64:53 and a conformal multilayer coating
(see Sec. 12.9.7) with the thicknesses of W and B4C layers measured in respect to the working
facet normal, 0:6006 nm and 2:4024 nm , respectively. The refractive indices of Si, W, and B4C
were taken from [12.55]. Figure 12.24 displays for comparison theoretical absorption spectra
of a Si mirror coated with the same multilayer and working in the same mount. As one can
see in Fig. 12.24, for the defined polar angle the grating and mirror absorptions are close in the
azimuthal angle range investigated. Grating absorption minima less than 70% can be obtained
for the azimuthal angle of  77:2. Thus, almost the all reflected energy can be directed into
diffraction orders without additional losses for the multilayer soft-x-ray grating absorption.
Only N = 400 was used to compute this grating example accounting 121 boundaries
which allocates  60 MB of RAM. The relative error calculated from the energy balance us-
ing Eq. (12.128) is  10 4. The average time taken up by one point on the aforementioned
workstation and operating system is  4 min.
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Figure 12.24: Absorption of structures with 60 W/B4C bilayers on Si for the polarized (d = 90, y = 0) grazing
incidence x-ray radiation with l = 1:3 nm and q = 6 vs. f .
1—mirror; 2—- blazed grating with 10000 grooves/mm and z = 6.
522
L. Goray and G. Schmidt: Boundary Integral Equation Methods for Conical Diffraction ... 12.73
12.9.10 Flight Mo/Si multilayer rough lamellar grating in the EUV
Here we present examples of theMo/Si lamellar grating efficiency standardized for the Extreme-
Ultraviolet Imaging Spectrometer (EIS) on the Hinode (former Solar-B) mission [12.56], the
first implementation of a multilayer grating on a satellite instrument. We describe the per-
formance of the flight FL1 4200 grooves/mm multilayer grating operating at q = 6:5 of the
in-plane configuration in the wavelength region 17–21 nm. The efficiency was calculated by
PCGrate-SX v.6.5 software using data of AFM measurements and was compared to the syn-
chrotron efficiency measurements [12.1].
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Figure 12.25: Calculated TM efficiencies of orders of a 4200 grooves/mm rough trapezoidal grating with 20 Mo/Si
bilayers on Si operating at q = 6:5 vs. l .
The depth of all the boundary profiles of the multilayer grating was 6:0 nm, with side
slopes of 35 and equal top and groove widths, as derived from the AFM and efficiency mea-
surements. Because polarization effects are small near normal incidence, the efficiencies are
presented for the case of TM-polarized radiation (f = d = 0, y = 180). To determine the
absolute values of order efficiencies, a model of the two-period-randomized-trapezium grating
describing the realistic boundary shape and roughness was applied. For a rigorous accounting
of the random roughness impact on the efficiency, the model with 41 randomly rough borders
of the period of  476:19 nm having 400 random sampling points on two trapezoidal grooves
with the same Gaussian surface roughness height statistics and Gaussian autocorrelation func-
tion was applied (for random border generation on non-flat surface shapes, see [12.1]) . The
rough boundary parameters are as follows: the Si-Mo interface rms roughness sSi Mo = 0:2 nm
and the Mo-Si rms roughness sMo Si = 0:85 nm. The lateral correlation length x = 5 nm was
chosen from the detailed microscopic analysis and the growth model of typical Mo/Si layers
obtained by using magnetron sputtering [12.47]. An assumption about the absence of a verti-
cal correlation between the border random roughness components was applied in this model.
Seven sets of 41 rough border profiles were generated to compute exact efficiencies of the FL1
multilayer grating. The Si protective capping layer of 2 nm was modeled by using 1:5-nm-thick
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Figure 12.26: Calculated TM scattering intensities of a 4200 grooves/mm rough trapezoidal grating with 20 Mo/Si
bilayers on Si operating at q = 6:5 vs. l .
amorphous SiO2 on 1:5-nm Si in order to account for the oxidation of the Si capping layer. The
FL1 multilayer parameters extracted from the mirror investigation are as follows: 20 Mo/Si
layer pairs with the bilayer period D= 10:3 nm, Mo thickness to D ratio G= 0:37.
To determine the absolute values of scattering light intensities between orders [12.5], a
model of ten-period-randomized-trapezium grating allowing a fine-diffraction-angle discretiza-
tion and describing the realistic boundary shape and roughness was applied. For a rigorous
accounting of random roughnesses, the model with 41 randomly rough low-frequency borders
of the period of  2381 nm having 800 random sampling points on 10 trapezoidal grooves with
the described above rough boundary parameters was used. Some 105 sets of 41 non-correlated
vertically border profiles were generated to compute exact scattering light intensities between
orders of the FL1 multilayer grating. The same layer parameters as for the efficiency model
(see above) were used. Refractive indices derived from the NIST data for Mo [12.57], from
the CXRO data—for Si [12.53], and from the Palik data—for SiO2 were used for efficiency
calculations in the whole wavelength range.
Convergence and accuracy of the efficiency results of the randomly-rough 41-boundary
grating were investigated using the Penetrating solver, Gauss computation algorithm and finite
type of low border conductivity. All the accelerating convergence options were switched on
in PCGrate-SX v. 6.5 (see Sec. 12.4.3). The linear type of refractive index data interpolation
was chosen. A high rate of convergence of the results was observed for the developed grating
efficiency model [12.1]. Only several sets of 41 rough border profiles and the medium number
of discretization points per boundary are enough to compute exact efficiencies in all orders of
interest. The differences between principal order efficiencies obtained with seven boundary sets
with low (N = 600), medium (N = 800), and high (N = 1000) accuracy are about a few percents
for all orders under study. The differences between efficiencies obtained with three, five, and
seven statistical boundary sets (N = 800) are also about a few percent for all diffraction orders
under study. For the final efficiency modeling (Fig. 12.25), N= 800 and seven random boundary
sets are used. The total error for all points and ranges derived from the energy balance (12.128)
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was on the order of 10 3. The time taken up by one rigorous computation (one scanning point)
for N = 800 on the aforementioned workstation and operating system is  45 min.
Convergence and accuracy of the scattering intensity results of a randomly-rough 41-
boundary grating were investigated using similar accuracy parameters to the efficiency compu-
tation. A medium rate of convergence of the light intensity results was observed for a wave-
length of 19:25 nm and the above computation model. More than 100 sets of 41 rough border
profiles and medium number of discretization points are enough to compute exact values of
scattering light intensities between orders. The difference between scattered light intensities
data obtained with seven boundary sets using medium (N = 1000) and high (N = 1200) ac-
curacy is about 10 5 for almost all diffraction angles. The differences between scattered light
intensities obtained with different numbers of statistical boundary sets (35, 70, 98, 105) and
N = 1000 for all diffraction (scattering) angles are shown in Ref. 12.1. For the final scattering
intensity modeling (Fig. 12.26), N = 1000 and 105 random boundary sets were chosen. The
total error for all points and ranges derived from the energy balance was on the order of 10 5.
The time taken up by one computation for N = 1000 on the aforementioned workstation and
operating system is about two hours.
12.10 Appendix A: Derivation of the recursive algorithm for Separating solver
In any of the strips fu j < y< d j 1g the functions e and m take constant values and we introduce
its wave number k j by
k2j = em  e0m0 sin2f :
As quasi-periodic solutions of the Helmholtz equation
(D+w2k2j )u= 0
in the strips fu j < y < d j 1g between S j and S j 1, j = 1; : : : ;M  1, the functions Ez;Bz are
smooth and bounded. Hence, for y 2 (u j;d j 1)
(Ez;Bz) = å
n2Z

(a jn;c
j
n)e
 ib ( j)n y+(b jn;d
j
n)e
ib ( j)n y

eianx :
Assign to each profile S j a characteristic y-coordinate y j, for example y j = Y j(0) for a
given parametrization (X j(t);Y j(t)) of the profile S j. Recall that y0 > y1 > :: : > yM 1. Using
the notation
(A jn;C
j
n) = e
 ib ( j)n y j(a jn;c
j
n) ; (B
j
n;D
j
n) = e
ib ( j)n y j(b jn;d
j
n) ;
(A jn ;C
j
n ) = e
 ib ( j+1)n y j(a j+1n ;c
j+1
n ) ; (B
j
n;D
j
n) = e
ib ( j+1)n y j(b j+1n ;d
j+1
n ) ;
(12.141)
the field in fu j < y< d j 1g above S j is given by
(Ez;Bz) = å
n2Z

(A jn;C
j
n)e
 ib ( j)n (y y j)+(B jn;D
j
n)e
ib ( j)n (y y j)]

eianx; (12.142)
whereas in fu j+1 < y< d jg below S j
(Ez;Bz) = å
n2Z

(A jn ;C
j
n )e
 ib ( j+1)n (y y j)+(B jn;D
j
n)e
ib ( j+1)n (y y j)

eianx : (12.143)
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The terms (A jn;C
j
n)eianx ib
( j)
n (y y j) and (B jn;D jn)eianx ib
( j+1)
n (y y j) correspond to incident waves
on the profile S j, whereas (B jn;D jn)eianx+ib
( j)
n (y y j) and (A jn ;C jn )eianx+ib
( j+1)
n (y y j) represent the
diffracted waves. Thus, the coefficients in equations (12.142) and (12.143) are linked by the
reflection and transmission matrices of the grating having only the interface S j.
For a compact notation, we introduce the infinite coefficient vectors
A j = (: : : ;A
j
 1;A
j
0;A
j
1; : : : ;C
j
 1;C
j
0;C
j
1; : : :)
T ; A j = (: : : ;A
j
 1;A
j
0 ;A
j
1 ; : : : ;C
j
 1;C
j
0 ;C
j
1 ; : : :)
T :
B j = (: : : ;B
j
 1;B
j
0;B
j
1; : : : ;D
j
 1;D
j
0;D
j
1; : : :)
T ; B j = (: : : ;B
j
 1;B
j
0;B
j
1; : : : ;D
j
 1;D
j
0 ;D
j
1 ; : : :)
T :
Then equations (12.141) can be written in the form
A j 1 = g 1j A j ; B j 1 = g jB j ; (12.144)
with the infinite diagonal matrix
g j = diag(: : : ;e
ib ( j) 1h j ;eib
( j)
0 h j ;eib
( j)
1 h j ; : : : ;eib
( j)
 1h j ;eib
( j)
0 h j ;eib
( j)
1 h j ; : : :);
with h j = y j 1  y j > 0.
Denoting by r j; t j the (infinite) reflection and transmission matrices of the grating with
profile S j for illumination from above and by r0j; t0j the corresponding matrices for illumination
of S j from below. This means that the incoming field with coefficient vector A j is diffracted
by the simple grating with profile S j into the reflected field with coefficient vector r jA j and the
transmitted field with coefficient vector t jA j. Analogously, illumination from below by a field
with coefficient vector B j results in a reflected field characterized by r0jB j and a transmitted
field with coefficient vector t0jB j. Hence, for any j = 1; : : : ;M  2 the coefficient vectors are
linked by the relations
B j = r jA j+ t0jB j ; A j = t jA j+ r
0
jB j : (12.145)
Writing (12.11) in the form
(Ez;Bz) = (A00;C
0
0)e
iax ib (y y0)+å
n2Z
(B0n;D
0
n)e
ianx+ib
(0)
n (y y0) :
we obtain (12.145) with j = 0, whereas for y< H we derive from
(Ez;Bz) = å
n2Z
(A M 1n ;C
M 1
n )e
 ib (M)n (y yM) eianx
the relation
BM 1 = rM 1AM 1 ; AM 1 = tM 1AM 1 : (12.146)
Here we provide the formulas for solving the multi-profile problem to determine the vec-
tors B0 andAM 1 from given input A0 and vanishingBM 1. The idea is to look for a recursion
for the operators R j;T j such that
B j = R jA j ; AM 1 = T jA j ; j =M 1; : : : ;0:
By (12.146) we know that RM 1 = rM 1 ; TM 1 = tM 1. Furthermore, we have from (12.144)
and (12.145)
B j 1 = r j 1A j 1+ t0j 1g jB j ; g
 1
j A j = t j 1A j 1+ r
0
j 1g jB j ;
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which gives
B j 1 = r j 1A j 1+ t0j 1g jR jA j ; (12.147)
g 1j A j = t j 1A j 1+ r
0
j 1g jR jA j : (12.148)
The last equation implies
A j =
 
g 1j   r0j 1g jR j
 1t j 1A j 1 ;
which transforms (12.147) into
B j 1 =

r j 1+ t0j 1g jR j
 
g 1j   r0j 1g jR j
 1t j 1A j 1 ;
and hence
R j 1 = r j 1+ t0j 1g jR j
 
g 1j   r0j 1g jR j
 1t j 1 : (12.149)
Finally, from
AN 1 = T j
 
g 1j   r0j 1g jR j
 1t j 1A j 1
we derive
T j 1 = T j
 
g 1j   r0j 1g jR j
 1t j 1 ; (12.150)
This leads to the following marching procedure:
Set RM 1 = rM 1 ; TM 1 = tM 1 ;
Compute for j =M 1; : : : ;1 R j 1 = r j 1+ t0j 1g jR j
 
I  g jr0j 1g jR j
 1g jt j 1 ;
T j 1 = T j
 
I  g jr0j 1g jR j
 1g jt j 1 ;
Determine finally B0 = R0A0 ; AM 1 = T0A0.
12.11 Appendix B: Derivation of the recursive algorithm for Penetrating solver
The scheme is based on the ansatz
u j+1jG j
v j+1jG j

=A j

j j
y j

;

¶nu j+1jG j
¶nv j+1jG j

=B j

j j
y j

j = 0; : : : ;M 1 ; (12.151)
with certain 22 linear operator matrices A j andB j. Note first that the initial values (12.124)
follow from (12.120) and the jump relation (12.26) for ¶nSGM 1;M.
Using (12.151) the transmission conditions (12.116) on G j for j = 1; : : : ;M  1 can be
written in the form
u jjG j
v jjG j

=A j

j j
y j

; (12.152)
¶nu jjG j
¶nv jjG j

=

a j 0
0 b j

B j

j j
y j

+

0  c j ¶t
d j ¶t 0

A j

j j
y j

: (12.153)
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The representation (12.119) and the jump relation (12.26) of the double layer potential DG j; j
imply that
u jjG j =
1
2
 
V ( j)j j ¶nu j  (K( j)j j   I)u j

+V ( j)j j 1j j 1 ;
v jjG j =
1
2
 
V ( j)j j ¶nv j  (K( j)j j   I)v j

+V ( j)j j 1y j 1 :
Hence (12.153) leads, in matrix notation, to the equation 
a jV
( j)
j j 0
0 b jV
( j)
j j
!
B j

j j
y j

 
 
I+K( j)j j c jV
( j)
j j ¶t
 d jV ( j)j j ¶t I+K( j)j j
!
A j

j j
y j

= 2
V ( j)j j 1j j 1
V ( j)j j 1y j 1

;
(12.154)
which is equivalent to (12.116). Using the singular integral H( j)j j =  V ( j)j j ¶t (see (12.31)) we
obtain the relation  
I+K( j)j j  c jH( j)j j
d jH
( j)
j j I+K
( j)
j j
!
A j 
 
a jV
( j)
j j 0
0 b jV
( j)
j j
!
B j
!
j j
y j

= 2
 
V ( j)j j 1 0
0 V ( j)j j 1
!
j j 1
y j 1

;
which is satisfied by 
j j
y j

=Q j 1

j j 1
y j 1

;
provided thatQ j 1 is a solution of the operator equation (12.123).
The equations (12.125) and (12.126) forA j 1 andB j 1 are derived from relations on the
upper boundary G j 1 of G j. The representation (12.119) and condition (12.153) give
u jjG j 1
v jjG j 1

=
1
2
  
V ( j)j 1 j 0
0 V ( j)j 1 j
!
¶nu jjG j
¶nv jjG j

 
 
K( j)j 1 j 0
0 K( j)j 1 j
!
u jjG j
v jjG j
!
+
V ( j)j 1 j 1j j 1
V ( j)j 1 j 1y j 1

=
1
2
  
a jV
( j)
j 1 j 0
0 b jV
( j)
j 1 j
!
B j 
 
K( j)j 1 j c jV
( j)
j 1 j¶t
 d jV ( j)j 1 j¶t K( j)j 1 j
!
A j
!
j j
y j

+
 
V ( j)j 1 j 1 0
0 V ( j)j 1 j 1
!
j j 1
y j 1

;
which by (12.151), (12.121) and using H( j)j 1 j = V ( j)j 1 j¶t leads to (12.125).
Now (12.126) follows from (12.23) and (12.119), since
V ( j)j 1 j 1j j 1 = 
1
2
 
V ( j)j 1 j 1¶nu j  (I+K( j)j 1 j 1)u j

;
V ( j)j 1 j 1y j 1 = 
1
2
 
V ( j)j 1 j 1¶nv j  (I+K( j)j 1 j 1)v j

;
imply that on G j 1
¶nu j
¶nv j

=
 
(V ( j)j 1 j 1)
 1(I+K( j)j 1 j 1) 0
0 (V ( j)j 1 j 1)
 1(I+K( j)j 1 j 1)
!
A j 1

j j 1
y j 1

 2

j j 1
y j 1

:
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Equation (12.127) follows from the relations
V (0)00 ¶nE
i
z  (I+K(0)00 )E iz = 2E iz ; V (0)00 ¶nBiz  (I+K(0)00 )Biz = 2Biz
on the upper profile G0, which hold because E iz;Biz satisfy the Helmholtz equation (D+w2k20 )u=
0 and the outgoing wave condition in G 0 = R
2 nG0. Hence, the transmission conditions
(12.115) are fulfilled if and only if 
I+K(0)00  c0H(0)00
d0H
(0)
00 I+K
(0)
00
!
u1
v1

 
 
a0V
(0)
00 0
0 b0V
(0)
00
!
¶nu1
¶nv1

= 2

ui
vi

;
i.e., if j0;y0 satisfy (12.127).
Remark 12.11.1 If the material in the bottom layer GM is a perfect conductor, then the z-
components of E and B have to satisfy the boundary condition
Ez = uM = 0 ; ¶nBz = ¶nvM = 0 on GM 1 : (12.155)
In this case, it is easy to see that the relations (12.125) and (12.126) for j = M  1 with the
coefficients aM 1 = 1, bM 1 = cM 1 = dM 1 = 0, and the initial values
AM 1 =

0 0
0 I

and BM 1 =

I 0
0 0

lead to AM 2 andBM 2 satisfying
uM 1jGM 2
vM 1jGM 2

=AM 2

jM 2
yM 2

;

¶nuM 1jGM 2
¶nvM 1jGM 2

=BM 2

jM 2
yM 2

:
Hence, the densities fj j;y jg, j = 0; : : : ;M  2, are derived by the same scheme (12.121 -
12.127).
12.12 Appendix C: Derivation of the absorption energy for multilayer gratings
As in Section 12.3.3 the application of Helmholtz equations and Green’s formula in WH \G0
implies the relation
e0
ev
jpzj2+ m0mv jqzj
2 = å
b 0n0
b 0n
b
e0
ev
jE0n j2+
m0
mv
jB0nj2

+
e0
evb
Im
Z
G0
¶nEzEz+
m0
mvb
Im
Z
G0
¶nBzBz :
where (Ez, Bz) is the solution of the conical diffraction problem, and ¶nEz = ¶+n Ez, ¶nBz = ¶+n Bz
are the normal derivatives on G0 of the z-components of the total fields in G0, i.e. the sum of
the reflected and the incident fields. Setting the energy of the incident wave
e0
ev
jpzj2+ m0mv jqzj
2 = 1 ;
the sum of reflection order efficiencies R (cf. (12.67)) fulfils
R+
e0
evb
Im
Z
G0
¶nEzEz+
m0
mvb
Im
Z
G0
¶nBzBz = 1 :
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Hence, for non-transparent grating we derive the energy conservation
R+A= 1
with the absorption A
A=
e0
evb
Im
Z
G0
¶nEzEz+
m0
mvb
Im
Z
G0
¶nBzBz : (12.156)
If, otherwise, the material parameters eM and mM are real, then some part of the inci-
dent field will be transmitted. Then similar considerations in the domain WH \GM lead to the
relations
T   eMk
2
0
evbk2M
Im
Z
GM 1
¶nEzEz  mMk
2
0
mvbk2M
Im
Z
GM 1
¶nBzBz = 0 ;
where T is the sum of transmission order efficiencies of the multilayer grating (cf. (12.68)),
and ¶nEz = ¶ n Ez, ¶nBz = ¶ n Bz are the normal derivatives on GM 1 of the z-components of the
transmitted fields in GM. In this case we derive the energy conservation
R+T +A= 1 ;
where the absorption A is given by the formula
A=
1
b
Im
Z
G0
e0
ev
¶nEzEz+
m0
mvb
¶nBzBz

  k
2
0
bk2M
Im
Z
GM 1
eM
ev
¶nEzEz+
mM
mv
¶nBzBz

:
(12.157)
Using the jump conditions the obtained formulas for A can be easily transformed. For
example, from (12.115) we know that on G0
e1 ¶ n Ez
evk21
  e0¶
+
n Ez
evk20
=
r
e0m0
evmv
sinf
 1
k20
  1
k21

¶tBz ;
m1¶ n Bz
mvk21
  m0¶
+
n Bz
mvk20
= 
r
e0m0
evmv
sinf
 1
k20
  1
k21

¶tEz ;
Hence
Im
Z
G0
e0
ev
¶+n EzEz+
m0
mvb
¶+n BzBz

= k20

Im
Z
G0
1
k21
e1
ev
¶ n EzEz+
m1
mv
¶ n BzBz

+
r
e0m0
evmv
Im
2sinf
k21
Re
Z
G0
Ez ¶tBz

:
Further, on GM 1
eM ¶ n Ez
evk2M
  eM 1¶
+
n Ez
evk2M 1
=
r
e0m0
evmv
sinf
 1
k2M 1
  1
k2M

¶tBz ;
mM¶ n Bz
mvk2M
  mM 1¶
+
n Bz
mvk2M 1
= 
r
e0m0
evmv
sinf
 1
k2M 1
  1
k2M

¶tEz ;
such that
k20
k2M
Im
Z
GM 1
eM
ev
¶ n EzEz+
mM
mv
¶ n BzBz

= k20

Im
Z
GM 1
1
k2M 1
eM 1
ev
¶+n EzEz+
mM 1
mv
¶+n BzBz

+
r
e0m0
evmv
Im
2sinf
k2M 1
Re
Z
GM 1
Ez ¶tBz

:
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12.13 Appendix D: Derivation of the general connection rule between 2D and 1D grat-
ings
We seek for a perturbative development of the reflection operator R in powers of the heights
h(i)x and h
( j)
z of a bi-periodic surface either conductive or dielectric that is the sum of the two
Fourier series:
h(x;z) = hx+hz =å
i
h(i)x sin(2pxi=dx+ t
(i)
x )
+å
j
h( j)z sin(2pz j=dz+ t
( j)
z )
(12.158)
Such a representation of h(x;z) is typical for real 2D periodic or random surfaces obtained,
e.g., as a linear response of a photoresist to light with two separate exposures in perpendicular
planes or by polishing using a linear tool. Note that the 2D Fourier transformation of h(x;z)
is also the sum of two 1D Fourier transforms of hx and hz. We suppose also that the bigrating
works under arbitrary incidence and polarization states of a plane monochromatic wave and the
respective single-periodic gratings work in conical diffraction. Suppose for simplicity hx and hz
are even functions, which is true for many ergodic stationary processes. So, replacing hx or hz
by  hx or  hz does not change the diffraction pattern in the far-field zone. We will study the
perturbative expansion of the reflected efficiency h as a function of the surface heights (h(i)x )2
and (h( j)z )2. Using the perturbative expansion of R, the terms of h which contain an expression
such as (h(i)x )2k, (h
( j)
z )
2l will be denoted Rkl:
h = R00+R01+R10+R11+R02+R20+ :::
Using the quasi-periodicity property of R and Taylor expansion of scattered field ampli-
tudes in powers of the surface profile heights (e.g, see Eq. 53 of Ref. 12.50), hmn, hm, and hn
can be expressed in the following forms:
hmn o(h6) = dmna00+å
i
a(i)10(h
(i)
x )
2+a(i)20(h
(i)
x )
4
+å
j
a( j)01 (h
( j)
z )
2+a( j)02 (h
( j)
z )
4+å
i; j
a(i; j)11 (h
(i)
x h
( j)
z )
2;
(12.159)
hm o(h6x) = dm0a00+å
i
a(i)10(h
(i)
x )
2+a(i)20(h
(i)
x )
4; (12.160)
hn o(h6z ) = d0na00+å
j
a( j)01 (h
( j)
z )
2+a( j)02 (h
( j)
z )
4; (12.161)
where dm;n is the Kronecker delta.
From (12.159)–(12.161) we choose from the physical point of view one of the two possi-
ble expressions for hmn through hm and hn:
hmn o(h6) = hmhna00 +åi; j
(a(i; j)11  
a(i)m0a
( j)
0n
a00
)(h(i)x h
( j)
z )
2 (12.162)
531
12.82 Gratings: Theory and Numeric Applications, Second Edition, 2014
Finally, using (12.162) one can formulate the equivalence rule:
hmn =
hmhn
rF
+o(h4);m_n= 0;hx;z=dx;z < 1; (12.163)
where hm and hn are 1D grating efficiencies obtained in conical diffraction, rF—the Fresnel
factor of a 2D surface. It is worth noting that hm and hn in this equivalence rule should be
computed with preservation of incidence and polarization angles of both gratings in the absolute
coordinate system.
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13.1    Introduction 
The Fourier modal method is the most popular method for modeling diffraction gratings. The 
method is characterized by expanding the electromagnetic fields into Floquet-Fourier series 
and medium permittivity (and possibly also medium permeability) into Fourier series and 
solving the resulting Maxwell equations as a matrix eigenvalue problem. It is favored by re-
searchers, engineers and graduate students who want to solve their research or engineering 
problems quickly. The popularity of the method is mostly due to its simplicity and partially 
due to its versatility. Compared with the other methods described in this book, to implement 
the Fourier modal method in a high-level computer language requires very few steps in pro-
gramming and a minimal level of understanding of the mathematical theory behind it. The 
method is also fairly versatile because it can model both surface-relief gratings and volume 
gratings, i.e., gratings consisting of distinct periodic material boundaries and gratings having 
continuous periodic spatial variation of index of refraction. For a surface-relief grating of ar-
bitrary shape, the method uses staircase approximation to approximate the profile function. 
When the periodic region of the grating contains only dielectric media or when the region 
contains metallic media but the electric field vector is everywhere parallel to the metal surfac-
es, the staircase approximation can produce reliable numerical results for the far field; howev-
er, when the latter condition is not met the approximation may fail to produce correct results. 
There have been a couple of confusion points about the Fourier modal method. The first 
concerns its relationship with the so-called rigorous coupled-wave analysis. The latter name 
was first adopted by Moharam and Gaylord [13.1] in 1981 and it stemmed from the work of 
Kogelnik [13.2] in 1969 on an approximate theory for thick hologram gratings. Some people 
mistakenly consider that the two names refer to two related but different methods, whereas 
the two refer to exactly the same method since they solve the same modal equation in Fourier 
space. The name Fourier modal method is a better one because it reflects the essence of the 
method. The second confusion point is about the history of the method. Many people have 
been misled to believe that the method was proposed in the early 1980s [13.3, 13.4]. This is 
very unfortunate because the Fourier modal method has a history that is equally long as the 
classical differential method and integral method. For a brief review of its history the reader 
may consult with the introduction in [13.5]. 
Despite its long history and popularity, to date the Fourier modal method has not been 
given a complete and concise coverage in the literature. This is especially true for one-
dimensional gratings in conical mounting. This chapter is an attempt to fill the void. The em-
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phasis of this writing is on completeness and clarity of the formulation, and the aim is to help 
a reader correctly and easily implement the method in a computer code, if there is such a need. 
To reach this goal within a reasonable number of pages I will cover only gratings whose 
surface profiles completely coincide with some Cartesian coordinate surfaces, although to 
achieve maximum generality without too much complication the coordinate system is as-
sumed to be oblique. The technique of adaptive spatial resolution [13.6] and the method of 
matched coordinates [13.7] will not be described. To cover them it is necessary to blur the 
boundary between the Fourier modal method and the coordinate transformation method, but it 
is beyond the scope of this chapter. The Fourier factorization rules [13.5, 13.8] are assumed to 
be known to the reader and they will not be treated in great details. The validity and conver-
gence rate of the Fourier modal method in the rigorous mathematical sense has rarely been 
addressed [13.5, 13.9] and they will not be discussed here. However, from a practical point of 
view the reader can be assured that the validity and accuracy of the method has been proven 
beyond doubt by numerous numerical tests and experimental verifications. 
To make this chapter easier to read for a novice I have taken an approach of gradually 
increasing the difficulty of contents and brevity of description. Each section is built upon the 
previous one and extends the previous one in certain directions. 
13.2    One-dimensional, isotropic gratings in non-conical mounting 
13.2.1   General methodology 
In the most general term the electromagnetic grating problem can be stated as this: given a 
periodic grating with known opto-geometric parameters and a monochromatic incident plane 
wave to find the distribution of the diffracted electromagnetic waves in the far field and near 
field. From an electromagnetic point of view this amounts to solving a boundary value prob-
lem. The Fourier modal method is just one way to solve this boundary value problem. The 
method consists of three steps. The three-dimensional physical space containing the grating is 
divided into three regions: the top semi-infinite transparent region where the incident plane 
wave comes from infinity, the middle region, also called the grating region or periodic region, 
where periodic variation of medium boundary or refractive indices takes place, and the bot-
tom semi-infinite region that may be opaque. In some cases the middle region may be further 
divided into a few sub-regions. In the first step general expressions of the total electromagnet-
ic fields in the individual regions (and sub-regions, if any) are found. These expressions still 
contain unknown coefficients. In the second step the electromagnetic boundary conditions are 
applied to the total fields at the interfaces between the regions and sub-regions, and the un-
known coefficients are thereby determined by solving the resulting linear system of equations. 
In the final step the quantities of interests, e.g., diffraction efficiency, diffraction phase, state 
of polarization, and field distribution, etc., are extracted from the determined coefficients. 
The three steps described above are actually shared by many numerical grating methods. 
It is the contents of the first step that distinguish one method from another. In a modal method 
the construction of the total electromagnetic fields is accomplished by means of modes. Mode 
is a powerful concept in physics. It means a distinct, self-sustainable pattern of motion that 
satisfies the governing law of physics including the internal boundary conditions. Just like a 
vibrating string has its vibrating mechanical or acoustic modes and an optical fiber has its 
transmission modes, a grating structure also has its electromagnetic modes. The modes of 
each region satisfy Maxwell equations and the associated internal boundary conditions, in-
cluding the pseudo-periodicity conditions. In a modal method the solution of the total fields 
that satisfy the external boundary conditions between different regions and the radiation con-
ditions at infinity is formed by superposition of all the modes, thanks to the linearity of the 
electromagnetic problem. In the two semi-infinite regions the total fields are given by the 
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Rayleigh expansions (see Chap. 2), and each term of the expansions can be rightfully viewed 
as a mode of the region. 
The modes of the periodic region can be found in several ways. When the medium pa-
rameters and the electromagnetic fields are expanded into Fourier and Floquet-Fourier series, 
respectively, the resulting method of solution is called the Fourier modal method. Although in 
principle gratings of any groove shape possess modes, only the rectangular grating allows its 
modes to be easily found and lends itself as the basic object of study to the Fourier modal 
method. Another good reason for the Fourier modal method to be based on treatment of rec-
tangular gratings is that a rectangle (or in general a parallelogram) is naturally a brick for 
building up an arbitrary grating profile (see Sect. 13.5). 
In this section the Fourier modal method for the simplest grating problem, that of a rec-
tangular grating in nonconical mounting, is formulated. Besides giving results for this simple 
but practically important grating case, the section also lays down the general framework for 
the remaining sections on more general grating shapes and plane wave incident angles. 
13.2.2   Formulation in the rectangular Cartesian coordinate system 
13.2.2.1  Description of the problem of rectangular gratings 
Figure 13.1 depicts a rectangular grating illuminated by a monochromatic plane wave. A rec-
tangular Cartesian coordinate system is attached to the grating with its x and y axes perpendi-
cular and parallel to grating grooves, respectively. The xz plane is called the principal plane of 
the grating and the xy plane is called grating plane. The origin of the coordinate system is 
placed at the bottom center of one of the grooves. The grating is composed of at least two 
media, medium a and medium b with scalar permittivities εa and εb. The upper semi-infinite 
region (the cover) and the lower semi-infinite region (the substrate) are labeled with 2 and 0, 
and their scalar permittivities are ε(2) and ε(0). The magnetic permeabilities of all media are 
denoted by μ with appropriate subscripts or superscripts. Although in optical problems they 
are equal to that of vacuum the notation is formally retained for electromagnetic symmetry 
considerations. In most applications the cover is air and εa = ε(2), and very often the substrate 
and medium b are of the same material (εb = ε(0)), so the spaces occupied by media a and b are 
called grooves and ridges of the grating, respectively. The grating period, groove depth, 
groove width, and ridge width are denoted by d, h, d1, and w, respectively. Instead of w or d1, 
the ratio w/d that is called the duty cycle (or filling factor) is often a more convenient parame-
ter to use. For later convenience, we define two real ordinates, z0 = 0 and z1 = h, which are the 
lower and upper boundaries of the periodic layer, and two fictitious ordinates z−1 = z0 and z2 = 
z1, which have no physical meanings. Note that the permittivity is a piecewise constant func-
tion of spatial variables, and in the grating region it is a periodic function of x only: 
1
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Fig. 13.1.  Definition and notation of a rectangular grating problem. 
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The incident plane wave is characterized by its wavelength λ, wave vector inck , and polariza-
tion vector aˆ , where 
(2) (2)
inc 0 ˆ ˆ( sin cos ) ,k ε μ θ θ= −k x z  (13.2)
with k0 = 2π/λ being the vacuum wave vector. So, the plane of incidence coincides with the 
principal plane of the grating. 
Since the grating structure is y invariant and the incident wave is independent of y, the 
electric and magnetic field vectors E and H are also independent of y. In this section we con-
sider the TM polarization (transverse magnetic: the magnetic field vector perpendicular to the 
principal plane). Because we formally keep magnetic permeability μ in all formulas derived in 
this chapter, results for TE polarization can be easily obtained from the TM results by using 
the symmetry of Maxwell equations with respect to electric and magnetic quantities. The as-
sumed harmonic time dependence in this chapter is exp(−iωt). 
13.2.2.2  Construction of the total fields 
For the TM polarization problem it is convenient to work with the y component of the mag-
netic vector Hy. It has been shown in Chapter 2 that the total fields in the upper and lower 
semi-infinite regions can be readily written as Rayleigh expansions:  
(2) (h ) (2)
0 0( , ) exp( i i ) exp( i i ) , ;y m m m
m
H x z x z R x z z hα γ α γ
+∞
=−∞
= − + + ≥∑  (13.3a)
(h) (0)( , ) exp( i i ) , 0.y m m m
m
H x z T x z zα γ
+∞
=−∞
= − ≤∑  (13.3b)
In the above equations 
(2)
0 0, sin , 2 / ,m m K k K dα α α θ π= + = =  (13.4)
( ) ( )2 2 ( ) ( ), Re[ ] Im[ ] 0, 0, 2p p p pm m m mk pγ α γ γ= − + > =  (13.5)
where ( )2pk = 2 ( )20
pk n with ( ) ( ) ( )p p pn ε μ= being the refractive indices of the two media, and 
(h)
mR and 
(h)
mT are the unknown Rayleigh coefficients. The first term in (13.3a) represents the 
incident plane wave of unit amplitude.  The + and – signs in front of the second terms in the 
exponential functions in (13.3) have been carefully chosen in accordance with the inequality 
in (13.5) to ensure that the radiation condition is satisfied. 
Next we find the total magnetic field in the periodic layer. To do so we need first to de-
rive the eigenvalue equation that determines the modes of the periodic layer. For time-
harmonic electromagnetic fields two of the Maxwell equations containing the curl operator 
are 
0
0
i ,
i .
k
k
μ
ε
∇× =
∇× = −
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H E
 
(13.6a)
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For y independent TM polarized fields these equations become 
0
0
0
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i ,
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x y z
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E E k H
H k E
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ε
∂ − ∂ =
∂ = −
∂ =
 
(13.7a)
(13.7b)
(13.7c)
Using the last two equations to eliminate Ex and Ez and keeping in mind that ε is a function of 
only x, one can easily find 
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2 2
0
1( , ) ( , ) ( , ) .y x x y z yk H x z H x z H x zε μ ε ε+ ∂ ∂ = −∂  (13.8)
Since the coefficients of this differential equation do not depend on z, applying the standard 
procedure of separation of variables shows that the equation has a solution of the form Hy(x,z) 
= Hy(x)exp(iγz), where γ is a constant. Substituting this into (13.8) yields 
2 2
0
d d1 .d dy y yk H H Hx xε μ ε γε+ =  (13.9)
Henceforth Hy without an explicit variable dependence denotes the function Hy(x). The ordi-
nary differential equation (13.9) together with the associated boundary conditions defines an 
eigenvalue problem with γ being the eigenvalue. Here the boundary conditions are of two 
kinds. The first kind is the electromagnetic boundary conditions at the permittivity jump dis-
continuities. Obviously, being a tangential component to the medium interface Hy is conti-
nuous, and it follows from (13.7b) (1/ ) x yHε ∂ must also be continuous:  
1 1 1 1
d d11( / 2 0) ( / 2 0), ( /2 0) ( /2 0 ).d d
y y
y y
ab
H HH d H d d dx xεε± ± = ± ± ± = ±∓ ∓  (13.10)
By the way, if (13.9) is understood in the sense of distribution, (13.10) is already contained in 
it. The second kind of boundary condition to be imposed on (13.9) is the pseudo-periodicity 
condition. Since ε(x+d) = ε(x) appears in the coefficients of (13.9), Floquet theorem requires 
that Hy(x) be pseudo-periodic 
0( ) exp(i ) ( ) ,y yH x d d H xα+ =  (13.11)
where α0 is the pseudo-periodicity constant determined by the incident plane wave. 
A solution of the eigenvalue problem defined by (13.9-11) is an eigenvalue and eigen-
function pair {γ,Hy(x;γ)}. An eigen-function Hy(x;γ) is in physical term a mode of the lamellar 
grating structure. For mode Hy(x;γ) the law of motion is (13.9) and the internal boundary con-
ditions are (13.10) and (13.11). Effectively the problem is that of finding modes of a periodic 
waveguide. Because Hy(x,z) = Hy(x;γ)exp(iγz) the x dependence of the modal field is indepen-
dent of z. In searching for the eigen-solutions the z invariance of ε is used, as if the grating 
layer is infinitely thick. The finiteness of the grating layer is not recalled until the external 
boundary conditions are matched between different regions in the next step. 
 
Fig. 13.2.  Geometric optics picture of a mode of a periodic waveguide. The 
arrows represent optical rays and ⊕ represent the direction of the electric 
vector in TE polarization or that of the magnetic vector in TM polarization. 
 
For a piecewise homogeneous periodic region the modal function has a simple geome-
tric optics interpretation. In each medium the function is composed of two plane waves whose 
wave vectors share the same z component γ and have x components of equal length but oppo-
site signs, as shown in Fig. 13.2. The zigzag paths can be understood as optical rays. In differ-
z
x
ba
a
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ent media the zigzag paths make different angles with respect to the x axis, but the z compo-
nents of their associated wave vectors are the same. Since different modes have different ei-
genvalues γ the angles of zigzag paths for different modes within a given medium are also 
different. The phases of the ray paths at the same ordinate z and two abscissas differing by d 
are related by Floquet theorem. The planes of all zigzag paths are perpendicular to the me-
dium interfaces. The periodic region allows two characteristic polarizations, one with its 
magnetic field vector perpendicular to the zigzag plane, which is the present case, and the 
other with its electric field vector perpendicular to the zigzag plane, which corresponds to TE 
polarization incidence. The zigzag path angles for TE polarization are in general different 
from those for TM polarization. 
The eigenvalue spectrum of (13.9) is composed of a discrete set of numbers. Since γ ap-
pears in (13.9) as γ2, if γ is an eigenvalue, so is −γ, and ±γ share the same eigen-function Hy(x). 
In actual manipulation γ is chosen as one of the two square roots of γ2. We only need to label 
half of the eigenvalues using index q = 1, 2, …; the second half is referenced by adding a 
negative sign in front of the first half. When we limit our domain of discussion within the 
linear electromagnetic problems a linear superposition of modal fields is also a solution of 
Maxwell equations. A general solution in the grating layer satisfying all internal boundary 
conditions is given by a superposition of all possible modes 
,
1
( , ) [ exp( i ) exp( i ) ] ( ) ,y qy q q q q
q
H x z u z d z H xγ γ∞
=
= + −∑  (13.12)
where uq and dq are constants, and a comma is used in the subscript for Hy,q(x) for a reason to 
become clear soon. When Hy,q(x) are properly normalized, uq and dq are the modal amplitudes 
evaluated at z = 0. Since (13.12) is valid for z being finite, no radiation condition is to be im-
posed and both terms with the + and – signs in the exponential functions should be kept. In 
this sense it is not important how γq is chosen from the two square roots. However, to attach 
an unambiguous physical meaning to each term and to facilitate later numerical treatment, 
eigenvalue partition must be made. As with the ( )lmγ appearing in Rayleigh expansions, we 
require 
2 , Re[ ] Im[ ] 0.q q q qγ γ γ γ= + >  (13.13)
Then, the first term in (13.12) represents a mode that propagates or decays in the upward di-
rection, and the second term represents a mode in the downward direction, justifying the 
choice of letters for the two superposition constants. 
So far we have not discussed how to obtain the eigen-functions Hy,q(x). In the Fourier 
modal method they are obtained by solving (13.9) in the discrete Fourier space. For this pur-
pose Hy(x) is expanded into Floquet-Fourier series 
( ) exp( i ) ,yy m m
m
H x H xα∞
=−∞
= ∑  (13.14)
where αm is defined in (13.4) and Hym are the Fourier coefficients (for convenience we will 
indistinguishably refer to both Fourier and Floquet-Fourier coefficients as Fourier coeffi-
cients). Note that to distinguish from the qth eigen-function Hy,q(x), the subscript in Hym does 
not contain a comma. In this chapter when a roman letter subscript in italics such as m and n 
is attached to a symbol representing a function of spatial variables, the composite symbol de-
notes the Fourier coefficients of the function. 
Equation (13.9) also contains ε(x) that too has to be transformed into Fourier space. It is 
tempting to expand ε(x) into a Fourier series and substitute it, together with (13.14), into (13.9) 
to derive the desired result. This is how it was done before 1996; however, numerically the 
resulting solution converged very slowly when medium a or b was a highly conducting metal. 
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It was later found that only when the Fourier coefficients were used in a special way the 
Fourier modal method could converge well for metallic rectangular gratings [13.10, 13.11]. 
This finding led to establishment of a theory called Fourier factorization [13.8], which not 
only explained the observed improvement of convergence in [13.10, 13.11] but also enabled a 
series of other improvements in grating theory. However, it would take us afield to cover this 
topic at length in this chapter, so I am content with giving only key results here. The interest-
ed reader can find more information in [13.5, 13.8], and Chapter 7 of this book. 
Given a function h(x) as the product of two periodic, piecewise continuous functions g(x) 
and f(x), all three functions having the same period, to compute the Fourier coefficients of h(x) 
in terms of the Fourier coefficients of g(x) and f(x) one should follow the Fourier factorization 
rules: 
(1)  If g(x) is discontinuous and f(x) is continuous, then 
, , .n n m m
m
h g f nΩ −
∈Ω
= ∈Ω∑  (13.15)
(2)  If both g(x) and f(x) are discontinuous but g(x)f(x) is continuous, then 
1
,
,
1 , .n m
m nm
h f ng
−
Ω
∈Ω Ω
= ∈Ω∑ c fd g
d g
d g
e h
 (13.16)
(3)  If g(x) and f(x) meet neither of the above two conditions, do not use (13.15) or 
(13.16) directly. Instead, rearrange g(x)f(x) as a sum of several terms so that each 
term meets one of the two conditions, and then follow (1) and (2). 
In the above Ω denotes a set of integers: m1 ≤ m ≤ m2 for some fixed m1 and m2. a ba Denotes 
the square Toeplitz matrix generated by the Fourier coefficients of function a(x) such that 
a bmna = am−n, and a b
1a − means the matrix inverse of 
a b
a . The subscript Ω on the right-hand 
side of (13.16) is used to indicate the size of the matrix and that on the left-hand side of both 
equations are to indicate that these Fourier coefficients depend on Ω. When there is no danger 
of confusion, Ω can be omitted. 
The three types of products in (1), (2), and (3) are referred to as Type 1, Type 2, and 
Type 3 products, respectively. From a mathematical point of view (13.15) and (13.16) give 
two multiplication rules for multiplying two Fourier series in a truncated Fourier space deli-
mited by Ω. The one in (13.15) is called Laurent’s rule and that in (13.16) is called the inverse 
rule. Although the factorization rules are stated for h(x), f(x), and g(x) all being periodic func-
tions, they are obviously valid when h(x) and f(x) are pseudo-periodic because we can multip-
ly h(x) = g(x) f(x) by exp(−iα0x). 
The essence of following the Fourier factorization rules is to preserve continuity nature 
of the product function.  While the pseudo-periodicity condition is automatically satisfied 
once Hay(x) is expanded into Floquet-Fourier series as in (13.14), the internal electromagnetic 
boundary conditions (13.10) have to be expressly enforced. Equation (13.9) contains three 
products of periodic and pseudo-periodic functions: εHy, (1/ ) yHε ′ , and [(1/ ) ]yHε ε ′ ′ , where the 
prime denotes derivative with respect to x. They are of Types 1, 2, and 3, respectively. The 
presence of the Type 3 product prevents a direct Fourier factorization of (13.9). The difficulty 
can be avoided by rewriting (13.9) as 
2 2
0
d d1 .d dy y yk H H Hx xε μ γε
⎛ ⎞+ =⎜ ⎟⎝ ⎠  
(13.17)
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This new equation contains only Type 2 products. Before making the Fourier transform let us 
note that the action of the differential operator d/dx on a pseudo-periodic series is to multiply 
its nth term by iαn for all n. Then the image of (13.9) in discrete Fourier space is 
a b( )1 12 201 ,y yk H Hμ ε γε − −− =I α αc fd gd g
e h
 (13.18)
where I is the identity matrix, α is a diagonal matrix with αn being its diagonal elements, and 
without possibility of confusion we have used Hy to denote the column vector formed by Hym, 
the Fourier coefficients of Hy(x). Note that equation (13.18) contains all three ingredients of 
our boundary value problem in one equation. 
Equation (13.18) can also be derived by first transforming (13.7) into Fourier space and 
then eliminating the column vectors formed by the Fourier coefficients of Ex(x) and Ez(x). We 
will see in later sections, it is always easier to transform the original Maxwell equations into 
Fourier space when products of functions are simple and then to carry out the necessary ma-
nipulations in Fourier space, than to defer the transformation until a later or the final stage 
when the products of functions involved in a wave equation have become more complicated. 
Equation (13.18) is written in the standard form of a matrix eigenvalue problem. It can 
be solved numerically by using an eigenvalue-eigenvector solver available in many computer 
software packages. When the matrix in (13.18) is truncated to N × N, where N = m2 − m1 + 1 
is the number of elements in set Ω, the number of eigen-solutions is N, but after taking square 
roots of γ2 there are 2N eigen-solutions to the underlying physical problem. Criterion (13.13) 
may be used to make the eigenvalue spectrum partition. In comparison with (13.12) the total 
magnetic field is now written as a Floquet-Fourier series 
2
1 1
( , ) exp(i ) [ exp(i ) exp( i ) ],
m N
ymqy q qm q q
m m q
H x z x H u z d zα γ γ
= =
= + −∑ ∑  (13.19)
where ymqH are the Fourier coefficients of Hy,q(x). So far we have derived the general expres-
sions of the total magnetic field in all three spatial regions. These expressions contain the un-
known modal amplitudes uq and dq and the unknown Rayleigh coefficients (that can be consi-
dered as special modal amplitudes).  
Before moving on to solve for the unknown coefficients we comment on the practical 
issue of truncation. The truncation number N determines the accuracy of the numerical results; 
the larger N is the more accurate the results are but the more computation time and computer 
memory are consumed. N should be chosen large enough to include all propagating orders 
and sufficiently many evanescent orders on both side of the propagating orders. How large is 
sufficient depends on the specific problem. It is difficult to give a general criterion. Certainly 
a metallic grating requires a larger N than does a dielectric grating, and a grating of near zero 
or near 100% duty cycle requires a larger N than does a grating of 50% duty cycle. The best 
way to be sure is to run a few convergence tests. The minimum N beyond which the numeri-
cal results of quantities of interest stabilize is a good truncation number to use. It is a common 
practice that the truncation interval [m1,m2] is chosen as [−M,M] for some M > 0; however, it 
is better to set m1 = −[α0/K] – [N/2], where [·] means the integral part of. In this way good 
truncation coverage is achieved even when the angle of incidence is near grazing. 
13.2.2.3  Matching of the external boundary conditions 
In the Fourier modal method the matching of boundary conditions between different regions 
is realized by matching the Fourier coefficients of the tangential components of the total fields. 
In the preceding subsection the total magnetic fields in the three regions have been written in 
Floquet-Fourier series. The other tangential component, the x component of the electric field, 
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is yet to be found and written in this form. Equation (13.7c) provides the link between Ex and 
Hy: 
0
1 .
i z yx
E H
k ε= ∂  (13.20)
In regions 0 and 2, ε is a constant, so it follows easily from (13.3) that 
(2) (2) (2) (h) (2)
0 0 0(2)
0
1( , ) exp(i i ) exp( i i ) ,
;
x m m m m
m
E x z x z R x z
k
z h
γ α γ γ α γε
+∞
=−∞
⎡ ⎤= − − + +⎢ ⎥⎣ ⎦
≥
∑   
(13.21a)
(0) (h) (0)
(0)
0
1( , ) exp(i i ) , 0.x m m m m
m
E x z T x z z
k
γ α γε
+∞
=−∞
= − − ≤∑   (13.21b)
In the periodic layer, the Floquet-Fourier series of Ex in terms of Hy is obtained by transform-
ing the right-hand side of (13.20) into Fourier space using Laurent’s rule: 
2 2
1 1 10
1 1( , ) exp( i ) [ exp(i ) exp( i ) ].
m m N
y nq q qx m q q q
qm m n m mn
E x z x H u z d z
k
α γ γ γε == == − −∑ ∑ ∑
c f
d g
d g
e h
 
(13.22)
Equations (13.3), (13.19), (13.21), and (13.22) provide the Fourier coefficients of all vector 
field components needed to match boundary conditions. 
To facilitate subsequent development it is convenient to define two column vectors. The 
first is the vector of modal amplitudes:  
,q
q
u
F
d
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠


 (13.23)
where qu  and qd are the qth upward and downward modal amplitudes evaluated at the lower 
and upper boundaries of the grating layer, respectively:  
0 1exp( i ) , exp( i ).q q q q q qu u z d d zγ γ= = −  (13.24)
In (13.23) a generic vector element is used to represent the whole sub-vector. So, if the num-
ber of modes to be used in numerical computation is N, then qu and qd each represents an N × 
1 column vector with 1 ≤ q ≤ N. (13.23) is written for the periodic layer. In the upper semi-
infinite space qu and qd are to be replaced by 
(h)
mR and mnδ , and in the lower semi-infinite 
space by 0 and (h)mT , respectively, where 
(h ) (h ) (2) (h ) (h ) (0) (2)
1 0 2exp( i ) , exp( i ) , exp( i ) ,m m m m m m mn mn mR R z T T z zγ γ δ δ γ= = − = −   (13.25)
and δmn = 0 for m ≠ n and δmn = 1 for m = n. The second vector to define is the vector of  
Fourier coefficients of the total fields 
( )
( ) ,
( )
ym
xm
H z
z
E z
⎛ ⎞= ⎜ ⎟⎝ ⎠
F  (13.26)
where Hym and Exm are also short-hand notations of N × 1 column vectors. In terms of these 
column vectors the Fourier coefficients of the total fields in the three spatial regions are 
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(h)
(2) (2)
1
0
( ) ( ) , ;m
m
R
z z z zδ
⎛ ⎞= φ ≥⎜ ⎟⎝ ⎠
W


F  (13.27a)
(1) (1)
0 1( ) ( ) , ;
q
q
u
z z z z z
d
⎛ ⎞= φ ≤ ≤⎜ ⎟⎜ ⎟⎝ ⎠
W


F  (13.27b)
 
(0) (0)
0(h )
0
( ) ( ) , ,
m
z z z z
T
⎛ ⎞= φ ≤⎜ ⎟⎝ ⎠
W

F  (13.27c)
where 
( )
1( )
( )
exp[ i ( )] 0
( ) , 0, 2,
0 exp[ i ( )]
p
m pp
p
m p
z z
z p
z z
γ
γ
−⎛ ⎞−φ = =⎜ ⎟⎜ ⎟−⎝ ⎠
 (13.28a)
 
0(1)
1
exp[ i ( )] 0
( ) ,
0 exp[ i ( )]
q
q
z z
z
z z
γ
γ
−⎛ ⎞φ = ⎜ ⎟−⎝ ⎠
 (13.28b)
 
( ) ( ) ( )
( ) ( )
0 0
, 0, 2 ,
mn mn
p p p
m m
mn mnp p
p
k k
δ δ
γ γδ δε ε
⎛ ⎞⎜ ⎟= =⎜ ⎟−⎜ ⎟⎝ ⎠
W  (13.29a)
 
2 2
1 1
(1)
0 0
.1 1 1 1
y ymq mq
m m
y nq y nqq q
n m n mmn mn
H H
H H
k k
γ γε ε= =
⎛ ⎞⎜ ⎟= ⎜ ⎟−⎜ ⎟⎝ ⎠∑ ∑
W c f c f
d g d g
d g d g
e h e h
 (13.29b)
In all of the above matrices a generic matrix element represents a matrix. For example, Hymq 
stands for the square matrix and exp(iγqz) stands for the diagonal matrix. All matrices in 
(13.27-29) are of finite size, truncated from m = m1 to m2 = N + m1 −1, or from q = 1 to N. 
Note that all W matrices have a symmetric structure: If Wij, where i, j = 1, 2, are used to de-
note the 2 × 2 block matrices, then W12 = W11 and W22 = −W21. This symmetry property can be 
exploited to save computation time [13.12]. With all of the above notations the matching of 
the boundary conditions at z = z0 and z = z1 can be written as 1 1( 0) ( 0)z z+ = −F F : 
(h)
(2) (2) (1) (1)
1 1
0
( ) ( ) ,qm
qm
uR
z z
dδ
⎛ ⎞⎛ ⎞φ = φ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
W W
 


 (13.30a)
and 0 0( 0) ( 0)z z+ = −F F : 
(1) (1) (0) (0)
0 0 (h)
0
( ) ( ) .q
mq
u
z z
Td
⎛ ⎞ ⎛ ⎞φ = φ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
W W

 
 (13.30b)
13.2.2.4  Solution of the boundary matching equations 
Equations (13.30a) and (13.30b) has this general form 
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( 1) ( )( )
( 1) ( )
( 1) ( 1) ( )
1
1 0 exp(i ) 0
,
0 exp( i ) 0 1
p pp
q qp p q p
p p p
q p q q
u uh
h d d
γ
γ
+
+
+ ++
⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞=⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠
W W
 
 
 (13.31)
with 
( ) ( ) ( ) ( ) ( ) ( )
1exp( i ) , exp( i ) ,
p p p p p p
q q q p q q q pu u z d d zγ γ−= = −  (13.32)
provided that hp = zp − zp−1 and ( ) ( ) T( , )p pq qu d is understood as the column vector composed of 
the Rayleigh amplitudes when p refers to a semi-infinite medium. This type of boundary 
matching equation is not unique in the Fourier modal method. It is shared by many other grat-
ing methods although the compositions of their W matrices are different. When the boundary 
matching equations have been derived the grating problem is nearly solved. The remaining 
steps, which are more or less the same for all grating methods, are to solve the resulting linear 
system of equations for the unknown Rayleigh amplitudes (h)mR and 
(h)
mT , and possibly also the 
internal modal amplitudes qu and qd . From these amplitudes the diffraction efficiencies and 
parameters of polarization states can be easily obtained. 
In principle many algorithms can be used to solve the boundary matching equations. 
Because of the appearance of the exponential functions in (13.31), some of the solution me-
thods are numerically stable and some are not. Among the numerically stable algorithms  the 
best method is the S matrix propagation algorithm [13.12-14]. It has the advantages of having 
the most clear physical meaning and the best computation efficiency. Many variants of the S 
matrix algorithm exist; one of them is described in Section 13.5 for the general multilayered 
grating problem. 
13.2.2.5  Final solution of the grating problem 
The diffraction efficiency of a propagating order is defined as the ratio of the z component of 
the Poynting vector of that order to the z component of the Poynting vector of the incident 
plane wave. After (h)mR and 
(h)
mT have been obtained the TM diffraction efficiencies can be eas-
ily found (cf. Chap. 2):  
( )
(2) (h ) 2 (2)
,TM (2)
0
| | , ,mm mR m U
γη γ= ∈
２
 (13.33a)
(2) (0)
(0) (h ) 2 (0)
,TM (0) (2)
0
| | , ,mm mT m U
ε γη ε γ= ∈  (13.33b)
where (2),TMmη and (0),TMmη are the mth-order diffraction efficiencies in the reflection and trans-
mission sides of the grating, respectively, and U(p) is the set of propagating order numbers in 
medium p, p = 0, 2.  
In this section we have dealt with only the TM polarization. The results for TE polariza-
tion can be easily obtained by formally making exchanges E ↔ H and ε ↔ −μ and changing 
the superscripts of the Rayleigh amplitudes from (h) to (e) in all formulas derived in this sec-
tion.  In particular, the TE diffraction efficiencies are 
( )
(2) (e) 2 (2)
,TE (2)
0
| | , ,mm mR m U
γη γ= ∈
２
 (13.34a)
(2) (0)
(0) (e) 2 (0)
,TE (0) (2)
0
| | , .mm mT m U
μ γη μ γ= ∈  (13.34b)
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Note that because the definitions of ( )pmγ are independent of polarization, the diffraction angles 
and the number of propagating orders are also independent of polarization. 
13.2.3   Formulation in an oblique Cartesian coordinate system 
13.2.3.1  Description of the problem of slanted gratings 
The rectangular grating shown in Fig. 13.1 has the mirror reflection symmetry with respect to 
the yz plane. In many applications it is desirable to break this symmetry. A surface relief grat-
ing with its two sidewalls of a ridge parallel to each other but tilted with respect to the yz 
plane is called a slanted grating. As a typical example a parallelogram grating is shown in Fig. 
13.3. All previously defined symbols have the same meanings as in Fig. 13.1. The angle ζ is 
called the slant angle of the grating (in the figure ζ > 0). D is the period of the slanted slabs or 
fringes. The groove depth measured along the slant direction is /cosh h ζ= . For this type of 
gratings it is obvious that the rectangular staircase approximation as illustrated in the left part 
of the figure is very inefficient. 
 
Fig. 13.3. Definition and notation of a slanted grating problem. 
So far the theoretical treatments of slanted gratings have been made almost exclusively 
in rectangular Cartesian coordinate systems. Some authors use only one rectangular system 
like the one in Fig. 13.3, and others use a second rectangular system that is aligned with the 
surface and the normal of groove sidewalls. In either case the resulting mathematical treat-
ments are difficult, if not awkward. However, there is nothing sacred about the rectangular 
coordinate system. For a parallelogram grating it is the most natural to use the oblique Carte-
sian coordinate system as shown in Fig. 13.3, in which every piece of flat surfaces of the grat-
ing coincides with a coordinate surface. It will be demonstrated that the Fourier modal me-
thod can be formulated the most efficiently in the matched oblique coordinate system. A 
small price to pay is to be familiar with properties of the uncommon oblique coordinate sys-
tem. 
13.2.3.2  Oblique Cartesian coordinate system 
In Fig. 13.3 the rectangular coordinate system Oxyz is set up in the same way as in Fig. 13.1, 
with the y axis parallel to the groove direction and the z axis perpendicular to the grating 
plane. The oblique coordinate system Ox1x2x3 is set up such that the x1 and x2 axes are parallel 
to the x and y axes, respectively, and the x3 axis is in the xz plane and forms an angle ζ with 
respect to the z axis. The coordinate transformation from Oxyz to Ox1x2x3 is 
1 2 3tan , , / cos ,x x z x y x zζ ζ= − = =  (13.35a)
and the inverse transformation is 
1 3 2 3sin , , cos .x x x y x z xζ ζ= + = =  (13.35b)

z
kinc
( )2
( )0
ab
O
w d d1
x x, 1
x3

D
z h=
1
z = 0
0
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For the oblique coordinate system we define three basis vectors b1, b2, and b3 of unit length 
that are in the positive directions of the x1, x2, and x3 axes, respectively. From Fig. 13.3 it fol-
lows that in terms of basis vectors of Oxyz, 
1 2 3ˆ ˆ ˆ ˆ, , sin cos .ζ ζ= = = +b x b y b x z  (13.36)
We define another set of basis vectors, not necessarily of unit length by 
1 2 32 3 3 1 1 2, , ,
g g g
× × ×= = =b b b b b bb b b  (13.37)
where 1 2 3 cosg ζ= ⋅ × =b b b .  From (13.36) it follows that 
1 2 3ˆ ˆ ˆ ˆtan , , / cos .ζ ζ= − = =b x z b y b z  (13.38)
The basis vectors b1, b2, and b3 are called reciprocal space basis vectors or contravariant basis 
vectors, and b1, b2, and b3 are called the real space basis vectors or covariant basis vectors. 
The two sets are mutually orthonormal: ,ρ ρσ σδ⋅ =b b where ρσδ  = 1 if σ  = ρ  and ρσδ  = 0 if σ 
≠ ρ. Figure 13.4 illustrates the relationship between bσ and bρ in the x1x3 plane. We define 
covariant and contravariant metric tensors as 
, ,g g ρσ ρ σρ σρσ = ⋅ = ⋅b b b b  (13.39)
respectively. In this chapter we use lowercase Greek letters ρ, σ, and τ to label components of 
vectors and tensors, lowercase roman letters i, j, m, and n to label Fourier coefficients of field 
components and permittivity and permeability tensors, and letter q to label eigensolutions. 
 
Fig. 13.4. Relationships between basis vectors and geometric interpretations 
of covariant and contravariant components of a vector. 
An arbitrary vector can be expressed using covariant or contravariant basis vectors:  
,A Aσ σ σσ= =A b b  (13.40)
where summation from 1 to 3 with respect to a pair of subscript and superscript of the same 
symbol is implied and Aσ and Aσ are called the covariant and contravariant components of 
vector A, respectively. The metric tensors provide the links between Aσ and Aσ:  
, .A g A A g Aσ ρ ρσρ ρσ σ= =  (13.41)
b
A
x1
x3
1
b3
b
1
b
3
b
3
A3
b
3
A
3
b3A3
b3A
3
b1A
1
b1A1
b
1
A
1
b
1
A1
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The geometrical meanings of these vector components can be summarized as follows. Aρ is 
the perpendicular projection of A on the bρ direction in unit of 1/bρ and the parallel projection 
of A on the bρ direction in unit of bρ; Aρ is the parallel projection of A on the bρ direction in 
unit of bρ and the perpendicular projection of A on the bρ direction in unit of 1/bρ. The physi-
cal significance of these geometrical properties lies in the fact that many physical laws are 
expressed in terms of vector components in the sense of perpendicular projections. For exam-
ple, the electromagnetic boundary conditions are the continuities of the tangential components 
of the electric and magnetic field vectors and the normal components of the electric displace-
ment and magnetic inductance vectors across a medium interface. Here tangential and normal 
components are understood as the perpendicular projections of the vectors. In solving an elec-
tromagnetic boundary value problem whenever possible it is best to set up the coordinate sys-
tem so that the medium interfaces are coordinate surfaces. Then the covariant and the contra-
variant components are proportional to the tangential and normal components, respectively, to 
the medium interfaces. 
13.2.3.3  Construction of the total fields 
To facilitate the matching of boundary conditions in the present case the Rayleigh expansions 
should be written in the oblique coordinates. By following steps similar to those taken in 
Chap. 2 for deriving Rayleigh expansions in the rectangular coordinate system, one can find 
1 3 1 (2) 3 (h) 1 (2) 3 3
2 0 0( , ) exp( i i ) exp( i i ) , ;m m m
m
H x x x x R x x x hα γ α γ
+∞
− +
=−∞
= + + + ≥∑   (13.42a)
1 3 (h) 1 (0) 3 3
2 ( , ) exp( i i ) , 0 ,m m m
m
H x x T x x xα γ
+∞
−
=−∞
= + ≤∑  (13.42b)
where 
( ) ( )2 2
( )2 2 ( )2 2
sin cos ,
0, 2,
Re[ ] Im[ ] 0,
p p
m m m
p p
m m
k
p
k k
γ α ζ α ζ
α α
± = ± − =
− + − >
 (13.43)
and αm are still given by (13.4). Evidently here ( )pmγ ± play the roles that ( )pmγ± play in (13.3). 
The square root selection criterion in (13.43) ensures that the terms in (13.42) have proper 
physical meanings.  
To find the modal fields in the periodic layer we use the two curl equations of Maxwell 
written in the oblique Cartesian coordinate form:  
0i ,E k g H
ρσ τ ρ
σ τξ μ∂ =  (13.44a)
0i ,H k g E
ρσ τ ρ
σ τξ ε∂ = −  (13.44b)
where ρστξ = +1 or −1 when {ρ,σ,τ} is an even or odd permutation of {1,2,3}, respectively, 
and ρστξ = 0 if any two of the indices are the same. Equation (44) is valid for any curvilinear 
coordinate systems. Its proof can be found in many standard textbooks on tensor analysis. 
Since we are still dealing with non-conical diffraction, in which the two fundamental polariza-
tion cases are decoupled, we can consider TM polarization only. It follows from (13.44)  
*
23 1 1 3 0i ,E E k Hμ∂ −∂ =  (13.45a)
3*
1 2 0i ,H k Eε∂ = −  (13.45b)
1*
3 2 0i ,H k Eε∂ =  (13.45c)
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where *0k = k0cosζ and we have used the fact that H
2 = H2 for the particular coordinate system 
(13.35). 
We now transform the equations in (13.45) into Fourier space while they are still in 
simple form. The modal field components are first expanded into Floquet-Fourier series, with 
an exponential x3 dependence, 
1 3 3 1( , ) exp( i ) exp( i ) ,m m
m
F x x x F xγ α∞
=−∞
= ∑  (13.46)
where F stands for H2, E1, etc. The transformation of (13.45a) is straightforward, and that of 
(13.45c) requires using the inverse rule because E1 is proportional to the component of E 
normal to the slanted sidewalls. The product εE3 in (13.45b) is type 3 and requires some rear-
rangement. From (13.39)  
1
1 32
1 ( sin ) ,
cos
E E Eζζ= −  (13.47a)
3 1
3 sin .E E Eζ= −  (13.47b)
Substitution of (13.47b) into (13.45b) allows Fourier factorization of the two terms using Lau-
rent’s rule and inverse rule separately. So, in Fourier space (13.45) becomes 
*
21 3 0 ,E E k Hγ μ− =α  (13.48a)
a b
1 1
2 20
2 1 3
1 1sin cos sin ,
cos
kH E Eζ ε ζ ζζ ε ε
− −⎡ ⎤⎛ ⎞= − +⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
α
c f c f
d g d g
d g d g
e h e h
 (13.48b)
( )102 1 31 sin .coskH E Eγ ζζ ε
−
= −c fd g
d g
e h
 (13.48c)
In (13.48) H2, E1, and E3 are understood as column vectors in Fourier space. Using (13.48b) 
to eliminate E3 and after a little matrix algebraic manipulation we obtain  
a b
1 1
*
0
2 2
1* 1 120
02
0
1 1sin
,
1( ) sin
k
H H
E Ek kk
ζ εε ε γ
μ ζ ε
− −
−
⎛ ⎞⎜ ⎟⎛ ⎞ ⎛ ⎞⎜ ⎟ =⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎜ ⎟−⎜ ⎟⎝ ⎠
Gα G
I αGα αG
c f c f
d g d g
d g d g
e h e h
c f
d g
d g
e h
 (13.49)
where 
a b
11
2 2 1cos sin .ζ ε ζ ε
−−⎛ ⎞= +⎜ ⎟⎜ ⎟⎝ ⎠
G
c f
d g
d g
e h
 (13.50)
Equation (13.49) is the matrix eigenvalue problem for the modal field of the slanted grating 
region. This equation consolidates Maxwell equations, the pseudo-periodicity condition, and 
the internal boundary conditions at the medium interfaces into one. Each of its solution vec-
tors gives the Fourier coefficients of both field components needed for matching the external 
boundary conditions. The geometric interpretation of modal field in Fig. 13.2 obviously ap-
plies here. The only needed change is to rotate the infinite periodic medium and the modal 
field in it around the y axis clockwise by angle ζ. 
To numerically solve (13.49) we need first to truncate the matrix, which can be done in 
the same way as for the rectangular grating case. If the Floquet-Fourier series are truncated 
from m1 to m2 = N + m1 – 1, then the coefficient matrix in (13.49) is 2N × 2N, which is twice 
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as large as the one for a rectangular grating. Note that γ no longer appears as γ2 in the eigenva-
lue equation, so the 2N eigenvalues in general do not form ± pairs. This may appear to contra-
dict the intuition that inside the periodic layer modes propagating in both positive and nega-
tive directions of the x3 axis are possible. The paradox is resolved when one realizes that a set 
of modes are determined subject to a pseudo-periodicity condition. Although in the un-slanted 
grating case both upward and downward modes share the same pseudo-periodicity condition, 
in the slanted grating case modes having eigenvalues of the same magnitude but opposite 
signs generally do not share the same pseudo-periodicity condition. Nevertheless the pseudo-
periodicity condition is uniquely determined by the incident angle θ and the true grating pe-
riod d. 
 To ensure that the S matrix algorithm work properly it is only necessary to partition the 
eigenvalue spectrum so that eigenvalues with positive imaginary parts are in set σ+ and eigen-
values with negative imaginary parts are in set σ−. (Here the superscripted σ is not to be con-
fused with the tensor index σ.) The real eigenvalues can be arbitrarily distributed into σ+ and 
σ− as long as the two sets each contain N elements. This arbitrary handling is permissible be-
cause in an internal layer both upward and downward propagating and decay modes are 
present, and due to the boundedness of propagating modes misidentification of their propaga-
tion directions does not lead to any numerical error (a rigorous partition according to the true 
physical nature of the modes is possible, but troublesome and hardly necessary). The eigenva-
lues in σ± may be labeled by q, with q = 1, 2, …, N, and sorted in ascending order of absolute 
values of imaginary parts. 
After (13.49) is solved the total fields in the periodic layer can be written as 
2
1
3 31 3
02 2 21
3 31 3
1 11 11
exp[i ( )] 0( , )
exp(i )
0 exp[i ( )]( , )
,
m N
qqmq mq
m
m m q qqmq mq
ux xH HH x x
x
dx xE EE x x
γα γ
++ −
−+ −
= =
−= −
⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠∑ ∑


 (13.51)
where 30exp( i )q q qu u xγ +=  and 31exp( i )q q qd d xγ −= are the phase-adjusted unknown modal am-
plitudes, 30x = 0, and 
3
1x = h . For later convenience, we also define 
3
1x− =
3
0x , 
3
2x =
3
1x . 
13.2.3.4  Remaining steps 
Solution of (13.51) gives both H2 and E1 that are needed for matching boundary conditions 
from the grating region side. In the homogeneous regions we have yet to find E1. Since 
1 3
1 sinE E Eζ= + , it follows from (13.42) and (13.45) 
(2)
1 3 1 (2) 30 0
1 0 0(2) (2)* *
0 0
(2) (h) 1 (2) 3 3
sin 1( , ) exp( i i )
( sin ) exp( i i ) , ;m m m m m
m
E x x x x
k k
R x x x h
γ α ζ α γε ε
γ α ζ α γ
−
−
+∞
+ +
=−∞
−= + + ×
× − + ≥∑ 
 
(13.52a)
1 3 (0) (h) 1 (0) 3 3
1 (0)*
0
1( , ) ( sin ) exp(i i ) , 0.m m m m m
m
E x x T x x x
k
γ α ζ α γε
+∞
− −
=−∞
= − + ≤∑  (13.52b)
From (13.42), (13.51), and (13.52) we obtain the W matrices in the same spirit as in Subsec-
tion 13.2.2.3, 
( ) ( ) ( )
( ) ( )* *
0 0
, 0, 2.sin sin
mn mn
p p p
m m m m
mn mnp p
p
k k
δ δ
γ α ζ γ α ζδ δε ε
+ −
⎛ ⎞⎜ ⎟= =− −⎜ ⎟⎜ ⎟⎝ ⎠
W  (13.53)
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2 2(1)
1 1
.mq mq
mq mq
H H
E E
+ −
+ −
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
W  (13.54)
These W matrices do not have the symmetry noted after (13.29). As illustrated in Subsection 
13.2.2, after the W matrices are obtained, the grating problem is mostly solved. The matrix φ 
and vectors F  and F can be defined similarly, using ( )pmγ ± to replace ( )pmγ± and (x1, x3) to re-
place (x, z). After the resulting boundary matching equations are solved by using the S matrix 
algorithm, the Rayleigh amplitudes (h)mR and 
(h)
mT are obtained. The diffraction efficiencies are 
given by 
(2)
(2) (h ) 2 (2)
,TM (2)
0 0
sin | | , ,
sin
m m
m mR m U
γ α ζη α ζ γ
+ −= ∈− -  (13.55a)
(0)(2)
(0) (h ) 2 (0)
,TM (0) (2)
0 0
sin | | , .
sin
m m
m mT m U
α ζ γεη ε α ζ γ −
−= ⋅ ∈−
-
 (13.55b)
13.3    One-dimensional gratings in conical mounting 
13.3.1   Description of state of polarization of the incident and diffracted waves 
When the wave vector kinc of an incident plane wave is in the principal plane of the grating all 
diffraction orders are also in the principal plane, and if the incident light is TE(TM) polarized, 
so are all diffracted orders. When kinc is not in the principal plane all diffracted orders fall on 
the side of a cone, whose axis is along the groove direction and whose cone angle is deter-
mined by the projection of kinc on the groove direction, hence the name conical mounting. It 
takes two angles to define kinc. They are typically chosen as the polar angle θ formed by kinc 
with the grating normal and the azimuth angle φ that is the angle between the groove periodic 
direction and the projection of kinc on the grating plane (see Fig. 13.5 where the angle φ 
shown is positive). The ranges of θ and φ are 0 ≤ θ < π/2 and − π < φ ≤ π, respectively. It is 
easy to verify that 
1 2 3 (2)
inc 0 0 0 ,α β γ −= + +k b b b  (13.56)
where 
(2) (2) (2) (2)
0 0 0 0sin cos , sin sin , sin cos cos .k k kα θ φ β θ φ γ α ζ θ ζ−= = = −  (13.57)
 
Fig. 13.5. Definition and notation of a slanted-grating problem in conical 
mounting. 
The polarizations of the diffracted orders are in general elliptical even when the incident 
plane wave is linearly polarized. The polarization states of both incident and diffracted light 
in the two semi-infinite media can be fully specified in a number of ways. From a theoretical 
point of view the simplest is to use complex amplitudes of the y components of the electric 
and magnetic fields (the theoretical specification). From a practical point of view it is better to 

z
k inc
O
x x, 1
x3
s
p
y,x2
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define polarization with respect to a local reference frame ˆ ˆ( , , )p s k that forms an orthogonal 
triplet with 
ˆˆˆ ˆ, ,
ˆˆ| | | |
× ×= =× ×
k z s ks p
k z s k
 (13.58)
where k stands for the wave vector of the incident or a diffracted, reflected or transmitted 
plane wave. Due to transversality of the electromagnetic field of a plane wave in a homoge-
neous isotropic medium, the electric field vector of the incident or a diffracted order has this 
decomposition: 
s pˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) .E E= ⋅ + ⋅ = +E E s s E p p s p  (13.59)
So, it suffices to know Es and Ep, which are in general complex (the analytical specification). 
A more geometrical method is to use two angles (the analytic-geometric specification),  
ps
p s
| |arctan , arg .
| |
EE
E E
α δ= =  (13.60)
The fully geometric specification is to use the orientation angle ψ of the major axis of the 
polarization ellipse with respect to the p axis and the ellipticity angle 
arctan ,baχ = ±  (13.61)
where the a and b are the lengths the major and minor axes of the polarization ellipse, respec-
tively, and the ± signs distinguish between right-handed and left-handed waves. It is elemen-
tary to convert from one specification to another one, typically from analytic-geometric or 
geometric one to theoretic one for the incident plane wave and in the reverse direction for the 
calculated diffracted waves. 
In any case, it is recommended to use the (p, s) reference to describe polarization state 
for conical mountings and to reserve TE or TM for non-conical mounting. 
13.3.2   Isotropic gratings 
The Fourier modal method has been applied by several authors to treat rectangular gratings in 
conical mounting, but to date a complete and fully correct formulation is still unpublished. 
The method has also been applied to slanted volume gratings or parallelogram gratings [13.15, 
13.16]; however, the presented formulations are inefficient because the rectangular Cartesian 
coordinate system is used and the size of the derived matrix eigenvalue problem is twice as 
large as it could be. In this section we continue to deal with slanted gratings. An efficient 
formulation that uses the minimum matrix size is derived in the matched oblique coordinate 
system. A full set of formulas for the un-slanted grating problem are given as a special case. 
13.3.2.1  Rayleigh expansions in oblique coordinates and conical mounting 
In conical mounting Rayleigh expansions are still available in the two semi-infinite homogen-
ous media. Since the grating structure is invariant in the y direction, an exponential y depen-
dence is shared by all field components and it is convenient to work with the y components of 
the fields. It is easy to show that 
1 2 3 (e) 1 2 (2) 3
2 0 0 0
(e) 1 2 (2) 3 3
0
( , , ) exp[ i ( )]
exp[ i ( )], ;m m m
m
E x x x I x x x
R x x x x h
α β γ
α β γ
−
+∞
+
=−∞
= + + +
+ + + ≥∑   (13.62a)
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1 2 3 (e) 1 2 (0) 3 3
2 0( , , ) exp[ i ( )], 0.m m m
m
E x x x T x x x xα β γ
+∞
−
=−∞
= + + ≤∑  (13.62b)
 
1 2 3 (h) 1 2 (2) 3
2 0 0 0
(h) 1 2 (2) 3 3
0
( , , ) exp[ i ( )]
exp[i ( )], ;m m m
m
H x x x I x x x
R x x x x h
α β γ
α β γ
−
+∞
+
=−∞
= + + +
+ + + ≥∑   (13.63a)
 
1 2 3 (h ) 1 2 (0) 3 3
2 0( , , ) exp[ i ( )], 0.m m m
m
H x x x T x x x xα β γ
+∞
−
=−∞
= + + ≤∑  (13.63b)
where 
( ) ( )2 2
( )2 ( )2 2 ( )2 2 ( )2 2
0
sin cos ,
,0, 2
, Re[ ] Im[ ] 0,
p p
m m m
p p p p
m m
k
p
k k k k
γ α ζ α ζ
β α α
± = ± −
== − − + − >

  
 (13.64)
and (e)I  and (h)I are the y components of the incident electric and magnetic vectors, respec-
tively. Evidently here ( )2pk plays the role that ( )2pk plays in (13.43). The arguments of expo-
nential functions in the Rayleigh expansions can be written as 
( ) 1 2 ( ) 3 1 2 3
0 1 2 3i i ( ) ( ).
p p
m m m x x xα β γ± ±⋅ = + + ⋅ + +k r b b b b b b  (13.65)
Therefore, αm, β0, and ( )pmγ ± are the first, second, and third covariant components of the mth 
diffracted wave vector ( )pm
±k , respectively. 
13.3.2.2  Minimum-matrix-size eigenvalue problem 
The key to achieving a minimum-matrix-size formulation is to make decomposition of the 
fields in the periodic layer according to two characteristic polarization states. Since the modes 
of the periodic region are sought as if the region is infinite in the vertical direction, the geo-
metric modal picture of Fig. 13.2 is still valid. As is remarked a few lines below (13.50) a 
rotation of the picture about the y axis to fit the coordinate system of Fig. 13.5 is needed. 
However, a major difference takes place here. In conical mounting the plane of the zigzag 
paths of a mode is still perpendicular to the slanted medium interfaces but it is no longer per-
pendicular to the y axis. It is rotated around the vector b1 of Fig. 13.4 by an angle such that 
the projection of the wave vectors on the y axis is β0. Since β0 is a constant and the zigzag 
angles depend on both the mode order number and polarization, so does this rotation angle. 
Therefore, a nonzero β0 results in two sets of infinitely many planes of zigzag paths. Within 
one set the electric field vector of a mode is along the normal of its associated zigzag plane, 
and within the other set the magnetic field vector is along the normal. Although the normal 
vectors of the zigzag planes are different, they have one feature in common: they are all per-
pendicular to b1. If we recall the geometric interpretation of contravariant components of a 
vector, we can say that in the case of conical mounting the modes within the periodic region 
are characterized by E1 = 0 and H1 = 0. A mode with E1 = 0 will be called an E⊥ mode and 
denoted by a superscript (e), and a mode with H1 = 0 will be called an H⊥ mode and denoted 
by a superscript (h). In a conical diffraction problem both polarization modes are excited and 
any field inside the periodic medium can be decomposed into a superposition of E⊥ modes 
and H⊥ modes. 
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From Maxwell equations it can be shown that in a medium with ε such that ∂2ε = ∂3ε = 
0, the second covariant component of magnetic field vector of an H⊥ mode obeys equation 
(h) 2 (h)
2 0 2
1 0.g H k Hρσρ σε ε με∂ ∂ + =  (13.66)
After expansion and rearrangement for the purpose of Fourier factorization it becomes 
2 (h ) 2 2 (h )
0 1 3 1 3 2 2 3 22
1 1( sin ) ( sin ) ( ) 0.
cos
k H Hε μ ζ ζεζ
⎡ ⎤+ ∂ − ∂ ∂ − ∂ + ∂ + ∂ =⎢ ⎥⎣ ⎦
 (13.67)
In the next subsection we will see that (1/ε)(∂1 − sinζ ∂3)H2 is proportional to E3; therefore, 
similar to the treatment of (13.17), for both appearances of ε in (13.67) the inverse rule should 
be used. With an exponential dependence exp(iβ0x2+iγx3) for the modal fields, (13.67) be-
comes 
a b
a b a b( ) a b
12 2 2 (h)
0 0 2
1 1 1(h ) 2 2 2 (h )
2 2
1cos
1sin cos sin 0 ,
k H
H H
ζ μ β εε
γ ζ ε ε γ ζ ζ εε
−
− − −
⎡ ⎤⎛ ⎞− − +⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
⎛ ⎞+ + − + =⎜ ⎟⎝ ⎠
I α α
α α
c f
d g
d g
e h
c f
d g
d g
e h
 
(13.68)
which is a quadratic equation in γ. Suppose the column vector (h)2H is truncated to be N × 1, 
then to turn the equation into a standard matrix eigenvalue problem it is necessary to double 
the length of the eigenvector. There are a number of ways to do this and perhaps the simplest 
way is to let (h) (h) T2 2( , )H Hγ be the enlarged vector. Then (13.68) is equivalent to 
a b a b( ) a b
a b
1 1 12 2 2 (h)
0 0 2
(h )
2
1(h)
12 22
(h )
2
1sin cos
0
1, cos sin .
k H
H
H
H
ζ ε ε ζ μ β ε γε
γγ ζ ζ εε
− − −
−
−
⎛ ⎞⎡ ⎤⎛ ⎞+ − − ⎛ ⎞⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠⎣ ⎦⎜ ⎟⎝ ⎠⎜ ⎟⎝ ⎠
⎛ ⎞ ⎛ ⎞= = +⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠
Q α α Q I α α
I
Q
c f
d g
d g
e h
c f
d g
d g
e h
 (13.69)
The matrix eigenvalue problem for an E⊥ mode can be obtained by using the electromagnetic 
symmetry. Making the change (h)2H →
(e)
2E and exchange ε ↔ −μ in (13.69) and using the fact 
that μ is a constant we get 
a b
(e) (e)2 2 2 2
2 20 0
(e) (e)
2 2
2sin cos ( )
.
0
E Ek
E E
γ γζ ζ μ ε β γ⎛ ⎞ ⎛ ⎞⎛ ⎞− − =⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠
α α
I
 (13.70)
The use of 
a b
ε in the above is justified because ε is multiplied by (e)2E , a continuous quantity. 
The size of the matrix eigenvalue problems in (13.69) and (13.70) are both 2N × 2N. The 
computation time to solve each of them is about 1/8 of the time needed to solve the 4N × 4N 
matrix eigenvalue problems in the previously published formulations of the slanted gratings in 
conical mountings. Since both E⊥ and H⊥ modes are needed for matching boundary condi-
tions, the overall time saving factor is 1/4. 
The eigenvalue spectra σ(e) of the E⊥  modes and σ(h) of the H⊥ modes are to be parti-
tioned separately in the same way as explained in Subsection 13.2.3.3. Besides the super-
scripts ± and subscript q = 1, 2, …, N, the eigenvalues will be superscripted with (e) and (h). 
Altogether we have 4N eigen-solutions. Note that for a fixed q, (e)qγ ± is not related to (h)qγ ± al-
though they have the same subscript q. 
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13.3.2.3  Construction of the total fields 
In a conical diffraction problem four vector components of the electromagnetic fields, E2, H2, 
E1, and H1, are needed to match the boundary conditions between two adjacent spatial regions. 
Both E⊥ and H⊥ modes contribute to these four field components, so we need eight sub-
components: (e)2E , 
(h)
2H ,
(h)
2E , 
(e)
2H ,
(e)
1E , 
(h)
1H ,
(h)
1E , and 
(e)
1H . The first two are already 
given as solutions to (13.69) and (13.70). The others can be expressed in terms of the first two 
as follows. 
In a waveguide or diffraction structure that is invariant along a Cartesian coordinate axis, 
such as the x2 axis in Fig. 13.5, the transverse components of the electromagnetic field vectors 
can be expressed in terms of their longitudinal components. In our present oblique coordinate 
system 
1 1 0
0 2 3 22
i .kH g H E
k g
τ τ
εβ⎛ ⎞= ∂ + ∂⎜ ⎟⎜ ⎟⎝ ⎠
 (13.71)
( )33 0 3 2 0 22i .E E k g g Hk τ τβ μ= ∂ + ∂  (13.72)
Then, for any H⊥ field it immediately follows that 
(h) (h)0
3 2 1 3 2*
0
( sin ) .E H
k
β ζε∂ = − ∂ − ∂  (13.73)
Substituting (13.73) into (13.72) gives 
(h) (h)
3 1 3 2*
0
i ( sin ) .E H
k
ζε= ∂ − ∂  (13.74)
Since (h)3E is continuous Fourier transforming (13.73) leads to 
a b
1(h) (h) (h )0
2 2(h)*
0
( sin ) .q q q
q
E H
k
β ε γ ζγ
−= − −α  (13.75a)
This equation is valid for a mode, as indicated by the attached subscript q to the eigenvalue 
and the field components. Next, (e)1E  can be obtained by using (13.47) and equation 0∇⋅ =D . 
The former gives (e) (e)1 3sinE Eζ= and (e) 3(e)3E E= , and the latter can be expanded as 
(e) (e) (e) 1(e) 2(e) 3(e) (e) (e)
1 2 3 2 32 3( ) ( ) 0.E E E E E E
σ
σε ε ε ε∇⋅ + ∇ ⋅ = ∂ + ∂ = ∂ + ∂ = ∂ + ∂ =E E  (13.76)
It then follows that 
(e) (e)0
1 2(e) sin .q q
q
E Eβ ζγ= −  (13.77a)
Finally, (h)1E can be obtained by using (13.45a) and (13.74). The result is 
a b
1(h) 2 2 (h) (h)
1 0 2(h)*
0
1 cos ( sin ) .q q q
q
E k H
k
μ ζ ε γ ζγ
−⎡ ⎤= − −⎣ ⎦α α  (13.78a)
From the electromagnetic symmetry the magnetic images of (13.75a), (13.77a) and (13.78a) 
are 
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(e) (e) (e)0
2 2(e)*
0
( sin ) ,q q q
q
H E
k
β γ ζμγ= −α  (13.75b)
 
(h) (h)0
1 2(h) sin ,q q
q
H Hβ ζγ= −  (13.77b)
 
a b
(e) 2 2 (e) (e)
1 0 2(e)*
0
1 cos ( sin ) .q q q
q
H k E
k
μ ζ ε γ ζμγ
− ⎡ ⎤= − −⎣ ⎦α α  (13.78b)
Collecting all of the above expressions of the sub-components of the fields we have 
(1) ,x x F3 3( ) = φ( )WF  (13.79)
where 
T (e) (h ) (e) (h ) T
2 2 1 1( , , , ) , ( , , , ) ,m m m m q q q qE H H E F u u d d= =   F  (13.80)
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2 2
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W  (13.81)
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( h ) 3 3
1
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0 0 exp[i ( )] 0
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x x
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−
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−
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−
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 (13.82)
Note that in (13.80) H1m is listed before E1m in F  and the modal amplitudes in F are phase-
adjusted in a way similar to that in (13.24) and (13.32). In (13.81) 
( )(e) (e) (e)2(e)*
0
1 sin ,mq m q mq
q
V E
k
α γ ζμγ
± ± ±
±= −  (13.83a)
a b ( )2
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1(h) (h) (h)
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1 sin ,
m
mq n q nqmn
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ε α γ ζγ
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±
=
= −∑  (13.83b)
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1
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2(e) ,
m
mq nq m mqmn
n mq
kU E Vε αγ
± ± ±
±
=
= −∑  (13.84a)
*
(h) (h) (h)0
2(h) ,mq mq m mq
q
kU H Vμ αγ
± ± ±
±= −  (13.84b)
( ) ( )
0 sin /
s s
q qB β ζ γ± ±= , and s = e, h. Using (13.69) and (13.70), (13.84) can be written in 
another way 
(e) 2 2 (e) 2 (e) (e)
0 2(e)*
0
1 cos ( ) sin ,mq q q m mq
q
U E
k
ζ β γ γ ζ αμ γ
± ± ± ±
± ⎡ ⎤= + −⎣ ⎦  (13.85a)
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(13.85b)
A comparison between (13.84) and (13.85) shows that it is simpler to use (13.85a) to compute 
(e)
mqU
±  and to use (13.84b) to compute (h)mqU
± . 
From (13.62) and (13.63) the Rayleigh expansions of E1 and H1 in the homogeneous re-
gions can be derived from Maxwell equations,  
(2) (e) (2) (2) (h) 1 2 (2) 3
1 3 0 2 0 0 0 0 0
(2) (e) (2) (2) (h) 1 2 (2) 3
3 2 0
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where 
( ) ( )
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p p p
p p p
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k k k
ε μ βτ τ τζ ζ= = =    (13.88)
With these results we can write down the counterparts of the right-hand side of (13.79) for the 
homogeneous regions:  
(2) (e) (h) (e) (h) T (0) (e) (h) T
0 0( , , , ) , (0,0, , ) ,m m m m m mF R R I I F T Tδ δ= =       (13.89)
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0 exp(i ) 0 0
, 0, 2,
0 0 exp(i ) 0
0 0 0 exp(i )
p
m
p
p m
p
m
p
m
x
x
p
x
x
γ
γ
γ
γ
+
+
−
−
⎛ ⎞⎜ ⎟⎜ ⎟φ = =⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 (13.91)
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where ( ) ( ) sinp pm m mΓ γ α ζ± ±= − , and (e) (h),m mR R  , etc. are phase adjusted as in (13.25). 
Using (13.62), (13.63), (13.86), and (13.87), from the basic definition of diffraction ef-
ficiency one can derive the diffraction efficiencies of reflected and transmitted orders in con-
ical mounting 
(2) (2) (e) 2 (h ) 2
(2) (2)
(2) (2) (e) 2 (h) 2
0 0
sin | | | | , ,
sin | | | |
m m m m
m
R R m U
I I
γ α ζ ε μη α ζ γ ε μ
+ − += ⋅ ∈− +-  (13.92a)
(0) (0) (e) 2 (h ) 2(2)2
(0) (0)
(2) (2) (e) 2 (h ) 2(0)2
0 0
sin | | | | , .
sin | | | |
m m m m
m
T Tk m U
I Ik
α ζ γ ε μη α ζ γ ε μ
−− += ⋅ ⋅ ∈− +


-  (13.92b)
The two Rayleigh amplitudes (e)mR and
(h)
mR fully specify the state of polarization of the mth 
reflected order. To convert this specification to the analytic-geometric specification one can 
take the following steps. Since (e)mR stands for E2 and E1 is already given in (13.86), to com-
plete the information about E, E3 can be obtained by using transversality of plane wave, ⋅k E
= k g Eρσρ σ = 0, where k1 = αm, k2 = β0, and k3 = ( )pmγ ± . The local reference frame ˆ ˆ( , , )p s k can 
be established once k is known. Then, Es and Ep can be easily obtained from (13.58) and 
(13.59).  
The previous formulations of slanted gratings in conical mounting output all four tan-
gential components of the electromagnetic fields needed for matching boundary conditions as 
eigenvectors of a 4N × 4N eigenvalue problem, so the W matrix is built automatically except 
sorting of eigenvalues. In the present formulation after the eigenvectors are obtained some 
work is needed to build the W matrix. However, this additional work is insignificant com-
pared with the saving gained by solving two 2N × 2N eigenvalue problems. 
13.3.2.4  Special cases of rectangular gratings and non-conical mounting 
For rectangular isotropic gratings in conical mounting all required formulas can be obtained 
by setting ζ = 0 in Subsections 13.3.2.1-3.2.3. In particular, it follows from (13.69) and (13.70) 
the H⊥ and E⊥ modes can be solved from two simpler equations 
a b( )1 12 (h) 2 2 (h)0 2 0 21 ( ) ,k H Hγμ ε βε − −− = +I α αc fd gd g
e h
 (13.93a)
 
a b( )2 2 (e) 2 2 (e)0 2 0 2( ) .k E Eγμ ε β− = +α  (13.93b)
The difference between (13.93a) and (13.18) is only in the eigenvalues. The W(1) matrix for 
the grating layer becomes 
(e) (h ) (e) (h )
2 2
(e) (h ) (e) (h )
2 2(1)
(e) (e)
(h ) (h )
,
0 0
0 0
mq mq mq mq
mq mq mq mq
mq mq
mq mlq
E V E V
V H V H
U U
U U
+ + − −
+ + − −
+ −
+ −
⎛ ⎞− −⎜ ⎟⎜ ⎟= ⎜ ⎟− −⎜ ⎟⎜ ⎟⎝ ⎠
W
 
 
 
 
 (13.94)
where 
2 (e) 2
0(e) (e) (e) (e)0
2 2(e) (e)
0 0
( )
, ,qmmq mq mq mq
q q
V E U E
k k
β γβ α
μ γ μ γ
±
± ± ± ±
± ±
+= =   (13.95a)
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a b
2 2
1 1
2 (h) 2
1 0(h ) (h) (h) (h )0
2 2(h ) (h )
0 0
( ) 1, .
m m
q
mq n nq mq nqmn
n m n m mnq q
V H U H
k k
β γβ ε αγ γ ε
±
−± ± ± ±
± ±
= =
+= =∑ ∑ c f  d g
d g
e h
 (13.95b)
The W(p) matrices for p = 0 and 2 can be obtained from (13.90) by simply replacing ( )pmΓ ±
with ( )pmγ ± . Equations (13.94) and (13.95) can be compared with equations (61-65) of [13.3]. 
Evidently, to prepare Fourier coefficient of the total fields needed for matching boundary 
conditions between the periodic region and the homogeneous regions, the present formulation 
requires much less matrix computation. 
By setting β0 = 0 in (13.69), (13.70), (13.81), and (13.90) we obtain an alternative for-
mulation of the Fourier modal method for slanted gratings in classical mounting. The eigenva-
lue problems for both TM and TE polarizations are still 2N × 2N, as long as the slant angle ζ 
is nonzero. After row exchange 2 ↔ 3 and column exchange 2 ↔ 3, the 4 × 4 W(p) matrices 
become 2 × 2 block-diagonal; therefore, TM and TE polarizations are uncoupled. Of course 
this formulation is equivalent to that developed in Subsection 13.2.3. The latter formulation is 
apparently more efficient because E1 is output directly by the eigenvalue-problem solver and 
meanwhile the amounts of matrix computation to construct the coefficient matrices of the 
eigenvalue problems in both formulations are about the same. 
13.3.3  Anisotropic gratings 
In this subsection we continue to assume the grating profile is slanted and the diffraction 
mounting is conical. Both the incident region and the emergent region are isotropic, but the 
periodic region is anisotropic. This is the most commonly encountered situation of anisotropic 
gratings. However, to achieve maximum generality without sacrificing clarity (in fact, to en-
hance clarity) we assume that the medium anisotropy is in both permittivity and permeability. 
Allowing anisotropic permeability preserves the formal electromagnetic symmetry of the de-
rived formulas and helps their derivation. Figure 13.5 also depicts the present diffraction 
problem. The Rayleigh expansions given by (13.62), (13.63), (13.86), and (13.87) are still 
valid. We only need to find expressions of the total fields in the periodic layer. 
For additional readings on the Fourier modal method for one-dimensional periodic grat-
ings made with anisotropic materials the reader may consult references [13.17-21]. 
13.3.3.1  Fourier factorization of constitutive relations 
In an anisotropic medium the two Maxwell equations containing curl operators written in the 
oblique Cartesian coordinate system of (13.35a) are 
0i ,E k g H
ρσ τ ρσ σσ τξ μ∂ =  (13.96a)
0i .H k g E
ρσ τ ρσ
σ τ σξ ε∂ = −  (13.96b)
The permittivity tensor ρσε and permeability tensor ρσμ are related to their counterparts 
ρσε and ρσμ  in the normal rectangular Cartesian system by tensor transformation 
, ,x x x x
x x x x
ρ σ ρ σ
ρσ ρ σ ρσ ρ σ
ρ σ ρ σε ε μ μ′ ′ ′ ′′ ′ ′ ′∂ ∂ ∂ ∂= =∂ ∂ ∂ ∂  (13.97)
where 1x x= , 2x y= , and 3x z= . Note that the tensor characteristics of ρσε and ρσμ come 
from two sources: the tensor characteristics of ρσε and ρσμ and the coordinate transforma-
tion. So, the presence of either one or both results in the same mathematical complexity, al-
though the former source is physical and the latter is mathematical. 
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In a one-dimensional grating problem ρσε and ρσμ depend only on x1 and their func-
tional dependences on x1 may be discontinuous. To solve the problem by the Fourier modal 
method, we need to write = ⋅D ε E = Eρσ σε and = ⋅B μ H = Hρσ σμ in Fourier space in a way 
consistent with the Fourier factorization theory. The first equation in component form can be 
arranged as 
12 13
1 11
1 2 311 11 ,D E E E
ε εε ε ε
⎡ ⎤⎛ ⎞ ⎛ ⎞= + +⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦
 (13.98a)
21 21 12 21 13
2 1 22 23
2 311 11 11 ,D D E E
ε ε ε ε εε εε ε ε
⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (13.98b)
31 31 12 31 13
3 1 32 33
2 311 11 11 .D D E E
ε ε ε ε εε εε ε ε
⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (13.98c)
In these equations all products between field components and permittivity-element dependent 
functions are Type 1 or Type 2 as defined in Subsection 13.2.2.2. So, the Fourier coefficients 
of vector D in terms of those of E are 
ˆ( ) ( ) ,m m mn n
n
D E Eσ σ τ σ ττ τε ε= = ∑  (13.99a)
where m and n are Fourier indices, and  
1 1 112 13
11 11 11 11 11
1 1 121 21 12 21 12 21 13
22
11 11 11 11 11 11 11 11 11
1 1 1
1 1 1
ˆ
ε ε
ε ε ε ε ε
ε ε ε ε ε ε εεε ε ε ε ε ε ε ε ε
− − −
− − −
+ −=ε
c f c f
c f c f c f
d g d g
d g d g d g
d g d g
d g d g d g
e h e h e h
e h e h
c f c f c f c f c f c
c f c f c f
d g d g d g d g d g
d g d g d g
d g d g d g d g d g
d g d g d g
e h e h e h
e h e h e h e h e h
31 13
23
11
1 1 131 31 12 31 12 31 13 31 13
32 33
11 11 11 11 11 11 11 11 11 11
1 1 1
ε εε ε
ε ε ε ε ε ε ε ε εε εε ε ε ε ε ε ε ε ε ε
− − −
+ −
+ − + −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜⎜⎜⎜⎜⎝ ⎠
f c f
d g d g
d g d g
e h e h
c f c f c f c f c f c f c f
c f c f c f
d g d g d g d g d g d g d g
d g d g d g
d g d g d g d g d g d g d g
d g d g d g
e h e h e h
e h e h e h e h e h e h e h
.⎟⎟⎟⎟⎟
 (13.100)
This expression of permittivity tensor εI  in Fourier space is bulky and complicated, but theo-
retical analysis and numerical tests have shown that it is worth the trouble because it leads to 
superior numerical performance for grating materials with a large permittivity contrast. 
The seemingly complicated expression actually follows a simple construction rule. For 
any 3×3 matrix A with elements Aρσ, where ρ, σ = 1, 2, 3 and Aρσ can be a number or a square 
matrix, provided that (Aττ)−1 exists for a fixed τ, we define operator lτ±  by Z = lτ± (A) with 
1
1
1
1
( ) , , ;
( ) , , ;
( ) , , ;
( ) , , .
A
A A
Z
A A
A A A A
τ τ
τ τ τ σ
ρσ
ρτ τ τ
ρσ ρτ τ τ τ σ
ρ τ σ τ
ρ τ σ τ
ρ τ σ τ
ρ τ σ τ
−
−
−
−
⎧ = =⎪ = ≠⎪= ⎨ ≠ =⎪⎪ ± ≠ ≠⎩
 (13.101)
For matrix Zρσ(x1,x2,x3) we further define Fτ to be an operator such that C = Fτ(Z) is a block 
matrix whose elements Cρσ are Toeplitz matrices generated by the Fourier coefficients of 
Zρσ(x1,x2,x3) with respect to variable xτ. So, if matrix Zρσ is p×p, then Cρσ is pm×pm, where m 
is the truncation number in Fourier space. With this apparatus, (13.100) can be written suc-
cinctly as 
1 1 1ˆ ( ).l F l
+ −=ε ε  (13.102a)
564
L. Li: Fourier Modal Method 13.27 
The efficiency and preciseness of this notation is evident. This will be further demonstrated 
when we deal with crossed gratings in Section 13.4. 
For the magnetic relations we similarly have 
ˆ( ) ( ) ,m m mn n
n
B H Hσ σ τ σ ττ τμ μ= = ∑  (13.99b)
 
1 1 1ˆ ( ).l F l
+ −=μ μ  (13.102b)
13.3.3.2  Construction of the total fields 
For Maxwell equations as complex as (13.96), it is advantageous to perform Fourier factoriza-
tion at the very beginning. In the following we will use E1, and H2, etc., to denote column 
vectors of the Fourier coefficients of E1(x1, x2, x3) and H2(x1, x2, x3), respectively. The effects 
of applying operators ∂1 and ∂2 on these functions are to multiply them from the left side by 
iα and iβ0, where α is a diagonal matrix with elements αn. Then in Fourier space and in ex-
panded form (13.96) becomes 
31 32 33*
2 0 1 0 1 2 3ˆ ˆ ˆ( ) ,E E k H H Hβ μ μ μ− = + +α  (13.103a)
11 12 13*
0 3 3 2 0 1 2 3ˆ ˆ ˆ( / i) ( ) ,E E k H H Hβ μ μ μ− ∂ = + +  (13.103b)
21 22 23*
3 1 3 0 1 2 3ˆ ˆ ˆ( / i) ( );E E k H H Hμ μ μ∂ − = + +α  (13.103c)
 
31 32 33*
2 0 1 0 1 2 3ˆ ˆ ˆ( ) ,H H k E E Eβ ε ε ε− = − + +α  (13.104a)
11 12 13*
0 3 3 2 0 1 2 3ˆ ˆ ˆ( / i) ( ) ,H H k E E Eβ ε ε ε− ∂ = − + +  (13.104b)
21 22 23*
3 1 3 0 1 2 3ˆ ˆ ˆ( / i) ( ).H H k E E Eε ε ε∂ − = − + +α  (13.104c)
From (13.103a) and (13.104a), the third field components E3 and H3 can be expressed in 
terms of the first and second components: 
33 1 33 1 31 33 1 32
3 2 0 1 1 2*
0
1 ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) .E H H E E
k
ε β ε ε ε ε− − −= − − − −α  (13.105a)
33 1 33 1 31 33 1 32
3 2 0 1 1 2*
0
1 ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) .H E E H H
k
μ β μ μ μ μ− − −= − − −α  (13.105b)
Substituting (13.105) into (13.103) and (13.104) gives 
T T
3 1 2 1 2 1 2 1 2( / i) ( , , , ) ( , , , ) ,E E H H E E H H∂ = M  (13.106)
where the superscript T denotes block matrix transpose, 
23 31 23 32 21 33 22 33* *
0 0 0 0* *
0 0
13 31 13 32 11 33 12 33* *
0 0 0 0 0 0 0 0* *
0 0
21 33 22 33 23 31 23 32* *
0 0 0 0* *
0 0
11*
0
1 1
1 1
1 1
k k
k k
k k
k k
k k
k k
k
μ β ε μ ε μ ε β μ ε
μ β β ε μ β ε μ β ε β μ β ε
ε μ β ε μ ε β μ ε μ
ε
− − − + −
− − − − + − −
− − − + − − −
=
α α α α α α
α α
α α α α α α
M
      
      
      

33 12 33 13 31 13 32*
0 0 0 0 0 0 0* *
0 0
,
1 1
k
k k
β μ β ε β μ ε β β μ ε β μ− + − − −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠α α
     
 
(13.107)
and 
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3 3 1 1 1 3 3 1 1 1ˆ ˆ( ) ( ) , ( ) ( ).l l l F l l l l F l
− − + − − − + −= = = =ε ε ε μ μ μ   (13.108)
In writing (13.107) we have left the scalar β0 where it was dropped down during differentia-
tion relative to other matrices in a product, as if β0 were a matrix. The reason for doing so will 
become apparent in Section 13.4. Since M does not depend on x3, the modal function has this 
dependence exp(iγx3) on x3 and, after the operator (∂3/i) is replaced with γ, (13.106) becomes 
an eigenvalue problem. 
If the Fourier-Floquet series representing each field components is truncated from m1 to 
m2 = N + m1 – 1, then M is 4N × 4N. Partition of the 4N eigensolutions follows the same prin-
ciple as described in Subsection 13.2.3.3, namely, place all eigenvalues with positive and 
negative imaginary parts in σ+ and σ−, respectively, and divide the rest arbitrarily so that σ+ 
and σ− each contains 2N eigenvalues. Now the index q for eigensolutions runs from 1 to 2N. 
Analogous to (13.51), we have 
2
1
1 1 1
32
2 2 21 2
0 3
11 1 1
2 2 2
3
0
3
1
exp[i )] 0
exp( i i ) .
0 exp[i )]
(
(
mq mq
m N
qqmq mq
m
qm m q qmq mq
mq mq
E E E
ux xE E E
x x
dx xH H H
H H H
γα β γ
+ −
++ −
−+ −
= =
+ −
−= + −
⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟ ⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠
∑ ∑ 

 (13.109)
The eigenvector matrix in (13.109) is the W(1) matrix in the S-matrix algorithm formulation. 
Together with the W(0) and W(2) matrices given by (13.90) the unknown Rayleigh amplitudes 
in the homogeneous regions can be solved by using the S-matrix algorithm. 
13.3.3.3  Special cases 
Equation (13.107) defines the most general eigenvalue problem treated so far in this chapter. 
By separately or simultaneously setting β0 = 0, ζ = 0, and letting ijε and ijμ to be scalars or to 
take a special orientation, eigenvalue problems for various special cases can be obtained. For 
example, if β0 = 0, 12ε = 21ε = 23ε = 32ε = 0, and 12μ = 21μ = 23μ = 32μ = 0, then regardless of 
slant angle ζ only elements on the two diagonal lines of M are nonzero. So, the eigenvalue 
problem breaks up into two 2N × 2N problems and the field components E1 and H2 are de-
coupled from E2 and H1. However, for slanted isotropic gratings in conical mounting the ei-
genvalue problem does not break up into two 2N × 2N problems; the 2N × 2N eigenvalue 
problems of Subsection 13.3.2.2 does not follow from the current formulation.  
13.4     Crossed anisotropic gratings 
For additional readings on the Fourier modal method for crossed gratings the reader may con-
sult Chapter 7 of this book and references [13.22-28]. 
13.4.1   Description of the problem of crossed anisotropic gratings 
A crossed grating can be defined as a planar layer of finite thickness whose optical properties 
vary periodically along two noncollinear directions. Other names are two-dimensional grat-
ings and bigratings, but these names are sometimes used to mean other things. It is self evi-
dent that once a two dimensional structure is periodic in two noncollinear directions, it is pe-
riodic in countably infinite directions. We choose two directions that make an angle closest to 
π/2 as the principal periodic directions, or simply the periodic directions, of the grating, and 
define the smallest periods along the two directions as the periods of the grating. In most 
theoretical treatments of crossed gratings the two periodic directions are assumed to be mu-
tually orthogonal, and many crossed gratings in applications indeed have this property. How-
566
L. Li: Fourier Modal Method 13.29 
ever, exceptions are common, so we do not make this assumption. The cost for accommodat-
ing nonorthogonality is not much, especially in dealing with anisotropic gratings. 
 
Fig. 13.6. Definition and notation of a crossed grating problem. All surfaces 
of the rhombs are parallel to a coordinate surface of the skew Cartesian 
coordinate system Ox1x2x3 defined in Fig. 13.7. 
 
Fig. 13.7. Definition of the skew Cartesian coordinate system Ox1x2x3 rela-
tive to the rectangular Cartesian coordinate system Oxyz and definition of 
the angles of incidence. The axis x1 coincides with the axis x, and the three 
axes x1, x2, and y are all in the grating plane. 
We consider the most general crossed gratings made with materials of anisotropic per-
mittivity and permeability, but limit the grating profile to those that can be treated by the 
Fourier modal method the most efficiently, i.e., all grating surfaces are assumed to be parallel 
to one of the coordinate planes of a skew Cartesian coordinate system Ox1x2x3. Figure 13.6 
depicts such a crossed grating. The x1 and x2 axes are along the two periodic directions, so the 
x1x2 plane is the grating plane. The two grating periods are d1 and d2, and the pillar height h  
is measured along the x3 direction.  The three axes are in general not mutually orthogonal and 
their relationship with respect to the conventional rectangular Cartesian coordinate system is 
defined in Fig. 13.7. The x axis coincides with the x1 axis, and the xy plane coincides with the 
x1x2 plane. ζ′ is the angle between the x2 and y axes, ζ is the angle between the x3 and z axes, 
and Φ is the angle between the x axis and the projection of the x3 axis on the xy plane. There-
fore, the two coordinate systems are related by 
y
x3
z
x2
x x, 1
d2
d1
h~
x x, 1
x3
kinc
z





y
x2
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1 2 3 2 3 3sin sin cos , cos sin sin , cos .x x x x y x x z xζ ζ ζ ζ ζ′ ′= + + Φ = + Φ =  (13.110)
The covariant and contravariant basis vectors associated with this coordinate system are 
1 2 3ˆ ˆ ˆ ˆ ˆ ˆ, sin cos , sin cos sin sin cos ,ζ ζ ζ ζ ζ′ ′= = + = Φ + Φ +b x b x y b x y z  (13.111)
 
1
2
3
ˆ ˆ ˆtan tan sec cos( ) ,
ˆ ˆsec tan sec sin ,
ˆ sec .
ζ ζ ζ ζ
ζ ζ ζ
ζ
′ ′ ′= − − Φ +
′ ′= − Φ
=
b x y z
b y z
b z
 (13.112)
respectively. The metric tensors gρσ and gρσ can be calculated from the basis vectors using 
formula (13.39). The permittivity tensor ρσε and permeability tensor ρσμ in this coordinate 
system are related to their counterparts ρσε and ρσμ  in the rectangular Cartesian system in 
the same way as in (13.97). 
For specification of incident angles and state of polarization of the incident plane wave 
we use the rectangular Cartesian coordinate system as usual. The incident polar angle θ and 
azimuth angle φ are defined in Fig. 13.7. The method of defining state of polarization is the 
same as in Subsection 13.3.1. The wave vector of the incident plane wave in the skew coordi-
nate system is 
1 2 3 (2)
inc 0 0 00 ,α β γ −= + +k b b b  (13.113)
where 
(2)
0
(2)
0
(2) (2)
00
sin cos ,
sin sin( ) ,
[ sin sin cos( ) cos cos ] .
k
k
k
α θ φ
β θ φ ζ
γ ζ θ φ θ ζ−
=
′= +
= Φ − −
 (13.114)
The notation for the last covariant component will become apparent shortly. 
13.4.2  Rayleigh expansions in skew three-dimensional coordinates 
The electric field components in the two semi-infinite regions can be written in Rayleigh ex-
pansions: 
(2) 1 2 3 1 2 (2) 3
0 0 00
1 2 (2) 3 3
,
( , , ) exp[ i ( )]
exp[ i ( )], ;mn m n mn
m n
E x x x I x x x
R x x x x h
σ σ
σ
α β γ
α β γ
−
+
= + + +
+ + + ≥∑   (13.115a)
(0) 1 2 3 1 2 (0) 3 3
,
( , , ) exp[ i ( )], 0.mn m n mn
m n
E x x x T x x x xσ σ α β γ −= + + ≤∑  (13.115b)
where σ = 1, 2, 3, and Iσ, Rσ, and Tσ represent the incident, reflected, and transmitted electric 
field amplitudes, respectively. In the arguments of the exponential functions, 
0 1 1 1, 2 / ,m m K K dα α π= + =  (13.116a)
 
0 2 2 2, 2 / ,n n K K dβ β π= + =  (13.116b)
 
( ) 3( ) 31 32 33[ ( )] / , 0, 2,p p m nmn mnk g g g pγ α β± = ± − + =  (13.117)
 
3( ) 33 ( )2 2 11 12 2 22 31 32 2 1/2[ ( 2 ) ( ) ] . 0, 2.p p m n m nmmn nk g k g g g g g pα α β β α β= − − − + + =  (13.118)
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From (13.115) we see that for a crossed grating it takes two indices to label a diffraction order. 
αm, βn, and ( )pmnγ ±  are the three covariant components and 3( )pmnk is the third contravariant com-
ponent of the wave vector of the (m,n)th diffraction order, respectively. The sign of 3( )pmnk
should be chosen so that 
3( ) 3( )Re[ ] Im[ ] 0. 0, 2.p pmn mnk k p+ > =  (13.119)
In this way the sum containing ( )pmnγ +  in (13.115a) and that containing ( )pmnγ − in (115b) properly 
represent reflected and transmitted waves, respectively. The diffraction orders with a real 
3( )p
mnk are propagating and the rest with a nonzero imaginary part are evanescent. 
The (m,n)th-order diffracted wave vector can be written as 
( ) 1 2 ( ) 3,p pmn m n mnα β γ ±= + +k b b b  (13.120)
where the upper and lower signs are chosen for p = 2 and 0, respectively. The perpendicular 
projection of ( )pmnk onto the grating plane, denoted by mn
⊥k , is the same in both regions:  
1 2 1 2ˆ ˆ ˆ, tan , sec .mn m nα β ζ ζ⊥ ⊥ ⊥ ⊥ ⊥′ ′= + = − =k b b b x y b y  (13.121)
mn
⊥k can be written in another form 
1 2
00 1 2, .mn mn mn m K n K
⊥ ⊥
⊥ ⊥= + = +k k K K b b  (13.122)
Here Kmn defines the reciprocal space lattice of the crossed grating. It is reciprocal to the real 
space lattice 
1 1 2 2 .mn m d n d= +G b b  (13.123)
Figure 13.8 depicts an example of real space lattice and its reciprocal space lattice. Note that 
the periodic directions of the two lattices of differing indices are mutually orthogonal, but the 
periodic directions of the same indices are not parallel to each other, unless the lattices are 
rectangular. It is important to realize that Kmn together with 00
⊥k , not Gmn, gives the direction 
of the (m,n)th diffraction order in the grating plane. 
 
 
(a) 
 
(b) 
Fig. 13.8. Real space lattice (a) and reciprocal space lattice (b) of a crossed grating. 
b1
b2
d2
d1
b
1
b
2
K sec2
K sec1
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Among the six electromagnetic field components of a plane wave in a homogeneous 
medium, we choose E1 and E2 as the two independent ones. This is possible, unless 3( )pmnk = 0 
for some integers m and n. Since 3( )pmnk is the component of a diffracted order perpendicular to 
the grating plane, 3( )pmnk = 0 means the diffracted order is propagating parallel to this plane, i.e., 
Rayleigh anomaly occurs. This situation can be avoided by slightly changing the incident an-
gle, or wavelength, or grating period(s). The magnetic field components can be obtained from 
Maxwell equations. After this is done, the column vector of Fourier coefficients of the four 
total electromagnetic field components parallel to the grating plane in the two homogeneous 
regions are given by 
( ) ( ) ( )
1 1
( ) ( ) ( )
2 2
( ) ( ) ( ) ( )( ) ( ) ( )
1 1
( ) ( ) ( ) ( )( ) ( ) ( )
2 2
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 0
0 0 0
p p p
mn mn mn
p p p
mn mn mn
p p p pp p p
mn mn mn mnmn mn mn
p p p pp p p
mn mn mn mnmn mn mn
E D u
E D u
C A C AH D d
B C B CH D d
+
+
−
−
= − −
− −
⎛ ⎞ ⎛ ⎞⎛⎛ ⎞⎜ ⎟ ⎜ ⎟⎜⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠⎝




,
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where p = 0, 2, ( )pmnA , 
( )p
mnB , 
( )p
mnC , and 
( )p
mnD
± are diagonal matrices with elements 
( )2 2 ( )2 2 ( )2
( ) ( ) ( )
( ) 3( ) ( ) 3( ) ( ) 3( )** ** **
0 0 0
sin, , ,
p p p
p l pm n m n
mn mn mnp p p p p p
mn mn mn
k k kA B C
k k k k k k
α β α β ζ
μ μ μ
′− − −= = =  (13.125a)
 
( ) ( ) 3 3 ( ) ( ) 3 3
1exp[ i ( )], exp[ i ( )],p p p p ppmn m n mn mnD x x D x xγ γ+ + − −−= − = −  (13.125b)
**
0k = k0cosζcosζ′, μ(p) is the scalar magnetic permeability of region p, p = 0, 2, (2)mnuσ = mnRσ
exp(i (2) 31m n xγ + ), (0)mnuσ = 0, (2)mndσ = Iσδm0δn0 exp(i (2) 300 2xγ − ), and (0)mndσ = Tσmn exp(i (0) 30mn xγ − ). The first 
and second square matrices in (13.124) are the W(p) and φ(p) matrices in the S matrix propaga-
tion algorithm. The diffraction efficiencies are given by 
(2) (2) 2 (2) 2 (2)
2 1 1 2 2 1| | | | ( ) ,mn mn mn mn mn mn mn mn mn mnA R B R C R R R Rη = + + +  (13.126a)
 
(0) (0) 2 (0) 2 (0)
2 1 1 2 2 1| | | | ( ) ,mn mn mn mn mn mn mn mn mn mnA T B T C T T T Tη = + + +  (13.126b)
provided that 
(2) 2 (2) 2 (2)
00 2 00 1 00 1 2 2 1| | | | ( ) 1,A I B I C I I I I+ + + =  (13.127)
and (m,n) makes 3( )pmnk real, where the bar means complex conjugation. 
13.4.3  Fourier factorization of the constitutive relations 
To apply the Fourier modal method to crossed anisotropic gratings we need to first write
Eρσ σε and Hρσ σμ in two-dimensional Fourier space. Now ρσε and ρσμ are independent of 
x3. Again, it is sufficient to work with Eρσ σε only. The Fourier transforms along x1 and x2 are 
to be done one at a time. Suppose we do it along x1 first, then the analysis that we have carried 
out in Subsection 13.3.3.1 can be repeated here without change, because E2, E3, and D1 are 
still continuous with respect to variable x1, independent of parameter x2. Therefore, from 
(13.99), 
2 2 2
1ˆ( ) ( ) ( ) ( ) ( ) ,m m mn n
n
D x E x E xρ ρσ ρσσ σε ε= = ∑  (13.128)
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where we have used the subscript 1 in 1ˆ
i jε to indicate that the Fourier transform is along x1. 
Equation (13.128) is yet to be Fourier transformed along x2, which can be done in a similar 
way. We write the equation as follows, dropping the x2 dependence for simplicity, 
{ }1 11 12 22 1 21 12 22 1 2 13 12 22 1 231 1 1 1 1 1 1 1 1 1 1 3ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ( ) ] [ ( ) ] [ ( ) ] ,m m n n m n n m n n
n
D E D Eε ε ε ε ε ε ε ε ε ε− − −= − + + −∑  (13.129a)
{ }22 1 2 22 1 21 22 1 232 1 1 1 1 1 1 3ˆ ˆ ˆ ˆ ˆ( ) [( ) ] [( ) ] ,m m n n m n n m n n
n
E D E Eε ε ε ε ε− − −= − −∑  (13.129b)
{ }3 31 32 22 1 21 32 22 1 2 33 32 22 1 231 1 1 1 1 1 1 1 1 1 1 3ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ( ) ] [ ( ) ] [ ( ) ] ,m m n n m n n m n n
n
D E D Eε ε ε ε ε ε ε ε ε ε− − −= − + + −∑  (13.129c)
On the right-hand sides of (13.129) every one of the Fourier coefficient E1n, E3n, and 2nD  is a 
continuous function of x2 (for a proof, see [13.25]); therefore, Laurent’s rule can be applied to 
each scalar product. This gives the result 
12 ,
,
ˆ( ) ( ) ,mn mn mn i j i j
i j
D E Eρ ρσ ρσσ σε ε= =∑  (13.130)
where 
12 2 2 2 1 2 2 2 1 1 1ˆ ˆ( ) ( ) ,l F l l F l l F l
+ − + − + −= =ε ε ε  (13.131)
and we have used the second subscript in 12ˆ
ρσε to indicate that the second-time Fourier trans-
form is along x2. 
Unlike the one-dimensional Fourier factorization of Eρσ σε where the result is unique, in 
two-dimensional Fourier factorization the result is not unique. In the above, we could have 
reversed the order of Fourier transforms, i.e., first along x2 then along x1. This would lead to 
21 1 1 1 2 1 1 1 2 2 2ˆ ˆ( ) ( ) ,l F l l F l l F l
+ − + − + −= =ε ε ε  (13.132)
which is an equally acceptable expression. In fact, there are a multitude of choices. For exam-
ple, we can use 12ˆ
ρσε for some ρσ combinations and 21ˆ ρσε for the rest, or simply take average of
12ˆ
ρσε and 21ˆ ρσε for all ρ and σ. Presumably all choices lead to the same numerical result in the 
limit of infinite un-truncated Fourier matrices. In finite truncated Fourier space they are 
slightly different. In most practical applications the differences are unimportant when the nu-
merical results have converged, but under some very special circumstances where the incident 
plane wave condition, the grating medium anisotropy, and the grating profile altogether sup-
port certain symmetry, a choice compatible with the symmetry is obviously preferred. An 
example of such a case can be found in [13.7]. Ignoring the slight differences, we will drop 
the subscripts and use ˆρσε to denote the two-dimensional Fourier representation of ε in what 
follows. 
13.4.4  Fields in the two-dimensionally periodic anisotropic region 
Once the Fourier representations of the constitutive relations are obtained, the derivation of 
the modal fields and the total fields is straight-forward. A covariant component of any modal 
field vector takes this form 
1 2 3 3 1 2
,
( , , ) exp(i ) exp(i i ) ,m n mn
m n
F x x x x x x Fσ σγ α β= +∑  (13.133)
where F stands for E or H, and σ = 1, 2, 3. After examining the derivation in Subsection 
13.3.3.2 the reader can see that almost all results there can be copied here. In particular, 
(13.103) through (13.107) are valid for crossed anisotropic gratings, provided that *0k is re-
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placed by **0k , the scalar β0 is replaced by diagonal matrix β whose elements are δmiδnj βn, and 
α is understood as δmiδnj αm. For the sake of saving space, we will not repeat all equations 
here, except to give the matrix of the eigenvalue problem and the expression of the total fields: 
23 31 23 32 21 33 22 33** **
0 0** **
0 0
13 31 13 32 11 33 12 33** **
0 0** **
0 0
21 33 22 33 23 31 23 32** **
0 0** **
0 0
**
0
1 1
1 1
1 1
k k
k k
k k
k k
k k
k k
k
μ ε μ ε μ ε μ ε
μ ε μ ε μ ε μ ε
ε μ ε μ ε μ ε μ
− − − + −
− − − − + − −
− − − + − − −
=
β α α α α β α α
β β α β β β β α
α β α α β α α α
M
      
      
      

11 33 12 33 13 31 13 32**
0** **
0 0
,
1 1
k
k k
ε μ ε μ ε μ ε μ− + − − −
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠β β β α β β α β
     
 
(13.134)
 
2
1
2
1 1 1
3 32
02 2 21 2
3 3
, 1 11 1 1
2 2 2
exp[i ( )] 0
exp( i i ) .
0 exp[i ( )]
mnq mnq
m N
qqmnq mnq
m n
m n m q qqmnq mnq
mnq mnq
E E E
ux xE E E
x x
dx xH H H
H H H
γα β γ
+ −
++ −
−+ −
= =
+ −
−= + −
⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟ ⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∑ ∑ 

 (13.135)
In (13.134) 3 ˆ( )l
−=ε ε and 3 ˆ( )l−=μ μ , and in (13.135) we have assumed that the Fourier space 
truncation in both x1 and x2 directions are from m1 to m2 = N + m1 − 1. The eigenvalue parti-
tion follows the same principle as explained previously. The eigenvector matrix in (13.135) 
gives the W(1) matrix needed to carry out the S-matrix propagation algorithm. 
13.5    Staircase approximation and S-matrix algorithm 
In this chapter by assuming invariance of medium permittivity and permeability of the grating 
layer in an out-of-plane direction, the z or x3 direction, we are able to turn the problem of 
solving Maxwell equations into that of finding solutions of an eigenvalue problem. The 
Fourier modal method is the most suitable for this type of grating structures. In particular, its 
degree of difficulty in numerical solution is independent on groove depth or pillar height. 
However, the assumption also restricts the applicability of the Fourier modal method because 
the structural invariance is not always available. 
13.5.1   Staircase approximation 
A common method to extend the Fourier modal method to grating structures varying in the x3-
direction within the grating layer is to apply the staircase approximation. A grating of arbi-
trary x3-direction variation is sliced into many layers parallel to the grating plane and in each 
layer the medium boundary is locally replaced by an x3-invariant boundary. Then within each 
modified layer the Fourier modal method is applicable. The total fields in a modified layer are 
connected to those of neighboring layers by electromagnetic boundary conditions at the layer 
interfaces, and ultimately to the two semi-infinite homogeneous regions. In this way solution 
to the original grating problem is “approximated” by solution to the modified grating problem. 
From an intuitive and naïve point of view the staircase approximation seems reasonable. 
As the number of layers tends to infinity and the maximum layer thickness tends to zero, the 
modified structure tends the original one, if the observation is made on a fixed length scale. 
This idea of approximation is similar to that used in elementary calculus to calculate the area 
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of an arbitrary shape by integrating rectangular infinitesimal area elements dxdy. However, 
the problem here is physical, not mathematical. Ample numerical experiments have shown 
that, in case of one-dimensionally periodic gratings, the approximation works well for TE 
polarization, but not well for TM polarization especially for highly conducting metallic grat-
ings. The reason is electromagnetic. At the sharp edge of a wedge formed by nonmagnetic 
media of different permittivities, the electric field component parallel to the edge direction is 
finite but that transverse to the edge direction, if nonzero, is infinite [13.29]. In staircase ap-
proximation many edges are artificially created. In TE polarization the electric field remains 
finite everywhere, so no severe numerical problem is introduced. In TM polarization, the elec-
tric field that should be finite near the smooth grating profile becomes infinitely large at the 
edges of the staircase boundary. In other word, the near field is altered completely. Therefore, 
the numerical convergence and computation accuracy of far-field properties, such as diffrac-
tion efficiency, is severely affected. For one-dimensional gratings in conical mounting and 
crossed gratings under any incidence condition, electric field components transverse to the 
sharp edges are unavoidable when staircase approximation is used. 
The artificially introduced adverse effect of staircase approximation and its cause were 
known for a long time, but the first detailed study appeared much later [13.30]. If the approx-
imation were used to study properties of a periodic structure of negative permittivity free of 
sharp edges, something much worse can happen. For certain combination of negative permit-
tivity and wedge angle no numerical method converges to date [13.31-33]. 
From computation efficiency point of view staircase approximation is also inadvisable. 
The computation time required by the approximation is roughly proportional to the number of 
layers. The more layers are used, the more accurate the numerical results are obtained, but 
also the more computation time is needed. In general, when a grating of non-staircase profile 
is encountered, it is advisable to use a method that does not rely on staircase approximation, 
such as the integral method described in Chapter 4, or the differential method in Chapter 7, or 
the C method in Chapter 8. 
The advantage of staircase approximation, if it works, is that it is simple to implement 
algorithmically. So, one has to make a tradeoff between programming complexity and compu-
tation efficiency. The best way to implement the staircase approximation is to use the S-
matrix propagation algorithm. 
13.5.2   S-matrix algorithm  
Suppose the space is divided into P + 1 layers in the direction normal to the grating plane, 
where P ≥ 1. Layer 0 is the semi-infinite substrate and layer P + 1 is the semi-infinite cover. 
Layers 1 through layer P are the staircase approximation layers. We assume medium p is be-
tween 3x = 3 1px − and 
3x = 3px and has thickness ph = 3px − 3 1px − . As demonstrated repeatedly in this 
chapter the Fourier coefficients of the vector components of the total tangential fields can be 
written in a standard form: 
( )( ) 3 3
1( ) 3 ( ) ( )
( ) 3 3 ( )
exp[ i ( )] 0
( ) ( , ) ,
0 exp[ i ( )]
pp
pp p p
p p
p
ux x
x W W
x x d
γ
γ
+
−+ −
−
⎛ ⎞⎛ ⎞−= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠


F  (13.136)
with 
( ) ( ) ( ) 3 ( ) ( ) ( ) 3
1exp( i ) , exp( i ) ,
p p p p p p
q q q p q q q pu u x d d xγ γ+ −−= =  (13.137)
where W(p)+ and W(p)− are 2 × 1 block matrices and for simplicity we have omitted the sub-
scripts for eigenvalues and modal amplitudes. Matching boundary conditions at 3x = 3px  gives 
( ) 3( 0)p px −F = ( 1) 3( 0)p px+ +F , i.e.,  
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( 1) ( )( )
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where 
( ) 1 ( ) ( ) ( )exp( i ) , exp( i ).p p p pp ph hφ γ φ γ− − +− += − =   (13.139)
In the S-matrix algorithm we seek a set of matrices S(p) that links the inputs and outputs 
of the layer assemble 0 through p, such that 
( ) (0) (0)( 1) ( 1)
u u u d( 1)
( 1) ( 1)(0) ( ) ( )
du dd
.
p p p
p
p pp p
u u uT R
S
R Td d d
− −
−
− −
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞= =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠
  
  
 (13.140)
From (13.138) and (13.140)  we obtain a set of recursion formulas for getting S(p) from S(p−1) 
and the W matrices directly: 
( ) 1
u u 1 1( ) ,
pT X−= Z  (13.141a)
 
( ) 1
2u d 1( ) ,
pR X−= Z  (13.141b)
 
( ) ( 1) ( 1) 1
d u d u dd 1 2( ) ,
p p pR R T X− − −= + Z  (13.141c)
 
( ) ( 1) 1
dd d d 2 2( ) ,
p pT T X− −= Z  (13.141d)
where 
( 1) ( ) ( ) ( 1) ( )
ud
( ) ( ) ( 1) ( 1) ( 1) 1
1 uu 2
( , ) ,
, .
p p p p p
p p p p p
W W R W
X W T X W
φ
φ φ
+ + + − −
+
+ − + − + −
+ −
= − −
= = −
Z
 (13.142)
In (13.141) the subscripts 1 and 2 attached to the parentheses refer to the upper and lower 
block of the matrix enclosed. The S-matrix recursion can be initialized with S(−1) being an 
identity matrix, and continued until S(P) is obtained, which links the Rayleigh amplitudes in 
the two semi-infinite regions. For most applications (0)u = 0, so only recursions of ( )u dpR and 
( )
dd
pT are necessary. Furthermore, if only the reflected diffraction orders are of interest, only 
recursion of ( )u d
pR is necessary. 
Note that both exponential functions in (13.139) decay to zero as the layer thickness ph
increases or as the absolute values of the imaginary parts of the eigenvalues increase, thanks 
to our proper eigenvalue partition. Furthermore, the two exponential functions are not in-
verted in (13.142). This is the key to the numerical stability of the S-matrix algorithm.  
13.6    Concluding Remarks 
In this chapter we have presented the basic structure and ingredients of the Fourier modal me-
thod. Like most other methods the fields in the homogeneous regions are expanded in Ray-
leigh expansions. The core idea of the method, as its name says and as Subsections 13.2.1-
13.2.3 illustrate, is to solve the modal fields in the grating layer in discrete Fourier space. All 
other aspects, such as the treatments of slanted grating profile, conical mounting, anisotropic 
medium, two-dimensional periodicity (crossed grating), are technical details. The modal ap-
proach is permitted by the invariance of the grating layer along an out-of-plane direction. 
After 50 years of development, the Fourier modal method has become one of the most 
popular methods, if not the most popular method, for modeling diffraction gratings. However, 
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it will be wrong to say that it is the best method or it can solve all grating problems. The first 
statement is wrong because each method has its strength and weakness and without knowing 
the specifics of a concrete grating problem it is impossible to assess which method is the best 
for the given problem. The second statement is wrong as we have seen a counterexample in 
Subsection 13.5.1. In general the Fourier modal method is most suitable to treat gratings with 
the out-of-plane direction invariance, and its most prominent weakness is its inefficiency or 
inability to handle metallic gratings without this invariance in TM polarization. 
We have assumed that the whole grating surface consists of facets and every facet coin-
cides with a coordinate surface of a suitably chosen skew Cartesian coordinate system. The 
x3-invariance is dictated by the modal approach and the top and bottom facets being coincided 
with two constant x3 surfaces is required to accommodate the staircase approximation. For the 
crossed grating problem, the requirement that the other grating facets be parallel to coordinate 
surfaces of constant x1 and x2 is made only to simplify Fourier factorization of the constitutive 
relations. In real crossed gratings this requirement is often not met and cannot be viewed as a 
reasonable approximation. In the original work of [13.24] a boundary of arbitrary constant x3 
cross section was approximated by a zigzag boundary, so Fourier factorization can be easily 
made. This approximation is equivalent to the staircase approximation in the vertical direction, 
and therefore suffers from the same problem as commented in Subsection 13.5.1. Popov and 
Nevière [13.34] later found a way to make Fourier factorization without the zigzag approxi-
mation. This important contribution to the Fourier factorization theory was first termed fast 
Fourier factorization, but now the more acceptable term seems to be normal vector field me-
thod as proposed by Schuster et al. [13.26]. While the x3-invariance is fundamentally impor-
tant to the Fourier modal method, there is no reason that the in-plane coordinate system has to 
be Cartesian. Recently Weiss et al. developed the matched-coordinate Fourier modal method 
[13.7], in which the general x3-invariant curvilinear coordinate surfaces match the sidewall 
surface of the crossed gratings. Convergence faster than that of the normal-vector-field me-
thod has been achieved. Both the works on the normal-vector-field method and the matched-
coordinate method further extend the Fourier modal method and their developments can be fit 
in the general framework of Section 13.4. 
The Fourier modal method relies on the periodicity of the gratings; it is the periodicity 
that makes discrete Fourier expansion possible. It seems natural to use Fourier basis for anal-
ysis of periodic structures; however, Fourier basis has its drawback in handling discontinuous 
periodic functions because its basis functions are continuous functions. Since mid 1990s and 
especially in recent years some interesting research works have been done to expand the mod-
al fields in terms of discontinuous basis functions or to use orthogonal polynomial expansions 
separately for each constant permittivity section of a grating period [13.35-40]. Nonetheless, 
to date the Fourier basis remains to be the most convenient basis to use. 
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