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1. I~vTR~DuCTION 
Let R be the reals and I an interval, I C R. We consider a functionfof three 
variables (x, y, z) which is defined and continuous for (x, y, z) E I x R x R. 
We are interested in the differential equation 
y' := f(X, y, y’) (1.1) 
and will give necessary and sufficient conditions for the existence of solutions 
to the problems 
Y” =f(%Y, Y’), Y(4 = 01, Y(b) = P where I = [a, h] (1.2) 
Y" = f(%Y, Y'), Y(Q) = 01, 1 = [a, a) (1.3) 
and 
Yn =f(x,y,y’), 1 = (-(xb 00) (1.4) 
where we require the solutions to exist on the interval I in each case. 
Although a number of authors have given sufficient conditions for the 
solution of these problems, see [f]-[6], th ere do not seem to have been given 
necessary and sufficient conditions for the existence of solutions assuming 
only that f is continuous. 
In Section 6 we will use the same methods as used to prove the existence 
theorems in the previous sections to generalize a result of Lasota and 
Opial [7]. For other work along these lines, see [8] and [9]. 
* This research was supported in part by The National Aeronautics and Space 
Administration under Grant No. NASA NGR 26-004-003. 
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2. PRELIMINARY REMARKS 
Any terminology used in this section which is not explained here may be 
found in [I]. The conditions (l)-(4) g iven below are implied by, but do not 
imply, the correspondingly numbered conditions in [3] and the results in 
Sections 3, 4 and 5 parallel those in [3]. 
For I an interval, IO the interior of I, a function 4 G C2(Zo) n Cl(Z) will be 
called a lower solution of (1.1) on I in case 4” > f(X, 4, 4’) on IO. Similarly, 
4 E C2(Zo) n Cl(Z) will be called an upper solution of (1 .l) on Z in case 
#” <f(x, *, $7 on IO. 
In addition to always assuming thatf in (1.1) is continuous, we will impose 
subsets of the following conditions on f  as needed. In each case, I is to be 
the x domain off and 4, (CI E C(Z) with C(X) < $(x) for x E I. 
(1) There exists no solutiony of (1 .I) defined on an interval (xi , XJ with 
[xi, x2] CZ, +(Jc) <y(x) < I/J(X) for xi < x < x2 and limzizl+ supy’(x) = + co. 
(2) There exists no solutiony of (1.1) defined on an interval (x1 , x2) with 
[xi, x2] CZ, &x) <y(x) < 4(x) for xi < x < x2 and limzim _ 2 supy’(x) = +co. 
(3) There exists no solution y  of (1.1) defined on an interval (xi , XJ with 
[x1 , xg] CZ, C(x) <y(x) < 4(x) for x1 < x < x2 and limzial+ inf:y’(x) = --co. 
(4) There exists no solution y  of (1.1) defined on an interval (zcr , ~a) with 
[xi , x2] CZ, $(x) <y(x) < #(.v) for xi < x < x2 and limr+zz- inf ,y’(x) = -co. 
- For use in Section 6, we also state the following conditions. 
(a) For any [a, b] C I, solutions of the boundary value problem (1.2) 
are unique between a and b, when they exist, for any OL, B. 
(b) For [a, b] C I, there exists e > 0 such that if c, d E I with 
lc--al <E and ad-bl <E 
then solutions of the boundary value problem 
Y” = f(x7 Y, Y’) 
Y(C) = 01, Y(d) = B 
(2.1) 
are unique on [c, d], when they exist, for any 01, ,B. 
(c) Each solution y  of an initial value problem for (1.1) may be 
extended to I. 
3. Two POINT BOUNDARY VALUE PROBLEMS 
In this section, f will be assumed to be defined and continuous on 
[a. b] x R x R. 
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THEOREM 3.1. A necessary and su$icient condition that (1.2) have a solution 
is that there exist a lower solution C# and an upper solution I/ of (1.1) on [a, b] such 
that 4(x) < 4(x) for x E [a, 61, +(a) < 01 < #(a), 4(b) < P < G(b) and such 
that (i) holds with respect to the pair 4, $I on [a, b]. The above remains true 
if (i) is replaced by (ii), (iii), (iv) or (v). 
(9 Cl), (2), (3) and (4). 
(ii) +(b) = /3 = g(b) and (l), (3). 
(iii) +(a) = a: = #(a) and (2), (4). 
(iv) 9(a) = a,4(b) = B and Cl), (4). 
(9 %4 = a, W4 = B and G’), (3). 
In the sufficiency part the solution y  satisfies 4(x) <y(x) < t/~(x) for 
a < x < b in each case. 
Proof for (i). The necessity is immediate since if (1.2) has a solution y, 
then with 4 = I/J = y  it is easy to see that (i) holds. 
To prove the sufficiency we let N > 1 be an integer such that I~‘(x)I < N 
and 1 @(x)1 < Non [a, b]. Then define the functionF, on [a, b] x R x R by 
F&T Y? w for y’ > h’ 
FN(% Y, Y’) = Fl(% Y> Y’) for Iy’ 1 < N 
4(x, Y> --N) for y’ < -N 
where 
f(? e9, Y’) for y  > tW 
Fl(%Y,Y’) =f(TY?Y’) for C(x) < y < $J(x) 
f(%?w,Y’) for Y < d(x) 
It follows from Lemma 2.3 of [I] that for each integer N, the boundary 
value problem 
Y” = FN(X, Y, Y’> 
y(a) = 01, y(b) = B 
has a solution yN E C2[u, b] with 4(x) < yN(x) < G(x) on [a, b]. (Although 
our definition of FN does not quite agree with that of F in [1], they do agree 
for $(x) < y  < 4(x) which is where the solution lies so Lemma 2.3 of [I] is 
applicable,) We now define GN for N as above and (x, y, y’) E R3 by 
Fiv(a, Y, Y’) for x < a 
Wx, Y, Y’) = FAX> Y, Y’) for a < x < b 
F,(b, Y> Y’) for x > 6. 
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The function yN may now be extended outside of [LZ, b] to a solution of 
Y” = G,(x, y, Y’) (3.1) 
for all x E R. This is possible since G, is continuous and bounded for each N. 
The functions G, converge to h uniformly on compact subsets of R3 where 
m4 YY Y’) for x<a 
4% Y, Y’) = Fl(X, Y, Y’) for a<x<b 
Fdb, Y, Y’) for x > b. 
Choose xr,, by the mean value theorem so thaty,(b) - yN(u) = (b - u) yb(xN) 
where a < xN < b. It then follows that 
I Y&J = I ydb) - yiv(Mb - 4 = I P - 01 I/P - 4. 
Since {xN), {Ye) and {YXXNN are each bounded sequences, we may make 
consecutive choices of convergent subsequences. We will write these 
convergent subsequences as before to avoid double subscripts. I f  
xN3x0, YN(‘N) - YO and ddxN) +Yc! 
as N + 03 then it follows from Theorem 3.2 ([IO], p. 14) that there is a 
solution y  of the initial value problem 
Y” = 4%Y,Y’) 
Yko) = Yo P Y’ho) = Y;, 
with maximal interval of existence (w-, w+). We note that y  is a solution of 
(1 .l) for x E (w-, w+) n [a, b] since+(x) <y(x) < 4(x) for x E (w--, w+) n [a, b]. 
From this we see that it is not possible to have a < w- for this violates 
condition (1) or (3) by Theorem 3.1 ([IO], p. 12). Similarly, we cannot have 
wf < b or one of conditions (2), (4) could not hold. Thus, w- <; a < b < w+ 
and from Theorem 3.2 ([IO], p. 14) we see that y(a) = OL and y(b) = fi. 
This completes the proof. 
Proof for (ii). The necessity follows as in the proof for (i). The proof of 
the sufficiency is the same as in the proof for (i) except that the xN are all 
taken to be b. We then have 
I Adb)I G mad +‘@)I, I #‘(W. 
Since {yNW and k$dbN are each bounded, the proof may be completed 
as in the proof for (i) except that only w- need be considered. 
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Proof fog (iii). The proof is essentially the same as the proof for (ii). 
Proof for (iv). The necessity follows as in the proof for (i). For the 
sufficiency, the proof proceeds as in the proof for (i) up to the point lvherc 
a ,< W- violates condition (I) or (3). Th’ 1s must now bc changed since we 
are assuming (1) and (4) rather than (1) and (3). We will only concern 
ourselves with w- since the argument for ZO+ is similar. 
I f  w- CL a, theny(a) r:~ a: by ‘l’heorem 3.2 ([/U], p. 14) and we arc done. 
If  W- z= a then from Theorem 3.1 ([lo], p. 12) and condition (I) combined 
with $(a) : 01, we get that y(a) ~~ 01 and y”(u) ~~ f(a, y(u), y’(a)). Thus, WC 
only need concern ourselves with the cast when u ’ w-. In this case we 
consider the sequence of intervals [C, , w--j where 
q ZIz (2 and Ck,l = (C, + w-)/2. 
I f  {yN) is the same subsequence that was chosen to converge to y  then 
we may pick xNk E [C, , w-1, using the mean value theorem, such that 
I YX%Jh)I = i y,v(w--) - Y,(w/Kz~-) - C&l 
and thus 
I yi&hk)/ < maxW(z4 -4(GJl/Kw-1 - Ckl, [+(w-) - ~(CAl/lIw-) - Cd. 
For each fixed k we consecutively choose convergent subsequences so that 
“XNk -+ xok, and yh(~~“) - yp 
as Ai - co and for k 3 2 we restrict the index K to a subsequence of its 
values in the three convergent subsequences for k - 1. 
I f  we now use a standard diagonalization process on these sequences and 
apply Theorem 3.2 ([IO], p. 14) we arrive at a subsequence again denoted by 
{yA’} which has the property that for each k there is x,,I: E [C, , w-1 and a 
solution Z, of 
Y” = f (T Y, Y’) 
Y(Xok) = Ygk, y’(xoy = y;; 
on a maximal interval of existence (eokP , ~~~1). In fact, (yN} converges to Z, 
uniformly on compact subintervals of (u.‘~P, z+l) by Theorem 3.2 ([IO], 
p. 14). Note that zuk+ S< w- by Theorem 3.2 ([ZO], p. 14) and the construction _ 
process. Also, 
pin, wki- = w 
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We will see that this gives a contradiction. Indeed, on each interval 
[(w-) - 1 p, (zu-) + l/k] t f  11 i o ows from Theorem 3.2 ([lo], p. 14) conditions 
(l), (4) and elementary arguments that for all N sufficiently large the function 
y> is zero at some point xh. t [(w-) - l/k, (w-) + l/k]. Thus we may pick 
a sequence xhT ---f w- and a subsequence of {yA,}, again denoted by {yN), 
such that yh(xhT) = 0 and yN(xK) converges. Theorem 3.2 ([IO], p. 14) now 
contradicts the maximality of (ZC, w’). 
Proof fey (v). The proof is essentially the same as the proof for (iv). 
4. SOLUTIONS ON [a, co) 
In this section, f will be assumed to be defined and continuous on 
[a, co) x R x R. 
THEOREM 4.1. A necessary and s@cient condition that (1.3) have a solution 
is that there exist a lower solution q5 and an upper solution # of (1 .I) on [a, CO) 
such that d(x) < 4(x) for x E [a, CO), +(a) < 01 < +(a) and such that (i) holds 
with respect to the pair 4, # on [a, a). The above remains true if (i) is replaced 
by (ii), (iii) OY (iv). 
(i) (1) and (3). 
(ii) a = d(a) and (I), (4). 
(iii) (Y = $(a) and (2), (3). 
(iv) 4(a) = 01 = $(a) and (2), (4). 
In the sufficiency part the solution y  satisfies $(x) < y(x) < $(x) for 
a<x< +coineachcase. 
Proof for (i). Let {b,} and {/3,J b e se q uences satisfying b, = a + n for 
n > 1 and $(bn) < /3, < $(b?J. For each interval [u, b,], let N, FN , G, and h 
be as defined in the proof for (i) part of Theorem 3.1. It follows from 
Lemma 2.3 of [I] that the boundary value problem 
Y" = F&G Y, Y') 
Y(4 = % AU = 13n 
has a solution yN E C2[a, b,] with C$(ZC) < yN(x) < I/I(X) for a < x < 6, . 
We may now define yN outside of [a, b,] to be a solution of (3.1) for all 
x E R. Pick xN so yN(bn) - yN(bn--l) = (b, - b& yk(x*,). It then follows 
that 
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By consecutively picking convergent subsequences of 
and using the same reasoning as in the proof for (i) in Theorem 3.1, we 
conclude there is a solution yrr of (1.1) defined on [u, 6,-J which satisfies 
y,(a) = a. The solutions {yrit) for m > n + 1 are all defined on the interval 
[bTLW1 , b,] and by the mean value theorem we may pick x~, E [6,-r , B,] such 
that 
For n = 2 we may consecutively pick subsequences as m varies of 
which converge. It would then follow from Theorem 3.2 ([IO], p. 14) and 
conditions (1) and (3) that the corresponding subsequence of {yV1}, again 
denoted by {ym}, would converge to a solution of (1.1) on [a, b+r]. I f  we 
then repeat this process for each interval [6,-r , 6,] and at each step take 
subsequences of the appropriate previous subsequences and then do a 
standard diagonalization process we arrive at a subsequence {y,,} which 
converges to a solution of (1.1) f  or x E [a, a). Since for each m, y,Ju) = CX, 
it follows that the limit function y  also satisfies y(a) = 01. This shows the 
sufficiency. The necessity follows as in the proof for (i) of Theorem 3.1. 
Proof for (ii). The necessity follows as in the proof for (i) of Theorem 3. I. 
For the sufficiency, let (6,) and {,&} be sequences satisfying 6, = a + n 
for n 3 1 and $ = &zl,). It follows from Theorem 3.1 that (1.2) has a 
solution yn for each interval [a, b,]. We now pick x,,,, as in the proof for (i) 
of this theorem and for 71 = 2 consecutively choose subsequences of 
i”%vJ~ ~Ym(~?lTil)> and ~Yx%n)~ 
which converge. It would then follow from Theorem 3.2 ([IO], p. 14) that 
the corresponding subsequence of {y711), again denoted by {y,}, would con- 
verge to a solution of (1.1) on (w,,-, b+r]. The argument that w,- is less 
than a can be done as in the proof for (iv) of Theorem 3.1. The remainder 
of the proof proceeds about as in the proof for (i) of this theorem. 
Proof for (iii). The proof is essentially the same as the proof for (ii) of 
this theorem. 
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Prooffor (iv). The necessity follows as in the proof for (i) of Theorem 3.1. 
For the sufficiency let {b,} and {/3,J be chosen as in the proof for (i) of this 
theorem and let Theorem 3.1 be applied to each interval [a, b,J to get 
solutions {m} of (1.2). Since {y:(a)} is bounded, we may apply Theorem 3.2 
([IO], p. 14) at the point a and use Conditions (2) and (4) to arrive at the 
conclusion. 
5. SOLUTIONS ON (-co, +co) 
In this section, f  is assumed to be defined and continuous on 
(-co, +co) x R x R. 
THEOREM 5.1. A necessary and sujkient condition that (1.4) have a solution 
is that there exist a lower solution 4 and an upper solution # of (1.1) on 
(-03, +a) such that $(x) < #(x) f  or x E (-co, +a) and such that (i) holds 
with respect to the pair 4, y5 on (-co, +a). The above remains true if (i) is 
repZaced by (ii), (iii) or (iv). 
(i) (1) and (3) 
(ii) (1) and (4) 
(iii) (2) and (3) 
(iv) (2) and (4). 
In the sufficiency part the solution y satisfies $(x) <Y(X) < #(x) for 
-cQ<x<+a3. 
Proof for (i). The necessity follows as in the proof for (i) of Theorem 3.1. 
For the sufficiency, let {a,}, {b,}, {or,} and (pn} be sequences such that 
a, = --n - 2, b, = n + 2, d(a,) < 01, < #(a,) and 4(h) d 13, < #(b,) for 
n 3 1. If we now consider the interval [a,, b,] the proof may be completed 
in a manner similar to the proof for (i) in Theorem 4.1 only considering 
[a,, b,] rather than [a, b,]. 
The proofs for (ii), (iii) and (’ ) iv are similar to the corresponding proofs 
in Theorem 4.1 so are omitted. 
6. UNIQUENESS AND EXISTENCE 
In this section we wish to explore the relationship between the existence 
of solutions to two point boundary value problcns and conditions (a), (b) 
and (c) as described in Section 2. We will begin by showing that the existence 
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theorems of the previous sections may be used to prove a result similar to 
Theorem 1 of Lasota and Opial [7], b u Lvithout requiring initial value t 
problems to have unique solutions. We remark that Jackson ([a], ‘I’heorem 
6.1) has proved Theorem I of [7] independently using the theory of 
subfunctions and that Klassen [/I], using the same technique, has removed 
the restriction that solutions to initial value problems be unique. 
THEOREM 6. I. Let f he dejned and continuous 011 I x 1-Z x R and let (a) 
and (c) hold. Then every boundmy calue problem 011 any proper subintercal 
of I has a solution. 
Proof. Let [a, b] C I be a proper subinterval of I. Then either a t I0 or 
b E IO. We will assume a E I0 since the proof for the other case is similar. 
Let a: be a fixed number. If  y, z are solutions of (1.2) with ,B = p1 and 
/I = p2 respectively, where & > pz , then from (a) it follows thaty(x) > Z(X) 
for a < x ::: b. Now Theorem 3.1 may be used with 4 = z and # == y  since 
(c) * (l), (2), (3) and (4). We conclude that the boundary value problem (I .2) 
has a solution for any ,8 such that p1 22 ,B > p2 This shows that it is 
only necessary to prove that sup{p : (1.2) has a solution} =: -{-co and 
inf(j3 : (1.2) has a solution} = ~ CD. We will show the first of these since 
the proof for the second is similar. 
Assume sup{/3 : (1.2) has a solution} = /3(, .-_ 4-m. ‘Then boundary value 
problem (I .2) with 13 = /3, can have no solution y. for if it did, any solution 
z of the initial value problem 
3’” =f(%Y,Y’) 
y(a) = a9 y’(a) = y;(a) + 1 
could be extended to I by (c) and would satisfy z(b) .‘r- y,(b) :~ PO , by (a), 
which would contradict & being the supremum. 
We now consider the initial value problem 
y” = f(% y, Y’) 
y(b) = Po 1 y’(b) = 0 
(6.1) 
I f  z is a solution to this problem then z can be extended to I by (c). As 
already observed, it is not possible to have z(a) --= o(. Thus either z(a) > CL 
or x(a) < 01. In case ,~(a) > 01, we apply Theorem 3.1 to the boundary value 
problem 
Y” = f(? Y! Y’) 
y(a) = a, y(b) = Po 
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using x = # and 9 to be a solution of the initial value problem 
Y” = f@, 3’1 Y’) 
y(a) = 01, y’(u) = 1. 
The existence of a solution to this boundary value problem gives a contradic- 
tion. 
In case Z(U) < 01 we use the fact that n ~1~ to pick 7 >, 0 such that 
[a - 7, a] C IO. Then we apply Theorem 3.1 to the boundary value problem 
Y” = fb, y, Y’) 
Y(” - 7) = 4a - 71, Y(U) = e 
using 4 = x and 4 to be a solution of the initial value problem (6.2). Observe 
that the condition d(x) < $( x is satisfied for n - 7 < x < a since x and I,!J ) 
must agree at some point strictly between a and b and hence they cannot 
agree at any point in [a - 7, a] by (a). The solution w of this boundary 
value problem agrees with z at a - 7 and W(U) = a: > z(u). We can extend 
w to I by (c) and we must have w(b) > z(u) = ,Bo since (a) holds. This 
contradicts PO being the supremum so we are done. 
THEOREM 6.2. Let I be a fixed interval, [a, b] a jixed proper subinterval 
of I and f be defined and continuous on I x R x R. Assume (b) and (c) hold, 
then every boundary value problem of the form (1.2) on the jixed interval [a, b] 
has a solution. 
Proof. Either a E I0 or b E 10. We will assume a E I0 since the proof for 
the other case is similar. Let c1 be a fixed number. We will show that 
D = {/3 : (1.2) has a solution} 
is a closed set. I f  PO is a limit point of D and PO 6 D then there is a sequence 
NJ, ,&ED and A, - PO as n - KJ. Either an increasing or decreasing 
subsequence may be chosen so we assume (Pn} is an increasing sequence, 
the other case being similar. We denote by {yY8} the solutions of (1.2) with 
j3 = & . Pick 7 > 0 so that [a - 7, a + q] C I, [b -- 7, b] C I, a 4 7 < b ~ 7 
and 7 < E. Let x be a solution of (6.1) and note that if z(n) = 01, D is closed. 
We will assume X(Q) > 01 since the proof if z(u) < n is similar. 
We consider first the case when there are infinitely many yn which equal z 
at some point in [u - 7, a + 71. In this case we denote such a subsequence 
by {y%} and notice thaty,(t) < y,(t) < z(t) for b - 7 -<, t < b because of(b). 
Now we pick 7% with b - 77 < 7, < b such that 
yn,(b - 7) -y,(b) = ~yX~n’n)- 
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Then, 
I Yiz(5zn)l < maxiI 46) - ~~(6 - 71117, /~db) - 46 - 7)li71, 
Since 1 yL(.~,)l is bounded we consecutively pick subsequences of 
64, {Y72(4> and 1YXTTJ 
which converge to 7, yO and (T respectively. We now apply Theorem 3.2 
([IO], p. 14) to the sequence of initial value problems. 
Y” = g(x, Y, Y’) 
Y(T?J = Yn(4 Y’(G) = YXTJ 
where g is defined on J x R x R and J = I if 6 EIO, otherwise 
J = I U (6, b + 1). In either case, g is defined by 
gh Y, Y’) = f(X> Y> Y’) for xE1 
= m Y, Y’) for XE J and x$I. 
We conclude that there is a solution u(x) of the initial value problem 
Y” = g@, y, Y’) 
Y(T) = Yo , Y’(T) = u 
with maximal interval of existence (w-, w+) and observe that w- must be 
the left endpoint of I and w+ must be greater than b by (c) and Theorem 3.1 
([IO], p. 12). From Theorem 3.2 ([IO], p. 14) it then follows that ~(6) = PO 
so PO E D. 
I f  there are not infinitely many yn which equal x at some point in 
[a - 7, a +- 71 then we may suppose that {m} is a subsequence which 
satisfies y,(x) < x(x) for a - 7 c-2 ?c L< a f- q. In this case the reader may 
convince himself that it is possible to choose 7, E [a - 7, a + 71 so that 
and so that 1 yJ~~)l is bounded for all n. We now consecutively pick sub- 
sequences of 
which converge and complete the proof as in the case where there were 
infinitely many yn which equaled z at some point in [a - 7, a + 71. Thus 
again we would have ,B, E D. 
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We next show that if pi , fla E D with /I1 < /3a then there is /3,, E D with 
& < PO < fia . Assume there is no such &, and let ur and or be the solutions 
of (1.2) with /3 = pr and /3 = /32 respectively. We define u, and v, inductively 
as follows, If  a solution w, of the initial value problem 
yn = f(% Y> Y’) 
y(a) = % Y’(U) = (4-I(4 + 7&-l(~N/2 
satisfies w,(b) 3 /Ia, then u, = u,-, and zlTl = w, . I f  w,(b) < pi , then 
u, = w, and v, = v+r . Now {&(u)} and {v;(a)} each converge to the same 
number, which we denote by CT. Moreover, e+,(b) 3 & > ,8r 3 u,(b) for 
all n. We now apply Theorem 3.2 ([IO], p. 14) to each of the two sequences 
of initial value problems 
Y” = &, Y, Y’) 
YW = a, Y’(4 = V&4 
and 
y* = g(x, y, y’) 
Y(U) = 019 y’(a) = G(a) 
(6.4) 
where g is as defined earlier in this proof. From (6.3) we conclude that 
there is a solution w(t) of the initial value problem 
Y” = gk y, Y’) 
(6.5) 
y(a) = % y’(u) = 0 
with maximal interval of existence (w-, w+) where w- is the left endpoint 
of I and w+ > b by (c) and Theorem 3.1 ([IO], p. 12). From Theorem 3.2 
([IO], p. 14) it follows that w(b) > pz. A similar analysis of (6.4) yields 
a solution y  of (6.5) with y(b) < ,Qi . The existence of & E D with 
pz > /3,, > fir now follows from Theorem 4.1 p. 15 and exercise 4.3 p. 17 
of [IO]. 
From what we have proved so far, it is an easy exercise in analysis to 
show that D is a closed interval. I f  we can show that D is not bounded 
above or below, then D = R and we are done. We will show that D cannot 
be bounded above since the proof that D is not bounded below is similar. 
I f  D is bounded above, then since D is closed, it contains a maximum 
element & . Let u be a solution of (1.2) with ,B = &, and u be a solution 
of (1 .l) with U(U) = 01 and ~‘(a) = ~‘(a) - 1. Let z be the solution of (1 .l) 
with z(u) = 01 and z’(a) = v’(a) + 1. Now x(b) < ,El,, and u(b) < ,B,, . There 
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are two cases to consider depending on whether u(b) < z(h) or u(b) > z(b). 
We consider only the case u(b) z(b) since the other is similar. I f  wc let 
& = z(b) and & =: v(b) then one may prove that the set of /3 for which 
(1.2) has a solution y  with ~‘(a) y’(u) ~‘(a) is a closed interval by just 
examining the proof that D \\as a closed interval. It follows that there is a 
solution y,, of (1.2) with /3 =~ u(h) and -‘(u) < y;(a) ~‘(a). This contradicts 
(h) so we conclude that D is not bounded above and the proof is complete. 
It is known ([7], [S]) that Theorems 6.1 and 6.2 arc not true if [a, h] is 
not a proper subinterval of 1. It lvould seem to be of interest to know if 
condition (c) in Theorem 6.1 could be weakened if the function f  in (1.1) 
did not depend on Z. 
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