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Abstract
This paper describes a new algorithm for solar energy forecasting from a sequence of
Cloud Optical Depth (COD) images. The algorithm is based on the following simple obser-
vation: the dynamics of clouds represented by COD images resembles the motion (transport)
of a density in a fluid flow. This suggests that, to forecast the motion of COD images, it is
sufficient to forecast the flow. The latter, in turn, can be accomplished by fitting a parametric
model of the fluid flow to the COD images observed in the past. Namely, the learning phase
of the algorithm is composed of the following steps: (i) given a sequence of COD images,
the snapshots of the optical flow are estimated from two consecutive COD images; (ii) these
snapshots are then assimilated into a Navier-Stokes Equation (NSE), i.e. an initial velocity
field for NSE is selected so that the corresponding NSE’ solution is as close as possible
to the optical flow snapshots. The prediction phase consists of utilizing a linear transport
equation, which describes the propagation of COD images in the fluid flow predicted by NSE,
to estimate the future motion of the COD images. The algorithm has been tested on COD
images provided by two geostationary operational environmental satellites from NOAA serving
the west-hemisphere.
I. INTRODUCTION AND PROBLEM STATEMENT
Motivation. Solar energy is the most abundant form of renewable energy resources
and its contribution towards the total energy mix is rapidly increasing [9]. However,
integration of high penetration level of solar energy in the electric grid poses significant
challenge and cost [4]. The cloud movement, formation, dissipation and associated
variable shading of solar panels may result in steep ramps of solar power being injected
into the grid. The variability and uncertainty of solar power often forces the system
operators to hold extra reserves of conventional power generation which adds cost.
Ongoing research as well as previous experience of wind power integration shows that
accurate solar forecasting plays a key role in the reliable and cost-effective integration of
solar power [5]. For accurate short-term forecasting (a minute- to hour-ahead) of large
geographical areas (continental scale), forecasting models using geostationary operational
environmental satellite (GOES) imagery [11] are more effective than numerical weather
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Fig. 1: Cloud optical depth and wind-field from the weather model on long-lat domain
[−140,−124]× [39, 51] at four consecutive times, 01.09.2013. A clear counter-clockwise
rotation of the COD field is largely reflected in the wind-field. However, the wind-field
suggests a strong upward flow towards the right of the domain which does not appear
to be reflected in the COD field.
prediction models as the latter typically takes too long (several hours) to ramp up. The
GOES satellite imagery only provides information on the current distribution of cloud,
including cloud optical depth (COD) and top/bottom altitude which can be converted to
the current solar irradiance at the earths surface using radiative transfer modeling. An
accurate cloud advection model is thus required to forecast the future cloud distribution
and solar irradiance.
Contribution. Conventionally cloud advections are performed using wind fields fore-
casted by numerical weather prediction (NWP) models [10] or wind fields determined
using optical flow method [3]. In the former case, even when the NWP forecasted wind
field is accurate, the inaccuracy in the estimate of the altitude of the clouds may still
lead to significant error in the wind field and advected cloud distribution (see Fig. 1).
In the latter case, even though optical flow may accurately determine the current “wind
field” at the altitude of the clouds, this estimated “wind field” is assumed to persist for
the forecasting period. In case when the actual wind field changes significantly in the
hour ahead time scale, large error in the predicted cloud distribution may occur.
In this paper, we introduce a new algorithm for cloud motion prediction which assimilates
purely data driven “wind fields” ~Fk = (uk, vk)> (k – discrete time index) derived by an
optical flow estimation, into incompressible Navier-Stokes Equation (NSE) in two spatial
dimensions. It builds upon a simple observation: the dynamics of clouds represented by
COD images resembles the motion (transport) of a optical density C(x, t), associated
with a COD image, in a fluid flow ~u. This suggests that, to predict the dynamics of the
density C(x, t) given a possibly sparse (in time) sequence of COD images, one can use
the following procedure:
(i) given a sequence of COD images, construct a map ~Fk = (uk, vk)>, which transforms
C(x, tk−1) into C(x, tk), by using some optical flow estimator;
(ii) assimilate ~Fk directly into the NSE, i.e. an initial velocity field for NSE is selected
so that the corresponding NSE’ solution, ~u passes through {~Fk};
(iii) predict the dynamics of the velocity field ~u by integrating NSE forward in time until
the desired horizon, and then utilize a linear transport equation (see equation (1)
below) to predict the dynamics of C(x, t).
To obtain maps ~Fk in step (i) we used an optical flow estimator from [12] which relies
upon a combination of coarse-to-fine estimation by 3-level Gaussian pyramid, bicubic
interpolation of image derivatives, and robust penalty function augmented by median
filtering.
Clearly, the quality of the estimated optical flow has strong impact onto the prediction
accuracy. We stress that the COD images may be noisy due to the acquisition and
transmission processes, and, in fact, this noise may mislead the estimator. In addition,
it is well known that the optical flow estimation problem is generally ill-posed [6], i.e.
the COD images do not determine the unique map ~Fk. Moreover, the COD images are
usually sparse in time, and so they may not capture quite well fast underlying dynamic
processes. Hence, the optical flow estimator has to rely upon a regulariser which may
not account for the underlying physics of cloud motion. The latter may lead to some
non-physical patterns in the resulting estimate of the optical flow (see Fig. 2).
Fig. 2: Optical flow estimate displaying a number of non-physical patterns (see red
boxes).
To overcome this issue, at step (ii) above we further regularize the data driven sequence
of optical flows {~Fk} obtained from (i): indeed, the solution of NSE captures some basic
physics of the wind dynamics, and it introduces a spatio-temporal coherence between
the subsequent optical flow estimates {~Fk}. Indirect assimilation of COD images into
NSE has been previously considered in the literature (see [1], [6] and references therein).
The approach taken here is different in that we assimilate the estimated optical flows
directly into the NSE to simplify the computations and omit quite subtle numerical
difficulties arising in the process of indirect assimilation. The precise differences are
discussed section I-.1. Finally, the prediction is done by advecting COD images forward
in time by utilizing a discontinuous Galerkin (dG) approximation of the linear advection
equation. As a result, the proposed algorithm enables accurate cloud prediction at least 60
minutes ahead as it captures both the “current wind field” accurately determined by the
data driven optical flow estimate, and some basic physics of the wind dynamics.
Notation. Cn/Rn denotes the standard n-dimensional complex/real vector space, x ·
y :=
∑
xiyi denotes the canonical inner product in Cn/Rn, g denotes the complex
conjugate of g, A> denotes the transposed matrix, A? denotes the conjugate transposed
matrix, Ω ⊂ R2 denotes a computational domain, L2(Ω) denotes the space of measurable
squared-integrable functions over Ω, ‖f‖2L2(Ω) :=
∫
Ω
f 2dxdy, (f, g)L2(Ω) :=
∫
Ω
fgdxdy,
δt−tkψ(x, y, t) := ψ(x, y, tk), ΩT := Ω × (t0, T ). ∂x and ∂y denote derivatives with
respect to x and y, curl ~u = vx − uy.
1) Formal problem statement.: Assume that COD images are observed over a domain
of interest, Ω (in two spatial dimensions). We say that the cloud optical depth at
position x := (x, y)> ∈ Ω and time t, C(x, t) is transported by a velocity field
~u = (u(x, y, t), v(x, y, t))>, which describes the flow of an incompressible fluid in Ω,
if
∂tC + uCx + vCy = 0 . (1)
In computer vision literature, the latter equality is often reffered to as an optical flow
constraint, and it has the following interpretation: each pixel x(t) := (x(t), y(t))> of
a COD image moves with velocity ~u, i.e. x˙(t) = u(x(t), y(t), t), y˙ = v(x(t), y(t), t),
and it carries the value of the optical density C(x, t) along the trajectory of x, i.e.
C(x(0), 0) = C(x(t), t).
We stress that the straightforward advection (warping), i.e. propagating each pixel x(t) of
a COD image subject to ~u at that pixel, may lead to developing artificial discontinuities
as displayed on Figure 3. The reason for this is that the warping is, in fact, equivalent
to a very basic numerical advection scheme, i.e. the position of the pixel x at time
t + 1 is obtained by using the forward Euler time integrator: x(t + 1) = x(t) +
dtu(x(t), y(t), t), y(t + 1) = y(t) + dtv(x(t), y(t), t). In this work we use a more
Fig. 3: Advecting a COD image by propagating each COD pixel subject to the velocity
field ~u at that pixel.
sophisticated discretization based on discontinuous Galerkin (dG) method which does
not introduce artificial discontinuities.
Dynamics of the fluid flow. As noted above, the dynamics of COD images resembles the
transport of a density/concentration of a mass in a fluid flow (in two spatial dimensions).
This suggests to model ~u as the unique solution of the following two-dimensional Navier-
Stokes equation in the vorticity-streamfunction weak formulation:
d
dt
(ω, φ)L2(Ω) + b(u˜+∇⊥ψ, ω, φ) + a(ω, φ)L2(Ω) = (f, φ)L2(Ω) ,
a(ψ, φ) = (ω, φ)L2(Ω)
ω(0) = curl(~u0) , (x, t) ∈ ΩT
(2)
where φ is a test function, u˜ ∈ R2 is the mean velocity field, ω is the vorticity, i.e.
ω = curl(~u), ~u0 is an initial velocity field, f is a control parameter, e.g. source/sink,
and
b(~u, w, v) := (~u · ∇, w)L2(Ω) , a(ψ, φ) = (∇ψ,∇φ)L2(Ω)
= (ψx, φx)L2(Ω) + (ψy, φy)L2(Ω)
Note that the weak formulation above is obtained from the classical NSE by multiplying
it with a test function φ in order to relax the smoothness assumptions on the solution ω:
in the above formulation, ω needs to have just first order derivatives. We refer the reader
to [8] for the further mathematical details on various fomulations of the NSE. Note that,
by using integration by parts and selecting appropriate test/basis functions, it is not hard
to show that the weak formulation (2) incapsulates various boundary conditions for the
vorticity ω, namely periodic, homogeneous Dirichlet and homogeneous Neumann.
Note that ~u can be matched to a discrete (in time) sequence of COD images by recasting
the classical optical flow estimation problem as an optimal control problem: select the
control parameter f , and the initial velocity ~u0 such that the unique solution C of (1),
corresponding to the unique solution ~u of (2), is as close as possible (in some metric)
to the given sequence of COD images (see [1], [6] and references therein). We stress
that, for the case of COD images, the implementation of the latter control problem re-
quires highly elaborate numerical schemes, and may be very expensive computationally.
Indeed, transport model (1) is described by a hyperbolic equation which has Dirichlet
boundary conditions on the inflow zone. The latter is a function of the coefficients ~u
(see Section II for the details) which makes it quite complicated to design a numerically
sound1 approximation of the gradient which is required to solve the aforementioned
control problem numerically.
For this reason, we propose a hybrid data assimilation strategy: (i) construct a map
~Fk = (uk, vk)
> which transforms COD image C(x, tk−1) into the consecutive image
C(x, tk) by using an optical flow estimator, and (ii) to design an estimate of ~u which
is close (locally) to each of the ~Fk, and, at the same time, takes into account spatio-
temporal patterns encoded in the COD images, and, importantly, is straightforward to
implement. Now we are ready to formalize the problem statement:
A) fitting problem: given a sequence of optical flow maps {~Fk}Nc−1k=1 estimated from a
sequence of COD images {C(x, tk)}Nc−1k=1 , find an initial vorticity field qˆ and scalars
uˆ, vˆ such that the cost function
J(qˆ, uˆ, vˆ) :=
Nc∑
k=1
‖
(
uk−(uˆ+δt−tk ψˆy)
vk−(vˆ−δt−tk ψˆx)
)
‖2L2(Ω) (3)
is minimized along the solutions of (2), provided u˜ = (uˆ, vˆ)>.
B) advection/prediction problem: given an estimate of ~u from A) construct a short-term
forecast of the future dynamics of C by using (1).
II. ALGORITHM
1) Optical flow estimation.: As noted in the Introduction, we constructed maps ~Fk
transforming C(x, tk−1) into C(x, tk) by using the optical flow estimator from [12]
which aggregates state of the art optical flow estimaton techniques. This and a data
preprocessing step are described below, in section III.
1i.e. the approximation which passes the so called gradient test
2) Fitting problem for NSE: Note that J defined in (3) is a non-linear and non-convex
functional. In what follows we provide a discrete representation of the gradient of J and
apply the L-BFGS version of the quasi-Newton method to solve the fitting problem (see
point A) above).
To compute a discrete gradient of J we proceed as follows. We set Ω = (0, Lx) ×
(0, Ly) and select the basis in L2(Ω) generated by complex-valued functions2 φ(x, y) =
φc(x)φd(y), φn(x) = e2piinz/Lx . This system is orthonormal in L2(Ω), i.e. (φiφj, φcφd)L2(Ω) =
δi,cδj,d, provided the inner product is rescaled as follows: (f, g)L2(Ω) := 1LxLy (f, g)L2(Ω).
Now, denote by ωˆ and ψˆ the solution of (2) which corresponds to the initial vorticity
ωˆ(0) = qˆ and f = 0. We approximate the gradient of J by using Fourier-Galerkin (FG)
method. To this end, we define the projection operator PNx,Ny :
PNx,Nyv :=
∑
|n|≤Nx/2
|m|≤Ny/2
vnm(t)φn(x)φm(y) .
It projects any v ∈ L2(Ω) onto a (Nx + 1)(Ny + 1)-subspace of L2(Ω) = L2(0, Lx) ×
L2(0, Ly), which is generated by functions Φ := {φcφd}|c|≤Nx
2
,|d|≤Ny
2
. Now, Fourier-
Galerkin method suggests (i) to substitute PNx,Ny qˆ, PNx,Nyω and PNx,Nyψ into (2), and
(ii) to plug the test function φ = φcφd, for any |c| ≤ Nx2 and |d| ≤ Ny2 , into the resulting
system to generate a system of Ordinary Differential Equations (ODE) which defines
the dynamics of the vector of the projection coefficients ωˆ := {ωˆpq}|p|≤Nx
2
,|q|≤Ny
2
. This
ODE takes the following form:
dωˆ
dt
= −B(ωˆ)ωˆ −B(u˜)ωˆ − Aωˆ , ωˆ(0) = qˆ , (4)
where B(ωˆ) = {∑p,q ωˆpq(pm−qn)LxLyp2L2y+q2L2x δp+n,cδq+m,d} with |c|, |n| ≤ Nx2 and |m|, |d| ≤ Ny2
is a skew-symmetric matrix approximating the non-linear advection term in (2), and
A := diag(λ−Nx
2
,−Ny
2
. . . λNx
2
,
Ny
2
) is a symmetric non-negative definite matrix composed
of eigenvalues of the Laplacian, λcd := 4pi
2c2
L2x
+ 4pi
2d2
L2y
, c2 + d2 > 0, λ0,0 = 0. We refer
the reader to [8] for the further details on FG method.
Now, given qˆ we can approximate J as follows: J(qˆ, uˆ, vˆ) ≈ J(PNx,Ny qˆ, uˆ, vˆ). As a
result, J depends on a finite number of parameters: the vector of projection coefficients
qˆ representing PNx,Ny qˆ, uˆ and vˆ. Effectively, to each trajectory of (4) which corresponds
to the initial condition qˆ and coefficients uˆ and vˆ, J assignes a number, the Euclidian
distance between the velocity field u(x, y, tk) = ψˆy(x, y, tk), v(x, y, tk) = ψˆx(x, y, tk),
computed from the trajectory, and the corresponding optical flow map ~Fk = (uk, vk)>.
2In what follows, for a product of two basis functions, we always place the function of x to the left.
In other words, minimizing J is equivalent to projecting ~Fk onto the manifold generated
by trajectories of (4).
To fit qˆ, uˆ, vˆ to the “data” ~Fk = (uk, vk)> we need to compute the gradient of J
w.r.t. to qˆ, uˆ, vˆ. The latter can be done by using a so-called adjoint method: one
computes Gateaux derivative of J w.r.t. qˆ, obtaines a linear ODE for the gradient,
and, finally, uses its adjoint equation to find the gradient explicitly. Here, we denote the
solution of the adjoint equation by λk and form the gradient as follows: ∇J(qˆ, uˆ, vˆ) =
2
∑Nc
k=1 Ψ
?
1,ıλk(0), Juˆ, Jvˆ)
>. λk, Ψ1,ı, Juˆ and Jvˆ are defined in the appendix . This
gradient is then used to approximate the solution of the fitting problem (3) by means of
the L-BFGS method [2] provided ~F0 = (u0, v0)> is used as the starting point.
3) Advection/prediction problem.: In what follows we apply the dG method for solving
a linear advection equation with non-stationary coefficients:
∂tC(x, t) + ~u · ∇C(x, t) = 0, x ∈ Ω ∈ R2 (5)
with Dirichlet boundary conditions C(x, t) = g on the inflow zone of the boundary of
Ω, ∂Ω. The inflow zone is composed of all x ∈ ∂Ω such that ~u(x, t) points inside Ω.
Since ~u varies in time, the inflow zone could “travel” along the boundary of Ω reflecting
changes of ~u. This makes it quite complicated to fit the initial vorticity qˆ to the COD
images. Indeed, C depends on ~u which depends on qˆ. Hence, to find qˆ by minimizing
some distance between C and the COD images, one would need to differentiate the weak
formulation (8) of (5) w.r.t. the inflow zone. The latter does not seem to be practical
from the computational stand-point. One could have overcome this by resorting to the
vanishing viscosity method but this approach would require one to deal with numerical
boundary layers. To overcome these difficulties, we are assimilating ~Fk into (2) directly,
and then use (5) just for the advection/prediction.
Following [7] we approximate C by using dG approach as follows. Ω is divided into K
of non-overlapping rectangular elements, Dk, i.e., Ω ' Ωh =
K⋃
k=1
Dk. On each element
Dk, C is approximated by Ckh , which is expressed as the series,
Ckh(x, t) =
N+1∑
i=1
Ck(xki , t)`
k
i (x), x ∈ Dk, (6)
where `ki (x) are Lagrange interpolating polynomials in two dimensions defined by
Legendre-Gauss-Lobatto (LGL) points xi (see [7]). Substituting Ckh into (5), we form
the residual Rkh on a single element:
Rkh = ∂tC
k
h(x, t) + ~u · ∇Ckh(x, t), x ∈ Dk. (7)
The Galerkin methods involves taking `ki as test functions (i.e. same as the expansion/trial
functions) and forcing the residual to be orthogonal to each of these test functions. Doing
this, and then using integration by parts to move the spatial derivatives off the state and
onto the test functions gives the following weak statement on element Dk:∫
Dk
(
Ckh(x, t)t`
k
n(x)− fkh (x, t) · ∇`kn(x)
)
dx =
−
∫
∂Dk
nˆ · f ∗`kn(x)dx, n = 1 . . . N + 1,
(8)
where nˆ is the outward facing unit normal, fkh = (uC
k
h , vC
k
h)
> and f ∗ is the numerical
flux function which we take to be the local Lax-Friedrichs flux:
f ∗(Ci, Ce,ui,ue) =
Ciui + Ceue
2
+
cs
2
nˆ(ui − ue), (9)
where subscripts i and e refer respectively to the interior and exterior values at a point
on the boundary, and cs is the maximum absolute value of the signal speed normal to
the boundary at that point, i.e.,
cs = max
j∈{i,e}
|nˆxuj + nˆyvj|. (10)
The surface integral in (8) allows the elements to ‘communicate’ with one another. Since
we are using rectangular elements, this surface integral is the sum of four line integrals,
each one over one face of the element. The exterior solution values in (9) and (10) refer
to the values of C on a neighbouring element sharing the node in question. In the case
that this node lies on the physical boundary, ∂Ω, the exterior value is determined by
a “physical” Dirichlet boundary condition g. If flow direction at that node is ‘into’ the
domain, Ω, then the exterior solution values is set to a prescribed value subject to the
boundary conditions (inflow zone). In this case, nˆ · ~u < 0 at a point on the boundary.
If, on the other hand, the flow direction at that boundary point is ‘out of’ the domain
(i.e. nˆ · u > 0), then a free exit boundary condition is imposed at that point by setting
the exterior values equal to the interior values.
The weak DG formulation on a single element Dk can be written as:
Mk
d
dt
Ikh − S>x Fx − S>y Fy = −
4∑
i=1
(−1)iMk,ie F ∗i (11)
where Mk, Sx and Sy are the mass and stiffness matrices with the latter corresponding
to advection in the x- and y-directions. The vectors Ikh is a grid-function representing
Ckh on the (N+1)
2 quadrature points on element Dk, and the vectors Fx and Fy are grid
functions representing the first and second components of fkh respectively. The matrices,
Mk,ie are edge-mass matrices for element D
k on face i, where the faces, i = 1 . . . 4, are
ordered: left, right, lower, upper. These matrices act on the vector F ∗i which represents
the numerical flux over each node on face i. An easy way to define the mass and stiffness
matrices for 2D rectangular elements is to do so in terms of LGL quadrature points and
weights in the 1D interval I = [−1, 1] and also in terms of Lagrange polynomials defined
on this interval. We refer the reader to [13] for the further implementation details.
III. EXPERIMENTS
a) COD images: The aforementioned algorithm has been tested on data from two GOES
serving the west-hemisphere, GOES-15, the WEST satellite located over the Equator at
135◦ west longitude and GOES-13, the EAST satellite located over the Equator at 75◦
west longitude. The COD products of 15 minute interval and 4 km spatial resolution are
derived from GOES data using CLAVR-x [14] made available by the NOAA Advanced
Satellite Products Branch and Cooperative Institute for Meteorological Satellites Studies
at the University of Wisconsin Madisons Space Science and Engineering Center (SSEC).
All data are on a longitude-latitude grid with uniform 0.02◦ spacing. The area Ω covered
by the data extends from −140◦ East (longitude) and 39◦ North (latitude) to −124◦
degrees East (longitude) and 51◦ North (latitude). For the experiment we used COD
images recorded at 1 September 2013 over Ω. (see Figure 4).
Fig. 4: Example of a COD image over Ω, 01.09.2013, 21:15.
b) Optical flow estimates: We estimated the optical flow maps ~F1 . . . ~F4 from the COD
images displayed in Figure 5 by using the publicly available Matlab implementation
of the optical flow estimator from [12]. It is important to note that the COD images
required some preprocessing prior to invoking the estimator: without preprocessing the
resulting maps ~Fk were of little or no use. The preprocessing step involved a number of
transformations. First, the intensities of bright regions of a COD image are usually very
high compared to the average intensity outside these regions. Careful data inspection
revealed that the distortion preserves the local ordering and the local pattern. The
following log-transform was used to alleviate the distortion of intensity at each image
pixel (x, y): C˜(x, y) = σ · √log (1 + (C(x, y)/σ)2)/ log (2), where σ is a threshold
value. If C(x, y) = σ, then C˜(x, y) = C(x, y). For C(x, y)<σ the C˜(x, y) is nearly
a linear function of C(x, y), whereas for C(x, y)>σ the logarithm dominates in the
transformation. The threshold value σ was selected as the 90th percentile, which indicates
the magnitude such that 90% percent of the pixel intensities have values less than this
number. In other words, 10% of intensities were considered as potential outliers and
those were suppressed by the logarithm. The optical flow was computed on transformed
images with noticeable improvement comparing to the untransformed case.
Finally, the mean brightness of consecutive images C(x, tk) and C(x, tk+1) tends to vari-
ate significantly possibly due to some problems occurring in the acquisition/transmission
processes. This variation was compensated by equating the median intensity values of
C(x, tk) and C(x, tk+1): the medians are computed over the non-zero (“day”) pixels
and the first image C(x, tk) is scaled to make both medians equal.
After the data preprocessing step, ~F1 was estimated from two consecutive (15 minutes
apart) images (Fig. 5, top left image, 21:30) and so on. The resulting maps are presented
in Figure 5,6.
To fit NSE solution to the COD images we used the algorithm of Section II-.2. We took
Nx = Ny = 28, Lx = 1779 and Ly = 941.8 and timestep was taken to be the same
as in the dG advection (see below). The NSE velocity field is compared versus ~F4 in
Figure 7. As expected, the NSE velocity looks more regular.
c) Forecasting results: In order to propagate COD using ~u, the following change of
variable is made:
x = rλ,
y = r sinϕ,
(12)
where r is the radius of the earth, λ denotes longitude and ϕ denotes latitude. Figure 8
shows the standard long-lat coordinate system, and Figure 9 illustrates the coordinate
transformation given by (12). The new variables, x and y, are thus “space” variables
corresponding to the longitude, λ, and latitude, ϕ, respectively. Note that at the poles,
the transformation, (12), is invalid since the longitude coordinates coalesce. Thus, it is
not suitable for regions close to either pole.
Fig. 5: COD images/optical flows ~Fk (yellow arrows) at four consecutive times, 21:30
- 22:15, 01.09.2013.
The velocity field obtained through the optical flow procedure is in units pixel per time
unit. In order to use this field for COD propagation, it must first undergo two con-
versions/transformations. First, we must convert the field to km/h. The time conversion
is trivial as we know that the images are 15 minutes apart. For the space conversion,
we must take into account how much space each pixel represents depending on its
position. Assuming the earth to be spherical, the dimensions of a pixel do not depend
on its longitudinal coordinate. However, its dimensions do depend on the latitudinal
coordinate in the following way. The length of a degree of latitude does not vary much
with the latitudinal coordinate, so we assume that each degree of latitude represents the
same distance regardless of its coordinates. So for each pixel, we have
∆xlat = r∆ϕ (13)
where ∆xlat is the distance a pixel represents along a line of longitude (i.e., distance
along latitude axis) and ∆ϕ is the latitude pixel spacing in radian measure which is
uniform over the image.
The length of a degree of longitude, however, varies significantly with the latitude
Fig. 6: COD image/optical flow map ~F4 at (yellow arrows) 22:15
coordinate. We have
∆xlong = ∆λ · r cosϕ (14)
where ∆xlong is the distance a pixel represents along a line of latitude and ∆λ is the
longitude pixel spacing in radian measure which is also uniform over the image.
Having used the above the obtain the field, ~u in km/h, we must transform it from the
(λ, ϕ) coordinate system to the (x, y) coordinate system. To do so, the following is
applied:
u = U/ cosϕ, v = V cosϕ. (15)
The new velocity field, (u, v) is valid on the x-y grid. Note that both velocity components
are transformed based on the latitudes of the velocity data on the original long-lat grid,
and not on the longitudes. Looking at Figure 9, it is clear that moving away from the
equator (|ϕ| increasing), the transformation, (12), compresses the grid longitudinally,
and expands it latitudinally. The velocity transformation, (15), accounts for this by
respectively increasing and decreasing the magnitudes of the latitudinal and longitudinal
components of the velocity field with increasing |ϕ| in transforming from the (λ, ϕ)
coordinate system to the (x, y) system.
To advect COD images we employed the algorithm of Section II-.3. We set Ω :=
[−15567,−13788]× [4009, 4951] and discretize Ω with 200×200 elements of order N =
3. The timestep was selected depending on the advection coefficients speed to ensure that
the CFL condition holds. The advection starts at 22:15 and uses the predicted velocity
Fig. 7: Optical flow ~F4 (red) at 22:15 versus NSE velocity field (blue) at 22:15
r
Fig. 8: Longitude-latitude (λ-ϕ) coordinate system.
rsin
r
Fig. 9: Schematic of transformation from (λ, ϕ) to (x, y) coordinate system for a long-lat
region.
Date: 2013-09-01 NSE Persistence Optical flow
22:30 34 57 38
22:45 43 71 49
23:00 42 77 48
23:15 48 100 56
TABLE I: Relative mean absolute percentage errors:
100%
∑
s∈I |Ctrue(xs, t)− Cpredicted(xs, t)| /
∑
s∈I |Ctrue(xs, t)|.
field ~u from NSE to predict dynamics of COD images up to 23:30. We compared this
prediction against two most popular predictions, namely the so called persistency forecast
(the latest available COD image is used for the forecast) and optical flow forecast (map
~F4 displayed at Figure 7). The prediction results are summarized in the Table 1 which
shows that the NSE prediction outperforms the aforementioned popular predictors.
Here I is a set of indices of the grid points, which exclude the outliers. As noted above, in
Section II-.1, some COD image values are abnormally high due to acquisition problems.
These points (about 10%) are therefore excluded from the assessment.
IV. CONCLUSION
This work presents a new algorithm for dynamic cloud optical density forecast from
satellite images. The algorithm relies upon ideas from data assimilation, numerical
analysis and classical image processing. It shows good performance on real satellite
images and outperforms the popular forecasting algorithms in the considered test cases.
A challenging topic for the future research is to develop a more accurate model for the
velocity field, e.g. take into account the fact that the 2D projection of a 3D velocity
field could be compressible, and to improve upon the linear advection model, e.g. to
introduce uncertain sources/sinks allowing the COD images changing intensity due to
drops/increases in temperature.
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APPENDIX
Let ωˆ := {ωˆpq}|p|≤Nx
2
,|q|≤Ny
2
be the vector of the projection coefficients of PNx,Ny ωˆ,
and define qˆ, vk, uk analogously. Note that ωˆ = Ψ 1√
2
,1Ψ
?
1√
2
,1
ωˆ, provided Ψa,b is an
(Nx+1)(Ny+1) projection matrix defined by: Ψa,b = a
(
I 0 bJ
0 0 0
J 0 −bI
)
, i.e. ωˆ−Nx
2
+k,−Ny
2
+s
=
ωˆNx
2
−k,Ny
2
−s for any 0 ≤ k, s ≤ Nx2 ,
Ny
2
and ωˆ0,0 = 0 (ωˆ has zero mean!). We derive
the expression for the gradient of J by using a so-called adjoint method: one computes
Gateaux derivative of J w.r.t. qˆ, obtaines a linear ODE for the gradient, and, finally,
uses its adjoint equation to find the gradient explicitly (m := (Nx + 1)(Ny + 1)):
Juˆ(qˆ, uˆ, vˆ) = 2
Nc∑
k=1
(dk,ω
uˆ(tk))Cm − (uk − uˆ, 1)L2(Ω)
dωuˆ
dt
= −B([ 10 ])ωˆ −B1(ωˆ)ωuˆ −B(u)ωuˆ −B(ωˆ)ωuˆ − Aωuˆ ,
Jvˆ(qˆ, uˆ, vˆ) = 2
Nc∑
k=1
(dk,ω
vˆ(tk))Cm − (vk − vˆ, 1)L2(Ω) ,
dωvˆ
dt
= −B([ 01 ])ωˆ −B1(ωˆ)ωvˆ −B(u)ωvˆ −B(ωˆ)ωvˆ − Aωvˆ ,
ωuˆ(0) = ωvˆ(0) = 0 , dk := A
?
x(vk + Axωˆ(tk))− A?y(uk − Ayωˆ(tk)) ,
∇qˆJ(qˆ, uˆ, vˆ) = 2
Nc∑
k=1
Ψ?1,ıλk(0) ,
dωˆ
dt
= −B(ωˆ)ωˆ −B(u˜)ωˆ − Aωˆ , ωˆ(0) = qˆ ,
dλk
dt
= B?1(ωˆ)λk −B(ωˆ)λk −B(u˜)λk + Aλk ,
λk(tk) = A
?
x(vk + Axωˆ(tk))− A?y(uk − Ayωˆ(tk) ,
Ax,y := diag({ 2piin
λnmLx,y
}|n|≤Nx
2
,|m|≤Ny
2
) ,
B1(ωˆ) = [B(Ψ 1√
2
,1e1)ωˆ . . . B(Ψ 1√
2
,1em)ωˆ]Ψ
?
1√
2
,1
.
Note that all the differential equations above are linear, i.e. they can be represented in
the form x˙ = Q(t)x+s, but the equation for ωˆ. This latter equation can be approximated
by the following implicit time integrator: ωˆ0 = qˆ and
ωˆt+1 − ωˆt
dt
= (−B(ωˆt)−B(u˜)− A) ωˆt+1 + ωˆt
2
. (16)
B(ωˆn) and B(u˜) are skew-symmetric matrices, and −A is a symmetric non-negative
definite matrix, so that the above time integrator is unconditionally stable for dt > 0,
and it converges to the exact solution provided dt → 0 [15]. Once the discrete in time
sequence {ωˆt} is computed, one can approximate solutions of the aforementioned linear
equations by using the standard simplectic midpoint method:
xt+1 − xt
dt
=
Qt+1 +Qt
2
xt+1 + xt
2
+
ft+1 + ft
2
.
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