ABSTRACT Multilevel thresholding is a simple and powerful image segmentation method that has received widespread attention in recent years. However, the accuracy and stability of thresholding techniques are still not ideal and cannot meet the needs of engineering problems. Therefore, this paper presents a memetic algorithm of dragonfly algorithm (DA) and differential evolution (DE) for color image segmentation, which is known as improved DA (IDA). On the one hand, DA algorithm has a satisfied capability of avoiding convergence to the local optimum, thus it is served as a global search technique. On the other hand, the DE algorithm is adopted as a local search technique, which can increase the precision of solutions. In this paper, two thresholding techniques, namely, Otsu and minimum cross entropy (MCE) methods are used to determine the optimal threshold values. In order to evaluate the performance of the proposed method, we conduct a series of experiments on color images from the Berkeley database and the results are compared with five stateof-the-art meta-heuristic algorithms. Besides, a non-parametric Wilcoxon's rank sum test is also included for statistical analysis. From the experimental results, it is found that IDA-based method outperforms other compared methods in terms of average fitness values, standard deviation, peak signal to noise ratio, structural similarity index, and feature similarity index. The promising results indicate that the application of IDA-based thresholding technique is potential and meaningful.
I. INTRODUCTION
Image segmentation is a preprocessing step for complex problems such as pattern recognition and computer vision [1] - [3] . Its ultimate goal is to partition the given image into various regions with respect to color, texture, histogram, and edge. Basically, the grey values of pixels in the same region are roughly the same, whereas, the pixels from different regions are significantly different. In recent years, much of work has been done in this field and several segmentation techniques have been proposed by scholars. Considering the particular application, the segmentation techniques can be divided into three main types: edge-based method, region-based method, and threshold-based method [4] - [6] . Among the segmentation techniques above, threshold-based
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(thresholding) method is used extensively because of the simplicity and ease of implementation [7] , [8] .
The thresholding method can be summarized as two categories: bi-level and multilevel thresholding. If the given image is simple and contains only two classes, then the bi-level thresholding is utilized. However, if the image contains much information and multiple objects, the bi-level thresholding technique cannot handle this problem. Therefore, the multilevel thresholding is widely used for real-life image segmentation domain, such as farmland crop image, medical image, and remote sensing image segmentation [9] - [13] . Besides, there are several thresholding techniques which have been proposed in recent decades. For example, Otsu [14] technique maximizes the between class variance of segmented classes, which is proposed in 1979. Maximum cross entropy (MCE) [15] technique minimizes the cross entropy between the original classes and the segmented classes. As we know, the computational complexity of thresholding technique will result in exponential growth as the number of thresholds increase [16] , [17] . Thus, various swarm intelligence (SI) are used to overcome above weakness, such as genetic algorithm (GA) [18] , [19] , particle swarm optimization (PSO) [20] , [21] , flower pollination algorithm (FPA) [22] , [7] , krill herd optimization (KHO) [23] , artificial bee colony (ABC) [24] , [25] , bacterial foraging optimization (BFO) [26] , teachinglearning-based optimization (TLBO) [27] , grey wolf optimization (GWO) [28] , cuckoo search (CS) [29] , firefly algorithm (FA) [30] , [31] , whale optimization algorithm (WOA) [32] , etc. Recently, there are still many optimization algorithms that have been proposed. In 2017, grasshopper optimization algorithm (GOA) was proposed by Saremi et al. [33] , which mimics the behavior of grasshopper swarms in nature. The GOA algorithm is then utilized to find the optimal shape for a 52-bar truss, 3-bar truss, and cantilever beam. Spotted hyena optimizer (SHO) is another metaheuristic algorithm, which was proposed by Dhiman and Kumar [34] . It is inspired from the social relationship and collaborative behavior of the spotted hyenas. The proposed algorithm is applied to five real-life constraint and one unconstrained engineering design problems, the results of which reveal the excellent performance of SHO. Salp swarm algorithm (SSA) is another bio-inspired algorithm that is inspired by the navigation and foraging behaviors of salps [35] . The successful application of airfoil design and marine propeller design problems indicates that SSA is superior to the comparison algorithms in general. In 2018, a novel nature-inspired algorithm called emperor penguin optimizer (EPO) was proposed, which mimics the huddling behavior of emperor penguins [36] . The results of comparative experiments show that EPO algorithm has a satisfied capability of solving real-life complex problems and searching unknown spaces. Seagull optimization algorithm (SOA) is another bio-inspired algorithm [37] . The main inspiration behind this algorithm is the migration and attacking behaviors of seagull in nature. The promising results indicate that the proposed algorithm is applicable to solve large-scale industrial engineering problems.
Dragonfly algorithm (DA) is a novel evolutionary algorithm proposed by Mirjalili [38] in 2015. It is inspired from the static and dynamic behaviors of dragonflies. These two behaviors represent the exploitation and exploration phases of optimization, respectively. According to these behaviors, the DA algorithm has received extensive attention since its introduction and has been applied to many engineering problems. Guha et al. [39] used DA algorithm to determine the optimal parameters of three degree-of-freedom proportional-integral-derivative (3-DOF PID) controller. The results of comparison experiments showed that proposed controller gave a faster settling time and lower peak overshoot than traditional controllers. In 2017, Kizhakkethil and Murugan [40] solved three engineering problems through a memory based hybrid dragonfly algorithm (MHDA).
The difficulties of designing these three engineering problems, namely welded beam design, pressure vessel design, and brushless DC motor optimization benchmark study were overcome successfully, which indicated the superiority of proposed algorithm. Hariharan et al. [41] introduced an improved binary dragonfly optimization algorithm (IBDFO) to classify the different types of infant cry signals. The experimental results showed that proposed algorithm had high classification accuracy and could detect tiny crying signals.
Although the DA algorithm has been successfully applied to the above engineering problems, similar to other metaheuristic algorithms, there are still some disadvantages. For example, the exploration and exploitation stages of DA algorithm cannot be well balanced. More exploration processes can avoid local optimization to some extent, but the precision is not high; while more exploitation processes make the algorithm converges to local optimum. Thus, many scholars have proposed various versions of DA algorithm to overcome these drawbacks. In 2016, Sambandam and Jayaraman [13] proposed a self-adaptive scheme for tuning the parameters of DA, which is known as self-adaptive DFO (SADFO). The results indicate that the SADFO effectively explores the solution space and obtains the global best solution. However, when the dimension of given problem increases, the proposed algorithm may fail to converge. Kizhakkethil and Murugan [40] presented a memory based hybrid dragonfly algorithm (MHDA), which combines the exploration capability of DA and exploitation capability of PSO to achieve global optimal solutions. The pbest (personal best) and gbest (global best) concepts of PSO are introduced to guide the population. In addition, Song and Li [42] introduced an elite opposition learning and exponential function steps-based dragonfly algorithm. On the one hand, elite opposition-based learning mechanism is used to improve the global exploration capability. On the other hand, the adaptive step is designed to speed up the convergence rate of the algorithm.
However, the disadvantage of these techniques is that they are not universally applicable, especially for the multidimensional complex optimization problems. Thus, it is essential to obtain an efficient and universal version of DA algorithm. In original DA algorithm, the superior information of the previous generation is not preserved to the next generation and the particles with better quality have no chance to guide the population, which limits its exploitation capability. Although the original DA algorithm has better global exploration ability, its poor local exploitation ability makes the accuracy of the algorithm not ideal. In order to overcome the above drawbacks, we proposed a memetic algorithm of DA and differential evolution (DE), which is known as improved dragonfly algorithm (IDA) [43] . For exploration stage, DA algorithm is adopted as global search technique, which can solve the problem of falling into local optima. For exploitation stage, DE algorithm is served as local search technique, which has a remarkable capability of increasing the precision. The core concept of proposed algorithm is to divide the whole population into two categories: DA-population and DE-population, according to the fitness function values. In other words, the particles of each population have a different search task. Compared with other meta-heuristic algorithms, the proposed technique can better balance exploration and exploitation phases, and more suitable for complex optimization problems, such as color image segmentation.
As we all know, color image has three basic image components of red, green, and blue. Thus, the operation of color image segmentation is more complicated than gray image, which need to consider the circumstances of each component. In order to solve above problems and obtain an efficient thresholding technique for multilevel color image segmentation, the IDA based method is proposed in this paper. Two famous thresholding techniques namely Otsu and MCE are also included. In order to validate the superiority of proposed algorithm, eight color images from Berkeley database and five state-of-the-art meta-heuristic algorithms are chosen. Besides, several performance measures, such as average fitness value, standard deviation (STD), peak signal to noise ratio (PSNR), structural similarity index (SSIM), and feature similarity index (FSIM) are also included in our quantitative experiments. For statistical analysis, we conduct a nonparametric Wilcoxon's rank sum test to verify the difference between algorithms [44] . The result of experiments indicates that the IDA based method outperforms other compared algorithms in terms of accuracy and stability.
The structure of this paper is described as follows: we introduce the definition of Otsu and MCE thresholding techniques in Section II. Section III gives a brief review of standard DA algorithm and the pseudo code is also included. In Section IV, the proposed method namely Otsu and MCE thresholding techniques based on IDA algorithm are presented in details and the flow chart is also given. A series of experiments and analysis are conducted in Section V. Finally, the relevant conclusion and future work direction are presented in Section VI.
II. MULTILEVEL THRESHOLDING
The image threshold method can be summarized as two categories: bi-level thresholding method and multilevel thresholding method. Bi-level thresholding method involves one threshold value which partitions the image into two classes: foreground and background, however if the image is quite complex and contains various objects, the bi-level thresholding method is not very effective [28] . Therefore, multilevel thresholding method is used extensively for image segmentation [45] - [47] . In this paper, two multilevel thresholding techniques are used to determine the threshold values, namely, Otsu method (between-class variance) and MCE. A brief formulation of these techniques is given in the following subsections. In addition, the RGB image has three basic color components of red, green, and blue, so these thresholding techniques are executed three times to determine the optimal threshold values of each color component [29] .
A. OTSU METHOD
Otsu method (between-class variance) is a non-parametric thresholding technique, which selects the optimum thresholds based on the between-class variance of segmented classes [14] . Let L represents the number of gray levels in a given image and [th 1 , th 2 , . . . , th n ] denotes the threshold values which are selected to partition the image into various classes. Then the objective function of Otsu method can be defined as:
where
µ T denotes the mean intensity for whole image,
And (1) is maximized to obtain the optimal threshold values.
f otsu (th 1 , th 2 , . . . , th n ) = arg max σ 2 B (th 1 , th 2 , . . . , th n )
B. MINIMUM CROSS ENTROPY
Minimum cross entropy (MCE) method finds the optimal threshold values based on minimizing the cross entropy between the original image and the segmented image [15] . VOLUME 7, 2019 FIGURE 3. Original test images named 'Horse', 'Kangaroo', 'Lake', 'Penguin', 'Pig', 'Snake', 'Soldiers', and 'Stone' respectively and the corresponding histograms for each of color channels (Red, Green and Blue). MCE method can be defined as minimizing the following objective function:
M 0 = −
. . , M n represent the cross entropies of distinct classes. ω 0 , ω 1 , . . . , ω n are the probability of each class. M G is a constant. Thus, the objective function in (6) can be rewritten as: 
The MCE method can search the optimal threshold values by minimizing the objective function in (14) .
f MCE (th 1 , th 2 , . . . , th n ) = arg min {η (th 1 , th 2 , . . . , th n )}
As we know, the computational complexity of these two thresholding techniques above will result in exponential growth as the number of thresholds increase. Under such circumstance, Otsu and MCE methods are not very effective for multilevel thresholding. Therefore, IDA based method using Otsu and MCE are proposed to improve the accuracy and computation speed of thresholding techniques.
The ultimate goal of proposed method is to determine the optimal threshold values by optimizing (either maximizing or minimizing) the objective function given in (1) and (6). 
III. THE ORIGINAL DRAGONFLY ALGORITHM
Dragonfly algorithm is inspired by the static and dynamic behaviors of dragonflies in nature. It is firstly proposed by Mirjalili to solve the problem of submarine propeller optimization [38] . In the static swarm, dragonflies create sub-swarms and fly over small areas to hunt the preys. This static behavior represents the exploitation phase of optimization. In the dynamic swarm, however, a mass of dragonflies make the group for migrating in one direction, which represents the exploration phase of optimization. Moreover, five factors are designed to simulate the behaviors of dragonflies, namely separation (S), alignment (A), cohesion (C), attraction towards food (F), and distraction outwards enemy (E). The mathematical model of these factors is given as follows: The separation of ith dragonfly individual denoted by S i is given by:
where nd denotes the number of neighbors. x i and x j represent the position of current dragonfly and its neighbor respectively. It's worth noting that if the distance between x i and x j is less than the preset value, then x j is a neighbor of x i . And the preset value will increase with the number of iterations.
The alignment of ith dragonfly individual denoted by S i is determined as follows:
where v j is the jth neighboring dragonfly's velocity. A i shows the velocity consistency of the swarm. The cohesion of ith dragonfly individual denoted by C i is computed by: where x i is the position of ith dragonfly individual. x j is the jth neighboring dragonfly individual's position. nd denotes the number of neighbors.
The food source provides an attraction for ith dragonfly individual denoted by F i and it can be defined as follows:
where x i shows the position of ith dragonfly individual. x food represents the position of food source. The distraction outwards an enemy of ith dragonfly individual denoted by E i is evaluated by:
where x i is the position of ith dragonfly individual. x enemy shows the position of the enemy.
It is worth mentioning that the x food and x enemy represent the best and worst position respectively which the swarm of dragonflies has searched for so far.
The position vector of ith dragonfly individual during the interval [t, t + 1] can be calculated as 
follows: (20) where (21) x indicates the movement direction of dragonfly individual. s, a, c, f , and e denote the weight for five factors namely separation, alignment, cohesion, food, and enemy, respectively. ω represents the inertia weight. t shows the iteration counter.
It is worthy of noting that if there is no neighbor individual, the current dragonfly will fly around the search space using a random walk (Levy's flight) to improve the performance of algorithm. Under such circumstance, the position of ith dragonfly individual is updated by the equation as follows: (22) where Pseudo code of dragonfly algorithm based multilevel thresholding has been given in Fig. 1 .
IV. THE PROPOSED METHOD
In this section, we give a detailed introduction of the IDA based method that will be used to obtain the optimal threshold values for image segmentation. A hybrid algorithm of DA and DE is introduced to balance the two essential phases of optimization, namely exploration and exploitation. Besides, the flowchart of IDA for finding the optimal threshold values is shown in Fig. 2. A. DIFFERENTIAL EVOLUTION Differential evolution (DE) algorithm is a simple powerful algorithm for solving optimization problems [43] , [48] . Basically, the DE algorithm contains two significant parameters, namely mutation scaling factor denoted by SF and crossover probability denoted by CR. Same as the other meta-heuristic algorithms, several operators have been included in the DE algorithm such as mutation, crossover, and selection operators [49] - [51] . 
1) MUTATION OPERATION
The mutation operation of DE algorithm is defined as follows: (26) where m if rand > CR (27) where rand represents a random value which is in the range [0, 1] . CR is a constant that shows the crossover probability. (28) where f denotes the fitness function value of a given problem.
B. HYBRID ALGORITHM OF DA AND DE
In order to improve the exploration and exploitation performance of the proposed algorithm, the hybrid algorithm between the DA and the DE is utilized. On the one hand, the DA algorithm has a satisfied capability of avoiding convergence to the local optimum, thus it is served as global search technique. On the other hand, the DE algorithm is adopted as local search technique, which can increase the precision of solutions.
As we know, the fitness value of current solution indicates its quality. Therefore, we calculate the average fitness value of population in the iterative process to evaluate each particle. All fitness values are presented as absolute values to accommodate Otsu and MCE threshold techniques. If |f i | > f , the DE algorithm will be used to update the solution x g i using (26)- (28). However, if |f i | ≤ f , then the current solution will be updated using (20) or (22) .
C. COMPUTATIONAL COMPLEXITY
In this section, the computational complexity of proposed method is given, which contains both the time complexity and space complexity. We also discuss the differences before and after applying the DE operator.
1) TIME COMPLEXITY
The time complexity of DA algorithm mainly depends on two processes, namely, compute the number of neighboring individual and update the position of current dragonfly [52] . Thus, the total time complexity can be defined as follows:
O (DA) = O(t(O(compute neighbors)
where t denotes the maximum number of iterations, n presents the number of dragonflies, and d is the dimension of given problem.
2) SPACE COMPLEXITY
The space complexity of DA algorithm denotes the maximum space utilization at any time, which is considered during the initialization process. Therefore, the overall space complexity of DA algorithm is O (n × d) [36] , [37] . It can be found that the process of computing the number of neighboring individuals dominates the time complexity of DA algorithm. Accurately speaking, the proposed method divides the population into two categories with respect to the average fitness value. Part of the population is known as DE-population which has a better fitness value than the average. The other part is called DA-population and has a strong global exploration capability. As discussed above, DE algorithm has three operators namely mutation, crossover, and selection. Among them, the mutation operator is similar to the position update process of DA algorithm and dominates the time complexity of DE algorithm. Therefore, compared with DA-population, the DE-population eliminates the time-consuming process of computing neighboring individuals. This promising result indicates that the proposed method can reduce CPU time to some extent.
V. EXPERIMENTS AND DISCUSSION

A. EXPERIMENTAL SETUP
In this paper, two thresholding techniques namely Otsu and MCE methods are utilized to determine the optimal threshold values for image segmentation. The performance of IDA based method is evaluated on eight color images from the Berkeley segmentation database. These images in size of 481 × 321 are named 'Horse', 'Kangaroo' Lake', 'Penguin', 'Pig', 'Snake', 'Soldiers', and 'Stone', respectively. All the images and their corresponding histogram images are shown in Fig. 3 . Several meta-heuristic algorithms, such as the standard DA [38] , sine cosine algorithm (SCA) [53] , harmony search optimization (HSO) [54] , bat algorithm (BA) [55] , and particle swarm optimization (PSO) [56] , are used to validate the superiority of proposed algorithm, whose parametric settings are presented in Table 1 . The experiments are carried out through the simulation in ''Matlab2017'' and implemented on a computer with ''Microsoft Windows 10'' system and ''8GB'' memory space.
B. SEGMENTATION ACCURACY
In this section, the performance of IDA algorithm is tested in a series of experiments. Various performance measures are utilized for analysis, such as average fitness values, standard deviation (STD), Peak signal to noise ratio (PSNR), Structural similarity index (SSIM), and Feature similarity index (FSIM).
The segmented images obtained by Otsu and MCE methods with different thresholds levels are given in Fig. 4 and Fig. 5 respectively. Besides, the corresponding threshold values are given in Tables 2-3 . From the segmentation results we can find that the images with higher levels (such as K = 8, 10) contain more information than the others. As the stochastic nature of meta-heuristic algorithms, the experiments are conducted over 30 runs. Then the average fitness values of Otsu and MCE functions are presented in Table 4 and thresholds by optimizing the fitness function, while the thresholds determine the quality of segmented image. For the segmentation problem with high dimensions, some algorithms converge to the local optimum, and cannot determine the satisfied thresholds, such as SCA and BA. Compared to other techniques, the proposed algorithm can better balance the exploration and exploitation phases, which has a strong optimization capability. However, it is insufficient and unconvincing to analyze the performance of IDA algorithm only from one aspect, so we will introduce more performance measures to verify its superiority. In order to verify the stability of proposed algorithm, the STD indicator is also used. A lower value of STD indicates better stability. The STD values obtained by all algorithms are presented in Tables 6-7 . From the tables it is found that IDA based method gives lower values as compared to other algorithms, which shows the better consistency and stability of proposed algorithm. Moreover, in order to reflect the performance of IDA more intuitively, the convergence curves of Otsu and MCE functions (for K = 10) are shown in Figs. 6-7. It can be seen that the proposed algorithm outperforms other algorithms in general. In other words, the IDA based method gives higher position curves using VOLUME 7, 2019 Otsu technique and lower position curves using MCE technique. Whereas, the competing algorithms give the similar results in few cases, such as ''Kangaroo'' image through Otsu technique.
In order to compare segmentation accuracy of IDA based method with other algorithms quantitatively, three indicators namely PSNR, SSIM, and FSIM are used for all segmented results. These three indicators are defined as follows:
(1) Peak signal to noise ratio (PSNR): an index which is used to evaluate the similarity of the processed image against the original image.
MSE represents the mean squared error and is calculated as:
where I (i, j) and K (i, j) denote the gray level of the original image and the segmented image in the ith row and jth column respectively. M and N denote the number of rows and columns in the image matrix respectively.
(2) Structural similarity index (SSIM) [57] , [58] : a measure of the similarity between the original image and the segmented image, which takes various factors such as brightness, contrast, and structural similarity into account.
where µ x and µ y denote the mean intensities of the original image and the segmented image respectively. σ 2 x and σ 2 y are the standard deviation of the original image and the segmented image respectively. σ xy denotes the covariance between the original image and the segmented image. c 1 and c 2 are constants (3) Feature similarity index (FSIM) [59] - [61] : another measure of the image quality through evaluating the feature similarity between the original image and the segmented image.
where represents the whole image pixel domain. S L (x) is a similarity score. PC m (x) denotes the phase consistency measure which is defined as:
where PC 1 (x) and PC 2 (x) represent the phase consistency of two blocks respectively
S PC (x) denotes the similarity measure of phase consistency. The PSNR values obtained by all algorithms using Otsu and MCE techniques are presented in Tables 8-9 . From the tables we can observe that the IDA based method gives the higher values in general, which indicates that the segmented image is similar to the original image. For example, in the circumstance of ''Lake'' image through MCE technique (for K = 8), the PSNR values are 26.8396, 22.9554, 23.4811, 24.7097, 22 .7091, and 23.7849 for IDA, DA, SCA, HSO, BA, and PSO, respectively. Besides, the SSIM values obtained by all algorithms are given in Table 10 and Table 11, becomes greater and the IDA based method outperforms the others. It can be seen from the experimental results of the above three indexes that IDA algorithm can obtain more informative segmentation images, which can be regarded as an efficient color image segmentation technique.
As we know, threshold determines the quality of segmented image and the value of each evaluation index. A metaheuristic algorithm with strong optimizing capacity is crucial to improve the accuracy of image segmentation, as it can obtain an appropriate threshold. Thus, it is necessary to discuss the reason why the proposed algorithm has excellent performance in the multilevel thresholding color image segmentation domain. Compared with other meta-heuristic algorithms, the proposed technique can better balance the exploration and exploitation phases of optimization problem. For example, PSO and SCA algorithm use linear decreasing inertia weight w and control parameter r 1 to transform these two optimization stages, respectively. Similarly, BA algorithm has an exponentially varying pulse emission rate r. Although these factors can balance the global and local search to some extent, it is not universally applicable, especially for the multi-dimensional complex optimization problems. It is worth mentioning that the computational complexity of multilevel thresholding techniques will result in exponential growth as the number of thresholds increase. Considering the RGB image with three color components, the operation of segmentation is more complicated than gray image. When the number of thresholds is high (for K=12), the strategy of linear decreasing parameter may cause the particles of population to converge even they have not clustered near the optimal solution. Therefore, some unwished phenomena such as premature convergence and local optimum may occur during the optimization process. HSO algorithm only updates the worst harmony in the harmony memory at any iteration, the exploration and exploitation phases of which have not been well transitioned. On the contrary, the proposed algorithm divides the whole population into two categories, namely the DA-population and DE-population. DA-population is expected to explore the entire solution space with the purpose of avoiding convergence to the local optimum, while DE-population is expected to exploit in a small area aiming at increasing the precision of solutions. In other words, the particles of each population have a different search task, which makes the algorithm can better balance exploration and exploitation phases. To sum up, IDA algorithm makes full use of each particle in population, and improves the accuracy while maintaining diversity. It can yet be regarded as an efficient technique for multilevel thresholding color image segmentation.
C. STATISTICAL ANALYSIS
In this section, a non-parametric statistical test known as ''Wilcoxon's rank sum test'' is used to evaluate the significant difference between algorithms [44] . To reduce statistical errors, the experiments are conducted 30 runs at significance level 5%. The PSNR values for all algorithms using Otsu and MCE techniques are compared. The alternative hypothesis assumes that there is a significant difference between the two algorithms being compared and the results of which is represented as ''p < 0.05 and h = 0''. The null hypothesis considers that there is no significant difference between the algorithms and the ''p'' values are given in numerical form.
The results of statistical experiments are given in To some extent, these satisfied results prove that IDA based method using MCE is superior to the method using Otsu. However, as the no free lunch (NFL) theorem goes, there is no technique that can handle all images segmentation tasks. Therefore, the application of IDA based method is meaningful and potential.
VI. CONCLUSION
This paper introduces a novel method based on the DA and DE for color image segmentation, which is called IDA based method. Eight color images from Berkeley database are used to evaluate the superiority of proposed method. Several performance measures are also included, such as average fitness values, STD, PSNR, SSIM, and FSIM. All the experimental results are compared with other five algorithms, namely the standard DA, SCA, HSO, BA, and PSO.
From the comparative results we can find that all algorithms give similar values when the number of thresholds is small. This is because the segmentation tasks under such circumstance is not very complex and each algorithm is qualified for this work. But when the number of thresholds increase, the difference between algorithms becomes greater and the IDA based method outperforms the others. A nonparametric Wilcoxon's rank sum test has also been conducted in the paper for statistical analysis. The results show that there is a significant difference between the IDA based method and other algorithms, which validates the performance of proposed method in a statistical and meaningful way.
In the future, various thresholding techniques will be used to determine the optimal thresholds for segmentation, such as Tsallis entropy and fuzzy entropy. In addition, we will apply more improvement strategies to DA algorithm with the purpose of enhancing accuracy and stability.
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