INTRODUCTION
Modern-day construction projects require a myriad of machinery, task-specific skills, and scheduling constraints. The scheduling of projects usually falls to some method to ensure a timely completion. Several methods, including the Program Evaluation and Review Technique (PERT), and the Critical Path Method (CPM), are employed to generate a base schedule (critical path) that ensures the most rapid possible completion of a project within given constraints. Beyond the initial scheduling problem, non-critical tasks may be moved in order to achieve several goals. The maintenance of heavy equipment and the overhead of carrying many construction workers highlights the need for effective management of resources during the execution of the project to control costs. Resource leveling reduces costs and complexity of projects by reducing the change in resources necessary over time for a given project. Many past papers have not used real-world data, but taken a theoretical approach to implementing resource leveling algorithms. Instead, this research focuses on data from military construction projects in order to accurately test genetic algorithms and various objective functions in a large, multi-resource projects. This research applies the concepts of variable similarity and solution robustness to genetic algorithms, whereby a set of many feasible, near-optimal solutions provide stakeholders with a varied array of options to meet their prioritized demands in a complex project. Should the chosen solution become infeasible during the course of the project, the project planners have multiple alternative solutions to choose from when capitalizing on the search populations provided by genetic algorithms.
I. Resource Leveling
Many different search methods explored in literature find a way to either identify the shortcomings of exact search [1] , or to discover a clever heuristic to overcome the shortcomings of exact search when applied to large problems [2] . The Resource Leveling Problem (RLP) is a class of problem that has the feature of being solvable in Non-deterministic Polynomial time, or NP-hard. NP-hard problems are characterized by a combinatorial explosion of the solution space as resources and tasks are added. This attribute makes pure optimization techniques ideal only for smaller problems. Larger problems are NP-hard [3] , and therefore is ideal for search heuristics to examine the solution space. An area that is not well-explored is the robustness of genetic algorithms.
Because genetic algorithms use a population of solutions to explore the search space by chromosomal recombination and mutation, at the end of the search a number of near-optimal solutions exist in this population.
II. Robustness
Robustness is traditionally defined as an optimization solution that does not lose the strength of its solution despite small changes in values of the decision variables or constraints [4] . The different solutions population provided of the genetic algorithm which contains such a population over the course of its search allows for further analysis of each member of the population. No solution in a heuristic search is guaranteed to be optimal, but due to the evolutionary nature of the algorithm carrying parts of the best solutions forward in to each generation, we may see multiple solutions that are very near-optimal but do not have similar decision variable values. In addition to having a population of near-optimal solutions for comparison, the robustness of these solution populations may be of some utility. The attractiveness of acquiring a robust solution stems from the natural world's changing features which can affect measurements and observations [4] .
LITERATURE REVIEW
Resource leveling can be described as a depiction of the time-resource histogram which has tasks restructured in order to closely resemble a rectangle as much as possible. This rectangular shape can also be described as the kurtosis, or moment of the resource usage over time. A flat surface on the histogram indicates a minimum fluctuation of resources throughout the construction project. [2] established a method based on several assumptions in the construction project. First, activities are assumed to be continuous, and resources are applied at a constant rate over the entire task. Second, the duration of activities and the network logic is fixed in order to preserve the logical relationship that exists in the critical path. Finally, the project termination time is fixed, so that the search heuristic may not change the overall time of the project. Every set of resources will have some constraints which prevent the formation of a perfect rectangle, and the solution space itself relies on software to provide the critical path based on tasks and resources present in the project. [2] methodology revolves around the representation of the histogram itself, which is first provided by the proper data for tasks and resources. A matrix detailing the days of operation for each tasks as columns and the individual activities themselves as rows. Each matrix position that must be used by a task is assigned a 1, and a position that may be occupied is given a 2. Matrix positions that are unavailable are assigned a 0. Each day's resource use is then calculated to form a base case for the histogram. A list of activities ordered on the highest resources used is then formed, which has several tiebreaking procedures based on total float and sequence length. Each activity on this list is processed in order to find the best reduction in resource consumption for the possible days where that activity may be scheduled based on preceding and following activities. The matrix of days active for tasks is updated with the new position information after each task is processed, and the final matrix is used to redraw the histogram representing the leveled resources. The objective function is the reduction in each day's change in moment m from the prescribed shifts y 1 -y 2 based on the resource rate r for the equation
This heuristic is relatively simple in application because of its methodical step-by-step approach, and can therefore be used to tackle large problems while avoiding the difficulty of being NP-complete in practice when applying optimization techniques.
An issue that is covered with assumptions by many pieces of RLP literature is the existence of multiple resources. Many papers will assume a renewable resource, or equate resource usage in to unit costs such as currency in order to simplify the solution space by constraint reduction. [5] attacks the multi-resource problem using a genetic algorithm, which is uniquely suited to exploring this search space. These resources are optimized simultaneously resulting in reduced resource fluctuation.
One of the first optimization approaches to the problem in [1] also starts from an established critical path. The model's assumptions are that only one resource is being leveled at a time. An alternative to leveling multiple resources is to express every resource in the same units (e.g. dollars or time) and apply the method. This integer programming approach involves minimizing an objective function that uses the difference between the ideal resource rate expressed as the total resource available over time of the project against the actual value,
Where e -or e + takes on the real positive value of the resource rate e -for below desired rate or e + positive for above desired rate), with the other being zero. The specified constraints ensure that the resource rates are not exceeded in any one time period i, and that each activity y i is completed by the assigned resources. Additional constraints ensure that the shift x k for each non-critical activity k does not fall outside the range of the project from time zero to the end of the total float TF k . A second objective function that instead minimizes the absolute difference between some other variables associated with each activity y i,
Variables u -and u + are implemented as programmable variables that minimize the difference between consecutive days of operation in order to decrease the total fluctuation of resource usage over time. Two cases are examined, the first which attempts to level the histogram of resource usage across the entire project, and the second case that attempts to minimize the change in resource usage from one day to the next (consecutive fluctuations). A third case is a small restructuring of the constraints which has the goal of conforming the resource histogram to a specific desired response. The main drawback to this optimization method is that a single resource is optimized at a time, or the resources must be expressed in uniform units in order to tackle a problem with multiple resources.
Al-Sayegh and Hariga propose a method for splitting activities during the optimization process in [6] by assigning costs to starting and stopping activities as well as the cost per-use for all resources executing assigned activities. The authors then take this concept further in [7] where they sidestep the difficulties associated with NP-completeness for large problems involving many resources and tasks with a "meta-heuristic" by combining several techniques. The heuristic method used is Particle Swarm Optimization (PSO) . This method initializes a number of solutions whose goal is to emulate the natural flow of a swarm such as a group of bees or a school of fish, with the idea that information about the best solution in nature (location of food) is assessed by the swarm through the sharing of information between members of the swarm. Each solution in the swarm carries information about its velocity in the solution space, best local position based on the objective function, and the best global solution in the swarm. The k th search position for each solution i is related as an N-dimensional vector
The system is initialized such that the starting binary solutions for each swarm member are feasible project schedules. Each iteration of the search sees the members of the swarm update their position via their velocity (rate of change between previous position and the current position) and adjustable weights representing inertia, strength of local learning (or local gravity), and strength of global learning, respectively.
After each updating sequence in the algorithm, the PSO solution in question may or may not have a feasible solution. If it exceeds resources, the task is either moved backward if there are non-critical prerequisite activities, or it is randomly moved with equal probability among other feasible time states until a feasible solution is found. This process continues until a solution cannot be improved upon, or a steady-state condition for the swarm members is found. The authors also note that a deficiency of the PSO method is individual members may trap themselves in local optima, and that the computational complexity of the search algorithm must be balanced against the search strength in the number of swarm members initialized.
Evolutionary algorithms like genetic algorithms and particle swarm optimization have led to more biology-based heuristics. In [8] , an improved ant-colony optimization mimics the pheromone trail left by ants in order to search a solution space consisting of a directed graph. The solution strength of each ant affect the stochastic process of choosing a node-arc path along the graph. Another element of leveling resources is adding stochastic processes to the duration of the activities as described in [9] . The authors also use a genetic algorithm, but take the model further by employing a Monte Carlo simulation model by selecting predetermined values for the task lengths using a cumulative distribution function. By analyzing project length in a stochastic fashion, this study allows for sensitivity analysis which can further be incorporated in to risk analysis and decision making.
PROBLEM DESCRIPTION
Resource leveling has proven benefits in resource assignment to tasks which include reducing cost and adapting projects to limited availability of resources [10] Given the important relationship between construction and quickly applying a large force to a broad area, resource leveling applied to combat outpost construction has the capability to be a tool for counter-insurgency planners to plan a rapid influx of units with constrained resources. Additionally, secondary constraints outside the scope of the construction problem itself may involve supporting resources, whereby the resource leveling allows for more efficient planning of transportation, logistical support, and personnel necessary to complete the overall process more quickly. Resource leveling may also be used as a powerful decision making tool for planners in advising executive action. A number of possible what-if scenarios may be contemplated to understand the limits of the resources when RLP logarithms that store multiple candidate solutions.
DATA AND METHODOLOGY

I. Data
The construction tasks associated with a 30 to 60 soldier combat outpost have been pulled from the Theater Construction Management System (TCMS) utilized by the US Army. These tasks use construction sub tasks from TCMS to draw information about construction times, resources required, and the logical network path for each construction sub task. These sub tasks are then placed in to Microsoft Project to gain the critical path information necessary for the resource-leveling of non-critical tasks. With 59 tasks completed by 21 resources, viewing each graph visually can be tedious. Relying on kurtosis to help demonstrate the overall shape of the graph help us quickly evaluate a resource's use over time [11] .
The objective function in use minimizes the sum or squared difference of each i th resource on every j th day from the expected average resource level, Ȳ i , across the project duration. Each solution is evaluated for its value of X which is then returned to the algorithm in question.
Other objective functions have included expressing the unit cost of a resource in a specific time to order all resources, while other functions have minimized the objective expressed as resource usage fluctuations over a sequential time period. In the case of universal costs, I believe that it is not as realistic to express a problem in terms of cost in a military operation, due to the nature of unit structure and equipment allocations. The budgeting requirement for deploying military units mostly comprises the transportation to the site of the counter-insurgency as well as the necessary logistics of keeping those units operating once they have arrived. These cost-planning procedures are generally unconsidered by individuals planning military construction operations, whose priorities are usually meeting mission construction objectives while minimizing or avoiding casualties. Therefore, considering the resources as uniform costs is not appropriate for this research. Minimizing fluctuations of day-to-day use, on the other hand, may be especially useful for high-priority items like heavy equipment or highly technical fields, like a senior electrician or a technical inspector.
II. Genetic Algorithm and Objective Functions
Genetic algorithms similar to [5] are a class of search heuristics which attempt to emulate the natural progression of evolution prescribed by the mating of surviving pairs of a species and the possible mutations of genes. This process is achieved by first initializing the genes, or real-valued sequences of start times for the tasks, and then calculating the fitness of the initial sequence in the gene. A population of the user's preference is set where each member of the population is a possible solution that is initialized with random values that fall within the parameters of the search space. A prioritized list of the genes is sorted with the best scoring genes at the top. The solutions, or "genes," all perform crossover at that point where each gene is randomly (or not randomly) paired with another gene, and they swap chromosomes, which are represented as different start times for different tasks. The point at which each gene is split in half is random. The start times after this split point are swapped to form two new solutions. After all the genes have completed crossover, there is the possibility of mutation, which can be set as a variable before the genetic algorithm search is initiated. After the mutation, the objective scores for each gene is recalculated and all the genes are re-sorted according to their objective score. The search sequence then repeats according to either a minimal increase in population strength (i.e. the best solution does not get better), or a certain number of iterations have been run.
[12] examined a number of different objective function (Table I) to determine their ability to improve the RLP using a genetic algorithm. While the idea is sound, they only used a metric dubbed "percentage improvement." This research found objective function number 8 to be the best method by this metric. Minimize the square of the time period resource usage
Minimize the square of the difference between time periods
Minimize the square of the difference between time periods and the mean [11] used kurtosis as a means to analyze the timeresource histograms, and then added an additional metric, the Resource Improvement Coefficient (RIC). The RIC is similar to kurtosis in that values closer to one are better, but it is scaled in order to allow for comparison between resources, regardless of the amount of resource being applied (5) . Values for RIC and kurtosis were calculated for each run of the genetic algorithm objective function from Table I . The values of RIC and kurtosis are then compared graphically among the 1,350 solutions provided by the genetic algorithm runs. The mean RIC values were calculated for each model along with variance.
(5)
RESULTS
The genetic algorithm was run using R's "Genalg" package with a solution population of fifty, twenty-five iterations, and mutation chances at 0.10, 0.20, and 0.30. Additionally, a starting seed of 1234 and R's default Marsenne Twister for random number generation. The initial population is drawn from the critical path method start times, and the solution space is the available slack to the non-critical tasks. In this way, the duration of the project is not increased while exploring the full range of values for each decision variable.
In comparing results in optimization, [13] suggests using non-parametric techniques due to a lack of Gaussian characteristics by the data. Indeed, all of my data failed chisquare goodness-of-fit tests for normality. Instead, I compared the mean RIC of each model (Table II) Figure 1 ). If the robustness aspect of variance of the decision variable values is added, we choose objective function number four at the lower-right edge of the Paretocurve for higher variance and lower mean RIC.
Instead of comparing mean RIC, I wanted to compare the difference of all of the model solutions between the best solutions using (6) . (6) This metric is different than using mean RIC because it captures the difference between the best solution and all other solutions in a population and then compares it to the variance. This multidimensional Pareto curve is seen in Figure 2 . What we see is a vertical stretching of Figure 1 's graph as the differences between the best RIC values and population are highlighted. Especially in the case of objective function four's 0.30 mutation population, there is a huge shift from being Pareto-optimal to suddenly being highly outclassed by all other options. Objective function seven's solution at 0.20 mutation chance is much more attractive in this case, ensuring a high amount of choice among the population while maintaining solution strength as measured by RIC. Table 3 illustrates the difference in scores between the RGA metric numerator and mean RIC from Table 2 . Some mean RIC values are exposed to have large differences between the solution and best RIC values in the population. Objective function seven's solution at 0.20 mutation is highlighted in Figure 2 .
The resulting dominance of objective function number seven is not necessarily surprising, since objective function seven (Table  I) looks very similar to the formula for RIC (5) . 
CONCLUSION
Controlling costs and simplifying resource requirements it the beneficial goal of resource leveling. The practical application of resource leveling methods is complex due to the large-scale of many real world problems. In searching for effective ways to meet this computationally difficult goal with search heuristics, genetic algorithms are shown to offer a larger set of solutions should the initial solution become infeasible during the project while preserving nearoptimality. In analyzing a real-world project, this research shows that genetic algorithms are not only useful in tackling the large search space of a complex problem, but they offer unique alternative solutions that give stakeholders and planners flexibility in planning projects. These robust solutions within a genetic algorithm's population could be used to save additional computational runs of the algorithm in question and instead utilize the given population. Further research in this area could include distance measures to choose a number of complementary solutions that provide alternative paths at different time intervals during project execution. This would ensure that stakeholders have a range of options to choose from if unforeseen circumstances caused the project managers to change their requirements mid-project.
