An algorithm for computing the nonlinearity of a Boolean function from its algebraic normal form (ANF) is proposed. By generalizing the expression of the weight of a Boolean function in terms of its ANF coefficients, a formulation of the distances to linear functions is obtained. The special structure of these distances can be exploited to reduce the task of nonlinearity computation to solving an associated binary integer programming problem. The proposed algorithm can be used in cases where applying the Fast Walsh transform is infeasible, typically when the number of input variables exceeds 40.
product of two vectors x, y ∈ F n 2 is x, y = x 1 y 1 ⊕ · · · ⊕ x n y n . Support of a vector x = (x 1 , . . . , x n ) ∈ F n 2 is defined as supp(x) = {i | x i = 0}. Weight wt(x) of a vector is the number of its non-zero components, i.e., wt(x) = |supp(x)|.
Elements of F n 2 can be identified with integers modulo 2 n by associating the vector x = (x 1 , . . . , x n ) ∈ F n 2 with the integer
An n-variable Boolean function f : F n 2 → F 2 specifies a mapping from the n-dimensional vector space to F 2 . The sequence T f = (f (0), f (1), . . . , f (2 n − 1)) is called the truth table of f . The support (resp. weight) of f is the support (resp. weight) of its truth table, hence the weight of the function is wt(f ) = |supp(f )| = |{x ∈ F . . x un n is a monomial composed of the variables for which u i = 1 and a u ∈ F 2 is called the ANF coefficient of x u . Degree of the monomial x u is wt(u) and the highest degree monomial with the non-zero ANF coefficient determines the degree of a function.
Throughout the text, for the sake of simplicity, the ANF coefficients of a Boolean function will be denoted by a i for i ∈ {0, 1, · · · , 2 n − 1} being an integer. In this notation, a i is the coefficient of the monomial x i . For example, a 0 , a 1 , a 2 , a 3 and a 2 n −1 are the ANF coefficients of the monomials 1, x n , x n−1 , x n−1 x n−2 and x 1 x 2 · · · x n , respectively.
Distance between two functions is measured with the number of truth table entries they differ by, i.e., d(f, g) = |{x ∈ F n 2 | f (x) = g(x)}| = wt(f ⊕ g).
For w ∈ F n 2 and c ∈ F 2 , Boolean functions of the form f (x) = w, x ⊕ c are called affine functions, and in particular when c = 0 they are called linear functions. l w and l w = l w ⊕ 1 will be used to denote linear functions and their complements, respectively. The set of affine functions is shown by A n . Nonlinearity N f of a Boolean function f is the minimum of the distances between f and the set of affine functions, i.e.,
For two vectors x, y ∈ F n 2 , if supp(x) ⊆ supp(y), x is called a sub-vector of y, and y is called a super-vector of x, which will be denoted by x y or y x. The set of sub-vectors of a vector is denoted by S(x) = {y ∈ F n 2 | y x}, and the set of super-vectors of a vector is denoted by S(x) = {y ∈ F where x i ∈ F 2 for 1 ≤ i ≤ m and λ I ∈ Z is the coefficient of the product x I = x i1 . . . x i d for I = {i 1 , · · · , i d }. Here, x i ∈ F 2 implies x 2 i = x i , therefore all the terms x I are distinct products of input variables and the function has 2 m terms. For the functions of interest to this study, G maps the ANF coefficients of an n-variable Boolean function to the distance to a particular linear function, hence the number of input variables is m = 2 n . When m is large, it is not possible to list all of the ANF coefficients of a Boolean function. Instead, the support of the ANF is supplied, which is assumed to be relatively small sized. For an input x = (x 1 , . . . , x m ) and supp(x) = {i 1 , · · · , i p }, the output of the function will be the sum
consisting of 2 p coefficients λ I , associated with all nonzero products x I . Using this approach, the function G can be evaluated in O(2 p ) operations if the complexity of computing each λ I is negligible. In the following part of this section, it will be shown that the coefficients of the functions mapping the ANF coefficients to the weight and to the distance to a particular linear function can be computed in a very simple way. On the contrary, this is not the case for nonlinearity. This will lead to constructing a method to compute the nonlinearity without trying to compute the coefficients of the function, but by exploiting the properties of the previously mentioned functions' coefficients that could be easily computable.
The function mapping the ANF coefficients to the weight of a Boolean function was introduced in [5] , which will be called the weight function. In order to render the remaining of the text more comprehensible, derivation of the coefficients of this function is going to be explained.
The output of a Boolean function can be calculated in terms of its ANF coefficients as follows: 
This formula states that the expression of addition over the integers consists of all combinations of products of terms, with a leading coefficient related to the number of terms in the product, such as all degree two terms having the coefficient −2 and all degree three terms having the coefficient 4, etc.
Proposition 3.1: For an n-variable Boolean function, ANF coefficient a u contributes to the output in 2 n−wt(u) points. Proof: From (5), a u contributes to the output of the function at a point x if u x. This means that a u contributes to the function output at points S(u), whose size is equivalent to 2 n−wt(u) by (3). Proposition 3.2: For each set A = {a u1 , · · · , a u k } of ANF coefficients, there exists a coefficient a v with the property supp(u i ) ⊆ supp(y). Call the minimum weight vector satisfying this property v, the case where the set equality occurs. Then, by definition of a super-vector, the set S(v) also has the same property of covering the supports of u i 's, and these are the points the ANF coefficient a v appears in the truth table. Therefore, if vector v is chosen such that supp(v) = 1≤i≤k supp(u i ), a v appears at exactly the same truth table entries as {a u1 , · · · , a u k } appear together.
Combining Proposition 3.1 and (6), one obtains the weight function of an n-variable Boolean function as follows:
where λ I ∈ Z is called the weight coefficient of the product a I = i∈I a i . If I = ∅, the value of λ I is found to be zero. For a non-empty set I = {i 1 , · · · , i k }, the value of λ I is determined by two factors:
The value of d I comes from (6) and n I is the number of times the product a I occurs in the truth table entries when each entry is expressed with addition over the integers. The value of n I is calculated by Proposition 3.2, which is related to the number of distinct input variables appearing in the monomials of contributing ANF coefficients.
Example 3.3: Let n = 3 and consider the weight coefficient of a 1 a 2 in the weight function. After the conversion of binary addition to integer addition, a 1 a 2 appears in a truth table entry if and only if both of a 1 and a 2 are present at that entry. According to Proposition 3.2, a 3 appears as many times as a 1 a 2 appears in the truth table since 1 ∨ 2 = 3, and the entries they appear are exactly the same, which are the fourth and the last rows of Table I . Hence, by Proposition 3.1, a 1 a 2 appears 2 3−wt(3) = 2 times and since a 1 a 2 consists of two terms, each one of these terms will have the constant (−2) 2−1 = −2 arising from the conversion of addition (6) . As a result, the coefficient of a 1 a 2 becomes (−2).2 = −4. 
A. The Linear Distance Matrix
Now, the method of obtaining the coefficients of the function which outputs the distance of a Boolean function to a linear function, in terms of ANF coefficients will be described. Essentially, the distance between a Boolean function f and a linear function l w is equivalent to wt(f ⊕ l w ). So, an investigation of how the coefficients in the weight function change when the truth table of f is merged with a linear function is necessary. The weight function when computed with new coefficients will be called the distance function, producing the output d(f, l w ). This is a generalization of the weight function defined as
where w ∈ F n 2 specifies which linear function the distance is measured, λ w I ∈ Z is the distance coefficient of the product a I . When w = 0, (11) is equivalent to (7) and outputs the weight. The following proposition states how the coefficients λ Proof: Adding a nonzero linear function l w to f complements the truth table of f at 2 n−1 points. At these points, the new value of the function becomes 1 ⊕ f (x), which is equivalent to 1 − f (x) in integer arithmetic. Considering the integer valued expression of the truth table entries in terms of ANF coefficients, this corresponds to negating the terms and producing a constant value of 1 that is independent of the ANF coefficients. This proves λ w I = 2 n−1 for I = ∅. In order to find out the values of other coefficients, at how many points supp(l w ) coincides with the truth table entries the product a I appears must be calculated. If all (resp. half, none) of the points where a I appears in the truth table coincide with supp(l w ), then λ w I will be −λ I (resp. 0, λ I ). Linear function l w identified by the vector w ∈ F n 2 has supp(w) terms and takes on the value 1 whenever an odd sized combination of its terms are added. Namely,
This also means that, if x ∈ supp(l w ) then supp(x) = I ∪ J such that I ⊆ supp(w) with |I| ≡ 1 (mod 2) and J ⊆ {1, . . . , n} \ supp(w), i.e., the components which are not in the support of w can be chosen freely since they do not contribute to the output of l w . On the other hand, if a v is the representative ANF coefficient of the product a I , the truth table entries where a I appears is S(v) by (5).
• Assume w v. For a vector x ∈ F n 2 to be both in supp(l w ) and S(v), supp(w) ⊆ supp(x) is necessary. Otherwise, if any component j ∈ supp(w) of x is taken to be zero, x will not be in S(v), because j ∈ supp(w) and w v implies j ∈ supp(v), which means the j th component will always be 1 in S(v). Hence, intersection occurs at the points S(w), i.e., all the terms in l w must be chosen. If wt(w) is even, the linear function l w gets the value zero at these points and the intersection becomes the empty set, proving λ w I = λ I . Following the same argument, if wt(w) is odd and all the terms in l w are chosen, l w attains the value 1 at the points S(w). Since w v implies S(v) ⊆ S(w), all the points the term a v appears in the truth table coincide with supp(l w ) and the terms at these points will be negated due to complementation, leading to λ
Then it is easy to show that half of the vectors in S(x) have even weight and half of them have odd weight. Because for any y 1 ∈ S(x) with |supp(y 1 ) ∩ A| ≡ 1 (mod 2) a corresponding vector y 2 such that |supp(y 2 ) ∩ A| ≡ 0 (mod 2) can be found. A consequence of this is the output of the linear function l w at points y 1 and y 2 are complements of each other. This means that half of the vectors in S(v) are also in supp(l w ) and half of them are not. Therefore, in the summation of truth table entries at positions S(v), terms cancel each other making λ w I = 0.
Now consider all 2
n functions F w which map the ANF coefficients of a Boolean function f to the distance d(f, l w ), with the attention being on the distance coefficients of a I with |I| = 1, i.e., distance coefficients of a i for i ∈ {0, · · · , 2 n − 1}. According to (3.2) , for any product a I with |I| > 1, a representative coefficient from this set can be used. The 2 n × 2 n matrix whose i th row consists of such coefficients λ i I will be called the Linear Distance Matrix (LDM) of order n, denoted by M n . In view of (8) and Proposition 3.4, each entry of LDM can be defined as follows:
otherwise.
(13) Table II shows the LDM of order 3. The entries of n th order LDM are closely related to the Sylvester-Hadamard matrix H n , which is defined as
where ⊗ refers to the Kronecker product of matrices. Each row (or column) of H n represents the truth table of a linear function, whose entries are transformed from (0, 1) to (1, −1). Table III shows H 3 where only the signs of the entries are shown. '+' and '-' denote the points the function takes on the values 0 and 1 respectively. Proposition 3.5: M n i,j can be obtained by adding the entries of the i th row of H n at columns S(j): Proof: Since the i th row of H n represents the truth table of l i , the distance coefficient of a v in the distance function can be calculated by adding the '+' and '-' values of H n in the i th row at columns S(v). This gives how many times the sign of a v will be positive and negative in the integer valued expression of truth table entries when the linear function l i is added to a Boolean function. This sum corresponds to the distance coefficient of a v .
LDM can also be expressed with the following recursive structure:
This recursive structure can be explained with Sylvester-Hadamard matrices. As stated in Proposition 3.5, the entries of M n correspond to the sum of particular entries of H n . When the dimension is extended from n to n + 1, H n grows according to (14) . As a result of the way H n is duplicated to produce H n+1 , the values of M n are doubled for ANF coefficients that do not contain the newly introduced variable, which corresponds to the upper left quarter of M n+1 . The upper right quarter of M n+1 will be equal to M n as this part of H n+1 is equal to H n . The lower right quarter will be −M n since the entries of H n+1 at this part have opposite signs with H n , and the lower left quarter will be the matrix consisting of all zeros because for each S(v), half of the entries will be positive and the other half will be negative.
The first row of the LDM contains the distance coefficients for calculating the distance to the linear function l 0 = 0, which also corresponds to the weight. The coefficients in this row are also equivalent to the weight coefficients of the weight function. 
The second and third rows contain the distance coefficients for calculating the distances to the linear functions l 1 = x n and l 2 = x n−1 respectively, and so on. The first row of the LDM will often be an exceptional case for the rest of the discussions in this chapter because once the weight of the function is calculated in the first step of the nonlinearity computation algorithm which is going to be explained in the next section, this row will no longer be needed. Some properties of the LDM derived from (13) are as follows: Remark 3.6: Entries in the j th column take on the values from the set {0, ±2 k }, where k = n − wt(j). Except the first and the last columns of the LDM, all three values mentioned in Remark 3.6 appear in a column. In the first column, there is only one nonzero entry which is positive and all the other entries are zero. In the last column, there is no entry with a zero value.
Remark 3.7: Nonzero entries of the j th column are at positions x where x = S(j). Remark 3.8: Nonzero entries of the i th row are at positions x where x = S(i). Remark 3.9: Nonzero entries of the i th row are positive if wt(i) is even, and negative if wt(i) is odd. Remark 3.10: Let j 1 and j 2 be two column indices in the LDM. Then the following holds:
• If supp(j 1 ) ∩ supp(j 2 ) = ∅ then at least one of M i,j1 and M i,j2 is zero, except for i = 0. where α is the sum of the distance coefficients except the constant coefficient. The value of α also corresponds to the sum of certain entries of the i th row of the LDM, with each entry being multiplied with a constant depending on the Boolean function f , which will be explained in the next subsection. Regardless of this multiplication, if the distance coefficients in the i th row of the LDM are negated, the new sum becomes 2 n−1 − α, and this is equivalent
In view of Proposition 3.12, all entries of the LDM can be considered as absolute values. This results in computing the distance to the linear function l w if wt(w) is even and to the affine function l w if wt(w) is odd.
B. Combining Coefficients
A Boolean function consisting of p monomials has 2 p distance coefficients associated with the nonzero products of ANF coefficients, which can be computed according to (8) . Computing the weight of the function requires all these coefficients to be added whereas the distance to a particular linear function can be obtained by adding a subset of these coefficients plus a constant value of 2 n−1 . Computing the distance coefficients by processing all combinations of p monomials has a computational complexity of O(2 p ) operations, and this can be done at most for p < 40 in practice. Now, a new method will be introduced which combines the related distance coefficients, with the aim of reducing the number coefficients and avoiding the processing of 2 p monomial combinations. Let a I and a J be two terms in the distance function such that i∈I supp(i) = j∈J supp(j), that is, the input variables appearing in ANF coefficients of a I are the same as input variables appearing in ANF coefficients of a J . This not only makes n I = n J according to (10), but also specifies that these terms appear in exactly the same truth table entries according to Proposition 3.2. Hence, in the distance function (11), for all values of w, the distance coefficients of a I and a J will behave the same with respect to Proposition 3.4. The distance coefficients of these terms can be collected under the distance coefficient of the term a K = a k such that a k is the representative ANF coefficient of both a I and a J . Since n I = n J = n K , it is |I| and |J| that distinguishes the distance coefficients λ I and λ J from λ K . From (9), it follows that λ I = (−2) |I|−1 λ K and λ J = (−2) |J|−1 λ K . The distance coefficients of the terms which have the same representative ANF coefficients can be collected under a single distance coefficient, called the representative distance coefficient, that is, the distance coefficient of the term belonging to the representative ANF coefficient. When this is done, the number of times a representative distance coefficient should be added will be called the combined coefficient, and when multiplied with the value of the representative distance coefficient, will be called the combined distance coefficient. The combined coefficients of the distance function can be computed from the ANF coefficients of a Boolean function as follows:
Example 3.13: Let the support of the ANF coefficients for a Boolean function be {a 1 , a 2 , a 3 }. Then the distance coefficients corresponding to the nonzero products {1, a 1 , a 2 , a 3 , a 1 a 2 , a 1 a 3 , a 2 a 3 , a 1 a 2 
where λ is the constant term, λ 1 is the distance coefficient of a 1 , λ 1,2 is the distance coefficient of a 1 a 2 , and so on. Since λ 1,2 = λ 1,3 = λ 2,3 = −2λ 3 and λ 1,2,3 = 4λ 3 from (9) and (10), these distance coefficients can be combined under the representative distance coefficient λ 3 , producing the combined distance coefficients {λ, λ 1 , λ 2 , −λ 3 }. Here, the corresponding combined coefficients are {1, 1, 1, −1}. where I ⊆ {1, · · · , n}. The output of the algorithm is a list of combined coefficients called CoefList consisting of elements of the form C i x I where C i ∈ Z is the combined coefficient of the monomial x I . When a new monomial x I is added to the function, the product of each existing combined coefficients and the new monomial is processed and the newly produced coefficients are added to a temporary list named NewList. For an existing coefficient C j x J , if it is the case that I ⊆ J, then the product of these two coefficients will be −2C j x J , when added will negate the original coefficient. The products of terms whose n I part as specified in (10) will reside in the new monomial x I are collected under the variable S. These terms will be added to the combined coefficients at the end of processing that monomial. The last case is the general case where the coefficient of the term produced by the product of two monomials are added to the NewList. At the end of processing the combined coefficients of the previous step, all the newly produced coefficients are added to CoefList. Addition of items to lists is denoted by + operator. When an entry C i x I is to be added to a coefficient list, if there already exists an element C j x I , then the coefficient C i x I is updated as (C i + C j )x I . The sum of all combined distance coefficients will give the weight of the function. In order to compute the distance to a nonzero linear function l w , only a subset of these coefficients need to be added, which is determined according to whether the vector associated with the combined distance coefficient is contained in S(w). Also, since λ w I = 2 n−1 for w = 0 and I = ∅, a constant value of 2 n−1 should be added. Since the distance to linear functions is related to the Walsh coefficients of a Boolean function, the sum of the combined distance coefficients can be expressed in terms of Walsh coefficients. For w = 0, i.e., for a nonzero linear function l w ,
where α w is the sum of the combined distance coefficients, excluding the constant coefficient 2 n−1 . From (22), it can be seen that if the constant term 2 n−1 is not added, the distance function (11) outputs −
. Because the nonlinearity of a Boolean function depends on the maximum absolute value of the Walsh spectrum, being able to compute the maximum absolute value of the sum of the distance coefficients without adding the constant term is also sufficient to find out the nonlinearity.
IV. COMPUTING NONLINEARITY
The nonlinearity computation algorithm consists of two phases. In the first phase, combined distance coefficients are calculated according to Algorithm 1 from the given ANF coefficients. Once this phase is completed, the distance to any linear function can be obtained by adding a subset of these coefficients, i.e., by adding the coefficients corresponding to columns S(w) in the w th row if the distance to the linear function l w is to be calculated. The nonlinearity computation on the other hand, requires all the distances to the linear functions to be calculated and the one with the minimum value being identified, which cannot be Algorithm 1 Calculate combined coefficients 1: procedure CALCCOEF(M onList)
2:
Coef List ← ∅
3:
for all x I ∈ M onList do 4:
for all C j x J ∈ Coef List do 7:
if I ⊆ J then 8:
else if J ⊂ I then 10:
else 12:
end if
14:
end for 15:
end for
18:
Coef List ← Coef List + Sx return Coef List 21: end procedure done in practice if n is too high. After the combined distance coefficients for a Boolean function are calculated, the distance to any linear function can be represented of the form
where b i ∈ F 2 and β i ∈ Z is the combined distance coefficient associated with b i . Each b i in this function determines whether a zero or a nonzero entry is chosen from the corresponding column of the LDM. Although there are 2 k possible inputs to this function, only some of the k-bit inputs actually correspond to a distance to a linear function. By enumerating all such k-bit inputs, one obtains the set of all distinct distances. The task of computing the nonlinearity then corresponds to finding the minimum of these values. Note, however, as explained in the previous section, omitting the addition of the constant coefficient when calculating the distance to the nonzero linear functions, one gets the negative half value of the Walsh coefficient, and this constant coefficient is assumed to be excluded in (23). With this slight modification, it becomes the maximum absolute value of (23) to be found, instead of the minimum and maximum values, had the constant coefficient been added.
In the second phase of the nonlinearity computation algorithm, the maximum absolute value of the distance function (23) is searched, which determines the nonlinearity. This problem also corresponds to a binary integer programming problem. The set of 2 k possible k-bit input vectors will be classified as feasible or infeasible according to whether they represent a distance to a linear function or not. The feasibility checking of inputs can be performed with Algorithm 2 and Algorithm 3 which determine whether a particular zero/nonzero choice of values in certain columns is possible in any of the rows of the LDM. By enumerating all possible distances to the set of linear functions, the minimum of these can be taken as the nonlinearity of the Boolean function.
A common approach in solving integer programming problems is to utilize the tree structure. The set of feasible inputs to the function (23) can be shown in a tree with the input variables b i being the nodes. This tree will be called the distance tree. Starting with b 1 as the root node, each left (resp. right) child node of a node b i represents the case where b i = 1 (resp. b i = 0). In order to enumerate feasible inputs, it is sufficient to check whether a node b i can take on the value 0 or 1 depending on the values of the parent nodes (values of the preceding variables). This can be done efficiently by using the facts mentioned in Remarks (3.7), (3.10) and (3.11). Row indices r in the LDM containing a nonzero entry in the j th column satisfy r j. Similarly, if a row has a zero value in the j th column then supp(r) ∩ ({1, · · · , n} \ supp(j)) = ∅ must be satisfied since a zero value in the j th column appears only in the row indices where at least one bit is set that is not in supp(j). Given two lists of columns C 0 and C 1 , and another column identified by the index u, Algorithm 2 determines whether there exists a row in the LDM containing a nonzero value in column u, with the condition that the values in columns C 0 are zero and the values in columns C 1 are nonzero. Algorithm 3 performs the same task by checking whether there is a row having a zero value in column u, under the same conditions. These two algorithms allow one to enumerate all feasible inputs to (23) by using the associated column indices for each input variable b i .
Algorithm 2 Decide whether a node in the distance tree can take on the value 1.
1: procedure BRANCH1(C 0 , C 1 , u)
2:
IncludeM ask = return true 13: end procedure Algorithm 3 Decide whether a node in the distance tree can take on the value 0.
1: procedure BRANCH0(C 0 , C 1 , u)
IncludeM ask = return true 13: end procedure
Using Algorithm 1, the following set of combined distance coefficients are obtained:
The associated distance function formed by these coefficients is
Note that in the LDM of order 5, b 1 is associated with column a 3 , b 2 is associated with column a 17 , and so on. Among the 2 8 = 256 possible inputs to F , only 13 of them are found to be feasible as shown in the distance tree in Figure 1 . In the figure, the values in the leaf nodes shown in boxes below denote the output of F when that particular combination of b i 's are chosen. Each leaf node also corresponds to a feasible input of F and is called a path, denoted with a sequence of input bits. The value of a path is the output of F for that input. A path in the tree identifies the linear functions whose distances to the Boolean function in consideration are obtained by adding the same combined distance coefficients, also specifying the distance to these functions. As there can be more than one linear function covered by a path, different paths can have the same value. For example, there are six paths with value 3, four paths with value -1 and two paths with value -5 in the distance tree of the example function. Table IV gives a more detailed information about this distance tree. The first column of the table denotes the leaf node (or path) number, the second column lists the path string, the third column gives the output of the distance function F for the corresponding path and the last column denotes which linear functions that path is associated with. Table V shows a portion of the LDM of order 5, where only the eight columns related to the distance function of the example are shown. The distance tree constructed using Algorithm 2 and Algorithm 3 actually enumerates the distinct sums that can occur when the combined distance coefficients are added for each row of the LDM. In Table V , the top most row subsequent variable choices are [6] . This idea could be realized in this specific problem by computing one maximum and one minimum value for each variable in the optimization problem. Since the variables are processed one by one, this allows one to determine what the maximum and minimum change in the function could be, regardless of whether the assignment of inputs are feasible or not. The algorithm then can choose not to branch a node if it is guaranteed that neither of the solutions obtained from that node will be better than the best feasible solution already obtained. For the distance function described in (23) having k input bits, the maximum amount of change (both positive and negative) for each node can be computed as follows:
β x (24)
Values max i and min i specify how much the function can increase and decrease at most, once the first i − 1 variables are fixed. For instance, the function can increase the most if all of the subsequent coefficients with β x > 0 are added and β x < 0 are omitted. Hence, at a particular node while constructing the distance tree, by using the max i and min i values, it can be checked whether the processed node can yield a larger absolute value than the best one at hand. If not, the processing of that branch of the tree is terminated at that point. If the node promises to attain a better solution, the branching continues. However, this does not guarantee that a better solution will be obtained since an increase (resp. decrease) of max i (resp. min i ) might not be possible if these inputs are not feasible.
B. Recovering the Nearest Affine Function
Besides computing the nonlinearity, it could be as much important to identify which affine function(s) a Boolean function is closest to. This can be accomplished by using the path string of the nonlinearity algorithm described above. The path string identifies the rows in a LDM by specifying certain columns containing either zero or nonzero entries. This problem can be rephrased as follows:
Given n and two sets of indices I = {i 1 , . . . , i k }, E = {e 1 , . . . , e l } where the indices are from the set {0, . . . , 2 n − 1}. Identify the rows r in M n satisfying M n r,j = 0 for j ∈ I and M n r,j = 0 for j ∈ E. Algorithm 4 outputs a list of linear functions identified by the vector x ∈ F n 2 , given the column index sets I and E. The algorithm makes use of Remark 3.7 and 3.11 to list the rows of the LDM satisfying the given conditions. This algorithm can be executed for each leaf node of the distance tree to find out the linear functions at a specified distance to the Boolean function in question. Linear functions listed in the last column of Table IV are found by executing Algorithm 4 with the column index sets I and E constructed from the corresponding path strings. For example, in the first row of the table, the path string is 11001101, which makes I = {3, 17, 19, 29, 31} and E = {26, 28, 30}. There is only one row in the LDM whose column indices specified in I are nonzero and column indices specified in E are zero, and that row corresponds to the linear function l 1 = x 5 . The decision of whether the Boolean function is closer to a linear function or its complement can be made based on the sign of the Walsh coefficient. for all x ∈ S(IncludeM ask) do for all y ∈ E do 6: if (¬y ∧ x) = 0 then 
