Abstract-This paper deals with the optimal packet loss protection issue for streaming the fine granularity scalable (FGS) video bitstreams over IP networks. Unlike many other existing protection schemes, we develop an error-resilient unequal error protection (ER-UEP) method that adds redundant information optimally for loss protection and, at the same time, cancels completely the dependency among bitstream after loss recovery. In our ER-UEP method, the FGS enhancement-layer bitstream is first packetized into a group of independent and scalable data packets. Parity packets, which are also scalable, are then generated. Unequal protection is finally achieved by properly shaping the data packets and the parity packets.
I. INTRODUCTION

S
TREAMING multimedia contents over the Internet is becoming more and more popular in recent years, partially due to the extraordinary audio/video presentation capability of multimedia data and partially due to the increasing deployment of broadband networks. However, network heterogeneity and competing traffic over networks often cause fluctuation of the available bandwidth for each streaming service. In addition, the delivering process of multimedia contents is not error-free due to the best-effort nature of the current Internet.
Some scalable source coding schemes have been developed to cope with the varying bandwidth more efficiently. For example, the scalable mode can be chosen when running MPEG-2/4 [1], [2] and H.263+ [3] to mitigate the effect of network heterogeneity. However, this scalable mode alone is not sufficient in dealing with bandwidth fluctuations. Recently, the so-called fine granularity scalable (FGS) video coding scheme has proven to be able to offer much better scalability [4] , [5] .
For transmission over packet-switched networks such as the Internet, a long video bitstream is first partitioned into packets. Some packets will arrive promptly through the network channel, while others may be lost or delayed. Thus, besides the bandwidth fluctuation, random packet loss also affects the streaming quality significantly. To combat with such packet loss, retransmission based on automatic repeat request (ARQ) is often adopted in the Internet. However, it is usually not acceptable for real-time streaming applications since it dramatically increases the end-to-end delay. On the other hand, various forward error correction (FEC) techniques [6] can generally correct certain errors so that the receiver can recover some losses without any further intervention from the sender.
An FGS video bitstream consists of two layers: the base layer and the enhancement layer. The base layer is usually coded by the traditional motion-compensated DCT scheme. It is typically very thin so as to fit some typical small bandwidths. The residue between the original DCT coefficients and the de-quantized base-layer DCT coefficients forms the enhancement layer and is coded with the bit-plane coding technology. Bit-plane coding achieves the desired fine granularity scalability, thus yielding a scalable bitstream. Clearly, bits themselves in such a scalable bitstream are unequally important: bits on a more significant bit-plane have higher contributions toward the overall quality than bits on a less significant bit-plane. On the other hand, bits on the same bit-plane are causally dependent, and furthermore bits on different bit-planes are also dependent. Thus, decoding of any current bits needs the knowledge of all previous dependent bits, which adds a second interpretation, dependency, to the unequal importance feature of different bits.
The unequal-importance feature as discussed above naturally leads to an unequal error protection (UEP) policy. In fact, UEP has been widely adopted in many existing transmission schemes. In particular, a general and flexible method called priority encoding transmission (PET) [7] was proposed to cope with packet loss in which the user partitions a bitstream into segments m 0 , m 1 , · · · , m K−1 and assigns each segment with a priority value; and an FEC is then applied to encode the segments into a set of packets based on their priority values. The PET approach has been used in developing an endto-end R-D optimized transmission scheme called FECbased multiple description coding (MD-FEC) for scalable multimedia contents [8] . Concurrently, similar approach was proposed in [9] for the transmission of scalable coded images such that the image quality will degrade only gracefully as packet loss increases.
It seems that these UEP schemes only take into consideration the first interpretation of the unequal importance of bits in a scalable bitstream (i.e., bits themselves are unequally important). However, we believe that the second interpretation of the unequal importance (i.e., dependency -as discussed above) also has important impact. It is clear that all segments m 0 , m 1 , · · · , m K−1 generated after partitioning a scalable bitstream are dependent causally, i.e., segment m i depends on segments m 0 , m 1 , · · · , m i−1 . Thus, when an error happens in a segment, there would be many bits in those depended segments being contaminated and becoming totally useless even if some error resilience tools are used.
In this paper, we first packetize an FGS enhancementlayer bitstream into a group of independent and scalable packets: each packet is completely independent of others and can be truncated arbitrarily to represent the original video signal at a given fidelity. As a result, the dependency problem is completely solved. Parity packets are then created. Notice that these two steps are usually done offline so that the online computation during the real-time streaming service can be greatly released. Finally, unequal error protection is achieved by allocating a given rate budget (related to the current channel conditions) among all data packets and parity packets within each time-slot, i.e., we need to optimally determine how many parity symbols from all generated parity packets should be used for protecting the corresponding data symbols at different positions within each data packet.
The rest of the paper is organized as follows. Section II briefly reviews the optimal packetization strategy proposed in [10] that is used to create independent data packets. In Section III, we first present a system-level description of our proposed scheme. Then, we formulate the rate budget allocation between data packets and parity packets into an optimization problem. Finally, we develop a Lagrangian-type algorithm to solve this problem. Section IV presents three simplified versions to meet different computing requirements. Experimental results on transmitting some typical FGS video bitstreams with both the proposed scheme and the conventional UEP schemes are shown and discussed in Section V. Finally, some conclusions are drawn in Section VI.
II. OPTIMAL PACKETIZATION OF FGS VIDEO BITSTREAMS
For an FGS bitstream, bits in its enhancement layer of each video frame are usually sequentially ordered. That is, bits are scanned from the most significant bit-plane of all macroblocks (MBs) all the way down to the least significant bit-plane of all MBs until the specified bit rate is met. A normal packetization scheme simply chops each bitstream into packets at the MB boundary subject to the maximum packet length constraint. As mentioned before, there exists a strong degree of dependency among bits in an FGS bitstream, and such dependency has significant impact on the streaming quality because a single packet loss may render many other received packets undecodable or useless (even if they are decodable). Combining some error resilience tools such as inserting resynchronization marker and MB address information periodically, the decoding dependency can be reduced. However, the usefulness dependency still exists in the normal packetization. For example, as shown in Fig. 1-(a) , one packet loss (P 3 ) will contaminate many other packets (marked as P 6 , P 7 , and P 10 ∼ P 14 ) and render them useless even if they are received and decoded successfully.
To overcome the drawbacks of the normal packetization, an R-D optimal packetization strategy for the FGS enhancement-layer bits was developed in [10] . It first performs an R-D optimal bit allocation on the MB-level across all bit-planes and MBs within a time-slot. Notice that collecting the R-D function of a simple FGS bit-stream (e.g., generated from MPEG-4 FGS [4] ) is relatively easy. However, it is more difficult for a bitstream generated from a more efficient FGS encoder such as the progressive fine granularity scalable (PFGS) encoder [5] , which brings drifting errors to subsequent frames. To achieve the R-D optimal bit allocation, we need to consider the influence of the drifting errors, referring to [11] for one such method of calculating the drifting errors in the PFGS scheme.
After the bit allocation, selected bits are packetized into packets by grouping all selected bits from the same MB into one packet subject to the maximum packet length constraint. Clearly, both the decoding dependency and usefulness dependency are completely removed because each packet is now self-contained such that it can be decoded without the knowledge of other packets. Fig. 1 -(b) shows one example of this packetization strategy. Notice that each packet is still fine scalable as bits from the selected MBs are still scanned sequentially on the bit-plane by bit-plane basis, as depicted by the packetizing order in the figure. Refer to [10] for the details of the development of this optimal packetization algorithm.
III. ERROR-RESILIENT UNEQUAL ERROR PROTECTION
In this section, we will present our error-resilient unequal error protection (ER-UEP) scheme with emphases on the features mentioned in Section I. Fig. 2 shows the principle diagram of the proposed ER-UEP method. The original K data packets, P 1 , P 2 , · · · , P K , are generated using the optimal packetization method in [10] with the rate budget R. In order to apply an FEC, bits in each data packet are processed on the symbol-by-symbol basis. That is, the k th data packet is interpreted as a sequence of fixed-length symbols. Let
A. System-Level Description
th data packet and L 0 is the packet length in symbols. Next, K data symbols with the same index, say i, across all K data packets are grouped to form a data vector
Channel coding is then applied to generate a parity vector q i , which consists of T parity symbols, for the data vector v i using the ReedSolomon code RS(K + T, K)
1 . Clearly, there are totally L 0 parity vectors. These generated parity vectors are then 1 A Reed-Solomon code is specified as RS(n, k) with m-bit symbols [12] . The encoder takes k data symbols of m bits each and adds n − k parity symbols to make an n symbol codeword. The decoder can correct up to n − k symbols that are lost in a codeword. The total number of mbit symbols in the encoded block is n = 2 m −1. Thus, a Reed-Solomon code operating on 8-bit symbols has 255 symbols per block. reorganized into T parity packets. Each parity packet is of length L 0 with one parity symbol from each parity vector.
Notice that all data packets and parity packets are of the same length L 0 so far, meaning that the protection so far is an equal protection. From the parity packet generation mechanism described above, it is evident that there is no dependency between parity symbols in a parity packet because a parity symbol only depends on its corresponding data vector. Moreover, since all data packets are independent and scalable, the resulting parity packets are also scalable and can be arbitrarily truncated. Finally, the data packets and parity packets are separate: a data packet does not contain any parity symbols and vice versa.
According to the UEP principle, different numbers of parity symbols are desired for different data vectors. This can be easily achieved by pruning away some less important parity symbols. Doing this ensures that more important symbols (e.g., bits from more significant bit-planes) obtain more protection. Nevertheless, in order to meet the overall rate constraint, R, we also need to prune away some data vectors of less significance. Thanks to the scalability of both data packets and parity packets, the pruning is feasible. In practice, such pruning is much faster than re-packetization because there is almost no memory shuffling. This feature enables us to generate all data packets and parity packets offline and perform necessary online pruning during the streaming services. This is in sharp contrast against conventional UEP schemes which inevitably require re-packetization because the data symbols and parity symbols in those schemes are interleaved together. In the following, we will first formulate the optimal budget allocation between data packets and parity packets into an optimization problem, and then develop a Lagrangian-type algorithm to solve this problem.
B. Problem Statement
Streaming quality can be quantitatively measured by the expected distortion at the receiver side. In this paper, we assume that the base layer of an FGS video bitstream is always received correctly 2 and focus on the error pro-tection for the enhancement layer. All notations such as bitstream, packet, and rate hereafter refer to that for the enhancement-layer bitstream. For the i th data symbol of the k th data packet, s k,i , its expected contribution (i.e., distortion reduction) is:
where ∆D(s k,i ) is the actual distortion reduction contributed by successfully receiving and decoding symbol s k,i ; p e (s k,i ) is the loss probability after the FEC recovery for s k,i ; A(s k,i ) represents the dependent symbol set of s k,i ; and the conditional probability p(A(s k,i ) | s k,i ) expresses the impact of bitstream dependency. Thanks for the optimal packetization used in our ER-UEP scheme,
In other words, the conditional probability p(A(s k,i ) | s k,i ) always equals 1. Therefore, Eqn. (1) can be simplified as:
Let ∆D(v i ) be the distortion reduction of data vector v i . It is easy to see that the distortion reduction is additive, and thus ∆D(v i ) can be computed by accumulating the distortion reduction of its component data symbols:
Clearly, the importance of data symbols decreases from more significant bit-planes to less significant bitplanes, and, ∆D(v i ) is ensured to be convex [10] . Thus, ∆D(v i ) ≤ ∆D(v j ), ∀i > j. Let the packet loss rate after loss recovery be P e (k, t) when k data symbols are protected by t parity symbols. This function quantifies the loss recovery performance and can be either obtained in the transmission system or calculated through some mathematical approaches [13] . Now, the overall expected distortion (with UEP) at the receiver side can be calculated as follows:
where D BL denotes the distortion when only the base layer is received, L (with L ≤ L 0 ) is the number of selected data vectors, and T i is the number of parity symbols for the i th data vector. Note that UEP is achieved by varying the parity symbol number T i for different data vectors, with constraint T i ≤ T j , ∀i > j, which is derived from the fact that ∆D(v i ) is monotonously decreasing. ARQ) can usually be applied to ensure error-free transmission in practice.
Finally, as the data packet rate R S and the parity packet rate R C are constrained by the total budget rate R, the rate constraint can be expressed as:
where m is the symbol length in bits. Now, the optimization problem can be formulated as follows: Given the number of data packets K (each data packet has L 0 symbols), the R-D function (R(v i ), ∆D(v i )) (which degenerates to ∆D(v i
C. Solution
Since the ultimate protection strength T i satisfies T i ≤ T j , ∀i > j, when a certain data vector v i is received or recovered, all its dependent vectors v j (j = 1, 2, · · · , i − 1) are ensured to be received or recovered. Therefore, in the ER-UEP scheme, the R-D function after loss recovery for each data vector can be computed independently without requiring other data vectors. As a result, the Lagrangian optimization can be applied here to solve the optimization problem formed above [14] .
According to the Lagrangian optimization principle, the optimal solution can be found by applying the equal slope (or, constant slope) optimization [14] , where the term slope means the expected distortion reduction efficiency of a data vector after being protected by one more parity symbol. To apply the equal slope optimization, we should compute the slopes of each data vector when it is protected by different numbers of parity symbols. Specifically, for a data vector v i , two vectors S i and R i , which represent the protection efficiency (slope) and the corresponding rate, can be obtained as follows:
Here, we define P e (K, −1) = 1 and r(i, −1) = 0 for completeness. Moreover, S i can be interpreted as a projection of distortion reduction function over a common vector W of length T + 1, i.e.,
Note that applying the equal slope optimization requires that elements of the slope vector should be monotonously decreasing. However, because of the introduction of the loss recovery function, even though the R-D function of data vectors is convex, elements of the slope vectors S i (or equivalently, elements of the common vector W ) may not be strictly monotonously decreasing in general. Consequently, a post-processing stage is required for merging those non-decreasing elements in W . The post-processing includes two iterative steps: (1) divide the elements in W into rising, flat, and falling sections; and (2) if there are any rising or flat sections, merge all elements in the rising or the flat sections as one single element and then return to the step (1), otherwise, the post-processing is completed. A similar post-processing method and a relevant example can also be found in [8] .
After the post-processing, we can obtain a strictly monotonously decreasing vector W ′ of length T ′ + 1:
where w
and t j is the corresponding protection strength of the j th element in W ′ . Next, the strictly monotonously decreasing slope matrix S ′ and the corresponding rate matrix R ′ can be easily obtained from W ′ , each of size L 0 × (T ′ + 1):
Now it is ready to apply the equal slope optimization. The optimal solution that minimizes the Eqn. (4) can be found through looking for the best protection strength T i = t j for the i th data vector that satisfies s
, with the constraint of the total rate budget R for the time-slot under optimization:
where λ is the Lagrangian multiplier and L is the maximum i that satisfies s ′ (i, T i ) ≥ λ. Some efficient iterative algorithms such as the bisection searching can be applied here:
Initially, let λ L = 0, λ H = a large number, R cost = 0, and let δ be a given parameter for exiting condition.
While
Find T i = t j for the i th data vector that satisfies s
Finally, rate shaping can be efficiently performed since both the data packets and parity packets are scalable. Specifically, for each data packet, the first L data symbols are kept whereas the data symbols from position L + 1 to L 0 are discarded. Similarly, the parity packets are selected and truncated according to the determined optimal protection strength T i .
IV. FAST PROTECTION SCHEMES
The complete ER-UEP framework consists of four steps, namely data packets generation, parity packets generation, data and parity rate calculation, and rate shaping. Since generating data packets and parity packets can be performed offline in ER-UEP and the rate shaping is also very simple, the complexity only comes from the process of data and parity rate calculation, i.e., selecting data vectors and their corresponding parity symbols. The optimal algorithm is detailed in Section III-C, with a moderate/high computing cost that is acceptable perhaps only when supporting a limited number of users. In this section, we present three simplified schemes for supporting a large number of users simultaneously at cost of marginal quality degradation.
A. Segment-Level ER-UEP Scheme
The algorithm described in Section III-C tries to allocate the rate budget between data packets and parity packets at the symbol level. The complexity is therefore determined by the size of the rate-contribution matrices, L 0 ×(T ′ +1). Obviously, one way to reduce the complexity is to design the protection at a coarser level. For instance, we can group M symbols within each data packet into one segment and provide equal protection to all symbols in the same segment. As a result, the size of the ratecontribution matrices is reduced to (L 0 /M ) × (T ′ + 1), and the computing cost is only 1/M of the original one. Moreover, the value of M may be altered to achieve different speed-ups.
B. Error-Resilient Simple Unequal Error Protection
As depicted in Fig. 3-(a) , in this error-resilient simple unequal error protection (ER-SUEP) scheme, each data packet is divided into two parts. The upper part with L F EC symbols is of high importance and will be protected by sending T parity packets, while the lower part with L−L F EC symbols is of low importance and will not be protected. The expected distortion is now simplified as
while the optimization problem is simplified as follows: given the available rate R for a time-slot and the lossrecovery performance function P e (k, t), choose the number of parity packets T and parity packet length L F EC such that the expected distortion E{D 1 } is minimized with the rate constraint:
C. Error-Resilient Equal Error Protection
The maximum number of searching points equals to L 0 × (T ′ + 1) in the ER-SUEP scheme. To further reduce it, an error-resilient equal error protection (ER-EEP) scheme is proposed in the following. In this scheme, all selected data symbols are equally protected with strength T , as illustrated in Fig. 3-(b) . The simplified optimization problem can be stated as follows: given the available rate R for a time-slot and the loss-recovery performance function P e (k, t), choose the best protection strength T such that the expected distortion is minimized:
where
Notice that the complexities of the above presented three simplified schemes are decreasing, and one later scheme can be viewed as a special case of an earlier scheme, as can be seen from Eqn. (7) and Eqn. (8) . 
V. EXPERIMENTAL RESULTS
The proposed ER-UEP scheme and all its simplified versions are extensively tested against various packet loss cases to simulate streaming FGS video bitstreams over the Internet. Some standard test sequences Foreman, Coastguard, News, and Silence in CIF format and 10 Hz are used in our experiments. As the PFGS scheme [5] gives the highest coding efficiency among all the available FGS schemes, it is used for generating the FGS bitstream in our experiment. Only the first frame is encoded as I frame and all others as P frames. The bit rate for the base layer is chosen as 96 kbps and that for the enhancement layer is allowed to be up to 5,000 kbps. Assume that the baselayer bitstream is transmitted without errors.
To simulate the bandwidth fluctuation in the Internet, the total available enhancement-layer rate is assumed to be uniformly distributed within the range of [512, 1024] kbps for each time-slot of one second. Meanwhile, to simulate the burst loss in the Internet, a two-state Gilbert model, characterized by the global packet loss rate (PLR) and the average burst length (ABL), is used in our experiments. Furthermore, in order to evaluate the performance and robustness of our ER-UEP scheme under degraded channel conditions, the enhancementlayer bitstreams are first protected at three Gilbert models with different (PLR, ABL): (0.01, 1.5), (0.05, 2.0), and (0.10, 2.5), and then transmitted over channels with varying PLR (over a wide range) but fixed ABL (as given in the three models selected above). Finally, to ran-domize the burst packet loss, packets from two adjacent FEC blocks, BLOCK A = {P of the i th FEC block. The MD-FEC method [8] mentioned before is chosen as the benchmark for comparison. In our implementation of the MD-FEC scheme, the enhancement-layer bitstream of each frame is first ordered as that in the normal packetization: bits of all MBs are ordered MB by MB and bitplane by bit-plane, from the most significant bit-plane of all MBs to the least significant bit-plane of all MBs. As a result, the importance of the bitstream from the first to the last bit is in a decreasing way. The bitstream is then partitioned into decreasing prioritized segments m 0 , m 1 , · · · . Usually, bits from the same bit-plane can be considered as one segment. For the given channel bandwidth and the loss-recovery performance function P e (k, t), the optimal protection parameters (K i , T i ) of segment m i can be calculated by locating the points on the R-D curve of the enhancement-layer bitstream. After that, the ReedSolomon code RS(K i + T i , K i ) is used to generate parity symbols for segment m i based on the found protection parameters (K i , T i ). In the end, the protected segments along with their parity symbols are packetized into 800-byte long packets using the packetization scheme used by MD-FEC [8] . Refer to reference [8] for more details. Notice that to improve error resilience for both the MD-FEC scheme and the normal packetization scheme without error protection, we insert a 23-bits resynchronization marker followed by 9-bits MB address information at the MB boundary for any bits interval greater than 1000 bits.
In our ER-UEP scheme, all enhancement-layer bits in the current transmission time-slot are selected based on the R-D criterion under the constraint of total available rate of that time-slot. Data packets are then created using the optimal packetization strategy presented in Section II. Each data packet is also 800 bytes long. After generating parity packets, the length of data packets and the number of parity packets are computed for the given channel conditions. Finally, all the packets are shaped accordingly by pruning away the least significant symbols.
To differentiate the actual gain of the proposed ER-UEP scheme, we also performed experiments that only the optimal packetization is applied (without any error protection). Fig. 4 and Fig. 5 show the performances of the ER-UEP scheme, its simplified versions, and the benchmarks for the Foreman and News sequences. As for the other two sequences, we didn't include their figures since they are quite similar to Fig. 4 and Fig. 5 .
A few observations can be made from Fig. 4 and Fig. 5 : (1) The performance of all UEP schemes indeed degrades gracefully when the actual PLR deviates from the assumed one when performing error protection. However, conventional UEP schemes achieve graceful degradation only in a small range while the proposed ER-UEP schemes (including the simplified versions) are more robust over a much wider range. Clearly, our proposed UEP framework is more error resilient. (2) Under the best conditions (i.e., packet loss rate prediction is accurate), the proposed ER-UEP schemes outperform the MD-FEC scheme. The gain comes from two sources: optimal packetization and UEP. (3) The optimal packetization provides significant gain and the UEP further improves the performance significantly as well. (4) The performance degradation for the simplified ER-UEP schemes (ER-SUEP and ER-EEP) is marginal.
Another interesting observation is that all the UEP schemes work best when the actual packet loss rate is exactly as those assumed when performing error protection. This can be clearly seen from the sub-plots at the same packet loss rate. For example, we can find that the UEP schemes aiming at PLR = 0.1 (the bottom sub-plot) yield the best performance among all three experiments when the actual PLR is exactly 0.1. This observation confirms with our conclusion that a good packet loss prediction is still critical to UEP schemes.
As mentioned in Section I, the proposed ER-UEP scheme achieves higher bandwidth utilization because of the error resilient property. The reason is that in our ER-UEP framework any received data bits can be decoded, whereas this cannot be guaranteed in conventional schemes. Furthermore, because our scheme is less sensitive to transmission errors, more bits can be allocated for data packets. In Table I , we present the percentage of parity bits for different UEP schemes under three experimental scenarios when the total enhancement-layer rate equals 768 kbps. Clearly, our scheme needs lighter protection. Notice that even though less protection is applied, the resulting PSNR is higher in our scheme thanks for its strong error resilient capability.
At last, we evaluate the performances on channels with prediction errors when the total enhancement-layer rate equals 768 kbps. This kind of channel is simulated by adding a Gaussian noise on the PLR of the Gilbert loss process. That is, for the predicted PLR on which the loss protection is based, the actual packet loss rate equals P LR+w, where w is an additive Gaussian noise (updated every time-slot) with zero mean and σ 2 (P LR) 2 variation (σ = 0.2 in our experiments). Hence, the channel condition for each time slot can be either better or worse than the predicted one. It can be seen from Table II that the MD-FEC scheme improves the quality of the normal packetization scheme a lot, and our ER-UEP scheme provides the best quality. 
VI. CONCLUSIONS AND FUTURE WORKS
We presented an error resilient unequal error protection scheme for streaming FGS video bitstreams over the Internet. Based on the optimal packetization method, our proposed scheme overcomes the common constraints that other conventional UEP schemes suffer from. As a result, the proposed scheme not only provides better quality at the target packet loss rate, but also is more robust over a wide range of packet loss rates. Several fast implementations were also presented. Extensive simulation results demonstrated the effectiveness of our proposed scheme.
Besides the FGS video bitstreams, the proposed method can also work for other scalable image/video bitstreams such as the SPIHT [15] encoded image bitstream and the SVC [16] encoded enhancement-layer video bitstream, as long as they can be packetized into independent and scalable data packets. Moreover, we believe that the unequal error protection and error-resilience concept could give remarkable quality improvements for wireless videos, which is getting more and more interests recently. This is one focus of our future works. 
