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RESEARCH OBJECTIVES AND SUMMARY OF RESEARCH
Projects related to recording, processing and reproducing acoustic signals are
included in our research on signal processing. Both digital and analog techniques are
being used to implement linear, time-variant, and nonlinear filters. Similar tech-
niques are being applied to various forms of visual signals.
An important aspect of this work is the attempt to establish quantitative relationships
between physical signals and perceptual response. Numerous experiments conducted
over the years have indicated qualitatively that small changes in physical signals can
cause large perceptual changes. Accordingly, the consideration of sensory mechanisms
and perceptual phenomena have important implications for the performance of communi-
cation systems.
1. Signal Separation
Our work on time-variant linear systems has recently been focused on the problem
of signal separation. More specifically, we are designing systems which can separate
two signals according to both spectral and temporal differences of the two waveforms.
Our first experiments will be done with trumpet and clarinet notes because these appear
to have quite different spectral and temporal properties. The methods will then be
extended to other more complicated signals such as speech. It is hoped that this
study will lead to a better understanding of how humans perform this signal-separation
task.
A second facet of our work also involves human auditory perception. We are
studying the perceptual phenomenon of ambience: What constitutes ambience in a sound
field and what auditory mechanisms are involved in its detection? This study will
involve, among other things, simulating ambient information in an anechoic environ-
ment.
2. Signals, Noise and Systems
Atmospheric radio noise in the VLF and LF ranges is caused principally by elec-
trical disturbances in the Earth' s atmosphere. This noise has long been recognized
as having a distinctly non-Gaussian character because of its impulsive or bursty char-
acter. A simple impulse model (e. g., a wave of random height impulses with a
Poisson time distribution) will not, in general, account for the complex nature of
this process, especially at frequencies above 30 kHz. Current research has been
directed toward exploring the suitability of a multiplicative noise model,1 defined as
Observed noise = a(t) . n(t).
In this model a(t) represents a slowly varying envelope process of the noise process
This work is supported by the Joint Services Electronics Programs (U. S. Army,
U. S. Navy, and U. S. Air Force) under Contract DAAB07-71-C-0300, and by the U. S.
Coast Guard (Contract DOT-CG-13446-A).
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n(t). The latter is a Gaussian process whose power density spectrum is determined
by the RF bandwidth of the observation receiver.
Based upon the preliminary investigation of this model, D. A. Feldman has sug-
gested that the envelope function a(t) of noise waveforms observed in disjoint RF chan-
nels may be statistically related. To explore this specific concept and determine the
general applicability of the multiplicative noise model to low-frequency atmospheric
noise, a multiple-channel digital data system has been constructed to sample and record
noise waveforms. Data have been collected at various frequencies and bandwidths from
10 kHz to 150 kHz. Among the preliminary results of the analysis of these data is a
verification of the statistical dependence of a(t) between disjoint RF channels. A linear
relationship has been observed between the noise envelope in a l-kHz channel at 83 kHz
and the rms level of the RF noise in an empty "signal" channel located at 65 kHz or
100 kHz with bandwidth 1, 10 or 20 kHz. This relationship has been observed to span
three decades of the noise-envelope value in some cases.
This result has possible significance in the design of digital communication receivers
or navigation receivers (analog estimation receivers), since it reduces a difficult non-
Gaussian problem to a time-variant Gaussian problem. Solutions to the latter, in
many cases, are known. A receiver using this co-channel information is by definition
infinitely adaptable to the nonstationary character of a(t) caused by weather, time of
day, and time of year. We are continuing to apply this noise concept to the design of
low-frequency navigation receivers. We shall verify performance predictions by simu-
lating various receivers and random physical motions of the receiver on a computer and
adding the sampled atmospheric noise records as an additive disturbance. This will
allow evaluation of various receiver designs for the same atmospheric noise and signal
stimulus.
3. Sound Reproduction
The problems associated with the reproduction of sound can be roughly categorized
into the three areas: spectral, spatial, and temporal.
In connection with music, the spectral and spatial aspects of sound reproduction have
received considerable attention. There is much to learn, however, about the tem-
poral aspects which hold promise of realizing a far higher degree of realism; for
example, when music from a concert hall is reproduced in a relatively small room. A
study of the temporal aspects of sound reproduction will begin by developing techniques
to measure impulse responses in large auditoriums. At present, practical techniques
do not simultaneously overcome ambient noise and provide sufficient time definition in
the impulse response.
4. Digital Spectral Analysis of Two-Dimensional Signals in Polar Coordinates
The computation of the Fourier transform of two-dimensional digital signals has
been greatly simplified by the fast Fourier transform algorithm. This algorithm
applies to the transform of data sampled on a rectangular grid and provides spec-
tral samples on a rectangular grid. In many applications, however, the data are avail-
able on polar grid; for example, in weather radar, in electron microscopy, and so
forth. In these cases the data must either be interpolated from a polar grid to a rec-
tangular grid or a direct computation of the transform or of a polar grid must be imple-
mented. The proposed research is directed toward comparison and development of
techniques for spectral analysis of data in polar coordinates.
A. G. Bose, J. D. Bruce, A. V. Oppenheim,
C. L. Searle, H. J. Zimmermann
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A. MODEL FOR LOW-FREQUENCY ATMOSPHERIC NOISE
1. Introduction
The low-frequency electromagnetic spectrum from 10 kHz to 200 kHz is used exten-
sively for digital radio communication and radio navigation. When the performance of
radio systems in this frequency region is limited by noise, it is generally by atmo-
spheric radio noise, as opposed to thermal circuit noise of the receiver. The dominant
source of this radio noise is lightning, and the resulting noise is both nonstationary
and non-Gaussian. While the physical mechanism of the lightning-discharge process
and some statistics of the resulting noise process have been extensively studied during
the past 20 years, there is no noise model that has proved suitable for improvement
in low-frequency receivers. Such improvement in receiver performance is very desir-
able because other improvement, which can be achieved through increased signal power,
is very expensive because of transmitter limitations and the cost of the large antenna
structures that are required at these frequencies. The general goal of our research
was to develop a low-frequency atmospheric noise model, useful in engineering design,
buttressed with experimental data, and tested with design applications. This report
describes the selection of a conceptual basis for our model and some of the noise sta-
tistics that were measured to characterize the noise. Subsequent reports will present
a mathematical model for the noise and describe the results of applying the model to
a particular problem in the design of a radio navigation receiver.
2. Noise Source
The lightning-discharge process is extremely complex, involving charge movement
within clouds, cloud-to-cloud movements and the familiar cloud-to-ground movement.
Low-frequency radiations caused by these movements are dominated by two essential
features; a low-level current pulse of approximately 1-ms duration, termed the leader,
and a main current pulse, lasting approximately 50-100 ps, termed the return stroke.
The leader pulse is caused by the initial ionization of the air dielectric along the dis-
charge path and is actually composed of very short current pulses as the ionization path
advances. The return stroke is caused by the transfer of the charge which had created
the ionization potential between discharge points. This basic process is further com-
plicated by the phenomena of multiple discharges that occur in large cloud structures.
These multiple discharges follow the initial stroke and have been reported to exhibit a
nearly continuous leader structure and upwards of 10 to 20 main strokes, the entire pro-
cess spanning tenths of seconds.
Examples of the noise fields created by these discharge processes are shown in
Fig. XXIV-la, - b, and - c. These photographs were made at the amplified output of
a broadband loop antenna with -3 dB points of 15 kHz and 85 kHz. Figure XXIV-la shows
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a single discharge, Fig. XXIV-lb a multiple discharge, and Fig. XXIV-lc a longer mul-
tiple discharge. Experiments 2 have shown that the noise pulse created by the return
stroke has an energy density spectrum centered at 6 kHz with a 1/ 2 dependence above
60 kHz. The leader pulse has an energy density spectrum centered at 35 kHz with a
1/0 dependence above 60 kHz. The relative level of these reported spectra is such that
above 40 kHz the received noise field is often dominated by the complex leader struc-
ture, which appears in many cases as a burst of noise rather than a discrete pulse
process. Thus we would expect that atmospheric noise waveforms observed in typical
(0) (b)
(c) (J)
Fig. XXIV-1. Noise bursts caused by lightning discharges, recorded on a
Tektronix 549 storage oscilloscope. Vertical scale uncali-
brated.
(a) Broadband, 100 iis/cm.
(b) Broadband, 50 ps/cm.
(c) Broadband, 10 ms/cm.
(d) Simultaneous narrow-band, 5 ms/cm.
(Upper: f = 65 kHz; Lower: f = 14 kHz.)
c c
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receiver bandwidths above 40 kHz will exhibit a significantly different structure from
those observed in the VLF (3-30 kHz) region. An example of the difference that often
occurs is shown in Fig. XXIV-1d, a simultaneous oscillogram of the narrow-band noise
waveforms at 65 kHz and 14 kHz caused, we assume, by a multiple discharge at a single
source.
3. Conceptual Noise Model
The model that has most often been proposed1 for atmospheric noise, observed in
a bandwidth that is narrow with respect to the center frequency, is that of an impulse
source exciting a narrow-band filter at that frequency. The impulses are assumed to
have an energy described by a random variable, often with a log-normal distribution.
This model is well motivated physically but has some practical drawbacks. Even under
the assumption that the impulses constitute an independent increment process, the first-
order statistics at the filter output cannot be determined. More realistic assumptions
about the impulse occurrences to reflect leader and multiple-stroke phenomena make
it almost impossible to determine noise statistics at the filter output. Even without
these theoretical difficulties, this form of noise model, which deals with the atmospheric
noise process prior to the receiver' s bandlimiting filter, provides little insight into the
noise waveform that the receiver must process.
A very different approach to the problem of modeling the observed atmospheric noise
waveform was proposed by Hall. 3 Here the noise at the filter output was expressed as
a multiplicative random process y(t)= A(t) n(t). The random process n(t) is a narrow-
band Gaussian process with correlation function determined by the narrow-band obser-
vation filter. The modulating random process A(t) is lowpass with an upper frequency
much lower than the observation filter' s center frequency. The first-order statistic
of A(t) can be chosen to provide the wide dynamic range required of y(t), while the time
structure of A(t) can be chosen to imitate the long-time (long with respect to the filter' s
correlation time) structure of the atmospheric noise. Hall' s approach has an obvious
appeal for modeling noise waveforms above 40 kHz where the leader structure often
dominates and could possibly be approximated as a burst of Gaussian noise. While it
is certainly true that it would be very difficult to specify A(t) to generate sample func-
tions of the type shown in Fig. XXIV-1d, an approximation in this regard is acceptable
for a noise model to be used for engineering design of low-frequency receivers.
This is because all such receivers must employ sharp bandlimiting to eliminate
adjacent channel interference, and hence the signals must provide processing times
significantly longer than the filter's correlation time. A noise model with correct aver-
age behavior over these time periods is thus useful for design purposes.
A multiplicative noise model has another interesting feature that Hall did not con-
sider. The modulating process A(t) is representing the slowly varying envelope or
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power level of the noise discharge process, which is broadband. When we considered
noise waveforms observed in two disjoint frequency channels modeled as multiplicative
processes, we suspected that both are dominated at any instant by the same burst pro-
cess and hence that A(t) is common to both channels. Our results have shown that
this is indeed the case, and the measure and modeling of this commonality forms a prin-
ciple result of our work.
4. Atmospheric Noise Instrumentation
We decided that a multiplicative noise model would best suit our research. Hall
proposed a specific form of the modulating process A(t); we, however, designed an
instrumentation system to measure various statistical characteristics of both y(t) and
A(t) without presuming a specific generating mechanism for A(t). A brief description
of the major subsystems of the noise instrumentation system follows.
a. Analog
A broadly tuned loop antenna was used to receive the noise signals, followed first
by an array of notch filters to remove strong man-made signals and then by bandlimiting
filters. The dynamic range of this part of the system was 100 dB, which provided an
atmospheric noise-to-system noise ratio of 10 dB, measured to the lowest level of back-
ground atmospheric noise. The bandlimited noise, or its envelope, in two disjoint fre-
quency channels, could be amplified and sampled simultaneously. The sampler had
a dynamic range of 80 dB, and the linear envelope detector had a linear range of 76 dB.
The noise envelope could also be integrated for a fixed time period and then sampled.
This provided an estimate of A(t i ) by reducing the variance associated with n(t).
b. Digital
The digital system comprised timing functions to command the sampling and digital
data-handling processes, and a 15-bit analog-to-digital converter. This system could
sample, multiplex, digitize, and store any combination of the analog waveforms, in gated
or continuous modes, at rates from 100 kHz to 0. 1 Hz.
c. Data Recorder
The digitized data were buffered by an 8K core memory and recorded by a high-
speed paper tape punch for convenient computer input.
This instrumentation system was tested extensively with known signal sources, both
random and deterministic, to verify the performance of hardware and analysis software.
Preliminary recording and analysis of atmospheric noise was conducted at Cambridge,
Massachusetts, during June and July, 1971. Final data records were collected during
August 1971, at the U. S. Coast Guard Electronics Engineering Center, Wildwood,
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New Jersey, a remote seaside location. The receiving antenna was mounted atop a
single-story structure with the two reception null zones positioned to minimize man-
made signals.
5. Classification of Atmospheric Noise Conditions
We classified the observed atmospheric noise conditions as quiet, tropical, and
frontal. The quiet conditions were observed during a period when a large mass of cool,
stable air covered most of the Eastern United States. This period exhibited very few dis-
charge phenomena; those that were observed were generally of the single-stroke type
of relatively low intensity. The statistics show that a lower limit on this condition is
a Gaussian characterization of the noise. Tropical noise conditions were caused by a
large, humid, unstable, air mass from the Gulf of Mexico spreading over the Eastern
seaboard. Tropical conditions are characterized by a high geographic density of thun-
derstorm activity with significant multiple discharges. The frontal condition was caused
by a cold front rapidly advancing into a warm air mass. The dominant discharge activ-
ity occurred along the squall line preceding the cold front. The squall line, with exten-
sive lightning flashes and rain, passed over the observation site approximately 4 hours
after the noise recordings were made. While this severe condition might be only observed
5-10 times each summer in mid-latitude, it is probably representative of endemic noise
conditions in equatorial regions.
6. First-Order Noise Statistics
The first-order probability density for the atmospheric noise observed during these
three conditions is shown in Fig. XXIV-2 for two frequencies, 14 kHz and 65 kHz. These
curves were determined by sampling narrow-band noise waveforms at 50 Hz and gen-
erating a record of 105 samples. A histogram of the sample magnitudes was formed
by sorting the samples into "rbins" whose width increased exponentially with the average
value of the bin. The bin population was then normalized to probability of occurrence
per volt. The RF gain of the recording system was adjusted for each sample record
to maximize use of the 80-dB range of the recording system. The plots of Fig. XXIV-2
were then scaled by the inverse of this gain factor to yield the composite curves, the
probability density that would have been observed by a fixed gain receiver at this loca-
tion. No attempt was made to determine the absolute value of the noise field incident
on the antenna.
Inspection of the 14-kHz and 65-kHz curves indicates that the frontal condition noise
is most severe at 65 kHz, whereas the converse is true for quiet conditions. The latter
effect is caused by propagation; the 14-kHz noise field is influenced by a wider geo-
graphic area than the 65 -kHz noise field. For example, the attenuation factor2 at
8000 km is 40 dB less at 14 kHz than at 65 kHz. Thus the 14-kHz channel is influenced
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Fig. XXIV-2.
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Atmospheric noise probability density normalized for fixed
receiver gain: (a)at 14 kHz; (b)at 65 kHz. (August 8-20, 1971.)
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by a much larger number of discharge sources than the 65-kHz channel. During frontal
conditions the noise is dominated by the nearby sources, and now the leader structure,
more significant at 65 kHz, causes the larger departure from Gaussianity in this chan-
nel. The observation bandwidth at 14 kHz was 1 kHz, at 65 kHz the bandwidths were
1 kHz and 10 kHz. Observations were also made at 100 kHz with a 20-kHz bandwidth.
Our use of larger bandwidths than 1 kHz was motivated by an interest in the Loran-C
navigation system which ultilizes a pulsed signal centered at 100 kHz with a nominal
20-kHz bandwidth. Our data at these latter frequencies indicate that there is no signi-
ficant difference in first-order statistics with bandwidths of 1, 10, and 20 kHz. Several
workers have hypothesized that there should be a significant change in these statistics
between 1 kHz and 10 kHz bandwidths, because of the 100-[s average duration of the
return stroke. We did not discern this effect at 65 kHz and at 100 kHz, probably because
of the importance of leader-stroke noise at these frequencies.
The frequency independence of the noise-modulating term A(t) was studied by mea-
suring the joint probability density of the magnitude of the RF noise in one channel and
(RFf, I Ef volts
Description
frontal
tropical
quiet
quiet,night
flBW (in kHz)
20
10
10
Ef2, volts
Fig. XXIV-4. Variation of signal-channel rms noise level conditioned by
pilot channel envelope level. (August 11-20, 1971.)
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the noise envelope in another channel. The envelope channel was centered at 83 kHz
with an approximate 1-kHz bandwidth, and the RF channel was centered at 65 kHz or at
100 kHz with bandwidths of 1, 10, and 20 kHz. The RF and envelope samples were taken
at a rate of 1kHz and separated by a time spacing chosen to maximize their correlation.
This separation compensated for differing group delay through the respective bandlim-
iting filters. A sample record of 105 samples per channel was used, and the joint
density surface was approximated by first sorting the envelope sample into one of 12 bins
and then sorting the corresponding R'H sample into one of 20 bins associated with that
envelope value. The bin widths and normalization were treated as in the preceding
single-channel statistics.
The resulting smoothed probability density surfaces for quiet and frontal conditions
are shown in Fig. XXIV-3. These surfaces show that low levels of the noise in disjoint
channels are statistically independent, whereas the high noise levels are strongly cor-
related. This correlation is evidenced in the shifting to the right of the RF density
along lines of constant envelope value. This statistical dependence is quantified in
Fig. XXIV-4, a plot of the rms value of the RF noise conditioned on the value of the
envelope in the disjoint channel. These curves were computed from the joint data, not
smoothed approximations or models. The two surfaces also graphically illustrate the
differences between quiet and frontal conditions. During the quiet period the noise was
correlated for only a few samples, while the frontal samples were nearly all correlated.
We shall use this change in correlation in developing a mathematical model for the noise.
7. Noise Time Structure
The time structure of narrow-band atmospheric noise was first studied by measuring
the envelope of the noise autocorrelation. This was accomplished by sampling the noise
R nT)/R (0)
.8
.6 Fig. XXIV-5.
f =100 kHz BW=20 kHz Envelope of noise autocor-
relation at the output of a
.2 five -pole Lerner filter.
Tropical conditions, August
o r- 19, 1971, 1930 GMT.
0 7,-" (nT) ms
-.2
--- White Gaussian Noise
- Atmospheric Noise
waveform at an integral number of periods of the center frequency of the bandlimiting
filter, and computing the sample autocorrelation with a conventional lagged-products
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algorithm. We wished to test the hypothesis that the atmospheric noise can be con-
sidered white noise as far as this correlation, or the related power density spectrum,
is concerned. Therefore we measured the autocorrelation envelope with the filter
excited first by a known white Gaussian noise source and then by atmospheric noise. A
typical result is shown in Fig. XXIV-5, which we believe verifies the hypothesis, within
experimental error caused by slight differences in sampling frequency and the greater
instability of the estimate caused by the fluctuating power level of the atmospheric noise.
To measure the time structure of the noise modulation A(t), the integrated estimates,
A(ti), were used to compute an estimate of the autocorrelation of A(t) and the cross-
correlation between estimates observed in disjoint frequency channels. Integration peri-
ods of 1 ms and 10 ms were used to study the short- and long-time behavior of
A(t). The correlation of 1 ms estimates showed the same basic behavior under all con-
ditions, as shown in Fig. XXIV-5a. There was a major uncorrelated component in the
A(ti) series producing the large impulse at the origin, a small short-time correlation,
and an offset from the average value squared, R( C ). The short-term correlation was
found in measurements at 14 kHz and 65 kHz, and at the latter frequency in both l-kHz
and 10-kHz bandwidths. Thus we may conclude that it is caused by the nature of the
noise mechanism, probably the leader component and short multiple discharges.
The offset noted in Fig. XXIV-6a is actually the correlation of the long multiple dis-
charges and is clearly seen in Fig. XXIV-6b. Figure XXIV-6c shows an estimate of
the long-time behavior of A(t) during quiet conditions, and we note that the long-term
correlation is almost entirely absent, which confirms our observation that there is very
little multiple-discharge phenomena during these periods.
Thus we see that the noise-modulating process, A(t), is dominated by an uncorre-
lated component, uncorrelated beyond several time constants of our observation filter.
We had hoped at the beginning of this research to find a significant correlation in
A(t) that could be exploited in receiver design. This absence, however, is com-
pensated by the cross-channel correlation described above, which is well suited to the
multiplicative noise model and our assumption that A(t) is frequency-independent. A
receiver designer can utilize this cross-channel information to estimate both white and
colored components of A(t), and hence a precise model for the dynamics of A(t), for
our purposes, is relatively unimportant.
The data on low-frequency atmospheric noise reported here raise some questions,
particularly with regard to the effects of center frequency, bandwidth, and channel sep-
aration on the joint channel statistics. We have, however, terminated the experimental
phase of this program with these results in order to explore their implication for
modeling of the noise and the design of receiver structures. Significant results in these
areas will be reported in the future.
D. A. Feldman
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B. MUSICAL TIMBRE RECOGNITION BASED ON A MODEL
OF THE AUDITORY SYSTEM
We are studying the problem of identification of musical timbre, not with the aim
of accurately synthesizing musical notes, but rather from the point of view of under-
standing more about the signal-processing capabilities of the human auditory system.
Although synthesis is being used as an aid to verify some of the analysis, the primary
object is to determine those features of instrument timbre which remain invariant after
processing by the peripheral auditory system, and hence are usable for instrument iden-
tification. Results of perceptual studies of this nature, suitably extended, should be
applicable to problems of reducing bandwidth in communication systems and of devel-
oping better sensory aids for handicapped people.
Our present experiments are specifically concerned with the monaural processing
that takes place between the pinna and the auditory nerve. It has been shown 1 that the
auditory nerve has approximately 50, 000 fibers, each with a distinct characteristic fre-
quency and a passband that overlaps those of adjacent fibers. Although adjacent fibers
of the auditory nerve will be excited by a single-frequency signal, the information pro-
vided by these fibers is felt to be redundant, as was shown by a hardware experi-
ment in which two closely tuned filters produced essentially the same response to
a single-frequency tone burst.
For signals containing energy only at discrete frequencies, the filter bank of the ear
can be approximated with a much simpler hardware unit whose filters have both time-
and frequency-domain characteristics similar to those of the auditory filters that are
being excited by the signal. The response of each of the filters in the model can be
monitored by an envelope detector with a rise time sufficiently fast that it does not
obscure the rise time of the filters.
The model was realized by interfacing a General Radio Model 1925 third-octave mul-
tifilter, whose characteristics closely resemble those of the earl and a fast envelope
detector with the Speech Communication Group' s PDP-9 computer. The envelope
detectors that were available were found to be too slow, however, because they were
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designed primarily for steady-state spectral analysis; therefore, a custom unit was
built. Real-time programs were written 2 to play a digitized signal sample into the filter
bank and simultaneously digitize and record the output of a switch-selected filter in the
bank. Several utility programs were also written for displaying the data, identifying
the fundamental frequencies, and compiling statistics.
To overcome the limitations of the fixed center frequencies of the GR filter bank,
the playback sampling rate and hence the time scale of the audio signal fed to the filter
was varied under program control. Because of the spacing of the filters, it was
necessary to vary the clock rate by 10%o at most in order to match a filter with a given
harmonic of the signal. To check the validity of the approach, a test was run in which
the sampling rate was varied approximately 30% so that the 1-kHz filter, for example,
assumed the center frequency of the adjacent 1. 25 kHz filter. A 1. 25 kHz tone burst
presented time-scaled to this system and directly to the actual 1. 25 kHz filter produced
outputs that were essentially identical in magnitude and rise time.
The musical samples chosen for analysis have been thus far individual clarinet and
trumpet notes. These instruments were chosen first, because they are characteristic
of their groups, and second, because their sounds contain only harmonically related
partials. Clark and his co-workers 3 have shown that recognition of the sound of most
wind instruments depends upon both the formant structure and the attack times of the
partials. Therefore our first object was to examine these characteristics as they
appeared in the output of the filter bank.
Preliminary results indicate that the formant curves derived from filter-bank data
(Fig. XXIV-7) show substantial agreement with those produced by Strong and Clark,4 who
used pitch-synchronous analysis techniques. The attack transient data show that the most
obvious difference between clarinet and trumpet is in the order of the onsets of the par-
tials, rather than in the rise time or slope itself. The data for the trumpet, as shown
in Fig. XXIV-8a, indicate that all partials begin to rise within a few milliseconds of each
other and of the fundamental; indeed, detailed plots of the partial structure showed that
for some notes the partials and the fundamental began simultaneously. On the other
hand, the partials of the clarinet (Fig. XXIV-8b) show an onset that increases with par-
tial number. Preliminary plots of the derivatives of the attack transient do not, how-
ever, show such significant differences between the two instruments.
These results, it should be emphasized, are preliminary. We are beginning to work
on'synthesis programs in an attempt to determine audible differences between signals
comprising partials with delayed onsets and signals whose partials have fixed onsets but
varying rise-time derivatives. The analysis will also be extended to other instruments
in the same groups, in order to reach some conclusions relating the characteristic sound
of the instruments to the partial time structure.
J. B. Bourne
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