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A THEORY OF BRANCHES FOR ALGEBRAIC
CURVES
TRISTRAM DE PIRO
Abstract. This paper develops some of the methods of the ”Ital-
ian School” of algebraic geometry in the context of infinitesimals.
The results of this paper have no claim to originality, they can
be found in [10], we have only made the arguments acceptable by
modern standards. However, as the question of rigor was the main
criticism of their approach, this is still a useful project. The re-
sults are limited to algebraic curves. As well as being interesting in
their own right, it is hoped that these may also help the reader to
appreciate their sophisticated approach to algebraic surfaces and
an understanding of singularities. The constructions are also rel-
evant to current research in Zariski structures, which have played
a major role both in model theoretic applications to diophantine
geometry and in recent work on non-commutative geometry.
1. Introduction, Preliminary Definitions, Lemmas and
Notation
We begin this section with the preliminary reminder to the reader
that the following results are concerned with algebraic curves. How-
ever, the constructions involved are geometric and rely heavily on the
techniques of Zariski structures, originally developed in [12] and [3].
One might, therefore, speculate that the results could, in themselves,
be used to develop further the general theory of such structures. Our
starting point is the main Theorem 17.1 of [12], also formulated for
Zariski geometries in [3];
Theorem 1.1. Main Theorem 17.1 of [12]
Let M be a Zariski structure and C a presmooth Zariski curve in M .
If C is non-linear, then there exists a nonconstant continuous map;
f : C → P 1(K)
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Moreover, f is a finite map (f−1(x) is finite for every x ∈ C), and
for any n, for any definable S ⊆ Cn, the image f(S) is a constructible
subset (in the sense of algebraic geometry) of [P 1(K)]n.
Remarks 1.2. Here, K denotes an algebraically closed field, we refer
the reader to the original paper for the remaining terminology of the
Theorem.
Using this theorem, one can already see that there exists a close
connection between a geometric theory of algebraic curves and Zariski
curves. We begin this section by pointing out some of the main ob-
stacles to developing the results of this paper in the context of Zariski
curves, leaving the resolution of the main technical problems for an-
other occasion. This discussion continues up to (††), when we introduce
the main notation and preliminary lemmas of the paper.
In Section 2, the first major obstacle that we encounter is a suitable
generalisation of the notion of a linear system. Using Theorem 1.1,
any linear system Σ of algebraic hypersurfaces on [P 1(K)]n will define
a linear system of Zariski hypersurfaces on Cn , by composing with the
finite cover f (∗). One would then expect to be able to develop much
of the theory of grn given in Section 2 for such systems, applied to a
Zariski curve S ⊆ Cn. This follows from the following observations.
First, there exists a generalised Bezout’s theorem, holding in Zariski
structures, see the paper [12], hence one might hope to obtain an anal-
ogous result to Theorem 2.3. Secondly, one would expect that the local
calculations, by algebraic power series, which we used in Lemma 2.10,
would transfer to intersections on S. This uses the fact that, at a point
where f is unramified, S and the algebraic curve f(S) are locally iso-
morphic, in the sense of infinitesimal neighborhoods, and, at a point
p where f is ramified, with multiplicity r, we have the straightforward
relation;
I
(Σ)
italian(p, S, f
∗(φλ)) = rI
(Σ)
italian(f(p), f(S), φλ)
where I have used the notation of Theorem 2.3, φλ denotes a hyper-
surface in [P 1(K)]n and f ∗(φλ) denotes its inverse image in S
n.
In Section 3, the notion of a multiple point is introduced. As this
is defined locally, one would expect this definition to be generalisable
to Zariski curves. Also, the geometric notion of 2 algebraic curves
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being biunivocal has a natural generalisation to Zariski curves. How-
ever, the main result of Section 3, that any algebraic curve is bira-
tional(biunivocal) to an algebraic curve without multiple points, is not
so easily transferred. This follows from the simple observation that
there exist Zariski curves S, which cannot be embedded in a projective
space P n(K), see Section 10 of [3]. This failure of Theorem 3.3 could
be explained alternatively, by noting that the combinatorics involved
must fail for multiplicity calculations using Zariski curves. The solution
to this problem seems to be quite difficult and one must presumably
attempt to resolve it by introducing a larger class of hypersurfaces than
that defined by a linear system Σ, as in (∗) above. See also the remarks
below.
In Section 4, the method of Conic projections is not immediately
transferable to Zariski structures, as one needs to define what is meant
by a line in this context. However, we note the following geometric
property of a line in relation to other algebraic curves;
Theorem 1.3. (Luroth) Let f : l → C be a finite morphism of a line
l onto a projective algebraic curve C. Then f is biunivocal.
Proof. See [2]. 
This theorem in fact characterises a line l up to birationality. Its
proof requires a global topological property of the line, namely that
the genus of l is zero. Although the above property may be formulated
for Zariski curves, it does not guarantee the existence of such a curve
S ⊆ (Cn)eq, which is not trivially biunivocal to an algebraic line. One
would expect the solution of this problem to require more advanced
techniques, such as a geometric definition of the genus of a Zariski
curve. Severi, in fact, gives such a definition for algebraic curves in
[10] and one might hope that his definition would generalise to Zariski
curves. One could then hope to extend the methods of Conic projec-
tions in this context.
The results of Section 5 rely centrally on the main result of Section
3, hence their generalisation to Zariski curves require a resolution of
the problems noted above. One should observe that the Italian ge-
ometers definition of a branch is very different to a local definition
using algebraic power series, see also the remarks later in this sec-
tion, hence cannot be straightforwardly generalised using Theorem 1.1.
Given a Zariski curve S ⊂ Cn and p ∈ S, let {γ1p , . . . , γ
n
p } enumerate
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the branches of f(p) ∈ f(S). We can then define;
γjp = {x ∈ S ∩ Vp : f(x) ∈ γ
j
p}
In the case when f is unramified (in the sense of Zariski structures)
at p, this would give an adequate definition of a branch γjp for the
Zariski curve C. However, the definition is clearly inadequate when p
is a point of ramification and requires a generalisation of the methods
of Section 5.
The results of Section 6 depend mainly on Cayley’s classification of
singularities. As the main technical tool used in the proof of this re-
sult is the method of algebraic power series, by using Theorem 1.1, one
would expect the results given in this Section to generalise more easily
to Zariski curves.
(††) We will work in the language Lspec, as defined in [7]. P (L) will
denote
⋃
n≥1 P
n(L) where L is an algebraically closed field. Unless oth-
erwise stated, we will assume that the field has characteristic 0, this
is to avoid problems concerning Frobenius. The results that we prove
in this paper hold in arbitrary characteristic, if we avoid exceptional
cases, however we need to make certain modifications to the proof. We
will discuss these modifications in the final section of the paper.
We assume the existence of a universal specialisation P (K)→pi P (L)
where K is algebraically closed and L ⊂ K. Given l ∈ L, we will de-
note its infinitesimal neighborhood by Vl, that is π
−1(l). As we noted
in the paper [7], it is not strictly necessary to consider a universal
specialisation when defining the non-standard intersection multiplicity
of curves, one need only consider a prime model of the theory Tspec.
However, some of our proofs will require more refined infinitesimal ar-
guments which are not first order in the language Lspec and therefore
cannot immediately be transferred to a prime model. We will only refer
to the non-standard model when using infinitesimal arguments.We as-
sume the reader is familiar with the arguments employed in the papers
[5], [6] and [12]. Of particular importance are the following notions;
(i). The technique of Zariski structures. We assume that P n(L)
may be considered as a Zariski structure in the topology induced by
algebraically closed subvarieties. When referring to the dimension of
an algebraically closed subvariety V , we will use the model theoretic
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definition as given in the paper [5]. We will assume the reader is ac-
quainted with the notions surrounding the meaning of ”generic” in this
context.
(ii). The method of algebraic power series and their relation to in-
finitesimals. This technique was explored extensively in the papers
[5] and [6]. In the following paper, we will use power series methods
to parametrise the branches of algebraic curves without being overly
rigorous. By a branch in this context, we refer to the ”Newtonian
definition” rather than the one used by the Italian school of algebraic
geometry, which is the subject of this paper.
(iii). The non-standard statement and proof of Bezout’s theorem for
projective algebraic curves in P 2(L). This was given in the paper [6].
We will assume that L has infinite transcendence degree and there-
fore has the property;
Given any subfield L0 ≺ L of finite transcendence degree and an
integer n ≥ 1, we can find a¯n ∈ P
n(L) which is generic over L0. (*)
We refer the reader to (i) above for the relevant definition of generic.
In general, when referring to a generic point, we will mean generic with
respect to some algebraically closed field of finite transcendence degree.
This field will be the algebraic closure of the parameters defining any
algebraic object given in the specific context.
By a projective algebraic curve, we will mean a closed irreducible
algebraic subvariety C of P n(L) for some n ≥ 1 having dimension 1.
Occasionally, we will consider the case when C has distinct irreducible
components {C1, . . . , Cr}, which will be made clear in a given situa-
tion. In both cases, we need only consider the usual Zariski topology on
P n(L) as given in (i) above. By a plane projective algebraic curve, we
will mean a projective algebraic curve contained in P 2(L). By a projec-
tive line l in P n, we will mean a projective algebraic curve isomorphic
to P 1(L). Any distinct points {p1, p2} in P
n(L) determine a unique
projective line denoted by lp1p2. We will call the line generic if there
exists a generic pair {p1p2} determining it. We occasionally assume
the existence of the closed algebraic variety I ⊂ (P n × P n) \∆ × P n,
which parametrises the family of lines in P n, defined by;
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I(a, b, y) ≡ y ∈ lab
In order to see that this does define a closed algebraic variety, take
the standard open cover {Ui := (Xi 6= 0) : 0 ≤ i ≤ n} of P
n. Then
observe that I∩((Ui × Uj) \∆×P
n) is locally trivialisable by the maps;
Θij : (Ui × Uj) \∆× P
1 → I ∩ (Ui × Uj × P
n)
Θij(a, b, [t0 : t1]) =
[t0
a0
ai
+ t1
b0
bj
: . . . : t0 + t1
bi
bj
: . . . : t0
aj
ai
+ t1 : . . . : t0
an
ai
+ t1
bn
bj
]
and the transition functions Θijkl = Θij ◦Θ
−1
kl are algebraic. In gen-
eral, we will leave the reader to check in the course of the paper that
certain naturally defined algebraic varieties are in fact algebraic. By a
projective plane P in P n, we will mean a closed irreducible projective
subvariety of P n, isomorphic to P r(L), for some 0 ≤ r ≤ n. We did,
however, use a special notation for a plane projective curve, as defined
above. Any sequence of points a¯ determines a unique projective plane
Pa¯, defined as the intersection of all planes containing a¯. We will call
a sequence {p0, . . . , pr} linearly independent if Pp0,...,pr is isomorphic to
P r(L). As before, if U ⊂ (P n)r+1 defines the open subset of linearly
independent elements, we can define the cover I ⊂ U × P n, which
parametrises the family of r-dimensional planes in P n;
I(p0, . . . , pr, y) ≡ y ∈ Pp1,...,pr
As before, one can see that this is a closed projective algebraic sub-
variety of U × P n.
By a non-singular projective algebraic curve, we mean a projective
algebraic curve C ⊂ P n which is non-singular in the sense of [2] (p32).
Given any point p ∈ C, we then define its tangent line lp as follows;
By Theorem 8.17 of [2], there exist homogeneous polynomials
{G1, . . . , Gn−1} such that C is defined in an affine open neighborhood
U of p in P n by the homogenous ideal J =< G1, . . . , Gn−1 > (∗). Let
dGj =
∂Gj
∂X0
X0+ . . .+
∂Gj
∂Xn
Xn be the differential of Gj . Then dGj defines
a family of hyperplanes, parametrised by an open neighborhood of p in
C. If xi =
Xi
X0
is a choice of affine coordinate system containing p and
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Gresj (x1, . . . , xn) =
Gj
X
deg(Gj )
0
, we define dGresj =
∂Gresj
∂x1
dx1+ . . .+
∂Gresj
∂xn
dxn
and Jres =< Gres1 , . . . , G
res
n−1 >. Then dG
res
j defines a family of affine
hyperplanes, parametrised by an open neighborhood of p in C. We
claim that dGresj (p) = dGj(p)
res, this follows by an easy algebraic cal-
culation, using the fact that;
∂Gj
∂X0
(p)p0 + . . .+
∂Gj
∂Xn
(p)pn = 0
The differentials {dGres1 , . . . , dG
res
n−1} are independent at p, by the
same Theorem 8.17 of [2], hence
⋂
1≤j≤n−1 dGj(p), defines a line lp ⊂
P n, which we call the tangent line. We need to show that the defini-
tion is independent of the choice of {G1, . . . , Gn−1}. Suppose that we
are given another choice {H1, . . . , Hn−1}. Again, using Theorem 8.17
of [2], we can find a matrix (fij)1≤i,j≤n−1 of polynomials in R(U), for
some affine open neighborhood U of p in P n (∗∗), such that the matrix
of values (fij(p))1≤i,j≤n−1 is invertible and;
Hresi =
∑
1≤j≤n−1 fijG
res
j (mod (J
res(U))2)
Then, by properties of differentials, and the fact that, for g ∈ (Jres(U))2,
dg(p) ≡ 0, we have;
dHresi (p) =
∑
1≤j≤n−1 fij(p)dG
res
j (p)
This implies that
⋂
1≤j≤n−1 dGj(p) =
⋂
1≤j≤n−1 dHj(p) as required.
We define the tangent variety Tang(C) to be
⋃
x∈C lx. We claim
that this is a closed projective subvariety of P n. In order to see this,
using the notation of the above argument, let {Ui} be an affine cover
of P n and let {Gi1, . . . , Gij, . . . , Gi,n−1} be homogeneous polynomials
with the properties (∗) and (∗∗) given above. Let W ⊂ P n × P n be
the closed projective variety, defined on P n × Ui by;
Wi(X¯, Y¯ ) ≡ Ui(Y¯ )∧
∧
1≤j≤n−1Gij(Y¯ ) = 0∧
∧
1≤j≤n−1 dGij(Y¯ )X¯ = 0
Then, by completeness, the variety V (X¯) ≡ (∃Y¯ )W (X¯, Y¯ ) is a
closed projective variety of P n. The above argument shows that V =
Tang(C).
We will require a more sophisticated notation when considering hy-
persurfaces H of P n(L) for n ≥ 1. Namely, by a hypersurface of degree
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m, we will mean a homogenous polynomial F (X0, X1, . . . , Xn) of de-
gree m in the variables [X0 : X1 : . . . : Xn]. In the case when F
is irreducible or has distinct irreducible factors {F1, . . . , Fr}, such a
hypersurface may be considered as the union of r distinct irreducible
closed algebraic subvarieties of codimension 1 in P n(L). We will then
refer to the hypersurface as having distinct irreducible components.
Again, we can understand such hypersurfaces using the usual Zariski
topology as given in (i) above. By a hyperplane, we will mean an ir-
reducible hypersurface isomorphic to P n−1(L). Equivalently, a hyper-
plane is defined by a homogeneous polynomial of degree 1. In general,
let F = F n11  . . . F
nj
j  . . . F
nr
r be the factorisation of F into irreducibles
for 1 ≤ j ≤ r. We will want to take into account the ”non-reduced”
character of F if some nj ≥ 2. Therefore, given an irreducible homoge-
neous polynomial G of degree m and an integer s ≥ 1, we will refer to
Gs as an s-fold component of degree ms. Geometrically, we interpret
Gs as follows;
Consider the space of all homogenous polynomials of degree ms
parametrised by PN(L). Let W ⊂ PN × P n be the irreducible pro-
jective variety defined by W (x¯, y¯) iff y¯ ∈ Zero(Fx¯), where Fx¯ is the
homogenous polynomial (defined uniquely up to scalars) by the pa-
rameter x¯. The coefficients of the homogeneous polynomial Gs de-
termine uniquely an element a¯ in PN and we can consider Gs as the
fibre W (a¯) ⊂ P n. In the Zariski topology, this consists of the vari-
ety defined by the irreducible polynomial G. However, in the language
Lspec, we can realise its non-reduced nature using the following lemmas;
Lemma 1.4. Let S ⊂ P n be an irreducible hypersurface and C a pro-
jective algebraic curve, then, if C is not contained in S, S ∩C consists
of a finite non-empty set of points.
Proof. The proof follows immediately from the Projective Dimension
Theorem, see for example [2]. 
Lemma 1.5. Let G = 0 define an irreducible hypersurface of degree m.
Let l be a generic line, then l intersects G = 0 in precisely m points.
Proof. Let Parl = P
n × P n \ ∆ be the parameter space for lines in
P n as defined above. Let Parm be the projective parameter space for
all homogeneous forms of degree m. Then we can form the variety
W ⊂ Parl × Parm × P
n given by;
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W (l, x, y) iff y ∈ l ∩ Zero(Gx),
where Gx is the homogenous polynomial corresponding to the pa-
rameter x. If l is chosen to be generic over the parameters defining
Gx, then l ∩ Zero(Gx) is finite. It follows that there exists an open
subset U ⊂ Parl × Parm consisting of parameters {l, x} such that
l ∩ Gx has finite intersection. As U is smooth, the finite cover W re-
stricted to U is equidimensional and we may apply Zariski structure
arguments, as was done in [6]. Considering W as a finite cover of U , if
y ∈ l∩Zero(Gx), we define Multy(l, Gx) to beMult(l,x,y)(W/U) in the
sense of Zariski structures. Using the notation in [6], we can also define
LeftMulty(l, Gx) and RightMulty(l, Gx). In more geometric language;
LeftMulty(l, Gx) = Card(Vy ∩ l
′ ∩ Zero(Gx))
where l′ is a generic infinitesimal variation of l in the nonstandard
model P (K).
RightMulty(l, Gx) = Card(Vy ∩ l ∩ Zero(Gx′))
where x′ ∈ Vx is generic in Parm, considered as a variety in the non-
standard model P (K).
We now claim that there exists a line l with exactly m points of
intersection with Gx0 = G. If Gx0 defines a projective algebraic curve
in P 2(L), the result follows immediately from an application of Be-
zout’s theorem and the fact that there exists a line l having only (al-
gebraically) transverse intersections with Gx0 . This result was shown
in [6]. Otherwise, we obtain the case that Gx0 defines a plane projec-
tive curve by repeated application of Bertini’s Theorem for Hyperplane
Sections, see [4]. Namely, we can find a 2-dimensional plane P such
that P ∩ Gx0 defines a plane projective algebraic curve Cx0. We may
assume that such a plane P is determined by a generic triple {a, b, c}.
We have an isomorphism θ : P 2(L)→ P given by;
θ([Y0, Y1, Y2]) = [
a0
ai
Y0 +
b0
bj
Y1 +
c0
ck
Y2 : . . . :
an
ai
Y0 +
bn
bj
Y1 +
cn
ck
Y2]
If the form Gx0 is given by
∑
i0+...+in=m
xi0...inX
i0
0 . . .X
in
n , then the
corresponding curve Cx0 is given in coordinates {Y0, Y1, Y2} by;
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Cx0(Y0, Y1, Y2) =
∑
j0+j1+j2=m
Fj0j1j2(a, b, c, x¯0)Y
j0
0 Y
j1
1 Y
j2
2
where Fj0j1j2 is an algebraic function of {a, b, c, x¯} and, in particular,
linear in the variables {x¯}. By the assumption that Cx0 does not vanish
identically on P , we must have that Fj0j1j2 is not identically zero for
some (j0j1j2) with j0+ j1+ j2 = m. It follows that Cx0 defines a plane
projective curve of degree m. Now, by the above argument, we may
find a line l0 ⊂ P having exactly m intersections with Cx0 . Therefore,
l0 has exactly m intersections with Gx0 as well.
Now consider the fibre U(x0) = {l : l ∩ Gx0 is finite} and restrict
the cover W to U(x0). By the above calculation, we have that;
∑
y∈l0∩Gx0
Multl0,y(W/U(x0)) =
∑
y∈l0∩Gx0
LeftMulty(l0, Gx0) ≥ m (∗)
By elementary properties of Zariski structures, if l is chosen to be
generic over the parameters defining Gx0, then (∗) holds, with l re-
placing l0, and, moreover, LeftMulty(l, Gx0) = 1 for each intersection
y ∈ l ∩ Gx0. This implies that l has at least m points of intersection
with Gx0 = G. In order to obtain equality, we now consider the fibre
U(l) = {x : l ∩ Gx is finite} and restrict the cover W to U(l). It
will follow from the result given in the next section, the Hyperspatial
Bezout Theorem, that, for any x ∈ U(l);
∑
y∈l∩Gx
Multx,y(W/U(l)) =
∑
y∈l∩Gx
RightMulty(l, Gx) = deg(l)deg(Gx)
where, for a projective algebraic curve, degree is given by Defini-
tion 1.12. We clearly have that deg(l) = 1 and, by assumption, that
deg(Gx0) = m. Hence, we must have that l intersects Gx0 in exactly
m points and, moreover, RightMulty(l, Gx0) = 1 for each intersection
y ∈ l ∩Gx0 as well.
The lemma is now proved but we can give an algebraic formulation
of the result. Namely, if l is determined by the generic pair {a, b}, then
we have an isomorphism θ : P 1(L)→ l given by;
θ([Y0, Y1]) = [
a0
ai
Y0 +
b0
bj
Y1 : . . . :
an
ai
Y0 +
bn
bj
Y1]
If the form Gx0 is given by
∑
i0+...+in=m
xi0...inX
i0
0 . . .X
in
n , then the
equation of Gx0 on l is given in coordinates {Y0, Y1} by the homogenous
A THEORY OF BRANCHES FOR ALGEBRAIC CURVES 11
polynomial;
Px0(Y0, Y1) =
∑
j0+j1=m
Fj0j1(a, b, x¯0)Y
j0
0 Y
j1
1
We clearly have, by the same reasoning as above, that Px0 has de-
gree m. The result of the lemma gives that Px0 has exactly m roots in
P 1(L). Hence, these roots are all distinct. It follows that the scheme
theoretic intersection of l and G = 0 consists of m distinct reduced
points. That is l intersects G = 0 algebraically transversely.

We now extend the lemma to include reducible varieties. As before
G is an irreducible algebraic form of degree m and we consider the
power Gs for some s ≥ 1. We will say that y ∈ l ∩ Gs = 0 is counted
r-times if RightMulty(l, G
s) = r in the sense defined above.
Lemma 1.6. Let G = 0 define an irreducible hypersurface of degree m
and let s ≥ 1. Let l be a generic line, then l intersects Gs = 0 in m
points each counted s-times.
Proof. We first show that l is generic with respect to G = 0. Let
λ = {λi} be the parameters defining G = 0 and let µ = {µj} be the
parameters defining Gs = 0. We claim that λ and µ are interdefinable,
considered as elements of the projective spaces Parm and Parms, in the
structure P (L), which was considered in [5]. The fact that µ ∈ dcl(λ)
is clear. Conversely, let α be an automorphism fixing µ and let Gα(λ) be
the algebraic form of degree m obtained from G = Gλ. As (Gλ)
s = Gµ,
we have that (Gα(λ))
s = Gµ. Hence, Zero(Gα(λ)) = Zero(Gλ). By the
projective Nullstellenstatz, and the fact that both algebraic forms are
irreducible, we must have that < Gλ >=< Gα(λ) >. Hence, there must
exist a unit U in the ring L[X0, . . . , Xn] such that Gλ = UGα(λ). As
the only such units are scalars, we obtain immediately that α(λ) = λ
in Parms. As P (L) is sufficiently saturated, we obtain that λ ∈ dcl(µ).
By the previous lemma, we obtain that l intersects G = 0 in exactly m
points, hence l intersects Gs = 0 in exactly m points as well. Therefore,
the first part of the lemma is shown. We now apply the Hyperspatial
Bezout Theorem, see below, to obtain that;
∑
y∈l∩Gs=0RightMulty(l, G
s) = deg(l)deg(Gs) = ms
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Hence, the lemma is shown by proving that for any y ∈ l ∩Gs = 0,
RightMulty(l, G
s) ≥ s. As before, we choose a generic plane P con-
taining l, such that Cx0 = P ∩ Gx0 defines a projective algebraic
curve of degree m. Using an explicit presentation of an isomorphism
θ : P 2(L)→ L, as was done above, we clearly have that the intersection
(P ∩ (Gx0)
s = 0) consists of the non-reduced curve Csx0 = 0, which has
degree ms. We now apply a result from the paper [6],(Lemma 4.16),
which gives that, for y ∈ l ∩ Cx0;
RightMulty(l, C
s
x0 , ParQms) = s RightMulty(l, Cx0, ParQms) ≥ s
where we have use the fact that the parameter defining Csx0 moves
in the projective parameter space Qms defining plane projective curves
of degree ms in P 2(L). We now claim that, for y ∈ l ∩Gx0 = 0;
RightMulty(l, G
s
x0
) ≥ RightMulty(l, C
s
x0
, ParQms) (∗)
Recall that, given Gx an algebraic form of degree m, the restriction
of Gx to the plane Pabc is given by the formula;
Cx(Y0, Y1, Y2) =
∑
j0+j1+j2=m
Fj0j1j2(a, b, c, x¯)Y
j0
0 Y
j1
1 Y
j2
2
We first claim that each Fj0j1j2 is not identically zero (∗∗). Let Hx
be a hyperplane given in coordinates by;
Hx =
∑n
r=0 xiXi = 0
Then the restriction of Hx to Pabc is given by the plane;
Px = (
∑n
r=0
xrar
ai
)Y0 + (
∑n
r=0
xrbr
bj
)Y1 + (
∑n
r=0
xrcr
ck
)Y2
By elementary linear algebra, we can find hyperplanes {H0, H1, H2}
whose restriction to Pabc define the planes {Y0 = 0, Y1 = 0, Y2 = 0}.
It follows by direct calculation that the algebraic form of degree m
defined by Hj00 H
j1
1 H
j2
2 restricts to the curve of degree m defined by
Y j00 Y
j1
1 Y
j2
2 = 0. Hence, (∗∗) is shown. Now consider the function;
F = {Fj0j1j2} : Parm → ParQm
By earlier remarks, the algebraic function F is linear in the vari-
ables {xi} and defined over {a, b, c}. Hence, its image defines a plane
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P ⊂ ParQm. By the above calculation, this plane P contains the lin-
early independent set {pj0j1j2 : j0 + j1 + j2 = m} where Cpj0j1j2 defines
the curve Y j00 Y
j1
1 Y
j2
2 = 0. Hence, F is surjective. Moreover, by ele-
mentary facts about linear maps, the fibres of F are equidimensional.
We can then show (∗). Suppose that;
RightMulty(l, C
s
x0
, ParQms) = k
Then one can find x′ ∈ Vx1 ∩ ParQms, generic over the parame-
ter x1 defining C
s
x0
, such that Cx′ intersects l in the distinct points
{y1, . . . , yk} ⊂ Vy. As x1 is regular for the cover F , if x2 defines G
s
x0
,
we can find x′′ ∈ Vx2∩Parms, such that F (x
′′) = x′. The algebraic form
defined by Gx′′ then intersects the plane Pabc in the curve Cx′, hence
it must intersect the line l in the distinct points {y1, . . . , yk} ⊂ Vy as
well. This implies that;
RightMulty(l, G
s
x0
) ≥ k
Hence (∗) is shown. The lemma is then proved. In this lemma
we have not shown anything interesting algebraically. Namely, if one
considers the restriction of Gsx0 to l, we obtain the homogeneous poly-
nomial P sx0. By the previous lemma, Px0 has m distinct roots in P
1(L),
hence P sx0 has m distinct roots with multiplicity s. Therefore, the
scheme theoretic intersection of l with Gsx0 consists of m distinct copies
of the non-reduced scheme L[t]/(t)s. The usefulness of the result will
be shown in the following lemmas. 
Remarks 1.7. Note that the latter part of the argument in fact shows
that, for any line intersecting Gsx0 in finitely many points, we must
have that each point of intersection y is counted at least s-times.
Lemma 1.8. Let F = 0 define a hypersurface of degree k. Let F =
F n11  . . .  F
nj
j  . . .  F
nr
r be its factorisation into irreducibles, with
degree(Fj) = mj. Then there exists a line l, intersecting each compo-
nent Fj in exactly mj points, each counted nj times, with the property
that the sets {(Fj ∩ l) : 1 ≤ j ≤ r} are pairwise disjoint. Moreover,
the set of lines having this property form a Zariski open subset of Parl,
defined over the parameters of F = 0.
Proof. Let (x1, . . . , xr) ∈ Parm1 × . . . × Parmr be the tuple defining
each reduced irreducible component of F = 0. By an elementary
argument, extending the proof in Lemma 1.6, the tuple is interalge-
braic with the tuple x ∈ Park defining the hypersurface F = 0. Let
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θ(xj ,mj ,nj)(y) ⊂ Parl be the statement that a line ly intersects Fj in
exactly mj points, each counted nj times;
∃z1 6=...6=zmj [
∧
1≤i≤mj
zi ∈ ly ∩ Fj,xj ∧ RightMultzi(ly, Fj,xj) = nj ∧
. ∀w(w ∈ ly ∩ Fj,xj →
∨
1≤i≤mj
zi = w)]
By definability of multiplicity in Zariski structures, Lemmas 1.5 and
Lemmas 1.6, each θ(xj ,mj ,nj)(y) is definable over xj and is a Zariski
dense algebraic subset of Parl. By the previous remark, the comple-
ment of θ(xj ,mj ,nj)(y) in the set of lines having finite intersection with
Fj is given by;
∃w[w ∈ ly ∩ Fj,xj ∧ RightMultw(ly, Fj,xj) ≥ nj + 1]
It follows that θ(xj ,mj ,nj)(y) defines a Zariski open subset of Parl.
Now let;
θ(y) =
∧
1≤j≤r θ(xj ,mj ,nj)(y)
Then θ(y) defines a Zariski open subset of Parl. Finally, letW be the
the union of the pairwise intersections of the irreducible components Fj.
Then, by elementary dimension theory,W is Zariski closed of dimension
at most n−2. Hence, the condition on Parl that a line passes through
W defines a proper closed set over the parameters (x1, . . . , xr). Let
U(y) be the Zariski open complement of this set in Parl. Then any
line l satisfying θ(y) ∧ U(y) has the properties required of the lemma.

Definition 1.9. We will call a line l satisfying the conclusion of the
lemma transverse to F .
We will now give an alternative characterisation of transversality.
Lemma 1.10. Let F = 0 define a hypersurface of degree k. Then a
line l is transverse to F iff l intersects F in finitely many points and,
for each y ∈ l∩(F = 0), LeftMulty(l, F ) = 1. Moreover, the notion of
transversality may be formulated by a predicate in the language Lspec,
Transversek ⊂ Park × Parl;
Transversek(λ, l) iff l is transverse to Fλ
Proof. The first part of the proof is clear using previous results of this
section. For the second part, use the results in Section 3 of [7]. 
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We now have;
Lemma 1.11. A Nullstellensatz for Non-Reduced Hypersurfaces
Let F = 0 define a hypersurface of degree k and let Zero(F ) =
Zero(Fλ1) ∪ . . . ∪ Zero(Fλr) be its geometric factorisation into irre-
ducibles, using the Zariski topology. Let σ(λj, mj , nj) ⊂ Parmj , for
1 ≤ j ≤ r, be the predicates defined in Lspec by;
A transverse line to Fλj intersects Fλj in exactly mj points, each
counted nj times.
Then the original homogeneous polynomial F is characterised, up to
scalars, by the sequence;
(Zero(Fλ1), . . . , Zero(Fλr), σ(λ1, m1, n1), . . . , σ(λr, mr, nr))
Proof. By the proof of previous results from this section, the formulae
σ(λj, mj , nj), for 1 ≤ j ≤ r, determine the multiplicity of each compo-
nent Fλj . The result then follows by uniqueness of factorisation. 
We will refer to a hypersurface as generic if the parameter defining
it is generic in the parameter space of all hypersurfaces of the same
degree.
Definition 1.12. The degree of a projective algebraic curve C is the
number of intersections with a generic hyperplane.
We need to check this is a good definition. Let (P n)∗ be the dual
space of P n. (P n)∗ is the parameter space for all hyperplanes H in P n.
We have that;
{a ∈ (P n)∗ : dim(C ∩Ha) ≥ 1}
is closed in (P n)∗, hence, for generic a ∈ (P n)∗, C ∩Ha is finite (and
non-empty). Choosing some generic a in (P n)∗, let m be the number
of intersections of Ha with C. Let θ(x) ⊂ (P
n)∗ be the statement;
∃x1 6=...6=xm(
∧
1≤i≤m xi ∈ C ∩Hx ∧ ∀y(y ∈ C ∩Hx →
∨
1≤i≤m xi = y))
θ(x) is algebraic and defined over ∅, hence, as it contains a, must be
Zariski dense in (P n)∗. In particular, it contains any generic a in (P n)∗.
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Definition 1.13. The degree of a hypersurface F is the degree of the
homogenous polynomial defining it. (See the above remarks)
In the following paper, the notion of birationality between projective
algebraic curves, will be central.
Definition 1.14. We define a linear system Σ on P r to be the col-
lection of algebraic forms of degree k, for some k ≥ 1, corresponding
to a plane, which we will denote by ParΣ, contained in Park, the pa-
rameter space of homogeneous polynomials of degree k. If ParΣ has
dimension n, we define a basis of Σ to be an ordered set of n+1 forms
corresponding to a maximally independent set of parameters in ParΣ.
Equivalently, a basis of Σ is an ordered system;
{φ0(X0, . . . , Xr), . . . , φn(X0, . . . , Xr)}
of homogeneous polynomials of degree k belonging to Σ which are in-
dependent, that is there do not exist parameters {λ0, . . . , λn} such that;
λ0φ0 + . . .+ λnφn ≡ 0
Definition 1.15. Given a linear system Σ of dimension n on P r, we
define the base locus of the system Σ by;
Base(Σ) = {x¯ ∈ P r : φ0(x¯) = . . . = φn(x¯) = 0}
for any basis of Σ. Given any 2 bases {φ0, . . . , φj, . . . , φn} and
{ψ0, . . . , ψi, . . . , ψn} of Σ, we can find an invertible matrix of scalars
(λij)0≤i,j≤n such that;
ψi =
∑n
j=0 λijφj
Hence, the base locus of Σ is well defined. As a basis corresponds
to a maximally independent sequence in ParΣ, we could equivalently
define;
Base(Σ) = {x¯ ∈ P r : φ(x¯) = 0}
for every algebraic form φ belonging to Σ.
Lemma 1.16. Let Σ be a linear system of dimension n and degree k
on P r. Then, a choice of basis B for Σ defines a morphism ΦΣ,B :
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P r \Base(Σ) → P n with the property that Image(φΣ,B) is not con-
tained in any hyperplane section of P n. Moreover, given any 2 bases
{B,B′} of Σ, there exists a homography θB,B′ : P
n → P n such that;
ΦΣ,B′ = θB,B′ ◦ ΦΣ,B
Proof. Given a choice of basis B = {φ0, . . . , φn} for Σ, one checks that
the map defined by;
ΦΣ,B([X0 : . . . : Xr]) = [φ0(X0, . . . , Xr) : . . . : φn(X0, . . . , Xr)]
is a morphism with the required properties. Now suppose that
{φ0, . . . , φj, . . . , φn} and {ψ0, . . . , ψi, . . . , ψn} are 2 bases B and B
′ for
Σ. Let (λij)0≤i,j≤n be the matrix of scalars as given in Definition 1.15.
Then one can define a homography θB,B′ by;
θB,B′([Y0 : . . . : Yn]) = [
∑n
j=0 λ0jYj : . . . :
∑n
j=0 λijYj : . . . :
∑n
j=0 λnjYj]
It is clear that this homography has the required property of the
lemma.

Definition 1.17. We define a rational map from P r to P n to be a
morphism defined by a choice of basis for a linear system Σ.
Remarks 1.18. Given a linear system Σ, we will generally refer to
a morphism given by Lemma 1.16 as simply ΦΣ, leaving the reader to
remember that a choice of basis is involved. As any 2 such choices differ
by a homography, any properties of one morphism transfer directly to
the other, so one hopes that this terminology will not cause confusion.
More geometrically, observe that, if x ∈ P r \ Base(Σ), then the set of
algebraic forms in Σ, vanishing at x, defines a hyperplane Hx ⊂ Σ. A
choice of basis {φ0, . . . , φn} for Σ identifies this hyperplane Hx with a
point [φ0(x), . . . , φn(x)] of the dual space P
n∗.
Definition 1.19. We say that two projective algebraic curves C1 and
C2 are birational if there exists U ⊂ C1 and V ⊂ C2, with U and
V open in C1 and C2 respectively, such that U and V are isomorphic
as algebraic varieties. We will use the notation Φ : C1 ! C2 for a
birational map.
We will require the following presentation of birational maps;
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Lemma 1.20. Let C1 ⊂ P
r and C2 ⊂ P
n be birational projective alge-
braic curves, as in Definition 1.16, with the property that no hyperplane
section of P r or P n contains C1 or C2 respectively. Then we can find
linear systems {Σ,Σ′}, rational maps;
φΣ : P
r \Base(Σ)→ P n φΣ′ : P
n \Base(Σ′)→ P r
and open subsets {U ′, V ′} of {C1, C2}, which are disjoint from
{Base(Σ), Base(Σ′)}, such that the restrictions φΣ : U
′ → V ′ and
φΣ′ : V
′ → U ′ are (inverse) isomorphisms.
Proof. As usual, let [X0 : . . . : Xr] and [Y0 : . . . : Yn] be homogeneous
coordinates for P r and P n respectively. Taking the hyperplanes X0 = 0
and Y0 = 0, we can find affine presentations;
L[x1,...,xr]
J1
= R(C1 \ C1 ∩ (X0 = 0)) = R(U
′′)
L[y1,...,yn]
J2
= R(C2 \ C2 ∩ (Y0 = 0)) = R(V
′′)
where {U ′′, V ′′} are open subsets of {C1, C2}, {J1, J2} are prime
ideals.
We can then find U ′ ⊂ U ′′ ∩ U and V ′ ⊂ V ′′ ∩ V such that U ′ and
V ′ are isomorphic as algebraic subvarieties of C1 and C2 (consider the
elements of U which are mapped to V ′′ by the original isomorphism).
Now choose polynomials F (x¯) and G(y¯) such that;
L[x1,...,xr]F
J ′1
= R(U ′) L[y1,...,yn]G
J ′2
= R(V ′)
As R(U ′) ∼= R(V ′), we can find rational functions {φ1(x¯), . . . , φn(x¯)}
and {ψ1(y¯), . . . , ψr(y¯)} (with denominators powers of F and G respec-
tively) defining morphisms;
Φ : Ar \ {F = 0} → An Ψ : An \ {G = 0} → Ar
and representing the isomorphism U ′ ∼= V ′. We now show how to
convert Φ into ΦΣ. By equating denominators, we are able to write
{φ1(x¯), . . . , φn(x¯)} as {
p1(x¯)
q(x¯)
, . . . , pn(x¯)
q(x¯)
}. Now make the substitutions
xi =
Xi
X0
in {p1(x¯), . . . , pn(x¯), q(x¯)} and multiply through by the high-
est power of X0 to obtain homogeneous polynomials of the same degree
{P1(X¯), . . . , Pn(X¯), Q(X¯)}. Let Σ be the linear system defined by the
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plane spanned by these homogeneous polynomials and define ΦΣ by;
ρY0 = Q(X0, . . . , Xr), ρY1 = P1(X0, . . . , Xr), . . . , ρYn = Pn(X0, . . . , Xr)
where ρ is a constant of proportionality. (This is an alternative no-
tation for a map between projective spaces, used frequently in papers
by the Italian geometers Castelnouvo, Enriques and Severi). By the
assumption on {C1, C2} concerning hyperplane sections, the homoge-
neous polynomials {Q,P1, . . . , Pn} form a basis for Σ, hence this defines
a rational map. Similarily, one can find a linear system Σ′ and convert
Ψ into a rational map φΣ′. The rest of the properties of the lemma
follow immediately from the construction. 
We should also note the following equivalent criteria for birationality
of projective algebraic curves;
Lemma 1.21. Let C1 and C2 be projective algebraic curves. Then C1
and C2 are birational iff;
(i). There is an isomorphism of function fields L(C1) ∼= L(C2).
(ii). (In characteristic 0) There exist a1 generic in C1, a2 generic in C2
and an algebraic relation Rational(x, y) such that a1 ∈ dclRational(a2)
and a2 ∈ dclRational(a1).
. (In charateristic p) One can use the same criteria but must pay
attention to the presence of the Frobenius map, see the paper [5] for
details on how to resolve this issue.
Definition 1.22. Let Φ : C1! C2 be a birational map, as in Defini-
tion 1.19. We define the correspondence ΓΦ ⊂ C1×C2 associated to Φ
to be;
(Graph(Φ) ⊂ U × V )
where, for W an algebraic subset of C1 × C2, we let W¯ denote its
Zariski closure.
Definition 1.23. Let C1 and C2 be projective algebraic curves. We
will say that 2 birational maps Φ1 : C1 ! C2 and Φ2 : C1 ! C2
are equivalent if there exists U ⊂ C1 such that Φ1 and Φ2 are both
defined and agree on U . Clearly, equivalence of birational maps is an
equivalence relation.
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Lemma 1.24. Let Φ1 : C1 ! C2 and Φ2 : C1 ! C2 be equivalent
birational maps, then ΓΦ1 = ΓΦ2.
Proof. Immediate from the definitions.

Definition 1.25. We will denote the equivalence class of a birational
map Φ by [Φ]. By the above lemma, we can associate a correspondence
Γ[Φ] to an equivalence class of birational maps
Lemma 1.26. Obstruction to Birationality at Singular Points
Let Γ[Φ] be a birational correspondence between C1 and C2. If x is
a non-singular point of C1, there exists a unique corresponding point y
of C2 and vice-versa.
Proof. Let U ⊂ C1 be the set of non-singular points of C1. We can con-
sider ΓΦ as a cover of U . As U is smooth, we may apply the technique
of Zariski structures for this cover. By birationality, if x ∈ U is generic,
there exists a unique (xy) ∈ ΓΦ and, moreover, Mult(y/x) = 1. This
last fact was shown, for example, in the paper [5] and given originally
in [12]. By further properties of Zariski structures, again see either of
the above, the total multiplicity of points in the cover over U is pre-
served, in particular, for any x ∈ U , there exists a unique corresponding
(xy) ∈ ΓΦ. 
Remarks 1.27. Note that non-singularity is not necessarily preserved
when associating y to x in the above lemma. This motivates the fol-
lowing definition.
Definition 1.28. Given a birational correspondence Γ[Φ], we define the
canonical sets U[Φ] ⊂ Γ[Φ],V[Φ] ⊂ C1 and W[Φ] ⊂ C2 to be the sets;
U[Φ] = {(x, y) ∈ Γ[Φ] : NonSing(x), NonSing(y)}
V[Φ] = π1(U[Φ])
W[Φ] = π2(U[Φ])
Lemma 1.29. Given a birational correspondence Γ[Φ], there exists an
isomorphism Φ1 : V[Φ] →W[Φ] such that Γ[Φ] = Γ[Φ1]
Proof. By an elementary result in algebraic geometry, see for example
[2], a morphism Φ : U ⊂ C1 → P
n, where U is an open subset of C1,
extends uniquely to the non-singular points of C1. Combining this with
Lemma 1.26, we obtain immediately the result. 
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We now need to relate the canonical sets of a birational correspon-
dence Γ[Φ] with a particular presentation of [Φ] given by Lemma 1.20;
Definition 1.30. Let φΣ be as in Lemma 1.20, we define the canonical
open sets associated to φΣ to be;
VφΣ = V[Φ] \Base(Σ)
WφΣ = φΣ(VφΣ)
Lemma 1.31. We have the following relations between canonical sets;
VφΣ ⊂ V[Φ] ⊂ NonSing(C1)
WφΣ ⊂W[Φ] ⊂ NonSing(C2)
φΣ : VφΣ →WφΣ is an isomorphism.
VφΣ and Base(Σ) are disjoint.
Proof. The proof is an easy exercise. 
Remarks 1.32. It would be desirable to find a particular presentation
ΦΣ of a birational class [Φ], for which Base(Σ) is disjoint from the
canonical set V[Φ]. In general, one can easily prove the weaker result;
There exist 2 presentations ΦΣ1 and ΦΣ2 of a birational class [Φ],
such that;
V[Φ] = VΦΣ1 ∪ VΦΣ2
W[Φ] = WΦΣ1 ∪WΦΣ2
We also note that the choice of Σ presenting a birational class [Φ] is
far from unique. For example, let Id : P 1 → P 1 be the identity map.
This isomorphism can be represented by any of the birational maps;
φn[X0 : X1] = [X
n
0 : X
n−1
0 X1] (n ≥ 1)
Let Σn be the linear system of dimension 1 and degree n defined by
the pair of homogeneous polynomials {Xn0 , X
n−1
0 X1}. Then φn = ΦΣn
(with this choice of basis).
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We finally note the following well known theorem, see for example [2];
Theorem 1.33. Let C be a projective algebraic curve, then C is bira-
tional to a plane projective algebraic curve.
2. A Basic Theory of grn
We begin this section with the definition of intersection multiplicity
used by the original Italian school of algebraic geometry.
Definition 2.1. Let C ⊂ Pw be a projective algebraic curve. Let ParF
be the projective parameter space for all hypersurfaces of a given degree
e and let U = {λ ∈ ParF : |C ∩ Fλ| < ∞} be the open subvariety of
ParF corresponding to hypersurfaces of degree e having finite intersec-
tion with C. For λ ∈ U , p ∈ C ∩ Fλ, we define;
Iitalian(p, C, Fλ) = Card(C ∩ Fλ′ ∩ Vp) for λ
′ ∈ Vλ generic in U .
Remarks 2.2. That this is a rigorous definition follows from gen-
eral properties of Zariski structures. The definition is the same as
RightMultp(C, Fλ) which we considered in the previous section. We
will often abbreviate the notation Iitalian(p, C, Fλ) = s by saying that p
is counted s times for the intersection of C with Fλ.
The basic theory of grn relies principally on the following result;
Theorem 2.3. Hyperspatial Bezout
Let C ⊂ Pw be a projective algebraic curve of degree d and Fλ a
hypersurface of degree e having finite intersection with C. Then;
∑
p∈C∩Fλ
Iitalian(p, C, Fλ) = de
We first require the following lemma, preserving the notation from
Definition 2.1;
Lemma 2.4. Let Hλ be a generic hyperplane, then;
Iitalian(p, C,Hλ) = 1 for all p ∈ C ∩Hλ
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and each p ∈ C ∩Hλ is non-singular.
In the Italian terminology, each point p of intersection is counted
once or the intersection is transverse. Using the methods developed in
Section 1, it is not difficult to prove that each point of intersection is
transverse (using the scheme theoretic definition).
Proof. Suppose, for contradiction, that Iitalian(p1, C,Hλ) ≥ 2 for some
p1 ∈ C ∩ Hλ. Let {p1, . . . , pd} be the total set of intersections, where
d is the degree of C, see Definition 1.12. Then we can find λ′ ∈ Vλ
generic in U and a distinct pair {p11, p
2
1} in Vp1∩C ∩Hλ′. By properties
of Zariski structures, see [5] or [12], we can also find {p12, . . . , p
1
d} such
that p1j ∈ C ∩ Hλ′ ∩ Vpj for 2 ≤ j ≤ d. It follows from the definition
of an infinitesimal neighborhood that, for p 6= q with {p, q} ⊂ Pw, Vp
and Vq are disjoint. Hence, {p
1
1, p
2
1, p
1
2, . . . , p
1
d} defines a distinct set of
intersections of C with Hλ′ . It follows that C and Hλ′ have at least
d + 1 intersections, contradicting the facts that λ′ is generic in U and
the degree of C is equal to d. For the second part of the lemma, observe
that the set of nonsingular points NonSing(C) is a dense open subset
of C, defined over the field of definition of C. The condition that a
hyperplane passes through at least one point of (C \NonSing(C)) is
therefore a union of finitely many proper hyperplanes P1 ∪ . . . ∪ Pm
contained in ParH, also defined over the field of definition of C. As Hλ
was chosen to be generic, its parameter λ cannot lie inside P1∪. . .∪Pm.
Hence, the result is shown.

We now complete the proof of Theorem 2.3;
Proof. Choose {λ1, . . . , λe} independent generic tuples in P
w∗ = ParH ,
the parameter space for hyperplanes on Pw. Let Fe be the form of de-
gree e defined by;
Fe = Hλ1  . . . Hλe = Σi0+...+iw=eλi0...inY
i0
0 . . . Y
iw
w = 0
We first claim that the intersections C∩Hλj are pairwise disjoint sets
for 1 ≤ j ≤ e. The condition that a hyperplane Hµ passes through at
least one point of the intersection {(C∩Hλ1)∪. . .∪(C∩Hλj )} is a union
of finitely many proper closed hyperplane conditions on ParH , defined
over the parameters of C and the tuple {λ1, . . . , λj}, for 1 ≤ j ≤ e− 1.
As the tuples {λ1, . . . , λe} were chosen to be generically independent
in ParH , the result follows. Now, by Lemma 2.4 and the definition of
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Fe, we obtain a total number de of intersections between C and Fe. We
claim that for each point p of intersection;
Iitalian(p, C, Fe) = 1 (∗)
This does not follow immediately from Lemma 2.4 as the parameter
{λi0...in} defining Fe is allowed to vary in the parameter space Pare of
all forms of degree e. We prove the claim by reducing the problem to
one about plane projective curves.
We use Lemma 1.20 and Theorem 1.33 to find a plane projective al-
gebraic curve C1 ⊂ P
2 and a linear system Σ such that ΦΣ : C1! C.
Let {φ0, . . . , φw} be a basis for Σ, defining the birational map ΦΣ. We
may suppose that each φi is homogenous of degree k in the variables
{X0, X1, X2} for P
2. Let {V[Φ], VΦΣ,W[Φ],WΦΣ} be the canonical sets
associated to ΓΦΣ , see Definitions 1.28 and 1.30. Note that the canon-
ical sets are all definable over the data of ΦΣ. Hence, we may, without
loss of generality, assume that the point p given in (∗) above lies in
WΦΣ and its corresponding p
′ ∈ C1 lies in VΦΣ . In particular, p
′ defines
a non-singular point of the curve C1. Now, given an algebraic form Fµ
of degree e;
Fµ = Σi0+...+iw=eµi0...inY
i0
0 . . . Y
iw
w = 0
we obtain a corresponding algebraic curve ψµ of degree ke on P
2
given by the equation;
ψµ = Σi0+...+iw=eµi0...inφ
i0
0 . . . φ
iw
w = 0 (†)
We claim that;
Iitalian(p, C, Fµ) ≤ Iitalian(p
′, C1, ψµ) (∗∗)
For suppose that p is counted s-times for the intersection of C with
Fµ, then we can find µ
′ ∈ Vµ generic in U such that C ∩ Fµ′ ∩ Vp con-
sists of the distinct points {p1, . . . , ps}. By elementary properties of
infinitesimals, {p1, . . . , ps} ⊂ WΦΣ , hence we can find a corresponding
distinct set {p′1, . . . , p
′
s} in VΦΣ. By the defining property of a spe-
cialisation ,the fact that the correspondence Γ[ΦΣ] is closed and the
definition of ψµ′ we must have that {p
′
1 . . . , p
′
s} ⊂ C1 ∩ Vp ∩ ψµ′ . As
the map θ : Pare → Parke, defined by (†), is algebraic, it follows that
ψµ′ defines an infinitesimal variation of ψµ in the space of all algebraic
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curves of degree ke on P 2. Hence, it follows that p′ is counted at least
s-times for the intersection of C1 with ψµ. Therefore, (∗∗) is shown.
Now, given a hyperplane Hµ;
Hµ = µ0Y0 + . . .+ µwYw = 0
we obtain a corresponding algebraic curve φµ of degree k on P
2, de-
fined by the equation;
φµ = µ0φ0 + . . .+ µwφw = 0
Corresponding to the factorisation Fλ = Fe = Hλ1  . . .  Hλe , we
obtain the factorisation ψλ = φλ1  . . . φλe . Therefore, in order to show
(∗), it will be sufficient to prove that;
Iitalian(p
′, C1, φλ1  . . .  φλe) = 1 (∗ ∗ ∗)
Let p belong (uniquely) to the intersection C ∩Hλj . We claim first
that;
Iitalian(p
′, C1, φλj) = 1
We clearly have that the linear system Σ consists of {φλ : λ ∈ P
w∗}.
Hence, as by construction p′ does not belong to Base(Σ) and is non-
singular, the result in fact follows from Lemma 2.4 and a local result
given later in this section, Lemma 2.10, which is independent of this
theorem. By results of [6] on plane projective curves, (∗ ∗ ∗) follows.
Hence, (∗) is shown as well.
We have now proved that there exists a form Fe of degree e which
intersects C in exactly de points with multiplicity. The theorem now
follows immediately from the corresponding result in Zariski structures
that, for a finite equidimensional cover G ⊂ Pare × P
w;
Σx∈G(λ)Mult(λ,x)(G/ParF ) is preserved.

Using this theorem, we develop a basic theory of grn on C, a projec-
tive algebraic curve in Pw. Suppose that we are given a linear system Σ
of dimension r, consisting of algebraic forms φλ, parametrised by ParΣ.
We will assume that C ∩ φλ has finite intersection for each λ ∈ ParΣ,
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which we will abbreviate by saying that Σ has finite intersection with
C. Then, for λ ∈ ParΣ, we obtain the weighted set of points;
Wλ = {np1, . . . , npm}
where
{p1, . . . , pm} = C ∩ φλ
and
Iitalian(pj, C, φλ) = npj for 1 ≤ j ≤ m.
By Theorem 2.3, the total weight np1 + . . . + npm of these points is
always equal to de.
It follows that, as λ varies in ParΣ, we obtain a series of weighted
sets Series(Σ) = {Wλ : λ ∈ Par(Σ)}. We now make the following
definition;
Definition 2.5. We define order(Series(Σ)) to be the total weight of
any of the sets in Series(Σ). We define dim(Series(Σ)) to be dim(Σ).
We define grn(Σ) to be the series of weighted sets parametrised by ParΣ
where;
n = order(Series(Σ)) and r = dim(Series(Σ)).
We now make the following local analysis of grn(Σ).
Definition 2.6. Let Σ be a linear system having finite intersection with
C ⊂ Pw. If φλ belongs to Σ and p ∈ C ∩ φλ, we define;
IΣitalian(p, C, φλ) = Card(C ∩ φλ′ ∩ Vp) for λ
′ ∈ Vλ generic in ParΣ.
Remarks 2.7. This is a good definition as ParΣ is smooth. The dif-
ference between Iitalian and I
Σ
italian is that in the first case we can vary
the parameter λ over all forms of degree e, while, in the second case,
we restrict the parameter to forms of the linear system defined by Σ.
Definition 2.8. We will refer to C \Base(Σ) as the set of mobile
points for the system Σ.
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We now make the following preliminary definition;
Definition 2.9. We will define a coincident mobile point for Σ to be a
point p ∈ C ∩φλ, for some λ ∈ ParΣ, such that p lies outside Base(Σ)
and with the further property that;
IΣitalian(p, C, φλ)   Iitalian(p, C, φλ)
It is an important property of linear systems in characteristic 0 that
there do not exist coincident mobile points. (See the final section for
the corresponding result in arbitrary characteristic.) We will prove this
in the following lemmas, the notation of Definition 2.6 will be main-
tained until Lemma 2.17.
Lemma 2.10. Non-Existence of Coincident Mobile Points
Let p ∈ (C \Base(Σ)) ∩ φλ be a non-singular point. Then;
Iitalian(p, C, φλ) = I
Σ
italian(p, C, φλ)
Proof. We prove this by induction on m = Iitalian(p, C, φλ). The case
m = 1 is clear as we always have that;
IΣitalian(p, C, φλ) ≤ Iitalian(p, C, φλ)
Suppose that Iitalian(p, C, φλ) = m+1. Let λ
′ ∈ ParΣ∩Vλ be generic
and let {p1, . . . , pr} enumerate Vp ∩ C ∩ φλ′. Suppose r ≥ 2, then, by
results of [6], (summability of specialisation), we have that;
Iitalian(pj, C, φλ′) ≤ m for each 1 ≤ j ≤ r.
By properties of infinitesimal neighborhoods, each pj is non-singular
and lies in C \Base(Σ). Hence, by the induction hypothesis, it follows
that;
IΣitalian(pj, C, φλ′) = Iitalian(pj, C, φλ′) for each 1 ≤ j ≤ r
Again, using the same result from [6], (summability of specialisa-
tion), we have that;
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I
(Σ)
italian(p, C, φλ) =
∑
1≤j≤r I
(Σ)
italian(pj , C, φλ′)
where the (Σ) notation is used to show that the result holds for ei-
ther of the above defined multiplicities. Hence;
Iitalian(p, C, φλ) = I
Σ
italian(p, C, φλ)
We may, therefore, assume that;
For any generic λ′ ∈ Vλ∩ParΣ, there exists a unique p
′ ∈ Vp∩C∩φλ′ ,
with Iitalian(p
′, C, φλ′) = Iitalian(p, C, φλ) (∗)
Now, as p /∈ Base(Σ), we can find φµ with p /∈ C ∩ φµ. We consider
the pencil of algebraic forms defined by {φλ, φµ}. We may assume p is
in finite position on the curve C. For ease of notation, we will assume
that w = 2 and make the generalisation to arbitrary dimension w at
the end of the lemma. Let f(X, Y ) = 0 define the curve C in affine
coordinates such that p corresponds to the point (0, 0). We rewrite
the pencil of curves (φλ, φµ) in affine coordinates, which gives the 1-
parameter family;
g(X, Y ; t) =
∑
i+j≤deg(Σ)(λij + tµij)X
iY j = 0
The following calculation is somewhat informal, see remark (ii) of
Section 1;
As p /∈ Base(Σ), the function φλ
φµ
is defined at p = (0, 0) and gives
an algebraic morphism;
φλ
φµ
: W ⊂ C → Part
on some open W ⊂ C, with φλ
φµ
(0, 0) = 0.
The cover graph(φλ
φµ
) ⊂ W × Part of Part is Zariski unramified at
(0, 0, 0) as, given generic t ∈ V0, there exists a unique (x, y) such that
(x, y) ∈ V(0,0)∩C ∩ (φλ+ tφµ), by (∗) and the fact that Part is smooth.
By results of [5], (Theorem 6.10), if we assume the ground field L has
characteristic 0, the cover is etale at (0, 0, 0). We will make the modi-
fication for non-zero characteristic in the final section of this paper. (1)
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Now, as f(X, Y ) = 0 is non-singular at p = (0, 0), we can apply
the implicit function theorem to obtain a parametrisation in algebraic
power series (x(t), y(t)) of the branch at (0, 0) such that f(x(t), y(t)) =
0. (See the remark (ii) in Section 1 and [6] for the correct interpretation
of these power series on appropriate etale covers and the corresponding
definition of a branch.) We then obtain a map defined by algebraic
power series θ : A1,et → Part given by;
θ(t) = φλ
φµ
(x(t), y(t))
where A1,et is an etale cover of A1 over the distinguished point (0).
We have that θ is etale at (0lift, 0), as the composition of etale maps
is etale. By the inverse function theorem, we may find an etale iso-
morphism ρ : A1,et → A1,et such that θ(ρ(t)) = t and (x1(t), y1(t)) =
(x(ρ(t)), y(ρ(t))) also parametrises the branch at (0, 0).
We therefore have that;
g(x1(t), y1(t); t) = 0 (**) (2)
Now, by assumption, Iitalian(p, C, φλ) ≥ 2. Hence, by results of [6];
g(X, Y ; 0) is algebraically tangent to f(X, Y ) = 0 at (0, 0) (3).
By the chain rule and (∗∗), we have that;
∂gt
∂X (x1(t),y1(t))
x′1(t) +
∂gt
∂Y (x1(t),y1(t))
y′1(t) +
∂g
∂t (x1(t),y1(t))
= 0 (∗ ∗ ∗) (4)
Hence, at t = 0, we have that ∂g
∂t (0,0)
= 0, that is p = (0, 0) belongs
to φµ = 0, which is a contradiction. The calculation (∗ ∗ ∗) holds for
formal power series in L[[t]]. In particular, it holds for algebraic power
series. We now give a brief justification for this calculation;
Let v = ordt be the standard valuation on the power series ring
L[[t]]. Given a power series f ∈ L[[t]] and a sequence of power series
{fn : n ∈ Z≥0}, we will say that {fn} converges to f , abbreviated by
{fn} → f , if;
(∀m ∈ Z≥0)(∃n(m) ∈ Z≥0)(∀k ≥ n(m))[v(f − fk) ≥ m]
30 TRISTRAM DE PIRO
Now choose sequences {xn1 (t), y
n
1 (t)} of polynomials in L[t] such that
{xn1 (t)} → x1(t) and {y
n
1 (t)} → y1(t). We claim that;
{gn(t) = g(x
n
1 (t), y
n
1 (t); t)} → g(x1(t), y1(t); t)
This follows by standard continuity arguments for polynomials in the
non-archimidean topology induced on L[[t]] by v. We then have that;
g′n(t) =
∂g
∂X (xn1 (t),y
n
1 (t),t)
xn1 (t)
′ + ∂g
∂Y (xn1 (t),y
n
1 (t),t)
yn1 (t)
′ + ∂g
∂t (xn1 (t),y
n
1 (t),t)
This follows from the fact that the chain rule and product rule hold
in the polynomial ring L[t], even in non-zero characteristic. We now
claim that {xn1 (t)
′} → x1(t)
′ and {yn1 (t)
′} → y1(t)
′. This holds by the
definition of convergence and the fact that, for a power series f ∈ L[[t]],
if ordt(f) = r, then ordt(f
′) ≥ r − 1. Using standard continuity ar-
guments and uniqueness of limits, one obtains the result (4). One can
also give a geometric interpretation of the calculation (4) using duality
arguments. We will discuss this problem on another occasion.
In order to finish the argument, we claim that;
∂g0
∂X (0,0)
x′1(0) +
∂g0
∂Y (0,0)
x′2(0) = 0 (5)
This follows from (3) and the fact that algebraic tangency can be
characterised by the property that Dg0 at (0, 0) contains the tangent
line lp of C. This is clear if g0 is non-singular at p, in particular if g0
has a non-reduced component at p. Otherwise, it follows easily from
[6] or [2]. Hence, at t = 0, we have that ∂g
∂t (0,0)
= 0, that is p = (0, 0)
belongs to φµ = 0, which is a contradiction.
We now consider the case for arbitrary dimension w. We will use
Theorem 1.33 to find a plane projective curve C1 ⊂ P
2 birational to
C. Using Lemma 1.20, we can find a linearly independent system Σ′
and a birational presentation ΨΣ′ : C1 ! C. We will assume that
the point p under consideration lies inside the canonical set WΨΣ′ with
corresponding p′ ∈ VΨΣ′ . This can in fact always be arranged, see
the section on Conic Projections. However, for the moment, we can,
if necessary, replace the set NonSing(C) by WΨΣ′ . Now, we follow
through the calculation given above for w = 2. The argument up to
(1) is unaffected. We first justify the calculation (2). Let f(X, Y ) = 0
be an affine representation of C1, such that the point p
′ corresponds
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to (0, 0). Then, we may obtain a local power series representation
(x(t), y(t)) of f(X, Y ) at (0, 0) and, applying ΨΣ′, a local power series
representation ΨΣ′(x(t), y(t)) = (x1(t), . . . , xw(t)) of the corresponding
p ∈ C. We may then, applying the same argument, obtain the relation
g(x1(t), . . . , xw(t); t) = 0, where;
g(X1, . . . , Xw; t) = Σi1+...+iw≤deg(Σ)λi1...iwX
i1
1 . . .X
iw
w +tµi1...iwX
i1
1 . . .X
iw
w
is an affine representation of the pencil φλ + tφµ.
We now need to justify the calculation in (3). Write φλ in the form;
φλ = Σi0+...iw=deg(Σ)λi0...iwX
i0
0 . . .X
iw
n = 0
Let Σ′ = {ψ0, . . . , ψw}, then the assumption that φλ passes through
p implies that the curve;
D = Σi0+...+iw=deg(Σ)λi0...iwψ
i0
0 . . . ψ
iw
iw
= 0
passes through the corresponding p′ of C1. By the fact that
Iitalian(p, C, φλ) ≥ 2, we can vary the coefficients {λi0...iw} of φλ to
obtain distinct intersections {x′′, x′′′} in C ∩ φλ′ ∩ Vp. By properties
of infinitesimals, these intersections lie in the fundamental set WΨΣ′ .
Hence, we can find corresponding intersections {x′′′′, x′′′′′} in Vp′ ∩ VψΣ′
with the corresponding variation of D. This implies that;
Iitalian(p
′, C1, D) ≥ 2
By results of the paper [6], D must be algebraically tangent to the
curve C1 at p
′. Hence, by the chain rule, and the characterisation of
algebraic tangency given above, φλ is algebraically tangent to the curve
C at p, in the sense that its differential Dφλ at p, contains the tangent
line lp of C (∗). The reader should also look at the proof of Theorem
2.3, where a similar calculation was carried out. Finally, we need to
justify (4). This is clear from the calculation done above. The final
step (5) is also clear from the corresponding calculation and (∗).

Remarks 2.11. The lemma fails for non-linear systems. Let C be
defined in affine coordinates (x, y) by y = 0 and let {φt} be the pencil
of curves, defined in characteristic 0, by y = (x− t)2 = x2 − 2tx + t2.
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By construction, each φt is tangent to y = 0 at (t, 0). It follows that
each (t, 0) ∈ C is a coincident mobile point for φt.
Lemma 2.12. Suppose that p ∈ C \Base(Σ) ∩ φλ is a singular point,
then;
Iitalian(p, C, φλ) = I
Σ
italian(p, C, φλ).
Proof. Suppose that IΣitalian(p, C, φλ) = m. As p /∈ Base(Σ), the con-
dition that φλ passes through p defines a proper closed subset of the
parameter space ParΣ. Hence, we can find λ
′ ∈ Vλ generic in ParΣ
and {p1, . . . , pm} = C ∩ φλ′ ∩ Vp, distinct from p, witnessing this mul-
tiplicity. As both NonSing(C) and C \Base(Σ) are open and defined
over L, we have that {p1, . . . , pm} must lie in the intersection of these
sets. Applying the result of the previous lemma, we must have that;
Iitalian(pj, C, φλ′) = 1 for 1 ≤ j ≤ m
Hence, by summability of specialisation, again see the paper [6], we
must have that Iitalian(p, C, φλ) = m as required. 
In the following Lemma 2.13, Lemma 2.16 and Lemma 2.17, by a
canonical set on C, we will mean either a set of the form VφΣ1 , for the
domain of a birational map φΣ1, or a set of the form WψΣ2 , for the
image of a birational map ψΣ2 , see also Definition 1.30. For ease of
notation, we will abbreviate either of these sets by W . In particular,
W may include the canonical set VΦΣ defined by (any) choice of basis
for the linear system Σ.
Lemma 2.13. Multiplicity at non-base points witnessed by transverse
intersections in the canonical sets.
Let p ∈ C \ Base(Σ), then, if m = Iitalian(p, C, φλ), we can find
λ′ ∈ Vλ, generic in ParΣ, and distinct {p1, . . . , pm} = C∩φλ′ ∩Vp such
that {p1, . . . , pm} lies in the canonical set W ,with the point p removed,
W \ {p}, and the intersection of C with φλ′ at each pj is transverse for
1 ≤ j ≤ m.
Proof. As p /∈ Base(Σ), the condition that φλ does not pass through p
defines an open subset of ParΣ. By the previous lemma, taking generic
(over L), λ′ ∈ Vλ, we can find {p1, . . . , pm} = C ∩ φλ′ ∩ Vp, distinct
from p. Finally, C \W defines a finite subset of C (over L). Clearly,
{p1, . . . , pm} avoid this set, otherwise, by properties of specialisations,
some pj would equal p for 1 ≤ j ≤ m. Finally, the transversality result
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follows from the fact that Iitalian(pj , C, φλ′) = 1 for 1 ≤ j ≤ m, (using
Lemmas 2.10 and 2.12 again). 
We have analogous results to Lemmas 2.10, 2.12 and 2.13 for points
in Base(Σ);
We first require the following;
Lemma 2.14. Let p ∈ C ∩ Base(Σ), then there exists an open subset
Up ⊂ Par(Σ) and an integer Ip ≥ 1 such that;
Iitalian(p, C, φλ) = Ip for λ ∈ Up.
and
Iitalian(p, C, φλ) ≥ Ip for λ ∈ ParΣ.
Proof. By properties of Zariski structures, we have that;
Wk = {λ ∈ Par(Σ) : Iitalian(p, C, φλ) ≥ k}
are definable and Zariski closed in ParΣ. The result then follows
by taking Ip = minλ∈ParΣIitalian(p, C, φλ) and the fact that ParΣ is
irreducible.

We can now formulate the corresponding version of Lemmas 2.12
and 2.13 for base points;
Lemma 2.15. Let p ∈ C ∩Base(Σ) ∩ φλ. Then;
Iitalian(p, C, φλ) = Ip + I
Σ
italian(p, C, φλ)− 1
Proof. Let m = IΣitalian(p, C, φλ). Choosing λ
′ ∈ Vλ generic in ParΣ,
we can find {p1, . . . , pm−1} = C ∩ Vp ∩ φλ′, distinct from p, witnessing
this multiplicity. Therefore, for 1 ≤ j ≤ m − 1, pj /∈ Base(Σ), by
properties of specialisations and the fact that Base(Σ) is finite and
defined over L. Hence, we can apply the results of Lemmas 2.10 and
2.12 to conclude that Iitalian(pj, C, φλ′) = 1 for 1 ≤ j ≤ m − 1. As
λ′ was generic in ParΣ, using the previous Lemma 2.14, we have that
Iitalian(p, C, φλ′) = Ip. Now, it follows easily, using summability of
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specialisation (see the paper [6]), that Iitalian(p, C, φλ) = Ip + (m− 1).
The lemma is proved. 
Lemma 2.16. Let p ∈ C∩Base(Σ)∩φλ, then, if m = I
Σ
italian(p, C, φλ),
we can find λ′ ∈ Vλ, generic in ParΣ, and {p, p1, . . . , pm−1} = C ∩
φλ′ ∩ Vp witnessing this multiplicity such that {p1, . . . , pm−1} lie in the
canonical set W , see the explanation before Lemma 2.13, and the in-
tersections C ∩ φλ′ at pj are transverse for 1 ≤ j ≤ m− 1.
Proof. Use the proof of Lemma 2.13, basic properties of infinitesimals
and the fact that W is open in C and definable over L. 
Lemma 2.17. Generic Intersections
Fix a canonical set W and let φλ be generic in Σ, then each point of
intersection of C with φλ outside Base(Σ) lies inside the canonical set
W and is transverse.
Proof. The finitely many points of (C \W ) are defined over the data
of {W,C}. Hence, the condition on ParΣ that φλ intersects a point
of (C \W ) outside Base(Σ) consists of a finite union of proper hy-
perplanes defined over the data of {W,C}. Therefore, for generic φλ,
each point of intersection of φλ with C, outside Base(Σ), lies inside
W . Now observe that the condition of transversality between C and
φλ, inside W , defines a constructible condition on ParΣ, over the data
of {C,W}. Namely;
θ(λ) ≡ ∀y[(y ∈ φλ ∩W )→ NonSing(y) ∧ RightMulty(C, φλ) = 1]
By Lemmas 2.13 and 2.16, the condition is Zariski dense in ParΣ.
Hence, the result follows.

We now make the following definitions;
Definition 2.18. Let Σ be a linear system defining a grn(Σ) on a pro-
jective algebraic curve C ⊂ Pw. Let {Wλ} = Series(Σ). If p ∈ Wλ, we
say that;
p is s-fold (s-plo in Italian) for the grn(Σ) if Iitalian(p, C, φλ) ≥ s.
p is counted (contato) s-times for the grn(Σ) if p has multiplicity s in
Wλ, equivalently Iitalian(p, C, φλ) = s.
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p has s-fold contact (contatto) with φλ if I
Σ
italian(p, C, φλ) = s.
Remarks 2.19. The Italian terminology is generally quite confusing.
The above lemmas show that the discrepancy between contatto and con-
tato occurs only at fixed points of the system Σ. The philosophy behind
their approach is that algebraic calculations may be reduced to visual ar-
guments using the ideas that a s-fold contact at p is a limit of s-points
converging along the curve from intersections with forms in the system
Σ and that these points are preserved by birationality. In the case of a
fixed point, p may be counted more times than its actual contact with
φλ and this excess intersection is never actually visually manifested by
a variation. The Italian approach is to ignore this excess intersection.
This motivates the following definition;
Definition 2.20. Let a grn(Σ) be given on C. For p ∈ C∩φλ, we define;
Imobileitalian(p, C, φλ) = Card(C∩φλ′∩{Vp \ p}), λ
′ ∈ Vλ generic in ParΣ.
Remarks 2.21. One needs to check, as usual, that this is a good def-
inition. This follows, for example, by Lemma 2.14, Remarks 2.7 and
Lemma 2.15.
Lemma 2.22. For p /∈ Base(Σ), Imobileitalian(p, C, φλ) = Iitalian(p, C, φλ)
For p ∈ Base(Σ), we have that;
Ip + I
mobile
italian(p, C, φλ) = Iitalian(p, C, φλ)
Proof. The proof follows immediately from the same results cited in
the previous remark. 
We now make the following definition;
Definition 2.23. By a grn, we mean the series obtained from a given
grn′(Σ) by removing some (possibly all) of the fixed point contributions Ix
in Base(Σ). That is, we subtract some part of Ix from each weighted set
Wλ. We define n to be the total multiplicity of eachWλ after subtracting
some of the fixed point contribution, so n ≤ n′. We say that the grn has
no fixed points if all the fixed point contributions are removed. We
refine the Italian terminology for a grn by saying that x is s-fold for
Wλ if it appears in the weighted set with multiplicity at least s and x
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is counted s-times for Wλ if it appears with multiplicity exactly s. We
define Base(grn) to be {x ∈ C : ∀λ(x ∈ Wλ)}.
We now have the following;
Lemma 2.24. For a given grn, we always have that r ≤ n.
Proof. Let the grn be defined by Σ, a linear system of dimension r,
having finite intersection with C. Pick {p1, . . . , pr} independent generic
points of C, not contained in Base(Σ). The condition that φλ passes
through pj defines a proper hyperplane condition Hpj on ParΣ. The
base points of the subsystem defined by Hp1∩ . . .∩Hpj are defined over
p1, . . . , pj and finite, for 1 ≤ j ≤ r − 1, as, by assumption, no form in
Σ contains C. We must, therefore, have that dim(Hp1 ∩ . . .∩Hpr) = 0.
That is there exists a unique φλ in Σ passing through {p1, . . . , pr}. We
must have that the total intersection multiplicity of C with φλ outside
the fixed contribution is at least r, by construction, hence r ≤ n as
required.

Definition 2.25. Subordinate Systems
We say that
gr1n1 ⊆ g
r2
n2
if there exist linear systems Σ′ ⊆ Σ (having finite intersection with
C) of dimension r1 and dimension r2 respectively such that g
r1
n1
is
obtained from Σ′, gr2n2 is obtained from Σ and, for each λ ∈ ParΣ′,
Wλ ⊆ Vλ. Here, by {Wλ, Vλ}, we mean the weighted sets parametrised
by {gr1n1, g
r2
n2
} and, by Wλ ⊆ Vλ, we mean that npi ≤ mpi where Wλ =
{np1, . . . , npr} and Vλ = {mp1 , . . . , mpr}.
Remarks 2.26. Note that the relationship of subordination is clearly
transitive. That is, if gr1n1 ⊆ g
r2
n2
⊆ gr3n3, then g
r1
n1
⊆ gr3n3.
Definition 2.27. Composite Systems
We say that a grn, defined by Σ, is composite, if, for generic p ∈ C,
every weighted set Wλ containing p also contains a distinct p
′(p) with
p′ /∈ Base(Σ).
Remarks 2.28. Note that the definition of composite is well defined,
for, if the given grn is defined by Σ, the statement;
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θ(x) ≡ ∃x′ /∈ Base(Σ)∀λ ∈ ParΣ(x ∈ C ∩ φλ → x
′ ∈ C ∩ φλ)
defines a constructible subset of C. Hence, if it holds for some
generic p, it holds for any generic p in C. In modern terminology, we
would say that the given grn seperates points (generically), see Proposi-
tion 7.3 of [2].
Definition 2.29. Simple Systems
We say that a grn is simple if it is not composite.
The importance of simple grn is due to the following;
Lemma 2.30. Construction of a Birational Model
A simple grn on C defines a projective image C
′ ⊂ P r, birational to
C.
Proof. Let the grn be defined by a linear system Σ, with a choice of
basis {φ0, . . . , φr}, (having finite intersection with C), possibly after
removing some fixed point contribution. Let ΦΣ be the morphism de-
fined as in Lemma 1.16. This morphism is defined on an open subset
U = C \Base(Σ) of C. By continuity, the image of ΦΣ on U is irre-
ducible, hence either defines a constructible V ⊂ P r of dimension 1 or
the image is a point. We can clearly exclude the second case, otherwise
we can find {φλ, φµ} differing by a constant of proportionality ρ on U ,
therefore φλ − ρφµ contains C. Let C
′ = V , then C ′ is an irreducible
projective algebraic curve. We claim that C ′ is birational to C. If
not, then, using Lemma 1.21 or just the definition of birationality, in
characteristic 0, for generic x ∈ C, we can find a distinct x′ ∈ U such
that ΦΣ(x) = ΦΣ(x
′). The choice of basis for Σ determines an iso-
morphism of ParΣ with P
r. Using the parametrisation of ParΣ given
by this isomorphism, if φλ passes through x, the corresponding hyper-
plane Hλ ⊂ P
r would pass through ΦΣ(x) and, therefore, φλ would
pass through x′ as well. This contradicts simplicity. The lemma may,
of course, fail in non-zero characteristic. We refer the reader to the
final section for the problems associated to Frobenius. 
We also have the following transfer results;
Lemma 2.31. Let a simple grn on C be given, as in the previous lemma,
defining a birational projective image C ′ ⊂ P r. Let VφΣ and WφΣ de-
note the canonical sets associated to this birational map. Then, given
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a gdm on C
′, without fixed points, there exists a corresponding gdm on
C, without fixed points, and, for any corresponding pair {x, x′} in
{VφΣ,WφΣ}, x is counted s times in Vλ iff x
′ is counted s times in
Wλ, where {Vλ,Wλ} are the weighted sets parametrised by the g
d
m, on
{C,C ′} respectively.
Proof. Let the gdm on C
′ be defined by a linear system Σ′ of dimension
d, with basis {ψ0, . . . , ψd}, after removing all the fixed point contribu-
tion. We then obtain a corresponding linear system Σ′′ defined by;
{θλ = λ0ψ0(φ0, . . . , φr) + . . .+ λdψd(φ0, . . . , φr) = 0}
Clearly, Σ′′ has finite intersection with C, hence it defines a gdm′ after
removing all fixed point contributions. Now, let {x, x′} be a corre-
sponding pair in {VφΣ,WφΣ}. Suppose that x
′ is counted s times in
Wλ, then, as the g
d
m on C
′ has no fixed points, we have that;
Imobileitalian(x
′, C ′, ψλ) = s
Therefore, we can find λ′ ∈ Vλ generic in ParΣ′ and
{x′1, . . . , x
′
s} = C
′ ∩ ψλ′ ∩ Vx′ \ {x
′}
By properties of infinitesimals, {x′1, . . . , x
′
s} ⊂ WφΣ , hence, we can
find corresponding {x1, . . . , xs} ⊂ VφΣ ∩ θλ′ ∩ Vx \ {x}. It follows that
Imobileitalian(x, C, θλ) ≥ s, and equality follows from the converse argument.
Therefore, as the corresponding gdm′ has no fixed points, x is counted s
times in Vλ. The converse uses the same argument. It remains to show
that m = m′. By Lemmas 2.16 and 2.17 and the fact that the gdm′ has
no fixed points, a generic Vλ consists of m
′ points each counted once
inside VφΣ . Therefore, by the above argument, these points are each
counted once inside the corresponding Wλ. Hence, m
′ ≤ m. We obtain
m ≤ m′ by the reversal of this argument.

Lemma 2.32. Let a simple grn on C be given, defining a birational
map ΦΣ : C! C
′ ⊂ P r. Then, if d is the degree of C ′, we have that
d′ = d + I for the grd′(Σ) defined by Σ, where I is the total fixed point
contribution from Base(Σ).
Proof. Let k be the degree of φΣ and v the degree of C, then we claim
that;
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d+ I = kv
By Lemma 2.4, if Hλ is a generic hyperplane, it cuts C
′ transversely
in d distinct points. We may also assume that these points lie inside
the canonical set WΦΣ as this is defined over the data of ΦΣ. Let
{p1, . . . , pd} be the corresponding points of VΦΣ and φλ the correspond-
ing form in Σ. By, for example, Lemma 2.17;
Iitalian(pj, C, φλ) = 1 for 1 ≤ j ≤ d
There can be no more intersections of φλ with C outside Base(Σ),
otherwise one would obtain a corresponding intersection of Hλ with C
′
outsideWΦΣ . Hence, the total multiplicity of intersection Iitalian(C, φλ)
between C and φλ is exactly I + d, using Lemma 2.14. By Theorem
2.3 and the fact that φλ is a form of degree k, we also have that the
total multiplicity Iitalian(C, φλ) is kv. As, by definition, d
′ = kv, The
result follows.

3. The Construction of a Birational Model of a Plane
Projective Algebraic Curve without Multiple Points
We first make the following definition.
Definition 3.1. Let C ⊂ Pw be a projective algebraic curve, not con-
tained in any hyperplane of Pw. We define a point p ∈ C to be s-fold
on C if, for every hyperplane H passing through p;
Iitalian(p, C,H) ≥ s.
and equality is attained.We define p to be a multiple point if it is
s-fold for some s ≥ 2. We define p to be simple if it is not multiple.
We have the following lemma;
Lemma 3.2. Let C ⊂ P 2 be a projective algebraic curve and p a point
on C. Let F (X, Y ) = 0 be an affine representation of C such that the
point p corresponds to (0, 0). Then p is s-fold on C iff we can write F
in the form;
F (X, Y ) = Σ(i+j)≥saijX
iY j
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In particular, p is non-singular iff it is not multiple.
Proof. Suppose that p is s-fold on C, then, for a generic line l defined
by aX − bY = 0, we have that;
Iitalian(p, C, l) ≥ s
It follows, by the results of [6], that we also have;
Iitalian(p, l, C) = Iitalian(p, C, l) ≥ s (∗)
Now, suppose that F (X, Y ) has the expansion;
F (X, Y ) = Σi+j≤deg(F )aijX
iY j.
and that aij 6= 0 for some (i, j) with i + j < s (**). We can
parametrise the branch at (0, 0) of l algebraically by;
(x(t), y(t)) = (bt, at)
We make the substitution of this parametrisation into F (X, Y ) and
obtain;
F (x(t), y(t)) = Σaijx(t)
iy(t)j = Σaija
jbiti+j
By (∗∗) and generic choice of {a, b}, this expansion has order s1 < s.
In characteristic 0, it then follows, by the method of [6], see also
Theorem 6.1 of this paper, that, for the pencil Σ1 defined by {Ft ≡
F (X, Y ) + t = 0};
IΣ1italian(p, l, F ) = s1.
In particular, as p /∈ Base(Σ1), we have, by Lemma 2.10, that;
Iitalian(p, l, F ) = s1
and therefore, by (∗), that;
Iitalian(p, C, l) = s1
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contradicting the fact that p was s-fold on C. It follows that (∗∗)
doesn’t hold, as required. See, however, the final section for the prob-
lem in non-zero characteristic. For the converse direction, suppose that
F (X, Y ) has the expansion;
F (X, Y ) = Σi+j≥saijX
iY j
Then, by a direct calculation and using the argument above, one has
that, for any line;
Iitalian(p, l, F ) ≥ s.
Hence, by (∗) again, p must be s-fold on C.
Using this result, it follows immediately, by considering the vector
( ∂F
∂X
, ∂F
∂Y
) evaluated at (0, 0), that p is non-singular on C iff p is not
multiple.

Our main result in this section will be the following;
Theorem 3.3. Let C ⊂ P 2 be a projective algebraic curve, then there
exists C1 ⊂ P
w such that C and C1 are birational and C1 has no
multiple points.
The proof will proceed using the basic theory of grn that we developed
in the previous section. We require the following definition;
Definition 3.4. Let a grn without fixed points be given on C. We will
call the grn transverse if the following property holds;
There does not exist a subordinate gr−1n′ ⊂ g
r
n such that n
′ ≤ n− 2.
We then have;
Lemma 3.5. Let a grn on C be given without fixed points. Then, if the
grn is transverse, it must be simple.
Proof. Suppose that the grn, defined by Σ, is not simple, then it must
be composite. Therefore, for generic x ∈ C, there exists an x′(x) /∈
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Base(Σ) such that every weighted set Wλ containing x also contains
x′(x). As x is generic, x /∈ Base(Σ), hence the subsystem Σx ⊂ Σ,
consisting of forms in Σ passing through x, has dimension r−1. Define
a gr−1n′ from Σx by removing the fixed point contribution of g
r−1
n′′ (Σx).
We claim that gr−1n′ ⊆ g
r
n (∗). We clearly have that Σx ⊂ Σ. Suppose
that p appears in a Wλ defined by g
r−1
n′ with multiplicity s. Then, by
definition, Imobileitalian(p, C, φλ) = s, calculated with respect to Σx. It follows
easily from the above lemmas that Imobileitalian(p, C, φλ) = s, calculated with
respect to Σ, as well. Hence, p also appears in the corresponding Vλ
with multiplicity s. This gives the claim (∗). We show that n′ ≤
n − 2. Let {p1, . . . , pr} be the base points of Σ. Then Σx has base
points containing the set {p1, . . . , pr, x, x
′(x)}. Clearly, the fixed point
contribution of Σx at {p1, . . . , pr} can only increase the fixed point
contribution of Σ and, moreover, the fixed point contribution of Σx
at {x, x′} must be at least 2. Hence, using the Hyperspatial Bezout
Theorem and the definition of {grn, g
r−1
n′ }, we have that n
′ ≤ n−2. This
contradicts the fact that the original grn was transverse. Hence, the g
r
n
must be simple. 
Following from this, we have the following;
Lemma 3.6. Let a grn be given on C without fixed points such that g
r
n
is transverse. Then the grn defines a birational map Φ : C! C1 ⊂ P
r
and, moreover, C1 has no multiple points.
Proof. The first part of the lemma follows from the previous Lemma
3.5 and Lemma 2.30. See the final section, though, for the problem in
non-zero characteristic. It remains to prove that C1 has no multiple
points. Consider the grn′ without fixed points on C1, defined by the
linear system Σ of hyperplane sections. By Lemma 2.31, there exists
a corresponding grn′ on C without fixed points. By its construction
in Lemma 2.31, it equals the original grn. Now suppose that there
exists a multiple point p of C1. We consider the subsystem Σp of
hyperplane sections passing through p. This defines a gr−1n ⊂ g
r
n and,
as p is multiple, after removing the fixed point contribution, we obtain
a gr−1n′ ⊂ g
r
n with n
′ ≤ n − 2. Using Lemma 2.31 again, we obtain a
corresponding gr−1n′ on C. We claim that g
r−1
n′ ⊂ g
r
n on C. This follows
easily from the fact that Σp ⊂ Σ, the g
r−1
n′ has no fixed points and the
argument of the previous lemma. This contradicts the fact that the
original grn on C was transverse. Hence, C1 has no multiple points.

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We now give the proof of Theorem 3.3. We find a transverse grn on
C using a combinatorial argument;
Proof. (Theorem 3.3)
Suppose that C has order n ≥ 2 (the case when C has order n = 1
is obvious.) Consider the independent system Σ consisting of all plane
algebraic curves defined by homogeneous forms of order n−1. Clearly,
no form in Σ may contain C, and the system has no fixed points on
C, hence the system defines a gr1n1 , without fixed points, of dimension
r1 =
(n−1)(n+2)
2
and order n1 = n(n − 1). If this g
r1
n1 is transverse, the
proof is complete. Hence, we may suppose that there exists a gr2n2 ⊂ g
r1
n1,
without fixed points, such that r2 = r1 − 1 and n2 ≤ n1 − 2. Again,
if this gr2n2 is transverse, the proof is complete. Hence, we may suppose
that there exists a sequence;
grini ⊂ g
ri−1
ni−1 ⊂ . . . ⊂ g
r1
n1
with ri = r1 − (i− 1) and ni ≤ n1 − 2(i− 1). (∗)
We need to show that this sequence terminates. By Lemma 2.24, we
always have that ri ≤ ni. Combining this with (∗), we have that;
r1 − (i− 1) ≤ n1 − 2(i− 1)
Therefore;
i ≤ n1 − r1 + 1 = n(n− 1)−
(n−1)(n+2)
2
+ 1 = (n−1)(n−2)
2
+ 1 (∗∗)
Now suppose that equality is attained in (∗∗), then we would have
that;
ri = r1 − (i− 1) =
(n−1)(n+2)
2
− (n−1)(n−2)
2
= 2(n− 1) ≥ 2
ni ≤ n1 − 2(i− 1) = n(n− 1)− (n− 1)(n− 2) = 2(n− 1) (∗ ∗ ∗)
This implies that ni ≤ ri and hence ni = ri. Therefore, we must
have that there exists a gmm ⊂ g
ri
ni
for each i with m ≥ 2 and the
sequence terminates in fewer than (n−1)(n−2)
2
+1 steps. The final grini in
the sequence then defines a birational map from C to C1 ⊂ P
w without
multiple points (w ≥ 2), as required.
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
Remarks 3.7. The terminology of transverse grn is partly motivated by
the following fact. Suppose that a transverse grn on C is defined by a
linear system Σ, possibly after removing some fixed point contribution,
then, if x ∈ C \Base(Σ) is non-singular, there exists an algebraic form
φλ from Σ such that φλ(x) = 0 but φλ is not algebraically tangent to C
at x. The proof of this follows straightforwardly from the definition of
transversality and the fact that, if φλ is algebraically tangent to C at
x, then Iitalian(x, C, φλ) ≥ 2 (see the proof of Lemma 4.2). In modern
terminology, one calls this property separating tangent vectors. See, for
example Proposition 7.3 of [2]. The full motivation, however, comes
from Theorem 6.10.
4. The Method of Conic Projections
The purpose of this section is to explore the Italian technique of
projecting a curve onto a plane. The method of conic projections is
extremely old and can be found in [1], where projective notions are
explicitly incorporated in the discussion of perspective. Severi himself
also wrote an article on the subject of [1] in [11]. We assume that we
are given a projective algebraic curve C ⊂ Pw for some w > 2 and that
C is not contained in any hyperplane section (otherwise reduce to this
lower dimension).
The construction;
Let Ω ⊂ Pw be a plane of dimension w − k − 1 and ω ⊂ Pw a plane
of dimension 2 ≤ k < w such that Ω∩ω = ∅. We define the projection
of C from Ω to ω as follows;
Let P ∈ C. We may assume that P does not lie on Ω. Let < Ω, P >
be the intersection of all hyperplanes containing Ω and P . It is a plane
of dimension w − k. Now, by elementary dimension theory, we must
have that;
dim(< Ω, P > ∩ω) ≥ k + (w − k)− w = 0
We may exclude the case that < Ω, P > and ω intersect in a line
l, as then Ω and l would intersect in a point Q, contradicting the fact
that Ω ∩ ω = ∅. Hence, < Ω, P > ∩ω defines a point pr(P ). We may
repeat this construction for the cofinitely many points U ⊂ C which
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do not lie on Ω. Now, consider the statement;
φ(y) ≡ [y ∈ ω ∧ ∃x∃w(x ∈ Ω ∧ w ∈ U ∧ y ∈ lxw)]
By elimination of quantifiers for algebraically closed fields, this clearly
defines an algebraic set consisting of {pr(w) : w ∈ U}. We call this
the projection pr(U) of U . As U is irreducible, it follows that pr(U) is
irreducible. Moreover, pr(U) has dimension 1, otherwise pr(U) would
consist of a single point Q, in which case U and therefore C would
be contained in the plane < Ω, Q >, contradicting the assumption.
We define the projection proj(C) of C from Ω to ω to be the closure
pr(U) of pr(U) in ω. We can define a correspondence Γ ⊂ U×pr(U) by;
Γ(w, y) ≡ [y ∈ pr(U) ∧ w ∈ U ∧ ∃x(x ∈ Ω ∧ y ∈ lxw)]
We define the associated correspondence Γpr ⊂ C × proj(C) to be
the Zariski closure Γ. Note that, in the case when Ω ∩ C = ∅, the
correspondence Γ defines an algebraic function (in the sense of model
theory) pr from C to pr(C). By the model theoretic description of
definable closure in algebraically closed fields of characteristic 0, pr
defines a morphism from C to pr(C). See the final section for the
problem in non-zero characteristic.
Remarks 4.1. Note that when Ω is a point P and ω is a hyperplane,
the construction is equivalent to forming the cone;
Cone(C) =
⋃
x∈C lxP
and taking the intersection ω ∩ Cone(C). This is the reason for the
terminology of ”conic projections”. The case when w = 3 is explicitly
discussed in [1], P represents the eye of the observer wishing to obtain
a representation of a curve on a plane.
We now prove the following general lemma on conic projections;
Lemma 4.2. Let w ≥ 3 and suppose that {A,B} are independent
generic points of C. Then the line lAB does not otherwise meet the
curve.
Proof. Suppose, for contradiction, that we can find independent generic
points {A,B} on C such that lAB intersects C in a new point P . As A
and B are generic, they are non-singular points on the curve C, hence
we can define the tangent lines lA and lB at these points. We claim the
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following;
For any hyperplane Hλ containing lA and passing through A;
Iitalian(A,C,Hλ) ≥ 2 (*)
This is the converse to a result already proved in Lemma 2.10 above.
It can be proved in a similar way, namely fix a birational map ΦΣ be-
tween C and C1 ⊂ P
2 such that A and its corresponding non-singular
point A′ on C1 lie in the fundamental sets VΦΣ and WΦΣ (use the fact
that A is generic). By the chain rule, the corresponding φλ passes
through A′ and is tangent to the curve C1. Hence, by results of [6], we
have that;
Iitalian(A
′, C1, φλ) ≥ 2
Using the technique of Section 2, it follows easily that (∗) holds as
required.
Now choose a generic hyperplane H in Pw. Let pr be the projec-
tion of C from P to H . Let D = pr(A) = pr(B). We have that
pr(C) is defined over P and, moreover, that D is generic in pr(C).
This follows as, otherwise, dim(D/P ) = 0, therefore, as {A,B} ⊂ lPD,
dim(A,B/P ) = 0, which implies dim(A,B) = 1, contradicting the fact
that {A,B} were independent generic. Hence, D defines a non-singular
point on the curve pr(C). Now, let l1 and l2 be the projections of the
lines lA and lB. (We will deal with the degenerate case when one of
these projections is a point below (†)). Clearly l1 and l2 pass through
D. We claim that they have the property (∗). Let Hλ be a hyper-
plane of H passing through l1. Then the hyperplane < Hλ, P > of P
w
passes through lA. Let λ
′ ∈ Vλ be generic in ParH , then, we may as-
sume that D /∈ pr(C) ∩Hλ′. Therefore, the corresponding hyperplane
< Hλ′ , P > does not pass through A. Now, using the property (∗) of lA,
Lemma 2.10 and the fact that < Hλ′, P > is an infinitesimal variation
of < Hλ, P >, we can find distinct {A1, A2} ⊂ VA ∩ C∩ < Hλ′ , P >.
It follows that {pr(A1), pr(A2)} ⊂ VD ∩ pr(C) ∩ Hλ′. We claim that
pr(A1) and pr(A2) are distinct. Suppose not, then pr(A1) = pr(A2) =
D′ ∈ VD ∩ pr(C). Consider the following finite cover F ⊂ pr(C)×P
w;
F (y, x) ≡ y ∈ pr(C) ∧ x ∈ C ∩ lyP
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As we have shown, (DA) is generic for this cover, hence, by prop-
erties of Zariski structures, mult(DA)(F/pr(C)) = 1. However, this
contradicts the fact that we can find D′ ∈ VD ∩ pr(C) and distinct
{A1, A2} ⊂ VA such that F (D
′A1) and F (D
′A2). Therefore, we have
shown that Iitalian(D, pr(C), Hλ) ≥ 2. Hence, l1 and l2 have the prop-
erty (∗). We now claim that l1 = l2 (**). Suppose not, then, if lD is
the tangent line to pr(C) at D, it must be distinct from say l1. Choose
a hyperplane Hλ of ω passing passing through l1 but not through lD.
We have that Iitalian(D, pr(C), Hλ) ≥ 2, but, using part of the proof of
Lemma 2.10, Hλ must then pass through lD. Hence, (∗∗) is shown.
Now, by (∗∗), we have that the tangent lines lA and lB both lie on
the plane spanned by lB and lAB. Consider the statement;
x ∈ NonSing(C) and the tangent line lx lies on the plane spanned
by lB and lxB.
It defines an algebraic subset of NonSing(C) over B, and, moreover,
as it holds for A, which was assumed to be generic in C and indepen-
dent from B, it defines an open subset V of C. (***)
Now choose a generic hyperplane H and let prB(C) be the projection
of C from B to H . By the proof (below) that the degenerate case (†)
cannot occur, and the argument above, we can find an open W ⊂ V ,
such that, for each x ∈ W , lx is projected to lprB(x). We claim that;
For y ∈ prB(W ), the ly intersect in a point Q. (∗ ∗ ∗∗)
Let y1 and y2 be independent generic points in prB(W ), then we can
find corresponding x1 and x2 inW such that < lBy1 , ly1 >=< lBx1 , lx1 >
and < lBy2 , ly2 >=< lBx2 , lx2 >, (∗ ∗ ∗ ∗ ∗). As x1 and x2 lie in V , by
(∗ ∗ ∗), we have that;
< lBx1 , lx1 > ∩ < lBx2 , lx2 >= lB (∗ ∗ ∗ ∗ ∗∗)
We can assume that ly1 6= ly2, (††), as if ly1 = ly2, then, considering
{y ∈ prB(C) : ly = ly1}, we have all the tangent lines ly of C equal
ly1. Now, if prB(C) is not a line l, by Lemma 2.17, we can find a
hyperplane H , with Iitalian(p, prB(C), H) = 1, for p ∈ (prB(C) ∩ H),
and Card(prB(C) ∩ H) ≥ 2. Picking p, q ∈ (prB(C) ∩ H), we have
that lp = lq, therefore, lpq = lp ⊂ H . Then, by (∗), we have that
Iitalian(p, C,H) ≥ 2, a contradiction. Then prB(C) is a line, which,
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we may assume, is not the case. Now, by (∗ ∗ ∗ ∗ ∗), (∗ ∗ ∗ ∗ ∗∗), we
have that < ly1, lBy1 > ∩ < ly2 , lBy2 >= lB, (∗ ∗ ∗ ∗ ∗ ∗ ∗). Then, using
(††), and applying prB to both sides of (∗ ∗ ∗ ∗ ∗ ∗ ∗), we have that
ly1 ∩ ly2 = prB(lB) = Q, as required. Now, to obtain the final contra-
diction, we need to show that (∗ ∗ ∗∗) cannot occur. This also covers
the degenerate case (†). We show;
If C is a projective algebraic curve in Pw, with the property that
there exists an open W ⊂ Nonsing(C) such that each lx for x ∈ W
intersects in a point Q, then C is a line l. (†)
Choose a generic hyperplane H and consider the projection prQ(C)
of C fromQ to H . If this projection is a point, then C is a line l. Hence,
we may assume that prQ(C) is a projective algebraic curve in H . Sup-
pose that x is generic in prQ(C), with prQ(y) = x and y generic in C.
Then x and y are nonsingular and, moreover, if Hλ ⊂ H is any hy-
perplane passing through x, the corresponding hyperplane < Hλ, Q >
passes through y. By the assumption, < Hλ, Q > contains the tangent
line ly. Hence, by the proof given above,
min{Iitalian(y, C,< Hλ, Q >), Iitalian(x, C,Hλ)} ≥ 2.
Now, as x is nonsingular, we can find a hyperplane Hλ passing
through x, not containing lx. By the usual argument, given above,
we obtain a contradiction. Therefore, (†) is shown.
As we assumed that our original C was not contained in a P 2, the
proof of the lemma is shown. The lemma also holds in non-zero char-
acteristic even though, surprisingly, the result (†) turns out to be false.
We will deal with these problems in the final section.

Remarks 4.3. The proof of the above lemma is attributed to Casteln-
uovo in [10], but I have been unable to find a convenient reference.
Definition 4.4. We will define a correspondence Γ ⊂ C1 × C2, where
C1 and C2 are projective algebraic curves, to be generally biunivocal,
if, for generic x ∈ C1 there exists a unique generic y ∈ C2 such that
Γ(x, y) and Γ(x′, y) implies that x = x′ (*). We will say that Γ is
biunivocal at x if (∗) holds.
We then have as an immediate consequence of the above that;
A THEORY OF BRANCHES FOR ALGEBRAIC CURVES 49
Lemma 4.5. Let C ⊂ Pw, (w ≥ 3), be a projective algebraic curve, not
contained in any hyperplane section. Fix some hyperplane H. Then,
if P is a generic point of the curve, the projection prP from P to H is
generally biunivocal on C.
We now note the following;
Lemma 4.6. Let C ⊂ Pw be as in the above lemma. Fix a plane ω of
dimension w − k ≥ 2. Then, if {P1, . . . , Pk} are independent generic
points of C, the projection from Ω =< P1, . . . , Pk > to ω is generally
biunivocal.
Proof. Choose a sequence of planes ω = ω0 ⊂ ω1 ⊂ . . . ⊂ ωk−1 such
that dim(ωi) = dim(ω) + i for i ≤ k − 1, with field of definition equal
to that of ω. The projection prP1 from P1 to ωk−1 is generally biunivo-
cal, and {prP1(P2), . . . , prP1(Pk)} define independent generic points on
prP1(C). Repeating the argument k times, we obtain that the compo-
sition prPk ◦ . . . ◦ prP1 is biunivocal as a projection to ω. We claim that
pr<P1,...,Pk> = prPk◦. . .◦prP1 (*). This can be checked for a generic point
x of C. Suppose, inductively, that pr<P1,...,Pi>(x) = prPi◦. . .◦prP1(x) =
z. Let u = prPi+1(z), then there exists z
′ =< P1, . . . , Pi+1 > ∩ωk−i such
that lzz′∩ωk−i−1 = u. We have that < P1, . . . , Pi, x > ∩ωk−i = z, hence
< P1, . . . , Pi, Pi+1, x > ∩ωk−i = lzz′, therefore < P1, . . . , Pi+1, x >
∩ωk−i−1 = u. This shows that pr<P1,...,Pi+1>(x) = u and, therefore, by
induction, that pr<P1,...,Pk>(x) = prPk◦. . .◦prP1(x). Hence (∗) is shown.
It follows immediately that the projection from Ω =< P1, . . . , Pk > to
ω is biunivocal on C as required. 
As a consequence, we note the following, which is of independent
interest;
Lemma 4.7. Let C ⊂ Pw be as in the previous lemma. Let {P1, . . . , Pk}
be independent generic points on C for k ≤ w−1. Then the hyperplane
< P1, . . . , Pk > does not otherwise encounter C.
Proof. By the previous lemma, the projection pr<P1,...,Pk−1> is gen-
erally biunivocal. Suppose there existed another intersection Q of
< P1, . . . , Pk > with C. Then pr<P1,...,Pk−1>(Q) = pr<P1,...,Pk−1>(Pk),
contradicting the definition of generally biunivocal. 
Using Lemma 4.6, we obtain an alternative proof of Theorem 1.33;
Theorem 4.8. Let C ⊂ Pw be a projective algebraic curve, then C is
birational to a plane projective curve.
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Proof. By Lemma 4.6, we can find a generally biunivocal correspon-
dence between C and C1 ⊂ P
2. In characteristic 0, we can therefore
find U ⊂ C and V ⊂ C1 such that U ∼= V . This defines a birational
map ΦΣ : C! C1. 
We now use the techniques of this section to prove some further re-
sults which will be required later. We have first;
Lemma 4.9. Let C ⊂ Pw be a projective algebraic curve, not contained
in any hyperplane section, and x ∈ C. Then there exists a plane Ω of
dimension w−3 and a plane ω of dimension 2 such that the projection
pr from Ω to ω is generally biunivocal and, moreover, biunivocal at x.
Proof. Let H be a hyperplane containing x, then, by the assumption
on C, it intersects C in a finite number r of points. It follows that we
can find P generic in H such that lPx does not otherwise encounter
the curve C. Now choose a further hyperplane H ′ not containing P .
Let Q be generic on C with Q independent from P . Suppose that
lPQ intersects C in a new point R, (∗). Then {Q,R} must form a
generic independent pair. Otherwise, as P ∈ lQR, we would have that
dim(P/Q) = 0 and therefore dim(P ) = 0 which is a contradiction.
Now, we can imitate the proof of Lemma 4.2 for the independent pair
{Q,R} and the projection prP to obtain a contradiction. It follows that
(∗) cannot occur, hence the projection prP is generally biunivocal and,
moreover, by construction, biunivocal at x. Now, repeat this argument
w − 2 times, to find a sequence of points {P1, . . . , Pw−2} and planes
{ω = ω1 ⊂ ω2 ⊂ . . . ⊂ ωw−1 = P
w} such that the projection prPj from
ωj+1 to ωj is generally biunivocal on C and, moreover, biunivocal at
x, for 1 ≤ j ≤ w − 2. It follows that the projection pr<P1,...,Pw−2> from
< P1, . . . , Pw−2 > to ω has the required property. 
Definition 4.10. Let C ⊂ Pw be a projective algebraic curve. Let pr
be a projection from Ω to ω such that pr is biunivocal at x. We call
< Ω, x > the axis of the projection at x.
We now refine Lemma 4.9 to ensure that the axis of projection is not
in ”special position” with respect to x.
Definition 4.11. Special Position
Let C ⊂ Pw be a projective algebraic curve and x an s-fold point
on C, (see Definition 3.1). Let Ω be a plane passing through x. We
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say that Ω is in special position if for every hyperplane H containing Ω;
Iitalian(x, C,H) ≥ s+ 1.
Lemma 4.12. Let hypotheses be as in Lemma 4.9. Let x be an s-fold
point of C. Then we can obtain the conclusion of Lemma 4.9, with the
extra requirement that the axis of projection < Ω, x > is not in special
position.
Proof. As x is s-fold on C, we can find a hyperplane H passing through
x such that Iitalian(x, C,H) = s. Now imitate the proof of Lemma 4.9
by choosing a point P1, generic on H such that lP1x does not otherwise
encounter the curve C. Repeating the argument for the projected hy-
perplane prP1(H) in P
w−1, we obtain a series {P1, . . . , Pw−2} as in the
conclusion of Lemma 4.9 and, by construction, the axis of projection
< P1, . . . , Pw−2, x >⊂ H . Hence, < Ω, x > is not in special position.

We can now prove;
Lemma 4.13. Let C ⊂ Pw be a projective algebraic curve. Suppose
that x ∈ C and pr is a projection from Ω to ω = P 2 satisfying the
conclusion of Lemma 4.12. Then x is s-fold on C iff pr(x) is s-fold on
pr(C).
Proof. Let V = {x ∈ C : pr is biunivocal at x} andW = pr(V ). V and
W are open subsets of C and pr(C) respectively and are in bijective
correspondence. Let {Hλ : λ ∈ ParH} be the independent system Σ of
lines in P 2. We then obtain a corresponding independent system Σ′ on
Pw defined by {< Ω, Hλ >: λ ∈ ParH}. Clearly, Σ has no base points
on pr(C). We claim that Σ′ has no base points on C. Suppose that
there existed a base point y ∈ C for Σ′, then clearly pr(y) would be
a base point for Σ on pr(C), which is a contradiction. We now claim
that for y ∈ V and corresponding pr(y) ∈ W , that;
Iitalian(y, C,< Ω, Hλ >) = Iitalian(pr(y), pr(C), Hλ) (∗)
By the fact that Σ′ has no base points, and results of Section 2, we
have that;
Iitalian(y, C,< Ω, Hλ >) = I
Σ′
italian(y, C,< Ω, Hλ >)
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Therefore, the result follows immediately from the definition of IΣ
′
italian
and the fact that V and W are in bijective correspondence.
We now claim that deg(C) = deg(pr(C)). Suppose that deg(pr(C)) =
d, then, by the proof of Lemma 2.4, we can find a generic plane Hλ
intersecting pr(C) transversely at d distinct points inside W . By (∗),
the corresponding hyperplane < Ω, Hλ > intersects C transversely at d
distinct points inside V . Hence, by general properties of infinitesimals,
deg(C) = d as well.
Now, let Σ′′ be the independent system defined by the lines in P 2
passing through pr(x). By Bezout, it defines a grd(Σ
′′) on pr(C). Sup-
pose that pr(x) is s1-fold on pr(C), then, after removing the fixed point
contribution at pr(x), we obtain a grd−s1 on pr(C) without fixed points.
Let Σ′′′ be the independent system defined by < Ω,Σ′′ >. It con-
sists exactly of the hyperplanes passing through the axis of projection
< Ω, x >. Again, by hyperspatial Bezout, it defines a grd(Σ
′′′) on C.
As pr was assumed to be biunivocal at x, this grd(Σ
′′′) has a unique
fixed point at x. Moreover, by the assumption on pr that the axis of
projection is not in special position, if x is s2-fold on C, then its fixed
point contribution at x is s2. Hence, after removing this contribution,
we obtain a grd−s2 on C without fixed points. Now, using Lemma 2.17,
for generic λ, the weighted set Wλ for g
r
d−s2
consists of d − s2 points,
each counted once, lying inside V . Using (∗), the corresponding Vλ for
grd−s1 consists of d − s2 points, each counted once, lying inside W . By
Lemma 2.17 again, we must have that d − s1 = d − s2, hence s1 = s2
as required. 
As an easy consequence of the above lemma, we have;
Lemma 4.14. Let C ⊂ Pw be a projective algebraic curve and suppose
that x ∈ C, then x is non-singular iff x is not multiple.
Proof. Choose a projection pr as in Lemma 4.13. Then, x is not mul-
tiple iff pr(x) is not multiple. By Lemma 3.2, pr(x) is not multiple
iff pr(x) is non-singular. In characteristic 0, using the fact that pr
is generally biunivocal and an elementary model theoretic argument,
we can find an inverse morphism φ : W ′ → V ′, where {W ′, V ′} are
open subsets of {W,V } given in the previous lemma. It follows that
V ′ ∼= W ′. As pr(x) is non singular, we can extend the morphism φ to
include pr(x) in its domain, by biunivocity of pr at x, we must have
that φ(pr(x)) = x. Hence, we may assume that x lies in V ′ and pr(x)
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lies inW ′. Therefore, pr(x) is non-singular iff x is non-singular. Hence,
the result is shown.

Combining this result with Theorem 3.3, we then have the following;
Theorem 4.15. Let C ⊂ Pw be a projective algebraic curve, then C
is birational to a non-singular projective algebraic curve C1 ⊂ P
w′.
We finish this section with the following application of the method
of Conic Projections, the result will not be required later in the paper.
Some part of the proof will require methods developed in Sections 5
and 6, we refer the reader to Definition 6.3 for the terminology ”node”.
I have not seen a reasonable algebraic proof of this result.
Theorem 4.16. Let C ⊂ Pw be a projective algebraic curve, then
C is birational to a plane projective algebraic with at most nodes as
singularities.
Proof. Wemay, by the previous theorem, assume that C is non-singular.
We first reduce to the case w = 3. That is, we claim that C is bira-
tional to a non-singular projective algebraic curve C ′ ⊂ P 3. Let V3 be
the variety of chords on C. That is;
V3 = {
⋃
lab : (a, b) ∈ C2 \∆}
We may assume that C is not contained in any plane of dimension
2 (†) and that w ≥ 4. We then claim that V3 has dimension 3. Let
a ∈ C and define;
Conea = {
⋃
lab : b ∈ (C \ a)}
As C is irreducible, so is Conea. (use the fact that for any compo-
nent W of Conea, {b ∈ (C \ a) : lab ⊂ W} is a closed subset of C \ a).
Suppose that Conea has dimension 1. Then there exists b such that;
Conea = lab
It follows immediately that C is contained in lab, contradicting the
hypothesis (†). Hence, Conea has dimension 2. Now, suppose that V3
has dimension 2. Then there exist finitely many points {a1, . . . , am}
such that;
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V3 = Conea1 ∪ . . . ∪ Coneam
In particular, we can find distinct {a, b} ⊂ C such that Conea =
Coneb. Choose a
′ ∈ C distinct from {a, b}. Then we may assume
that laa′ has infinite intersection with Coneb \ δ(Coneb) and therefore
C ⊂ Haa′b, contradicting the hypothesis (†). Hence, V3 has dimension
3 as required. Now define the tangent variety on C;
Tang(C) = {
⋃
la : a ∈ C, la is the tangent line to C at a}
We claim that Tang(C) is a closed subvariety of V3 of dimension
2. In order to see that Tang(C) ⊂ V3, it is sufficient to prove that
la ⊂ Conea. Consider the following covers F, F
∗ ⊂ (C \ {a})× Pw;
F (x, y) ≡ x ∈ (C \ {a}) ∧ y ∈ lax
F ∗(x, λ) ≡ x ∈ (C \ {a}) ∧Hλ contains lax
Let F¯ and F¯ ∗ be the closures of these covers inside C×Pw. We have
the incidence relation I ⊂ Pw × Pw
∗
given by;
I(x, λ) ≡ x ∈ Hλ
By definition, for x ∈ (C \ {a}), we have that;
I(F¯ (x), F¯ ∗(x));
Hence, this relation holds at {a} as well (∗). Now, by the proof of
Theorem 6.7, the fibre F¯ ∗(a) consists exactly of the hyperplanes Hλ
containing la. Hence, by (∗), we must have that the fibre F¯ (a) de-
fines la. In order to complete the proof, observe that the projection
pr : C × Pw → Pw defines a morphism from F¯ to Conea. Let;
Γpr(x, y, z) ⊂ F¯ × Conea ⊂ C × P
w × Pw
be the graph of this projection. Then, for x ∈ (C \ {a}), the fibre
Γpr(x) = lax × lax. Hence, the fibre Γpr(a) = la × la. This proves that
la ⊂ Conea as required. We clearly have that Tang(C) has dimension
2 if C is not contained in a line l, contradicting the hypothesis (†).
The fact that Tang(C) is a closed subvariety of V3 follows immediately
from the fact that Tang(C) is a closed subvariety of Pw.
A THEORY OF BRANCHES FOR ALGEBRAIC CURVES 55
Now choose a plane Ω of dimension w− 4 such that Ω∩ V3 = ∅. Let
pr be the projection from Ω to ω where ω is a plane of dimension 3 and
Ω∩ω = ∅. Let pr(C) ⊂ ω be the projection of C. We claim that pr(C)
is birational to C and non-singular. First, observe that pr is defined
everywhere on C as C ⊂ V3 and Ω∩V3 = ∅. Secondly, we have that pr
is biunivocal everywhere on C. For suppose that pr(x) = pr(x′), then
< Ω, x >=< Ω, x′ >=< Ω, pr(x) >, hence lxx′ intersects Ω, contradict-
ing the fact that Ω ∩ V3 = ∅. Finally, we have that for every x ∈ C,
the axis of projection < Ω, x > is not in special position, see Definition
4.11. This follows from the fact that, as x is non-singular, < Ω, x >
would only be in special position if it contained the tangent line lx. As
Tang(C) ⊂ V3, this would contradict the fact that Ω∩V3 = ∅. Now, by
Lemmas 4.13 and 4.14, we must have that pr(x) is non-singular for ev-
ery x ∈ C, that is pr(C) is non-singular. We may, therefore, using the
argument of Lemma 4.14 invert the morphism pr to obtain an isomor-
phism between C and pr(C). In particular, C and pr(C) are birational.
We now consider the curve C ′ = pr(C) ⊂ P 3. In order to prove the
theorem, it will be sufficient to show that C ′ is birational to a plane
projective curve with at most nodes as singularities. We now define
the following 5 varieties, we use the notation l to denote a line and P
to define a 2-dimensional plane;
(i). Tangent(C ′) = {
⋃
la : a ∈ C, la the tangent line at C}
(ii). Trisecant(C ′) = {
⋃
labc : (a, b, c) ∈ C3 distinct, labc ⊃ {a, b, c}}
By a bitangent plane Pab, we mean a hyperplane passing through the
tangent lines la and lb for distinct {a, b} in C. By an osculatory plane
Pa, we refer the reader to Definition 6.3.
We define Supp(Pab) = {a, b} and Supp(Pa) = C
′ ∩ Pa. We then
consider;
(iii). Bitangent Chord(C ′) = {
⋃
lab : (a, b) ∈ (C2 \∆), lab ⊃ Supp(Pab)}
(iv). Osculatory Chord(C ′) = {
⋃
a∈C lab : (a, b) ∈ (Supp(Pa)
2 \∆)}.
By Remark 6.6, there exists a finite set W ⊂ C ′, consisting of points
which are the origins of non-ordinary branches. We let;
(v). Singular Cone(C ′) =
⋃
y∈W Coney
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As we have already seen, Tangent(C ′) defines a 2-dimensional al-
gebraic variety, unless C ′ is contained in a line, which we may as-
sume is not the case. By Lemma 4.2, there are no trisecant lines
passing through an independent generic pair (a, b) of C ′2, unless C ′
is contained in a plane, which again we may exclude. The statement
D(x, y) ⊂ C ′2 \∆, given by;
D(x, y) ≡ {(x, y) ∈ C ′2 : (x 6= y)∧ 6 ∃w(w 6= x∧w 6= y∧w ∈ C ′∩lxy)}
is clearly constructible and has the property that D = C ′2. This
clearly implies that dim(Trisecant(C ′)) ≤ 2. We now claim that, if
(a, b) is an independent generic pair in C
′2, there is no bitangent plane
Pa,b. Let Σ = {Hλ : λ ∈ P
3∗} be the system of hyperplanes in P 3. Σ has
no fixed points on C ′, hence the linear condition thatHλ passes through
la has codimension 2 and defines a 1-dimension family Σ1 ⊂ Σ. As we
may assume that C ′ is not contained in any hyperplane section,Σ1 has
finite intersection with C ′. As b is independent generic from a, it can-
not be a base point for the new system Σ1. Hence, using the results
of Theorems 6.2 and 6.5, the condition that Hλ ∈ Σ1 passes through
lb is also a codimension 2 linear condition. As Σ1 is 1-dimensional,
this implies the claim. Now consider the statement D′(x, y) ⊂ C ′2 \∆,
given by;
D′(x, y) ≡ {(x, y) ∈ C ′2 : (x 6= y)∧ 6 ∃λ(Hλ ⊃ la ∪ lb)}
Again, this is constructible and has the property that D′ = C ′2. This
clearly implies that dim(Bitangent Chord(C ′)) ≤ 2. For any given a ∈
C, there exists a unique osculatory plane Pa passing through a. Hence,
there exist finitely many lines of the form lab for b ∈ (C
2\∆)∩Supp(Pa).
This clearly implies that dim(Osculatory Chord(C ′)) ≤ 2. Finally, by
the above consideration, we have that dim(Singular Cone(C ′)) = 2
We now choose a point P in P 3 such that P lies outside the above
defined varieties. This is clearly possible as they all have dimension at
most 2. It is easily shown that a generic P , lies on finitely many bisecant
lines of C ′, (†), see [2]. Let ω be a plane of dimension 2 not containing
P and let prP (C
′) be the projection of C ′ from P to ω. We claim
that prP (C
′) is birational to C ′ with at most nodes as singularities.
Clearly, the birational property holds by (†). Now, first, suppose that
y ∈ prP (C
′) is singular, then, by Lemma 4.14, it must be multiple. By
Lemma 4.13 and the fact that C ′ is non-singular, this can only occur if
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either |pr−1P (y)| ≥ 2 or there exists a unique x such that prP (x) = y and
the axis of projection < P, x > is in special position. We may exclude
the second possibility on the grounds that P is disjoint from Tang(C ′).
We may therefore assume that |pr−1P (y)| ≥ 2. Now, we may exclude
the possibility that |pr−1P (y)| ≥ 3, on the grounds that P is disjoint
from Trisecant(C ′). Hence, we may assume that |pr−1P (y)| = 2. Now,
as C ′ is non-singular, by Definition 5.2, there exist exactly 2 branches
centred at y on prP (C
′). Moreover, we may assume that both elements
of pr−1P (y) = {x1, x2} are the origins of ordinary branches, otherwise P
would lie inside Singular Cone(C ′). If P is situated on the osculatory
plane Px1 of say x1, then (x1x2) ⊂ Supp(Px1) and, hence, as P ∈ lx1x2,
we would have that P lies in Osculatory Chord(C ′), which is not the
case. Hence, we may apply Theorem 6.4, to obtain that both branches
have character (1, 1). Finally, let la and lb be the tangent lines to the
2 branches {γ1y , γ
2
y} at y. We claim that la and lb are distinct (∗). By
definition, we have that;
Iitalian(y, γ
1
y , prP (C
′), la) = 2
Hence, using Definition 5.15 and Lemma 5.17, we can find an infini-
tesimal variation l′a of la intersecting γ
1
y in distinct points {y
′, y′′}. By
Definition 5.15, we can find distinct points {x′1, x
′′
1} in C
′∩Vx1 such that
prP (x
′
1) = y
′ and prP (x
′′
1) = y
′′. We clearly have that that < l′a, P > is
an infinitesimal variation of < la, P > which intersects C
′ in {x′1, x
′′
1}.
Therefore;
Iitalian(x1, C
′, < la, P >) ≥ 2
and hence, by previous arguments, < la, P > contains the tangent
line lx1. As the axis of projection lPx1 was not in special position, we
must have that prP (lx1) = la. Similarly, prP (lx2) = lb. Now, if la = lb,
we would have that < la, P > is a bitangent plane to C
′, lx1x2 is a bitan-
gent chord and P would belong to the variety Bitangent Chord(C ′).
As this is not the case, the claim (∗) is proved. This completes the
theorem.

5. A Theory of Branches for Algebraic Curves
We now develop a theory of branches for algebraic curves, using the
techniques of the previous sections.
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Let C ⊂ Pw be a projective algebraic curve. Then, by Theorem 4.15,
we can find Cns ⊂ Pw1 which is non-singular and birational to C. Let
Φns : Cns ! C be the birational map between Cns and C. As Cns
is non-singular, Φns extends to a totally defined morphism from Cns
to C. As usual, we let ΓΦns denote the graph of the correspondence
between Cns and C. It has the property that, given any x ∈ Cns, there
exists a unique y ∈ C such that ΓΦns(x, y). We claim the following;
Lemma 5.1. Let C1 ⊂ P
w1 and C2 ⊂ P
w2 be any two non-singular
birational models of C, with corresponding morphisms Φns1 and Φ
ns
2 .
Then there exists a unique isomorphism Φ : C1 ↔ C2 with the property
that Φns2 ◦ Φ = Φ
ns
1 and Φ
ns
1 ◦ Φ
−1 = Φns2 .
Proof. As Φns2 is a birational map, we can invert it to give a birational
map Φns2
−1 : C ! C2. Then the composition Φ
ns
2
−1 ◦ Φns1 : C1 !
C2 is birational as well. As C1 is non-singular, we can extend this
birational map to a totally defined morphism Φ : C1 → C2. By the
same argument, we can find a totally defined morphism Ψ : C2 → C1
with the property that Ψ inverts Φ as a birational map. We claim
that Ψ inverts Φ as a morphism. We have that Ψ ◦ Φ : C1 → C1 is a
morphism with the property that there exists an open U ⊂ C1 such that
Ψ ◦ Φ|U = IdU . Then Graph(Ψ ◦ Φ) ⊂ C1 × C1 is closed irreducible
and intersects the diagonal ∆ in an open dense subset. Therefore,
Graph(Ψ ◦ Φ) = ∆, hence Ψ ◦ Φ = IdC1. Similarly, one shows that
Φ ◦ Ψ = IdC2 . Therefore, Φ is an isomorphism. By construction, Φ
ns
1
and Φns2 ◦ Φ agree as birational maps and are totally defined, hence,
by a similar argument, they agree as morphisms. Similarly, Φns2 and
Φns1 ◦ Φ
−1 agree as morphisms. For the uniqueness statement, use the
fact that any 2 isomorphisms Φ1 and Φ2, satisfying the properties of
Φ, would agree on an open subset U of C1, hence must be identical.

Now fix a point O of C. Let ΓΦns ⊂ C
ns × C be the graph of the
correspondence defined above. We denote by {O1, . . . , Ot} the fibre
ΓΦns(x,O). Note that, by the previous lemma, if we are given 2 non-
singular models with correspondences ΓΦns1 and ΓΦns2 , then we have a
correspondence O1 ∼ O
′
1, O2 ∼ O
′
2, . . . , Ot ∼ O
′
t between the fibres
ΓΦns1 (x,O) and ΓΦns2 (x,O), given by Oj ∼ O
′
j iff Φ(Oj) = O
′
j, where Φ
is the isomorphism given by the previous lemma. Moreover, as Φ is an
isomorphism, we also have a correspondence of infinitesimal neighbor-
hoods VO1 ∼ VO′1 , . . . ,VOt ∼ VO′t, given by VOj ∼ VO′j iff Φ : VOj
∼= VO′j ,
here we mean that Φ is a bijection of sets. We now make the following
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definition;
Definition 5.2. Let C ⊂ Pw be a projective algebraic curve. Suppose
that O ∈ C. For 1 ≤ j ≤ t, we define the branches γjO at O to be the
equivalence classes [VOj ] of the infinitesimal neighborhoods of Oj in the
fibre ΓΦns(x,O) of any non-singular model C
ns of C. We define γO to
be the union of the branches at O.
Remarks 5.3. Note that the definition does not depend on the choice
of a non-singular model Cns, however, for computational purposes, it
is convenient to think of a branch γ as the infinitesimal neighborhood
of some Oj in a fixed non-singular model C
ns.
We now have the following lemmas concerning branches;
Lemma 5.4. Let C ⊂ Pw and O ∈ C be an s-fold point. Then O is
the origin of at most s-branches. In particular, a non-singular point is
the origin of a single branch.
Proof. Suppose that O is the origin of t branches. Then there exists a
non-singular model Cns and a birational map ΦΣ : C
ns → C such that
Φ−1Σ (O) = {O1, . . . , Ot}. By a slight extension to Remarks 1.32, and the
fact that {O1, . . . , Ot} are non-singular, we may assume that Base(Σ)
is disjoint from this set (*). Let Σ define the system of hyperplanes in
Pw. It defines a grd(Σ) without fixed points on C, where d = deg(C).
By Lemma 2.32, there is a corresponding grd+I(Σ) on C
ns, where I is
the total fixed point contribution at Base(Σ). Now let Σ′ ⊂ Σ define
the system of hyperplanes passing through O. It defines a gr−1d (Σ
′) on
C with corresponding gr−1d+I(Σ
′) on Cns. As O is s-fold on C, we can
find gr−1d−s ⊂ g
r−1
d (Σ
′) on C without fixed points. By Lemma 2.31, we
can find a corresponding gr−1d−s ⊂ g
r−1
d+I(Σ
′) on Cns, without fixed points
(**). Now each φλ in Σ
′ must pass through {O1, . . . , Ot}. Moreover,
the fixed point contribution from Σ′ at Base(Σ) must be at least I.
Hence, by the assumption (*), the total fixed point contribution from
Base(Σ′) must be at least t+I. Hence, by (∗∗), d−s ≤ (d+I)−(t+I),
therefore t ≤ s. The lemma is proved.

We now make the following definition;
Definition 5.5. Let C1 ⊂ P
w1, C2 ⊂ P
w2, C3 ⊂ P
w3 be birational
projective algebraic curve with correspondences ΓΦ1 ⊂ C1 × C2 and
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ΓΦ2 ⊂ C2 × C3. We define the composition ΓΦ2 ◦ ΓΦ1 ⊂ C1 × C3 to be;
ΓΦ2 ◦ ΓΦ1(xz) ≡ ∃y(y ∈ C2 ∧ ΓΦ1(xy) ∧ ΓΦ2(yz))
Lemma 5.6. Let hypotheses be as in the previous lemma, then if
Φ1 : C1 → C2 and Φ2 : C2 → C3 are birational maps;
ΓΦ2 ◦ ΓΦ1 = ΓΦ2◦Φ1
Proof. The proof is a straightforward consequence of the fact that both
correspondences obviously agree on a Zariski open subset. 
Lemma 5.7. Birational Invariance of Branches
Let C1 ⊂ P
w1 and C2 ⊂ P
w2 be birational projective algebraic curves
with correspondence Γ[Φ] ⊂ C1×C2. Fix O ∈ C2 and let {P1, . . . , Ps} =
Γ[Φ](x,O). Then, [Φ] induces an injective map;
[Φ]∗ : γO →
⋃
1≤k≤s γPk
and, moreover;
[Φ]∗ :
⋃
O∈C2
γO →
⋃
O∈C1
γO
is a bijection, with inverse given by [Φ−1]∗.
Proof. We first claim that there exists a non-singular model Cns of C1
and C2 with morphisms Φ1 : C
ns → C1 and Φ2 : C
ns → C2 such that
Φ2 = Φ ◦ Φ1 and Φ1 = Φ
−1 ◦ Φ2 as birational maps (*). Choose a
non-singular model Cns of C1 with morphism Φ1 : C
ns → C1. Then
Φ◦Φ1 defines a birational map from C
ns to C2. As C
ns is non-singular,
it extends(uniquely) to a birational morphism Φ2 : C
ns → C2. Clearly,
{Cns,Φ1,Φ2} have the property (∗). In order to define the map [Φ]∗,
let O ∈ C2 and suppose that γ
j
O is a branch corresponding to the
equivalence class [VOj ], where Oj lies in the fibre Φ
−1
2 (O). We claim
that Φ1(Oj) lies in the fibre Γ[Φ](x,O) (∗∗). As Φ◦Φ1 = Φ2 as birational
maps, it follows, by Lemma 1.21, that ΓΦ◦Φ1 = ΓΦ2 . However, by
the previous lemma, ΓΦ◦Φ1 = ΓΦ ◦ ΓΦ1, which gives (∗∗). Then, if
Φ1(Oj) = Pk, and Φ
−1
1 (Pk) = {P
′
k1, . . . , P
′
kr, . . . , P
′
kl}, for 1 ≤ r ≤ l,
we must have that [VOj ] = [VP ′kr ], for some r. Hence, we can set
[Φ]∗(γjO) = γ
r
Pk
. One needs to check that this definition does not depend
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either on the choice of the non-singular model Cns or the choice of the
birational map Φ representing the correspondence Γ[Φ]. For the first
claim, after fixing a choice of Φ, note that by the requirement (∗), Φ1
is uniquely determined by the choice of {Cns,Φ2}. By Lemma 5.1,
for any 2 choices {Cns1 ,Φ
1
2} and {C
ns
2 ,Φ
2
2}, there exists a connecting
isomorphism Θ : (Cns1 ,Φ
1
2) ↔ (C
ns
2 ,Φ
2
2), which must therefore be a
connecting isomorphism Θ : (Cns1 ,Φ
1
1) ↔ (C
ns
2 ,Φ
2
1). The result then
follows immediately by definition of the branch as an equivalence class
of infinitesimal neighborhoods. For the second claim, after fixing a
choice of {Cns,Φ1,Φ2} and replacing Φ by an equivalent Φ
′, one still
obtains (∗) for the original {Cns,Φ1,Φ2} and the result follows trivially.
The rest of the lemma now follows by proving that [Φ−1]∗ inverts [Φ]∗.
This is trivial to check using the particular choice {Cns,Φ1,Φ2,Φ}. 
Remarks 5.8. Note that points are not necessarily preserved by bira-
tional maps, but, by the above, branches are always preserved.
We now refine the Italian definition of intersection multiplicity, in or-
der to take into account the above construction of a branch. Suppose
that C ⊂ Pw is a projective algebraic curve. We let ParF be the pro-
jective parameter space for all hypersurfaces of a given degree e. Now,
fix a particular form Fλ of degree e, such that Fλ has finite intersection
with C. The condition that a hypersurface of degree e contains C is
clearly linear on ParF , (use Theorem 2.3 to show that the condition is
equivalent to the plane condition P on ParF of passing through de+1
distinct points on the curve C.) Now fix a maximal linear system Σ
containing Fλ, such that Σ has empty intersection with P . It is triv-
ial to check that the corresponding grn(Σ) on C has no fixed points.
Now fix a non-singular model Cns of C, with corresponding birational
morphism ΦΣ′ . By the transfer result Lemma 2.31, we obtain a corre-
sponding grn without fixed points on C
ns. Let Card(O, Vλ, g
r
n) denote
the number of times O ∈ Cns is counted for this grn in the weighted set
Vλ. We then define;
Definition 5.9. Iitalian(p, γ
j
p, C, Fλ) = Card(pj, Vλ, g
r
n) (∗)
where the branch γjp corresponds to [Vpj ] in the fibre Γ[ΦΣ′ ](x, p).
Remarks 5.10. One may, without loss of generality, assume that
Base(Σ′) is disjoint from the fibre Γ[ΦΣ′ ](x, p). In which case, the defi-
nition becomes the more familiar;
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Iitalian(p, γ
j
p, C, Fλ) = Card(C
ns∩F λ′∩Vpj), λ
′ ∈ Vλ generic in ParΣ.
Here, we have used the notation {F λ : λ ∈ ParΣ} to denote the fam-
ily of ”lifted” forms on Cns corresponding to the family {Fλ : λ ∈ ParΣ}
on C, by way of the birational morphism ΦΣ′.
Lemma 5.11. Given Σ containing Fλ. The definition (∗) does not de-
pend on the choice of the non-singular model Cns and birational mor-
phism ΦΣ′.
Proof. We divide the proof into the following 2 cases;
Case 1. (Cns,Φ) is fixed and we have 2 presentations ΦΣ1 and
ΦΣ2 of the birational morphism Φ, as given by Lemma 1.20, such
that Base(Σ1) possibly includes some of the points in Γ[Φ](x, p), while
Base(Σ2) is disjoint from this set.
Let V = VΦΣ1 ∩ VΦΣ2 with corresponding W ⊂ C. Denote the
weighted sets of the 2 given grn on C
ns,in the definition (∗), corre-
sponding to the presentations ΦΣ1 and ΦΣ2 , by {V
1
λ } and {V
2
λ }. By
the proof of Lemma 2.31, if x ∈ V , then x is counted s-times in V 1λ iff
x is counted s-times in V 2λ (†). Now, we claim that Card(pj, V
1
λ , g
r
n) =
Card(pj, V
2
λ , g
r
n). This follows by (†) and an easy application of, say
Lemma 2.16, to witness both these cardinalities in the canonical set V .
Case 2. We have 2 non-singular models (Cns1 ,Φ1) and (C
ns
2 ,Φ2),
with presentations ΦΣ1 and ΦΣ2 , such that Base(Σ1) is disjoint from
Γ[Φ1](x, p) and Base(Σ2) is disjoint from Γ[Φ2](x, p).
Using Lemma 5.1, we can find an isomorphism Φ : C1 → C2, such
that Φ2 ◦Φ = Φ1. Let {Gλ : λ ∈ ParΣ} denote the lifted forms on C
ns
1
corresponding to the morphism ΦΣ1 and {Hλ : λ ∈ ParΣ} denote the
lifted forms on Cns2 corresponding to the morphism ΦΣ2 . We need to
check that;
Card(Cns1 ∩Gλ′∩Vpj ) = Card(C
ns
2 ∩Hλ′∩Vqj ), λ
′ ∈ Vλ∩ParΣ generic.
where Φ(pj) = qj and {pj, qj} in {C
ns
1 , C
ns
2 } respectively, correspond
to the branch γjp.
Suppose that Card(Cns2 ∩ Hλ′ ∩ Vqj) = n. We may, without loss
of generality, assume that Base(ΦΣ3) is disjoint from Γ[Φ1](x, p) in a
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particular presentation ΦΣ3 of the morphism Φ (†). Hence, Base(ΦΣ2 ◦
ΦΣ3) is disjoint from Γ[Φ1](x, p) as well (††). Let {Φ
∗
Σ3
Hλ : λ ∈ ParΣ}
denote the lifted forms on Cns1 corresponding to this presentation. By
the fact that Φ is an isomorphism and (†), we have Card(Cns1 ∩Φ
∗Hλ′∩
Vpj) = n. Now let V = VΦΣ1 ∩ VΦΣ2◦ΦΣ3 . By (††) and Lemma 2.13, we
may witness Card(Cns1 ∩ Φ
∗Hλ′ ∩ Vpj) = n inside the canonical set V .
Now, using the fact that Φ2 ◦ Φ = Φ1 as birational maps, and Lemma
2.31, it follows that Card(Cns1 ∩Gλ′ ∩ Vpj) = n.

Lemma 5.12. The definition (∗) does not depend on the choice of a
maximal independent system Σ containing Fλ, having finite intersection
with C.
Proof. Let Σ be a maximal independent system containing Fλ. We
claim first that Σ has no base points on C, (†). For suppose that
w ∈ Base(Σ) ∩ C. Let Fµ be any form of degree e having finite inter-
section with C. Then < Fµ,Σ > defines a system of higher dimension,
hence must intersect H in a point. That is, we can find parameters
{α, β} and a fixed Fλ in Σ such that αFµ + βFλ contains C. It fol-
lows immediately that w must also be a base point for Fµ. Clearly, we
can find a form of degree e, having finite intersection with C, which
doesn’t contain w. This gives a contradiction and proves (†). Now,
given a choice of Σ containing Fλ, by the proof of the previous lemma,
we may assume that;
Iitalian(p, γ
j
p, C, Fλ) = Card(C
ns∩Fλ′∩Vpj), λ
′ ∈ Vλ generic in ParΣ.
As p is not a base point for Σ on C, it follows immediately that pj is
not a base point for Σ on Cns. Hence, by Lemma 2.12, we have that;
Iitalian(p, γ
j
p, C, Fλ) = Iitalian(pj, C
ns, Fλ)
Clearly, this equality does not depend on the particular choice of Σ
containing Fλ but only on the presentation of the morphism Φ : C
ns →
C. The result follows.

Following from the definition of the Italian intersection multiplicity
at a branch, we obtain a more refined version of Bezout’s theorem;
Theorem 5.13. Hyperspatial Bezout, Branched Version
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Let C ⊂ Pw be a projective algebraic curve of degree d and Fλ a
hypersurface of degree e, intersecting C in finitely many points. Let p
be a point of intersection with branches given by {γ1p , . . . , γ
n
p }. Then;
Iitalian(p, C, Fλ) =
∑
1≤j≤n Iitalian(p, γ
j
p, C, Fλ)
In particular;
∑
p∈C∩Fλ
∑
1≤j≤np
Iitalian(p, γ
j
p, C, Fλ) = de
Proof. Fix a non-singular model (Cns,Φ) of C. Let ΦΣ′ be a particular
presentation of the morphism Φ such that Base(ΦΣ′) is disjoint from
the fibre ΓΦ(x, p) = {p1, . . . , pn} (∗). Let Σ be a linear system contain-
ing Fλ such that Σ has finite intersection with C and;
Iitalian(p, C, Fλ) = I
Σ
italian(p, C, Fλ)
Let VΦΣ′ ⊂ C
ns andWΦΣ′ ⊂ C be the canonical sets associated to the
morphism ΦΣ′ . By Lemma 2.13, we can witness m = Iitalian(p, C, Fλ)
by transverse intersections {x1, . . . , xm} = C∩Fλ′∩Vp inside the canon-
ical setWΦΣ′ , for λ
′ generic in ParΣ. Again, by Lemma 2.13 and (∗), we
can find λ′ such that for each pj ∈ Γ[Φ](x, p), mj = Iitalian(p, γ
j
p, C, Fλ)
is witnessed by transverse intersections {y1j , . . . , y
mj
j } = C
ns∩F λ′ ∩Vpj
inside the canonical set VΦΣ′ . We need to show thatm1+. . .+mj+. . .+
mn = m. By properties of infinitesimals and the fact that {p1, . . . , pn}
are distinct, the sets {y11, . . . , y
m1
1 }, . . . , {y
1
n, . . . , y
mn
n } are disjoint. If
yji belongs to one of these sets, then y
j
i ∈ Vpi, hence ΦΣ′(y
j
i ) ∈ Vp.
Moreover, ΦΣ′(y
j
i ) ∈ C ∩ Fλ′ . It follows that y
j
i corresponds to a
unique xk in {x1, . . . , xm}. As each y
j
i lies in VΦΣ′ , this clearly gives an
injection from {y11, . . . , y
m1
1 , . . . , y
1
n, . . . , y
mn
n } to {x1, . . . , xm}. Hence,
m1 + . . . + mn ≤ m. To prove equality, suppose that xk lies in
{x1, . . . , xm}. Then there exists a unique yk with ΦΣ′(yk) = xk. By
a similar argument to the above, yk must appear in one of the sets
{y11, . . . , y
m1
1 }, . . . , {y
1
n, . . . , y
mn
n }. This gives the result.

Remarks 5.14. One may use this version of Bezout’s theorem in order
to develop a more refined theory of grn.
We also simplify the branch terminology for later applications;
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Definition 5.15. Let C ⊂ Pw be a projective algebraic curve and
Cns ⊂ Pw1 some non-singular birational model with birational mor-
phism Φns : Cns → C. Let γjp correspond to the infinitesimal neighbor-
hood Vpj of pj in ΓΦns(x, p). Then we will also define the branch γ
j
p by
the formula;
γjp := {x ∈ C : ∃y(ΓΦns(y, x) ∧ y ∈ Vpj )}
Remarks 5.16. Note that the definition uses the language Lspec, and,
in particular, is not algebraic.
We have the following;
Lemma 5.17. Definition 5.15 does not depend on the choice of non-
singular model Cns and morphism Φns. Lemma 5.7 may be reformu-
lated replacing the old definition of a branch with Definition 5.15. Fi-
nally, we have, with hypotheses as for the old definition of intersection
multiplicity at a branch, that;
Iitalian(p, γ
j
p, C, Fλ) = Card(C∩Fλ′∩γ
j
p), λ
′ ∈ Vλ generic in ParΣ (∗)
Proof. The first part follows immediately from Lemma 5.1 and the fact
that all the data of the lemma may be taken inside a standard model.
The second part is similar, follow through the proof of Lemma 5.7. The
final part may be checked by following carefully through the proofs of
Lemmas 5.11 and 5.12. 
Remarks 5.18. Note that we could not have simplified the above pre-
sentation by taking (∗) as our original definition of intersection mul-
tiplicity at a branch. The main reason being that the arguments on
Zariski multiplicities require us to count intersections inside C ∩ Vp,
rather than the smaller Lspec definable C ∩ γ
j
p.
We now reformulate the preliminary definitions of Section 2 in terms
of branches.
Let C ⊂ Pw be a projective algebraic curve and let Σ be a linear
system, having finite intersection with C. Let grn′(Σ) be defined by this
linear system Σ and let grn ⊂ g
r
n′ be obtained by removing its fixed point
contribution. Fix a non-singular model (Cns,Φ) of C, with correspond-
ing presentation ΦΣ′ . By the transfer result Lemma 2.31, we obtain a
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corresponding grn without fixed points on C
ns. Let Card(O, Vλ, g
r
n) de-
note the number of times O ∈ Cns is counted for this grn in the weighted
set Vλ. We then make the following definition;
Definition 5.19. IΣ,mobileitalian (p, γ
j
p, C, φλ) = Card(pj, Vλ, g
r
n) (∗)
where the branch γjp corresponds to [Vpj ] in the fibre Γ[ΦΣ′ ](x, p).
As before, one needs the following lemma;
Lemma 5.20. The definition (∗) does not depend on the choice of
non-singular model Cns and birational morphism ΦΣ′.
Proof. The proof is the same as Lemma 5.11, we leave the details to
the reader. 
We now make the following definition;
Definition 5.21. Let hypotheses be as in Definition 5.19, then we de-
fine;
IΣitalian(p, γ
j
p, C, φλ) = I
Σ,mobile
italian (p, γ
j
p, C, φλ) + 1 if p ∈ Base(Σ)
IΣitalian(p, γ
j
p, C, φλ) = I
Σ,mobile
italian (p, γ
j
p, C, φλ) if p /∈ Base(Σ)
Lemma 5.22. Let notation be as in the previous definition. As in Re-
marks 5.10, if (Cns,Φ) is a non-singular model of C, with presentation
ΦΣ′ such that Base(Σ
′) is disjoint from the fibre Γ[ΦΣ′ ](x, p), then we
have that;
IΣitalian(p, γ
j
p, C, φλ) = Card(C
ns∩φλ′∩Vpj ), λ
′ ∈ Vλ generic in ParΣ.
where again we have used the notation {φλ : λ ∈ ParΣ} to denote
the family of ”lifted” forms, as in Remarks 5.10.
Proof. We divide the proof into the following cases;
Case 1. p /∈ Base(Σ).
Then, by Definition 5.21, we have that;
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IΣitalian(p, C, γ
j
p, φλ) = I
Σ,mobile
italian (p, C, γ
j
p, φλ) (1).
By the assumption on Σ′, we have that pj /∈ Base(Σ) for the ”lifted”
family of forms on Cns, corresponding to Σ, (†). By the transfer re-
sult, Lemma 2.31, the grn on C
ns, used to define IΣ,mobileitalian (p, C, γ
j
p, φλ),
is obtained from the ”lifted” family of form on Cns after removing all
fixed point contributions. Therefore, as by (†), this lifted family has
no fixed point contribution at pj , we must have that;
Iitalian(pj, C
ns, φλ) = I
Σ,mobile
italian (p, C, γ
j
p, φλ) (2)
Combining (1),(2) and using Lemma 2.10, we have that;
IΣitalian(pj, C
ns, φλ) = I
Σ
italian(p, C, γ
j
p, φλ)
The result for this case now follows immediately from the definition
of IΣitalian(pj, C
ns, φλ).
Case 2. p ∈ Base(Σ).
Then, by Definition 5.21, we have that;
IΣitalian(p, C, γ
j
p, φλ) = I
Σ,mobile
italian (p, C, γ
j
p, φλ) + 1 (1).
In this case, we have that pj ∈ Base(Σ) for the ”lifted” family of
forms on Cns, corresponding to Σ, (†). Let Ipj be the fixed point con-
tribution for this family, as defined in Lemma 2.14. Then, by a similar
argument to the above, we have that;
Iitalian(pj, C
ns, φλ) = Ipj + I
Σ,mobile
italian (p, C, γ
j
p, φλ) (2)
Using Lemma 2.15, we have that;
Iitalian(pj, C
ns, φλ) = Ipj + I
Σ
italian(pj, C
ns, φλ)− 1 (3)
Combining (1), (2), (3) gives that;
IΣitalian(pj, C
ns, φλ) = I
Σ
italian(p, C, γ
j
p, φλ)
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Again, the result for this case follows immediately from the defini-
tion of IΣitalian(pj, C
ns, φλ).

As an easy consequence of the previous lemma, we have that;
Lemma 5.23. Let C ⊂ Pw be a projective algebraic curve. Let Σ be a
linear system, having finite intersection with C. Then, if γjp is a branch
centred at p and φλ belongs to Σ;
IΣitalian(p, C, γ
j
p, φλ) = Card(C∩γ
j
p∩φλ′) for λ
′ ∈ Vλ generic in ParΣ.
IΣ,mobileitalian (p, C, γ
j
p, φλ) = Card(C ∩ (γ
j
p \ p) ∩ φλ′) for λ
′ ∈ Vλ generic
in ParΣ.
where γjp was given in Definition 5.15.
Proof. The first part of the lemma follows immediately from Lemma
5.22 and the Definition 5.15 of a branch. The second part follows from
Definition 5.21 and the first part. 
We then reformulate the remaining results of Section 2 in terms of
branches. The notation of Lemma 5.23 will be use for the remainder
of this section.
Lemma 5.24. Non-Existence of Coincident Mobile Points along a
Branch
Let C ⊂ Pw be a projective algebraic curve. Let Σ be a linear system,
having finite intersection with C, such that p ∈ C \Base(Σ). Then, if
γjp is a branch centred at p and φλ belongs to Σ;
Iitalian(p, C, γ
j
p, φλ) = I
Σ
italian(p, C, γ
j
p, φλ) = I
Σ,mobile
italian (p, C, γ
j
p, φλ)
Proof. Let (Cns,Φ) be a non-singular model of C, with presentation
ΦΣ′ , such that Base(Σ
′) is disjoint from Γ[Φ](x, p). Let {φλ} be the
”lifted” family of algebraic forms on Cns defined by Σ. By Lemma
5.22, we have that;
IΣitalian(p, C, γ
j
p, φλ) = I
Σ
italian(pj , C
ns, φλ) (1)
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By Remarks 5.10, we have that;
Iitalian(p, C, γ
j
p, φλ) = Iitalian(pj , C
ns, φλ) (2)
Using the fact that p /∈ Base(Σ) and the hypotheses on ΦΣ′ , it fol-
lows that pj /∈ Base(Σ), for the lifted system defined by Σ. Hence, we
may apply Lemma 2.10, to obtain that;
IΣitalian(pj, C
ns, φλ) = Iitalian(pj , C
ns, φλ) (3)
The result follows by combining (1), (2) and (3) and using Definition
5.21.

Lemma 5.25. Branch Multiplicity at non-base points witnessed by
transverse intersections along the branch
Let p ∈ C \Base(Σ) and let γjp be a branch centred at p. Then, if
m = Iitalian(p, C, γ
j
p, φλ), we can find λ
′ ∈ Vλ, generic in ParΣ, and
distinct {p1, . . . , pm} = C ∩ φλ′ ∩ (γ
j
p \ p) such that the intersection of
C with φλ′ at each pi is transverse for 1 ≤ i ≤ m.
Proof. By Lemmas 5.23 and 5.24, for λ′ ∈ Vλ, generic in ParΣ, the
intersection C∩φλ′∩γ
j
p consists of m distinct points {p1, . . . , pm}. The
condition on ParΣ that φλ passes through p defines a proper closed
subset, hence we may assume these points are all distinct from p. Fi-
nally, the transversality result follows from, say Lemma 2.17, using the
fact that {p1, . . . , pm} cannot lie inside Base(Σ).

Again, we have analogous results to Lemmas 5.24 and 5.25 for points
in Base(Σ);
We first require the following;
Lemma 5.26. Let p ∈ C ∩ Base(Σ) and γjp a branch centred at p.
Then there exists an open subset Uγjp ⊂ ParΣ and an integer Iγjp ≥ 1
such that;
Iitalian(p, C, γ
j
p, φλ) = Iγjp for λ ∈ Uγjp
and
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Iitalian(p, C, γ
j
p, φλ) ≥ Iγjp for λ ∈ ParΣ
Proof. Let (Cns,Φ) be a non-singular model with presentation ΦΣ′ such
that Base(Σ′) is disjoint from Γ[Φ](x, p). Then, by the proof of Lemma
5.12, we have that, for λ ∈ ParΣ;
Iitalian(p, γ
j
p, C, φλ) = Iitalian(pj , C
ns, φλ)
By properties of Zariski structures;
Wk = {λ ∈ ParΣ : Iitalian(pj , C
ns, φλ) ≥ k}
are definable and Zariski closed in ParΣ. The result then follows
by taking Iγpj = minλ∈ParΣIitalian(pj, C
ns, φλ) and using the fact that
ParΣ is irreducible.

We can now formulate analogous results to Lemmas 5.24 and 5.25
for base points;
Lemma 5.27. Let p ∈ C ∩ Base(Σ) ∩ φλ and γ
j
p a branch centred at
p. Then;
Iitalian(p, γ
j
p, C, φλ) = Iγjp + I
Σ
italian(p, γ
j
p, C, φλ)− 1
and
Iitalian(p, γ
j
p, C, φλ) = Iγjp + I
Σ,mobile
italian (p, γ
j
p, C, φλ)
Proof. In order to prove the first part of the lemma, suppose that
m = IΣitalian(p, γ
j
p, C, φλ). By Lemma 5.23, choosing λ
′ ∈ Vλ generic
in ParΣ, we can find {p1, . . . , pm−1} = C ∩ φλ′ ∩ (Vp \ p), distinct from
p, witnessing this multiplicity. Using the fact that {p1, . . . , pm−1} lie
outside Base(Σ), we may apply Lemma 2.17 to obtain that the in-
tersections at these points are transverse. By the previous Lemma
5.26, we have that Iitalian(p, γ
j
p, C, φλ′) = Iγjp . Now choose a nonsin-
gular model (Cns,Φ), with presentation ΦΣ′ , such that Base(Σ
′) is
disjoint from Γ[Φ](x, p). By definition 5.15 of a branch, we can find
{p′1, . . . , p
′
m} = C
ns ∩ φλ′ ∩ (Vp \ p). By properties of specialisations,
Base(Σ′) is also disjoint from this set. We then have that the intersec-
tions between Cns and φλ′ are also transverse at these points and that
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Iitalian(pj, C
ns, φλ′) = Iγjp . It then follows by summability of specialisa-
tion, see [6], that;
Iitalian(pj, C
ns, φλ) = Iγjp + (m− 1).
Again, using the presentation of (Cns,Φ), we obtain that;
Iitalian(p, γ
j
p, C, φλ) = Iγjp + (m− 1).
Hence, the result follows. The second part of the lemma follows
immediately from the Definition 5.21 of IΣitalian(p, C, γ
j
p, φλ) at a base
point. 
Lemma 5.28. Let p ∈ C ∩ Base(Σ) and let γjp be a branch centred
at p. Then, if m = IΣitalian(p, C, γ
j
p, φλ), we can find λ
′ ∈ Vλ, generic
in ParΣ, and distinct {p1, . . . , pm−1} = C ∩ φλ′ ∩ (γ
j
p \ p) such that
the intersection of C with φλ′ at each pi is transverse for 1 ≤ i ≤
m− 1. If m = IΣ,mobileitalian (p, C, γ
j
p, φλ), then the same results for distinct
{p1, . . . , pm} with the same properties.
Proof. The first part of the lemma is a straightforward consequence of
Lemma 5.23, properties of infinitesimals, (to show that {p1, . . . , pm−1}
lie outside Base(Σ)) and Lemma 2.17 (to obtain transversality). The
second part of the lemma also follows from Lemma 5.23 and Lemma
2.17 (to obtain transversality). 
We now note the following, connecting the original definition of
Iitalian with its branched version at non-singular points.
Lemma 5.29. Let p be a nonsingular point of the curve C, then there
exists a unique branch γp centred at p and;
Iitalian(p, C, φλ) = Iitalian(p, C, γp, φλ) (1)
IΣ,mobileitalian (p, C, φλ) = I
Σ,mobile
italian (p, C, γp, φλ) (2)
Proof. The fact that there exists a unique branch γp, centred at p, fol-
lows from Lemma 5.4. By definition 5.15 of a branch, we then have
that;
γp = C ∩ Vp
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Now (1) follows from Lemma 5.17, Lemma 2.10 and Definition 2.6.
While (2) follows from Definition 2.20 and Lemma 5.23.

6. Cayley’s Classification of Singularities
The purpose of this section is to develop a theory of singularities for
algebraic curves based on the work of Cayley. In order to make this
theory rigorous, one first needs to find a method of parametrising the
branches of an algebraic curve. This is the content of the following
theorem;
Theorem 6.1. Analytic Representation of a Branch
Let C ⊂ Pw be a projective algebraic curve. Suppose that C is defined
by equations {F1(x1, . . . , xw), . . . Fm(x1, . . . , xw)} in affine coordinates
xi =
Xi
X0
. Let p ∈ C correspond to the point 0¯ in this coordinate sys-
tem. Then there exist algebraic power series {x1(t), . . . , xw(t)} such
that x1(t) = . . . = xw(t) = 0, Fj(x1(t), . . . , xw(t)) = 0 for 1 ≤ j ≤ m
and with the property that, for any algebraic function Fλ(x1, . . . , xw);
Fλ(x1(t), . . . , xw(t)) ≡ 0 iff Fλ vanishes on C.
Otherwise, Fλ has finite intersection with C and
ordtFλ(x1(t), . . . , xw(t)) = Iitalian(p, γ
j
p, C, Fλ) (∗)
We refer to the power series as parametrising the branch γjp.
Proof. We first prove the theorem in the case when C ⊂ Pw is a non-
singular projective algebraic curve. By Lemma 4.13, we can find a
plane projective algebraic curve C1 ⊂ P
2 such that {C,C1} are bira-
tional and there exists a corresponding point p1 ∈ C1 such that p1 is
non-singular. Let ΦΣ and ΨΣ′ be presentations such that ΨΣ′ = Φ
−1
Σ
as a birational map. Without loss of generality, we may assume that
VΦΣ = WΨΣ′ ⊂ C and VΨΣ′ = WΦΣ ⊂ C1. Moreover, we may assume
that {p, p1} lie in {VΦΣ, VΨΣ′} and correspond to the origins of the affine
coordinate systems (x1, . . . , xw) and (y1, y2). Let Σ
′ = {ψ0, ψ1, . . . , ψw}
and let (y1(t), y2(t)) be an analytic representation of p1 ∈ C1, given by
the inverse function theorem. We obtain an analytic representation of
p ∈ C by the formula;
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(x1(t), . . . , xw(t)) = (
ψ1
ψ0
(y1(t), y2(t)), . . . ,
ψw
ψ0
(y1(t), y2(t)))
First, note that as p /∈ Zero(ψ0), we may assume that ψ0(0, 0) 6= 0.
Hence, we can invert the power series ψ0(y1(t), y2(t)). This clearly
proves that xj(t) is a formal power series in L[[t]]. That xj(0) = 0 for
1 ≤ j ≤ w follows from the corresponding property for (y1(t), y2(t))
and the fact that p is situated at the origin of the coordinate sys-
tem (x1, . . . , xw). Finally, we need to check that xj(t) define algebraic
power series. This follows obviously from the fact that ψj and ψ0
define algebraic functions. Now, suppose that {F1, . . . , Fm} are defin-
ing equations for C. Let {F ′1, . . . , F
′
m} be the corresponding equa-
tions written in homogeneous form for the variables {X0, . . . , Xw},
where xj =
Xj
X0
. Let G(Y0, Y1, Y2) be the defining equation for C1.
We can homogenise the power series representation of p1 ∈ C1 by
(Y0(t) : Y1(t) : Y2(t)) = (1 : y1(t) : y2(t)). Then we must have that
G(1 : y1(t) : y2(t)) = 0. Now F
′
k(ψ0, . . . , ψw) vanishes identically on C1,
hence, by the projective Nullstellensatz, there exists a homogeneous
Hk(Y0, Y1, Y2) such that;
F ′k(ψ0, . . . , ψw) = HkG
It follows that;
F ′k(ψ0(1 : y1(t) : y2(t)), . . . , ψw(1 : y1(t) : y2(t))) ≡ 0
therefore;
F ′k(1 :
ψ1(y1(t),y2(t))
ψ0(y1(t),y2(t))
: . . . : ψw(y1(t),y2(t))
ψ0(y1(t),y2(t))
) ≡ 0
which gives;
Fk(x1(t), . . . , xw(t)) ≡ 0
as required. The property that an algebraic function Fλ vanishes on
(x1(t), . . . , xw(t)) iff it vanishes on C can be proved in a similar way to
the above argument, invoking Theorem 2.10 of the paper [8]. Alterna-
tively, it can be proved directly, using the fact that, as (x1(t), . . . , xw(t))
define algebraic power series, (y1 − x1(t), . . . , yw − xw(t)) defines the
equation of a curve C ′ on some etale cover i : (Awet, (0¯)
lift)→ (Aw, (0¯))
such that i(C ′) ⊂ C. If Fλ vanishes on C
′, then it must vanish on
an open subset U of C, hence as Fλ is closed, must vanish on all of
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C as required. Finally, we need to check the property (∗). Suppose
that Fλ is an algebraic function with m = ordtFλ(x1(t), . . . , xw(t)),
passing through p. Choose Σ1 containing Fλ such that Σ1 has finite
intersection with C and p /∈ Base(Σ1). It follows, using Lemma 2.12,
that Iitalian(p, C, Fλ) = I
Σ1
italian(p, C, Fλ), (†). Using Lemma 2.31, we
can transfer the system Σ1 to a system on C1. Let Gλ be the corre-
sponding algebraic curve to the algebraic form Fλ. We must have that
p1 /∈ Base(Σ1), otherwise, as p1 belongs to the canonical set VΨΣ′ , we
would have that p belongs to Base(Σ1) as well. Hence, using Lemma
2.12 again, we must have that Iitalian(p1, C1, Gλ) = I
Σ1
italian(p1, C1, Gλ),
(††). By direct calculation, we have that;
Gλ(y1(t), y2(t)) = ψ
r
0(y1(t), y2(t))Fλ(x1(t), . . . , xw(t))
for some r ≤ 0. As ordtψ0(y1(t), y2(t)) = 0, we have that;
ordtGλ(y1(t), y2(t)) = ordtFλ(x1(t), . . . , xw(t)) = m
Now, by Theorem 5.1 of the paper [6] and (††), it follows that;
Iitalian(p1, C1, Gλ) = I
Σ1
italian(p1, C1, Gλ) = m
Now, using Lemma 2.31 and the fact that {p, p1} lie in the canonical
sets VΦΣ and WΦΣ , we must have that I
Σ1
italian(p, C, Fλ) = m as well.
Hence, by (†), it follows that Iitalian(p, C, Fλ) = m. As C is a non-
singular model of itself, this proves the claim (∗) in this special case.
We now assume that C ⊂ Pw is any projective algebraic curve.
Suppose that Cns ⊂ Pw
′
is a non-singular model of C with birational
morphism ΦΣ′ : C
ns → C such that the branch γjp corresponds to Vpj
in the fibre Γ[Φ](x, p), disjoint from Base(Σ
′). As before, we may as-
sume that {p, pj} correspond to the origins of the coordinate systems
(x1, . . . , xw) and (y1, . . . , yw′). Let Σ
′ = {φ0, . . . , φw}. By the previous
argument, we can find an analytic representation (y1(t), . . . , yw′(t)) of
pj in C
ns, with the properties given in the statement of the theorem.
As before, we obtain an analytic representation of the corresponding
p ∈ C, by the formula;
(x1(t), . . . , xw(t)) = (
φ1
φ0
(y1(t), . . . , yw′(t)), . . . ,
φw
φ0
(y1(t), . . . , yw′(t)))
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One checks that this has the required properties up to the property
(∗) by a direct imitation of the proof above, with the minor modification
that the projective Nullstellensatz for Cns gives that, if {G1, . . . , Gk}
are defining equations for Cns, then, if F vanishes on Cns, there must
exist homogeneous {H1, . . . , Hk} such that F = H1G1+. . .+HkGk. Al-
ternatively, one can refer the parametrisation to a non-singular point
of a plane projective curve, in which case the argument up to (∗) is
identical.
We now verify the property (∗). Suppose that Fλ is an algebraic func-
tion with ordtFλ(x1(t), . . . , xw(t)) = m. Let F λ be the corresponding
function on Cns, obtained from the presentation ΦΣ′ . By Lemmas 5.11
and 5.12;
Iitalian(p, γ
j
p, C, Fλ) = Iitalian(pj, C
ns, Fλ) (∗∗)
We claim that ordtF λ(y1(t), . . . , yw′(t)) = m. This follows by repeat-
ing the argument given above. By the properties of (y1(t), . . . , yw′(t))
and the result verified in the case of a non-singular curve, we obtain
immediately that Iitalian(pj, C
ns, Fλ) = m. Combined with (∗∗), this
gives the required result.

Using the analytic representation, we obtain the following classifica-
tion of singularities due to Cayley;
Theorem 6.2. Cayley’s Classification of Singularities
Let C ⊂ Pw be a projective algebraic curve which is not contained
in any hyperplane section. Let γjp be a branch of the algebraic curve
centred at p. Then we can assign a sequence of non-negative integers
(α0, α1, . . . , αw−1), called the character of the branch, which has the
following property;
Let Σ be the system of hyperplanes passing through p. Then there
exists a filtration of Σ into subsystems of hyperplanes;
Σw−1 ⊂ Σw−2 ⊂ . . . ⊂ Σ1 ⊂ Σ0 = Σ
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with dim(Σi) = (w−1)− i, such that, for any hyperplane Hλ passing
through p, we have that;
Hλ ∈ Σi iff Iitalian(p, γ
j
p, C,Hλ) ≥ α0 + α1 + . . .+ αi. (†)
Moreover, these are the only multiplicities which occur.
Proof. Without loss of generality, we may assume that p is situated
at the origin of the coordinate system (x1, . . . , xw). By the previous
theorem, we can find an analytic parameterisation of the branch γjp of
the form;
xk(t) = ak,1t + ak,2t
2 + . . .+ ak,nt
n + . . ., for 1 ≤ k ≤ w
Let
∑w
k=1 λkxk = 0 be the equation of a hyperplane Hλ passing
through p. Then, we can write Hλ(x1(t), . . . , xk(t)) in the form;
(
∑w
k=1 λkak,1)t+ . . .+ (
∑w
k=1 λkak,n)t
n +O(tn) (*)
Let a¯n = (a1,n, . . . , ak,n, . . . , aw,n). We claim that we can find a se-
quence (a¯m1 , . . . , a¯mw), for m1 < . . . < mi < . . . < mw, such that;
(i). {a¯m1 , . . . , a¯mw} is linearly independent
(ii). Vmi =< a¯1, . . . , a¯mi >=< a¯m1 , . . . , a¯mi >, for 1 ≤ i ≤ w
(iii). If there exist {n1, . . . , ni} for n1 < . . . < ni with n1 ≤ m1, . . . , ni ≤
mi such that
Vmi =< a¯n1 , . . . , a¯ni >,
then n1 = m1, . . . , ni = mi.
(iv). Vk = Vmi for mi ≤ k < mi+1.
The first three properties may be proved by induction on i.For i = 1,
choose the first non-zero vector a¯m1 . For the inductive step, assume we
have found {a¯m1 , . . . , a¯mi} with the required properties (i)− (iii). We
claim that there exists a¯mi+1 , with mi+1 > mi, such that a¯mi+1 /∈ Vmi,
(∗∗). Suppose not. As i < w, the condition;
A THEORY OF BRANCHES FOR ALGEBRAIC CURVES 77
∧i
s=1(
∑w
k=1 λkak,ms = 0)
defines a non-empty plane P in the dimension w−1 parameter space
ParH of hyperplanes passing through p. Choosing λ ∈ P and using
(∗), it follows that ordtHλ(x1(t), . . . , xw(t)) ≥ n for all n > 0. There-
fore, Hλ(x1(t), . . . , xw(t)) ≡ 0 and, by Theorem 6.1, Hλ must con-
tain C. This contradicts the assumption that C is not contained in
any hyperplane section. Using (∗∗), choose mi+1 minimal such that
a¯mi+1 /∈ Vmi . Properties (i) and (ii) are trivial to verify. For (iii),
assume that {a¯n1, . . . , a¯ni+1} are as given in the hypotheses. Then,
the sequence must form a linearly independent set. Hence, we must
have that Vmi =< a¯n1 , . . . , a¯ni >. By the induction hypothesis, n1 =
m1, . . . , ni = mi. Then, a¯ni+1 /∈ Vmi, Now, by minimality of mi+1, we
also have that a¯mi+1 = a¯ni+1 as required.
Property (iv) follows easily from properties (i) − (iii). We clearly
have that Vmi ⊆ Vk ⊆ Vmi+1 , for mi ≤ k < mi+1. If Vk 6= Vmi , then, by
(i), (ii), Vk = Vmi+1 . This clearly contradicts (iii).
Now, define;
Σi = {λ ∈ ParH,p :
∧i
s=1(
∑w
k=1 λkak,ms = 0)}, for, 1 ≤ i ≤ w − 1,
Then, we obtain a filtration;
Σw−1 ⊂ . . . ⊂ Σi ⊂ . . . ⊂ Σ0 = Σ
with dim(Σi) = (w−1)−i as in the statement of the theorem. Define;
α0 = m1 and αi = mi+1 −mi for 1 ≤ i ≤ w − 1.
We need to verify the property (†). Suppose that Hλ ∈ Σi, for
i ≥ 1. Then Hλ contains the plane Vmi spanned by {a¯m1 , . . . , a¯mi}.
Hence, by (iv), it contains the plane Vk for k < mi+1. Then, by (∗),
ordt(Hλ(x1(t), . . . , xw(t))) ≥ mi+1 and ,by Theorem 6.1,
Iitalian(p, γ
j
p, C,Hλ) ≥ mi+1 = α0 + . . .+ αi.
Conversely, suppose that
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ordtHλ(x1(t), . . . , xw(t)) ≥ α0 + . . . αi = mi+1, for some i ≥ 1.
Then Hλ contains the plane Vk for k < mi+1. In particular, it con-
tains the plane Vmi . Hence Hλ ∈ Σi. The remaining case amounts to
showing that Iitalian(p, γ
j
p, C,Hλ) ≥ α0 for any hyperplane Hλ passing
through p. This follows immediately from (∗), Theorem 6.1 and the
fact that a¯m1 was the first non-zero vector in the sequence {a¯n : n < ω}.
The remark made after the property (†) follows immediately from the
property (iv) of the sequence {a¯m1 , . . . , a¯mw}.

Definition 6.3. In accordance with the Italian terminology, we refer
to α0 as the order of the branch, αj as the j’th range of the branch,
for 1 ≤ j ≤ w − 2, and αw−1 as the final range or class of the branch.
We define < a¯m1 , . . . , a¯mk > to be the k’th osculatory plane at p for
1 ≤ k ≤ w − 1. We also define the w − 1’th osculatory plane to
be the osculatory plane. We define the tuple (α0, . . . , αw−1) to be the
character of the branch. Cayley referred to branches of order 1 as linear
and superlinear otherwise. He referred to branches having a character
of the form (1, 1 . . . , 1) as ordinary. The Italian geometers refer to a
simple point, which is the origin of an ordinary branch, as an ordinary
simple point. Note that for a simple (equivalently non-singular) point,
the 1’st osculatory plane is the same as the tangent line. We will now
also use the terminology, tangent line to a branch, to describe the 1’st
osculatory plane at any branch. We define a node of a plane curve to
be the origin of at most 2 ordinary branches with distinct tangent lines,
this definition was used in Theorem 4.16. We also used, in Theorem
4.16, the fact that a generic point of an algebraic curve is an ordinary
simple point, (this is not true when the field has non-zero characteristic,
see the final section) a rigorous proof of this result requires duality
arguments, we postpone this proof for another occasion.
We have the following important results on the projection of a branch,
see Section 4 for the relevant definitions.
Theorem 6.4. Let C ⊂ Pw be a projective algebraic curve, as defined
in the previous theorems of this section, and γO a branch centred at O
with character (α0, . . . , αw−1). Let P be chosen generically in P
w, then
the projection prP (γO) has character;
(α0, . . . , αw−2)
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If P is situated generically on the osculatory plane, then prP (γO) has
character;
(α0, . . . , αw−2 + αw−1)
More generally, if P is situated on the k’th osculatory plane for
1 ≤ k ≤ w − 2, and not on an osculatory plane of lower order, then
the projection prP (γO) has character;
(α0, . . . , αk−2, αk−1 + αk, αk+1, . . . , αw−1).
Proof. First note that, by Lemma 4.9, if P is situated generically on
the k’th-osculatory plane for any k ≥ 1, and H ′ is any hyperplane not
containing P , the projection prP is generally biunivocal. Hence, by
Lemma 5.7, the projection prP (γO) is well defined. We first claim that
for any hyperplane Hλ in P
w−1;
Iitalian(O, γO, C, pr
−1
P (Hλ)) = Iitalian(prP (O), prP (γO), prP (C), Hλ) (∗)
This follows by using the proof of Lemma 4.13 and the fact that the
multiplicity is calculated at a branch, to replace the use of biunivocity.
Now, if P is situated in generic position in Pw, then
{prP (a¯m1), . . . , prP (a¯mw−1)} forms a linearly independent sequence pass-
ing through prP (O) ∈ P
w−1 and, for any hyperplane Hλ ⊂ P
w−1, we
have that, for i ≤ w − 2;
< prP (a¯m1), . . . , prP (a¯mi) >⊂ Hλ iff < a¯m1 , . . . , a¯mi >⊂< P,Hλ >
It follows by (∗) and Theorem 6.2 that;
Iitalian(prP (O), prP (γO), prP (C), Hλ) ≥ α0 + . . . αi
iff
< prP (a¯m1), . . . , prP (a¯mi) >⊂ Hλ (i ≤ w − 2)
Hence, by Theorem 6.2 again, we have that the branch prP (γO) has
character (α0, . . . , αw−2).
If P is situated generically on the k’th oscillatory plane, but not on
an oscillatory plane of lower order, then, the sequence
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{prP (a¯m1), . . . , prP (a¯mk−1), prP (a¯mk+1), . . . , prP (a¯mw−1)} forms a linearly
independent set, and, for 1 ≤ i ≤ k − 2;
< prP (a¯m1), . . . , prP (a¯mi) >⊂ Hλ iff < a¯m1 , . . . , a¯mi >⊂< P,Hλ >
whereas;
< prP (a¯m1), . . . , prP (a¯mk−1) >⊂ Hλ iff < a¯m1 , . . . , a¯mk >⊂< P,Hλ >
and, for 1 ≤ j ≤ (w − 2− k);
< prP (a¯m1), . . . , prP (a¯mk−1), prP (a¯mk+1), . . . , prP (a¯mk+j ) >⊂ Hλ
iff
< a¯m1 , . . . , a¯mk+j >⊂< P,Hλ >
The rest of the theorem then follows immediately by the same argu-
ment as given above.

We also have the following important consequence of Theorem 6.1.
Theorem 6.5. Linearity of Multiplicity at a Branch
Let C ⊂ Pw be a projective algebraic curve and γjp a branch of C,
centred at p. Let Σ be an independent system having finite intersection
with C. Then, for any k ≥ 1, the condition;
{λ ∈ ParΣ : Iitalian(p, γ
j
p, C, Fλ) ≥ k} (∗)
is linear and definable.
Proof. That (∗) is definable follows from the definition of multiplicity
at a branch and elementary facts about Zariski structures. Moreover,
(∗) is definable over the parameters of C and the point p. In order to
prove linearity, suppose that Fλ and Fµ belong to Σ and satisfy (∗).
Let (x1(t), . . . , xw(t)) be a parameterisation of the branch γ
j
p as given
by Theorem 6.1. Then;
k ≤ min{ordtFλ(x1(t), . . . , xw(t)), ordtFµ(x1(t), . . . , xw(t))}
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Then, for any constant c;
(Fλ+cFµ)(x1(t), . . . , xw(t)) = Fλ(x1(t), . . . , xw(t))+cFµ(x1(t), . . . , xw(t))
Hence,
ordt(Fλ + cFµ)(x1(t), . . . , xw(t)) ≥ k
as well. This shows that the pencil of curves generated by {Fλ, Fµ}
satisfies (∗). LetW be the closed projective subvariety of ParΣ defined
by the condition (∗). Then, W has the property that for any {a, b} ⊂
W , lab ⊂ W . It follows easily that W defines a plane H in ParΣ as
required. (Use the fact that for any tuple {a1, . . . , an} in W , the plane
Ha1,...,an ⊂W and a dimension argument)

Remarks 6.6. Note that, given Σ of dimension n as in the state-
ment of the theorem, we can, using the above theorem, find a sequence
{β0, . . . , βn−1} and a filtration;
Σn−1 ⊂ . . . ⊂ Σi ⊂ . . . ⊂ Σ0 ⊂ Σ
with dim(Σi) = (n− 1)− i such that;
Iitalian(p, γ
j
p, C, Fλ) ≥ β0 + . . .+ βi iff Fλ ∈ Σi
and these are the only multiplicities which can occur. Note also that,
as an easy consequence of the theorem, given any tuple (β0, . . . , βn−1)
and Σ as above;
{x ∈ C : x has character (β0, . . . , βn−1) with respect to Σ}
is constructible and defined over the field of definition of C and Σ. In
particular, it follows from the previous Definition 6.3, in characteristic
0, that there exist only finitely many points on C which are the origins
of non-ordinary branches.
We have the following important characterisation of multiplicity at
a branch;
Theorem 6.7. Multiplicity at a Branch as a Specialised Condition
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Let C and Σ be as in the statement of Theorem 6.5 and the following
remark. Fix independent generic points (over L) {p0j , . . . , pij} in γ
j
p.
Then the system Σi may be obtained by specialising the condition;
{λ ∈ ParΣ : Fλ = 0 passes through {p0j , . . . , pij}}.
That is, if Fλ ∈ Σi, there exists λ
′ ∈ Vλ such that Fλ′ passes through
{p0j, . . . , pij}, while, if Fλ′ passes through {p0j, . . . , pij}, then its spe-
cialisation Fλ belongs to Σi.
Proof. We will first assume that the curve C is non-singular, (hence,
by Lemma 5.4, there exists a single branch at p). Consider the cover
Fi ⊂ (C \ p)× ParΣ given by;
Fi+1(x, λ) ≡ (x ∈ C ∩ Fλ) ∧ (Fλ ∈ Σi) (i ≥ 0)
For generic q ∈ C, the fibre F0(q, y) has dimension n − 1 − (i + 1).
Hence, we obtain an open subset U ⊂ C such that Fi+1 ⊂ (U\p)×ParΣ
is regular with fibre dimension n − 1 − (i + 1). Let F¯i+1 be the clo-
sure of Fi+1 in U × ParΣ. We claim that Σi+1 is defined by the
fibre F¯i+1(p, y). First observe that, as p has codimension 1 in U ,
dim(F¯i+1(p, y)) ≤ n−1− (i+1). As p is non-singular, each component
of the fibre F¯i+1(p, y) has dimension at least n− 1 − (i + 1). Suppose
that F¯i+1(p, λ) holds, then, by regularity of p for the cover F¯i+1, given
p′ ∈ U ∩ Vp generic, we can find λ
′ ∈ Vλ such that Fi+1(p
′, λ′), that is
Fλ′ passes through p
′ and Fλ′ belongs to Σi. By definition of Σi, we
have that Iitalian(p, C, Fλ′) ≥ β0 + . . . + βi. As p
′ is distinct from p,
by summability of specialisation, see the paper [6], we must have that
Iitalian(p, C, Fλ) ≥ β0 + . . . + βi + 1. Therefore, in fact, by the above
theorem, Iitalian(p, C, Fλ) ≥ β0+ . . .+ βi+1 and Fλ belongs to Σi+1. By
dimension considerations, it follows that F¯i+1(p, y) defines the system
Σi+1 as required.
We now prove one direction of the theorem by induction on i ≥ 0.
Suppose that {p0j, . . . , pi+1,j} are given independent generic points in
C ∩ Vp. By the above, if Fλ belongs to Σi+1, then there exists λ
′ ∈ Vλ
such that Fλ′ belongs to Σi and passes through pi+1,j. Moreover, as all
the covers Fi are defined over the field of definition L of C, we may
take λ′ to lie in the field L1 = L(pi+1,j)
alg. Hence, Fλ′ does not pass
through any of the other independent generic points {p0j, . . . , pij}. Let
L2 = L(p0j , . . . , pij)
alg. As dim(pkj/L) = 1, for 1 ≤ k ≤ i, we may,
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without loss of generality, assume that L2 is linearly disjoint from L1
over L. Hence, by the amalgamation property for the universal spe-
cialisation, see the paper [7], we have that {p0j , . . . , pij} still belong to
Vp ∩ C when taking P (L1) as the standard model. Now, we consider
the subsystem Σ′ ⊂ Σ defined by;
Σ′ = {Fλ : Fλ passes through pi+1,j}
As pi+1,j was chosen to be generic, it cannot be a base point for any
of the subsystems;
Σn−1 ⊂ . . . ⊂ Σi ⊂ . . . ⊂ Σ0 ⊂ Σ
Hence, we obtain a corresponding filtration;
Σn−2 ∩ Σ
′ ⊂ . . . ⊂ Σi ∩ Σ
′ ⊂ . . . ⊂ Σ0 ∩ Σ
′ ⊂ Σ′
with the properties in Remarks 6.6. We now apply the induction
hypothesis to Fλ′ ∈ Σi ∩ Σ
′. We can find λ′′ ∈ Vλ′ such that Fλ′′
passes through {p0j, . . . , pij} and Fλ′′ belongs to Σ
′. Hence Fλ′′ passes
through {p0j , . . . , pi+1,j}. Finally, note that λ
′′ ∈ Vλ, if one considers
P (L) rather than P (L1) as the standard model. Hence, one direction
of the theorem is proved.
The converse direction may also be proved by induction on i ≥ 0.
Suppose that Fλ′′ passes through independent generic points
{p0j, . . . , pi+1,j} in γ
j
p. As before, we may consider pi+1,j as belonging
to the standard model P (L1) and {p0j, . . . , pij} as belonging to Vp∩C,
relative to P (L1). We again consider the subsystem Σ
′ ⊂ Σ as defined
above. Let λ′ be the specialisation of λ′′ relative to P (L1). Then, Fλ′
belongs to Σ′, as Σ′ is defined over pi+1,j. Moreover, by the inductive
hypothesis applied to Σ′, Fλ′ also belongs to Σi. We now apply the
argument at the beginning of this proof, with P (L) as the standard
model, to obtain that Fλ belongs to Σi+1, where λ is the specialisation
of λ′, relative to P (L). Clearly λ′′ specialises to λ, hence the converse
direction is proved.
We still need to consider the case for arbitrary C ⊂ Pw. Let Cns ⊂
Pw
′
be a non-singular model of C and suppose that the presentation
ΦΣ′ of (C
ns,Φns) has Base(Σ′) disjoint from the fibre Γ[Φns](y, p). Let
γjp correspond to the infinitesimal neighborhood Vpj of pj in Γ[Φns](y, p)
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and let {F λ} be the system Σ of lifted forms on C
ns corresponding
to the space of forms {Fλ} in Σ. By Lemma 5.12, it follows that, for
λ ∈ ParΣ, Iitalian(p, γ
j
p, C, Fλ) = Iitalian(pj, C
ns, Fλ), hence the charac-
ter (β0, . . . , βn) of the branch γ
j
p with respect to the system Σ is the
same as the character of the branch γpj with respect to the lifted system
Σ. Moreover, we obtain the same filtration of ParΣ, as given in Remark
6.6, for both systems with respect to the branches {γjp, γpj} (†). Now,
suppose that we are given independent generic points {p0j , . . . , pij} in
γjp. Then, by definition of γ
j
p, we can find corresponding independent
generic points {p′0j, . . . , p
′
ij} in γpj . Now suppose that Fλ ∈ Σi, then
the corresponding Fλ belongs to Σi. By the proof of the above theo-
rem for non-singular curves, we can find λ′ ∈ Vλ such that Fλ′ passes
through {p′0j , . . . , p
′
ij}. Then, by definition, the corresponding Fλ passes
through {p0j , . . . , pij}. Conversely, suppose that we can find λ
′ ∈ Vλ
such that Fλ′ passes through {p0j , . . . , pij}. Then the corresponding
Fλ′ passes through {p
′
0j, . . . , p
′
ij}. By the proof for non-singular curves,
the specialisation Fλ belongs to Σi. Hence, by the observation (†)
above, the corresponding Fλ belongs to Σi as well. The theorem is
then proved. 
Remarks 6.8. One can give a slightly more geometric interpretation
of the preceding theorem as follows;
Consider the cover F ⊂ C i+1 × ParΣ given by;
F (p1, . . . , pi+1, λ) ≡ {p1, . . . , pi+1} ⊂ C ∩ Fλ = 0
Generically, the cover F over C i+1 has fibre dimension n − (i+ 1).
For a tuple (p, . . . , p) ∈ ∆i+1, the dimension of the fibre F (p, . . . , p) is
n−1. By the above, Σi ⊂ F (p, . . . , p), which has dimension n− (i+1),
is regular for the cover, in the sense of the above theorem.
The theorem may be construed as a generalisation of an intuitive no-
tion of tangency. i + 1 independent generic points on the branch γjp
determine a projective plane Hi of dimension i. As these i + 1 points
converge independently to p, the plane Hi converges to the i’th oscu-
latory plane at p. As with the proofs we have given of many of the
original arguments in [10], the method using infinitesimals in fact re-
verses this type of thinking in favour of a more visual approach. In this
case, we have shown that, by moving the i’th osculatory plane away
from p, we can cut the branch γjp in i+ 1 independent generic points.
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The theorem also provides an effective method of computing oscula-
tory planes at a branch γjp for p ∈ C.
We now require the following lemma;
Lemma 6.9. Let Fλ′ have finite intersection with C, where the parame-
ter λ′ is taken inside the non-standard model P (K). Then there exists a
maximally independent set {p0j , . . . , pij} of generic intersections (over
L) inside γjp.
Proof. Let W be the finite set of intersections inside γjp of Fλ′ with C.
As C is strongly minimal, if dim(W/L) = i+1, then there exists a basis
{p0j, . . . , pij} ofW over L. In particular, we have that {p0j , . . . , pij} are
generically independent points of C and are maximally independent in
W . 
We then have the following theorem;
Theorem 6.10. Intersections along a Branch
Let hypotheses be as in the previous theorem. Let i be maximal such
that Fλ′ belongs to Σi and suppose that Fλ′ intersects γ
j
p in the maxi-
mally independent set of generic points {pi+1,j, . . . , pi+r,j} over L, where
r ≤ (n− 1)− i. Then, if the branch γjp has character (β0, . . . , βn) with
respect to the system Σ, Fλ′ intersects (γ
j
p\p) in at least βi+1+. . .+βi+r
points, counted with multiplicity.
Proof. We assume first that C is non-singular. Let Fλ be the special-
isation of Fλ′ relative to the standard model P (L). Then by Theo-
rem 6.7, Fλ belongs to Σi+r (replace the system Σ in Theorem 6.7 by
the system Σi.) Hence, Iitalian(p, C, Fλ) ≥ β0 + . . . + βi+r, whereas
Iitalian(p, C, Fλ′) = β0 + . . . + βi. It follows immediately, by summa-
bility of specialisation, see the paper [6], that the total multiplicity of
intersections of Fλ′ with C inside the branch (γ
j
p \ p) is at least;
(β0 + . . .+ βi+r)− (β0 + . . .+ βi) = βi+1 + . . .+ βi+r
as required. If C is singular, let (Cns,Φns) be a non-singular model,
with a presentation ΦΣ′ such that Base(Σ
′) is disjoint from Γ[Φ](x, p).
Then, given the maximally independent set of generic points
{pi+1,j, . . . , pi+r,j}, in γ
j
p, for the intersection of C with Fλ′ , we obtain
a maximally independent set for the intersection F λ′ ∩C ∩ Vp. By the
above, and the fact that the character of the branch γjp with respect
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to {Fλ} equals the character of the branch γpj with respect to F λ, we
obtain that F λ′ intersects the branch (γpj\pj) in at least βi+1+. . .+βi+r
points with multiplicity. Hence, using for example Lemma 5.12, and
the fact that Base(Σ′) is disjoint from γpj , we obtain that Fλ′ intersects
(γjp \ p) in at least βi+1+ . . .+βi+r points with multiplicity as well. 
Remarks 6.11. Note that, in the statement of the theorem, one cannot
obtain that Fλ′ intersects the branch (γ
j
p \ p) in exactly βi+1+ . . .+βi+r
points, with multiplicity. For example, consider the algebraic curve C
given in affine coordinates by x3 − y2 = 0. At (0, 0), this has a cusp
singularity with character (2, 1). The tangent line or 1’st osculatory
plane, is given by y = 0. The line y−ǫ = 0, where ǫ is an infinitesimal,
cuts the branch of C at (0, 0) in exactly 3 = 2+1 points. However, the
total transcendence degree (over L) of these points is clearly 1. Neither
can one obtain that Fλ′ intersects the branch (γ
j
p \ p) transversely. For
example, consider the algebraic curve C given in affine coordinates by
y−x2 = 0. Let Σ be the 2-dimensional system consisting of (projective)
lines. As (0, 0) is an ordinary simple point of C, it has character (1, 1),
which is also the character of (0, 0) with respect to the system Σ. Again,
the tangent line or 1’st osculatory plane, is given by y = 0. The line
y = (2ǫ)x− ǫ2 cuts the branch of C at (0, 0) in exactly one point (ǫ, ǫ2),
with multiplicity 2, and specialises to y = 0.
Remarks 6.12. The above theorem is critical in calculations relating
to the transformation of branches by duality. We save this point of
view for another occasion.
We finish this section by applying the above ideas to examine the
behaviour of hyperplane systems on an arbitrary projective algebraic
curve;
Lemma 6.13. Let C ⊂ Pw be any projective algebraic curve and let;
V ∗ ⊂ NonSing(C)× Pw∗ be {(x, λ) : x ∈ NonSing(C) ∧Hλ ⊃ lx}
Then V ∗ defines an irreducible algebraic variety and, if V¯ ∗ ⊂ C ×
Pw∗ defines its Zariski closure, then, for a singular point p, which is
the origin of branches {γ1p , . . . , γ
m
p }, the fibre V¯
∗(p) consists exactly of
the parameters for hyperplanes Hλ, which contain at least one of the
tangent lines lγjp , (1 ≤ j ≤ m).
Proof. The fact that V ∗ defines an irreducible algebraic variety follows
easily from arguments given in Section 1. We let Σ be the linear sys-
tem defined by the set of hyperplanes {Hλ : λ ∈ P
w∗} and let Cns be a
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nonsingular model of C, with presentation ΦΣ′ , such that Base(Σ
′) is
disjoint from the fibres {Γ[Φ](x, p1), . . . ,Γ[Φ](x, pn)}, where {p1, . . . , pn}
denote the singular points of C, (∗). Let {VΦΣ′ ,WΦΣ′} be the canoni-
cal sets associated to this presentation and let Σ also denote the lifted
system of forms on Cns. We now lift the cover V ∗ to Cns by defining
V ∗,lift ⊂ VΦΣ′ × P
w∗;
V ∗,lift = {(x, λ) : V ∗(ΦΣ′(x), λ)}
Using the fact that V ∗ defines an algebraic variety, it is clear that
V ∗,lift defines an algebraic variety as well. Let V¯ ∗,lift be the Zariski
closure of this cover inside Cns × Pw. Now let p be a singular point of
C, let γjp be a branch centred at p and let pj be the corresponding point
of Cns. By the assumption (∗), the character of the branch γjp, with
respect to the system Σ, is the same as the character of the branch
γpj , with respect to the lifted system Σ. In particular, the filtration
given by Remarks 6.6 is the same. As in Remarks 6.6, we let Σ1 ⊂ Σ
consist of the set of hyperplanes {Hλ : Hλ ⊃ lγjp}. We now claim
that the fibre V¯ ∗,lift(pj , z) defines Σ1, (∗∗). The proof is similar to
the beginning of Theorem 6.7. Using the fact that pj is non-singular,
we have that dim(V¯ ∗,lift(pj, z)) = w − 2, (†), and is regular for the
cover (V¯ ∗,lift/Cns). Now, suppose that V¯ ∗,lift(pj , λ) holds, then, given
generic p′j ∈ (Vpj ∩ VΦΣ′ ), we can find λ
′ ∈ Vλ such that V¯
∗,lift(p′j, λ
′).
In particular, using the assumption (∗) again, the corresponding form
Hλ′ must contain the tangent line lp′j . Now, applying the result of
Theorem 6.7 to the linear system Σp′j ⊂ Σ of forms passing through
p′j, taking {pj, p
′
j} as belonging to the standard model, we can find
p′′j ∈ Vp′j , generically independent from {pj, p
′
j}, and λ
′′ ∈ Vλ′ such
that Hλ′′ passes through {p
′
j, p
′′
j}. As the pair {p
′
j, p
′′
j} are generically
independent over pj and belong to Vpj , taking only pj as belonging to
the standard model, again applying Theorem 6.7, we obtain that the
specialisation Hλ of Hλ′′ belongs to Σ1. Hence, Σ1 ⊂ V¯
∗,lift(pj, y) and
the result (∗∗) then follows from this and the dimension consideration
(†). We now project the cover V¯ ∗,lift to a cover W ∗ ⊂ C × Pw, by
defining;
W ∗ = {(y, λ) : y ∈ C ∧ ∃x[Γ[Φ](x, y) ∧ V¯
∗,lift(x, λ)]}
By construction, we have that W ∗ is an irreducible closed projec-
tive variety, such that its restriction W ∗|WΦΣ′ agrees with V
∗. Hence,
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W ∗ = V¯ ∗. Moreover, for a singular point p of C, the fibre W ∗(p) con-
sists exactly of the parameters for hyperplanes Hλ, which contain at
least one of the tangent lines lγjp , where {γ
1
p , . . . , γ
j
p, . . . , γ
m
p } are the
branches centred at p. This completes the proof.

Lemma 6.14. Let C ⊂ Pw be any projective algebraic curve and let
O be a fixed point of C, possibly singular, let;
V ∗ ⊂ (C \ {O})× Pw∗ be {(x, λ) : x ∈ C \ {O} ∧Hλ ⊃ lOx}
Then V ∗ defines an irreducible algebraic variety and, if V¯ ∗ ⊂ C ×
Pw∗ defines its Zariski closure, then, if O is the origin of branches
{γ1O, . . . , γ
m
O }, the fibre V¯
∗(O) consists exactly of the parameters for
hyperplanes Hλ, which contain at least one of the tangent lines lγj
O
,
(1 ≤ j ≤ m).
Proof. The proof is similar to Lemma 6.13. Using the same notation
there, we choose a presentation ΦΣ′ of a nonsingular model C
ns. We de-
fine Σ1 ⊂ Σ to consist of the set of hyperplanes {Hλ : Hλ ⊃ lγj
O
}, where
γjO is one of the branches centred at O. We define V
∗,lift and V¯ ∗,lift as
in the previous Lemma 6.13, using ΦΣ′ , (with the corresponding mod-
ification of V ∗). The aim is then to show the corresponding statement
(∗∗) of Lemma 6.13, that the fibre V¯ ∗(Oj, z) defines Σ1, where Oj cor-
responds to γjO in C
ns. As before, we have that dim(V¯ ∗(Oj, z)) = w−2,
(†), and that Oj is regular for the cover (V¯
∗,lift/Cns). If V¯ ∗,lift(Oj, λ)
holds, then, given generic O′j ∈ (VOj ∩ VΦΣ′ ), we can find λ
′ ∈ Vλ such
that V¯ ∗,lift(O′j, λ
′). The corresponding form Hλ′ then contains lOO′ for
some O′, generically independent from O, lying on γjO. Applying Theo-
rem 6.7 to the set of hyperplanes Σ0 passing through O, we obtain that
the specialisation Hλ contains the tangent line lγj
O
. Combining this re-
sult with the dimension consideration (†), we obtain (∗∗) as required.
The result then follows by the same argument as Lemma 6.13. 
7. Some Remarks on Frobenius
When the field has non-zero characteristic, many of the above ar-
guments are complicated by the Frobenius morphism. However, we
take the point of view that this is an exception rather than a general
rule, hence the results are true if we exclude unusual cases. We will
consider each of the previous sections separately and point out where
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to make these modifications. We briefly remind the reader that given,
algebraic curves C1 and C2, by a generally biunivocal map, denoted for
this section only using the repetition of notation, φ : C1 ! C2, we
mean a morphism φ, defined on an open subset U ⊂ C1, such that φ
defines a bijective correspondence between U and an open subset V of
C2. In characteristic 0, a generally biunivocal map is birational, in the
sense of Definition 1.19. However, this is not true when the field has
non-zero characteristic, Frobenius being a counterexample.
Section 1. The results of this section hold in arbitrary characteristic.
Section 2. We encounter the first problem in Theorem 2.3, the proof
of which depends on Lemma 2.10. Unfortunately, Lemma 2.10 is not
true in arbitrary characteristic. However, as we will explain below,
Lemma 2.10 is true for a linear system Σ which defines a birational
morphism ΦΣ on C. As this was assumed in Theorem 2.3, its proof
does hold in non-zero characteristic.
Lemma 2.10 does not hold in arbitrary characteristic. Let C be the
algebraic curve defined by y = 0 in affine coordinates (x, y). Consider
the linear system Σ of dimension 1 defined by φt(x, y) := (y = x
2 + t)
in characteristic 2. Then φt is tangent to C at (t
1/2, 0) for all t. In par-
ticular, (0, 0) is a coincident mobile point for the linear system. The
reason for the failure of the lemma is that the function F (x, y) = y−x2
defines a Zariski unramified morphism on y = 0 at (0, 0), which is not
etale, it is just the Frobenius map in characteristic 2. One can avoid
such cases by insisting that the linear system Σ under consideration
defines a separable morphism on C (∗). With this extra requirement
and a result from [5] (Theorem 6.11) that any locally Zariski unram-
ified separable morphism between curves is locally etale, the proof of
Lemma 2.10 holds.
The remaining results of the section are unaffected, with the restric-
tion (∗) on Σ in non-zero characteristic. In particular, Lemma 2.30
holds with this restriction. The proof of the Lemma gives the existence
of a generally biunivocal morphism φ. By seperability, this induces an
isomorphism of the function fields of the respective curves. By an ele-
mentary algebraic and model theoretic argument, see for example [2],
(Theorem 4.4 p25), one can then invert the morphism φ in the sense
of Definition 1.19. Therefore, φ will define a birational map.
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Section 3. The proof of Lemma 3.2 requires results from Section 2
which may not hold in certain exceptional cases. However, the Lemma
is still true in arbitrary characteristic. One should replace the use of
Lemma 2.30 by invoking general results for plane curves in [6]. Lemma
3.6 and Theorem 3.3 also holds, if we replace birational with biunivo-
cal. In order to obtain the full statement of Theorem 3.3 in arbitrary
characteristic, one can use the following argument;
We obtain from the argument of Theorem 3.3, in arbitrary charac-
teristic, a generally biunivocal morphism φ from C ⊂ P 2 to C1 ⊂ P
w.
This induces an inclusion of function fields φ∗ : L(C1)→ L(C). We may
factor this extension as L(C1) ⊂ L(D) ⊂ L(C), with D an algebraic
curve, L(D) ⊂ L(C) a purely inseperable extension and L(C1) ⊂ L(D)
a seperable extension. We, therefore, obtain rational maps φ1 : C  D
and φ2 : D  C1, such that φ2 ◦ φ1 is equivalent to φ as a biunivocal
map between C and C1. Now, using the method of [5] (Remarks 6.5),
we may find an algebraic curve C ′ ⊂ P 2 (apply some power of Frobe-
nius to the coefficients defining C) and a morphism Frobn : C → C ′,
together with a birational map φ3 : D ! C
′ such that Frobn and
φ3 ◦ φ1 are equivalent as biunivocal maps between C and C
′. We now
obtain a seperable rational map φ4 = φ2 ◦ φ
−1
3 : C
′
 C1, such that
φ4 ◦ Frob
n and φ are equivalent as biunivocal morphisms. Now let
U ⊂ NonSing(C) be an open set on which φ and φ4 ◦ Frob
n are de-
fined and agree as morphisms. By an elementary application of the
chain rule and the fact that the differential of the Frobenius morphism
is identically zero, one obtains that, for any x ∈ U , (Dφ)x contains the
tangent line lx of C. By the methods in the introduction of Section 1,
this is in fact a closed condition on (Dφ), hence, in fact (Dφ)x contains
the tangent line lx of C, for x ∈ NonSing(C), at any point where φ is
defined. We can summarise this more generally in the following lemma;
Lemma 7.1. Let φ : C  Pw be an inseperable rational map, then,
for any nonsingular point x of C at which φ is defined, (Dφ)x contains
the tangent line lx of C.
By Remark 3.7, this property is excluded for a transverse grn as used
in Theorem 3.3.
Section 4. The projection construction defined at the beginning of
the section may fail to define a separable morphism in non-zero charac-
teristic. However, using Lemma 7.1 and methods from Section 1, one
can easily show that this only occurs for projective curves C with the
property that, for every x ∈ NonSing(C), the tangent line lx passes
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through a given point P . In this case, the projection of C from P onto
any hyperplane will be inseparable. In [2] such curves are called strange.
Non-singular strange curves were completely classified by Samuel in [9];
Theorem 7.2. The only strange non-singular projective algebraic curves
are the line and the conic in characteristic 2.
However, there are examples of other singular strange projective al-
gebraic curves in Pw, for w ≥ 2, not contained in any hyperplane
section. For example, the curves Frw ⊂ P
w obtained by iterating
Frobenius, given parametrically by;
(t, tp, tp
2
, . . . , tp
w−1
) in characteristic p.
For these examples, Lemma 4.2 fails. In order to see this, pick inde-
pendent points {T, S} on Frw given by (t, t
p, . . . , tp
w−1
) and
(s, sp, . . . , sp
w−1
). Then, the equation of the chord lTS is given para-
metrically by;
(t + λs, tp + λsp, . . . , tp
w−1
+ λsp
w−1
)
If t + λs = v, and V is given by (v, vp, . . . , vp
w−1
), then we have
that the chord lTS meets V , distinct from {T, S}, iff we can solve
λp−1 = 1, . . . , λp
w−1−1 = 1 for λ 6= 1. This is clearly possible if p ≥ 3.
In this case, we would have that the chord lTS intersects Frw in at least
p points.
Lemma 4.2 holds in arbitrary characteristic, if we exclude singular
strange projective curves, however the proof should be modified as it
involves Lemma 2.10 applied to a projection. If C is a non-singular
strange curve, using the classification given above, the theorem has no
content as we assumed that C was not contained in any hyperplane
section.
Lemma 7.3. Lemma 4.2 in arbitrary characteristic, excluding singu-
lar strange projective curves
Let C ⊂ Pw, for w ≥ 3, not contained in any hyperplane section and
such that C is not a singular strange projective curve. Suppose that
{A,B} are independent generic points of C, then the line lAB does not
otherwise meet the curve C.
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Proof. We use the same notation as in Lemma 4.2. Let prP be the pro-
jection defined in this lemma. Suppose that prP is inseperable, then,
by the above remarks C is a strange projective algebraic curve, such
that all its tangent lines lx, for x ∈ NonSing(C), pass through P .
Hence, we can assume that prP is seperable. We now show that the
degenerate case (†) cannot occur. Suppose that prP (lA) is a point. We
have that dimP (A) = 1, hence we can find an open W ⊂ NonSing(C),
defined over P , such that, for x ∈ W , lx passes through P . In partic-
ular, as dimP (B) = 1, lB passes through P , hence we must have that
lA = lB = AB. As A and B were independent, it follows easily that C
must be a line l, which is a contradiction. We can now follow through
the proof of Lemma 4.2 to obtain that;
There exists an open W ⊂ NonSing(C), defined over the field of
definition of C, such that, for y ∈ prB(W ), the ly intersect in a point
Q. (∗ ∗ ∗∗)
It follows that, for x ∈ W , the lx intersect lB. In particular, lA
intersects lB. If lA = lB, we obtain that C is a line, hence we may
assume that lA ∩ lB = Q. As B was generic, we can find an open
subset W ′ ⊂ NonSing(C), defined over AB, such that, for x ∈ W ′,
the lx intersect lA and lB. Then, either, for such x ∈ W
′, the lx all
pass through Q or the lx all lie in the plane PAB defined by lA and
lB. In the first case, we have that C is a strange curve, contradicting
the hypotheses. In the second case, we use the fact that the plane
P l = PAB must be defined over the field of definition of C and then, by
the fact that the generic chord lAB lies in P l, that C must be contained
in P l as well, contradicting the hypotheses. 
Lemma 4.5 is true if we exclude singular strange projective curves.
In order to obtain the corresponding result for a singular strange pro-
jective curve C, pick a generic point point P ∈ Pw. Let x ∈ C be
generic and independent from P . We claim that lPx does not otherwise
meet the curve (∗). If not, we can find y ∈ C, distict from x, such that
P ∈ lxy. Hence, dim(P/xy) ≤ 1 and dim(P/x) ≥ 3. Now calculate
dim(Pxy) in two different ways;
(i). dim(Pxy) = dim(P/xy) + dim(xy) ≤ 1 + 2 = 3
(ii).dim(Pxy) = dim(y/Px) + dim(Px) ≥ 0 + 4 = 4
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This clearly gives a contradiction. It follows, using (∗), by an ele-
mentary model theoretic argument, that the projection prP onto any
hyperplane H will be generally biunivocal on C. Lemma 4.6 may also
be easily modified to include the case of singular strange curves. Theo-
rem 4.8 holds in arbitrary characteristic by the modifications of Lemma
4.5 and Lemma 4.6 and by ensuring that the projections prP always
define seperable morphisms. In the case of strange curves, we can al-
ways ensure this by picking the centre of projection P to be disjoint
from the bad point Q, defined as the intersection of the tangent lines.
Lemma 4.9 is still true in arbitrary characteristic but the proof needs
to be modified in order to take into account singular strange projective
curves, (we implicitly used Lemma 4.2 in the proof). Using the same
notation as in the lemma, given x ∈ C, using the same argument, we
can find P ∈ Pw generic, such that lxP does not otherwise meet the
curve. Now using the modification of Lemma 4.5, the projection from P
will be generally biunivocal and, by construction, biunivocal at x. We
can then obtain the lemma by repeating this argument. Lemma 4.12
holds in arbitrary characteristic provided the projection pr is seperable.
As we have already remarked, this can always be arranged in non-zero
characteristic. Lemma 4.14 holds in arbitrary characteristic, using the
previous modified lemmas, and the fact that a seperable biunivocal
map, between C and pr(C), may be inverted to give a birational map
including the nonsingular points of pr(C). It follows that Theorem 4.15
holds in arbitrary characteristic as well, by the modifications from Sec-
tion 3. Finally, Theorem 4.16 holds by checking the result for certain
further unusual curves, depending on generalisations of results in later
sections, (see (†) below) . We should note that, without these general-
isations, Theorem 4.16 still holds if one accepts the weaker definition
of a node as the origin of 2 linear branches (see Definition 6.3).
Section 5. The results of this section hold in arbitrary characteristic
up to Lemma 5.24. We only make the remark that it is always possi-
ble to choice a maximal linear system such that it defines a separable
morphism on a projective curve C. The proof of Lemma 5.24 has the
same complications as Lemma 2.10. Again, we can avoid these com-
plications and recover the remaining results of the section in arbitrary
characteristic, by the assumption on the linear system Σ that it defines
a seperable morphism on C.
Section 6. The results up to Definition 6.3 hold, by appropriate
choices of linear systems Σ. In Definition 6.3, the claim that a generic
point of an algebraic curve is an ordinary simple point does not hold in
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arbitrary characteristic, (†). An example is given by the plane quartic
curve F (x, y, z) = x3y + y3z + z3x = 0 over a field of characteristic
3. Every point of this curve is an inflection point, that is a point with
character (1, 2). In this case, the natural duality map;
DF : C → C∗
[x : y : z] 7→ [Fx : Fy : Fz] = [z
3 : x3 : y3]
is purely inseparable. In order to prove Theorem 4.16 in arbitrary
characteristic, one needs to classify such exceptional curves. This can
be done, using work of Plucker on the transformation of branches by
duality, we save this point of view for another occasion.
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