). Introduction. This is one of a series of papers dealing with different aspects of the same central theme: how the generalized inverse A + [8] of a matrix and related constructs may be used in connection with linear programming to gain greater understanding of underlying mathematical structure and to provide computational techniques for solution.
Much of the material being presented has previously been rather inaccessible, the principal references being Ph.D. theses [1] and [9J and papers given at the 1959 RAND Symposium on Mathematical Programing held in Los Angeles (abstracts were published formally) and at the 1964 International Conference on Mathematical Programming held in London (abstracts were published informally).
In this paper the structure provided by a theorem characterizing duality in terms of orthogonality [id] is used to represent the direct (equalities) form of the linear programming problem together with a problem equivalent to its dual, as a restricted, fixed point problem Pz = z > 9 where P is a perpendicular projection matrix. Convergence of a "Kaczmarz-like" intersection projection method for numerical solution of such problems is established. Consideration of computational techniques prompted a more genera) study leading to the discovery of a closed form for intersection projection matrices based on the Wynn e^ -Algorithem pi]. Further investigations of variations of this form are currently underway [12] . 2 In another paper in this series [2] , the work of R. Cline regarding representations of the generalized inverse of a partitioned matrix [U,V] is applied to the classical, multidimensional transportation problem, yielding the closed form of the projection matrix P for such problems.
Experience with computer programs employing Cline's results to compute solutions of two dimensional transportation problems using an accelerated intersection projection method is also described in [2^.
2. Notation, definitions and supporting theorems. To maintain completeness, certain definitions and theorems will be summarized below.
For motivation and other supporting details the reader is referred to and that 2 < q < n -1 since q = 0 implies A is nonsingular and q = n implies A = 0. If q = 1 the null space of A is a 1-dimensional linear manifold and then solution of the related DLPP is trivial.
Definition 2.k:
The vector x is said to be feasible for the DLPP if both x > 9 and Ax = b.
Definition 2.5: The feasible vector x is said to be optimal for the DLPP if (x,c) > (x,c) for all feasible x.
Questions relating to existence of solutions are not to be considered; it will be assumed throughout that the set of feasible solutions of the DLPP of Definition 2.) is non-empty and bounded and thus that both th^ DLPP and its dual have at least one (finite) optimal solution. A knowledge of standard notions and manipulations concerning vectors and matrices having real elements defined on E n will be assumed, where E n is real, Euclidean n-dimensional vector space. The reader is referred to [5] for a detailed treatment. Theorem 2.2: If x is optimal for problem A, then a = E x is optimal for problem A 1 . If a is optimal for problem A 1 , then x = A + b + E^ a is optimal for problem A. In order to avoid carrying along the constant of proportionality 1f^ , consider the following linear programming problems:
.
Fina1ly,
That is, if jT is an optimal solution of the DLPP (3-5) then
|>T is an optimal solution of (3-0 and optimal values of the functionals are related as follows:
Designating where p = E(-e^).
Then if and y = -e <' } + £ ^.e ) are i = l i=q+l optimal for A and B, respectively, 0 = (ST,y^ --at| -Finally, letting <X| = aj + -aj > where it is required that CXj + > 0, > 0, the system exhibited in Theorem 3-1 assumes the form
where it is required that
. a l J > 9
Any /j6> 9 such that CL^-ir thus yields optimal solutions to problems A and B, after performing the simple modifications described following relation (3) (4) (5) .
Observe that the row vectors associated with the coefficient array of the first n equations 
, 
Similarly, then Case I holds with k = 1, since Pw^= P 2 w^ = Px ^ K Otherwise x (,) has at least one element which is strictly negative. Since 9.
it follows that (x 0) ,5 (l) ) < (I 0) x 0) ,5 (1) ) = (w 0, ,C 0) ). thus > (x (,) t| (,) ) = (w<°^0 ) ) > 0. which implies that 6.
Now, w<')=f (W0)j5(i)) §(i) and 
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Remarks:
(1) The iterative method employed in solving the example required a large number of repetitions. This method is an example of what might appropriately be called "Kaczmarz-1 ike" iterations [6] . Recently the problem of accelerating the rather regular, albeit slow, convergence of such methods has been studied (see, for example [3] , [11] and [12] . 2
In the numerical example given above, Aitken's 6 process was applied to the individual elements of the vector sequence, subject to the condition that acceleration was employed only after successive differences of corresponding elements were monotonically decreasing. The result was that the 651 iterations required for "convergence" without acceleration were reduced to 11, using the same convergence criterion. In another small but less trivial problem (n=8), 1274 iterations were reduced to 155 employing the same approach. A rather intriguing possibility which invites further investigation is that the approximate nature of the "interlace" pattern in a pair of optimal solutions
x'.y' becomes fairly well established after far fewer iterations than are required for convergence. Should this prove to be a general property, the method described might prove useful in determining near-optimal solutions which may then be used in initiating a standard simplex solution.
(2) For certain problems with special structure, such as the multidimensional transportation problem [4] , a closed form for A + may be used in implementing the intersection projection method [2] , For problems with no special structure, Kaczmarz-1 ike iterations may be used in computing A + b, (l-A + A)c and the subcomponents of the vectors Pw^ using the techniques described in [11] , in which case sparsity plays a significant, yet not an essential, role.
