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Abstract—This paper addresses the mobile assignment prob-
lem in a multi-cell broadcast transmission seeking minimal
total power consumption by considering both transmission and
operational powers. While the large scale nature of the problem
entails to find distributed solutions, game theory appears to
be a natural tool. We propose a novel distributed algorithm
based on group formation games, called the hedonic decision
algorithm. This formalism is constructive: a new class of group
formation games is introduced where the utility of players within
a group is separable and symmetric being a generalized version of
parity-affiliation games. The proposed hedonic decision algorithm
is also suitable for any set-covering problem. To evaluate the
performance of our algorithm, we propose other approaches to
which our algorithm is compared. We first develop a centralized
recursive algorithm called the hold minimum being able to
find the optimal assignments. However, because of the NP-hard
complexity of the mobile assignment problem, we propose a
centralized polynomial-time heuristic algorithm called the column
control producing near-optimal solutions when the operational
power costs of base stations are taken into account. Starting from
this efficient centralized approach, a distributed column control
algorithm is also proposed and compared to the hedonic decision
algorithm. We also implement the nearest base station algorithm
which is very simple and intuitive and efficiently manage fast-
moving users served by macro BSs. Extensive simulation results
are provided and highlight the relative performance of these
algorithms. The simulated scenarios are done according to
Poisson point processes for both mobiles and base stations.
Index Terms—broadcast transmission, green networking, com-
binatorial optimization, game theory
I. INTRODUCTION
Broadcast scenarios have been widely studied for video
or audio broadcasting. More recently, the Multimedia Broad-
cast/Multicast Service (MBMS) [1] became a requirement of
the Long-term Evolution (LTE) specifications to support the
delivery of broadcast/multicast data in LTE systems. Broadcast
and multicast downlink transmissions make no significant
difference at the physical layer. Basically, broadcast services
are available to all users without the need of subscribing to a
particular service. Therefore, multicasting can thus be seen as
“broadcast via subscription”, with the possibility of charging
for the subscription [1]. MBMS is intended to be used for some
content, such as streaming transmission of a sport or cultural
event, but broadcasting may also be of interest to transmit
some signalling such as a beacon for time synchronization or
for power control purposes.
This work was supported by the ECOSCells project. It was done within
the INRIA & Alcatel Lucent Bell-Labs joint research laboratory.
We consider broadcasting under a green-aware objective
aiming at reducing the energy consumption which is an
important issue in wireless environments[12]. Broadcasting
may bring a strong improvement in wireless channels since a
common resource (in frequency and/or time) may be used for
all destinations. The transmission cost for a base station (BS)
to reach all nodes in a multicast group is assumed to be pro-
portional to the power needed to reach the worst mobile among
the group, where the worst refers to the mobile receiving the
weaker signal which relies on its distance and on additional
shadowing effects. We thus consider the situation where there
is one common information that every mobile m ∈ M is
interested to receive, and which can be obtained from any
one of n BSs. The objective is then to achieve a mobiles
assignment which minimizes the total power consumption.
As mentioned above, this problem is relevant not only for
streaming data transmission but also for signalling. A corollary
question is indeed how many base stations should be kept
active to ensure the signalling to a group of mobiles even
when they are not transmitting. In low activity periods, such
as during the night, it could be relevant to keep active only
few BS ensuring the coverage of few active mobiles. Indeed,
energy consumption and electromagnetic pollution are main
societal and economical challenges that developed countries
have to handle. The evolution of cellular networks toward
smaller cells offering theoretically higher capacity could in
turn lead to an unacceptable increase of the energy expenditure
of wireless systems. When decreasing the cell size, the energy
consumed for data transmission becomes lower compared to
the operational power costs (e.g. power amplifiers, cooler,
etc.) of a typical BS. Switching off a BS may then bring
significant improvements in energy efficiency. Therefore, we
take into account the switching on/off operation in the problem
formulation. The overarching problem studied in the sequel is
then finding energy-efficient broadcast transmission techniques
to reduce spurious energy using distributed schemes.
The mobile assignment problem (MAP) in the context of
broadcast transmission that we study in this work is actually a
special case of the simple plant location problem (SPLP) [2].
SPLP lies within clustering problems. In the MAP, basically,
the objective is to assign the points to at most k clusters
so that the sum of all distances between points in the same
cluster (k-clustering) is minimized. In [3], the typical cost
for a BS-mobile pair is assumed to be only a function
of distance between the BS and the mobile, formulated as
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Nj∈C maxi∈Nj d
α
ij + P
j
0 . Here, Nj is a cluster of mobiles
assigned to BS j, C is the set of clusters, dij is the distance
between mobile i and BS j, α is the path loss exponent and P j0
is the operational power cost loaded to BS j. This formulation
is modified in order to consider the effect of shadowing leading
to the following total cost
∑
Nj∈C maxi∈Nj d
α
ij/Ψij + P
j
0
where Ψij denotes the shadowing effect between mobile i and
BS j. Thus, this modification turns the MAP into the SPLP.
While finding the global minimum of the MAP may be
identified as an NP-hard problem from SPLP literature, the
large scale nature of the cellular network further requires to
solve it in a decentralized manner. Thus, game theory appears
as a natural tool to cope with both features: distributed decision
and NP-hardness. We address this problem by considering the
mobiles as players being able to make strategic decisions and
the BSs as the strategy identifiers: each mobile has to choose
the best BS to be served.
A. Related Work
Computational geometric approaches to the MAP can be
found in [3], [4], [5], [6]. In [4], the authors examined
the 1-dimensional version of the MAP, where the effects of
shadowing and operational power cost are not taken into
account. Polynomial time solutions via dynamic programming
are proposed. In [5], authors suggested approximation algo-
rithms (and an algebraic intractability result) for selecting an
optimal line on which to place BSs to cover mobiles, and a
proof of NP-hardness for any path loss exponent α > 1.
The papers [7], [8], [9], [10] focused on source-initiated
broadcasting of data in static all-wireless networks. Data are
distributed from a source node to each node in a network. The
main objective is to construct a minimum-energy broadcast
tree rooted at the source node. Multi-hop routing is not the
scope of our paper.
In [11], the combined problem of (i) deciding what subset
of the mobiles would be assigned to each BS, and then (ii)
sharing the BSs’ cost of multicast among the mobiles is
studied. The subset that is wished to assign to a given BS
is said to be its target set of mobiles. This problem can be
conceived as a coalitional pricing game played by mobiles
which is called the association game of mobiles.
B. Our Contribution
We propose algorithmic solutions for mobile assignment in
the context of broadcasting, in order to minimize the overall
energy consumption related to transmission and operational
powers. In this context, switching off some fraction of BSs
is considered to be a way of decreasing dramatically the
total energy consumption. Note however that heterogeneous
networks include macro and small-cells with or without coor-
dination. It is reasonable to assume that small-cells are subject
to switching off operation while macro-cells are always turned
on. They can indeed serve moving mobiles in order to decrease
the number of hand-offs. Further, since the small-cells are
deployed intensively, their transmission power is lower than
those of macro-cells, while their circuit power dominates.
Comparing the transmission power about few milliWatts
with the operational power costs which may approach tens of
Watts, turning off a fraction of BSs is appealing for reducing
the total energy footprint of the network. The efforts for
turning off some BSs will be concentrated on small-cells
serving fixed mobiles[13].
The referred literature mostly concentrates on the geometric
aspects of the MAP where basically, the coverage area of a
BS is assumed to be a disc which issues from omnidirectional
antenna pattern. However, the effect of shadowing, special
designed antenna patterns as well as the operational power
costs may impact the BS-mobile assignments. In this paper,
we take into account these effects by introducing a power cost
matrix containing all BS-mobile pairing power costs.
Furthermore, several papers working on coverage opti-
mization deal with static optimization and planning from
a centralized point of view. But the dynamic switching-off
process associated to the large-scale nature of the network
induces to find distributed solutions. To this end, we deal with
this problem through a group formation game formulation.
Subsequently, we introduce a new algorithm based on group
formation games, called hedonic decision algorithm. This
formalism is constructive: a new class of group formation
games is introduced where the utility of players within a group
is separable and symmetric. This is a generalization of parity
affiliation games and this hedonic decision algorithm is in fact
applicable for any set covering problem.
To prove the efficiency of this approach, we then derive
four other methods allowing to solve the initial problem. First,
we propose a recursive algorithm called the hold minimum
algorithm which solves the considered problem optimally.
However, the hold minimum algorithm operates in a central-
ized way since it requires the whole knowledge for each BS-
mobile pairing power cost. We then adapt an approach from
the SPLP literature to the MAP: a centralized polynomial-time
heuristic algorithm is proposed called the the column control
which produces optimal assignments when taking into account
the operational power cost. This algorithm is also extended to
a distributed approach, where each mobile gathers the local
information from the BSs located in its range. On the other
hand, the nearest base station algorithm, a distributed greedy
algorithm which runs in polynomial-time is also evaluated.
This algorithm is not efficient if the operational power cost is
large, but is very efficient for the fast-moving users served by
macro BSs.
The rest of the paper is organized as follows. In section II,
the MAP is formulated mathematically as a clustering problem
and different formulations are then proposed. In section III,
the game framework and the hedonic decision algorithm are
proposed. In section IV, we derive other algorithmic solutions
for the MAP and their complexity is anlayzed in section V.
Finally, we present simulation results in section VI and we
expose some conclusions in section VII.
II. THE GENERIC MAP PROBLEM
We consider the coverage problem in the case of broadcast
transmission in cellular networks. We assume that each BS
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Fig. 1. Broadcast transmission in cellular networks.
transmits simultaneously to the mobiles. The distance between
the mobile i and BS j is represented by dij . The power
needed to receive the transmission is given by Pr. We consider
basic signal propagation model capturing path loss as well as
shadowing effect formulated as
Pij = Pr
dαij
Ψij
, (1)
where Pij and α denote transmitted power from BS j to
mobile i and path loss exponent, respectively. The random
variable Ψ is used to model slow fading effects and commonly
follows a log-normal distribution.
The required transmission power depends on the mobile
having the worst signal level from the BS (Figure 1). At this
power level, all mobiles are guaranteed to receive a sufficient
power. We also consider the operational power cost denoted as
P j0 which captures the energy expenditure of a typical BS j for
operational costs (power amplifiers, cooler, etc.). So, the total
power cost (transmission power + operational power cost) of
a typical transmission between BS j and mobile i is denoted
as
pij = Pij + P
j
0 . (2)
Let M = (1, . . . ,m) and N = (1, . . . , n) be the sets of
mobiles and BSs, respectively. Representing the power cost
matrix P = (pij) ∈ <m×n, we assume pij ∈ [0,∞) where if
Pij > Pmax, then pij =∞ (Pmax denotes a maximal power,
for instance, in WiFi, it is 100 mW).
A. The MAP as a Clustering Problem
Clustering is a rich branch of combinatorial problems
which have been extensively studied in many fields including
database systems, image processing, data mining, molecular
biology, etc. [3]. Consider the set of mobiles M ; a cluster is
any non-empty subset of M and a clustering is a partition of
M . Many different clustering problems can be defined. The
mostly studied problems are defined through their objective
which is to assign the points to at most k clusters so that
either:
• k-centre: the maximum distance from any point to its
cluster centre is minimized,
• k-median: the sum of distances from each point to its
closest cluster centre is minimized,
• k-clustering: the sum of all distances between points in
the same cluster is minimized.
The problem of clustering a set of points into a specific
number of clusters so as to minimize the sum of cluster sizes is
referred to as min-size k-clustering problem. In [3], the typical
cost for a BS-mobile pair is assumed to be only a function
of the BS-mobile distance and leads to the formulation:∑
Nj∈C maxi∈Nj d
α
ij + P
j
0 , where Nj is a cluster of mobiles
assigned to BS j, C is the set of clusters, dij is the distance
between mobile i and BS j, α is the path loss exponent, P j0
is the operational power cost loaded to BS j. Since in this
paper, we add the effect of shadowing to such a cost, the
cost function becomes
∑
Nj∈C maxi∈Nj d
α
ij/Ψij + P
j
0 . Note
that the shadowing effect breaks the monotonicity with dij
(see Figure 1) and then shifts the problem to a simple plant
location problem (SPLP) [2] formulated as follows:
• Let have n potential facility locations. A facility can be
opened in any location j; opening a facility location has
a non-negative cost corresponding to P j0 in the MAP.
Each open facility can provide an unlimited amount
of commodity corresponding to unlimited number of
mobiles served by a BS in the MAP;
• there are m customers that require a service. The goal
is to determine a subset of the set of potential facility
locations, at which to open facilities and an assignment
of all clients to these facilities so as to minimize the
overall total cost.
However, the SPLP formulation presents a very high com-
plexity, and we rather propose to turn out the problem as a set
covering problem, starting from a binary integer formulation.
4B. Binary Integer Formulation
Note that there are at most 2m − 1 possible subsets of M .
Each subset can be associated to any BS and the number of
combinations is given by η = n(2m − 1). We note S the
collection of total possibilities. The index set of S is denoted
by L = (1, . . . , η). Let W = (wkl) ∈ <(m+n)×η be a 0-1
matrix with wkl = 1 if the node k (i.e. mobile or BS) belongs
to the set (Sl; j). Let q = (ql) ∈ <η be an η-dimensional
vector. The value ql represents the optimal power of (Sl; j) ∈
S by which we denote a pair which consists of a set of mobiles
Sl assigned to BS j. Clearly
ql = max
i∈Sl
pij . (3)
The formulation of this problem is given by
(P ) p = min
∑
l∈L
qlxl
s.t.
∑
l∈L
wklxl = 1, k ∈M ∪N,
xl ∈ {0, 1}, l ∈ L
(4)
where the term
∑
l∈L wklxl = 1 imposes that only one BS is
associated to a mobile. By this way, we do not let a mobile
to be assigned to several BSs. It follows that the optimal
clustering is denoted as C∗ ⊂ S such that C∗ = {(S∗; j∗) ∈
S,∀j ∈ N} where (S∗; j∗) is the optimal pairing.
Thanks to this formulation, we can show that the MAP may
be derived as a set partitioning problem. In the MAP, the set M
is associated with another set N . Therefore, the collection S
contains those subsets of M each of which is associated with
every element of the set N . Consider the following example.
Example 2.1: Let us have a power cost matrix given by
P =
[
3 6
5 1
]
. (5)
The collection of total possibilities:
S = {(1; 1), (2; 1), (1, 2; 1), (1; 2), (2; 2), (1, 2; 2)}. (6)
Recall that (Sl; j) denotes the cluster of mobiles Sl assigned
to BS j. The optimal values for each possibility is given by
q = (ql) = (3, 5, 5, 6, 1, 6). Then, we define the following
matrix:
W =

1 0 1 1 0 1
0 1 1 0 1 1
1 1 1 0 0 0
0 0 0 1 1 1
 . (7)
The optimal total power is thus calculated by the following
binary integer program:
p = min(3x1 + 5x2 + 5x3 + 6x4 + x5 + 6x6)
s.t. x1 + x3 + x4 + x6 = 1,
x2 + x3 + x5 + x6 = 1,
x1 + x2 + x3 = 1,
x4 + x5 + x6 = 1,
xl ∈ {0, 1}, l ∈ (1, . . . , 6).
(8)
The values x1 = 1 and x5 = 1 result in the optimal total
power of the example scenario, i.e., p = 3 + 1 = 4 with the
optimal clustering C∗ = {(1; 1), (2; 2)}.
However, set partitioning problems are well known to be
NP-hard [14]. Consequently, the MAP being a special set
partitioning problem is also NP-hard.In the next section, we
propose to reduce this complexity.
C. The MAP as a Set Covering Problem
The previous formulation stated that a unique BS is allowed
to serve a mobile. However in terms of pure coverage con-
siderations, the optimal solution may feature some mobiles
to be covered by several BS, no matter to which BS the
mobile eventually associate with. We then relax the condition
of associating only one BS to a cluster of mobiles in (P ) such
that it is now possible to have a cluster of mobiles covered by
more than one BS:
∑
l∈L wklxl ≥ 1. Thus, this arrangement
turns the MAP into so called set covering problem.
Consider a set of mobiles S assigned to BS j noted as (S; j).
When a group of mobiles T ⊂ S deviates to another BS k
then the cost due to S becomes additive. Let the cost of (S; j)
and (T ; k) be qS = maxi∈(S;j) pij and qT = maxi∈(T ;k) pik,
respectively. We denote the total cost before deviation of T as
p and after deviation of T as p′, respectively 1, which can be
given by
p = pr + qS , (9)
p′ = p′r + qS\T + qT , (10)
where pr and p′r are the remaining costs before and after de-
viation, respectively. There is always a potential (probability)
increasing the total cost when a deviation occurs, i.e. p′ ≥ p.
For better observation, let us consider the following power
cost matrix:
P =
10 15 2527 20 33
32 31 30
 . (11)
Let (S; j) = (1, 2, 3; 1) and (T ; k) = (1, 2; 3), respectively.
Then, qS = max(10, 27, 32) = 32, qT = max(25, 33) = 33,
and qS\T = max(32) = 32 resulting in the following total
costs:
p = 32 (12)
p′ = 32 + 33 = 65, (13)
where pr = p′r = 0.
Utilizing this property,
we delete from the collection S all those assignments
(S\T ; j) whenever the cost of (S; j) is equal to the
cost of (S\T ; j) such that T ⊂ S.
For example, let us consider the last example where M =
(1, 2, 3) and N = (1, 2, 3). For j = 1, all possi-
ble assignments are (1; 1), (2; 1), (3; 1), (1, 2; 1), (1, 3; 1),
(2, 3; 1), (1, 2, 3; 1) corresponding to the cost vector q =
(10, 27, 32, 27, 32, 32, 32). Note that the cost of (3; 1),
(1, 3; 1), (2, 3; 1), (1, 2, 3; 1) are equal each other. Therefore,
1Note that these costs are not optimal. We only would like to show what
is the effect of deviation of a group of mobiles from theirs current BS.
5we remove (3; 1), (1, 3; 1), (2, 3; 1) from the collection. The
reduced collection of assignments becomes as following:
S ′ = {(1; 1),(1, 2; 1), (1, 2, 3; 1), (1; 2), (1, 2; 2),
(1, 2, 3; 2), (1; 3), (1, 3; 3), (1, 2, 3; 3)}. (14)
Note that this property is an extension of the geometric
“coverage range”. If the shadowing was not considered, this
approach would reduced to defining the maximal coverage
range. But with shadowing the mobile requiring the most
power is not always the further one. Thus, the binary integer
program of finding the solution of the problem is given by
p = min(10x1 + 27x2 + 32x3 + 15x4 + 20x5 + 31x6+
25x7 + 30x8 + 33x9)
s.t. x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 ≥ 1,
x2 + x3 + x5 + x6 + x9 ≥ 1,
x3 + x6 + x8 + x9 ≥ 1,
xl ∈ {0, 1}, l ∈ (1, . . . , 9). (15)
The solution of this problem is found to be x6 = 1 and xl =
0,∀l ∈ (1, . . . , 9) which fits to the optimal one.
By such an elimination, the size of the collection of as-
signments reduces from n(2m − 1) to nm. This prove that
the set-covering formulation is much more efficient than the
set-partitioning one.
D. Brute-force Search Solution
Enumerating all possible solutions and choosing the one
which produces the lowest cost is known as brute-force search
or generate and test.
We represent by A = (aij) ∈ <m×n the assignment matrix
where aij ∈ (0, 1). If mobile i is assigned to BS j, then aij =
1, otherwise aij = 0. Notice that each row of the assignment
matrix includes only unique “1” which means that a mobile
is served by only one BS, i.e.
∑
j aij = 1. This is not in
contradiction with our former remark about the possibility of
having a mobile covered by several BS. Here now, we decide
to associate a mobile to a BS. So if a mobile is covered by
several BSs, the serving BS can be anyone of this covering set.
Denoting the collection of the assignment matrices A, actually,
we formalize the problem as following:
p = min
A∈A
(∑
i∈M
max
j∈N
A⊗P
)
, (16)
where ⊗ is the element-wise product. Note that the total num-
ber of possibilities of assignment matrices can be calculated
as |A| = nm.
III. DECENTRALIZED SOLUTION: THE HEDONIC
DECISION (HD) ALGORITHM
We now turn to the study of decentralized methods for
solving the MAP. Our approach is based on group formation
game (see [19], [18], [20]).
A. The Game Model
A group formation game is represented by a triple G =
〈M,Nm, (ux)x∈M 〉 where M = {1, 2, . . . ,m} is the set of
players (i.e. the mobiles), N is the set of strategies (i.e. the
BSs) shared by all the players and ux : Nm → < is the utility
function of player x ∈M . Each player x ∈M chooses exactly
one element from the n alternatives in N . The choices of
players are represented by σ = {s1, s2 . . . , sm} ⊆ Nm which
is called the strategy-tuple (sx shows the strategy chosen by
player x). A partition of players according to strategy-tuple σ
is denoted as Π(σ) = {(Gσj )j∈N} where Gσj is the group of
players choosing the strategy j.
We assume the two following conditions and we will
see later how we can define the utilities to achieve these
conditions:
1) Separability: The utility of any player in any group is
said to be separable if its utility can always be split as
a sum according to:
ux(sx, σ−x) =
∑
y∈Gσsx
vx(y; sx), (17)
where vx : {M ;N} → < may be interpreted as the gain
of player x from player y if x chooses strategy sx. Note
that vx(x; sx) is the utility of player x when it is the
only player choosing strategy sx. Thus, the separability
property states that utility transfers among a group of
users sharing the same strategy is done such that the
utility granted to one user is a sum of utilities granted
individually by each partner in the group.
2) Symmetricity: The utility is said to be symmetric if the
individual gain of x from y is equal to the gain of y
from x when they both share the same strategy s:
vx(y; s) = vy(x; s), ∀x, y ∈M. (18)
Therefore, this symmetric utility can be referred to as:
vx(y; s) = vy(x; s) = v(x, y; s), ∀x, y ∈ M . v(x, y; s)
is called the symmetric bipartite utility of player x and
y while the common strategy is s.
Actually, the game defined above is a straightforward gener-
alization of party affiliation games [23].
Theorem 3.1: G is a potential game.
Proof: A non-cooperative game is a potential game [21]
whenever there exists a function Φ
Φ(sx, σ−x)−Φ(s′x, σ−x) = ux(sx, σ−x)−ux(s′x, σ−x), (19)
meaning that when player x switches from strategy sx to s′x
the difference of its utility can be given by the difference of
a function Φ. This function is called a potential function.
The strategy-tuple that maximizes the potential func-
tion is a Nash equilibrium in the game.
6Let us choose as following the potential function Φ:
Φ(σ) =
∑
j∈N
∑
a∈Gσj
v(a, a; j) +
1
2
∑
a∈Gσj
∑
b∈Gσj :b6=a
v(a, b; j)

=
∑
j∈N
∑
a∈Gσj
v(a, a; j) +
1
2
∑
j∈N
∑
a∈Gσj
∑
b∈Gσj :b6=a
v(a, b; j).
(20)
Actually, here we take the sum of single player utilities and
the half of total symmetric bipartite utilities. Let us rewrite
the potential function as following:
Φ(sx, σ−x) = v(x, x; sx) +
∑
y∈Gσsx
v(x, y; sx)
+
∑
j∈N
∑
a∈Gσj \x
v(a, a; j) +
1
2
∑
j∈N
∑
a∈Gσj \x
∑
b∈Gσj \x:b 6=a
v(a, b; j)
︸ ︷︷ ︸
I
.
(21)
When player x switches from σx to σ′x (the other players
do not change their strategies), then the strategy-tuple is
transformed from σ to σ′, and the potential becomes
Φ(s′x, σ−x) = v(x, x; s
′
x) +
∑
y∈Gσ
s′x
v(x, y; s′x)
+
∑
j∈N
∑
a∈Gσ′j \x
v(a, a; j) +
1
2
∑
j∈N
∑
a∈Gσ′j \x
∑
b∈Gσ′j \x:b 6=a
v(a, b; j)
︸ ︷︷ ︸
I′
.
(22)
Note that I = I ′ since the total utility due to the other players
is equal both in σ and σ′. Thus, the difference of potentials is
given by
Φ(sx, σ−x)− Φ(s′x, σ−x) = v(x, x; sx)− v(x, x; s′x)
+
∑
y∈Gσsx
v(x, y; sx)−
∑
y∈Gσ
s′x
v(x, y; s′x). (23)
On the other hand, the difference of the utility of player x is
calculated as
ux(sx, σ−x)− ux(s′x, σ−x) = v(x, x; sx)− v(x, x; s′x)
+
∑
y∈Gσsx
v(x, y; sx)−
∑
y∈Gσ
s′x
v(x, y; s′x). (24)
By this result we conclude that
Φ(sx, σ−x)−Φ(s′x, σ−x) = ux(sx, σ−x)−ux(s′x, σ−x) (25)
which proves that G is a potential game. Thus, G admits a
Nash equilibrium in pure strategies σ∗ which results in the
partition Π(σ∗) and which maximizes the potential function
Φ.
Corollary 3.1: The proof 3.1 is constructive: any group
formation game possessing separable and symmetric utility
gain of players within a group always converges to a pure
Nash equilibrium.
B. Separable and Symmetric Gain Allocation
Recall that the required power for serving the group of
mobiles Gσj by BS j is denoted as maxx∈Gσj pxj . We represent
by U(Gσj ) = −maxx∈Gσj pxj ≤ 0, as a utility arising due to
group Gσj . Note that U(G
σ
j ) ≤ 0,∀Gσj ⊆ M,∀j ∈ N is a
monotonically decreasing function [16].
The clustering profit due to mobile x and y in BS j is given
by
∆(x, y; j) = U(x, y; j)− [U(x; j) + U(y; j)] (26)
where U(x; j) = −pxj is the utility of player x when is
served alone in BS j. Therefore, ∆(x, y; j) = pxj + pyj −
max(pxj , pyj) = min(pxj , pyj).
Remark 3.1: Note that the clustering profit is a useful
metric for evaluating a group of mobiles. Whenever a group of
mobiles are near each other, then the clustering profit is high;
thus, assigning this group to only one BS is almost always
efficient.
To ensure separability and symmetricity, we propose to
choose the symmetric bipartite utility according to:
v(x, y; j) =
{
θ∆(x, y; j), if x 6= y
−pxj , if x = y,
(27)
where θ is called as clustering weight which is a parameter
that must be adjusted according to the environment. We will
show later how it can impact the convergence point of the
system. Thus, the utility function of any player x ∈ M is
given by ux(j, σ−x) =
∑
y∈Gσj v(x, y; j) then,
ux(j, σ−x) = (28){
θ
∑
y∈Gσj min(pxj , pyj)− pxj , if G
σ
j 6= x
−pxj , if Gσj = x.
C. Interpretation of Clustering Weight
Let us rewrite the potential function according to defined
symmetric bipartite utility. Then, using eq. (20), we may
express the corresponding potential function which is equal
to
Φ(σ) =
∑
j∈N
− ∑
a∈Gσj
paj +
θ
2
∑
a∈Gσj
∑
b∈Gσj \a
min(paj , pbj)
 .
(29)
Now, let us consider that we can order the mobiles associated
to BS j, according to the required power. The ordered set of
mobiles related to BS j is represented by G˜σj . Observe that
we can now compute the potential function as following:
Φ(σ) =
∑
j∈N
− ∑
a∈G˜σj
paj + θ
|G˜σj |−1∑
i=1
(|G˜σj | − i)pij
 . (30)
According to this result and the description of individual costs,
we can state the following properties:
1) If θ is very small, i.e. the dominant term in the potential
function and in the symmetric bipartite utility is the
individual power paj , then with a very low θ, each
7mobile will privilege an association to the nearest BS.
This is exactly the case when θ = 0.
2) When θ increases a mobile may decide to leave its
nearest neighbour if the lost in power is compensated
by the second term. Suppose that the mobile wants to
associate to a BS k, where all other mobiles currently
associated with experience a better channel. Then the
gain to associate to this second BS for this user will be
θ
∑
pij , i.e. the sum of all powers of mobiles already
associated with this BS, weighted by θ. It is clear that
the mobile will be joining either a cell having already
strong power terms or a huge number of users.
3) If θ becomes very large, we can expect that all mobiles
will converge to the same BS which means that only
one BS is active.
D. Network Topology as a Result of Best-reply Dynamics
Consider the setting in which only one player decides its
strategy. It is called as best-reply dynamics when a player
chooses the strategy which maximizes its utility. When there is
no any player which can improve its utility, then this network
topology, i.e. Π(σ?), corresponds to a Nash equilibrium. Note
that any local maximum in the potential function is a Nash
equilibrium. Therefore, the network topology obtained by best-
reply dynamics accounts for a local maximum of the potential
function. Total power cost related to Π(σ?) can be given by
p =
∑
Gj∈Π(σ?)
max
i∈Gj
pij (31)
where Gj is the group of mobiles associated with BS j in the
case of stable strategy-tuple σ?.
Assuming that each mobile is capable to discover those BSs
that can transmit to it, we can produce a scheduler in the
following way: each BS generates a random clock-time for all
those mobiles that it can transmit; then each mobile selects
randomly a clock-time from those BSs that it can discover.
We need to produce the clock-times by such a way that the
collision of the turns of mobiles is minimal. In case of a
collision, the clock-times of the corresponding mobiles are
regenerated by corresponding BSs.
In Algorithm 1, the pseudo-code of the HD is given. Note
that this is an algorithm performed in both BS and mobile sides
by an exchange of the information in a separated channel.
Corollary 3.2: In the literature, the use of game models for
set covering problems is called as set covering games [24],
[25], [26]. The HD algorithm is a novel approach for set
covering games. This algorithm is suitable for any set covering
problem and facility activation problems where the agents are
allowed to make strategic decisions
IV. EFFICIENT ALGORITHMS FOR THE MAP
In this section, we propose different algorithmic solutions
to evaluate and compare the efficiency of the distributed
algorithm. Centralized algorithms exploit the set covering
problem formulation since the search space is the smallest.
However, binary integer linear programs are known to be
NP-complete and thus we introduce two algorithms based on
Algorithm 1 The Hedonic Decision
Base Station:
Check stability
while there is no stability do
Send information to each mobile about the current parti-
tion
Check stability
end while
Mobile:
while there is no stability do
Determine the preferred BS according to eq. (28)
Send information to the preferred BS
end while
dynamic programming: the hold minimum algorithm and the
column control algorithm. Then, we develop the distributed
version of the column control algorithm. A greedy solution of
the problem is introduced as the nearest base station approach.
The nearest BS and the column control are known and already
used in the literature for SPLP problems. We adapt these
algorithms to the MAP.
Because of the large scale nature of the collection set S,
we rather develop the algorithms by making all operations
on the power cost matrix. This approach foster the iterative
removals of elements in the collection set, and ensure a faster
convergence.
A. Optimal Solution: The Hold Minimum (HM) Algorithm
The HM algorithm solves the problem optimally. We explain
the algorithm by an example. Consider the power cost matrix
which is given by
P =
9 31 4
2 8
 . (32)
The power cost matrix can also be shown as P =
(p1, p2, . . . , pn), where pj = (p1j , p2j , . . . , pmj)T . In each
step, the algorithm removes a group of values pij of the
power cost matrix. Removing pij means that we eliminate
those clusters that include the mobile i and BS j from the
collection set. The algorithm compares maximum n clusterings
and holds only the clustering minimizing the total cost. Thus,
it terminates in a step Q where each mobile is assigned to
only one BS. In step s, the power cost matrix and collection
set is denoted as P[s] = (p1[s], p2[s], . . . , pn[s]) and S[s],
respectively.
Let us now turn to the example. In the initial step s = 0,
we assume that P[0] = P and S[0] = S given by
S[0] = {(1; 1), (2; 1), (3; 1), (1, 2; 1), (1, 3; 1), (2, 3; 1),
(1, 2, 3; 1), (1; 2), (2; 2), (3; 2), (1, 2; 2), (1, 3; 2),
(2, 3; 2), (1, 2, 3; 2)}. (33)
Recall that assigning a cluster of mobiles Sl to BS j has a cost
maxi∈Sl pij . Therefore, if we find the maximum value of pj ,
we obtain the total cost in case of all mobiles in column j are
assigned to BS j. For example, max p1 = max(9, 1, 2) = 9.
8This means that if all mobiles are assigned to BS 1, then the
total cost is 9.
The algorithm runs as following: in step s = 1, we find the
maximum value of each column of power cost matrix, then
eliminate all values in power cost matrix except minimum of
the calculated maximum values. Namely, max(9, 1, 2) = 9
and max(3, 4, 8) = 8, then 9 is eliminated by putting an ∞
P[1] =
∞ 31 4
2 8
 . (34)
Thus, the collection set reduces to the following
S[1] = {(2; 1), (3; 1), (2, 3; 1), (1; 2), (2; 2), (3; 2), (1, 2; 2),
(1, 3; 2), (2, 3; 2), (1, 2, 3; 2)}. (35)
First column contains an ∞ which means that mobile 1 must
be assigned to another BS (i.e. in this example, obviously BS
2). In fact, this represents the recursiveness of the algorithm
where we run the algorithm for a sub power cost matrix. In
this simple example, the sub power cost matrix is 3. In general
case, the algorithm does the following
Pj [s] =
{
max pj [s] + h(P
sub
j [s]), if sub power cost matrix;
max pj [s], otherwise.
(36)
where Pj [s] represents the total cost if we assign all mobiles
to BS j except those that can not be assigned to, and the
optimal cost occurring due to sub power cost matrix Psubj [s]
in step s. Here, h : <m×n → {<,A} is the function which
gives the optimal value and assignments obtained by running
HM algorithm.
For s = 2, we calculate P1[2] = max(1, 2)+h(3) = 2+3 =
5, where Psub1 [2] = (3). On the other hand, we do not need
to calculate P2[2] since it is kept in the memory. Therefore,
P2[2] = P2[1]. Then, the algorithm holds minimum value of
min(P1[2], P2[2]) = P1[2] = 5 meaning that we remove 8
resulting in the following
P[2] =
∞ 31 4
2 ∞
 , (37)
and
S[2] = {(2; 1), (3; 1), (2, 3; 1), (1; 2), (2; 2), (1, 2; 2)}. (38)
Then, for s = 3, P2[3] = max(3, 4) + h(2) = 4 + 2 = 6,
where Psub2 [3] = (2), and P1[3] = P1[2]. We remove 4, since
min(P1[3], P2[3]) = P1[3]. This gives the following matrix,
collection set, assignments, and optimal total power,
P[3] =
∞ 31 ∞
2 ∞
 , (39)
S[3] = {(2; 1), (3; 1), (2, 3; 1), (1; 2)} = {(2, 3; 1), (1; 2)},
(40)
h(P) :=
p = 5,A =
0 11 0
1 0
 , (41)
respectively. The pseudo-code of this algorithm is given in
Algorithm 2.
Theorem 4.1: The HM algorithm terminates in finite step.
At this step, the total power cost is minimum.
Proof: The power cost matrix is transformed in each step
by
P[0]→ P[1]→ . . .→ P[Q]. (42)
In each step, at least n − 1 values are removed from the
power cost matrix. Removed values are those that increase the
total cost. The value that is held is the minimum one in the
corresponding step. So, in the terminal step s = Q, it arrives
to such a cost that is the lowest. Each mobile is assigned to
exactly one BS in the terminal step.
Algorithm 2 The Hold Minimum
function (p,A) = h(P)
while each row includes several “1”s in A do
k ← 1
for j = indices of columns of P not including all ∞ do
Vk ← maximum of column j except ∞
if any row in column j includes ∞ then
Psub ← rows including ∞ of P
psub ← h(Psub)
Vk ← Vk + psub
end if
k ← k + 1
end for
(imin, jmin, Vmin)← minV
Hold Vmin using (imin, jmin) and put ∞ in all indices
causing Pij ≥ Vmin in P
Put 0 in all indices causing Pij ≥ Vmin in A
end while
p←∑maxA⊗P
end
The complexity of this algorithm is assessed in Section ??.
B. Greedy Solution: The Column Control (CC) Algorithm
Let us denote the CC algorithm by c : <m×n → {<,A}.
This algorithm exploits the assumption that the operational
power cost P0 is fairly higher than the transmitted power, i.e.
P0  Pij . The aim here is to assign many mobiles to only
one BS. Recall that cluster Nj (set of mobiles that can be
assigned to BS j) has the transmission cost maxi∈Nj Pij and
the operational cost P j0 . For better understanding, consider the
following power cost matrix in which the operational power
cost is assumed to be 12 W :
P =

12.50 12.40 12.32 ∞
12.30 12.30 12.43 ∞
12.20 12.45 12.15 12.23
∞ 12.43 12.25 12.35
∞ ∞ ∞ 12.29
 . (43)
In such a scenario, we can assign |N1| = 3 mobiles to BS 1
with cost 12.50, |N2| = 4 mobiles to BS 2 with cost 12.45,
|N3| = 4 mobiles to BS 3 with cost 12.43, and |N4| = 3
mobiles to BS 3 with cost 12.35.
9The logic behind the CC algorithm is the following:
1) Find how many mobiles can be assigned to each BS
2) Choose the BS to which it can be assigned the most
mobiles
3) If there are multiple BSs in the state of 2), then choose
the BS which can serve the mobiles with minimal cost
Applying these rules to the last example, it turns out that BS
3 can cover the most mobiles |N3| = 4 which are N3 =
(1, 2, 3, 4) with the lowest cost 12.43. Then, the algorithm
assigns only a cluster of mobiles. In the following step, the
CC algorithm performs the same rules to the remained mobiles
which produces the sub power cost matrix Psub. In the last
example, it is given by Psub =
[∞ ∞ ∞ 12.29] . This
results in the assignment of mobile 5 to BS 4, because mobile 5
can not be assigned to other BSs. This shows the recursiveness
of the CC algorithm. A pseudo-code is given in Algorithm 3.
Formally, in step s, we denote as following the set of mo-
biles assigned to BS j: R[s] = {Assigned mobiles in step s}.
Thus, the collection set is reduced as following in step s:
S[s] = {S[s− 1] \ (S; k) : i ∈ S,∀i ∈ R[s] and ∀k ∈ N \ j} .
(44)
Considering the last example, in step s = 1, R[1] = (1, 2, 3, 4).
By assigning these mobiles to BS 3, the CC algorithm re-
moves those assignments which include mobiles (1, 2, 3, 4)
except (S; k) = {(1, 2, 3, 4), 3}. Thus, the total power and
assignments are given by
c(P) :=
p = 24.72,A =

0 0 1 0
0 0 1 0
0 0 1 0
0 0 1 0
0 0 0 1

 . (45)
Moreover, for any power cost matrix, we conclude that in
a final step Q, the CC algorithm converges to the case where
each mobile is assigned to one BS.
Algorithm 3 The Column Control
function (p,A) = c(P)
v′ = Find how many ∞ has each column of P
vmin ← min v′
v′′ = Find which row of v′ is equal to vmin
for l = columns of P determined by |v′′| do
Vl ← maximum value of column l of P
end for
Find Vmin = minVl and the corresponding column lmin
if |v′| == 0 then
Put 1s to the column lmin in A
else
A′ ← Put 1s to the column lmin in A
Find sub power cost matrix Psub which is composed by
those mobiles that are not assigned
Asub ← Find assignments by running c(Psub)
end if
A← Combine Asub and A′
p←∑maxA⊗P
end
C. Distributed Column Control (DCC) Algorithm
Assume that each BS broadcasts its own power vector
and identities of mobiles that it can serve. Recall that we
denote the power vector of BS j as pj . The power vector
of BS 1 given in the power cost matrix of eq. (43) is
p1 = (12.50, 12.30, 12.20,∞,∞)T . From a practical point
of view, the BS broadcasts only the identity and associated
costs of the mobiles which are associated with it. The infinity
values are not broadcast. Therefore, the BS broadcasts the
power vector as p1 = (12.50, 12.30, 12.20)T , and an identity
vector represented as hj = (hjk) ∈ N|pj |. For example,
h1 = (1, 2, 3)
T .
Moreover, each mobile receives power vectors from all BSs
that can transmit to it. Then, each mobile generates the power
cost matrix from received power vectors. For example, mobile
1 receives from BS 1, BS 2, and BS 3 the power vectors
p1 = (12.50, 12.30, 12.20)
T ,
p2 = (12.40, 12.30, 12.45, 12.43)
T ,
and
p3 = (12.32, 12.43, 12.15, 12.25)
T
with identity vectors h1 = (1, 2, 3)T , h2 = (1, 2, 3, 4)T , and
h3 = (1, 2, 3, 4)
T , respectively. Mobile 1 decides that the
power cost matrix is as following:
12.50 12.40 12.32
12.30 12.30 12.43
12.20 12.45 12.15
∞ 12.43 12.25
 . (46)
Note that mobile 1 realizes from h2 and h3 that BS 1 can
not transmit to mobile 4. Therefore, it puts an infinite cost
corresponding to mobile 4 and BS 1 in the power cost matrix.
By this rule each mobile determines its own power cost
matrix. Thus, each mobile finds the assignments according to
CC algorithm, and selects the BS from which it will receive
data. For example, mobile 1 obtains the following assignment
matrix by running CC algorithm
0 0 1
0 0 1
0 0 1
0 0 1
 . (47)
It turns out that mobile 1 chooses BS 3 for reception the
broadcast data.
Remark 4.1: Through the advantage of the decentralization,
the DCC algorithm makes possible the following: if the
mobiles do not send any assignment information to a BS, then
the corresponding BS is considered to be switched off. On
the other hand, the CC algorithm is centralized, therefore, the
network determines according to the assignments which BS is
switched off.
D. Greedy Solution: The Nearest BS (NBS) Algorithm
To solve the problem heuristically, the easiest way is to
assign each mobile to the nearest BS. By “nearness”, we do
not mean a geographical measure, instead, it is the lowest
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power cost that the corresponding mobile needs from the
corresponding BS. So, the mobile selects the BS transmitting
with the lowest power. We assume that a mobile is capable
to know the power costs corresponding to those BSs that can
transmit to it.
Clearly, mobile i knows the vector pi = (pi1, pi2, . . . , pini)
where ni denotes the number of BSs that mobile i can be
served. Then, mobile i only calculates the minimal value of
pi, and chooses the corresponding BS,
ai,j = 1 : j = arg min
j
pi, (48)
where ai,j ∈ A is the BS that mobile i selects. Actually, this
corresponds to remove from collection set S all assignments
related to mobile i and the BSs being out BS j.
The NBS algorithm is very efficient and quick, and in most
cases, it gives optimal assignments when the operational power
cost P0 is neglected (See Section VI).
E. Greedy Set-Cover Algorithm (greedy-SC)
In [17], a greedy heuristic for the set covering problem
is proposed by Chvatal. We utilize this algorithm in simu-
lation results (section VI) to compare it with the proposed
algorithms.
V. TIME COMPLEXITY ANALYSIS
In this section, we estimate and compare the time complex-
ity of the proposed algorithms.
Theorem 5.1: The time complexity of the HM algorithm is
O(m3n) + (n− 1)∑ms=1 T (m− s, n− 1) +mO(n).
Proof:
Note that at most n− 1 operations are required to find the
maximum value of a column of the power cost matrix in one
step, and a single operation for finding the minimum of a vec-
tor having n values. In each step, there is at least one element
in a column that is removed. At most m steps are needed
until a convergence to the optimal case. Selection algorithms
(finding maximum or minimum) have a time complexity in
O(n) [27]. We can express as following the time complexity
including the recursive property of the algorithm:
T (m,n) =
m∑
s=1
[(n− 1) (O(m− s) + T (m− s, n− 1)) +O(n)]
(49)
where we assume that in each step s a sub-matrix occurs with
complexity T (m − s, n). Solving this kind of recurrence is
tricky but further technical manipulations lead to following
expression:
T (m,n) = O(m3n) + (n− 1)
m∑
s=1
T (m− s, n− 1) +mO(n).
(50)
We also simulate the last recurrence resulting in the following
graphical characteristics:
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In the axis denoting T (m), a log-scale is used. The figure
illustrates that the complexity grows exponentially.
Theorem 5.2: The time complexity of the CC algorithm is
O (mn).
Proof: This result is known and a complete proof is
available [28].
Theorem 5.3: The time complexity of the NBS algorithm is
O (n).
Proof: It is straightforward because the only operation
that is performed in the NBS algorithm is to find the minimum
value of a vector of power cost matrix having a dimension at
most n. Therefore, the time complexity is O (n).
Theorem 5.4: The time complexity of the HD algorithm is
PLS-complete with ρ(m,n)mO (n).
Proof: We denote by ρ(m,n) the rounds needed for
converging to the Nash equilibrium. Note that this is a random
variable. In each step, only one mobile performs a maximiza-
tion operation which causes totally mO(n) complexity. This is
repeated during ρ(m,n) rounds. So, the time required can be
given by T (m,n) = ρ(m,n)mO (n). Actually, the complexity
of finding the Nash equilibria in a potential game is known to
be PLS-complete, refer to [29].
Furthermore, the computational results achieved in next sec-
tion highlight that the number of rounds grows logarithmically
with respect to the number of mobiles and BSs (Figure 8).
VI. SIMULATION RESULTS
A. Downlink System Model
For small-cells, the cellular network model consists of BSs
arranged according to an homogeneous Poisson point process
Φ of intensity λb (points/m2) in the Euclidean plane [30].
For macro-cells, we use the classical honeycomb model to
represent a well structured network made of large cells.
Also, we consider an independent collection of mobile
users, located according to some independent homogeneous
Poisson point process with intensity λm (points/m2). The
main weakness of the Poisson model is that because of the
independence of the Poisson point process, two BSs have a
non null probability to be located very close to each other. This
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weakness is balanced by two strengths: the natural inclusion
of different cell sizes and shapes and the lack of edge effects,
i.e. the network extends indefinitely in all directions [31]. The
expected value of a homogeneous Poisson point process is
E[Φ] = λA, where A ⊂ <2 denotes some area.
Moreover, the deployment scenario used to generate Figures
2, 3, 4, 6 corresponds to small-cells. We assume Pr = −80
dBm, being the typical maximum received signal power of
a wireless network as well as we set arbitrarily Pij = ∞ if
Pij ≥ 20 dBm and we set the path loss exponent α = 3.
We also assume an equal operational power cost for all BS,
P0 = 12 W .
B. Performance Results
We compare the proposed algorithms for different values of
λm and λb. The average total power was calculated by Monte
Carlo simulations by running the algorithms for different
generated power cost matricesand taking the mean of the
results.
We first start with macro-cells. As mentioned above, we use
a honeycomb model with a cell radius equal to 4km. Table I
presents the optimal set-covering (SC) result as well as those
obtained with the different proposed algorithms for different
realization of power cost matrices and when the operational
power cost is null, i.e. P0 = 0 for all BSs. The transmission
power Pij = ∞ if Pij ≥ 48 dBm. It turns out that the HD
algorithm is very efficient and converges to nearly optimal
assignments when operational power costs are neglected. This
result indicates that switching off some BS does not decrease
the total power significantly. The NBS algorithm also produces
near optimal results in many examples. In these practical sce-
narios, the idea of switching off some BS is mostly interesting
when the circuit power is dominant, which is not the case
for macro-cells. Further, as fast moving users are associated
with macro-cells in priority, it seems reasonable to keep all
active. Therefore, the NBS algorithm is efficient and the gain
achievable with any other optimal algorithm is marginal.
Table II compares the SC optimal results with all developed
algorithms introduced in the paper for small-cells scenarios.
The operational power cost is set to P0 = 12 W and the
BS density is increased. CC and DCC algorithms produce
optimal assignments for almost all examples. However, the
DCC algorithm naturally performs worse when the number of
BSs increases. Moreover, the NBS algorithm exhibits worst
results which highlights the interest of switching off some
BSs when the operational power cost is higher than the
transmission power cost.
Figure 2 illustrates the results achieved with the NBS algo-
rithm, for different densities of BS and mobiles. This figure
highlights an intuitive property of the NBS approach. When
no operational cost is considered (see Figure 2), the power
consumption decreases with the BS density, since the average
distance between mobiles and BSs decreases accordingly. On
the opposite, when an operational cost is considered, the NBS
algorithm leads to an increased energy consumption since the
number of active BS increases accordingly.
Let us now switch to the CC and DCC algorithms. Figure
3 focuses only on scenarios with circuit power, because they
correspond to the more relevant cases. the upper curves show
that the CC algorithm achieves much better results than
NBS, especially when the BS density is high. This algorithm
privileges solutions with larger cells. The distributed version
DCC performs worst than the centralised one but still better
than the NBS.
Figure 4 plots the change of the average total power with
respect to the intensity of mobiles for small-cells scenario.
The assumptions are as following: λb = 1.11 × 10−5 pointsm2 ,
θ = 0.002 (in Figure 6, the optimal θ is found), and
area A = 6.25km2. Note that the HD algorithm performs
efficiently even though it is decentralized. For example, in case
of λm = 8 × 10−8, the average number of mobiles is given
by 8× 10−8 · 6.25× 106 = 50; thus, the average power used
per mobile is calculated as following: a) the HD algorithm:
63/50 = 1.26W , b) the CC algorithm: 55/50 = 1.1W , c)
the greedy-SC algorithm: 50/50 = 1W , d) the SC algorithm:
43.83/50 = 0.88W .
Figure 7 depicts the change of the average total power with
respect to the intensity of mobiles for macro-cell deployment.
λb =
80points
3600km2 , A = 3600km
2 (60km × 60km area), and
θ = 0.21 (in Figure 7, we plot the change of average total
power with respect to θ, and choose the optimal value).
Here, we observe that the HD algorithm produces remarkable
results. Calibrating θ properly is significant, otherwise the HD
algorithm may not converge to the near optimal results. On
the other hand, the NBS algorithm is also efficient in the
macro-cell deployment. The drawback of greedy-SC algorithm
reveals here since it works with a mechanism where the larger
cells are privileged.
In Figures 6 and 7, the normalized average total power is
plotted with respect to θ. From the figures and our observations
in experiments performed in MATLAB, it might be considered
that θ is mainly affected by the area over which the algorithm
runs. For example, in Figure 7, the normalized average total
power has a minimum in the same value of intensity of BSs,
but it moves to a higher value when the area is enlarged from
2500km2 to 3600km2.
Figure 8 shows the change of the average number of rounds
of the HD algorithm for converging to a Nash equilibrium
with respect to the area. The figure implies that the average
number of rounds has a logarithmic characteristic. Moreover,
when the operational power costs are zero, the average number
of rounds increases since smaller cells are formed; therefore,
the HD algorithm needs more rounds to converge to a Nash
equilibrium.
VII. CONCLUSION AND FUTURE WORKS
This paper addressed the MAP problem in the context of
broadcast transmission. We introduced a novel decentralized
solution based on group formation games, which we named the
hedonic decision (HD) algorithm. This formalism is construc-
tive: a new class of group formation games is introduced where
the utility of players within a group is separable and symmetric
being a generalization of party affiliation games. We proposed
a centralized optimal recursive algorithm (the HM) as well
as a centralized polynomial-time heuristic algorithm (the CC).
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TABLE I
A = 2500km2 , λb =
6points
2500km2
, λm = 1point25km2 , P0 = 0 W , θ = 0.11.
Ex. i m n HM SC CC DCC NBS HD
1 54 6 10−7× 294.0360 294.0360 294.0360 295.5705 294.0360 294.0360
2 43 6 10−7× 299.8159 299.8159 323.6194 352.1657 299.8159 299.8159
3 46 6 10−7× 250.4830 250.4830 271.4828 271.4828 250.4830 250.4830
4 41 6 10−7× 270.4417 270.4417 302.8145 287.9684 284.5738 283.0740
5 51 6 10−7× 307.7226 307.7226 361.7673 361.7673 320.2662 307.7226
6 45 6 10−7× 278.5206 278.5206 317.5086 317.5086 278.5206 278.5206
7 41 6 10−7× 305.1243 305.1243 345.3096 345.3096 306.8924 312.2107
8 34 6 10−7× 221.5681 221.5681 236.7168 236.7168 256.0736 221.5681
9 58 6 10−7× 360.3562 360.3562 363.1885 363.1885 360.3562 360.3562
10 52 6 10−7× 310.0721 310.0721 310.0721 310.0721 332.0735 332.0735
11 44 6 10−7× 283.9244 283.9244 313.8116 339.6551 283.9244 283.9244
12 49 6 10−7× 312.9718 312.9718 312.9718 312.9718 325.5796 337.9936
13 53 6 10−7× 229.9336 229.9336 255.3125 255.3125 229.9336 232.6530
14 60 6 10−7× 308.6002 308.6002 308.6002 308.6002 320.2059 320.2059
15 57 6 10−7× 329.2667 329.2667 342.8460 354.0650 329.2667 335.9528
TABLE II
A = 4 km2 , λb =
6points
4km2
, λm = 18points4km2 , P0 = 12 W , θ = 0.003.
Ex. i m n HM SC CC DCC NBS HD
1 14 4 24.153 24.153 24.153 24.153 48.183 24.153
2 14 7 24.140 24.140 36.226 36.226 72.139 24.152
3 23 7 36.138 36.138 48.177 48.275 84.042 48.185
4 16 7 36.195 36.195 36.195 36.257 72.208 48.204
5 19 4 24.109 24.109 24.109 36.174 48.126 36.184
6 7 3 12.070 12.070 12.070 12.070 24.073 12.070
7 15 8 36.178 36.178 36.178 36.222 84.241 36.222
8 15 7 24.110 24.110 24.110 24.144 72.101 24.154
9 18 9 36.099 36.099 36.148 36.253 84.042 36.148
10 24 6 36.111 36.111 36.191 36.191 60.134 36.191
11 21 3 24.149 24.149 24.149 24.149 36.162 24.149
12 18 10 36.111 36.111 36.111 48.141 84.053 48.152
13 23 5 36.105 36.105 36.105 48.143 60.218 36.105
14 13 4 24.082 24.082 24.104 24.104 48.123 24.110
15 17 8 36.190 36.190 36.190 36.217 60.217 36.190
TABLE III
λb = 0.10× 10−3 pointsm2 , λm = 1.11× 10−3
points
m2
, P0 = 12 W ,
θ = 0.008.
Number of rounds
Example/Area(km2) 0.98 1.28 1.62 2.00
1 3 2 3 3
2 3 3 3 3
3 3 3 2 3
4 2 3 3 3
5 3 2 3 3
6 3 3 3 3
7 3 3 3 4
8 3 3 3 4
9 3 3 3 3
10 3 3 3 4
The results exhibit that the HD algorithm achieves very good
results if the parameter θ is well chosen. The exact value of
θ is not provided and may be used as a setting parameter.
The proposed HD algorithm is efficient and may be used
in many other set covering problems. For instance, indoor
wireless network planning has been studied for several years
and the optimal BS activation is an important problem. The
proposed HD algorithm could be used for planning purposes
and thus optimizing the number of BS, but could also be used
to optimize dynamically the number of active BS as a function
of actives users. The provider may deploy a high density of BS
and then could run dynamically the HD algorithm to optimize
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Fig. 2. The NBS Algorithm: Average total power p¯ with respect to
intensity of BSs λb for increasing values of intensity of mobiles λm =
(0.16, 0.25, 0.44, 1.00)× 10−4 points
m2
, A = 4 km2.
then number of active BSs.
Furthermore, it could be interesting to change the game
parameters. One can define different clustering weights for
each BS. That setting could provide better results. It is also
possible to try different symmetric bipartite utility allocations.
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