The Brownian web (BW) is the random network formally consisting of the paths of coalescing one-dimensional Brownian motions starting from every space-time point in R × R. We extend the earlier work of Arratia and of Tóth and Werner by providing a new characterization which is then used to obtain convergence results for the BW distribution, including convergence of the system of all coalescing random walks to the BW under diffusive space-time scaling.
Introduction
In this paper, we present a number of results concerning the characterization of and convergence to a striking stochastic object called the Brownian web.
Several of the main results were previously announced, with sketches of the proofs, in [1] .
Roughly speaking, the Brownian web is the collection of graphs of coalescing one-dimensional Brownian motions (with unit diffusion constant and zero drift) starting from all possible starting points in one plus one dimensional (continuous) space-time. This object was originally studied more than twenty years ago by Arratia [2] , motivated by asymptotics of one-dimensional voter models, and then about five years ago by Tóth and Werner [3] , motivated by the problem of constructing continuum "self-repelling motions." Our own interest in this object arose because of its relevance to "aging" in statistical physics models of one-dimensional coarsening [4, 5] -which returns us to Arratia's original context of voter models, or equivalently coalescing random walks in one dimension. This motivation leads to our primary concern with weak convergence results, which in turn requires a careful choice of space for the Brownian web so as to obtain useful characterization criteria for its distribution.
We remark that there are two questions we do not address in this paper that are worthy of consideration. The first is whether our convergence results might play some role in studying the convergence of discrete to continuum self-repelling motion [3] . The second is whether there are interesting connections between the Brownian web and super-Brownian motions; in this regard, the work of [6, 7] may be relevant since it deals with noncrossing paths.
We continue the introduction by discussing coalescing random walks and their scaling limits. Let us begin by constructing random paths in the plane, as follows. Consider the two-dimensional lattice of all points (i, j) with i, j integers and i+ j even. Let a walker at spatial location i at time j move right or left at unit speed between times j and j+1 if the outcome of a fair coin toss is heads (∆ i,j = +1) or tails (∆ i,j = −1), with the coin tosses independent for different space-time points (i, j). (1.1)
Furthermore the paths of distinct walkers starting from different (y 0 , s 0 )'s are automatically coalescing -i.e., they are independent of each other until they coalesce (i.e., become identical) upon meeting at some space-time point. If the increments ∆ i,j remain i.i.d., but take values besides ±1 (e.g., ±3), then one obtains non-simple random walks whose paths can cross each other in space-time, although they still coalesce when they land on the same space-time lattice site. Such systems with crossing paths will be discussed in Section 5.
After rescaling to spatial steps of size δ and time steps of size δ 2 , a single rescaled random walk (say, starting from 0 at time 0) Y (δ) 0,0 (t) = δY 0,0 (δ −2 t) converges as δ → 0 to a standard Brownian motion B(t). That is, by the Donsker invariance principle [8] , the distribution of Y (δ) 0,0 on the space of continuous paths converges as δ → 0 to standard Wiener measure.
The invariance principle is also valid for continuous time random walks, where the move from i to i ± 1 takes an exponentially distributed time . In continuous time, coalescing random walks are at the heart of Harris's graphical representation of the (one-dimensional) voter model [9] and their scaling limits arise naturally in the physical context of (one-dimensional) aging (see, e.g., [4, 5] ). Of course, finitely many rescaled coalescing walks in discrete or continuous time (with rescaled space-time starting points) converge in distribution to finitely many coalescing Brownian motions. In this paper, we present results concerning the convergence in distribution of the complete collection of the rescaled coalescing walks from all the starting points.
Our results are in two main parts:
(1) A new characterization of the limiting object, the standard Brownian web (BW), and (2) convergence criteria, which are applied, in this paper, to coalescing random walks.
As a cautionary remark, we point out that the scaling limit motivating our convergence results does not belong to the realm of hydrodynamic limits of particle systems but rather to the realm of invariance principles.
A key ingredient of the new characterization and the convergence is the choice of a space on which the BW measure is defined; this is a space whose elements are collections of paths (see sections 2 and 3). The convergence criteria and application (see, e.g., Theorems 2.3 and 6.1 below) are the BW analogues of Donsker's invariance principle. Like Brownian motion itself, we expect that the Brownian web and its variants will be quite ubiquitous as scaling limits, well beyond the context of coalescing random walks (and our sufficient conditions for convergence). One situation where this occurs is for two-dimensional "Poisson webs" [10] . Another example is in the area of river basin modelling; in [11] (see also [12, 13, 14] ), coalescing random walks were proposed as a model of a drainage network. Some of the questions about scaling in such models may find answers in the context of their scaling limits. For more on coalescing random walk and other models for river basins, see [15, 16, 17] .
Much of the construction of the Brownian web (but without convergence results) was already done in the groundbreaking work of Arratia [2, 18] (see also [19, 20] ) and then in the work of Tóth and Werner [3] who derived many important properties of the BW (see also [21] and [22] ; in the latter reference, the Brownian web is introduced in relation to Black Noise). Arratia, Tóth and Werner all recognized that in the limit δ → 0 there would be (nondeterministic) space-time points (x, t) starting from which there are multiple limit paths and they provided various conventions (e.g., semicontinuity in x) to avoid such multiplicity. An important feature of our approach to the Brownian web is to accept the intrinsic nonuniqueness by choosing an appropriate metric space in which the BW takes its values. Roughly speaking, instead of using some convention to obtain a process that is a single-valued mapping from each space-time starting point to a single path from that starting point, we allow multi-valued mappings; more accurately, our BW value is the collection of all paths from all starting points. This choice of space is very much in the spirit of earlier work [23, 24, 25] on spatial scaling limits of critical percolation models and spanning trees, but modified for our particular space-time setting; the directed (in time) nature of our paths considerably simplifies the topological setting compared to [23, 24, 25] .
The Donsker invariance principle implies that the distribution of any continuous (in the sup-norm metric) functional of Y (δ) 0,0 converges to that for Brownian motion. The classic example of such a functional is the random walk maximum, sup 0≤t≤1 Y (δ) 0,0 (t). An analogous example for coalescing random walks is the maximum over all rescaled walks starting at (or passing through) some vertical (time-like) interval, i.e., the maximum value (for times t ∈ [s, 1]) over walks touching any space-time point of the form (0, s) for some s ∈ [0, 1]. In this case, the functional is not quite continuous for our choice of metric space, but it is continuous almost everywhere (with respect to the Brownian web measure), which is sufficient.
The rest of the paper is organized as follows. Section 2 contains two theorems. The first, Theorem 2.1, is a characterization of the Brownian web, as in [2, 3] but adapted to our choice of space; the second and one of our main results is Theorem 2.3 which is a convergence theorem for the important special case where, even before taking a limit, all paths are noncrossing. Section 3 contains propositions related to Theorem 2.1, as well as an alternative characterization, Theorem 3.6, in which a kind of separability condition is replaced by a minimality condition. In Section 4, we present our new characterization results (Theorems 4.5 and 4.6) based on certain counting random variables, which will be needed for the derivation of our main convergence results. We remark that there are analagous characterization and convergence results jointly for the BW and its dual web of backward paths (important properties of the BW and its dual may be found in [3, 21] ; see also [26] ). In Section 5, we extend our convergence results to cover the case of crossing paths; the proof of the noncrossing result, Theorem 2.3, is given here as a corollary of the more general result. In Section 6 we apply our (non-crossing) convergence results to the case of coalescing random walks. There are two appendices, the first covers issues of measurability, the second issues of compactness and tightness.
A number of theorems and propositions in this paper are either essentially contained in or easily derived from the papers of Arratia [2] and/or Toth and Werner [3] . In those cases, we have omitted the proofs and simply refer the reader to the papers cited above. Detailed proofs can be found in a previous longer version of this paper [26] , which uses the same choice of space, notation, etc. as this paper.
Convergence for noncrossing paths
We begin with three metric spaces: (R 2 , ρ), (Π, d) and (H, d H ). The elements of the three spaces are respectively: points in space-time, paths with specified starting points in space-time and collections of paths with specified starting points. The BW will be an (H, F H )-valued random variable, where F H is the Borel σ-field associated to the metric d H . Complete definitions of these three spaces will be given in Section 3.
For an (H, F H )-valued random variableW (or its distribution µ), we define the finite-dimensional distributions ofW as the induced probability measures µ (x 1 ,t 1 ;...;xn,tn) on the subsets of paths starting from any finite deterministic set of points (x 1 , t 1 ), . . . , (x n , t n ) in R 2 . There are several ways in which the Brownian web can be characterized; they differ from each other primarily in the type of extra condition required beyond the finite-dimensional distributions (which are those of coalescing Brownian motions). In the next theorem, the extra condition is a type of Doob separability property (see, e.g., Chap. 3 of [27] ). Variants are stated later either using a minimality property (Theorem 3.6) or a counting random variable (Theorems 4.5 and 4.6). Theorem 4.6 is the one most directly suited to the convergence results of Section 5.
The events and random variables appearing in the next two theorems are (H, F H )-measurable. This claim follows straightforwardly from Proposition A.2 in Appendix A. The proof of Theorem 2.1 follows primarily from Propositions 3.1 and 3.5. The proofs of these propositions are essentially contained in the papers of Arratia [2] and Toth and Werner [28] .
The next theorem is our convergence result for noncrossing processes; a more general result is given in Section 5. We first define a counting variable essential to all our convergence results and the related new characterization results of Section 4. We note that by duality arguments (see [2, 3] ), it can be shown that for deterministic t 0 , t, a, b, thisη is equidistributed with the number of distinct points in [a, b] × {t 0 + t} that are touched by paths inW which also touch R × {t 0 }. 
Convergence of coalescing random walks (in discrete and continuous time) (see Theorem 6.1) is obtained as a corollary to Theorem 2.3.
Construction and initial characterizations
In this section we discuss the construction of the Brownian web and the proof of Theorem 2.1. Then we give in Theorem 3.6 a somewhat different characterization of the BW distribution.
Let (Ω, F , P) be a probability space where an i.i.d. family of standard Brownian motions (B j ) j≥1 is defined. Let D = {(x j , t j ), j ≥ 1} be a countable dense set in R 2 . Let W j be a Brownian path starting at position x j at time t j . More precisely,
We now construct, following [2] , coalescing Brownian paths out of the family of paths (W j ) j≥1 by specifying coalescing rules. When two paths meet for the first time, they coalesce into a single path, which is that of the Brownian motion with the lower index. We denote the coalescing Brownian paths byW j , j ≥ 1. Notice that the strong Markov property of Brownian motion allows for a lot of freedom in giving a coalescing rule. Any rule, even nonlocal, that does not depend on the realization of the (W j )'s after the time of coalescence will yeld the same object in distribution. General definitions and constructions of coalescing Brownian motions can be found in [2] .
We define the Brownian web skeleton W(D) with starting set D by
Now we give detailed definitions of the three spaces introduced in Section 2. (R 2 , ρ) is the completion (or compactification) of R 2 under the metric ρ, where
where (f, t 0 ) ∈ Π represents a path inR 2 starting at (f (t 0 ), t 0 ). For(f, t 0 ) in Π, we denote byf the function that extends f to all [−∞, ∞] by setting it equal to f (t 0 ) for t < t 0 . Then we take
) is a complete separable metric space.
Let now H denote the set of compact subsets of (Π, d), with d H the induced Hausdorff metric, i.e.,
(3.8)
is also a complete separable metric space.
Propositions 3.1 and 3.5 below are essentially contained in Theorem 2.1 of [3] .
Proposition 3.1W(D) satisfies properties (o) and (i) of Theorem 2.1; i.e., its finite dimensional distributions (whether from points in D or not) are those of coalescing Brownian motions.
The next result is contained in Proposition B.7. The next theorem provides an alternative characterization to Theorem 2.1. Other characterizations that will be used for our convergence results, are presented in Section 4.
Theorem 3.6 There is an (H, F H )-valued random variableW whose distribution is uniquely determined by properties (o), (i) of Theorem 2.1 and
Proof of Theorem 3.6 The proof of this theorem follows easily from Theorem 2.1.
Characterization via counting
In this section, we give other characterizations of the Brownian web that will be used for our convergence theorem. They will be given in terms of the counting random variables η andη defined in Definition 2.1. We begin with some properties of the Brownian web as constructed in Section 1.
Proposition 4.1 For a Brownian web skeleton W(D), the corresponding counting random variableη
where Θ(b − a, t) is the probability that two independent Brownian motions starting at a distance b − a apart at time zero will not have met by time t (which itself can be expressed in terms of a single Brownian motion). Thus, η D is almost surely finite and E(η D ) < ∞.
Proof The proof of this proposition for k = 2 is contained in [3] . The proof for k > 2 can be readily obtained by using the FKG inequalities -see [26] .
(The following remark notes that stronger bounds may be obtainable by the methods of [3] .)
Remark 4.2 By analogy with the number of crossings in the scaling limit of percolation and other statistical mechanics models [24] , one may expect the actual decay to be Gaussian in k rather than exponential, as in (4.2) . Indeed, as noted by an associate editor, probably an upper bound of the form
can be obtained by applying the method of proof of Lemma 9.4 of [3] and a result from [29] .
The next proposition is a consequence of the one just before. It can also be found in Proposition 2.2 of [3] . 
Proposition 4.3 Almost surely, for every ǫ > 0 and every
k , and thusη is almost surely finite with finite expectation. Furthermore,η =η D almost surely and thus
valued random variable; its distribution equals that of the (standard) Brownian webW (as characterized by Theorems 2.1 and 3.6) if its finite dimensional distributions are coalescing (standard) Brownian motions (i.e., conditions (o) and (i) of Theorem 2.1 are valid) and
For purposes of proving our convergence results, we will use a modified version of the above characterization theorem in which conditions (o), (i), (ii ′′ ) are all weakened. 
Proof We need to show that the above conditions together imply that µ ′ , the distribution of W ′ , equals the distribution µ of the constructed Brownian webW. were nonempty (with strictly positive probability), then there would have to be some rational t 0 , t, a, b for which η ′ > η * . But then
for some rational t 0 , t, a, b, and this together with the fact that P(η ′ ≥ η * ) = 1 (which follows fromW * ⊂ W ′ ) would violate condition (ii ′′′ ) with those t 0 , t, a, b. The proof is complete.
We note that E(ηW) = 1+(b−a)/ √ πt, as given in [1] by a calculation stretching back to [30] . So, in particular, in the context of Theorem 4.6, if besides 
General convergence results
In this section, we state and prove Theorem 5.3, which is an extension of our convergence result for noncrossing paths, Theorem 2.3, to the case where paths can cross (before the scaling limit has been taken). At the end of the section, we show that the noncrossing Theorem 2.3 follows from Theorem 5.3 and other results.
Before stating our general theorem that allows crossing, we briefly discuss some systems with crossing paths, to which it should be applicable (see also Section 1.3 of [2] , and [31] ). Consider the stochastic difference equation (1.1) where the ∆ i,j 's are i.i.d. integer-valued random variables, with zero mean and finite nonzero variance. Allowing (i, j) to be arbitrary in Z 2 , we obtain as a natural generalization of Figure 1 , a collection of random piecewise linear paths that can cross each other, but that still coalesce when they meet at a lattice point in Z 2 . With the natural choice of diffusive space-time scaling and under conditions of irreducibility and aperiodicity (to insure that the walks from any two starting points have a strictly positive probability of coalescing), the scaling limit of such a discrete time system should be the standard Brownian web. To see what happens in reducible cases, consider simple random walks (∆ i,j = ±1), where the paths on the even and odd subsets of Z 2 are independent of each other, and so the scaling limit on all of Z 2 consists of the union of two independent Brownian webs. For ∆ i,j = ±2, the limit would be the union of four independent Brownian webs. We remark that for continuous time random walks (as discussed in the next section of this paper for ∆ i,j = ±1), no aperiodicity condition is needed.
We proceed with some definitions needed for our general convergence theorem. For a, b, t 0 ∈ R, a < b, and t > 0, we define two real-valued measurable functions
|∃y ∈ R and a path in K which touches both (x, t 0 ) and (y, t 0 + t)} and r t 0 ,t ([a, b]) is defined similarly with the inf replaced by sup. We also define the following functions on (H, F H ) whose values are subsets of R. As before we let K ∈ H and suppress K on the left hand side of the formula for ease of notation. Let {X m } be a sequence of (H, F H )-valued random variables with distributions {µ m }. We define conditions (B 
Then µ is the distribution of the Brownian web.
Proof It follows from condition (i ′ ) and (B ′′ 1 ) that the limiting random variable X satisfies condition (i) of the characterization theorem 2.1. That is (µ) almost surely there is exactly one path starting from each point of D and these paths are distributed as coalescing Brownian motions. Let us define a (H, F H )-valued random variable X ′ on the same probability space as the one on which X is defined to be the closure in (Π, d) of the paths of X starting from D. We will denote probabilities in the common probability space by P. X ′ has the distribution ofW. We need to show that it also satisfies condition (ii ′′′ ) of Theorem 4.6. Let a < b, t 0 ∈ R and t > 0 be given. For the random variable X we will denote the counting random variable η(t 0 , t; a, b) by η and the corresponding variable for X ′ by η ′ . Let z j = (a + j(b − a)/M, t 0 ) for j = 0, 1, . . . , M, be M + 1 equally spaced points in the interval [a, b] × {t 0 }. Now define η M = |{x ∈ R|∃ a path in X which touches both a point in {z 0 , . . . , z M } and (x, t + t 0 )}|, where | · | stands for cardinality. Let η ′ M be the corresponding random variable for
showing that η is stochastically dominated by η ′ . This completes the proof of the lemma.
For
, consider the following event.
O(a, t 0 , t, ǫ, ǫ ′ , δ) = {K ∈ H| there are three paths (x 1 (t), t 1 ), (x 2 (t), t 2 ), (x 3 (t), t 3 ) in K with t 1 , t 2 , t 3 < t 0 + δ,
and
2 ) in Lemma 5.1 can be replaced by:
Proof We prove the lemma by showing that conditions (i ′ ) and (B and
and C 2 (a, t 0 , ǫ, ǫ ′ , δ) as {K ∈ H| there is a path in K which touches both [a − ǫ, a + ǫ] × {t 0 } and
Now observe that (modulo sets of zero µ measure)
Therefore, we have
since elements of H are compact subsets K of Π, and compact sets of continuous functions are equicontinuous. If the above limit did not vanish, then there would be positive µ-measure for K to contain paths with arbitrarily close to flat segments, thus violating equicontinuity.
, it follows from (B This implies that for all ǫ > 0, lim sup
Together with (5.4), this gives us
Now, using (B
′′′
2 ), we obtain 1 ǫ sup 
Now, lim sup δ→0 µ(C 2 (a, t 0 , ǫ, ǫ, δ)) = 0, since elements of H are compact subsets of Π. This together with the fact that {|N
This proves (B ′′ 1 ), which implies that (o) starting from any deterministic point, there is µ-almost surely only a single path in X .
Combining this with (I 1 ), we readily obtain that (i) the finite-dimensional distributions of X are those of coalescing Brownian motions with unit diffusion constant.
Condition (i ′ ) of Theorem 4.6 follows immediately from (o) and (i). Now we proceed to verify condition (B
where the second inequality follows from the fact that O(a, t 0 , t, ǫ, ǫ ′ , 0) is an open subset of H. For the third inequality to hold we need to insure that there is no more than one path touching either (a−ǫ−ǫ ′ , t 0 ) or (a+ ǫ+ ǫ ′ , t 0 ); this follows from (B
2 ). This completes the proof of the theorem. We now suppose that X 1 , X 2 , . . . is a sequence of (H, F H )-valued random variables so that each X i consists of noncrossing paths. The noncrossing condition produces a considerable simplification of 
Convergence for coalescing random walks
We now apply Theorem 2.3 to coalescing random walks. For that, we begin by precisely defining Y (resp.,Ỹ ), the set of all discrete (resp., continuous) time coalescing random walks on Z. For δ an arbitrary positive real number, we obtain sets of rescaled walks, Y (δ) andỸ (δ) , by the usual rescaling of space by δ and time by δ 2 . The (main) paths of Y are the discrete-time random walks Y y 0 ,s 0 , as described in the Introduction and shown in Figure 1 , with (y 0 , s 0 ) = (i 0 , j 0 ) ∈ Z × Z arbitrary except that i 0 + j 0 must be even. Each random walk path goes from (i, j) to (i ± 1, j + 1) linearly. In addition to these, we add some boundary paths so that Y will be a compact subset of Π. These are all the paths of the form (f, s 0 ) with s 0 ∈ Z ∪ {−∞, ∞} and f ≡ ∞ or f ≡ −∞. Note that for s 0 = −∞ there are two different paths starting from the single point at s 0 = −∞ inR 2 . The continuous timeỸ can be defined similarly, except that here y 0 is any i 0 ∈ Z and s 0 is arbitrary in R. Continuous time walks are normally seen as jumping from i to i ± 1 at the times T (i) k ∈ (−∞, ∞) of a rate one Poisson process. If the jump is, say, to i + 1, then our polygonal path will have a linear segment between (i, T
k+1 , then there will be a constant segment in the path before the first nonconstant
k , then we take two paths: one with an initial constant segment and one without. Proof By Theorem 2.3, it suffices to verify conditions I 1 , B 1 and B 2 .
Condition I 1 is basically a consequence of the Donsker invariance principle, as already noted in the Introduction. Conditions B 1 and B 2 follow from the coalescing walks version of the inequality of (4.3), which is
Taking the sup over (a, t 0 ) and the lim sup over δ and using standard random walk arguments produces an upper bound of the from C k (ǫ/ √ t) k−1 which yields B 1 and B 2 as desired.
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A Some measurability issues
Let (H, d H ) denote the Hausdorff metric space induced by (Π, d). F H denotes the σ-field generated by the open sets of H. We will consider now cylinders of H. Let us fix nonempty horizontal segments I 1 , . . . , I n in R 2 (i.e.,
where each I ′ k is an interval (which need not be finite and can be open, closed or neither) and t k ∈ R. Define C t 0 I 1 ,...,In := {K ∈ H : there exists (f, t) ∈ K such that t > t 0 and (f, t) goes through I 1 , . . . , I n } (A.1) C t 0 I 1 ,...,In := {K ∈ H : there exists (f, t) ∈ K such that t ≥ t 0 and (f, t) goes through I 1 , . . . , I n } (A.2) C I 1 ,...,In := {K ∈ H : there exists (f, t) ∈ K such that (f, t) goes through I 1 , . . . , I n }. Indeed, take an open cylinder, an element K in that cylinder, and (f, t) ∈ K such that t > t 0 and a i < f (t i ) < b i for all i = 1, . . . , n. All points of B H (K, ǫ), the open ball in H around K with radius ǫ, contains a path (f ′ , t ′ ) in a ball in Π around (f, t) of radius ǫ. Thus by choosing ǫ small enough, (f ′ , t ′ ) will satisfy t 0 < t ′ < t i and
Proof It is enough to generate the ǫ-balls in H with cylinders. We will start with ǫ-balls around points of H consisting of finitely many paths of Π. We will use the concept of a cone in R 2 around (f, t). Let r − = r − (t, ǫ) and r + = r + (t, ǫ) be the two solutions of
The cone around (f, t) is defined as
. . , C n be the respective cones of (f 1 , t 1 ), . . . , (f n , t n ). For i = 1, . . . , n, let r
Consider now a family of horizontal lines {L 1 , L 2 , . . .} = R × S, where S = {s 1 , s 2 , . . .}, with the s k 's distinct and such that ∪ k≥1 L k is dense in Let I = {I
im km } be any finite sequence of the intervals defined above, with k 1 , . . . , k m distinct. For 1 ≤ i ≤ n, we will say that I is i-good if C i contains all the intervals in I. If I is not i-good for any 1 ≤ i ≤ n, then I is bad. (Roughly speaking, I is bad unless the intervals of I closely track (within distance ǫ) some particular path of K 0 .) Let
It is not hard to see thatĈ i belongs to C by writing [r 
. . , n, there exists a path (f, t) ∈ K such that d((f, t), (f i , t i )) ≤ ǫ, which is clearly equivalent to K belonging toĈ, and ii) for each path (f, t) ∈ K, there exists i ∈ {1, . . . , n} such that d((f, t), (f i , t i )) ≤ ǫ. The latter condition is equivalent to ii ′ ) there is no path in K which is at a distance greater than ǫ from every (f i , t i ), i = 1, . . . , n. But that is equivalent to K not belonging to the set within square brackets. Indeed, bad I's, in the first term of that expression, ensure that some path in K is at distance greater than ǫ of (f i , t i ) for every i = 1, . . . , n spatially; in the second term, some path in K starts at a distance greater than ǫ from the starting time of every (f j , t j ) from which its spatial distance is acceptable. (A.9) is thus established.
To complete the proof we generalize from K 0 finite to a general K. To generate B H (K, ǫ) for arbitrary K ∈ H, we approximate B H (K, ǫ) by an increasing sequence of balls aroundK's consisting of finitely many paths. For that, we note that, by compactness of K, for every integer j > 1, there exists K j ∈ H consisting of finitely many paths such that K j ⊂ K (as subsets of Π) and d H (K, K j ) < ǫ/j for all j > 1. We then have
The first inclusion is justified as follows. Let
and, by the triangle inequality,
B Compactness and tightness
, and let {µ m } be a sequence of probability measures on (H, F H ). For x 0 , t 0 ∈ R and u, t > 0, let R(x 0 , t 0 ; u, t) denote the Our tightness condition is:
for any δ > 0, where in (B.1) m is larger than some M(t, u; L, T ; δ). The first inequality follows from the observation that if
The strategy of the remainder of the proof is to use (B.1) to control the oscillations of paths within a single large rectangle Λ L,T and then, by the compactification of R 2 (see (3.4) and (3.5)), we will control the oscillations globally by appropriately choosing sequences of L, T values → ∞ and t, u, δ values → 0. Now let {u n } be a sequence of positive real numbers with lim n→∞ u n = 0. Since Φ(x, t) = (1 + |t| −1 ) tanh(x), it easily follows that we can choose L n → ∞ and T n → ∞ such that |Φ(x, t)| ≤ u n if |t| ≥ T n and |Φ(x, t)−Φ(±L n , t)| ≤ u n if |t| < T n and ±x ≥ L n . Now choose sequences of positive real numbers {t
Since a compact set of continuous functions is equicontinuous this is impossible and we conclude that ∩ 
, then, by the monotonicity of C n (t) in t, we have for all m
n be a compact set of paths. A bound on the oscillations of paths in K can be obtained as follows.
Finally let D n = ∪ K∈Gn K. Then D n is a family of equicontinuous functions. By the Arzela-Ascoli theorem, D n is a compact subset of Π. Since G n is a collection of closed (and hence compact) subsets of
where G n(ǫ) is a compact subset of H. This proves that the family of measures {µ m } is tight. (Π, d) ).
Proof LetW k be an increasing sequence of points (subsets of Π) in (H, d H ), which converge in d H metric to some pointW in (H, d H ) . If for some k,W k is not a subset ofW, then there exists an ǫ > 0 such that d H (W,W n ) > ǫ for all n ≥ k contradicting the claim thatW k converges tõ W. ThereforeW k ⊆W for all k. This implies ∪ kWk ⊆W and therefore is a compact subset of Π since it is a closed subset of the compact setW. Since {µ n } is tight, given an ǫ > 0, there exists a compact subset K of H such that P(W n ∈ K) ≥ 1 − ǫ for all n, so by monotonicity, P (W n ∈ K for all n) ≥ 1 − ǫ. But if W n ∈ K for all n, then since K is compact, there exists a subsequence W n j which converges to a point in K and thus in H. This implies by the first part of this proof that ∪ n j W n j (= ∪ n W n because W n is increasing in n) is a compact subset of Π. Thus we have shown that P(∪ n W n is a compact subset of Π) ≥ 1 − ǫ. Since the claim is true for all ǫ > 0 we have proved the proposition. Proof It is an easy consequence of B.7 that {Ŵ i : i = 1, . . . , n} (respectively {Ŵ ′ i : i = 1, . . . , n}) converges a.s. as n → ∞ in (H, d H ) toŴ (respectivelŷ W ′ ). But then the identical distributions of {Ŵ i : i = 1, . . . , n} and {Ŵ ′ i : i = 1, . . . , n} converge respectively to the distributions ofŴ andŴ ′ , which thus must be identical.
