ABSTRACT This paper proposes an imputation method for missing data based on an extreme learning machine auto-encoder (ELM-AE). The imputation chooses a set of plausible values determined by ELM-AE and then substitutes the average of these plausible values for the missing values. To compare the performance of ELM-AE imputation with the three other widely used imputation techniques, we conducted comprehensive experiments using seven UCI benchmark data sets. The proposed ELM-AE imputation approach proved to be superior to the other three methods based on the results using these data sets.
I. INTRODUCTION
Intelligent data mining [1] - [3] , especially classification and regression, has gained wide attention as a component technology needed for the development of decision-making systems. One pervasive problem faced by most applied researchers with regard to data quality is the occurrence of missing values, as when speech contains noise or in instances of facial occlusion. There are many possible causes of missing data, including measurement noise and corruption.
Some approaches to missing data simplify the problem by throwing away the missing data. However, these methods may lead to estimates with larger standard errors because of the reduced size of the sample. In most cases, data set attributes are not independent of each other. Thus, through the identification of relationships among attributes, missing values can be determined [4] . In statistics, imputation is the process of replacing missing data with substituted values.
In this research, we developed the ELM-AE imputation, a novel method for dealing with missing data. This approach uses an extreme learning machine auto-encoder (ELM-AE) to determine a set of plausible values, and then substitute the average of these plausible values for the missing data values. In experiments comparing our proposed ELM-AE imputation method with other widely used imputation techniques, the results demonstrated the superior accuracy of the ELM-AE imputation.
The remainder of this paper is organized as follows. Section 2 discusses some of the most widely used imputation methods. In Section 3, we discuss the basics of ELM and ELM-AE, and then present the details of the ELM-AE imputation method. Our experimental results are given in Section 4, and Section 5 provides our conclusions along with comments about future work.
II. RELATED IMPUTATION METHODS
Imputation theory is constantly developing, and researchers have embraced a variety of techniques for dealing with missing data [5] - [11] . A description of some widely used imputation methods follows.
A. ZERO AND MEAN IMPUTATION
Perhaps the most frequent way to impute (''fill in'') missing data is to replace each missing value with either zero or the mean of the observed values for that variable. Unfortunately, these strategies can result in severe distortion of the distribution for the variable, leading to complications with summary measures including, most notably, underestimates of the standard deviation. Moreover, mean imputation distorts the relationship between variables by ''pulling'' estimates of the correlation toward zero.
B. HOT DECK IMPUTATION
In the hot deck imputation method, a missing attribute value is filled in with the value from an estimated distribution for the missing attribute based on the current data. Typically, the hot deck approach is implemented in two stages. In the first stage, the data are partitioned into clusters. In the second stage, each instance with missing data is associated with one cluster. The complete cases in the cluster are used to fill in the missing values by calculating the mean or mode of the attribute within that cluster. However, hot deck imputation may perform poorly when many rows of data have at least one missing value.
is a common version of the hot deck approach. For this technique, k complete samples are selected from the neighbors such that they minimize some similarity measure, and then the missing values are computed from these k samples. The distance or similarity between samples can be computed by measuring their proximity using Euclidean distance. The major drawback of k-NN imputation is that whenever k-NN imputation looks for the most similar instances, the method searches through the entire training data set.
Generally, for statistical analysis with missing values, regression is adopted for imputation [12] , [13] , including linear regression, multiple regression, and logistic regression. In addition, instead of filling in a single value for each missing value, multiple imputation procedures [14] replace each missing value with a set of plausible values that represent the uncertainty about the right value to impute.
In the remaining sections of this paper, we describe our ELM-AE imputation method and experimental results in detail.
III. PROPOSED ELM-AE IMPUTATION
Recently, Huang et al. [15] , [16] proposed the use of an extreme learning machine (ELM) for training single layer feed forward networks (SLFNs). Compared with most of the existing approaches, an ELM selects the input weights and biases of an SLFN uniformly and randomly. The output weights are trained with a batch least squares learning method. It has been shown that even without updating the parameters of the hidden layer, the SLFN with randomly generated hidden neurons and tunable output weights maintains its universal approximation and excellent generalization performance. Indeed, an ELM is faster than most existing neural training algorithms, and ELMs produce good performance in many real applications [17] - [23] .
The basics of an ELM can be outlined briefly as follows. For any input data x ∈R n x ∈R n , the output of a standard SLFN withÑ hidden nodes can be represented by
where
T is the weight vector connecting the i-th hidden node to the output nodes, and G (w i , b i , x) is the output of the i-th hidden node.
Consider a set of training pairs with N input pattern vectors x 1 , x 2 , · · · , x N (here x i ∈ R n ), and N desired output vectors t 1 , t 2 , · · · , t N (here t i ∈ R m ), respectively. t 1 , t 2 , · · · , t N can be generated as follows:
with
T ,Ñ is the number of hidden nodes.
By solving Eq. (2), the optimal output weight matrix can be obtained as follows:
where H + is the Moore-Penrose generalized inverse of the matrix H.
The orthogonal projection method can be used efficiently in an ELM:
To improve generalization and make the solution more robust, it was suggested in [24] - [26] that a positive value 1/λ be added to the diagonal H T H, i.e.,
In [27] , the researchers introduced an ELM auto-encoder (ELM-AE) that used input data x as output data t = x,. The ELM was modified to perform unsupervised learning. In fact, the ELM-AE is a particular case of the ELM technique, and thus it retains the ELM's excellent performance.
In an ELM-AE, the random weights and biases of the hidden nodes project the input data to feature space, and the output weight β is responsible for learning the transformation from the feature space to input data. It can calculate the output weight β as follows:
Intuitively, given an example test datum x 1 = x + x, for an ELM-AE with sufficient learning and generalization capability, in most cases there holds,
becomes smaller as x decreases. Thus, it is reasonable to replace the incomplete data x with complete datum x 1 such that h(
. Therefore, we can replace the incomplete data x with complete datum
where x i is a plausible imputed datum. VOLUME 6, 2018 However, it may not always be the case. Occasionally, there exists another imputed datum
To deal with this case, we introduce the idea of ''majority vote'' of the k-nearest neighbors algorithm. For example, assume the s-th attribute x is of the data x i is missing. For the n plausible values x isj n j=1
given to substitute for the missing value, the substituted value is the average of the k values x isj k j =1 corresponding to k smallest distances
, where x i is the imputed data of x). The best choice of k depends on the generalization performance of the ELM-AE on the given datum. Generally, larger values of k reduce the impact of inadequate generalization ability, but the larger values cause a higher error rate if the ELM-AE's generalization ability is good enough. An adequate k can be selected by various heuristic techniques, for example, a grid search method.
The following steps describe the procedure for ELM-AE imputation:
Step 1: Use the given complete data to construct an ELM-AE.
Step 2: Replace each missing value with a set of plausible values. For example, assume the s-th attribute of the sample data x is missing. A simple approach is to select n+1 plausible imputed values as x s = x smin + x smax −x smin n j (j = 0, 1, · · · , n), where x smin and x smax are the minimum value and maximum value of the s-th attribute of the data set, respectively.
Step 3: The multiple treated data sets x i are then mapped to
Step 4: Select the k values of the s-th attribute corresponding to k smallest distances x i − h(x i )β } n i=0 . Then the missing value x s can be filled in with the average of the k values.
In many cases, there is more than one missing value in one datum. For example, if there is another missing value x t in datum x, then x t can be replaced with
where x tmin and x tmax are the minimum value and maximum value of the t-th attribute of the data set, respectively. By performing a grid search, we can select the (n + 1) 2 combinations of (x s , x t ). Similarly, we can deal with the case of sample data with multiple missing attributes.
Generally, the imputation performance of the proposed method will increase as n rises, but the computation complexity of the imputation procedure will also increase.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The main objective of the experiments conducted for this work was to compare the performance of the ELM-AE imputation method with the results provided by zero imputation, mean imputation, and k-NN imputation. The comparison was evaluated in terms of both the generalized mean absolute deviation (GMAD) and clustering purity.
GMAD is defined as:
where x ij and x ij are the true value and imputed value of the j-th attribute of data x i , respectively. x imin and x imax are the minimum value and maximum value of the i-th attribute of the data set, respectively, and n 0 is the number of total missing values. Obviously, with a smaller GMAD value, imputed values are closer to true values. In this paper, we also used purity as another evaluation measure of imputation quality:
where S = {S 1 , S 2 , · · · , S K } is the set of clusters, and C = {C 1 , C 2 , · · · , C J } is the set of classes. We interpreted S k as the set of data in S k , and C j as the set of data in C j . After the imputation procedure was complete, we ran clustering algorithms on the imputed data, and then computed the purity. Obviously, the imputed data would have better availability with higher purity.
In our experiments, all the algorithms were run in the following computer environment:
(1) Operating system: Windows 7 Enterprise; (2) CPU: i5-3570 (tm); (3) Memory: 8 GB; (4) Simulation software: Matlab R2016a. Seven data sets were used in the experiments, taken from the UCI Machine Learning Repository. In these experiments, cases of missing values were generated artificially in every data set in different ratios. Initially, the original data set was partitioned into five pairs of training and testing sets through the application of 5-fold cross-validation. Then selected values were removed to create instances of missing data in the testing sets. The ratios of missing data to complete data were between 0.1 and 0.6 with a 0.1 interval. The performance of each of the missing data treatments were compared as follows:
1. Zero Imputation: Missing values were set to zero.
Mean Imputation:
Missing values were set to the average attribute values of the associated training sets.
3. k-NN Imputation: Missing values were set using the mean value obtained from the k-nearest neighbors data in the training set. Neighborhood was measured using a Euclidean distance in the subspace relevant to each of two samples. The number of neighbors varied as k = 3, 5, 10, 20. The best result was the one reported.
ELM-AE Imputation:
First, we constructed an ELM-AE. To minimize the training error of the ELM-AE, the number of hidden nodesÑ and the regularized parameter λ in (5) were chosen by a grid search method:Ñ = {100, 200, · · · , 800} and λ = {2 −4 , 2 −3 , · · · , 2 3 , 2 4 }. In Step 2, n varied as n = 10, 20. The best result was the one reported. Figure 1 reports the GMAD of the four imputation methods with the variation of the missing ratios on the seven data sets. As can be observed, the curves corresponding to the proposed ELM-AE imputation method are almost always at the bottom of the chart, indicating a better performance fit.
A. COMPARISON OF IMPUTATION METHODS
The results shown in Figure 1 demonstrate that the predicted values created by ELM-AE imputation were closer to the missing values, as compared with the values created by the other three imputation methods for the missing ratios for the Seeds, IRIS, Bupa, and Pima data sets.
Although both the zero imputation method and the mean imputation method are simple, the fitting effect for each was poor because they imputed the same value (zero or the mean value) for all cases. ELM-AE imputation provided stronger results than k-NN imputation, but with a less obvious advantage.
In addition, Figure 1 shows that as the missing ratio increased, the zero imputation method and the mean imputation method's GMAD values increased rapidly, while the GMAD values of the k-NN and ELM-AE imputation methods increased only slightly. The most obvious advantage of ELM-AE imputation appeared in the Pima data set, especially when the missing ratio was high. These results demonstrated that ELM-AE imputation is not as sensitive to the missing ratio as the other imputation methods.
B. COMPARISON OF RESULTS FOR PURITY
After the imputation stage was completed, we used the k-means clustering algorithm to partition the imputed testing data sets. For clustering, we adopted the k-means algorithm as implemented in MATLAB. It was assumed that the number of clusters, k, was known. Then purity values were computed to measure the availability of the substituted values imputed by the four imputation methods. The purity values of the seven data sets are reported in Table 2 .
As can be observed from Table 2 , ELM-AE imputation rendered lower purity values in only 8 of 42 measurements, as compared to the other three imputation methods. Furthermore, ELM-AE imputation did not show an obvious disadvantage in any of these 8 measurements. Overall, from Figure 1 and Table 2 we can observe that as the GMAD value becomes lower, the corresponding purity value becomes higher.
Altogether, we can conclude that ELM-AE imputation is more accurate in predicting the missing values, and this higher accuracy can be translated into better availability of the imputed data.
ELM-AE imputation can achieve good performance in many cases. However, zero imputation, mean imputation, and k-NN imputation can work even without one complete datum, ELM-AE imputation does need adequate complete data to provide an ELM auto-encoder with sufficient generalization performance. 
V. CONCLUSION
In this research, we developed the ELM-AE imputation, a novel imputation method based on an ELM-AE. We compared the performance of the proposed ELM-AE imputation approach with three commonly used methods for handling missing data: zero imputation, mean imputation, and k-NN imputation. Our analysis used seven data sets with different missing ratio values. The results of our experiments demonstrated that the imputation of data using the ELM-AE approach is feasible. Moreover, ELM-AE imputation offers more accurate prediction power for missing data, and the predicted values are seen to be more well behaved in clustering.
However, unlike the other three methods examined above, ELM-AE imputation needs adequate complete data to work, which restricts its application in some cases. In future studies, we shall attempt to modify this method to work without any complete data.
