Based on the notion of maximal correlation, we introduce a new measure of correlation between two different rankings of the same group of items. Our measure captures various types of correlation detected in previous measures of rank correlation like the Spearman correlation and the Kendall tau correlation. We show that the maximal rank correlation satisfies the data processing and tensorization properties (that make ordinary maximal correlation applicable to problems in information theory). Furthermore, MRC is shown to be intimately related to the FKG inequality. Finally, we pose the problem of the complexity of the computation of this new measure. We make partial progress by giving a simple but exponential-time algorithm for it.
Maximal correlation has found interesting applications in information theory and statistics (e.g. [4] , [5] ) thanks to its data processing and tensorization properties.
In this paper, we introduce a new measure of correlation called the maximal rank correlation (MRC) defined as
where the maximum is over all monotonically non-decreasing functions f and g 1 . Clearly, it is at least equal to the Pearson coefficient and at most equal to the maximal correlation. We observe that we could have defined MRC using the equivalent formula ρ r (X ;
where the maximum is over all montonically non-decreasing functions f and g such that
The following properties motivate MRC: This property also explains why we call this a maximal rank correlation. Suppose we have a class of students who have taken two courses with two different professors. We would like to measure the correlation between the performance of students in the two classes, but the professors have different grading and exam practices. If we calculate the Pearson correlation (between the two grades of a random student), it is sensitive to the actual grading practices of the two professors. It might be that the grades in one class have been normalized to be Gaussian with certain mean and variance (with a non-linear mapping), whereas in the other class they have not been normalized. The advantage of MRC is that it is not sensitive to this normalization, and only cares about the ranking of the students in the two courses. 2. As we will see, MRC is greater than or equal to previously known rank correlations such as the Spearman rank correlation [8] and Kendall's tau rank correlation [6] . See [2, Sec. I] for some applications of rank correlation measures. This property also explains why we call our measure the maximal rank correlation. 3. Similar to maximal correlation, the MRC satisfies the data processing and tensorization properties. We use the tensorization property to prove property 2 above. We also show a combinatorical application in Example 3. 4. Suppose X and Y have a continuous joint distribution, but we do not know the distribution and have only access to sample points from the joint distribution. If we look at the uniform distribution on the empirical sample points (instead of the real joint distribution), the maximal correlation is trivial; in fact, the maximal correlation is 1 since x coordinates and y coordinates of all sample points are distinct almost surely (in the empirical distribution, rv's X and Y will be functions of each other). However, the maximal rank correlation for the empirical distribution is non-trivial.
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5. For some random variables, like jointly Gaussian variables with positive correlation (and monotonic functions of such random variables), MRC equals maximal correlation. In other words, it detects all dependencies detectable by maximal correlation. Our other contributions can be summarized as follows: we define MRC for partially ordered sets, provide a connection between MRC and the FKG inequality and give an algorithm for computing the MRC.
II. PROPERTIES OF MAXIMAL RANK CORRELATION

A. MRC for Partial Orders
Consider our example of grading students in two courses. For each of the two professors, it may be easy to compare some students with each other but difficult to fairly give a full ranking of all students. So we may be interested in finding the amount of consistency (correlation) between two partial rankings provided by the two professors. This motivates the definition below.
Let (X, X ) and (Y, Y ) be two partially ordered sets. We say that the real-valued function f is monotonic on (1) , except that the maximum is taken over functions f and g monotonic with respect to the partial orders (X, X ) and (Y, Y ). For example, when no two members of X and Y are comparable, we have ρ r (X ; Y ) = ρ m (X ; Y ). On the other hand, when X and Y are subsets of the reals with the natural ordering of real numbers, we get the earlier definition of MRC.
Example 1: Suppose that X = {0, 1} n with the partial order (
Suppose that Y = X but with the reverse partial order. Let X = (X 1 , . . . , X n ) ∈ X be a random variable such that X 1 , . . . , X n are independent. Let Y = X . Then according to the FKG inequality [3] , we have Cov( f, g) ≤ 0 when f is monotonic on X and g is montonic on Y . In other words, ρ r (X, Y ) ≤ 0.
The FKG inequality is a nontrivial inequality; for example it states that any two monotone properties have positive correlation on an Erdős-Rényi random graph. For further applications, see [1, Chapter 6] . The above example shows that FKG inequality is intimately connected to maximal rank correlation. See also Example 3.
B. Data Processing and Tensorization Property
Maximal correlation satisfies the data processing and tensorization properties:
A trivial variant of the data processing inequality holds for MRC: When X, Y, X , and Y are partially ordered sets, and f : X → X and g : Y → Y are order-preserving functions, then ρ r (X ; Y ) ≥ ρ r ( f (X ); g(Y )). Equality holds if f and g are invertible increasing functions.
To state the variant of the tensorization property for MRC, recall that the product order of two partially ordered sets (X, X ) and (X , X ) is the set X × X with the partial order (
First, we observe in the following example that the straightforward form of the tensorization property is not correct.
Example 2: Let X = {0, 1} with the order 0 ≺ X 1, and Y = {1, 0} with the order 1 ≺ Y 0. Let X take the uniform distribution on X, and let Y = X . Then f (x) = (−1) 1−x and g(y) = (−1) y are the only possible functions with zero expected value and variance one.
to the product orders. To see this, observe that f (x 1 , x 2 ) = (−1) 1−x 1 , g(y 1 , y 2 ) = (−1) y 2 have zero mean and variance one, but E[ f g] = 0.
To state the valid variant of the tensorization property, let ρ + r (X ; Y ) = max(ρ r (X ; Y ), 0). Theorem 1: Let X 1 , X 2 , Y 1 and Y 2 be random variables taking values in partially ordered sets (X 1 ,
where the left MRC is computed with respect to the product orders X 1 × X 2 and
Proof: The proof follows Kumar's proof [7] of tensorization of maximal correlation. Clearly, ρ + r (X 1 ,
) since any monotonic function of x 1 is also a monotonic function of (x 1 , x 2 ). For the other direction, let α = max(ρ + r (X 1 ; Y 1 ), ρ + r (X 2 ; Y 2 )). It suffices to show that for monotonic functions f (x 1 , x 2 ) and g(y 1 , y 2 ),
For this we use the derivation given at the bottom of the previous page. Here in (2) , shown at the bottom of the previous page, we use the definition of MRC for the conditional distribution p X 2 Y 2 |X 1 =x 1 ,Y 1 =y 1 for all (x 1 , y 1 ) (and use the fact that x 2 ) is monotonic for every fixed value of x 1 ), and then we take average over all those inequalities for all (x 1 , y 1 ). In (3), shown at the bottom of the previous page, we use the definition of MRC for distribution p X 1 Y 1 applied to functions
is monotonic. In (4) and (5) , shown at the bottom of the previous page, we use the Cauchy-Schwarz inequality, and in (6) , shown at the bottom of the previous page, we use the law of total variance. Notice that in steps (4) and (5), we use the fact that α ≥ 0.
Example 3: Consider the following application of the tensorization property: let f and g be two arbitrary balanced increasing boolean functions on Z n k = {0, 1, . . . , k − 1} n . Then f (X n ) at uniformly random X n ∈ Z n k is with at least some positive probability (independent of n) different from the value of g(Y n ) at Y n ∈ Z n k when Y i = (X i + 1 mod k) for all i. We do not know of another method to derive this result e.g. using traditional correlation inequalities like the FKG inequality, as the FKG only allows for a single partial order for both of the two increasing functions.
C. Relation to Previous Rank Correlations
In this section we compare maximal rank correlation with two known measures of rank correlation, namely Kendall tau correlation [6] and Spearman correlation coefficient [8] . We begin by providing a general framework that can illustrate this result. Herein, we consider MRC for two real valued random variables X and Y (and not the generalized MRC for partial orders).
A rank correlation between X and Y attempts to capture the question that how much an increase in the value for X is correlated with an increase in the value for Y . For instance, suppose we randomly draw (X, Y ) and get numbers (x 1 , y 1 ) = (5, 9) . Then if we draw (X, Y ) again and get (x 2 , y 2 ) = (7, 10), we can see that the value of x 2 is bigger than x 1 , and similarly y 2 is greater than y 1 . This is consistent with X and Y providing the same rankings. To define a rank correlation measure, having two values of x 1 and x 2 , we need a measure that assigns a relative rank between x 1 and x 2 . Let us use a function f (x 1 , x 2 ) to measure how much x 1 is larger than x 2 . We make the following assumptions about f : , f (x 1 , x) is monotonically non-increasing in x for all x 1 . Similarly g(y 1 , y 2 ) compares the rank of y 1 with y 2 and satisfies the above properties. Assuming that (X 1 , Y 1 ) and (X 2 , Y 2 ) are i.i.d. distributed according to a given p(x, y), a measure of rank correlation between X and Y may be defined as
Observe that setting f (x 1 , x 2 ) = sign(x 1 − x 2 ) (with sign(0) = 0) and g(y 1 , y 2 ) = sign(y 1 − y 2 ) gives us the Kendall tau correlation. Setting f (x 1 ,
gives us the Spearman correlation coefficient, if X (x) is the CDF of X . Therefore, we get known measures of rank correlation with specific choices for f and g. The following theorem says that the MRC (if non-negative) is greater than or equal to Kendall tau and Spearman correlation coefficients.
Theorem 2: Let (X 1 , Y 1 ) and (X 2 , Y 2 ) be two i.i.d. repetitions of the pair of random variables (X, Y ). Then
where the maximum is over all non-zero functions f and g satisfying properties 1 and 2 above. Proof: Let us define the order on X 1 and Y 1 to be the natural order on reals, but the order on X 2 and Y 2 be reversed. Then, the two properties of f and g will be the monotonicity properties for the product sets X 1 × X 2 and Y 1 × Y 2 . By Theorem 1, we get that the maximum over all valid functions f and g satisfying the two properties, if nonnegative, is equal to max(ρ + r (X 1 ;
since reversing the order does not change the MRC: a function f (x) is monotonic with respect to an order, if and only if − f (x) is monotonic with respect to the reverse order; similarly for g(y). And the Pearson correlation coefficient of f (X ) and g(Y ) is the same as that of − f (X ) and −g(Y ). This completes the proof.
III. COMPUTATION OF MAXIMAL RANK CORRELATION
Computation of maximal correlation and the optimizers f (·) and g(·) are easy using the connection between this problem and the second singular value of a certain matrix [9] . However, for computing maximal rank correlation we do not yet know of polynomial time algorithms when X and Y are big. Nevertheless, we show that maximal rank correlation is computable by giving an exponential time algorithm for it. The computational complexity of maximal rank correlation is an interesting open problem.
Theorem 3: Suppose (X, X ) and (Y, Y ) are two given finite partially ordered sets. Furthermore, suppose a joint pmf on X × Y is given. We can compute ρ r (X ; Y ) in time polynomial in |X × Y| but exponential in the total number of inequality relations in the two partially ordered sets.
In the above theorem, when we count the total number of inequality relations, we do not count the trivial inequalities x x where x = x ; that is, we only count strict inequalities.
Proof: Algorithm 1 computes ρ r (X ; Y ) as desired. The maximization of Cov( f, g) in the for loop can be done in polynomial time, since it is the problem of computing ordinary maximal correlation where x and x are merged together for (x, x ) ∈ S X and y and y are similarly merged when (y, y ) ∈ S Y . When two symbols x and x are merged, the resulting merged symbol has a probability of occurance which is the sum of the probabilities assigned to x and x .
