The appearance of an ultrasound image is intimately linked to the nature of the emitted pressure field and its distortion down through the tissue. T h e pulse field is temporally and spatially varying due to focusing and the dispersive attenuation.
Introduction
Ultrasound is routinely used in hospitals for the investigation of nearly all soft tissue structures of the human body. Advanced transducers (phased and linear array) are used in order to acquire sharp images. Improved resolution is steadily sought by increasing the center frequency and bandwidth of the emitted pulse. Increasing the center frequency, however, limits the depth of penetration due to the dispersive attenuation of the pulse in the tissue. This limits the resolution attainable, and to further increase resolution, or depth of penetration for the same resolution, we must turn to digital processing, i.e. deconvolution. Several authors have investigated techniques for enhancing the resolution of ultrasound images. Fatemi and I<ak [l] . These estimators use, however, fixed parameters for the emitted pulse and can not take into account the spatially varying source wavelet and the dispersive attenuation, which are important factors for zn vivo images. We therefore turn to other, more advanced estimators.
In this paper we will devise an algorithm, based on physical reasoning, that can take into account variations in pulse shape, signal-to-noise ratio and reflection strength. It is based on Mendel's fixed-interval deconvolution algorithm [9] , [lo] , which calculates an optimal, minimum variance estimate of the reflections. As this estimator can handle varying parameters optimally, the original problem is transformed into finding parameters t o describe the pulse and covariances for the noise and the reflections. These parameter estimators should take into account temporal and spatial variations, and section 4 and 5 will explain how t o do this.
Examples of the use of the combined algorithm are shown both for data acquired from a tissue mimicking phantom and for clinical in z1zt'o data. These demonstrate the algorithm's capability t o increase the resolution and to handle variations in reflection strength. The effect of non-linearities emanating from the data acquisition and ways of avoiding them are discussed.
The general algorithm
It can be shown that the received pressure field can be calculated by [ll] :
where denotes a tempora.1 and a spatial convolution. U,, is the pulse-echo wavelet, that accounts for the transducer excitation and the electro-mechanical impulse response during emission and reception of the pulse. fm accounts for inhomogeneities in the tissue due to density and propagation velocity perturbations, which gives rise to the scattered signal. h,, is the modified pulse-echo spatial impulse response, that relates the transducer geometry to the spatial extent of the scattered field. Explicitly written out it is: The estimate f m ( F d I ) is a function of the measured signal y ( F d 2 , k ) and some knowledge, measured or estimated, about upea, hpe, and n .
The function F can be a linear or non-linear mapping from y , u p e a , h p e , and n to f m . It can be evaluated directly or through iterative techniques. One of the advanhges of ultrasound B-mode systems is real-time image formation. This precludes an iterative search scheme, as in a real-time system only a fixed amount of calculat ions can be carried out per sample. Rather the estimate 3 The deconvolution algorithm Eq. (5) explains in general terms how to remove uPea and hpe from y to obtain f m . We will now detail how to perform this deconvolution, when the parameters are known. The algorithm used is Mendel's fixed-interval deconvolution estimator. It consists of two parts: first a Kalman filtering is performed on the data time-recursively, and then a subsequent estimation step performed backwa.rds time-recursively.' The result is a minimum varia.nce, fixed-interval estimate of the reflection signal. The algorithm can be used on one A-line or on a number of A-lines at a time, and thus perform two-dimensional deconvolution.
For easy reference the basic equations are now given. The Kalman filter is based on the following time-varying state-space model: r(k) is the measured signal, w(lc + 1) is the "tissue" reflection signal, z ( k ) the state vector, and n ( k ) the measurement noise. CP is the state transition matrix, r the input distribution matrix, and H the output matrix. Note the direct coupling between the input w ( k ) and ~( k ) . The equations describe a time-varying model, for which a new set of coefficients in the state matrices and vectors can be used for each time instance. It is assumed that the w ( k + 1) and n ( k ) are zero mean, Gaussian signals with a covariance of Q ( k + 1) and R,(k).
The Kalman filter is, stated in the predictor-corrector form:
Predictor equations 3
(8) and the prediction and prediction error as:
7j(k 10) = cpT(k)O
The parameters are found by minimizing the magnitude '(k -t I k, + + + I IC) of the prediction error. This is formulated as: 
'rhe ba.ckwards time-recursive estimation step can be
[
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The algorithm can, based on all samples in one or more A-lines, estimate the reflections. T h e pulse parameters and the covariances can vary from sample to sample and the pulse can be non-minimum phase [9] .
P61.
Using an iterative search algorithm employing the Gauss-Newton search gradient, we arrive a t the following equations 
.
Calculate the initial estimate of the prediction error :3. hfake a least squares fit to a n ARX-model of order 11, and n,, where the external input is t ( k , 0~~1 )
Model: A ( q ) y ( k ) = C ( q ) e ( k )
'l'liis gives the initial pa.raineter estimate for Q and the pr(xliction error. This estimator gives one set of parameters for a segment of an A-line. I t can be reformulated to give one set for each sample [16] tracking the slow variation in t h e pulse. We, however, prefer to divide the A-line into overlapping segments, and then use parameters from the previous segment to initialize the next segment. This has given more consistent results than using the recursive prediction error method.
Covariance estimation
The deconvolution algorithm uses the covariance of the noise and of the reflections. T h e noise is due to the analog amplifiers, the time gain amplifier and quantization of the signal. I t can b e modeled as a fixed noise source added to the noise from the T G C amplifier that varies with its gain factor. So the noise covariance can be found from previous measurement of the noise sources and the gain fa.ctor actually used for the acquired data, \I%en the signal-to-noise ratio is good we can approxiinat.e the mea.sured signal by the ARMA model in (10).
The reflections can then be approximately obtained by performing a predictive deconvolution by the ARMA filt,rr and then finding the covariance. To reduce the varia.nce of the covariance estimate several adjacent lines are used, and each line is weighted by a Hamming window.
We will now show results from deconvolving signals obtained from a tissue phantom (Nuclear Associates). As we have not been able to create an invertible model for the pulse-echo spatial impulse response, only a 1D deconvolution will be performed with a fixed, estimated wavelet. As the d a t a segment only covers a relatively small depth, a fixed value of Q u , and R,,, will be used.
The values are tletermined by the method described in the previous section.
The area scanned contained wires a s shown in Fig. 1 , embedded in a substrate which generat,es a speckle signal.
T h e transducer used w a s the Bruel & Icjzr 8526. The focal point is at 5 cm and the nominal frequency is 3.5 MHz. T h e sampling frequency was 25 M H z .
T h e ARMA(6,5) wavelet used by the deconvolution algorithm was estimated from one of the acquired lines which contained only a speckle signal. T h e wavelet is shown in Fig. 2 .
Using the approach in section 5, the ratio QUr/Rvn was estimated to be 9.2, and this was used in the deconvolution. T h e signal-to-noise ratio was estimated t o 43. Fig.3 shows the logarithmic envelope of the signals, found by Hilbert transformation. T h e picture at the top is the normally processed picture, as displayed on a modern scanner. Fig. 3 shows t h a t the speckle pattern is suppressed a.nd the wires are more distinct than in the traditiona.1 picture. This makes it easier to distinguish between speckular scatterers and reflections as the contrast in the picture is enhanced. 
I n vivo examples
Wc now present two examples with clinical in vivo data. The d a t a were acquired by our own prototype sampling system t h a t uses a 12 bits, 20 MHz converter. T h e measurements were performed at Herlev University Hospital i n Denmark with a Briiel & K j z r 1846 scanner with a 8.526 3 M H z sector scan transducer.
T h e first image shown in Fig. 4 is the lower part of the right kidney in a longitudinal scan.
Alt,hough the change is not as pronounced as for the phantom data, we do see an improvement. T h e speckle pattern is finer, and it seems easier to identify the exact boundary of the kidney. T h e internal structure of t,he kidney also seems more clearly identified from the speckle noise.
T h e second example shown in Fig. 5 is a 13 weeks foetus . T h e head, limbs, and spinal cord can clearly be identified. T h e deconvolved picture shows the same changes, a slightly finer speckle pattern with, apparently pasier identification of the extent of the placenta. One feature, however, stands out in the deconvolved image; the diamond shaped, white area behind the head.
'L'liis is due to overload of the input amplifier in the scanner due to a very large reflection. T h e algorithm relies on a linearity assumption, which is violated here. Thus, the measurement process should ensure t h a t no non-linearities occur. This should not be done by adjusting t,he T G C for the whole picture, rather an adaptive TGC for each individual line should be used. Thereby a relatively large signal-tenoise ratio can be obtained for t,he whole image. 8 Conclusion Ai1 optimal, fixed-interval, minimum variance algorithm for increasing the resolution of medical ultrasound pictures was given. It can take into account the spatial and temporal change in the emitted and received pressure field and changes in the noise and reflection covariance.
The algorithm uses knowledge of the interrogating pulse and of the covariances, and estimators for the onedimensional pulse and for the covariances were given.
The algorithm can handle two-dimensional deconvoIiition, but currently we have not been able to obtain a stable and invertible 2D model for the pressure field.
Examples of 1D deconvoluted pictures of phantom data and in vavo data were given. They showed, especially for the phantom data, an increased contrast and resolution. Problems were encountered with zn vivo images due to non-linearities in the acquired signals. It is suggested that this can be solved by using adaptive time gain compensation selected for each line in the image.
