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Abstract: We derive convenient uniform concentration bounds and finite sample mul-
tivariate normal approximation results for quadratic forms, then describe some ap-
plications involving variance components estimation in linear random-effects models.
Random-effects models and variance components estimation are classical topics in statis-
tics, with a corresponding well-established asymptotic theory. However, our finite sample
results for quadratic forms provide additional flexibility for easily analyzing random-
effects models in non-standard settings, which are becoming more important in modern
applications (e.g. genomics). For instance, in addition to deriving novel non-asymptotic
bounds for variance components estimators in classical linear random-effects models,
we provide a concentration bound for variance components estimators in linear models
with correlated random-effects. Our general concentration bound is a uniform version
of the Hanson-Wright inequality. The main normal approximation result in the paper is
derived using Reinert and Ro¨llin’s (2009) embedding technique and multivariate Stein’s
method with exchangeable pairs.
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1. Introduction
Suppose that ζ “ pζ1, . . . , ζdqJ P Rd is a random vector with independent components satis-
fying Epζjq “ 0, j “ 1, . . . , d. Additionally, let Q be a dˆ d positive semidefinite matrix with
real (non-random) entries. Quadratic forms ζJQζ have been studied for decades in statistics
(Chatterjee, 2008; Go¨tze and Tikhomirov, 1999, 2002; Hall, 1984; Hanson and Wright, 1971;
Sevastyanov, 1961; Whittle, 1964). This paper is largely motivated by recent applications
involving random-effects models, which rely heavily on properties of quadratic forms (e.g.
de los Campos et al., 2015; Dicker and Erdogdu, 2015; Jiang et al., 2014). In the first part of
the paper, we give two new finite sample bounds for quadratic forms — a uniform concentra-
tion inequality (Theorem 1) and a normal approximation result (Theorem 2) — which may
be useful in a variety of statistical applications. The second part of the paper focuses on appli-
cations of Theorems 1–2 related to variance components estimation in linear random-effects
models, including non-standard models with correlated random effects (cf. Proposition 2).
Theorems 1 and 2 are the main theoretical results in the paper. We rate the novelty of
our normal approximation result Theorem 2, which is a multivariate normal approximation
results proved via Stein’s method for exchangeable pairs, higher than that of Theorem 1.
However, the main emphasis of both results is convenience for use in applications.
Our concentration bound, Theorem 1, is a uniform version of the Hanson-Wright inequality
for quadratic forms. The method of proof for Theorem 1 is relatively standard – combining a
chaining argument from empirical process theory (e.g. Chapter 3 of Van de Geer, 2000) with
the pointwise-bound of the original Hanson-Wright inequality – and it should be possible
to generalize our result to larger classes of quadratic forms, similar to (Adamczak, 2014).
However, we note that while Theorem 1 is restricted to relatively simple (Lipschitz) classes
of quadratic forms, it is not a corollary of the uniform bounds in (Adamczak, 2014), which
require a stronger condition on the distribution of ζ (see the comments in Section 3.1 following
the statement of Theorem 1).
Theorem 2 is a normal approximation result for vectors of quadratic forms. Most of the
existing normal approximation results for quadratic forms are asymptotic results (Hall, 1984;
Jiang, 1996; Whittle, 1964), require the random variables ζi to be iid (Chatterjee, 2008;
Go¨tze and Tikhomirov, 1999, 2002; Hall, 1984), or have other limitations (Sevastyanov, 1961).
Theorem 2 gives a non-asymptotic normal approximation bound, which applies to ζ with
independent (but not necessarily identically distributed) sub-Gaussian components. Further-
more, in contrast with most existing results on quadratic forms, which are predominantly
univariate, Theorem 2 is a multivariate result, which applies to vectors of quadratic forms
pζJQ1ζ, . . . , ζJQKζq, for positive semidefinite matricesQ1, . . . , QK (the applications to random-
effects models considered in Section 4 require K “ 2). The proof of Theorem 2 relies on Stein’s
method of exchangeable pairs and follows the embedding approach of Reinert and Ro¨llin
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(2009). Theorem 2 and its proof shares similarities with Proposition 3.1 of Chatterjee (2008).
However, Proposition 3.1 of Chatterjee (2008) applies only to a single quadratic form ζJQζ
in iid Rademacher random variables ζi satisfying Ppζi “ 1q “ Ppζi “ ´1q “ 1{2.
Linear random-effects models are studied in Section 4. Asymptotic results for quadratic
forms serve as the theoretical underpinning for many applications involving random-effects
models (Hartley and Rao, 1967; Jiang, 1996, 1998). However, new applications of random-
effects models in genomics have pushed the boundaries of existing theoretical results (de los Campos et al.,
2015; Golan and Rosset, 2011; Jiang et al., 2014; Speed et al., 2012; Yang et al., 2010, 2014;
Zaitlen and Kraft, 2012). In Section 4, we present new non-asymptotic bounds for variance
components estimators in linear random-effects models. To our knowledge, these are the first
finite sample results on the statistical properties of variance components estimators. Many
now-classical asymptotic results for random-effects models (e.g. Jiang, 1996) follow as corol-
laries of our finite sample results in Section 4. More significantly, non-asymptotic bounds,
like those in this paper, provide increased flexibility for use in applications. In particular, our
results can be easily applied in non-standard settings, where it is less clear how to adapt the
existing asymptotic theory; see, for example Proposition 2, which applies to random-effects
models with correlated random-effects, and (Dicker and Erdogdu, 2015) for an application
involving fixed-effects models.
The rest of the paper proceeds as follows. Some basic notation is introduced in Section 2.
The main results are stated in Section 3. Linear random-effects models are studied in Section
4. The proofs of Theorems 1–2 and Propositions 1 and 3 are contained in the Appendices;
other results are proved in the Supplementary Material.
2. Notation
If u “ pu1, . . . , upqJ P Rp, then }u} “ pu21`¨ ¨ ¨`u2pq1{2 is its Euclidean norm. For a dˆmmatrix
A “ paijq with real entries, let }A} “ sup}x}“1 }Ax} and }A}HS “
!řd
i“1
řm
j“1 a
2
ij
)1{2
be the
operator norm and the Hilbert-Schmidt (Frobenius) norm of A, respectively. If f : Rm Ñ R
is a function with k-th order derivatives, define
|f |j “ sup
xPRm,
1ďi1,...,ijďm
ˇˇˇˇ Bj
Bxi1 ¨ ¨ ¨ Bxij
fpxq
ˇˇˇˇ
, j “ 1, . . . , k,
and let |f |0 “ supxPRm |fpxq|. Additionally, define Ckb pRmq “ tf : Rm Ñ R; |f |j ă 8, j “
0, 1, . . . , ku to be the class of real-valued functions on Rm with bounded derivatives up to order
k. Finally, following (Vershynin, 2010), let }ζ}ψ2 “ suprě1 r´1{2Ep|ζ |rq1{r be the sub-Gaussian
norm of the real-valued random variable ζ .
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3. Results for quadratic forms
3.1. Uniform concentration bound
The Hanson-Wright inequality is a classical probabilistic bound for quadratic forms, which
has been the subject of renewed attention recently in applications related to random matrix
theory (e.g. Adamczak, 2014; Hsu et al., 2012; Rudelson and Vershynin, 2013). Theorem 1
is a uniform version of the Hanson-Wright inequality, which applies to families of quadratic
forms ζJQpuqζ, where Qpuq is a matrix function of u P RK . As illustrated in Section 4,
Theorem 1 has applications in the analysis of random-effects models; more broadly, it has
applications in M-estimation and maximum likelihood problems with non-iid data.
Theorem 1. Let 0 ă R ă 8 and let t1puq, . . . , tmpuq be real-valued Lipschitz functions on
r0, RsK Ď RK, satisfying
max
i“1,...,m
|tipuq ´ tipu1q| ď L}u´ u1}, u,u1 P r0, RsK, (1)
for some constant 0 ă L ă 8. Let T puq “ diagtt1puq, . . . , tmpuqu, let V be an dˆm matrix,
and define Qpuq “ V T puqV J. Additionally, let ζ “ pζ1, . . . , ζdqJ P Rd, where ζ1, . . . , ζd are
independent mean 0 sub-Gaussian random variables satisfying
max
i“1,...,d
}ζi}ψ2 ď γ (2)
for some constant γ P p0,8q. Then there exists an absolute constant C P p0,8q such that
P
«
sup
uPr0,RsK
|ζJQpuqζ ´ EtζJQpuqζu| ą r
ff
ď C exp
„
´ 1
C
min
"
r2
γ4}V JV }2p}T p0q}2
HS
`KL2R2mq ,
r
γ2}V JV }p}T p0q} `K1{2LRq
*
,
whenever r2 ě Cγ4}V JV }2K3L2R2m.
Theorem 1 is proved in Appendix A. In a typical application, the dimension K will be small
(in Section 4, we use Theorem 1 withK “ 1) andm, dmay be large. A uniform Hanson-Wright
inequality, with a similar upper bound, is also given in (Adamczak, 2014). However, Adam-
czak’s result applies to random vectors satisfying a relatively strong concentration property
and does not cover sub-Gaussian random vectors satisfying only (2); see Remark 4 following
Theorem 2.3 in (Adamczak, 2014).
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3.2. Normal approximation
The main result of this section is Theorem 2, a multivariate normal approximation result
for vectors of quadratic forms pζJQ1ζ, . . . , ζJQKζqJ P RK . Theorem 2 may be viewed as a
generalization of Proposition 3.1 in (Chatterjee, 2008), which applies to a single quadratic for
ζJQζ in Rademacher random variables ζj satisfying Ppζj “ ˘1q “ 1{2 (though our bound
in Theorem 2 is not as tight as Chatterjee’s; see the discussion after the statement of the
theorem). A proof of Theorem 2 may be found in Appendix B. The proof is based on Stein’s
method of exchangeable pairs and the embedding technique from (Reinert and Ro¨llin, 2009).
Theorem 2. Let ζ1, . . . , ζd be independent sub-Gaussian random variables with mean 0 and
variance 1, and assume that they satisfy (2). Let ζ “ pζ1, . . . , ζdqJ P Rd. Additionally,
for k “ 1, . . . , K, let Qk “ pqpkqij q be an d ˆ d positive semidefinite matrix and let qQk “
diagpqpkq
11
, . . . , q
pkq
dd q. Define wk “ ζJQkζ ´ trpQkq, qwk “ ζJ qQkζ ´ trpQkq, and
w “
»—————–
w1qw1
...
wKqwK
fiffiffiffiffiffifl “
»—————–
ζJQ1ζ ´ trpQ1q
ζJ qQ1ζ ´ trpQ1q
...
ζJQKζ ´ trpQKq
ζJ qQKζ ´ trpQKq
fiffiffiffiffiffifl P R2K
Finally, let z „ Np0, I2Kq and V “ Covpwq. There is an absolute constant 0 ă C ă 8 such
that ˇˇ
Etfpwqu ´ EtfpV 1{2zquˇˇ (3)
ď Cpγ ` 1q8
#
K3{2d1{2|f |2
ˆ
max
k“1,...,K
}Qk}
˙2
`K3d|f |3
ˆ
max
k“1,...,K
}Qk}
˙3+
,
for all three-times differentiable functions f : R2K Ñ R.
The upper-bound (3) does not appear to be optimal; cf. Section 5 of (Jiang, 1996) and
Section 3 of (Chatterjee, 2008), where conditions for convergence depend on the ratios }Qk ´qQk}2{VarpζJQkζq and trpQ4kq{ VarpζJQkζq2, respectively. However, it is likely that (3) can
be improved by carefully examining the proof in the Appendix, if one is willing to accept a
more complex (and potentially less user-friendly) bound. Moreover, we argue presently that
the bound (3) is already effective in a range of practical settings. Assume that in addition to
the conditions of Theorem 2, the ζi are iid with excess kurtosis γ2 “ Epζiq´ 3 ě ´2. Also, let
σ2k “ VarpζJQkζq. By Lemma S8 from the Supplementary Material,
σ2k “ 2trpQ2kq ` γ2trp qQ2kq ě p2` γ2qtrpQ2kq.
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Hence, the upper-bound in Theorem 2 implies that ζJQkζ{σk is asymptotically Np0, 1q, if
d1{2}Qk}2
σ2k
` d}Qk}
3
σ3k
ď d
1{2}Qk}2
p2` γ2qtrpQ2kq
`
"
d2{3}Qk}2
p2` γ2qtrpQ2kq
*3{2
Ñ 0.
We conclude that if (i) lim inf γ2 ą ´2 and (ii) }Qk}2{trpQ2kq “ opd´2{3q, then ζJQkζ{σk
is asymptotically Np0, 1q. Regarding (i), note that γ2 ą ´2 for all distributions except the
Rademacher distribution; furthermore, (ii) holds if, for instance, all of the eigenvalues of Qk
are contained in a compact subset of p0,8q.
4. Linear random-effects models
In this section, we apply the results from Section 3 to the variance components estimation
problem in a linear random-effects model. We assume that
y “ Xβ ` ǫ, (4)
where y “ py1, . . . , ynqJ P Rn is an observed n-dimensional outcome vector, X “ pxijq is
an observed n ˆ p predictor matrix with xij P Rp, β “ pβ1, . . . , βpqJ P Rp is an unknown
p-dimensional vector, and ǫ “ pǫ1, . . . , ǫnqJ P Rn is an unobserved error vector. We further
assume that β1, . . . , βp, ǫ1, . . . , ǫn are independent random variables with
Epǫiq “ 0 and Varpǫiq “ σ20, i “ 1, . . . , n,
Epβjq “ 0 and Varpβjq “ σ
2
0η
2
0
p
, j “ 1, . . . , p. (5)
Here, we assume that the βj are all independent. In Section 4.3, we investigate a more gen-
eral model with dependent random-effects and give a corresponding concentration bound.
Throughout, we also assume that X is independent of ǫ and β. Overall, (4)–(5) is a lin-
ear random-effects model with variance components parameters θ0 “ pσ20 , η20q. Observe that
we have parametrized the model so that η2
0
is a measure of the signal-to-noise ratio; this
parametrization is standard (e.g. Hartley and Rao, 1967).
Let θ “ pσ2, η2q and define the Gaussian data log-likelihood,
ℓpθq “ ´1
2
logpσ2q ´ 1
2n
log det
ˆ
η2
p
XXJ ` I
˙
´ 1
2σ2n
yJ
ˆ
η2
p
XXJ ` I
˙´1
y.
Note that ℓpθq is the log-likelihood for θ, if β „ Nt0, pη20σ20{pqIu and ǫ „ Np0, σ20Iq are
Gaussian. In this section, we study properties of the maximum likelihood estimator (MLE),
θˆ “ pσˆ2, ηˆ2q “ argmax
σ2,η2ě0
ℓpθq, (6)
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in settings where ǫ and β are not necessarily Gaussian. [N.B. if ℓpθq in (6) has multiple
maximizers, then use any pre-determined rule to select θˆ.]
The estimator θˆ has already been widely studied in the literature, even in settings where
ǫ and β are not Gaussian (e.g. Jiang, 1996; Richardson and Welsh, 1994). In practice, θˆ and
other closely related estimators, such as REML estimators, are probably the most commonly
used variance components estimators for linear random-effects models (Demidenko, 2013;
Harville, 1977; Searle et al., 1992). Jiang’s (1996) work is especially relevant for the results
in this section. Jiang studied models with independent random-effects and derived general
consistency and asymptotic normality results for θˆ that are valid in some of the settings
considered here. However, asymptotic results tend to have more limited flexibility for use
in certain applications. This has become more notable recently, with the widespread use of
random-effects models in genomic and other applications, as discussed in Section 1.
In Sections 4.2–4.4 below, we present finite sample concentration and normal approximation
bounds for θˆ, which follow from Theorem 1 and 2, respectively. These bounds have not been
optimized and some of the quantities in the bounds can be extremely large for given values of
θ0 and p
´1XXJ [e.g. κpη2
0
, σ2
0
,Λq´1 and νpη2
0
, σ2
0
,Λq, defined in (10) and (19) below]. However,
as described in the text below, Propositions 1 and 3 still yield the “correct” asymptotic
conclusions, similar to (Jiang, 1996), which ensure consistency and asymptotic normality
of θˆ, if p{n Ñ ρ P p0,8q and the model parameters are bounded. Though it may be of
interest to further optimize Propositions 1–3 (and it is almost certainly possible), our main
emphasis is that the non-asymptotic approach taken here provides additional flexibility for
deriving and understanding results in less standard settings. For instance, while Propositions
1 and 3 parallel existing results in (Jiang, 1996), Proposition 2 is a concentration bound for
linear models with correlated random-effects and appears to be more novel [an application of
Proposition 2 may be found in (Dicker and Erdogdu, 2015)].
4.1. Additional notation
It is convenient to introduce some notation relating to the spectrum of X . Let λ1 ě ¨ ¨ ¨λn ě 0
be the eigenvalues of p´1XXJ and suppose that p´1XXJ “ UΛUJ is the eigen-decomposition
of p´1XXJ, where Λ “ diagpλ1, . . . , λnq and U is an n ˆ n orthogonal matrix. Let n0 “
maxti; λi ą 0u and define the empirical variance of the eigenvalues of p´1XXJ,
vpΛq “ 1
n
nÿ
i“1
λ2i ´
˜
1
n
nÿ
i“1
λi
¸2
“ 1
n
tr
#ˆ
1
p
XXJ
˙2+
´
"
1
n
tr
ˆ
1
p
XXJ
˙*2
. (7)
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4.2. Concentration bound
To derive a concentration bound for θˆ (Proposition 1 below), we follow standard steps in
the analysis of variance components estimators (Hartley and Rao, 1967). In particular, we
introduce the profile likelihood and other related objects, which essentially reduce the bivariate
optimization problem (6) to a univariate problem. Basic calculus implies that if η2 ě 0, then
max
σ2,η2ě0
ℓpσ2, η2q “ max
η2ě0
ℓ˚pη2q,
where ℓ˚pη2q “ ℓtσ2˚pη2q, η2u is called the profile likelihood and
σ2˚pη2q “
1
n
yJ
ˆ
η2
p
XXJ ` I
˙´1
y.
It follows that θˆ “ pσ2˚pηˆ2q, ηˆ2q, where
ηˆ2 “ argmax
η2ě0
ℓ˚pη2q. (8)
The proof of Proposition 1 hinges on comparing the profile likelihood ℓ˚pη2q to its population
version,
ℓ0pη2q “ ´1
2
logtσ2
0
pη2qu ´ 1
2n
log det
ˆ
η2
p
XXJ ` I
˙
´ 1
2
logpσ2
0
q ´ 1
2
,
where we have replaced σ2˚pη2q in ℓ2˚pη2q with its expectation,
σ2
0
pη2q “ Etσ2˚pη2q|Xu “
σ20
n
tr
#ˆ
η20
p
XXJ ` I
˙ˆ
η2
p
XXJ ` I
˙´1+
“ σ
2
0
n
nÿ
i“1
η20λi ` 1
η2λi ` 1 .
Observe that σ20pη20q “ σ20 .
Overall, our strategy for proving Proposition 1 mirrors the classical parametric theory
for consistency of maximum likelihood and M-estimators (e.g. Chapter 5 of Van der Vaart,
2000), except that we employ Theorem 1 at several key steps. As in the standard analysis, two
important facts underlying Proposition 1 are (i) η2
0
is the unique maximizer of ℓ0pη2q and (ii)
ℓ˚pη2q « ℓ0pη2q, when n, p are large. Theorem 1 is used to make the approximation ℓ˚pη2q «
ℓ0pη2q more precise. It should not be surprising that quadratic forms play an important role
in the analysis, given the dependence of ℓ˚pη2q “ ℓtσ2˚pη2q, η2u on the quadratic form σ2˚pη2q.
We emphasize that to prove Proposition 1, we use Theorem 1 with K “ 1 and u “ η2; the
general version of Theorem 1 with matrix functions defined on RK may be useful for studying
random-effects model with K-groups of random-effects, e.g. the general linear random-effects
model considered in (Jiang, 1996). Proposition 1 is proved in Appendix C.
L.H. Dicker and M.A Erdogdu/Quadratic forms and variance components estimation 9
Proposition 1. Assume that the linear random-effects model (4)–(5) holds and that β1, . . . , βp,
ǫ1, . . . , ǫn are independent sub-Gaussian random variables satisfying
max
 }p1{2βj}ψ2, }ǫi}ψ2; i “ 1, . . . , n, j “ 1, . . . , p( ď γ (9)
for some 0 ă γ ă 8. Finally, define
κpσ20 , η20,Λq “
σ4
0
η8
0
vpΛq2
pσ20 ` 1q5pη20 ` 1q12pλ1 ` 1q18pλ´1n0 ` 1q8tvpΛq ` 1u2
. (10)
(a) Suppose that n0 “ n. There is an absolute constant 0 ă C ă 8 such that
P
!
}θˆ ´ θ0} ą r
ˇˇˇ
X
)
ď C exp
"
´ n
C
¨ κpσ
2
0
, η2
0
,Λq
γ2pγ ` 1q2 ¨
r2
pr ` 1q2
*
for every r ě 0.
(b) Suppose that n0 ă n. There is an absolute constant 0 ă C ă 8 such that
P
!
}θˆ ´ θ0} ą r
ˇˇˇ
X
)
ď C exp
"
´ n
C
¨ κpσ
2
0, η
2
0,Λq
γ2pγ ` 1q2 ¨
´
1´ n0
n
¯4 ´n0
n
¯2
¨ r
2
pr ` 1q2
*
for every r ě 0.
For given values of σ2
0
, η2
0
and Λ, the quantity κpσ2
0
, η2
0
,Λq in Proposition 1 may be extremely
small. We have not attempted to optimize κpσ2
0
, η2
0
,Λq, and the bounds in the proposition can
almost certainly be improved at the expense of some additional calculations and a more
complex bound. However, despite the magnitude of κpσ2
0
, η2
0
,Λq, the proposition yields very
sensible asymptotic conclusions. Indeed, the key property of κpσ20 , η20,Λq is that if U Ď p0,8q
is compact, then
0 ă inf  κpσ2
0
, η2
0
,Λq; σ2
0
, η2
0
, λ1, . . . , λn, vpΛq P U
(
. (11)
An immediate consequence is that if σ20 , η
2
0, λ1, . . . , λn, vpΛq are contained in a compact subset
of p0,8q, then Proposition 1 implies that θˆ converges to θ0 at rate n1{2 [at least when n “ n0;
if n0 ă n, then part (b) of the proposition requires the additional condition that n0{n stays
away from 1 — this is discussed further below].
The bounds in Proposition 1 are tighter [i.e. κpσ2
0
, η2
0
,Λq is larger] when the eigenvalue
variance vpΛq is large. This is related to identifiability: σ20 and η20 are not identifiable when
vpΛq “ 0, and it is easier to distinguish between them when vpΛq is large.
The cases where n0 “ n and n0 ă n are considered separately in Proposition 1 because
the large-η2 asympotic behavior of σ20pη2q “ Etσ2˚pη2q|Xu differs in these two settings. In
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particular, if n0 “ n, then σ20pη2q — η2 as η2 Ñ 8; on the other hand, if n0 ă n, then
σ2
0
pη2q — p1´ n0{nq as η2 Ñ 8.
Note that Proposition 1 (a) actually makes no explicit reference to p, or to the relative
convergence rates of p and n. However, there are implicit conditions on p. For instance, since
n0 “ n in part (a), we must have n ď p. Additionally, in order ensure that λ1, . . . , λn are
contained in a compact subset U Ď p0,8q, so that (11) holds, it may be natural to enforce
other conditions on p, e.g. p{nÑ ρ P p1,8q.
Part (b) of Proposition 1 applies to settings where p ă n. Note that the upper bound in
part (b) contains an additional term p1 ´ n0{nq4pn0{nq2, as compared to Proposition 1 (a).
Thus, assuming that σ2
0
, η2
0
, λ1, . . . , λn, vpΛq are contained in a compact subset of p0,8q, we
conclude that θˆ converges to θ0 at rate n
1{2, if
lim inf
´
1´ n0
n
¯ n0
n
ą 0. (12)
Observe that (12) implies p Ñ 8. Hence, we need p Ñ 8 in order to ensure that θˆ is
consistent. This is reasonable because information about η2
0
“ pEpβ2j q{σ20 is accumulated
through β1, . . . , βp. The condition (12) also implies that if X is full rank, then we must have
p{nÑ ρ ă 1 in order to ensure consistency. This condition seems less natural and can likely
be relaxed with a more careful analysis; similar challenges arise frequently in random matrix
theory when p{nÑ 1 (e.g. Bai et al., 2003).
4.3. A more general concentration bound
In this section, we investigate the performance of θˆ in models where the random-effects might
be dependent. Suppose that β˜ “ pβ˜1, . . . , β˜pqJ P Rp is a random vector that is independent
of ǫ, X and let
y˜ “ Xβ˜ ` ǫ. (13)
We do not assume that β˜ has independent components or that each of the components has
the same variance. We define the variance components estimator based on the data py˜, Xq,
θ˜ “ pσ˜2, η˜2q “ argmax
σ2,η2ě0
ℓ˜pθq, (14)
where
ℓ˜pθq “ ´1
2
logpσ2q ´ 1
2n
log det
ˆ
η2
p
XXJ ` I
˙
´ 1
2σ2n
y˜J
ˆ
η2
p
XXJ ` I
˙´1
y˜.
The next proposition is a concentration bound for θ˜, which implies that the estimator may
still perform reliably, if there is a good independent coupling for β˜.
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Proposition 2. Suppose that y˜, θ˜ satisfy (13)–(14). Suppose further that β “ pβ1, . . . , βpqJ P
R
p is a random vector with independent components, which is independent of ǫ, X (but may
be correlated with β˜), such that the independents random-effects model (4)–(5) and (9) hold.
Let κpσ20, η20,Λq be as in (10).
(a) Suppose that n0 “ n. There is an absolute constant 0 ă C ă 8 such that
P
!
}θ˜ ´ θ0} ą r
ˇˇˇ
X
)
ď C exp
"
´ n
C
¨ κpσ
2
0 , η
2
0,Λq
γ2pγ ` 1q2 ¨
r2
pr ` 1q2
*
` 4P
"
}β˜ ´ β} ą 1
C
¨ κpσ
2
0
, η2
0
,Λq
pγ ` 1q4 ¨
n
p` n ¨
r
r ` 1
ˇˇˇˇ
X
*
. (15)
for every r ě 0.
(b) Suppose that n0 ă n. There is an absolute constant 0 ă C ă 8 such that
P
!
}θ˜ ´ θ0} ą r
ˇˇˇ
X
)
ď C exp
"
´ n
C
¨ κpσ
2
0
, η2
0
,Λq
γ2pγ ` 1q2 ¨
´
1´ n0
n
¯4 ´n0
n
¯2
¨ r
2
pr ` 1q2
*
` 4P
"
}β˜ ´ β} ą 1
C
¨ κpσ
2
0
, η2
0
,Λq
pγ ` 1q4 ¨
n
p` n ¨
r
r ` 1
ˇˇˇˇ
X
*
. (16)
for every r ě 0.
The proof of Proposition 2 is similar to that of Proposition 1 and may be found in Section
S1 of the Supplementary Material. Observe that the first term in each upper bound (15)–(16)
is the exact same as in Proposition 1. The second term in each of the bounds is new; this term
is small, if }β˜ ´ β} is typically small. In other words, in a random-effects model where (5)
does not hold, the Gaussian maximum likelihood estimator θ˜ may be a reliable estimator for
the variance components parameter θ0 “ pσ20 , η20q from a corresponding random-effects model
(4)–(5), if β˜ « β. Proposition 2 is useful for applications involving misspecified random-
effects models. For example, it can be used to recover some of Jiang et al.’s (2014) results
for sparse random-effects models in genome-wide assocation studies (though Jiang et al. take
a very different approach), and for variance estimation problems in high-dimensional linear
models with fixed (non-random) β (Dicker and Erdogdu, 2015). In both of these applications,
the predictors xij are assumed to be random; the strategy is to leverage symmetry in the
predictor distribution to reduce the problem to one where β˜ is exchangeable and has a tight
independent coupling, so that Proposition 2 can be applied.
4.4. Normal approximation
In this section, we shift our attention back to the independent random-effects model (4)–(5)
and give a normal approximation result for θˆ (Proposition 3 below). One consequence of
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Proposition 3 is that under conditions similar to those described after Proposition 1, n1{2pθˆ´
θ0q is asymptotically normal, when p{n Ñ ρ P r0,8q. As with consistency (discussed in
Section 4.2), asymptotic normality of θˆ has been studied previously in similar settings (Jiang,
1996). However, the main significance of Theorem 3 is its flexible finite-sample nature, which
makes it an easy-to-use tool for applications.
To derive Theorem 3, we again follow the standard strategy for parametric M-estimators.
First, we introduce the score function
Spθq “ BBθℓpθq “
„
S1pθq
S2pθq

“
»—– 12σ4nyJ
´
η2
p
XXJ ` I
¯´1
y ´ 1
2σ2
1
2σ2n
yJ
´
1
p
XXJ
¯´
η2
p
XXJ ` I
¯´2
y ´ 1
2n
tr
"´
1
p
XXJ
¯´
η2
p
XXJ ` I
¯´1*
fiffifl .
Then Spθˆq “ 0, provided ηˆ2 ą 0. The main idea of the proof is to Taylor expand the score
function about θ0 so that
0 “ Spθˆq “ Spθ0q ` Jpθ0qpθˆ ´ θ0q ` r, (17)
where Jpθq “ BBθSpθq and r is a remainder term. Theorem 3 follows by solving for θˆ´θ0 above,
then using three key intermediate results: (i) Spθ0q is approximately normal, (ii) Jpθ0q «
J0pθ0q, where
J0pθq “ EtJpθqu “ E
" B
BθSpθq
*
, (18)
and (iii) the remainder term r is small. Approximate normality of Spθ0q follows from Theorem
2 in this paper. The approximation Jpθ0q « J0pθ0q and the fact that r is small follow from
concentration properties of quadratic forms.
Proposition 3. Assume that the linear random-effects model (4)–(5) holds and that β1, . . . , βp,
ǫ1, . . . , ǫn are independent random variables satisfying (9). Define
νpσ20 , η20,Λq “
pσ2
0
` 1q9pη2
0
` 1q16pλ1 ` 1q24
σ60η
2
0
¨ tvpΛq ` 1u
3
vpΛq3 , (19)
let f P C3b pR2q, and let z2 „ Np0, Iq be a two-dimensional standard normal random vector.
Finally, let J0pθ0q be as in (18), define Ipθ0q “ VartSpθ0q|Xu, and define
Ψ “ J0pθ0q´1Ipθ0qJ0pθ0q´1. (20)
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There is an absolute constant 0 ă C ă 8 such thatˇˇˇˇ
E
”
ft?npθˆ ´ θ0qu
ˇˇˇ
X
ı
´ EtfpΨ1{2z2q|Xu
ˇˇˇˇ
ď Cpγ ` 1q8νpσ2
0
, η2
0
Λq
#
3ź
k“1
p1` |f |kq
+
¨ p` n
n
¨ logpnq
2
n1{2
` 2|f |0P
"
}θˆ ´ θ0} ą σ
2
0 logpnq
2
?
n
ˇˇˇˇ
X
*
. (21)
A detailed proof of Theorem 3 may be found in Appendix D. The quantity νpσ20 , η20,Λq in
(21) is potentially extremely large, and plays a role similar to κpσ2
0
, η2
0
,Λq in Propositions 1–2.
As with the previous propositions, despite the potential magnitude of νpσ2
0
, η2
0
,Λq, the asymp-
totic implications of Proposition 3 are very reasonable. Indeed, assume that the conditions of
the proposition hold. If, additionally, σ2
0
, η2
0
, λ1, . . . , λn, vpΛq are contained in a compact subset
of p0,8q and p{n Ñ ρ P r0,8q, then it is clear that the first term on the right-hand side of
(21) converges to 0. Moreover, Theorem 1 implies that the second term on the right-hand side
of (21) converges to 0, as long as we have the additional condition (12) when n0 ă n. Thus,
under the specified conditions,ˇˇˇˇ
E
”
ft?npθˆ ´ θ0qu
ˇˇˇ
X
ı
´ EtfpΨ1{2zq|Xu
ˇˇˇˇ
Ñ 0 (22)
for all f P C3b pR2q. This is an asymptotic normality result for
?
npθˆ ´ θ0q. One apparent
limitation of (22) is that it only applies for f P C3b pR2q. However, standard arguments (e.g.
Section 3 of Reinert and Ro¨llin, 2009) imply that (22) is valid for broader classes of non-
smooth functions f , including indicator functions for measurable convex subsets of R2; thus,
we may conclude that
?
nΨ´1{2pθˆ´θ0q Np0, Iq in distribution, where Ψ is defined in (20).
We note additionally that if β and ǫ are Gaussian, then Ψ “ Ipθ0q´1 “ INpθ0q´1, where
IN pθ0q “ pιijpθ0qqi,j“1,2 is the Gaussian Fisher information matrix for θ0 and
ιklpθ0q “ 1
2σ
2p4´k´lq
0
n
tr
#ˆ
1
p
XXJ
˙k`l´2ˆ
η2
0
p
XXJ ` I
˙2´k´l+
, k, l “ 1, 2.
Moreover, standard likelihood theory (e.g. Chapter 6 of Lehmann and Casella, 1998) implies
that θˆ is asymptotically efficient in the Gaussian random-effects model.
5. Discussion
We have presented new uniform concentration and normal approximation bounds for quadratic
forms, and described some applications to variance components estimation in linear random-
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effects models. We expect that the general results for quadratic forms, found in Section 3,
will be useful in a range of other applications, such as variance components estimation in
non-standard random- and fixed-effects linear models, which arise in genomics and other
applications (Dicker and Erdogdu, 2015; Jiang et al., 2014); hypothesis testing for variance
components parameters in high-dimensional models; and other hypothesis testing problems,
where the test statistics involve quadratic forms in many random variables. As discussed in
Sections 3.2 and 4, many of the bounds in the paper can be improved, at the expense of in-
troducing some additional complexity into the results. Furthermore, all of our results require
sub-Gaussian random variables. It may be of interest to sharpen the results in the paper and
extend them to allow for heavier-tailed random variables with sufficiently many moments.
Appendix A Proof of Theorem 1
The proof begins with a chaining construction. Fix a positive integer M and define a regular
grid on r0, RsK with p2M ` 1qK points, UKM “ UM ˆ ¨ ¨ ¨ ˆ UM , where UM “ ti2´MRu2Mi“0 Ď
r0, Rs Ď R. For each u “ pu1, . . . , uKqJ P r0, RsK and j “ 1, . . . ,M define 9uj “ p 9u1j , . . . , 9uKjqJ
where 9uij is the smallest point in UM that is at least as large as ui; additionally, define 9u0 “ 0.
Next, consider the decomposition
ζJQpuqζ ´ EtζJQpuqζu “ ∆1puq `∆2puq `∆3puq,
where
∆1puq “ ζJtQpuq ´Qp 9uMquζ ´ E
“
ζJtQpuq ´Qp 9uMquζ
‰
,
∆2puq “ ζJQp 9u0qζ ´ EtζJQp 9u0qζu,
∆3puq “
Mÿ
j“1
ζJtQp 9ujq ´Qp 9uj´1quζ ´
Mÿ
j“1
E
“
ζJtQp 9ujq ´Qp 9uj´1quζ
‰
.
Let r1, r2, r3 ą 0 satisfy r1 ` r2 ` r3 “ r. Then
P
«
sup
uPr0,RsK
|ζJQpuqζ ´ EtζJQpuqζu| ą r
ff
ď
3ÿ
i“1
P
#
sup
uPr0,RsK
|∆ipuq| ą rl
+
. (23)
To prove the theorem, we bound each term on the right-hand side of (23).
To bound the term in (23) involving ∆1puq, observe that
|∆1puq| ď }ζ}2}Qpuq ´Qp 9uM q} `
ˇˇ
tr
“
EpζζJqtQpuq ´Qp 9uM qu
‰ˇˇ
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ď L}u´ 9uM}}V JV }
#
}ζ}2 `
dÿ
i“1
Epζ2i q
+
ď K1{2LR2´M}V JV } `}ζ}2 ` 4dγ2˘ ,
where the second inequality follows from Von Neumann’s trace inequality (Mirsky, 1975) and
the last inequality follows from (2). It follows that
P
#
sup
uPr0,RsK
|∆1puq| ą r1
+
ď P
"
K1{2LR
2Mr1
}V JV } `}ζ}2 ` 4dγ2˘ ą 1*
ď K
1{2LR
2Mr1
}V JV }E `}ζ}2 ` 4dγ2˘
ď 8K
1{2LRdγ2
2Mr1
}V JV }. (24)
To bound the term in (23) that depends on ∆2puq, we use the Hanson-Wright inequal-
ity (Theorem 1.1 of Rudelson and Vershynin, 2013), which implies that there is an absolute
constant c ą 0, such that
P
#
sup
uPr0,RsK
|∆2puq| ą r2
+
“ P “|ζJQp0qζ ´ EtζJQp0qζu| ą r2‰
ď 2 exp
„
´cmin
"
r2
2
γ4}Qp0q}2
HS
,
r2
γ2}Qp0q}
*
(25)
ď 2 exp
„
´cmin
"
r2
2
γ4}V JV }2}T p0q}2
HS
,
r2
γ2}V JV }}T p0q}
*
(specifically, the first inequality above follows from the Hanson-Wright inequality; the second
inequality follows from basic bounds on matrix norms).
Finally, we bound the term in involving ∆3puq in (23). Let s1, . . . , sK ě 0 satisfy s1` ¨ ¨ ¨ `
sK “ 1. Then
P
#
sup
uPr0,RsK
|∆3puq| ą r3
+
ď
Mÿ
j“1
P
#
sup
uPr0,RsK
ˇˇ
ζJtQp 9ujq ´Qp 9uj´1quζ ´ ErζJtQp 9ujq ´Qp 9uj´1quζs
ˇˇ ą sjr3
+
.
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By construction, for each j “ 1, . . . ,M and i “ 1, . . . , K, there is a k “ 1, . . . , 2J such that
9uij “ k2´jR. Thus, for each j “ 1, . . . ,M and i “ 1, . . . , K, there are 2jK possible pairs
p 9uj, 9uj´1q and it follows that
P
#
sup
uPr0,RsK
ˇˇ
ζJtQp 9ujq ´Qp 9uj´1quζ ´ ErζJtQp 9ujq ´Qp 9uj´1quζs
ˇˇ ą sjr3
+
ď 2jK max
p 9uj , 9uj´1q
P
# ˇˇ
ζJtQp 9ujq ´Qp 9uj´1quζ ´ ErζJtQp 9ujq ´Qp 9uj´1quζs
ˇˇ ą skr3
+
ď 2jK`1 max
p 9uj , 9uj´1q
exp
„
´cmin
"
s2jr
2
3
γ4}Qp 9ujq ´Qp 9uj´1q}2HS
,
sjr3
γ2}Qp 9ujq ´Qp 9uj´1q}
*
ď 2jK`1 exp
„
´cmin
"
4js2jr
2
3
γ4}V JV }2KL2R2m,
2jsjr3
γ2}V JV }K1{2LR
*
,
where we have used the Hanson-Wright inequality again in the third line above. We conclude
that
P
#
sup
uPr0,RsK
|∆3puq| ą r3
+
ď
Mÿ
j“1
2jK`1 exp
„
´cmin
"
4js2jr
2
3
γ4}V JV }2KL2R2m,
2jsjr3
γ2}V JV }K1{2LR
*
.
Now take sj “ p1{3q¨p3{4qj , for j “ 1, . . . ,M´1, and sM “ 1´ps1`¨ ¨ ¨`sM´1q ą p1{3q¨p3{4qM .
Then
P
"
sup
uPr0,RsK
|∆3puq| ą r3
*
ď
Mÿ
j“1
2jK`1 exp
„
´cmin
" p9{4qjr2
3
9γ4}V JV }2KL2R2m,
p3{2qjr3
3γ2}V JV }K1{2LR
*
“
Kÿ
k“1
exp
„
pjK ` 1q logp2q ´ cmin
" p9{4qjr23
9γ4}V JV }2KL2R2m,
p3{2qjr3
3γ2}V JV }K1{2LR
*
.
If
r2
3
γ4}V JV }2KL2R2m ě
225K2
mintc, c2u , (26)
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then
pjK ` 1q logp2q ´ cmin
" p9{4qjr23
9γ4}V JV }2KL2R2m,
p3{2qjr3
3γ2}V JV }K1{2LR
*
ď ´j logp2q ´ cmin
"
r23
9γ4}V JV }2KL2R2m,
r3
3γ2}V JV }K1{2LR
*
.
Hence, if (26) holds,
P
#
sup
uPr0,RsK
|∆3puq| ą r3
+
(27)
ď exp
„
´cmin
"
r2
3
9γ4}V JV }2KL2R2m,
r3
3γ2}V JV }K1{2LR
*
.
To finish the proof, we combine (23)–(25) and (27), and let K Ñ8, to obtain
P
«
sup
uPr0,RsK
|ζJQpuqζ ´ EtζJQpuqζu| ą r
ff
ď 2 exp
„
´cmin
"
r2
2
γ4}V JV }2}T p0q}2
HS
,
r2
γ2}V JV }}T p0q}
*
` exp
„
´cmin
"
r2
3
9γ4}V JV }2KL2R2m,
r3
3γ2}V JV }K1{2LR
*
,
whenever (26) holds. The theorem follows by taking, say, r1 “ r2 “ r3 “ r{3.
Appendix B Proof of Theorem 2
We follow the proof of Theorem 2.1 in Reinert and Ro¨llin (2009), and use Stein’s method with
exchangeable pairs. Let f : R2K Ñ R be a three-times differentiable function. By Lemma 2.6
in (Reinert and Ro¨llin, 2009), there is a 3-times differentiable function g : R2K Ñ R satisfying
the Stein identity
Etfpwqu ´ EtfpV 1{2wqu “ E  ∇JV∇gpwq ´wJ∇gpwq( (28)
and ˇˇˇˇ
ˇ Bkgpxqśk
j“1 Bxij
ˇˇˇˇ
ˇ ď 1k
ˇˇˇˇ
ˇ Bkfpxqśk
j“1 Bxij
ˇˇˇˇ
ˇ
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for all x “ px1, . . . , x2KqJ P R2K , k “ 1, 2, 3, and ij P t1, . . . , ku. To prove the theorem, we
bound
S “ E  ∇JV∇gpwq ´wJ∇gpwq( . (29)
Next, we use exchangeability. Let ζ 1 “ pζ 1
1
, . . . , ζ 1dqJ be an independent copy of ζ , and
let i P t1, . . . , du be an independent and uniformly distributed random index. Define the
vector w1 P R2K exactly as we defined w, except that ζi is replaced with ζ 1i throughout. More
precisely, let ei P Rd be the i-th standard basis vector in Rd and define
w1k “ tζ ` pζ 1i ´ ζiqeiuJQktζ ` pζ 1i ´ ζiqeiu “ wk ` 2pζ 1i ´ ζiqeJi Qkζ ` eJi Qkeipζ 1i ´ ζiq2,qw1k “ tζ ` pζ 1i ´ ζiqeiuJ qQktζ ` pζ 1i ´ ζiqeiu ´ trpQkq “ qwk ` eJi Qkeitpζ 1iq2 ´ ζ2i u,
for k “ 1, ..., K. Then w1 “ pw1
1
, qw1
1
, ..., w1K , qw1KqJ P R2K .
Let’s compute Epw1k ´ wk|ζq and Ep qw1k ´ qwk|ζq. Since
w1k ´ wk “ 2pζ 1i ´ ζiqeJi Qkζ ` eJi Qkeipζ 1i ´ ζiq2 (30)qw1k ´ qwk “ eJi Qkeitpζ 1iq2 ´ ζ2i u, (31)
it follows that
Epw1k ´ wk|ζq “ E
#
2pζ 1i ´ ζiq
dÿ
j“1
q
pkq
ij ζj ` qpkqii pζ 1i ´ ζiq2
ˇˇˇˇ
ˇ ζ
+
“ ´2
d
dÿ
i,j“1
q
pkq
ij ζiζj `
1
d
Nÿ
i“1
q
pkq
ii ζ
2
i `
1
N
trpQkq
“ ´2
d
wk ` 1
d
qwk
and
Ep qw1k ´ qwk|ζq “ E ”qpkqii tpζ 1iq2 ´ ζ2i uˇˇˇ ζı “ ´1d qwk.
Thus,
Epw1 ´w|ζq “ ´ΛKw, (32)
where
Λ1 “
„
2
d
´1
d
0 1
d

P R2ˆ2, ΛK “
»———–
Λ1 0 ¨ ¨ ¨ 0
0 Λ1 ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ Λ1
fiffiffiffifl P R2Kˆ2K .
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Next, we will work our way back to the Stein identity (29) and take advantage of the
identity we just derived (32). Define
Gpx1,xq “ 1
2
px1 ´ xqJΛ´JK t∇gpx1q `∇gpxqu, x,x1 P R2K .
By exchangeability, EtGpw1,wqu “ 0. Thus,
0 “ 1
2
E
“pw1 ´wqJΛ´JK t∇gpw1q `∇gpwqu‰
“ E  pw1 ´wqJΛ´JK ∇gpwq(` 12E “pw1 ´wqJΛ´JK t∇gpw1q ´∇gpwqu‰
“ ´E  wJ∇gpwq(` 1
2
E
“pw1 ´wqJΛ´JK t∇gpw1q ´∇gpwqu‰ . (33)
where we used (32) in the last step. Now we Taylor expand and use some other basic manip-
ulations to get a direct connection between (29) and (33). Indeed, by Taylor’s theorem,
pw1 ´wqJΛ´JK t∇gpw1q ´∇gpwqu
“ pw1 ´wqJΛ´JK ∇2gpwqpw1 ´wq ` pw1 ´wqJΛ´JK rp2q
“ tr “pw1 ´wqpw1 ´WqJΛ´JK ∇2gpwq‰` pw1 ´wqJΛ´JK rp2q,
where rp2q “ prp2q
1
, ..., r
p2q
2KqJ,
r
p2q
k “ pw1 ´wqJRp2qk pw1 ´wq,
and each R
p2q
k “ pRp2qijkq is a 2K ˆ 2K matrix with |Rp2qijk| ď p1{2q|f |3. Thus, by (33),
E
 
wJ∇gpwq( “ 1
2
Etr
“pw1 ´wqpw1 ´wqJΛ´JK ∇2gpwq‰ (34)
` 1
2
E
 pw1 ´wqJΛ´JK rp2q( .
Since
E
 pw1 ´wqpw1 ´wqJ( “ 2E  wpw ´w1qJ( “ 2E `wwJΛJK˘ “ 2V ΛJK , (35)
it follows that
E
 
∇
JV∇gpwq( “ 1
2
E
“
∇
J
E
 pw1 ´wqpw1 ´wqJ(Λ´JK ∇gpwq‰
“ 1
2
Etr
“
E
 pw1 ´wqpw1 ´wqJ(Λ´JK ∇2gpwq‰ . (36)
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Combining (29) and (34),(36) yields
S “ E  ∇JV∇gpwq ´wJ∇gpwq(
“ 1
2
Etr
“
E
 pw1 ´wqpw1 ´wqJ(Λ´JK ∇2gpwq‰
´ 1
2
Etr
 pw1 ´wqpw1 ´wqJΛ´JK ∇2gpwq(´ 12E  pw1 ´wqJΛ´JK rp2q(
“ 1
2
S1 ` 1
2
S2, (37)
where S1 “ ´p1{2qEtr
 
TΛ´JK ∇
2gpwq(, S2 “ ´p1{2qE  pw1 ´wqJΛ´JK rp2q(, and T “ Etpw1´
wqpw1 ´ wqJ|ζu ´ Etpw1 ´ wqpw1 ´ wqJu. Thus, in order to bound S it suffices to bound
S1, S2.
First, we work with S1. Notice thatˇˇ
Etr
 
TΛ´JK ∇
2gpwq(ˇˇ ď |f |2
2
}Λ´JK }HSEp}T }HSq
“ |f |2K
1{2
2
trtpΛJ1Λ1q´1u1{2Ep}T }HSq
ď 3
5
K1{2d|f |2Ep}T }HSq,
where we have used the fact that trtpΛJ1 Λ1q´1 “ p3{2qd2. Thus,
|S1| ď 3
10
K1{2d|f |2Ep}T }HSq. (38)
It requires a bit more work to bound Ep}T }HSq in (38).
The matrix T can be written as
T “
»———–
T11 T12 ¨ ¨ ¨ T1K
T21 T22 ¨ ¨ ¨ T2K
...
...
. . .
...
TK1 TK2 ¨ ¨ ¨ TKK
fiffiffiffifl , where Tkl “
„
tkl11 t
kl
12
tkl
21
tkl
22

,
and
tkl11 “ E tpw1k ´ wkqpw1l ´ wlq|ζu ´ E tpw1k ´ wkqpw1l ´ wlqu , (39)
tkl
12
“ Etpw1k ´ wkqp qw1l ´ qwlq|ζu ´ Etpw1k ´ wkqpqw1l ´ qwlqu, (40)
tkl21 “ Etp qw1k ´ qwkqpw1l ´ wlq|ζu ´ Etp qw1k ´ qwkqpw1l ´ wlqu, (41)
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tkl22 “ Etp qw1k ´ qwkqp qw1l ´ qwlq|ζu ´ Etp qw1k ´ qwkqp qw1l ´ qwlqu. (42)
We conclude that
Ep}T }F q ď
«
Kÿ
k,l“1
2ÿ
i,j“1
Etptklij q2u
ff1{2
and, furthermore, if we can control each of the terms Etptklij q2u, then a bound on Ep}T }F q will
follow. Fortunately, Lemma S2 from the Supplementary Material gives bounds for on these
moments. Indeed, let cpγq “ 4096pγ` 1q8 and qmax “ maxk“1,...,K }Q}. It follows from Lemma
S2 that
Ep}T }F q ď Kq
2
max
d1{2
“
8t108cpγq2 ` 763cpγq ` 930u ` 4t24cpγq2 ` 69cpγq ` 1u ` cpγq ` 4‰1{2
ď Kq
2
max
d1{2
 
960cpγq2 ` 6381cpγq ` 7448(1{2
ď Kq
2
max
d1{2
t65cpγq ` 104u.
Combining this bound on Ep}T }F q with (38) yields
|S1| ď 4t5cpγq ` 8uK3{2d1{2|f |2q2max. (43)
Next, we bound S2. First consider the basic inequalities
|S2| ď 1
2
}Λ´JK }E
`}w1 ´w}}rp2q}˘
ď d
4
››››„ 1 01 2
››››E
$&%}w1 ´w}3
˜
2Kÿ
k“1
}Rp2qk }2
¸1{2,.-
ď 5 ¨ 2
1{2
8
K3{2d|f |3E
`}w1 ´w}3˘ . (44)
Now focus on bounding Ep}w1 ´w}3q. Each inequality in the following chain is elementary:
Ep}w1 ´w}3q “ E
»–# Kÿ
k“1
pw1k ´ wkq2 `
Kÿ
k“1
p qw1k ´ qwkq2
+3{2fifl
“ E
«#
Kÿ
k“1
p2pζ 1i ´ ζiqeJi Qkζ ` eJi QkeIpζ 1i ´ ζiq2q2
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`
Kÿ
k“1
peJi QkeIq2tpζ 1iq2 ´ ζ2i u2
+3{2 ff
ď 23{2E
»–#8 Kÿ
k“1
tpζ 1iq2 ` ζ2i upeJI Qkζq2 ` 9
Kÿ
k“1
}Qk}2tpζ 1iq4 ` ζ4i u
+3{2fifl
“ 2
3{2
d
dÿ
i“1
E
»–#8 Kÿ
k“1
tpζ 1iq2 ` ζ2i upeJi Qkζq2 ` 9
Kÿ
k“1
}Qk}2tpζ 1iq4 ` ζ4i u
+3{2fifl
ď 150K
1{2
d
dÿ
i“1
Kÿ
k“1
Etp|ζ 1i|3 ` |ζi|3q|eJi Qkζ|3u `
300K1{2
d
dÿ
i“1
Kÿ
k“1
}Qk}3Epζ6i q
ď 300K
1{2cpγq1{2
d
dÿ
i“1
Kÿ
k“1
b
EtpeJi Qkζq6u ` 300K3{2cpγqq3max.
It remains to bound EtpeJi Qkζq6u. This is accomplished by a version of Khintchine’s inequality,
given in Corollary 5.12 of (Vershynin, 2010). It implies that there is an absolute constant
C1 ą 0 such that
EtpeJi Qkζq6u ď C21pγ ` 1q6
#
dÿ
j“1
pqpkqij q2
+3
.
Thus,
Ep}w1 ´w}3q ď 300CK
1{2cpγq1{2pγ ` 1q3
d
Kÿ
k“1
dÿ
i“1
#
dÿ
j“1
pqpkqij q2
+3{2
` 300K3{2cpγqq3max
ď 300K3{2tC1cpγq1{2pγ ` 1q3 ` cpγquq3max.
Combining this with (44) yields
|S2| ď 266K3q3maxtC1cpγq1{2pγ ` 1q3 ` cpγqu|f |3d. (45)
Finally, combining (28)–(29), (37), (43), and (45), we obtainˇˇ
Etfpwqu ´ EtfpV 1{2zquˇˇ ď 2t5cpγq ` 8uK3{2d1{2|f |2q2max
` 133K3tC1cpγq1{2pγ ` 1q3 ` cpγqu|f |3dq3max
ď Cpγ ` 1q8 `K3{2d1{2|f |2q2max `K3d|f |3q3max˘
for some absolute constant C ą 0, which proves the theorem.
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Appendix C Proof of Proposition 1
The proof of Proposition 1 is based on several lemmas, which are stated precisely and proved in
the Supplementary Material. Several of these lemmas (Lemmas S3, S5, and S7) are basicallly
corollaries of our uniform concentration bound for quadratic forms, Theorem 1.
To prove the proposition, first let r ě 0. Since σˆ2 “ σ2˚pηˆ2q and σ20 “ σ20pη20q, it follows that!
}θˆ ´ θ0} ą r
)
“  pηˆ2 ´ η20q2 ` pσˆ2 ´ σ20q2 ą r2(
Ď
"
|ηˆ2 ´ η2
0
| ą r?
2
*
Y
"
|σˆ2 ´ σ2
0
| ą r?
2
*
“
"
|ηˆ2 ´ η20| ą
r?
2
*
Y
"ˇˇ
σ2˚pηˆ2q ´ σ20pη20q
ˇˇ ą r?
2
*
Ď
"
|ηˆ2 ´ η20| ą
r?
2
*
Y
#
sup
0ďη2ă8
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r
2
?
2
+
Y
"ˇˇ
σ2
0
pηˆ2q ´ σ2
0
pη2
0
qˇˇ ą r
2
?
2
*
.
Additionally, since
ˇˇ
σ2
0
pηˆ2q ´ σ2
0
pη2
0
qˇˇ ď σ20
n
nÿ
i“1
ˇˇˇˇ
η20λi ` 1
ηˆ2λi ` 1 ´ 1
ˇˇˇˇ
“ σ
2
0
n
nÿ
i“1
λi|ηˆ2 ´ η20|
ηˆ2λi ` 1 ď σ
2
0
λ1|ηˆ2 ´ η20|,
we conclude that!
}θˆ ´ θ0} ą r
)
Ď
"
|ηˆ2 ´ η2
0
| ą r
2
?
2pσ2
0
` 1qpλ1 ` 1q
*
Y
#
sup
0ďη2ă8
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r
2
?
2
+
. (46)
We bound the probability of the two events on the right-hand side in (46).
Bounding the probability of the second event in (46) is easy, thanks to Theorem 1 and
Lemma S3. By Lemma S3, there is a constant 0 ă C0 ă 8 such that
P
#
sup
0ďη2ă8
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r
2
?
2
ˇˇˇˇ
ˇX
+
ď C0 exp
" ´nωpΛq2
C0γ2pγ2 ` 1q ¨
r2
r ` 1
*
, (47)
where ωpΛq is defined in (S27).
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Bounding the probability of the first event on the right in (46) takes more work. In fact,
we further decompose the event as follows:"
|ηˆ2 ´ η20| ą
r
2
?
2pσ20 ` 1qpλ1 ` 1q
*
Ď A´ Y A`, (48)
where
A´ “
"
r
2
?
2pσ20 ` 1qpλ1 ` 1q
ă |ηˆ2 ´ η20| ď
η2
0
2
?
2pσ20 ` 1qpλ1 ` 1q
*
,
A` “
"
|ηˆ2 ´ η2
0
| ą η
2
0
2
?
2pσ20 ` 1qpλ1 ` 1q
*
.
To bound PpA´q, we use properties of the profile score function
H˚pη2q “ 2σ2˚pη2q
"
d
dη2
ℓ˚pη2q
*
“ 1
n
yJ
ˆ
1
p
XXJ
˙ˆ
η2
p
XXJ ` I
˙´2
y (49)
´ σ2˚pη2q
1
n
tr
#ˆ
1
p
XXJ
˙ˆ
η2
p
XXJ ` I
˙´1+
.
In particular, let Apr1, r2q “ tThere exists η2 ą 0 such that r1 ă |η2´ η20| ď r2 and H˚pη2q “
0u and observe that
A´ Ď A
"
r
2
?
2pσ2
0
` 1qpλ1 ` 1q
,
η20
2
?
2pσ2
0
` 1qpλ1 ` 1q
*
.
Furthermore,
Apr1, r2q Ď
#
sup
0ďη2ă8
|H˚pη2q ´H0pη2q| ě inf
r1ă|η2´η20 |ďr2
|H0pη2q|
+
,
where H0pη2q “ EtH˚pη2q|Xu. By Lemma S4 in the Supplementary Material, if
r
2
?
2pσ20 ` 1qpλ1 ` 1q
ă |η2 ´ η20| ď
η2
0
2
?
2pσ20 ` 1qpλ1 ` 1q
,
then
|H0pη2q| ą σ
2
0
r
32
?
2pσ20 ` 1qpλ1 ` 1q5pη20 ` 1q4
vpΛq.
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Thus,
A´ Ď
#
sup
0ďη2ă8
|H˚pη2q ´H0pη2q| ą σ
2
0r
32
?
2pσ2
0
` 1qpλ1 ` 1q5pη20 ` 1q4
vpΛq
+
.
Now we can use Lemma S5, which is an application of Theorem 1, to bound the probability
of the right-hand side above. We conclude that there is a constant 0 ă C´1 ă 8 such that
PpA´|Xq ď C´
1
exp
„
´ nσ
4
0
C´1 γ2pγ2 ` 1qpσ20 ` 1q2pη20 ` 1q8pλ1 ` 1q16
¨ vpΛq
2
vpΛq ` 1 ¨
r2
r ` 1

. (50)
To bound PpA`|Xq, we consider cases where n “ n0 and n ă n0 separately. First assume
that n “ n0. Lemma S6 (a) from the Supplementary Material implies that
A` Ď
"
ℓ0pη20q ´ ℓ0pηˆ2q ą
η4
0
χpη2
0
,ΛqvpΛq
8pσ20 ` 1q2pλ1 ` 1q2pη20 ` 1q2
*
Ď
"
ℓ0pη20q ´ ℓ˚pη20q ą
η4
0
χpη2
0
,ΛqvpΛq
16pσ2
0
` 1q2pλ1 ` 1q2pη20 ` 1q2
*
Y
"
ℓ0pηˆ2q ´ ℓ˚pηˆ2q ą η
4
0χpη20,ΛqvpΛq
16pσ2
0
` 1q2pλ1 ` 1q2pη20 ` 1q2
*
Ď
#
sup
0ďη2ă8
|ℓ0pη2q ´ ℓ˚pη2q| ą η
4
0χpη20,ΛqvpΛq
16pσ20 ` 1q2pλ1 ` 1q2pη20 ` 1q2
+
.
Next we apply Lemma S7, which depends on Theorem 1. Lemma S7 (a) implies that there is
a constant 0 ă C`
1
ă 8 such that
PpA`|Xq ď P
#
sup
0ďη2ă8
|ℓ0pη2q ´ ℓ˚pη2q| ą η
4
0
χpη2
0
,ΛqvpΛq
16pσ2
0
` 1q2pλ1 ` 1q2pη20 ` 1q2
ˇˇˇˇ
ˇX
+
ď C`
1
exp
„
´ n
C`1
¨ σ
4
0η
8
0ωpΛq2χpη20 ,Λq2
γ2pγ2 ` 1qpσ2
0
` 1q5pη2
0
` 1q4pλ1 ` 1q6 ¨
vpΛq2
tvpΛq ` 1qu2

. (51)
Part (a) of the proposition follows by combining (46)–(48) and (50)–(51).
To prove part (b) of the proposition, assume that n0 ă n. Since
vpΛq ě λ2n0
´
1´ n0
n
¯ n0
n
,
the inequality (50) implies that
PpA´|Xq ď C´
2
exp
„
´ nσ
4
0p1´ n0{nq2pn0{nq2
C´2 γ2pγ2 ` 1qpσ20 ` 1q2pη20 ` 1q8pλ1 ` 1q16pλ´1n0 ` 1q4
¨ r
2
r ` 1

. (52)
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Additionally, by Lemma S6 (b),
A` Ď
#
sup
0ďη2ă8
|ℓ0pη2q ´ ℓ˚pη2q| ą χpη
2
0,Λqp1´ n0{nqpn0{nqη40
16pσ2
0
` 1q2pλ1 ` 1q2pη20 ` 1q2
+
.
Hence, Lemma S7 (b) implies that there is a constant 0 ă C`
2
ă 8 such that
PpA`|Xq ď P
#
sup
0ďη2ă8
|ℓ0pη2q ´ ℓ˚pη2q| ą χpη
2
0
,Λqp1´ n0{nqpn0{nqη40
16pσ20 ` 1q2pλ1 ` 1q2pη20 ` 1q2
ˇˇˇˇ
ˇX
+
(53)
ď C`2 exp
„
´ n
C`
2
¨ σ
4
0
η8
0
χpη2
0
,ΛqωpΛq2
γ2pγ2 ` 1qpσ20 ` 1q3pη20 ` 1q4pλ1 ` 1q4
¨
´
1´ n0
n
¯4 ´n0
n
¯2
.
Part (b) follows from (46)–(48) and (52)–(53). This completes the proof of Proposition 1.
Appendix D Proof of Proposition 3
Proposition 3 is a direct application of Theorem 2, in conjunction with some basic Taylor
expansions. However, keeping track of all the quantities to be bounded does require some
effort. Let f P C3b pR2q. By (17), on the event that ηˆ2 ‰ 0,
θˆ ´ θ0 “ ´J0pθ0q´1Spθ0q ´ J0pθ0q´1tJpθ0q ´ J0pθ0qupθˆ ´ θ0q ´ J0pθ0q´1r,
where r P R2 is a remainder term. Furthermore, by Taylor’s theorem,
r “ 1
2
»– pθˆ ´ θ0qJ ! B2Bθ2S1pθ˚q) pθˆ ´ θ0q
pθˆ ´ θ0qJ
!
B2
Bθ2S2pθ˚q
)
pθˆ ´ θ0q
fifl
and θ˚ P R2 is on the line segment connecting θˆ and θ0. Thus, defining w “
?
npθˆ ´ θ0q and
applying Taylor’s theorem again,
fpwq “ f  ´?nJ0pθ0q´1Spθ0q(
´?n
”
rJf J0pθ0q´1tJpθ0q ´ J0pθ0qupθˆ ´ θ0q ` rJf J0pθ0q´1r
ı
,
where rf P R2 and }rf} ď
?
2|f |1. Now define the event
A “
"
}θˆ ´ θ0} ď σ20
logpnq
2
?
n
*
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and let 1A denote the indicator of A. Then
Etfpwq|Xu “ Etfpwq1A|Xu ` Etfpwq1Ac |Xu
“ E “f  ´?nJ0pθ0q´1Spθ0q(ˇˇX‰´ E “f  ´?nJ0pθ0q´1Spθ0q1Ac(ˇˇX‰
´?nE
”
rJf J0pθ0q´1tJpθ0q ´ J0pθ0qupθˆ ´ θ0q1A ` rJf J0pθ0q´1r1A
ˇˇˇ
X
ı
` Etfpwq1Ac |Xu
and it follows that ˇˇ
Etfpwq|Xu ´ EtfpΨ1{2z2q|Xu
ˇˇ ď ∆1 `∆2 `∆3 `∆4, (54)
where
∆1 “
ˇˇ
E
“
f
 ´?nJ0pθ0q´1Spθ0q(ˇˇX‰´ EtfpΨ1{2z2q|Xuˇˇ ,
∆2 “ |Etfpwq1Ac |Xu| `
ˇˇ
E
“
f
 ´?nJ0pθ0q´1Spθ0q(1Ac ˇˇX‰ˇˇ ,
∆3 “
?
n
ˇˇˇ
E
”
rJf J0pθ0q´1tJpθ0q ´ J0pθ0qupθˆ ´ θ0q1A
ˇˇˇ
X
ıˇˇˇ
,
∆4 “
?
n
ˇˇ
E
 
rJf J0pθ0q´1r1A
ˇˇ
X
(ˇˇ
.
To prove the theorem, we bound ∆1,∆2,∆3,∆4 separately.
To bound ∆1, we use Theorem 2 with K “ 2, x ÞÑ ft´J0pθ0q´1xu in place of f , ζ “
p?pβJ{τ0, ǫJ{σ0qJ P Rn`p, and
Q1 “ 1
2σ40
?
n
„ τ0?
p
XJ
σ0I
ˆ
η2
0
p
XXJ ` I
˙´1 ”
τ0?
p
X σ0I
ı
,
Q2 “ 1
2σ20
?
n
„ τ0?
p
XJ
σ0I
ˆ
1
p
XXJ
˙ˆ
η20
p
XXJ ` I
˙´2 ”
τ0?
p
X σ0I
ı
.
Since
}Q1}, }Q2} ď pσ
2
0
` 1qpη2
0
` 1qpλ1 ` 1q2
2σ20
?
n
,
Theorem 2 implies that there is a constant 0 ă C0 ă 8 such that
∆1 ď C0pγ ` 1q
8pσ2
0
` 1q3pη2
0
` 1q3pλ1 ` 1q6
σ60
¨ p` n
n3{2
¨  }J0pθ0q}´3 ` 1( p|f |2 ` 1qp|f |3 ` 1q. (55)
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Next, we bound }J0pθ0q}´1. First observe that
J0pθq “ EtJpθq|Xu “
«
1
2σ4
´ σ20
σ6n
řn
i“1
η2
0
λi`1
η2λi`1 ´
σ2
0
2σ4n
řn
i“1
λipη20λi`1q
pη2λi`1q2
´ σ20
2σ4n
řn
i“1
λipη20λi`1q
pη2λi`1q2
1
2n
řn
i“1
λ2i
pη2λi`1q2 ´
σ2
0
σ2n
řn
i“1
λ2i pη20λi`1q
pη2λi`1q3
ff
.
It follows that
dettJ0pθ0qu “ 1
4σ4
0
$&%1n
nÿ
i“1
λ2i
pη2
0
λi ` 1q2 ´
˜
1
n
nÿ
i“1
λi
η2
0
λi ` 1
¸2,.-
“ 1
8σ40n
2
nÿ
i,j“1
pλi ´ λjq2
pη20λi ` 1q2pη20λj ` 1q2
ě vpΛq
4σ4
0
pη2
0
` 1q4pλ1 ` 1q4
and, since each entry in J0pθ0q is bounded in absolute value by pσ20 ` 1q2pλ1 ` 1q2{p2σ40q, we
conclude that
}J0pθ0q}´1 ď 4
vpΛqpσ
2
0
` 1q2pη2
0
` 1q4pλ1 ` 1q6. (56)
Combining (55)–(56), there is a 0 ă C1 ă 8 such that
∆1 ď C1 pγ ` 1q
8pσ2
0
` 1q9pη2
0
` 1q15pλ1 ` 1q24p|f |2 ` 1qp|f |3 ` 1q
vpΛq3σ6
0
¨ p` n
n3{2
. (57)
Bounding ∆2 is straightforward. Since |fpwq| ď |f |0, it follows that
∆2 ď 2|f |0PpAc|Xq. (58)
Now we move on to ∆3. In order to obtain the desired bound, we need to do a little bit
of preliminary work. We begin by bounding E t}Jpθ0q ´ J0pθ0q}2|Xu. Let Jklpθq denote the
kl-th element of Jpθq and observe that
Jpθq “
„
J11pθq J12pθq
J21pθq J22pθq

“
«
1
2σ4
´ 1
σ6n
řn
i“1
qy2i
η2λi`1 ´ 12σ4n
řn
i“1
λiqy2i
pη2λi`1q2
´ 1
2σ4n
řn
i“1
λiqy2i
pη2λi`1q2
1
2n
řn
i“1
λ2i
pη2λi`1q2 ´ 1σ2n
řn
i“1
λ2i qy2i
pη2λi`1q3
ff
,
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where qy “ pqy1, . . . , qynqJ “ UJy. Since the operator norm is bounded by the Hilbert-Schmidt
norm,
E
 }Jpθ0q ´ J0pθ0q}2ˇˇX( ď E  }Jpθ0q ´ J0pθ0q}2HSˇˇX( “ 2ÿ
k,l“1
Var tJklpθ0q|Xu . (59)
The variances on the right-hand side in (59) can be bounded using Lemma S8 from the
Supplementary Material, since each term is the variance of a quadratic form. Indeed,
VartJklpθ0q|Xu “ VarpζJQklζ|Xq,
where ζ “ pζ1, . . . , ζn`pqJ “ pp1{2βJ{τ0, ǫJ{σ0qJ P Rn`p, τ 20 “ η20σ20, and
Q11 “ 1
σ60n
„ pτ0{p1{2qXJ
σ0I
ˆ
η2
0
p
XXJ ` I
˙´1 “ pτ0{p1{2qX σ0I ‰ ,
Q12 “ Q21 “ 1
2σ4
0
n
„ pτ0{p1{2qXJ
σ0I
ˆ
η20
p
XXJ
˙ˆ
η20
p
XXJ ` I
˙´2 “ pτ0{p1{2qX σ0I ‰ ,
Q22 “ 1
σ20n
„ pτ0{p1{2qXJ
σ0I
ˆ
η2
0
p
XXJ
˙2ˆ
η2
0
p
XXJ ` I
˙´3 “ pτ0{p1{2qX σ0I ‰ .
By (9), Epζ4j q ď 16γ4pη20 ` 1q2{pη40σ40q. Additionally,
}Q11}, }Q12}, }Q22} ď pσ
2
0 ` 1q2pη20 ` 1qpλ1 ` 1q
σ4
0
n
.
Thus, by Lemma S8,
VarpζJQklζ|Xq ď n` p
n2
"
16pσ20 ` 1q6pη20 ` 1q4pγ ` 1q4pλ1 ` 1q2
σ120 η
4
0
*
, k, l “ 1, 2.
Combining this with (59), we have
E
 }Jpθ0q ´ J0pθ0q}2ˇˇX( ď n` p
n2
"
64pσ2
0
` 1q6pη2
0
` 1q4pγ ` 1q4pλ1 ` 1q2
σ120 η
4
0
*
. (60)
Thus, by (56), (60), and the definition of A,
∆3 ď 23|f |1pγ ` 1q
2pσ2
0
` 1q5pη2
0
` 1q6pλ1 ` 1q7
σ40η
2
0vpΛq
¨
?
n` p
n
logpnq. (61)
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To bound ∆4, we need a preliminary bound involving r. By some basic manipulations,
E p}r}1A|Xq ď 1
2
E
„"›››› B2Bθ2S1pθ˚q
››››` ›››› B2Bθ2S2pθ˚q
››››* }θˆ ´ θ0}21A ˇˇˇˇX
ď 1?
2
«
E
#›››› B2Bθ2S1pθ˚q
››››2 1A
ˇˇˇˇ
ˇX
+
` E
#›››› B2Bθ2S2pθ˚q
››››2 1A
ˇˇˇˇ
ˇX
+ff1{2
¨ E
´
}θˆ ´ θ0}41A
ˇˇˇ
X
¯1{2
.
Now we find the derivatives
B2
Bθ2S1pθq “
«
3
σ8n
řn
i“1
qy2i
η2λi`1 ´ 1σ6 1σ6n
řn
i“1
λiqy2i
pη2λi`1q2
1
σ6n
řn
i“1
λiqy2i
pη2λi`1q2
1
σ4n
řn
i“1
λ2i qy2i
pη2λi`1q3
ff
,
B2
Bθ2S2pθq “
«
1
σ6n
řn
i“1
λiqy2i
pη2λi`1q2
1
σ4n
řn
i“1
λ2i qy2i
pη2λi`1q3
1
σ4n
řn
i“1
λ2i qy2i
pη2λi`1q3
3
σ2n
řn
i“1
λ3i qy2i
pη2λi`1q4 ´ 1n
řn
i“1
λ3i
pη2λi`1q3
ff
and observe that on A,›››› B2Bθ2S1pθ˚q
››››2 , ›››› B2Bθ2S2pθ˚q
››››2 ď 5888pσ20 ` 1q8pλ1 ` 1q6σ160
ˆ
1` }y}
4
n2
˙
.
Thus,
E p}r}1A|Xq ď 77pσ
2
0
` 1q4pλ1 ` 1q3
σ80
"
1` 1
n2
Ep}y}4|Xq
*1{2
E
´
}θˆ ´ θ0}41A
ˇˇˇ
X
¯1{2
ď 77pσ
2
0
` 1q4pλ1 ` 1q3
σ80
„
1` 4
n2
 
λ2
1
Ep}p1{2β}4q ` Ep}ǫ}4q(1{2
¨ E
´
}θˆ ´ θ0}41A
ˇˇˇ
X
¯1{2
ď 621pγ ` 1q
2pσ2
0
` 1q5pη2
0
` 1qpλ1 ` 1q4
σ80
¨ p` n
n
¨ E
´
}θˆ ´ θ0}41A
ˇˇˇ
X
¯1{2
ď 156pγ ` 1q
2pσ20 ` 1q5pη20 ` 1qpλ1 ` 1q4
σ4
0
¨ p` n
n2
logpnq2. (62)
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Combining this bound with the definition of ∆4 yields
∆4 ď 883|f |1pγ ` 1q
2pσ2
0
` 1q7pη2
0
` 1q5pλ1 ` 1q10
σ40vpΛq
¨ p` n
n3{2
logpnq2. (63)
Finally, the theorem follows by combining (54), (57)–(58), (61) and (63).
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Supplementary material:
Flexible results for quadratic forms with
applications to variance components estimation
S1. Proof of Proposition 2
To prove Proposition 2, we begin by retracing the steps of the proof of Proposition 1. Following
the proof in of Proposition 1 in Appendix C, we have!
}θ˜ ´ θ0} ą r
)
Ď
#
sup
0ďη2ă8
|σ˜2˚pη2q ´ σ20pη2q| ą
r
2
?
2
+
Y
#
sup
0ďη2ă8
|H˜˚pη2q ´H0pη2q| ą σ
2
0rvpΛq
32
?
2pσ2
0
` 1qpλ1 ` 1q5pη20 ` 1q4
+
Y
#
sup
0ďη2ă8
|ℓ˜˚pη2q ´ ℓ0pη2q| ą η
4
0χpη20,ΛqvpΛq
16pσ20 ` 1q2pλ1 ` 1q2pη20 ` 1q2
+
,
where we have adopted the notation from Appendix C, except that a tilde indicates all of the
y’s in the corresponding quantity are replaced by y˜ “ Xβ˜ ` ǫ. We further decompose the
event t}θ˜ ´ θ0} ą ru and obtain!
}θ˜ ´ θ0} ą r
)
Ď E Y pE1 X E˝q Y pE2 X E˝q Y pE3 X E˝ X E‹q Y Ec˝ Y Ec‹ (S1)
where
E “
#
sup
0ďη2ă8
|σ2˚pη2q ´ σ20pη2q| ą
r
4
?
2
+
Y
#
sup
0ďη2ă8
|H˚pη2q ´H0pη2q| ą σ
2
0rvpΛq
64
?
2pσ2
0
` 1qpλ1 ` 1q5pη20 ` 1q4
+
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Y
#
sup
0ďη2ă8
|ℓ˚pη2q ´ ℓ0pη2q| ą η
4
0
χpη2
0
,ΛqvpΛq
32pσ20 ` 1q2pλ1 ` 1q2pη20 ` 1q2
+
,
E1 “
#
sup
0ďη2ă8
|σ˜2˚pη2q ´ σ2˚pη2q| ą
r
4
?
2
+
,
E2 “
#
sup
0ďη2ă8
|H˜˚pη2q ´H˚pη2q| ą σ
2
0
rvpΛq
64
?
2pσ20 ` 1qpλ1 ` 1q5pη20 ` 1q4
+
,
E3 “
#
sup
0ďη2ă8
|ℓ˜˚pη2q ´ ℓ˚pη2q| ą η
4
0
χpη2
0
,ΛqvpΛq
32pσ20 ` 1q2pλ1 ` 1q2pη20 ` 1q2
+
,
E˝ “
"
σ2
0
4
ď 1
n
}y}2 ď 4σ20pη20λ1 ` 1q
*
,
E‹ “
#
sup
0ďη2ă8
|σ2˚pη2q ´ σ˜2˚pη2q| ď
σ20
8
+
.
To prove the proposition, we bound the probability of the various events on the right-hand
side of (S1).
First, from the proof of Proposition 1, it follows that there is a constant 0 ă C ă 8 such
that
PpE|Xq ď C exp
„
´ n
C
¨ κpσ
2
0 , η
2
0,Λq
γ2pγ2 ` 1q ¨
vpΛq2
tvpΛq ` 1u2 ¨
r2
pr ` 1q2

, if n0 “ n, (S2)
PpE|Xq ď C exp
„
´ n
C
¨ κpσ
2
0
, η2
0
,Λq
γ2pγ2 ` 1q ¨
´
1´ n0
n
¯4 ´n0
n
¯2
¨ r
2
pr ` 1q2

, if n0 ă n. (S3)
To bound PpE1 X E˝|Xq, note the inequalities
|σ˜2˚pη2q ´ σ2˚pη2q| “
ˇˇˇˇ
ˇ1n y˜J
ˆ
η2
p
XXJ ` I
˙´1
y˜ ´ 1
n
yJ
ˆ
η2
p
XXJ ` I
˙´1
y
ˇˇˇˇ
ˇ
ď
ˇˇˇˇ
ˇ1npβ ´ β˜qJXJ
ˆ
η2
p
XXJ ` I
˙´1
Xpβ ´ β˜q
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇ2npβ ´ β˜qJXJ
ˆ
η2
p
XXJ ` I
˙´1
y
ˇˇˇˇ
ˇ
ď λ1p
n
}β ´ β˜}2 ` 2λ
1{2
1 p
1{2
n
}y}}β ´ β˜}.
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Thus, on E˝,
|σ˜2˚pη2q ´ σ2˚pη2q| ď 4
´p ` n
n
¯
pλ1 ` 1qpσ20 ` 1q1{2pη20 ` 1q1{2}β ´ β˜}
´
1` }β ´ β˜}
¯
and it follows that
E1 X E˝ Ď
"
}β ´ β˜}
´
1` }β ´ β˜}
¯
ą r
16
?
2pλ1 ` 1qpσ20 ` 1q1{2pη20 ` 1q1{2
ˆ
n
n ` p
˙*
Ď
#
}β ´ β˜}2 ą 1
1024pλ1 ` 1q2pσ20 ` 1qpη20 ` 1q
ˆ
n
n` p
˙2
r2
1` r
+
. (S4)
Hence, there is a constant 0 ă C1 ă 8 such that
PpE1 X E˝|Xq ď P
"
}β ´ β˜} ą 1
C1
¨ κpσ2
0
, η2
0
,Λq ¨ n
p ` n ¨
r
1` r1{2
ˇˇˇˇ
X
*
(S5)
Next, to bound PpE2 X E˝|Xq,
|H˜˚pη2q ´H˚pη2q|
ď
ˇˇˇˇ
ˇ 1npy˜ ´ yqJ
ˆ
1
p
XXJ
˙ˆ
η2
p
XXJ ` I
˙´2
py˜ ´ yq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇ 2npy˜ ´ yqJ
ˆ
1
p
XXJ
˙ˆ
η2
p
XXJ ` I
˙´2
y
ˇˇˇˇ
ˇ` λ1|σ2˚pη2q ´ σ˜2˚pη2q|
ď λ
2
1
p
n
}β ´ β˜}2 ` 2λ
3{2
1
p1{2
n
}β ´ β˜}}y} ` λ1|σ2˚pη2q ´ σ˜2˚pη2q|
ď 2λ
2
1
p
n
}β ´ β˜}2 ` 4λ
3{2
1
p1{2
n
}y}}β ´ β˜}.
Hence, on E˝,
|H˜˚pη2q ´H˚pη2q| ď 4
´p` n
n
¯
pλ1 ` 1q2pσ20 ` 1q1{2pη20 ` 1q1{2}β ´ β˜}
´
1` }β ´ β˜}
¯
and"
sup
0ďη2ă8
|H˜˚pη2q ´H˚pη2q| ą σ
2
0rvpΛq
64
?
2pσ2
0
` 1qpλ1 ` 1q5pη20 ` 1q4
*
X E˝
Ď
"
}β ´ β˜}
´
1` }β ´ β˜}
¯
ą σ
2
0
vpΛqr
256
?
2pσ20 ` 1q3{2pη20 ` 1q9{2pλ1 ` 1q7
ˆ
n
p` n
˙*
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Ď
#
}β ´ β˜}2 ą σ
4
0
262144pσ20 ` 1q3pη20 ` 1q9pλ1 ` 1q14
ˆ
n
p` n
˙2
vpΛq2
1` vpΛq ¨
r2
1` r
+
.
Consequently, there is a constant 0 ă C2 ă 8 such that
PpE2 X E˝|Xq ď P
"
}β˜ ´ β} ą 1
C2
¨ κpσ2
0
, η2
0
,Λq ¨ n
n` p ¨
vpΛq
1` vpΛq1{2 ¨
r
1` r1{2
*
. (S6)
Now we bound PpE3 X E˝ X E‹|Xq. Note that on the event E˝,
σ2˚pη2q “
1
n
yJ
ˆ
η2
p
XXJ ` I
˙´1
y ě 1
npη2λ1 ` 1q}y}
2 ě σ
2
0
4pη2λ1 ` 1q .
It follows that if we are on the event E˝ X E‹, then
|ℓ˜˚pη2q ´ ℓ˚pη2q| ď 1
2
ˇˇˇˇ
log
"
σ˜2˚pη2q
σ2˚pη2q
*ˇˇˇˇ
ď 1
2
ˇˇˇˇ
σ2˚pη2q ´ σ˜2˚pη2q
σ2˚pηq
ˇˇˇˇ
` 1
2
ˇˇˇˇ
σ2˚pη2q ´ σ˜2˚pη2q
σ˜2˚pηq
ˇˇˇˇ
ď 6
σ20
pη2λ1 ` 1q|σ2˚pη2q ´ σ˜2˚pη2q|
ď 6p
σ20n
}β ´ β˜}2 ` 12λ
1{2
1
p1{2
σ2
0
λ
1{2
n0 n
}y}}β ´ β˜}
ď 6p
σ20n
}β ´ β˜}2 ` 48λ
1{2
1 p
1{2
λ
1{2
n0 n
pη2
0
λ1 ` 1q}β ´ β˜}
ď 48pσ
2
0
` 1qpη2
0
` 1qpλ1 ` 1q3{2pλ´1n0 ` 1q1{2
σ2
0
¨ p
n
}β ´ β˜}
´
1` }β ´ β˜}
¯
.
Thus,
E3 X E˝ X E‹ Ď
"
}β ´ β˜}
´
1` }β ´ β˜}
¯
ą η
4
0
σ2
0
χpη2
0
,ΛqvpΛqn{pp` nq
1536pσ20 ` 1q3pλ1 ` 1q7{2pη20 ` 1q3
*
Ă
"
}β ´ β˜} ą η
4
0
σ2
0
χpη2
0
,Λqn{pp` nq
1536pσ20 ` 1q3pλ1 ` 1q7{2pη20 ` 1q3
¨ vpΛq
1` vpΛq1{2
*
and there exists a constant 0 ă C3 ă 8 such that
PpE3 X E˝ X E‹|Xq ď P
"
}β˜ ´ β} ą 1
C3
¨ κpσ2
0
, η2
0
,Λq ¨ n
p` n ¨
vpΛq
1` vpΛq1{2
ˇˇˇˇ
X
*
. (S7)
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Finally, it remains to bound PpEc˝|Xq and PpEc‹|Xq. A bound on the former follows directly
from Theorem 1, which implies that there is a constant 0 ă C˝ ă 8 such that
PpEc˝|Xq ď C˝ exp
"
´ n
C˝
¨ κpσ
2
0
, η2
0
,Λq
γ2pγ2 ` 1q
*
. (S8)
Bounding PpEc‹|Xq is also easy: Just replace r{p4
?
2q with σ2
0
{8 in the definition of E1 and
use (S4) to obtain
PpEc‹|Xq ď P
"
}β ´ β˜} ą 1
C‹
¨ κpσ20, η20,Λq ¨
n
p` n
*
. (S9)
The proposition follows by combining (S1)–(S3) and (S5)–(S9).
S2. Supporting lemmas
Lemma S1. Let tklij be as in (39)–(42), from the proof of Theorem 2. Additionally, let µ
pmq
i “
Epζmi q. Then
tkl11 “
4
d
dÿ
m“1
ÿ
1ďi‰jďd
ζiζjp1` ζ2mqqpkqmi qplqmj `
2
d
ÿ
1ďi‰jďd
ζjpµp3qi ´ 3ζi ´ ζ3i qpqpkqij qplqii ` qpkqii qplqij q
` 4
d
ÿ
1ďi‰jďd
tpζ2i ζ2j ´ 1q ` pζ2j ´ 1quqpkqij qplqij (S10)
` 1
d
dÿ
i“1
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1quqpkqii qplqii ,
tkl
12
“ 2
d
ÿ
1ďi‰jďd
ζjpµp3qi ´ ζi ` ζ3i qqpkqij qplqii `
1
d
dÿ
i“1
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1quqpkqii qplqii , (S11)
tkl21 “
2
d
ÿ
1ďi‰jďd
ζjpµp3qi ´ ζi ` ζ3i qqpkqii qplqij `
1
d
dÿ
i“1
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1quqpkqii qplqii , (S12)
tkl
22
“ 1
d
dÿ
i“1
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1quqpkqii qplqii . (S13)
Proof. Let wk “ pwk, wˇkqJ P R2 and write
V “
»———–
V11 V12 ¨ ¨ ¨ V1K
V21 V22 ¨ ¨ ¨ V2K
...
...
. . .
...
VK1 VK2 ¨ ¨ ¨ VKK
fiffiffiffifl ,
L.H. Dicker and M.A Erdogdu/Quadratic forms and variance components estimation 38
where
Vkl “
„
Epwkwlq Epwkwˇlq
Epwˇkwlq Epwˇkwˇlq

“ EpwkwJl q.
Then (35) implies that
Etpw1 ´wqpw1 ´wqJu “ 2
»———–
V11Λ
J
1
V12Λ
J
1
¨ ¨ ¨ V1KΛJ1
V21Λ
J
1 V22Λ
J
1 ¨ ¨ ¨ V2KΛJ1
...
...
. . .
...
VK1Λ
J
1
VK2Λ
J
1
¨ ¨ ¨ VKKΛJ1
fiffiffiffifl .
Then
tkl
11
“ Etpw1k ´ wkqpw1l ´ wlq|ζu ´
2
d
t2Epwkwlq ´ Epwkwˇlqu, (S14)
tkl
12
“ Etpw1k ´ wkqpwˇ1k ´ wˇkq|ζu ´
2
d
Epwkwˇlq, (S15)
tkl
21
“ Etpwˇ1k ´ wˇkqpw1l ´ wlq|ζu ´
2
d
t2Epwˇkwlq ´ Epwˇkwˇlqu, (S16)
tkl22 “ Etpwˇ1k ´ wˇkqpwˇ1l ´ wˇlq|ζu ´
2
d
Epwˇkwˇlq. (S17)
Proving each of (S10)–(S13) is now a straightforward, yet tedious calculation, though (S11)–
(S13) are equivalent. We begin with (S13) (the simplest identity) and work our way up to
(S10).
We have:
tkl
22
“ Etpwˇ1k ´ wˇkqpwˇ1l ´ wˇlq|ζu ´
2
d
Epwˇkwˇlq
“ E “tpζ 1iq2 ´ ζ2i u2peJi QkeiqpeJi Qleiq|ζ‰
´ 2
d
E
 pζJQDk ζqpζJQDl ζq(` 2dEpζJQDk ζqEpζJQDl ζq
“ E “tpζ 1iq2 ´ ζ2i u2peJi QkeiqpeJi Qleiq|ζ‰´ 2dE
«
dÿ
i,j“1
ζ2i ζ
2
j q
pkq
ii q
plq
jj
ff
` 2
d
trpQkqtrpQlq
“ 1
d
dÿ
i“1
E
“tpζ 1iq2 ´ ζ2i u2|ζ‰ qpkqii qplqii ´ 2d
dÿ
i“1
pµp4qi ´ 1qqpkqii qplqii
“ 1
d
dÿ
i“1
µ
p4q
i q
pkq
ii q
plq
ii ´
2
d
dÿ
i“1
ζ2i q
pkq
ii q
plq
ii `
1
d
dÿ
i“1
ζ4i q
pkq
ii q
plq
ii ´
2
d
dÿ
i“1
pµp4qi ´ 1qqpkqii qplqii
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“ 1
d
dÿ
i“1
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1quqpkqii qplqii .
Thus, (S13). Next, we prove (S11):
tkl
12
“ Etpw1k ´ wkqpwˇ1k ´ wˇkq|ζu ´
2
d
Epwkwˇlq
“ E “2pζ 1i ´ ζiqtpζ 1iq2 ´ ζ2i upeJi QkζqpeJi Qleiq|ζ‰
` E “pζ 1i ´ ζiq2tpζ 1iq2 ´ ζ2i upeJi QkeiqpeJi Qleiq|ζ‰
´ 2
d
EtpζJQkζqpζJQDl ζqu `
2
d
EpζJQkζqEpζJQDl ζq
“ 2
d
dÿ
i“1
E
“pζ 1i ´ ζiqtpζ 1iq2 ´ ζ2i upeJi QkζqpeJi Qleiq|ζ‰
` 1
d
dÿ
i“1
E
“pζ 1i ´ ζiq2tpζ 1iq2 ´ ζ2i upeJi QkeiqpeJi Qieiq|ζ‰
´ 2
d
dÿ
i,j,m“1
Epζiζjζ2mqqpkqij qplqmm `
2
d
dÿ
i,j“1
q
pkq
ii q
plq
jj
“ 2
d
dÿ
i“1
E
“tpζ 1iq3 ´ pζ 1iq2ζi ´ ζ 1iζ2i ` ζ3i upeJi QkζqpeJi Qleiq|ζ‰
` 1
d
dÿ
i“1
E
“tpζ 1iq4 ´ 2pζ 1iq3ζi ` 2ζ 1iζ3i ´ ζ4i upeJi QkeiqpeJi Qleiq|ζ‰
´ 2
d
dÿ
i“1
pµp4qi ´ 1qqpkqii qplqjj
“ 2
d
dÿ
i,j“1
ζjpµp3qi ´ ζi ` ζ3i qqpkqij qplqii `
1
d
dÿ
i“1
pµp4qi ´ 2µp3qi ζi ´ ζ4i qqpkqii qplqii
´ 2
d
dÿ
i“1
pµp4qi ´ 1qqpkqii qplqjj
“ 2
d
dÿ
i“1
pζiµp3qi ´ ζ2i ` ζ4i qqpkqii qplqii `
2
d
ÿ
1ďi‰jďd
ζjpµp3qi ´ ζi ` ζ3i qqpkqij qplqii
` 1
d
dÿ
i“1
pµp4qi ´ 2µp3qi ζi ´ ζ4i qqpkqii qplqll
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´ 2
d
dÿ
i“1
pµp4qi ´ 1qqpkqii qplqjj
“ 2
d
ÿ
1ďi‰jďd
ζjpµp3qi ´ ζi ` ζ3i qqpkqij qplqii `
1
d
dÿ
i“1
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1quqpkqii qplqii .
The identity (S12) follows immediately from (S11) by symmetry. Finally, we prove (S10):
tkl
11
“ Etpw1k ´ wkqpw1l ´ wlq|ζu ´
4
d
Epwkwlq ` 2
d
Epwkwˇlq
“ E “4pζ 1i ´ ζiq2peJi QkζqpeJi Qlζq|ζ‰` E “2pζ 1i ´ ζiq3peJi QkζqpeJi Qleiq|ζ‰
` E “2pζ 1i ´ ζiq3peJi QkeiqpeJi Qlζq|ζ‰` E “pζ 1i ´ ζiq4peJi QkeiqpeJi Qleiq|ζ‰
´ 4
d
EtpζJQkζqpζJQlζqu ` 4
d
EpζJQkζqEpζJQlζq
` 2
d
EtpζJQkζqpζJQDl ζqu ´
2
d
EpζJQkζqEpζJQDl ζq
“ 4
d
dÿ
i“1
E
“pζ 1i ´ ζiq2peJi QkζqpeJi Qlζq|ζ‰` 2d
dÿ
i“1
E
“pζ 1i ´ ζiq3peJi QkζqpeJi Qleiq|ζ‰
` 2
d
dÿ
i“1
E
“pζ 1i ´ ζiq3peJi QkeiqpeJi Qlζq|ζ‰` 1d
dÿ
i“1
E
“pζ 1i ´ ζiq4peJi QkeiqpeJi Qleiq|ζ‰
´ 4
d
dÿ
i,j,m,n“1
Epζiζjζmζnqqpkqij qplqmn `
2
d
dÿ
i,j,m“1
Epζiζjζ2mqqpkqij qplqmm `
2
d
dÿ
i,j“1
q
pkq
ii q
plq
jj
“ 4
d
dÿ
i“1
E
“tpζ 1iq2 ´ 2ζ 1iζi ` ζ2i upeJi QkζqpeJi Qlζq|ζ‰
` 2
d
dÿ
i“1
E
“tpζ 1iq3 ´ 3pζ 1iq2ζi ` 3ζ 1iζ2i ´ ζ3i utpeJi QkζqpeJi Qleiq ` peJi QkeiqpeJi Qlζqu|ζ‰
` 1
d
dÿ
i“1
E
“tpζ 1iq4 ´ 4pζ 1iq3ζi ` 6pζ 1iq2ζ2i ´ 4ζ 1iζ3i ` ζ4i upeJi QkeiqpeJi Qleiq|ζ‰
´ 4
d
ÿ
1ďm‰nďd
dÿ
i,j“1
Epζiζjζmζnqqpkqij qplqmn ´
2
d
dÿ
i,j,m“1
Epζiζjζ2mqqpkqij qplqmm `
2
d
dÿ
i,j“1
q
pkq
ii q
plq
jj
“ 4
d
dÿ
i“1
p1` ζ2i qpeJi QkζqpeJi Qlζq
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` 2
d
dÿ
i“1
pµp3qi ´ 3ζi ´ ζ3i qtpeJi QkζqpeJi Qleiq ` peJi QkeiqpeJi Qlζqu
` 1
d
dÿ
i“1
pµp4qi ´ 4µp3qi ζi ` 6ζ2i ` ζ4i qpeJi QkeiqpeJi Qleiq
´ 8
d
ÿ
1ďi‰jďd
q
pkq
ij q
plq
ij ´
2
d
dÿ
i“1
pµp4qi ´ 1qqpkqii qplqii
“ 4
d
dÿ
i,j,m“1
ζiζjp1` ζ2mqqpkqmi qplqmj `
2
d
dÿ
i,j“1
ζjpµp3qi ´ 3ζi ´ ζ3i qpqpkqij qplqii ` qpkqii qplqij q
` 1
d
dÿ
i“1
pµp4qi ´ 4µp3qi ζi ` 6ζ2i ` ζ4i qqpkqii qplqii ´
8
d
dÿ
i,j“1
q
pkq
ij q
plq
ij ´
2
d
dÿ
i“1
pµp4qi ´ 5qqpkqii qplqii
“ 4
d
dÿ
m“1
ÿ
1ďi‰jďd
ζiζjp1` ζ2mqqpkqmi qplqmj `
2
d
ÿ
1ďi‰jďd
ζjpµp3qi ´ 3ζi ´ ζ3i qpqpkqij qplqii ` qpkqii qplqij q
` 4
d
ÿ
1ďi‰jďd
tpζ2i ζ2j ´ 1q ` pζ2j ´ 1quqpkqij qplqij `
1
d
dÿ
i“1
tpζ4i ´ 1q ´ 2pζ2i ´ 1quqpkqii qplqii .
The identity (S10) and the lemma follow.
Lemma S2. Assume that the conditions of Theorem 2 and Lemma S1 hold and let cpγq “
4096pγ ` 1q8. Then
Etptkl
11
q2u ď 8t108cpγq
2 ` 763cpγq ` 930u
d
}Qk}2}Ql}2 (S18)
Etptkl
12
q2u ď 2t24cpγq
2 ` 69cpγq ` 1u
d
}Qk}2}Ql}2, (S19)
Etptkl
21
q2u ď 2t24cpγq
2 ` 69cpγq ` 1u
d
}Qk}2}Ql}2, (S20)
Etptkl22q2u ď
cpγq ` 4
d
}Qk}2}Ql}2. (S21)
Proof. First note that (2) implies Ep|ζi|mq ď cpγq, m “ 1, . . . , 8. This moment bound for the
ζi will be used repeatedly below. Each bound in the lemma follows from a direct calculations.
However, (S18) is substantially more involved than the others; we save this bound until the
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end. First, we derive (S21). We have
Etptkl
22
q2u “ 1
d2
dÿ
i“1
E
”
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1qu2
ı
pqpkqii qplqii q2
ď 1
d2
dÿ
i“1
E
 pζ4i ´ 2ζ2i q2( pqpkqii qplqii q2
“ 1
d2
dÿ
i“1
pµp8qi ´ 4µp6qi ` 4qpqpkqii qplqii q2
ď cpγq ` 4
d
}Qk}2}Ql}2.
Next, we prove (S19). Let µ3 “ pµp3q1 , . . . , µp3qd qJ P Rd and, for matrices A,B, let A ˝B denote
their Hadamard product. Then
Etptkl12q2u ď
8
d2
ÿ
1ďi‰jďd
ÿ
1ďm‰nďd
E
!
ζjζnpµp3qi ´ ζi ` ζ3i qpµp3qm ´ ζm ` ζ3mq
)
q
pkq
ij q
plq
ij q
pkq
mnq
plq
mn
` 2
d2
dÿ
i“1
E
”
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1qu2
ı
pqpkqii qplqii q2
ď 8
d2
ÿ
1ďi‰jďd
E
!
ζjpµp3qj ´ ζj ` ζ3j q
)
E
!
ζipµp3qi ´ ζi ` ζ3i q
)
pqpkqij qplqij q2
` 8
d2
ÿ
1ďi‰jďd
E
!
ζ2j pµp3qi ´ ζi ` ζ3i q2
)
pqpkqij qplqij q2
` 8
d2
ÿ
1ďi‰j‰mďd
E
!
ζ2j pµp3qi ´ ζi ` ζ3i qpµp3qm ´ ζm ` ζ3mq
)
q
pkq
ij q
plq
ij q
pkq
mjq
plq
mj
` 2
d2
dÿ
i“1
E
 pζ4i ´ 2ζ2i q2( pqpkqii qplqii q2
“ 32
d2
ÿ
1ďi‰j‰mďd
µ
p3q
i µ
p3q
j q
pkq
im q
plq
miq
pkq
jmq
plq
mj
` 8
d2
ÿ
1ďi‰jďd
tµp6qi ` µp4qi µp4qj ´ 3µp4qi ´ µp4qj ` 3pµp3qi q2 ` 2upqpkqij qplqij q2
` 2
d2
dÿ
i“1
pµp8qi ´ 4µp6qi ` 4qpqpkqii qplqii q2
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“ 32
d2
dÿ
i,j,m“1
µ
p3q
i µ
p3q
j q
pkq
im q
plq
miq
pkq
jmq
plq
mj
´ 64
d2
dÿ
i,j“1
µ
p3q
i µ
p3q
j q
pkq
ii q
plq
ii q
pkq
ji q
plq
ij
` 8
d2
dÿ
i,j“1
tµp6qi ` µp4qi µp4qj ´ 3µp4qi ´ µp4qj ´ pµp3qi q2 ` 2upqpkqij qplqij q2
` 2
d2
dÿ
i“1
tµp8qi ´ 8µp6qi ´ 4pµp4qi q2 ` 16µp4qi ` 20pµp3qi q2 ´ 4upqpkqii qplqii q2
ď 32
d2
µJ
3
pQk ˝Qlq2µ3 ´
64
d2
µJ
3
QDkQ
D
l pQk ˝Qlqµ3
` 8tcpγq ` cpγq
2 ` 2u
d2
trtpQk ˝Qlq2u ` 2t17cpγq ` 20cpγq
2u
d
}Qk}2}Ql}2
ď 32cpγq
d
}Qk ˝Ql}2 ` 64cpγq
d
}Qk}}Ql}}Qk ˝Ql}
` 8tcpγq ` cpγq
2 ` 2u
d
}Qk ˝Ql}2 ` 2t17cpγq ` 20cpγq
2u
d
}Qk}2}Ql}2
ď 2t24cpγq
2 ` 69cpγq ` 1u
d
}Qk}2}Ql}2,
where we have used the fact that }Qk ˝Ql} ď }Qk}}Ql} (Theorem 3.1 of (Horn and Mathias,
1990)). Thus, we have proved (S19); (S20) follows immediately by symmetry. Finally, we
bound the second moment of tkl
11
. Observe that
Etptkl
11
q2u ď D1 `D2 `D3 `D4, (S22)
where
D1 “ 64
d2
dÿ
m,n“1
ÿ
1ďi‰jďd
1ďu‰vďd
E
 
ζiζjζuζvp1` ζ2mqp1` ζ2nq
(
q
pkq
im q
plq
mjq
pkq
un q
plq
nv,
D2 “ 16
d2
ÿ
1ďi‰jďd
ÿ
1ďm‰nďd
E
!
ζjζnpµp3qi ´ 3ζi ´ ζ3i qpµp3qm ´ 3ζm ´ ζ3mq
)
¨ pqpkqij qplqii ` qpkqii qplqij qpqpkqmnqplqmm ` qpkqmmqplqmnq,
D3 “ 64
d2
ÿ
1ďi‰jďd
ÿ
1ďm‰nďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2mζ2n ´ 1q ` pζ2n ´ 1qu‰ qpkqij qplqij qpkqmnqplqmn,
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D4 “ 4
d2
dÿ
i“1
E
”
tpζ4i ´ µp4qi q ´ 2pζ2i ´ 1qu2
ı
pqpkqii qplqii q2.
We bound D1, D2, D3, D4 separately. First we consider D1, the most complicated term. Define
the diagonal matrix Mk “ diagpµpkq1 , . . . , µpkqd q and observe that
D1 “ 64
d2
dÿ
m,n“1
ÿ
1ďi‰jďd
E
 
ζ2i ζ
2
j p1` ζ2mqp1` ζ2nq
( pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q
“ 64
d2
ÿ
1ďi‰j‰m‰nďd
E
 
ζ2i ζ
2
j p1` ζ2mqp1` ζ2nq
( pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q
` 64
d2
ÿ
1ďi‰j‰mďd
E
 
ζ2i ζ
2
j p1` ζ2i qp1` ζ2mq
( pqpkqii qplqij qpkqim qplqmj ` qpkqii qplqij qpkqjmqplqmiq
` 64
d2
ÿ
1ďi‰j‰mďd
E
 
ζ2i ζ
2
j p1` ζ2j qp1` ζ2mq
( pqpkqij qplqjj qpkqim qplqmj ` qpkqij qplqjj qpkqjmqplqmiq
` 64
d2
ÿ
1ďi‰j‰mďd
E
 
ζ2i ζ
2
j p1` ζ2mqp1` ζ2i q
( pqpkqim qplqmjqpkqii qplqij ` qpkqim qplqmjqpkqji qplqii q
` 64
d2
ÿ
1ďi‰j‰mďd
E
 
ζ2i ζ
2
j p1` ζ2mqp1` ζ2j q
( pqpkqim qplqmjqpkqij qplqjj ` qpkqim qplqmjqpkqjj qplqji q
` 64
d2
ÿ
1ďi‰jďd
E
 
ζ2i ζ
2
j p1` ζ2i q2
( pqpkqii qplqij qpkqii qplqij ` qpkqii qplqij qpkqji qplqii q
` 64
d2
ÿ
1ďi‰jďd
E
 
ζ2i ζ
2
j p1` ζ2i qp1` ζ2j q
( pqpkqii qplqij qpkqij qplqjj ` qpkqii qplqij qpkqjj qplqji q
` 64
d2
ÿ
1ďi‰jďd
E
 
ζ2i ζ
2
j p1` ζ2j qp1` ζ2i q
( pqpkqij qplqjj qpkqii qplqij ` qpkqij qplqjj qpkqji qplqii q
` 64
d2
ÿ
1ďi‰jďd
E
 
ζ2i ζ
2
j p1` ζ2j q2
( pqpkqij qplqjj qpkqij qplqjj ` qpkqij qplqjj qpkqjj qplqji q
“ 256
d2
ÿ
1ďi‰j‰m‰nďd
pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q
` 128
d2
ÿ
1ďi‰j‰mďd
p1` µp4qi qpqpkqii qplqij qpkqim qplqmj ` qpkqii qplqij qpkqjmqplqmiq
` 128
d2
ÿ
1ďi‰j‰mďd
p1` µp4qj qpqpkqij qplqjj qpkqim qplqmj ` qpkqij qplqjj qpkqjmqplqmiq
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` 128
d2
ÿ
1ďi‰j‰mďd
p1` µp4qi qpqpkqim qplqmjqpkqii qplqij ` qpkqim qplqmjqpkqji qplqii q
` 128
d2
ÿ
1ďi‰j‰mďd
p1` µp4qj qpqpkqim qplqmjqpkqij qplqjj ` qpkqim qplqmjqpkqjj qplqji q
` 64
d2
ÿ
1ďi‰jďd
pµp6qi ` 2µp4qi ` 1qpqpkqii qplqij qpkqii qplqij ` qpkqii qplqij qpkqji qplqii q
` 64
d2
ÿ
1ďi‰jďd
pµp4qi ` 1qpµp4qj ` 1qpqpkqii qplqij qpkqij qplqjj ` qpkqii qplqij qpkqjj qplqji q
` 64
d2
ÿ
1ďi‰jďd
pµp4qi ` 1qpµp4qj ` 1qpqpkqij qplqjj qpkqii qplqij ` qpkqij qplqjj qpkqji qplqii q
` 64
d2
ÿ
1ďi‰jďd
pµp6qj ` 2µp4qj ` 1qpqpkqij qplqjj qpkqij qplqjj ` qpkqij qplqjj qpkqjj qplqji q
“ 256
d2
dÿ
m,n“1
ÿ
1ďi‰jďd
pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q
` 128
d2
ÿ
1ďi‰j‰mďd
pµp4qi ´ 1qpqpkqii qplqij qpkqim qplqmj ` qpkqii qplqij qpkqjmqplqmiq
` 128
d2
ÿ
1ďi‰j‰mďd
pµp4qj ´ 1qpqpkqij qplqjj qpkqim qplqmj ` qpkqij qplqjj qpkqjmqplqmiq
` 128
d2
ÿ
1ďi‰j‰mďd
pµp4qi ´ 1qpqpkqim qplqmjqpkqii qplqij ` qpkqim qplqmjqpkqji qplqii q
` 128
d2
ÿ
1ďi‰j‰mďd
pµp4qj ´ 1qpqpkqim qplqmjqpkqij qplqjj ` qpkqim qplqmjqpkqjj qplqji q
` 64
d2
ÿ
1ďi‰jďd
pµp6qi ` 2µp4qi ´ 3qpqpkqii qplqij qpkqii qplqij ` qpkqii qplqij qpkqji qplqii q
` 64
d2
ÿ
1ďi‰jďd
pµp4qi µp4qj ` µp4qi ` µp4qj ´ 3qpqpkqii qplqij qpkqij qplqjj ` qpkqii qplqij qpkqjj qplqji q
` 64
d2
ÿ
1ďi‰jďd
pµp4qi µp4qj ` µp4qi ` µp4qj ´ 3qpqpkqij qplqjj qpkqii qplqij ` qpkqij qplqjj qpkqji qplqii q
` 64
d2
ÿ
1ďi‰jďd
pµp6qj ` 2µp4qj ´ 3qpqpkqij qplqjj qpkqij qplqjj ` qpkqij qplqjj qpkqjj qplqji q
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“ 256
d2
dÿ
m,n“1
ÿ
1ďi‰jďd
pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q
` 256
d2
dÿ
1ďi‰j‰mďd
pµp4qi ´ 1qpqpkqii qplqij qpkqim qplqmj ` qpkqii qplqij qpkqjmqplqmi
` qpkqji qplqii qpkqjmqplqmi ` qpkqji qplqii qpkqim qplqmjq
` 64
d2
ÿ
1ďi‰jďd
pµp6qi ` 2µp4qi ´ 3qpqpkqii qplqij qpkqii qplqij ` qpkqii qplqij qpkqji qplqii
` qpkqji qplqii qpkqji qplqii ` qpkqji qplqii qpkqii qplqij q
` 64
d2
ÿ
1ďi‰jďd
pµp4qi µp4qj ` µp4qi ` µp4qj ´ 3qpqpkqii qplqij qpkqjj qplqji ` 2qpkqii qplqij qpkqij qplqjj
` qpkqij qplqjj qpkqji qplqii q
“ 256
d2
dÿ
i,j,m,n“1
pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q ´
512
d2
dÿ
i,j,m“1
q
pkq
ij q
plq
ji q
pkq
im q
plq
mi
` 256
d2
dÿ
i,j,m“1
pµp4qi ´ 1qpqpkqii qplqij qpkqim qplqmj ` qpkqii qplqij qpkqjmqplqmi
` qpkqji qplqii qpkqjmqplqmi ` qpkqji qplqii qpkqim qplqmjq
´ 256
d2
dÿ
i,j“1
pµp4qi ´ 1q
!
pqpkqii qplqij q2 ` pqpkqji qplqii q2
)
´ 256
d2
dÿ
i,j“1
pµp4qi ´ 1qpqpkqii qplqij qpkqij qplqjj ` qpkqii qplqij qpkqjj qplqji
` qpkqji qplqii qpkqjj qplqji ` qpkqji qplqii qpkqij qplqjj q
´ 1536
d2
dÿ
i,j“1
pµp4qi ´ 1qqpkqii qplqii qpkqij qplqji
` 2048
d2
dÿ
i“1
pµp4qi ´ 1qpqpkqii qplqii q2
` 64
d2
dÿ
i,j“1
pµp6qi ` 2µp4qi ´ 3qpqpkqii qplqij qpkqii qplqij ` qpkqii qplqij qpkqji qplqii
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` qpkqji qplqii qpkqji qplqii ` qpkqji qplqii qpkqii qplqij q
` 64
d2
dÿ
i,j“1
pµp4qi µp4qj ` µp4qi ` µp4qj ´ 3qpqpkqii qplqij qpkqjj qplqji ` 2qpkqii qplqij qpkqij qplqjj
` qpkqij qplqjj qpkqji qplqii q
´ 256
d2
dÿ
i“1
!
µ
p6q
i ` pµp4qi q2 ` 4µp4qi ´ 6
)
pqpkqii qplqii q2
“ 256
d2
dÿ
i,j,m,n“1
pqpkqim qplqmjqpkqin qplqnj ` qpkqim qplqmjqpkqjn qplqni q ´
512
d2
dÿ
i,j,m“1
q
pkq
ij q
plq
ji q
pkq
im q
plq
mi
` 256
d2
dÿ
i,j,m“1
pµp4qi ´ 1qpqpkqii qplqij qpkqim qplqmj ` qpkqii qplqij qpkqjmqplqmi
` qpkqji qplqii qpkqjmqplqmi ` qpkqji qplqii qpkqim qplqmjq
` 64
d2
dÿ
i,j“1
pµp6qi ´ 2µp4qi ` 1q
!
pqpkqii qplqij q2 ` pqpkqji qplqii q2
)
` 128
d2
dÿ
i,j“1
pµp6qi ´ 10µp4qi ` 9qqpkqii qplqii qpkqij qplqji
` 64
d2
dÿ
i,j“1
pµp4qi µp4qj ´ 3µp4qi ` µp4qj ` 1qpqpkqii qplqij qpkqij qplqjj ` qpkqii qplqij qpkqjj qplqji
` qpkqji qplqii qpkqjj qplqji ` qpkqji qplqii qpkqij qplqjj q
´ 256
d2
dÿ
i“1
!
µ
p6q
i ` pµp4qi q2 ´ 4µp4qi ` 2
)
pqpkqii qplqii q2
“ 256
d2
ttrpQkQlQlQkq ` trpQkQlQkQlqu ´ 512
d2
tr tpQkQlq ˝ pQkQlqu
` 256
d2
“
tr
 pM4 ´ IqQDkQlQlQk(` tr  pM4 ´ IqQDkQlQkQl(‰
` 256
d2
“
tr
 pM4 ´ IqQDl QkQkQl(` tr  pM4 ´ IqQDl QkQlQk(‰
` 64
d2
“
tr
 pM6 ´ 2M4 ` 1qQDkQlQlQDl (` tr  pM6 ´ 2M4 ` 1qQDl QkQkQDl (‰
` 128
d2
tr
 pM6 ´ 10M4 ` 9qQDkQkQDl Ql(
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` 64
d2
tr
 
M4Q
D
kQlM4Q
D
l Qk ´ 3M4QDkQlQDl Qk `QDkQlM4QDl Qk `QDkQlQDl Qk
(
` 64
d2
tr
 
M4Q
D
kQlM4Q
D
kQl ´ 3M4QDkQlQDkQl `QDkQlM4QDkQl `QDkQlQDkQl
(
` 64
d2
tr
 
M4Q
D
l QkM4Q
D
kQl ´ 3M4QDl QkQDkQl `QDl QkM4QDkQl `QDl QkQDkQl
(
` 64
d2
tr
 
M4Q
D
l QkM4Q
D
l Qk ´ 3M4QDl QkQDl Qk `QDl QkM4QDl Qk `QDl QkQDl Qk
(
´ 256
d2
tr
 pM6 `M24 ´ 4M4 ` 2qpQDkQDl q2(
ď 512
d
}Qk}2}Ql}2 ` 512
d
}Qk}2}Ql}2 ` 1024tcpγq ` 1u
d
}Qk}2}Ql}2
` 128t3cpγq ` 1u
d
}Qk}2}Ql}2 ` 128t11cpγq ` 9u
d
}Qk}2}Ql}2
` 256tcpγq
2 ` 4cpγq ` 1u
d
}Qk}2}Ql}2 ` 256tcpγq
2 ` 5cpγq ` 2u
d
}Qk}2}Ql}2
“ 512tcpγq
2 ` 10cpγq ` 8u
d
}Qk}2}Ql}2. (S23)
To bound D2,
D2 “ 16
d2
ÿ
1ďi‰jďd
E
!
ζ2j pµp3qi ´ 3ζi ´ ζ3i q2
)
pqpkqij qplqii ` qpkqii qplqij q2
` 16
d2
ÿ
1ďi‰jďd
E
!
ζjpµp3qj ´ 3ζj ´ ζ3j q
)
E
!
ζipµp3qi ´ 3ζi ´ ζ3i q
)
¨ pqpkqij qplqii ` qpkqii qplqij qpqpkqji qplqjj ` qpkqjj qplqji q
“ 16
d2
ÿ
1ďi‰jďd
!
µ
p6q
i ` 6µp4qi ´ pµp3qi q2 ` 9
)
pqpkqij qplqii ` qpkqii qplqij q2
` 16
d2
ÿ
1ďi‰jďd
pµp4qi ` 3qpµp4qj ` 3qpqpkqij qplqii ` qpkqii qplqij qpqpkqji qplqjj ` qpkqjj qplqji q
“ 16
d2
dÿ
i,j“1
!
µ
p6q
i ` 6µp4qi ´ pµp3qi q2 ` 9
)
pqpkqij qplqii ` qpkqii qplqij q2
` 16
d2
dÿ
i,j“1
pµp4qi ` 3qpµp4qj ` 3qpqpkqij qplqii ` qpkqii qplqij qpqpkqji qplqjj ` qpkqjj qplqji q
L.H. Dicker and M.A Erdogdu/Quadratic forms and variance components estimation 49
´ 16
d2
dÿ
i“1
!
µ
p6q
i ´ pµp4qi q2 ´ pµp3qi q2
)
pqpkqii qplqii q2
ď 16t7cpγq ` 9u
d2
dÿ
i,j“1
pqpkqij qplqii q2 `
32t7cpγq ` 9u
d2
dÿ
i,j“1
q
pkq
ij q
plq
ii q
pkq
ii q
plq
ij `
16t7cpγq ` 9u
d2
dÿ
i,j“1
pqpkqii qplqij q2
` 16
d2
dÿ
i,j“1
pµp4qi ` 3qpµp4qj ` 3qqpkqji qplqii qpkqij qplqjj `
16
d2
dÿ
i,j“1
pµp4qi ` 3qpµp4qj ` 3qqpkqji qplqii qpkqjj qplqji
` 16
d2
dÿ
i,j“1
pµp4qi ` 3qpµp4qj ` 3qqpkqii qplqij qpkqij qplqjj `
16
d2
dÿ
i,j“1
pµp4qi ` 3qpµp4qj ` 3qqpkqii qplqij qpkqjj qplqji
` 32cpγq
2
d
}Qk}2}Ql}2
“ 16t7cpγq ` 9u
d2
“
trtQDl QkQkQDl u ` 2trpQDkQkQlQDl q ` trtQDkQlQlQDk u
‰
` 16
d2
“
tr
 pM4 ` 3IqQDl QkpM4 ` 3IqQDl Qk(` tr  pM4 ` 3IqQDl QkpM4 ` 3IqQDkQl(‰
` 16
d2
“
tr
 pM4 ` 3IqQDkQlpM4 ` 3IqQDl Qk(` tr  pM4 ` 3IqQDkQlpM4 ` 3IqQDkQl(‰
` 32cpγq
2
d
}Qk}2}Ql}2
ď 64t7cpγq ` 9u
d
}Qk}2}Ql}2 ` 64tcpγq ` 3u
2
d
}Qk}2}Ql}2 ` 32cpγq
2
d
}Qk}2}Ql}2
“ 32t3cpγq
2 ` 26cpγq ` 36u
d
}Qk}2}Ql}2. (S24)
Next, we bound D3:
D3 “ 64
d2
ÿ
1ďi‰j‰mďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2i ζ2m ´ 1q ` pζ2m ´ 1qu‰ qpkqij qplqij qpkqim qplqim
` 64
d2
ÿ
1ďi‰j‰mďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2j ζ2m ´ 1q ` pζ2m ´ 1qu‰ qpkqij qplqij qpkqjmqplqjm
` 64
d2
ÿ
1ďi‰j‰mďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2mζ2i ´ 1q ` pζ2i ´ 1qu‰ qpkqij qplqij qpkqmi qplqmi
` 64
d2
ÿ
1ďi‰j‰mďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2mζ2j ´ 1q ` pζ2j ´ 1qu‰ qpkqij qplqij qpkqmjqplqmj
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` 64
d2
ÿ
1ďi‰jďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2i ζ2j ´ 1q ` pζ2j ´ 1qu‰ pqpkqij qplqij q2
` 64
d2
ÿ
1ďi‰jďd
E
“tpζ2i ζ2j ´ 1q ` pζ2j ´ 1qutpζ2j ζ2i ´ 1q ` pζ2i ´ 1qu‰ pqpkqij qplqij q2
“ 64
d2
ÿ
1ďi‰j‰mďd
pµp4qi ´ 1qqpkqij qplqij qpkqim qplqim
` 64
d2
ÿ
1ďi‰j‰mďd
p2µp4qj ´ 2qqpkqij qplqij qpkqjmqplqjm
` 64
d2
ÿ
1ďi‰j‰mďd
pµp4qi ´ 1qqpkqij qplqij qpkqmi qplqmi
` 64
d2
ÿ
1ďi‰j‰mďd
p4µp4qj ´ 4qqpkqij qplqij qpkqmjqplqmj
` 64
d2
ÿ
1ďi‰jďd
tpµp4qi ` 3qµp4qj ´ 4upqpkqij qplqij q2
` 64
d2
ÿ
1ďi‰jďd
pµp4qi µp4qj ` µp4qi ` µp4qj ´ 3qpqpkqij qplqij q2
“ 512
d2
ÿ
1ďi‰j‰mďd
pµp4qi ´ 1qqpkqij qplqij qpkqim qplqim
` 64
d2
ÿ
1ďi‰jďd
p2µp4qi µp4qj ` 4µp4qj ` µp4qi ´ 7qpqpkqij qplqij q2
“ 512
d2
dÿ
i,j,m“1
pµp4qi ´ 1qqpkqij qplqij qpkqim qplqim
´ 512
d2
dÿ
i,j“1
pµp4qi ´ 1qqpkqij qplqij qpkqii qplqii
´ 512
d2
dÿ
i,j“1
pµp4qi ´ 1qpqpkqij qplqij q2
´ 512
d2
dÿ
i,j“1
pµp4qi ´ 1qqpkqii qplqii qpkqij qplqij
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` 1024
d2
dÿ
i“1
pµp4qi ´ 1qpqpkqii qplqii q2
` 64
d2
dÿ
i,j“1
p2µp4qi µp4qj ` 4µp4qj ` µp4qi ´ 7qpqpkqij qplqij q2
´ 64
d2
dÿ
i“1
!
2pµp4qi q2 ` 5µp4qi ´ 7
)
pqpkqii qplqii q2
“ 512
d2
dÿ
i,j,m“1
pµp4qi ´ 1qqpkqij qplqij qpkqim qplqim ´
1024
d2
dÿ
i,j“1
pµp4qi ´ 1qqpkqii qplqii qpkqij qplqij
` 64
d2
dÿ
i,j“1
p2µp4qi µp4qj ´ 4µp4qj ` µp4qi ` 1qpqpkqij qplqij q2
´ 64
d2
dÿ
i“1
!
2pµp4qi q2 ´ 11µp4qi ` 9
)
pqpkqii qplqii q2
“ 512
d2
tr tpM4 ´ IqpQkQlq ˝ pQkQlqu ´ 1024
d2
tr
 pM4 ´ IqQDkQDl QkQl(
` 128
d2
tr tM4pQk ˝QlqM4pQk ˝Qlq ´ 2pQk ˝QlqM4pQk ˝Qlqu
` 64
d2
tr
 
M4pQk ˝Qlq2 ` pQk ˝Qlq2
(´ 64
d2
tr
 p2M2
4
´ 11M4 ` 9qpQDkQDl q2
(
ď 128t2cpγq
2 ` 20cpγq ` 17u
d
}Qk}2}Ql}2. (S25)
It remains to bound D4, but this is easy. By (S13),
D4 ď 4tcpγq ` 4u
d
}Qk}2}Ql}2. (S26)
Combining (S22) and (S23)–(S26) yields
Etptkl
11
q2u ď 8t108cpγq
2 ` 763cpγq ` 930u
d
}Qk}2}Ql}2.
The lemma follows.
Lemma S3. Assume that the random variables β1, . . . , βp, ǫ1, . . . , ǫn satisfy (9). Additionally,
define
ωpΛq “ 1pλ1 ` 1q2pλ´1n0 ` 1q2
. (S27)
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(a) There is an absolute constant 0 ă C ă 8 such that
P
#
sup
0ďη2ă8
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r ˇˇˇˇˇX
+
ď C exp
„
´ n
C
min
"
r2
γ4
ωpΛq2, r
γ2
ωpΛq
*
for all r ě 0.
(b) Assume that n0 “ n. There is an absolute constant 0 ă C ă 8 such that
P
#
sup
0ďη2ă8
η2
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r ˇˇˇˇˇX
+
ď C exp
„
´ n
C
min
"
r2
γ4
ωpΛq2, r
γ2
ωpΛq
*
for all r ě 0.
Proof. Define ζ “ pp1{2βJ, ǫJqJ P Rp`n and tipη2q “ pη2λi ` 1q´1. Then
σ2˚pη2q “
1
n
ζJQpη2qζ,
where Qpη2q “ V T pη2qV J, T pη2q “ diagtt1pη2q, . . . , tnpη2qu and
V “
„
p´1{2XJ
I

U.
Thus, σ2˚pη2q can be expressed as a quadratic form and we can apply Theorem 1with K “ 1.
We prove part (b) of the lemma first. Assume that n0 “ n and notice
P
#
sup
0ďη2ă8
η2
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r ˇˇˇˇˇX
+
“ P
«
sup
0ďη2ă8
η2|ζJQpη2qζ ´ EtζJQpη2qζ|Xu| ą ns
ˇˇˇˇ
ˇX
ff
ď P´1 ` P`1 , (S28)
where
P´
1
“ P
«
sup
0ďη2ď1
η2|ζJQpη2qζ ´ EtζJQpη2qζ|Xu| ą nr
ˇˇˇˇ
ˇX
ff
,
P`
1
“ P
«
sup
1ďη2ă8
η2|ζJQpη2qζ ´ EtζJQpη2qζ|Xu| ą nr
ˇˇˇˇ
ˇX
ff
.
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We’ll apply Theorem 1 twice, to P´1 and P
`
1 separately. In order to apply Theorem 1 to P
´
1 ,
we need to derive a Lipschitz bound, as in (1). For 0 ď u2, v2 ď 1,
|u2tipu2q ´ v2tipv2q| “
ˇˇˇˇ
u2
u2λi ` 1 ´
v2
v2λi ` 1
ˇˇˇˇ
ď |u2 ´ v2|.
Additionally, for η2 ě 0, we have the bounds
}V V J} ď λ1 ` 1, }η2T pη2q} ď η
2
η2λn0 ` 1
, }η2T pη2q}2
HS
ď
ˆ
η2
η2λn0 ` 1
˙2
n, (S29)
where we have used the fact that λn “ λn0 ą 0. Thus, Theorem 1 implies that there is a
constant 0 ă C´1 ă 8 such that
P´
1
ď C´
1
exp
„
´ n
C´1
min
"
r2
γ4pλ1 ` 1q2 ,
r
γ2pλ1 ` 1q
*
, (S30)
whenever r2 ě C´1 γ4pλ1 ` 1q2n´1.
We can’t immediately apply Theorem 1 to bound P`
1
, because the supremum inside the
probability is over a non-compact interval. However, observe that P`1 can be rewritten as
P`1 “ P
«
sup
0ăη2ď1
η´2|ζJQpη´2qζ ´ EtζJQpη´2qζ|Xu| ą nr
ˇˇˇˇ
ˇX
ff
.
Now we can apply Theorem 1 as soon as we derive the required Lipschitz bound. For 0 ă
u2, v2 ď 1,
|u´2tipu´2q ´ v´2tipv´2q| “
ˇˇˇˇ
1
λi ` u2 ´
1
λi ` v2
ˇˇˇˇ
ď λ´2n0 |u2 ´ v2|,
where we have again used the fact that λn “ λn0 ą 0. Combining this with (S29) and Theorem
1 implies that these exists a constant 0 ă C`1 ă 8 such that
P`
1
ď C`
1
exp
„
´ n
C`1
min
"
r2
γ4pλ1 ` 1q2pλ´1n0 ` 1q4
,
r
γ2pλ1 ` 1qpλ´1n0 ` 1q2
*
, (S31)
whenever r2 ě C`
1
γ4pλ1`1q2pλn0`1q4n´1. Part (b) of the lemma follows by combining (S28)
and (S30)–(S31).
To prove part (a), drop the assumption that n0 “ n. Our proof strategy is the same as
in part (b), but the proof is easier because we don’t need to worry about whether or not
λn “ 0. Briefly, observe that for all η2 ě 0, }T pη2q} ď 1, }T pη2q}2HS ď n. Additionally,
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if 0 ď u2, v2 ď 1, then |tipu2q ´ tipv2q| ď λ1|u2 ´ v2| and |tipu´2q ´ tipv´2q| ď λ´1n0 |u2 ´ v2|.
Proceeding just as in the proof of part (b), it follows that there are constants 0 ă C´2 , C`2 ă 8
such that
P
#
sup
0ďη2ď1
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r ˇˇˇˇˇX
+
ď C´2 exp
„
´ n
C´2
min
"
r2
γ4pλ1 ` 1q4 ,
r
γ2pλ1 ` 1q2
*
,
P
#
sup
1ďη2ă8
ˇˇ
σ2˚pη2q ´ σ20pη2q
ˇˇ ą r ˇˇˇˇˇX
+
ď C`
2
exp
„
´ n
C`2
min
"
r2
γ4pλ1 ` 1q2pλ´1n0 ` 1q2
,
r
γ2pλ1 ` 1qpλ´1n0 ` 1q
*
,
whenever r2 ě C´2 γ4pλ1 ` 1q4n´1 and r ě C`2 γ4pλ1 ` 1q2pλ´1n0 ` 1q2n´1, respectively. This
implies part (a) of the lemma.
Lemma S4. Let H0pη2q “ EtH˚pη2q|Xu, where H˚pη2q is given in (49). For η2 ě 0,
H0pη2q “ σ
2
0
2n2
nÿ
i,j“1
pη2
0
´ η2qpλi ´ λjq2
pη2λi ` 1q2pη2λj ` 1q2 , (S32)
where H0pη2q “ EtH˚pη2q|Xu. Hence,
|H0pη2q| ě σ
2
0|η20 ´ η2|
pη2λ1 ` 1q4vpΛq. (S33)
Proof. The inequality (S33) follows from (S32) and the identity
1
2n2
nÿ
i,j“1
pλj ´ λiq2 “ 1
n
nÿ
i“1
λ2i ´
1
n2
nÿ
i,j“1
λiλj “ vpΛq.
To prove (S32), rewrite H0pη2q as
H0pη2q “ σ
2
0
n
nÿ
i“1
λipη20λi ` 1q
pη2λi ` 1q2 ´ σ
2
0
˜
1
n
nÿ
i“1
λi
η2λi ` 1
¸˜
1
n
nÿ
i“1
η2
0
λi ` 1
η2λi ` 1
¸
“ σ
2
0
n2
nÿ
i,j“1
ˆ
η2
0
λi ` 1
η2λi ` 1
˙ˆ
λi
η2λi ` 1 ´
λj
η2λj ` 1
˙
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“ ´σ
2
0
n2
nÿ
i,j“1
ˆ
η20λj ` 1
η2λj ` 1
˙ˆ
λi
η2λi ` 1 ´
λj
η2λj ` 1
˙
,
where the last expression is obtained by interchanging the indices i, j in the previous expres-
sion. Adding the last two expressions yields
2H0pη2q “ σ
2
0
n2
nÿ
i,j“1
ˆ
η2
0
λi ` 1
η2λi ` 1 ´
η2
0
λj ` 1
η2λj ` 1
˙ˆ
λi
η2λi ` 1 ´
λj
η2λj ` 1
˙
“ σ
2
0
n2
nÿ
i,j“1
pη2
0
´ η2qpλi ´ λjq2
pη2λi ` 1q2pη2λj ` 1q2 .
Equation (S32) follows.
Lemma S5. Let H0pη2q “ EtH˚pη2q|Xu, where H˚pη2q is given in (49). Additionally, assume
that the random variables β1, . . . , βp, ǫ1, . . . , ǫn satisfy (9). There is an absolute constant 0 ă
C ă 8 such that
P
#
sup
0ďη2ă8
|H˚pη2q ´H0pη2q| ą r
ˇˇˇˇ
ˇX
+
ď C exp
„
´ n
C
min
"
r2
γ4pλ1 ` 1q6 ,
r
γ2pλ1 ` 1q3
*
,
for all r ě 0.
Proof. The proof is similar to that of Lemma S3. Let ζ “ pp1{2βJ, ǫJqJ P Rp`n and rewrite
H˚pη2q “ 1
n
ζJQpη2qζ,
where Qpη2q “ V T pη2qV J, T pη2q “ diagtt1pη2q, . . . , tnpη2qu,
tipη2q “ 1
n
nÿ
j“1
λi ´ λj
pη2λi ` 1q2pη2λj ` 1q , i “ 1, . . . , n,
V “
„
p´1{2XJ
I

U.
Then
P
#
sup
0ďη2ă8
|H˚pη2q ´H0pη2q| ą r
ˇˇˇˇ
ˇX
+
“ P
«
sup
0ďη2ă8
|ζJQpη2qζ ´ EtζJQpη2qζu| ą nr
ˇˇˇˇ
ˇX
ff
“ P1 ` P2, (S34)
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where
P1 “ P
«
sup
0ďη2ď1
|ζJQpη2qζ ´ EtζJQpη2qζu| ą nr
ˇˇˇˇ
ˇX
ff
,
P2 “ P
«
sup
1ďη2ă8
|ζJQpη2qζ ´ EtζJQpη2qζu| ą nr
ˇˇˇˇ
ˇX
ff
.
We bound P1 and P2 separately, using Theorem 1.
In order to apply Theorem 1, again we need to check the Lipschitz condition (1) and get
bounds for }V JV }, }T p0q}, and }T p0q}2
HS
. If 0 ď u2, v2 ď 1, then we have the Lipschitz bound
|tipu2q ´ tipv2q| “
ˇˇˇˇ
ˇ 1n
nÿ
j“1
λi ´ λj
pu2λi ` 1q2pu2λj ` 1q ´
1
n
nÿ
j“1
λi ´ λj
pv2λi ` 1q2pv2λj ` 1q
ˇˇˇˇ
ˇ
ď 1
n
nÿ
j“1
λ2iλj |λi ´ λj||v6 ´ u6|
pu2λi ` 1q2pu2λj ` 1qpv2λi ` 1q2pv2λj ` 1q
` 1
n
nÿ
j“1
pλ2i ` 2λiλjq|λi ´ λj||v4 ´ u4|
pu2λi ` 1q2pu2λj ` 1qpv2λi ` 1q2pv2λj ` 1q
` 1
n
nÿ
j“1
p2λi ` λjq|λi ´ λj||v2 ´ u2|
pu2λi ` 1q2pu2λj ` 1qpv2λi ` 1q2pv2λj ` 1q
ď 24λ2
1
|u2 ´ v2|, (S35)
for i “ 1, . . . , n. Additionally, for η2 ě 0,
}V JV } ď λ1 ` 1, }T pη2q} ď 2λ1, }T pη2q}2HS ď 4λ21n. (S36)
Thus, Theorem 1 and (S35)–(S36) imply that there is a constant 0 ă C1 ă 8 such that
P1 ď C1 exp
„
´ n
C1
min
"
r2
γ4pλ1 ` 1q6 ,
r
γ2pλ1 ` 1q3
*
, (S37)
whenever r2 ě C1γ4pλ1 ` 1q6n´1.
Turning our attention to P2, we have
P2 “ P
«
sup
0ăη2ď1
|ζJQpη´2qζ ´ EtζJQpη´2qζu| ą r
ˇˇˇˇ
ˇX
ff
. (S38)
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We aim to apply Theorem 1 again, but first need the following Lipschitz bound:
|tipu´2q ´ tipv´2q| “
ˇˇˇˇ
ˇ1n
nÿ
j“1
u6pλi ´ λjq
pλi ` u2q2pλj ` u2q ´
1
n
nÿ
j“1
v6pλi ´ λjq
pλi ` v2q2pλj ` v2q
ˇˇˇˇ
ˇ
ď 1
n
nÿ
j“1
λ2iλj|λi ´ λj||u6 ´ v6|
pλi ` u2q2pλj ` u2qpλi ` v2q2pλj ` v2q
` 1
n
nÿ
j“1
u2v2pλ2i ` 2λiλjq|λi ´ λj||u4 ´ v4|
pλi ` u2q2pλj ` u2qpλi ` v2q2pλj ` v2q
` 1
n
nÿ
j“1
u4v4p2λi ` λjq|λi ´ λj||u2 ´ v2|
pλi ` u2q2pλj ` u2qpλi ` v2q2pλj ` v2q
ď 24|u2 ´ v2|, (S39)
for 0 ď u2, v2 ď 1, i “ 1, . . . , n. Now apply Theorem 1, using (S36) and (S39), to conclude
that there is a constant 0 ă C2 ă 8 such that
P
«
sup
0ăη2ď1
|ζJQpη´2qζ ´ EtζJQpη´2qζu| ą r
ˇˇˇˇ
ˇX
ff
ď C2 exp
„
´ n
C2
min
"
r2
γ4pλ1 ` 1q6 ,
r
γ2pλ1 ` 1q3
*
, (S40)
whenever r2 ě C2γ4pλ1` 1q6n´1. The lemma follows from (S34), (S37)–(S38), and (S40).
Lemma S6. Let
χpη20,Λq “
1
2pη2
0
` 1q4pλ1 ` 1q4pλ´1n0 ` 1q2
.
(a) Suppose n0 “ n. Then
ℓ0pη20q ´ ℓ0pη2q ě
pη2 ´ η20q2χpη20,Λq
p|η2 ´ η20| ` 1q2
¨ vpΛq, η2, η2
0
ě 0.
(b) If n0 ă n, then
ℓ0pη20q ´ ℓ0pη2q ě
pη2 ´ η2
0
q2χpη2
0
,Λq
p|η2 ´ η20 | ` 1q2
¨
´
1´ n0
n
¯ n0
n
, η2, η2
0
ě 0.
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Proof. Let T pη2q “ η2a ` b, where a, b ě 0 are nonnegative numbers to be specified further
below, and note that
ℓ0pη20q ´ ℓ0pη2q “
1
2
log
#
T pη2q
n
nÿ
i“1
η20λi ` 1
η2λi ` 1
+
´ 1
2n
nÿ
i“1
log
"
T pη2q
ˆ
η20λi ` 1
η2λi ` 1
˙*
. (S41)
By Taylor’s theorem,
log
"
T pη2q
ˆ
η2
0
λi ` 1
η2λi ` 1
˙*
ď log
#
T pη2q
n
nÿ
i“1
η2
0
λi ` 1
η2λi ` 1
+
`
˜
1
n
nÿ
i“1
η2
0
λi ` 1
η2λi ` 1
¸´1˜
η2
0
λj ` 1
η2λj ` 1 ´
1
n
nÿ
i“1
η2
0
λi ` 1
η2λi ` 1
¸
´ 1
2h2j
˜
η20λj ` 1
η2λj ` 1 ´
1
n
nÿ
i“1
η20λi ` 1
η2λi ` 1
¸2
T pη2q2, (S42)
where hj ě 0 is between
T pη2q
ˆ
η20λi ` 1
η2λi ` 1
˙
and
T pη2q
n
nÿ
i“1
η20λi ` 1
η2λi ` 1 .
Now let h ě 0 be any number satisfying maxj“1,...,n hj ď h. Summing from j “ 1, . . . , n in
(S42) and plugging this in to (S41) yields
ℓ0pη20q ´ ℓ0pη2q ě
T pη2q2
2h2
∆pη2, η20q, (S43)
where
∆pη2, η20q “
1
n
nÿ
j“1
˜
η2
0
λj ` 1
η2λj ` 1 ´
1
n
nÿ
i“1
η2
0
λi ` 1
η2λi ` 1
¸2
“ 1
n
nÿ
i“1
ˆ
η20λi ` 1
η2λi ` 1
˙2
´
˜
1
n
nÿ
i“1
η20λi ` 1
η2λi ` 1
¸2
“ η
2
0
´ η2
n2
nÿ
i,j“1
pη2
0
λi ` 1qpλi ´ λjq
pη2λi ` 1q2pη2λj ` 1q
“ ´η
2
0
´ η2
n2
nÿ
i,j“1
pη2
0
λj ` 1qpλi ´ λjq
pη2λi ` 1qpη2λj ` 1q2 .
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Adding the last two expressions above and dividing by two, we obtain
∆pη2, η2
0
q “ pη
2 ´ η20q2
2n2
nÿ
i,j“1
pλi ´ λjq2
pη2λi ` 1q2pη2λj ` 1q2 .
Thus, combining this with (S43), it follows that
ℓ0pη20q ´ ℓ0pη2q ě
pη2a` bq2pη2 ´ η2
0
q2
4h2n2
nÿ
i,j“1
pλi ´ λjq2
pη2λi ` 1q2pη2λj ` 1q2 . (S44)
Now we consider the cases where n0 “ n and n0 ă n separately.
Suppose that n0 “ n and let a “ λ1, b “ 1 in T pη2q. Then we can take h “ pη20 ` 1qpλ1 `
1q2pλ´1n ` 1q, and (S44) implies
ℓ0pη20q ´ ℓ0pη2q ě
pη2 ´ η20q2
2pη2λ1 ` 1q2pη20 ` 1q2pλ1 ` 1q4pλ´1n ` 1q2
vpΛq
ě pη
2 ´ η20q2
2p|η2 ´ η2
0
| ` 1q2pη2
0
` 1q4pλ1 ` 1q6pλ´1n ` 1q2
vpΛq.
Part (a) follows.
Now assume that n0 ă n. Let a “ 0, b “ 1 and h “ pη20 ` 1qpλ1 ` 1q. Then, by (S44),
ℓ0pη20q ´ ℓ0pη2q ě
pη2 ´ η2
0
q2
4pη20 ` 1q2pλ1 ` 1q2n2
n0ÿ
i,j“1
pλi ´ λjq2
pη2λi ` 1q2pη2λj ` 1q2
` pη
2 ´ η2
0
q2pn ´ n0q
2pη20 ` 1q2pλ1 ` 1q2n2
n0ÿ
i“1
λ2i
pη2λi ` 1q2
ě pη
2 ´ η20q2
2p|η2 ´ η20| ` 1q2pη20 ` 1q4pλ1 ` 1q4pλ´1n0 ` 1q2
¨
´
1´ n0
n
¯ n0
n
.
This implies part (b).
Lemma S7. Assume that the random variables β1, . . . , βp, ǫ1, . . . , ǫn satisfy (9) and let ωpΛq
be as defined in (S27).
(a) Suppose that n0 “ n. There exists an absolute constant 0 ă C ă 8 such that
P
#
sup
0ďη2ă8
|ℓ˚pη2q ´ ℓ0pη2q| ą r
ˇˇˇˇ
ˇX
+
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ď C exp
„
´ n
C
¨ σ
4
0
ωpΛq2
γ2pγ2 ` 1qpσ20 ` 1qpλ1 ` 1q2
min
 
r2, r, 1
(
for all r ě 0.
(b) Suppose that n0 ă n. There exists an absolute constant 0 ă C ă 8 such that
P
#
sup
0ďη2ă8
|ℓ˚pη2q ´ ℓ0pη2q| ą r
ˇˇˇˇ
ˇX
+
ď C exp
„
´ n
C
¨ σ
4
0
ωpΛq2
γ2pγ2 ` 1qpσ2
0
` 1q
´
1´ n0
n
¯2
min
 
r2, r, 1
(
for all r ě 0.
Proof. To prove this lemma, we use Lemma S3. First notice that
ℓ˚pη2q ´ ℓ0pη2q “ 1
2
logtσ2
0
pη2qu ´ 1
2
logtσ2˚pη2qu.
Next, assume that n “ n0. Then
pη2 ` 1qσ2
0
pη2q “ σ
2
0pη2 ` 1q
n
nÿ
i“1
η20λi ` 1
η2λi ` 1 ě
σ20
n
nÿ
i“1
η20λi ` 1
λi ` 1 ě
σ20
λ1 ` 1 .
It follows that#
sup
0ďη2ă8
|ℓ˚pη2q ´ ℓ0pη2q| ą r
+
“
#
sup
0ďη2ă8
ˇˇ
logtσ20pη2qu ´ logtσ2˚pη2qu
ˇˇ ą 2r+
“
#
sup
0ďη2ă8
logtσ20pη2qu ´ logtσ2˚pη2qu ą 2r
+
Y
#
sup
0ďη2ă8
logtσ2˚pη2qu ´ logtσ20pη2qu ą 2r
+
Ď
#
sup
0ďη2ă8
σ20pη2q ´ σ2˚pη2q
σ2˚pη2q
ą 2r
+
Y
#
sup
0ďη2ă8
σ2˚pη2q ´ σ20pη2q
σ2
0
pη2q ą 2r
+
Ď
#
sup
0ďη2ă8
pη2 ` 1q ˇˇσ2
0
pη2q ´ σ2˚pη2q
ˇˇ ą 4σ20r
λ1 ` 1
+
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Y
#
sup
0ďη2ă8
pη2 ` 1qσ2˚pη2q ă
σ2
0
2pλ1 ` 1q
+
Ď
#
sup
0ďη2ă8
pη2 ` 1q ˇˇσ2
0
pη2q ´ σ2˚pη2q
ˇˇ ą 4σ20r
λ1 ` 1
+
Y
#
sup
0ďη2ă8
pη2 ` 1q ˇˇσ20pη2q ´ σ2˚pη2qˇˇ ą σ202pλ1 ` 1q
+
.
Thus, by Lemma S3 (a)–(b), there is a constant 0 ă C ă 8 such that
P
#
sup
0ďη2ă8
|ℓ˚pη2q ´ ℓ0pη2q| ą r
ˇˇˇˇ
ˇX
+
ď C exp
„
´ n
C
min
"
σ4
0
ωpΛq2
γ4pλ1 ` 1q2 r
2,
σ2
0
ωpΛq
γ2pλ1 ` 1qr
*
` C exp
„
´ n
C
min
"
σ40ωpΛq2
γ4pλ1 ` 1q2 ,
σ20ωpΛq
γ2pλ1 ` 1q
*
,
whenever r2 ě Cγ4σ´4
0
pλ1 ` 1q2ωpΛq´2n´1. Part (a) of the lemma follows.
To prove part (b) of the lemma, assume that n0 ă n. Then σ20pη2q ě σ20pη20λn0`1qp1´n0{nq.
Similar to the proof of part (a), it follows that#
sup
0ďη2ă8
|ℓ˚pη2q ´ ℓ0pη2q| ą r
+
Ď
#
sup
0ďη2ă8
ˇˇ
σ2
0
pη2q ´ σ2˚pη2q
ˇˇ ą 4σ2
0
´
1´ n0
n
¯
r
+
Y
#
sup
0ďη2ă8
ˇˇ
σ2
0
pη2q ´ σ2˚pη2q
ˇˇ ą σ20
2
´
1´ n0
n
¯+
.
Thus, by Lemma S3 (a), there is a constant 0 ă C ă 8 such that
P
#
sup
0ďη2ă8
|ℓ˚pη2q´ℓ0pη2q| ą r
ˇˇˇˇ
ˇX
+
ď C exp
„
´ n
C
min
"
σ4
0
ωpΛq2
γ4
´
1´ n0
n
¯2
r2,
σ2
0
ωpΛq
γ2
´
1´ n0
n
¯
r
*
` C exp
„
´ n
C
min
"
σ40ωpΛq2
γ4
´
1´ n0
n
¯2
,
σ20ωpΛq
γ2
´
1´ n0
n
¯*
,
whenever r2 ě Cγ4σ´4
0
ωpΛq´2npn´ n0q´2. This implies part (b).
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Lemma S8. Let Q “ pqijq be a dˆ d positive semidefinite matric and let ζ “ pζ1, . . . , ζdqJ P
R
d be a random vector with independent components that have mean zero and variance 1.
Let µ
pkq
j “ Ep|ζj |kq and assume that µp4qj ă 8. Finally, define µ4 “ pµp4q1 , . . . , µp4qd qJ, qk “
pqk
11
, . . . , qkddqJ. Then
VarpζJQζq “ µJ4 q2 ´ 3}q}2 ` 2trpQ2q ď
”
2`maxtµp4qj u
ı
d}Q}2. (S45)
Proof. The inequality in (S45) is obvious. To prove the equality, we have
VarpζJQζq “ E  pζJQζq2(´ E  ζJQζ(2
“ E
$&%
˜
dÿ
i,j“1
qijζiζj
¸2,.-´ trpQq2
“ E
˜
dÿ
i,j,k,l“1
qijqklζiζjζkζl
¸
´ trpQq2
“ E
#
nÿ
i“1
q2iiζ
4
i
+
` 2E
# ÿ
1ďiăjďd
p2q2ij ` qiiqjjqζ2i ζ2j
+
´ trpQq2
“ µJ
4
q2 ` 2
ÿ
i‰j
q2ij `
ÿ
i‰j
qiiqjj ´ trpQq2
“ µJ4 q2 ´ 3}q}2 ` 2trpQ2q,
as was to be shown.
