Abstract In this paper, we used the three-dimensional triangular functions (3D-TFs) for the numerical solution of three-dimensional nonlinear mixed Volterra-Fredholm integral equations. First, 3D-TFs and their properties are described. Then the properties of 3D-TFs together with their operational matrix are used to reduce the problem to a nonlinear system of algebraic equations. Furthermore, existence and uniqueness of the solution of three-dimensional nonlinear mixed Volterra-Fredholm integral equations are proved. Illustrative examples have been discussed to demonstrate the validity and applicability of the technique. Also, some interesting comparisons between proposed method, block-pulse functions (BPFs) method and modified block-pulse functions (MBPFs) method are presented. 
Introduction
Over the last years, the integral equations and differential equations have been used increasingly in different areas of applied sciences. This tendency could be explained by the deduction of knowledge models which describe real physical phenomena. For details, we refer to [1] [2] [3] [4] [5] . Various problems in physics, mechanics and biology arise to a multidimensional integral equation. Such equations also appear in electromagnetic and electrodynamic, elasticity and dynamic contact, heat and mass transfer, fluid mechanic, acoustic, chemical and electrochemical processes, molecular physics, population, medicine and in many other fields [6] [7] [8] [9] [10] [11] [12] [13] [14] .
One-dimensional triangular functions were introduced by Deb et al. in [15] . Babolian et al. used these functions for solving variational problems [16] , and nonlinear VolterraFredholm integro-differential equations [17] in the onedimensional case. Moreover, Maleknejad et al. applied these functions for solving nonlinear Volterra-Fredholm integral equations [18] . 1D-TFs have been widely used for solving different problems. The new and basic idea in this paper is extending 1D-TFs to 3D-TFs and using them for solving general three-dimensional nonlinear mixed Volterra-Fredholm integral equations of the second kind of the form fðs; t;rÞ ¼ gðs;t; rÞ þ Z s 0 Z Z X Hðs; t;r; x; y;z;fðx; y; zÞÞdzdy dx;
ðs; t; rÞ 2 ½0; 1Þ Â X; ð1Þ where fðs; t; rÞ is an unknown function, gðs; t; rÞ and Hðs; t; r; x; y; z; fðx; y; zÞÞ are analytical functions on ½0; 1Þ Â X and ð½0; 1Þ Â XÞ 2 Â C, respectively and X is close subset on R 2 . The existence and uniqueness of the solution for the twodimensional model of Eq. (1) are discussed in [19, 20] . Equations of this type often arise from the mathematical modeling of the spreading, in space and time, of some contagious disease in a population living in a habitat X [21, 22] , in the theory of nonlinear parabolic boundary value problems [23] , and in many physical and biological models. The analytical solution of the multi-dimensional integral equations is usually difficult and in many cases, it is required to approximate the solutions. The analysis of computational methods for multi-dimensional integral equations, especially in the nonlinear case, has started more recently and is not so well developed. To numerically solve integral equations, there are some well-known numerical methods that some of them can be used for solving triple integral equations. Significant progress has been made in numerical analysis linear and nonlinear version of Eq. (1) . For the linear case, some methods for numerical treatment are given in [24] [25] [26] . For nonlinear two-dimensional mixed VolterraFredholm integral equations, the literature of integral equations contains few numerical methods [27, 28] for handling Eq. (1).
In the rest of the paper, we assume Hðs; t; r; x; y; z; fðx; y; zÞÞ ¼ kðs; t; r; x; y; zÞ½fðx; y; zÞ p ;
where p is positive integer. In [29] , Eq. (1) with Eq. (2) is solved by MBPF. The TFs method is very simpler and cheaper than MBFs method from the computational point of view. In [29] , it was shown that the MBPFs method is convergence of order OðhÞ, but we can't prove the order of convergence for TFs method. The paper is organized as follows: In Section 2, we study the existence and uniqueness of the solution of Eq. (1). In Sections 3 and 4, we describe 1D-TFs and 3D-TFs and their properties, respectively. In Section 5, we apply 3D-TFs, to solve the three-dimensional nonlinear mixed VolterraFredholm integral Eq. (1) with Eq. (2). Numerical results are given in Section 6 to illustrate the efficiency and the accuracy of our algorithm.
On the existence of the solution of the three-dimensional nonlinear mixed Volterra-Fredholm integral equations
In this section, we prove an existence and uniqueness theorem for a three-dimensional nonlinear mixed Volterra-Fredholm integral equations.
Consider Eq. (1) on the complete metric space of complexvalued continuous functions as follows:
X ¼ ðCðS; dÞÞ; dðg; wÞ ¼ supfjgðs; t; rÞ À wðs; t; rÞj : ðs; t; rÞ 2 Sg;
where S ¼ ½0; 1 Â ½0; 1 Â ½0; 1. Theorem 1. Let g and H be continuous functions on S and S Â S Â C respectively and there exists nonnegative constant L 6 1 such that jHðs; t; r; x; y; z; fðx; y; zÞÞ À Hðs; t; r; x; y; z; vðx; y; zÞÞj 6 Ljfðx; y; zÞ À vðx; y; zÞj:
Then Eq. (1) has only one solution f on S such that fðs; t;rÞ ¼ gðs;t; rÞ þ
Hðs; t; r; x;y;z; fðx; y;zÞÞdzdydx; on S.
Proof. Consider the iterative scheme f nþ1 ðs; t;rÞ ¼ gðs; t; rÞ þ
Hðs;t; r;x;y;z; f n ðx;y;zÞÞdzdydx;
We have jf nþ1 ðs;t; rÞ À f n ðs;t; rÞj ¼
Hðs; t; r; x; y; z;f n ðx;y; zÞÞdzdydx
Hðs; t; r; x;y; z;f nÀ1 ðx; y;zÞÞdzdydx Hence,
) jf nþ1 ðs; t; rÞ À f n ðs; t; rÞj 6 L nÀ1 dðf 2 ; f 1 Þ:
Since X is a complete metric space, and 0 6 L 6 1, then we conclude by using the Weierstrass M-test that
ðf nþ1 ðs; t; rÞ À f n ðs; t; rÞÞ;
is absolutely and uniformly convergent on S. Due to the fact that f n ðs; t; rÞ can be written as f n ðs; t; rÞ ¼ f 1 ðs; t; rÞ þ
ðf kþ1 ðs; t; rÞ À f k ðs; t; rÞÞ;
so there exists a unique solution f 2 X such that lim n!þ1 f n ¼ f. ðgðs; t;rÞ
Hðs; t;r; x; y; z;f n ðx;y; zÞÞdzdydxÞ ¼ gðs; t;rÞ
Hðs; t;r; x; y; z; lim
f n ðx;y; zÞÞdzdydx ¼ gðs; t;rÞ
Hðs; t;r; x; y; z;fðx; y; zÞÞdzdydx:
Therefore, the limit function f is the unique solution f 2 X such that fðs;t;rÞ ¼ gðs;t;rÞþ
Hðs;t;r;x;y;z;fðx;y;zÞÞdzdydx: Ã
Definitions of one-dimensional triangular functions
In an m-set of one-dimensional triangular functions (1D-TFs) over interval [0, 1), the ith left hand and right hand functions are defined as [15] , that is,
where d i;j denotes the Kronecker delta function and where e TðsÞ is a 2m Â 2m diagonal matrix [16] . i;j;k ðs; t; rÞ ¼
otherwise;
kh 3 6 r < ðk þ 1Þh 3 ; 0; otherwise;
where where / i;j;k ðs; t; rÞ is the fm 2 i þ m 3 j þ kgth block-pulse function defined on ih 1 6 s < ði þ 1Þh 1 ; jh 2 6 t < ðj þ 1Þh 2 and kh 3 6 r < ðk þ 1Þh 3 as / i;j;k ðs; t; rÞ ¼ 1; ih 1 6 s < ði þ 1Þh 1 ; jh 2 6 t < ðj þ 1Þh 2 ; kh 3 6 r < ðk þ 1Þh 3 ; 0; otherwise:
&
It is obvious that each set fT a;b;c i;j;k ðs; t; rÞg; a; b; c 2 f1; 2g is disjoint T a1 ;b1;c1 i1 ;j 1 ;k1 ðs; t; rÞT a2;b2 ;c2 i2;j 2 ;k2 ðs;t;rÞ ¼ T a1;b1 ;c1 i1;j 1 ;k1 ðs; t; rÞ;
Also 3D-TFs are orthogonal, that is
where d denotes the Kronecker delta function, and where a; b; c 2 f1; 2g and Tabcðs; t; rÞ is ðm 1 m 2 m 3 Â 1Þ-matrix; then Tðs; t; rÞ, the 3D-TF vector, can be defined as T 0 1ðs; t; rÞ ¼ ½T111ðs; t; rÞ;T112ðs; t; rÞ;T121ðs; t; rÞ;T122ðs; t; rÞ;
T 0 2ðs; t; rÞ ¼ ½T211ðs; t; rÞ;T212ðs; t; rÞ;T221ðs; t; rÞ;T222ðs; t; rÞ; Tðs; t; rÞ ¼ ½T 0 1ðs; t; rÞ; T 0 2ðs; t; rÞ T :
It is possible to cancel the ðs; t; rÞ term in Tðs; t; rÞ; T111 ðs; t; rÞ; T112ðs; t; rÞ; T121ðs; t; rÞ; T122ðs; t; rÞ, T211ðs; t; rÞ; T212 ðs; t; rÞ; T221ðs; t; rÞ and T222ðs; t; rÞ, for convenience. From the above representation, it follows that and
where a; a 0 ; b; b 0 ; c; c 0 2 f1; 2g. Hence
Also Tðs; t; rÞ Á T T ðs; t; rÞ Á X ' e X Á Tðs; t; rÞ;
where X is an 8m 1 m 2 m 3 -vector and e X ¼ diagðXÞ. The disjoint property of Tabcðs; t; rÞ; a; b; c 2 f1; 2g also implies that for every in which b A is an 8m 1 m 2 m 3 -vector with elements equal to the diagonal entries of matrix A.
Functions expansion with 3D-TFs
A function gðs; t; rÞ defined over D may be extended using 3D-TFs as gðs; t; rÞ ' T :T111ðs; t; rÞ þ G2 T :T112ðs; t; rÞ þ G3 T :T121ðs; t; rÞ þ G4 T :T122ðs; t; rÞ þ G5 T :T211ðs; t; rÞ þ G6 T :T212ðs; t; rÞ þ G7 T :T221ðs; t; rÞ þ G8 T :T222ðs; t; rÞ ¼ G T :Tðs; t; rÞ;
where G is an 8m 1 m 2 m 3 -vector given by
and Tðs; t; rÞ is defined in Eq. (6). The 3D-TFs coefficients in G1; G2; G3; G4; G5; G6; G7 and G8 can be computed by sampling the function gðs; t; rÞ at grid points s i ; t j and r k such that s i ¼ ih 1 ; t j ¼ jh 2 and r k ¼ kh 3 , for various i; j and k. Therefore, Gd l ¼ cd i;j;k ¼ gðs iþa ; t jþb ; r kþc Þ; where a; b; c 2 f0 ; where each block of K is an ðm 1 m 2 m 3 Â m 1 m 2 m 3 Þ-matrix that can be computed by sampling the kðs; t; r; x; y; zÞ at grid points ðs i 1 ; t j 1 ; r k 1 ; x i 2 ; y j 2 ; z k 2 Þ such that
The operational matrix for integration in the 3D-TFs domain
First, we attempt to compute the triple integral of each element of Tabcðs; t; rÞ in which u denotes the step function. Now, by using the following approximating formulas Moreover, suppose that Ps; Pt and Pr are the operational matrices for integration with respect to s; t and r in the 1D-TF domain, respectively. From Deb [15] , the operational matrices for integration with respect to v are defined as follows:
where notation denotes Kronecker product.
Thus the operational matrix of integration in the 3D-TFs domain, P, is a ð8m 1 m 2 m 3 Â 8m 1 m 2 m 3 Þ-matrix as follows: Finally, the triple integral of function gðs; t; rÞ can be approximated as where G is the 3D-TF coefficient vector of gðs; t; rÞ.
In this paper, we suppose that
Solving 3D nonlinear integral equations
In this Section, we solve three-dimensional nonlinear mixed Volterra-Fredholm integral equations of the second kind of the form Eq. (1) (9), we can approximate the integral part in Eq. (1) 
Consider R i as the ði þ 1Þth row of the operational matrix Ps (Ps 2mÂ2m is operational matrix of 1D-TFs defined over [0, 1), see [15] ) and considering
. Now by using Eqs. (5) and (7), we get
Tðx; y; zÞT T ðx; y; zÞdzdydx
where 
where TðsÞ is defined in Eq. (4). Also by using Eq. (5) 
Â½Tðt;rÞ;Tðt;rÞ;...;Tðt;rÞ;Tðt;rÞ
So, we have Also, we have
By using Eqs. (12)- (14), Eq. (11) where 0 is a zero matrix. Also 
where Nodes (s, t, r) Method of [29] ðk ¼ 1Þ Method of [29] ðk ¼ 2Þ Present method Nodes (s, t, r) Method of [29] ðk ¼ 1Þ Method of [29] ðk ¼ 2Þ Present method 
Numerical examples
In this section, numerical examples are given to certify the convergence and error bound of the presented method. All results are computed by using a program written in the Matlab. The numerical experiments are carried out for the selected grid point which are proposed as ð2 Àl ; l ¼ 1; 2; 3; 4; 5; 6Þ and m terms of the 3D-TFs series. The exact solution is fðs; t; rÞ ¼ s 2 tr. The error results for proposed method besides the error for method of Mirzaee and Hadadiyan [29] are tabulated in Table 1 The exact solution is fðs; t; rÞ ¼ tr cosðsÞ. The error results for proposed method besides the error for method of Mirzaee and Hadadiyan [29] are tabulated in Table 2 . Figs. 3 and 4 illustrate the error results for this example.
Conclusion
In this paper, we used 3D-TFs and operational matrix to solve three-dimensional nonlinear Volterra-Fredholm integral equations. One of the benefits of 3D-TFs method is lower cost of setting up the system of equations without applying any projection method such as Collocation, Galerkin, etc., and any integration. Moreover, operational matrix P can be computed at once for large values of m 1 ; m 2 and m 3 , and stored for using in various problems. Therefore, the final nonlinear system is set up only by sampling f and k in grid points, and also computing G. Thus the computational cost of operations is low. These advantages make the method very simple and cheap from the computational point of view. The accuracy and applicability were checked by some examples. Furthermore, the current method can be run with increasing m 1 ; m 2 and m 3 until the results settle down to an appropriate accuracy. It is to be noted that this method can be easily extended and applied to a system of three-dimensional nonlinear Volterra-Fredholm integral equations. 
