Abstract. H p estimate for the multilinear operators which are finite sums of pointwise products of singular integrals and fractional integrals is given. An application to Sobolev space and some examples are also given.
Introduction
For 0 λ < ∞, we define G(λ) as the set of all those C ∞ functions a on R n \ {0} such that |∂ α ξ a(ξ)| c α |ξ|
for every multi-index α. Let S denote the Schwartz class of testing functions. We denote by S 0 the set of all those f ∈ S such thatf (ξ), the Fourier transform, vanishes in a neighbourhood of ξ = 0.
If a ∈ G(λ), then we define the linear operator T : S 0 → S 0 by
where ∨ denotes the inverse Fourier transform. The function a is called the multiplier of T. We denote by K(λ), 0 λ < ∞, the set of all the operators T corresponding to the multipliers a ∈ G(λ).
Let H p = H p (R n ), 0 < p 1, denote the usual real variable Hardy space on R n . We define H p = L p = L p (R n ) for 1 < p < ∞. For H p , see, e.g., [S, Chap. III] . The following H p -H q estimate of the operators of class K(λ) is well known: If T ∈ K(λ), 0 λ < ∞, then, for p and q satisfying 0 < p q < ∞ and 1 p − 1 q = λ n , (1.1) the estimate
T f H q c f H p (1.2)
holds for all f ∈ S 0 . See [CT, Section 4] .
In this paper, we consider the multilinear operator Λ defined by Λ( f 1 , . . . , f k ) = (We use the letter c to denote various positive constants which may be different in each occasion.)
The subject of this paper is to show that, under certain assumptions on Λ, the L qquasinorm in (1.8) can be replaced by the H q -quasinorm as
Of course only the case q 1 is interesting. (If 1 < q < ∞, then H q = L q and (1.8) and (1.9) are the same.)
If 0 < q 1, then S is not included in H q . The fact is this: f ∈ S ∩ H q , 0 < q 1, if and only if f ∈ S and R n f (x)x α dx = 0 for |α| [n/q − n].
Therefore, when 0 < q 1, in order that (1.9) holds it is necessary that the moment condition
is satisfied for all f 1 , . . . , f k ∈ S 0 .
The purpose of this paper is to show that (1.10) is also sufficient when k = 2 or when k 3 and all the operators T σ j are homogeneous operators. The precise statement shall now be given below.
We say that an operator T ∈ K(λ) is homogeneous if its multiplier a ∈ G(λ) is a homogeneous function, i.e., if a(tξ) = t −λ a(ξ) for all t > 0 and all ξ ∈ R n \ {0}. (Clearly a homogeneous function in the class G(λ) is homogeneous of degree −λ.)
The main result of this paper reads as follows.
Theorem Let Λ be given by (1.3) with (1.4). Suppose λ σ j satisfy (1.5). Let p 1 , . . . , p k and q satisfy (1.6) and (1.7). Suppose q 1 and the moment condition (1.10) is satisfied for all f 1 , . . . , f k ∈ S 0 . Then: The homogeneity assumption in (b) can be removed if we assume further moment conditions; see Remark at the end of Section 5. The present author does not know whether the homogeneity assumption in (b) can entirely be removed.
In fact, there already exist several papers dealing with this kind of estimate (as we shall see below). Our result improves the previously known results in the following points. First, our theorem treats the full range 0 λ σ j < ∞; the case λ σ j = 0 or the case λ = k j=1 λ σ j < n are already treated. Second, the assumption of our theorem for the case k 3 is simplified compared with the previous theorems; cf. [G] . Thirdly, in the proof of our theorem, we shall give a rather explicit pointwise estimate for the maximal function of Λ( f 1 , . . . , f k ), which will be of independent interest.
Several interesting examples together with applications of the estimate of the form (1.9) are given in the paper by Coifman-Lions-Meyer-Semmes [CLMS] . Some examples will also be given in the last section of the present paper.
We shall now review some previous works concerning the same subject. The simplest case of the estimate (1.9) is for n = 1, k = 2, and for
where˜denotes the Hilbert transform. In this case, the estimate (1.9) can be immediately derived from Hölder's inequality and the Burkholder-Gundy-Silverstein theorem [BGS] (this theorem gives a characterization of H p (R) in terms of the classical Hardy class of holomorphic functions of one variable).
The first result for n 2 was given by Coifman-Rochberg-Weiss [CRW, Theorems I and II] for the case k = 2, λ σ j = 0, and q = 1. Chanillo [Ch] treated the case k = 2, 0 < λ < n, and q = 1. The method used in [CRW] and [Ch] was to use the H 1 -BMO duality and thus was restricted to the case q = 1. Uchiyama [U] introduced a method which directly estimate certain maximal functions and extended the result of [CRW] to the case k = 2, λ σ j = 0, and n/(n+1) < q 1. Generalizing Uchiyama's method, Komori [K1] and the present author [M1] treated the case k = 2, 0 < λ < n, n/(n + 1) < q 1 and the case k = 2, λ σ j = 0, 0 < q n/(n + 1), respectively. These were further generalized by [M2] to the case k = 2, 0 λ < n, and 0 < q 1.
In fact, the papers cited above do not treat Λ of the general form (1.3) but treat Λ of a specified form. The methods of [M1] and [M2] , however, can be applied to the general Λ with k = 2 without essential change.
The case k 3 with λ σ j = 0 was considered by Grafakos [G] . The theorems given in [G] contained certain restrictions on the parameters p 1 , . . . , p k ; Komori [K2] showed that those theorems can be generalized to the entire range 0 < p j < ∞.
The contents of the succeeding sections are as follows. In Section 2, we fix several notations and recall some preliminary facts. Sections 3 through 5 are devoted to the proof of Theorem. In Section 6, we give some examples.
Preliminaries

Notations
As well as the notations already introduced in Section 1, the following notations are used throughout this paper.
The letter N denotes the set of positive integers; N does not contain 0. For x ∈ R, [x] denotes the integer which satisfies [x] x < [x] + 1.
In this paper, we consider functions and function spaces defined on R n ; letter n always denotes the dimension of the basic space R n . If E is a measurable subset of R n and 0 < p ∞, then · p,E denotes the quasinorm in L p (E), i.e., for measurable functions f defined on E, we define
with the usual modification for p = ∞. If E = R n , then f p,E is simply denoted by f p . The symbol B (x, t) denotes the open ball in R n with respect to the usual Euclidean metric with center x ∈ R n and with radius t, 0 < t < ∞. The value of the distribution f evaluated at the testing function ϕ is denoted by f , ϕ .
We fix a function φ on R n which has the following properties: φ is C ∞ , 0 φ(x) 1 for all x ∈ R n , φ(x) = 1 for |x| 1, and supp φ ⊂ B(0, 2). 
Operators of Class
In the sequel we shall use the same symbol T to denote the last mapping.
where γ is a complex constant, A is a function in G(n) such that sup 0<a<b<∞ a<|y|<b A(y) dy < ∞, and ( j ) is a sequence such that j > 0 and lim j→∞ j = 0; the converse also holds. The formula (2.1) can also be applied to some extensions of T. For example, it holds for all f ∈ S and for all x ∈ R n . If f ∈ L p with 1 < p < ∞, then (2.1) holds almost everywhere. For these facts, see, e.g., [S, Chap. VI, Section 4, and Chap. VII, Section 3] .
If T ∈ K(λ) with 0 < λ < n, then there exists an A ∈ G(n − λ) such that
for f ∈ S 0 ; the converse also holds. This formula can be applied also to f which is in L ∞ and has compact support. For these facts, see, e.g., [S, Chap. VI, Section 4, Proposition 1].
The Vanishing Moment Condition
For nonnegative integers M, we denote by P M the set of polynomial functions on R n of degree not exceeding M. If M is a negative integer, we define P M = {0}.
Let f be a locally integrable function on R n (or let f be a distribution with compact support) and let M be an integer. If f P ∈ L 1 and f (x)P(x) dx = 0 for all P ∈ P M (or if f , P = 0 for all P ∈ P M , resp.), then we write f ⊥ P M .
If M is a negative integer, then every f satisfies f ⊥ P M since P M = {0} by our definition. Now let Λ be the operator defined by (1.3) with (1.4) and let M be an integer. We say Λ satisfies the vanishing moment condition up to order M if Λ( f 1 , . . . , f k ) ⊥ P M for all f 1 , . . . , f k ∈ S 0 . We say Λ satisfies the vanishing moment condition of all orders if Λ( f 1 , . . . , f k ) ⊥ P M for all M ∈ N and for all f 1 , . . . , f k ∈ S 0 . If k = 1, then Λ is a finite sum of operators of class λ>0 K(λ) and, hence, for every f ∈ S 0 , we have Λ( f ) ∈ S 0 and Λ( f ) ⊥ P M for every M. Thus Λ with k = 1 satisfies the vanishing moment condition of all orders. If M < 0, then we can say that every Λ satisfies the vanishing moment condition up to order M since P M = {0} by our definition.
The vanishing moment condition for Λ can be restated as a condition on the multipliers of T σ j in the following way. Let a
easy to see that Λ satisfies the vanishing moment condition up to order M, M ∈ N ∪ {0}, if and only if the equality
holds for all multi-indices β with |β| M and for all η 1 , . . . , η k ∈ R n \ {0} satisfying
By the symmetry of the situation, the equality (2.2) can be replaced by
with any m ∈ {1, . . . , k − 1}.
Maximal Functions
For measurable functions f on R n and for 0 λ < ∞ and 0 < r < ∞, the maximal function f * λ,r is defined by
n , and 0 < t < ∞, we define the set T λ m (x, t) as the set of all those ϕ ∈ C ∞ 0 (R n ) such that supp ϕ ⊂ B(x, t) and
. These facts can be easily proved by the use of the atomic decomposition for
n , and 0 < t, < ∞, we define the set T λ m, (x, t) as the set of all those C ∞ functions ϕ on R n such that
Let 0 λ < ∞, m ∈ N ∪ {0}, and 0 < < ∞. Then, for locally integrable functions f on R n such that (1 + |y|)
Proof of this fact reads as follows.
and
(Here, and in the sequel, we use the notation AT λ m (x, t), 0 < A < ∞, to denote the set {Aϕ | ϕ ∈ T λ m (x, t)}; we also use the notation AT λ m, (x, t) in the similar meaning.) Hence
This implies the desired estimate.
Lemmas
(a) f can be written as 0, 2t) , and
Lemma 3.2 Let f , K, and t be as mentioned above. We simply write g
Proof The estimate of ∂ α θ as given in (c) can be easily proved by the well known techniques used in the atomic decomposition ; cf., e.g., [S, Chap. III 
Proof (a) Let q be in the range as mentioned in the lemma. Define p by 1/p = 1/q + λ/n.
Hence the desired estimate of Tb H q follows from (1.2).
(b) By the translation invariance, we may and shall assume w = 0. We first consider the case 0 λ < n. In this case, as mentioned in Section 2.2, (Tb)(x) for |x| > ρ can be written as
for every P ∈ P K . We choose P to be the degree K Taylor polynomial of A(x − ·) expanded about 0. Then, for |x| > 2ρ, we have
(The argument to be given below can actually cover the case n/2 < λ < ∞.) Let a ∈ G(λ) be the multiplier of T.
Since b ⊥ P K and since b is a compactly supported bounded function, we haveb(
It is easy to see that Tb (here T is the extended operator as mentioned in Section 2.2) is given by the absolutely covergent integral
Then, for every x ∈ R n , f ,N (x) converges to (Tb)(x) as ↓ 0 and N → ∞. If x = 0, then by integration by parts we have
with c α independent of and N. If |α| K + 1, then
If |α| > K + 1 and |ξ| 1/ρ, then
Thus the estimate
holds for every multi-index α. We also have
Now using (3.2), (3.3), (3.4), and (3.5), we obtain
Taking limit as ↓ 0 and N → ∞, we obtain the desired estimate. Lemma 3.3 is proved.
Lemma 3.4 Let {b
i } be a sequence in L ∞ , let {B(w i , ρ i )} be a
sequence of balls, and let
λ < ∞, and K ∈ R, and suppose K + 1 + n > λ and
We decompose F i as
The function f i is supported on 2B i and, by Lemma 3.3 (a), we have 
(For the last inequality, see [M4, Lemma 3.2, (2)].) Lemma 3.4 is proved.
Lemma 3.5 Let a ∈ G(λ), 0 λ < ∞, 0 < t < ∞, and let
Then A t restricted to R n \ {0} is a C ∞ function, and for every multi-index α and for L ∈ N ∪ {0} satisfying L > −λ + n + |α|, we have
Proof Let α and L be as mentioned in the lemma. For multi-indices β with |β| = L, we have |∂
where c α,β does not depend on t. The right hand side of the above inequality is integrable on R n . Hence, taking the inverse Fourier transform, we see that x β ∂ α A t is a continuous function and that
Since this estimate holds for all β with |β| = L, the conclusion of the lemma follows.
Lemma 3.6 Let T ∈ K(λ), 0 λ < ∞, f ∈ S 0 , K ∈ N ∪ {0}, and 0 < t < ∞. Suppose
) is a C ∞ function and, for every multi-index α, for every m ∈ N∪{0}, and for every p satisfying n/(K +1+n) < p < ∞, we have
Proof Let a ∈ G(λ) be the multiplier of T. We set g = g K,10t ( f ). By the same reason as in the proof of Lemma 3.3 (b), the formula
The functions I and II are C ∞ since these are inverse Fourier transforms of compactly supported L 1 functions. The functions III and IV are also C ∞ since these belong to S.
In the rest of the proof, we shall estimate the derivatives of I, II, III, and IV separately.
Estimate of ∂ α I(x) We can write
and thus
If |x| < t, then, as is easily seen,
for every > 0, where c α, can be taken independent of x so long as |x| < t. Hence, by (2.6),
Estimate of ∂ α II(x) First assume (K +1+n)/n > 1/p > max{1, λ/n}. By Lemma 3.1 (b) and Lemma 3.2 (b), we see that g ∈ H p and B(0,40t) .
which implies
The estimate (3.6) holds also for p with max{1, λ/n} 1/p 0 because, except for the constant factor, the right hand side is a nondecreasing function in p (by Hölder's inequality).
The estimate (3.6) clearly implies
Estimate of ∂ α III(x) By Lemma 3.2 (c), we have
Taking L sufficiently large, we obtain
which a fortiori implies
Estimate of ∂ α IV(x) Using A t of Lemma 3.5, we can write ∂ α IV(x) for |x| < t as
If |x| < t, then using Lemma 3.5 we see that
for every > 0. Hence by (2.6) we have
Combining the estimates of the derivatives of I ∼ IV, we obtain the estimate as stated in Lemma 3.6. Lemma 3.6 is proved. B(0,2t) ,
Proof By Lemma 3.1, we can decompose f j as f j = ∞ i=1 b ji with the series converging in H p for 0 < 1/p < (K + 1 + n)/n and with b ji such that 
with the convergence holding with respect to L q -norm for every sufficiently large q < ∞. Hence
Therefore we have
For the moment we shall estimate each term on the right hand side of (3.8), which we shall simply write as
We assume ρ 1 = min{ρ 1 , . . . , ρ k }. We first observe that
This can be deduced from the vanishing moment condition on Λ by a limiting argument; here we omit the limiting argument but prove that PΛ(b 1 , . . . , b k ) is integrable for all P ∈ P N−1 . Indeed, using Lemma 3.3, we see that
from which the integrability of PΛ(b 1 , . . . , b k ) for P ∈ P N−1 immediately follows. We take P as follows: If N > 0, then let P be the degree N − 1 Taylor polynomial of ϕ expanded about w 1 ; if N = 0, then let P = 0. Then, using (3.9), we have
Also, since 2t ρ 1 = min{ρ j } and since s σ j 0 and s
Using (3.10) and (3.11), we have
Putting the above inequalities together, we obtain the following estimate:
We now apply the above estimate to those terms in (3.8) for which ρ 1i 1 = min{ρ 1i 1 , . . . , ρ ki k } and take the sum of those terms to obtain
Define r by 1/r = 1 − k j=1 1/r σ j . Then, using Hölder's inequality, Lemma 3.4, and (3.7), we obtain
The same estimate holds also for the sum of the terms of (3.8) with ρ mi m = min{ρ 1i 1 , . . . , ρ ki k } for every m ∈ {2, . . . , k}. Lemma 3.7 is proved.
Proof of Theorem, Part (a)
We shall prove the part (a) of Theorem.
We use the following notation: For T ∈ K(λ), f ∈ S 0 , 0 < p < ∞, and m ∈ N ∪ {0}, we write
We also write
(q is the number as mentioned in Theorem). In order to prove the part (a), we shall prove that there exist v
and that the pointwise estimate
holds for all f 1 , f 2 ∈ S 0 and for every m ∈ N ∪ {0}. In the sequel we shall write
Once the estimate (4.2) is obtained, the desired H q estimate can be derived in the following way. We choose m ∈ N ∪ {0} so large that m > max{n/p j − n | j = 1, 2}. Then (2.3), (2.4), (2.5), and (1.2) give
Hence (4.2) and Hölder's inequality give
which is the desired estimate. Since 1/p j − λ σ j /n > 0 and
we can take r σ j and s
As in Lemma 3.7, we define v .1) is satisfied. We shall prove the estimate (4.2) with these v σ j . By translation it is sufficient to prove (4.2) for x = 0. Let ϕ ∈ T 0 N (0, t). We shall estimate ϕΛ( f 1 , f 2 ). As in Lemma 3.7, we set
We decompose f j ∈ S 0 ( j = 1, 2) as
Estimate of I By Lemma 3.7 and Lemma 3.2 (b), we have
Estimate of II By Lemma 3.6, we have
for each σ ∈ A. Hence, by Lemma 3.7 with k = 1 and by Lemma 3.2 (b), we have
Estimate of III In the same way as in the estimate of II, we obtain
Estimate of IV By Lemma 3.6, we have, for each σ ∈ A,
and hence
Combining the estimates of I ∼ IV, we obtain
Since this holds for all ϕ ∈ T 0 N (0, t), 0 < t < ∞, we have (4.2) for x = 0. The part (a) of Theorem is proved.
Proof of Theorem, Part (b)
Throughout this section we write X = {1, . . . , k}.
In order to prove the part (b) of Theorem, we first rewrite the operator Λ. Let Λ be given by (1.3) with (1.4). For each j ∈ X, take a maximal linearly independent subset of {T 
and b τ are complex numbers. Let µ i j be the number such that
Now let Λ be written as in (5.1)-(5.2). Suppose J is a subset of X with 1 | J| k − 1. We can write Λ as
We call Λ 
Proof We shall give the proof for the case k = 4 and J = {1, 2}. The argument can be applied to the general case without essential change.
Let a i j denote the multiplier of S i j . We write
where
4 (ξ 4 ).
We shall simply write A ρ (α) (ξ 3 , ξ 4 ) = ∂ α ξ 4 A ρ (ξ 3 , ξ 4 ). As we saw in Section 2.2, the vanishing moment condition of Λ which is assumed in the lemma is equivalent to this condition (M): If ξ 1 , . . . , ξ 4 ∈ R n \ {0} and ξ 1 + ξ 2 + ξ 3 + ξ 4 = 0 and if |α| K, then (ρ ∈ B J ).
The set E = {µ ρ | ρ ∈ B J } is a finite set of real numbers in which the maximum element isμ. We shall prove (M*) by an induction on this set E.
First we shall prove (M*) for those ρ ∈ B J with µ ρ maximum, i.e., with µ ρ =μ. For such ρ, we have m ρ = 0.
Let ξ 3 , ξ 4 ∈ R n \ {0} and ξ 3 + ξ 4 = 0 and let α be a multi-index with |α| K. Take arbitrary ξ 1 , ξ 2 ∈ R n \ {0}. Then for all sufficiently small > 0, the condition (M) implies
By the homogeneity of a i j , we have
We multiply (5.5) by μ and take the limit as → 0. Then, sinceμ = max{µ ρ }, we get
Since the last equality holds for all ξ 1 , ξ 2 ∈ R n \ {0} and since the functions a i 1 (ξ 1 )a j 2 (ξ 2 ) are linearly independent, we have A (α) ρ (ξ 3 , ξ 4 ) = 0 for each ρ ∈ B J with µ ρ =μ. This proves (M*) for ρ ∈ B J with µ ρ maximum.
Next, we assume (M*) holds for all those ρ ∈ B J with µ ρ > ν and shall prove (M*) for ρ ∈ B J with µ ρ = ν. Here ν is an element of the set E.
Fix ξ 3 and ξ 4 such that ξ 3 , ξ 4 ∈ R n \ {0} and ξ 3 + ξ 4 = 0. Also fix a multi-index α such that |α| K − [μ − ν]. What we have to show is A (α) ρ (ξ 3 , ξ 4 ) = 0 for each ρ ∈ B J with µ ρ = ν.
As above, the equality (5.5) holds for all ξ 1 , ξ 2 ∈ R n \ {0} and for all sufficiently small > 0. For the moment, we shall simply write −µ ρÃ ,ρ to denote each term on the left hand side of (5.5), i.e.,
We multiply (5.5) by ν and take the limit as → 0. For ρ with µ ρ = ν, we have, clearly,
We shall show that ν−µ ρÃ ,ρ → 0 for ρ ∈ B J with µ ρ = ν. Since this is clear when µ ρ < ν, it is sufficient to consider the case µ ρ > ν.
Suppose µ ρ > ν. The induction hypothesis implies that A ρ (β) (ξ 3 , ξ 4 ) = 0 for |β| K − m ρ . Hence, by Taylor's formula, we have
(This estimate holds even if |α| > K − m ρ , since in this case the estimate is weaker than the obvious estimate O(1).) Thus
This implies ν−µ ρÃ ,ρ → 0 since
Thus ν × (the left hand side of (5.5)) −→
Therefore we obtain
By the linear independence of the functions a 
Proof of the Part (b) of Theorem
The main idea is the same as in the proof of the part (a).
We write Λ as in (5.1) with (5.2), (5.3), and (5.4). We also write
The conditions (1.5), (1.6), and (1.7) can now be written as follows:
As in Section 4, we write N = [n/q − n] + 1. We shall prove that there exist real numbers v
with which the pointwise estimate
holds for every m ∈ N ∪ {0} and for all f 1 , . . . , f k ∈ S 0 . (As for the notation G m (·, ·, ·), see Section 4.) By the same reason as in the proof of the part (a), this pointwise estimate implies the desired H q estimate. By translation invariance, it is sufficient to show (5.7) for x = 0. We set
which we shall estimate, can be written as the sum of 2 k terms each of which is the form
We shall estimate each term separately. We shall prove that for each one of the above 2 k terms we can take v τ j (τ ∈ B × , j ∈ X) satisfying (5.6) and ϕΛ(f 1 , . . . ,f k ) (the right hand side of (5.7) with x = 0).
Our (v τ j ) may be different for each term; i.e., our (v τ j ) may depend on the set { j ∈ X | f j = g j }. This, however, is sufficient for our purpose. Indeed, the maximal function
can only be bigger, except for a constant factor, when one replaces v τ j by a bigger number (by Hölder's inequality). Hence we have only to fix v τ j , for each (τ , j) , to be the maximum one of the possibly 2 k different v τ j 's. First we shall estimate the term withf j = g j for all j ∈ X. We can choose r τ j and s
Then (5.6) holds and, by Lemma 3.7 and Lemma 3.2 (b), we have
Next we estimate the term withf j = u j for all j ∈ X. We take v τ j such that n/(K+1+n) < v τ j < p j . Then, by Lemma 3.6, we have
Finally we estimate the terms withf j = u j for some j ∈ X andf j = g j for some other j ∈ X. As a typical example of such terms, we shall treat the case where k = 4 and (f 1 ,f 2 ,f 3 ,f 4 ) = (u 1 , u 2 , g 3 , g 4 ). (General case can be treated in a similar way.) We write J = {1, 2}.
We can write
Fix a ρ ∈ B J . By Lemma 3.6, we have
where we take p 
(the right hand side of (5.7) with x = 0).
For this fact, see [F] , [M3, Theorems 1.1 and 4.1], or [SiT] . Now, apart from limiting arguments, the above fact is a consequence of our theorem. To see this, assume f 1 , f 2 ∈ S 0 and set For |α| = m, the derivative ∂ α ( f 1 f 2 ) can be written as
which is the form Λ(F 1 , F 2 ) with a bilinear operator Λ of (1.3)-(1.4). This Λ satisfies the condition (1.5) with λ = m and also satisfies the moment condition Λ(F 1 , F 2 ) = ∂ α ( f 1 f 2 ) ⊥ P m−1 (|α| = m).
Hence our theorem gives the estimate (6.2).
In the following examples, we give general methods to define the operator Λ satisfying the vanishing moment condition.
Example 2 Let a j ∈ G(λ j ), 0 λ j < ∞ ( j = 1, . . . , N). Define the bilinear operator Λ by
for f , g ∈ S 0 . It is easy to see that Λ is of the form (1.3)-(1.4) and the assumption (1.5) is satisfied with λ = N j=1 λ j . It is also easy to see that Λ satisfies the vanishing moment condition up to order N − 1 (observe that the integrand in the above integral is O(|ξ| N ) as ξ → 0).
This operator was treated in [M1] and [M2] under the restriction 0 λ < n.
Example 3 Suppose Λ is defined by (1.3). If there exists a closed half space E = {ξ ∈ R n | uξ 0}, u ∈ R n \ {0}, (where uξ denotes the usual inner product of two vectors in R n ) such that all the supports of the multipliers of T σ j are included in E, then Λ satisfies the vanishing moment condition of all orders. This can be easily seen by checking the condition (2.2).
Example 4 For integers i, set
Take A, B ∈ N such that A > 10B and B > 10. Set If Λ is defined by (1.3) with k 10 and if the support of the multiplier of T σ j is included in E j for every σ ∈ A and for j = 1, . . . , k, then Λ satisfies the vanishing moment condition of all orders. This is also easily checked by means of the condition (2.2).
To the above Λ, the part (b) of Theorem in its original form can not be applied except for the trivial case Λ = 0, since homogeneous operator T σ j = 0 does not satisfy the above support condition. But, the modified (b) as given in Remark at the end of Section 5 can be applied.
