The discovery of phenomena in social networks has prompted renewed interests in the field. Data in social networks however can be massive, requiring scalable Big Data architecture. Conversely, research in Big Data needs the volume and velocity of social media data for testing its scalability. Not only so, appropriate data processing and mining of acquired datasets involve complex issues in the variety, veracity, and variability of the data, after which visualisation must occur before we can see fruition in our efforts. This extended abstract presents topical, multimodal, and longitudinal social media datasets from the integration of various scalable open source technologies. The full article details the process that led to the discovery of social information landscapes within the Twitter social network, highlighting the experience of dealing with social media datasets, using a funneling approach so that data becomes manageable.
INTRODUCTION
Social media and the underlying networks are increasingly important in the academia, particularly in the social sciences. Manual approaches that predate automated data collection and analysis however, are still being used for studying these new forms of societal expressions. Such approaches can capture only a tiny fraction of the data and may no longer be suitable as the context of a social network spans broad spatial-temporal landscapes. The larger context of societal networks require automated methods for acquiring and processing unstructured data that are longitudinal, relational and multi-modal. The study of social media data therefore remains a challenge, as the quantity, magnitude, and complexity associated with the volume, velocity and variety of data can be difficult to manage. Traditional approaches could become extremely tedious when data is big. 21 st century social science data and the underlying networks is therefore a Big Data problem. Big Data are datasets that are sufficiently large to require supercomputers. Big Data is not only characterised by its size, but by its relationality with other data [1] -"Big Data is fundamentally networked". A very important property within social media is the connectedness of entities. There are hidden structures as a result of purposes behind actors, individual psychological states, their comments, interactions such as conversations, and shared semantics. Connecting these entities is a crucial step towards revealing the larger context of a person or group. These data can potentially uncover activities, communities and how information flows. Twitter, one of the largest social media is one such service that has become of high interest to researchers. Trending and longitudinal tweets fall in the domain of Big Data research. The technological capacity to collect, clean, collate, and analyse data in various dimensions is something that Big Data research can offer. The scalable software architecture developed here is installed on a total of 16 64-bit Linux Ubuntu VMs within four (4x) Dell PowerEdge C6100 (Intel Xeon X5660 2.80GHz HT, 48GB Memory for 2CPU, 250GB SATA 7.2k 3.5" HDD). Data is collected using the Twitter API with keywords as topical filters, separating noise from useful data. More information can be acquired from the full paper.
DATA RELATIONALITY
It was discovered here that mapping multimodal activities within Twitter is much more valuable than the common followerfollowee network, which has low activities as most users are inactive. An algorithm in the application parses each tweet and stores the actor "@UserA" and mentions of other actors, e.g., TweetA="@UserB @UserC" into a Node array. Each tweet is stored as a TweetNode. Any mentions become a connection with @UserAà{TweetA}, @UserAà{@UserB, @UserC}, @TweetAà{@UserB, @UserC}, including (@UserA node connecting 3 nodes, 2 of which are users). Such a simple yet effective multimodal mapping technique has not been attempted before but could reveal various community related activities and information flow. GEXF is used for storing the network structure. The GEXF datasets were ported into Gephi for processing. Topology filters were applied to reduce the number of nodes and edges without affecting important network hubs (>n in/outdegree) (See Figure N/E labels with filter indicators '<#'). At this stage, the data is structured, and of a significantly smaller size. Centrality measures (Degree, Betweenness, Closeness, Eigenvector) were applied to the network for discovering important egos before clustering algorithms (Force Atlas 1 and 2) were used for clustering the nodes.
ACTIVITY SIGNATURES
Larger nodes and colour intensities of the nodes have higher centralities, the label colour from black (low) to green/purple (high) have higher Closeness centrality. Each graph in the figure is a 5-hour dataset from a continuum of longitudinal datasets (a single point in the graph, top row). The different signatures of the Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. BigDataScience'14, August 04 -07 2014, Beijing, China Copyright 2014 ACM 978-1-4503-2891-3/14/08 ...$15.00. http://dx.doi.org/10.1145/2640087.2644194 filtered graphs (bottom row) are due to the nature of the activities, the background of the topic and the actor intentions. Actors who interacted more are closest. They formed natural clusters. The #FreeJahar dataset has heightened activities (shades of purple labels) on the top part of the landscape. In the #PRU graph, two large political parties contended during the Malaysian general election bridged by activists, the opposition leader @AnwarIbrahim is flanked by media channels and have large Degree and Betweenness centralities, an indication of heightened activities. In the controversial #NSA news, within the graph, a Guardian correspondent is highly connected, with clusters of activities below, note that #KatyPerry is above in a separate but linked community. The glamorous birth of the #RoyalBaby was mentioned by celebrities (e.g., @selenagomez, etc) with pockets of discussions throughout. The reawakening of the Madelein #McCann kidnapping case due to new evidence led to separate clusters of varying degree of intense conversations. The MH370 dataset contains two separate clusters of important activists. The brief overview of the datasets raises some interesting questions. For example, why are there many more distinct clusters of activities within the #McCann graph as compared to the others? Is this an indication that there are many kidnapping related experience in the clusters? Whilst the answers to these questions are of high academic interests, they are beyond the scope of this paper. What is more important is the byproducts of the Big Data software architecture, demonstrating how managing data through the funneling approach leads to the discovery of community activities in Twitter. The funneling approach that makes Big Data manageable presented here led to the discovery of the #FreeJahar activities, associated with a large number of teenage girls who called for the freedom of the younger Boston bombing suspect (nicknamed Jahar) only because they believed he is "too beautiful to be a terrorist". This dataset present a basis for studying the formation and decline of a community. The #FreeJahar dataset conformed to a "sense of community" as defined by McMillan and Chavis [2] . Data analysis shows that community boundary exists, which segregates the in-groups from the out-groups. The community also adopts some types of symbols, and members exert influence in the group. The analysis also showed that the community persists across the data continuum, with a bottom-up organisation of the community. In social science research, formulating hypotheses and conducting interpretations are definitely necessary for revealing the phenomena in detail. However, since the scope and aims of this paper is to demonstrate the feasibility of using open source Big Data technology and the funneling methodology, a description of the findings here will suffice.
CONCLUSION
21 st century social science data is a Big Data issue and presents great technological challenges. Unlike machines and sensor devices which have very predictable data, user generated contents are unpredictable, culture-influenced, event-driven and topicbased. The content of social media could be from very different psychological states and social context. The Big Data architecture and the funneling method that deals with the final manageability of data are important here. The experience of dealing with social media data is a good one as it challenges traditional methodology, and possibly theoretical foundations in the social sciences. It would be interesting to see where social science theories would stand if and when data becomes big and all-encompassing.
