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Sissejuhatus
Magistritöö eesmärgiks on saada ülevaade mitmemõõtmelise tp,ν-jaotuste baasil
moodustatud asümmeetrilisest mitmemõõtmelisest tp,ν-koopulast ja rakendada se-
da kindlustusandmetel. Asümmeetriline tp,ν-jaotus on oluline mudel finants- ja
kindlustusmatemaatikas, kuna lisaks andmete ebasümmeetriale võimaldab arvesse
võtta tunnuste sõltuvust väga suurte väärtuste korral, ehk niinimetatud sabasõl-
tuvust. Eriti väärtuslikuks muudab asümmeetrilise tp,ν-jaotuse asjaolu, et temast
moodustatud ühisjaotuse - koopula - abil on võimalik moodustada mitememõõtme-
line jaotus, kus erinevat tüüpi marginaaljaotused on ühendatud mitememõõtmeli-
seks jaotuseks nii, et arvesse on võetud ka tunnustevaheline sõltuvusstruktuur.
Ülesehituselt on antud töö järgnev. Esimene peatükk keskendub mitmemõõtme-
lise tp,ν-jaotuse tutvustamisele. Esmalt on antud lühiülevaade elliptilistest jaotus-
test. Seejärel on defineeritud mitmemõõtmeline asümmeetriline normaaljaotus ning
toodud välja avaldised jaotuse keskväärtusvektori ning kovariatsioonimaatriksi leid-
miseks. Samuti on leitud punkthinnangud jaotuse parameetritele momentide mee-
todil ning esitatud graafilised näited jaotuse käitumisest kahemõõtmelisel juhul.
Järgneb χ-pöördjaotuse tutvustus ning tihedusfunktsiooni integreerimise teel on
leitud jaotuse keskväärtuse ning dispersiooni avaldised. Viimaks on tutvustatud
asümmeetrilist tp,ν-jaotust. Leitud on jaotuse keskväärtusvektori ning kovariatsioo-
nimaatriksi avaldised kasutades kahe eelnevalt tutvustatud jaotuse omadusi. Lisaks
on leitud punkthinnangud jaotuse parameetritele momentide meetodil.
Teises peatükis antakse lühiülevaade koopulateooria ajaloolisest arengust. Esitatak-
se koopula definitsioon ning olulisemad mõisted ja teoreemid. Viimases paragrahvis
tutvustataske asümmeetrilist tp,ν-koopulat.
Kolmas peatükk on rakenduslik. On teostatud kahjude analüüs ning modelleeritud
andmeid t2,4-koopula abil. Kasutatud on aastast 2001 pärinevaid Läti kindlustus-
seltsi liikluskindlustuse kahjude andmeid. Esmalt on sobitatud tunnuste empiirilis-
tele jaotustele neli erinevat teoreetilist jaotust. Sobitamisel on kasutatud Gamma-,
Pareto, Weibulli ning lognormaalset jaotust, hinnangud jaotuste parameetritele on
leitud suurima tõepära meetodil. Sobivaima teoreetilise jaotuse valimisel on kasuta-
tud Kolmogorov-Smirnovi kooskõlatesti teststatistiku väärtusi ning informatsiooni-
kriteeriume AIC ja BIC. Seejärel on leitud kahe tunnuse ühisjaotus asümmeetrilise
t2,4-koopula abil.
Magistritöö kirjutamiseks on kasutatud tekstitöötlus programmi TexMaker. Kõik
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analüüsid, graafikud, empiirilistele andmetele jaotuste sobitamine ning ühisjaotuse
leidmine on läbi viidud vabavaralise statistikapaketiga RStudio. Samuti on asüm-
meetrilise tp,ν-koopula simuleerimise algoritm kirja pandud R-i funktsioonidena.
Käesolevaga tänab autor magistritöö juhendajat rohkete nõuannete ning suuna-
miste, paranduste ja soovituste, eriliselt aga meeldiva koostöö ja pühendatud aja
eest.
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1 Mitmemõõtmeline asümmeetriline tp,ν-jaotus
Asümmeetrilised p-mõõtmelised t-jaotused kuuluvad asümmeetriliste elliptiliste jao-
tuste hulka. Need saadakse elliptilistest jaotustest teisenduste abil. Pidades silmas
p-mõõtmelist t-jaotust vabadusastmete arvuga ν kasutame tähistust tp,ν . Mitme-
mõõtmelised tp,ν-jaotused on olnud teadlaste huviorbiidis juba viimased 80 aastat
[9]. Kõige enam on mitmemõõtmelised tp,ν-jaotused kasutust leidnud klassikalistes
statistilistes modelleerimisülesannetes, kus jaotuste sabad on raskemad kui nor-
maaljaotusel [9]. Samuti on rakendatud t-jaotust statistikute robustsuse uurimisel.
Mitmemõõtmeline asümmeetriline tp,ν-jaotus on huvi pakkunud just seetõttu, et
pakub enam paindlikkust, võttes arvesse nii sabade raskust kui ka andmete paik-
nemise ebasümmeetrilisust. Paindlikkuse tõttu on antud jaotus hinnatud mitmetes
praktilistes rakendustes, eriti finantsmatemaatikas.
Nii nagu mitmemõõtmelisel normaaljaotusel on mitmeid esitusviise, on ka asüm-
meetrilist tp,ν-jaotust defineeritud mitmeti. Ülevaade erinevatest lähenemistest on
esitatud monograafias [9], § 5. Antud magistritöös keskendume A. Azzalini ja A.
Capitanio 2003. aastal artiklis [1] välja toodud lähenemisele, kus asümmeetrili-
ne tp,ν-jaotus on defineeritud kahe juhusliku suuruse korrutisena, millest üks on
asümmeetrilise normaaljaotusega ning teine χ-pöördjaotusega. Järgnevalt anname
kõigepealt lühiülevaate elliptilistest pidevatest jaotustest, seejärel kirjeldame kaht
sagedamini kasutatavat jaotust. Lõpuks anname ülevaate ka uuritavast mitme-
mõõtmelisest asümmeetrilisest t-jaotusest ning leiame hinnangud parameetritele
kasutades asümmeetrilise normaaljatuse ja χ–pöördjaotuse karakteristikuid.
1.1 Pidevad elliptilised jaotused
Järgnev paragrahv tugineb raamatule [8], § 2.3. Klassikaline mitmemõõtmeline ana-
lüüs on üles ehitatud vaatlusandmete normaaljaotuse eeldusele. Reaalsete andmete
korral on see eeldus väga harva täidetud. Üheks mitmemõõtmelise analüüsi arenda-
mise peamiseks eesmärgiks on olnud normaaljaotuse üldistamine ehk normaaljao-
tuse eeldusest vabanemine. Suurt tähelepanu on pööratud elliptilistele jaotustele.
Need jaotused on köitnud erinevate statistikute tähelepanu mitmel põhjusel. Esi-
teks just seetõttu, et antud klass sisaldab normaaljaotuseid. Teiseks on mitmed
normaaljaotuse korral saadud tulemused ning järeldused kergesti üle kantavad el-
liptilistele mudelitele.
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Elliptiliste jaotuste hulgas kannab sfääriline jaotus sama tähtsat rolli, nagu stan-
dardne mitmemõõtmeline normaaljaotus Np(0, I) mitmemõõtmeliste normaaljao-
tuste Np(µ,Σ) hulgas.
Definitsioon 1.1.1. Öeldakse, et juhuslik p-vektor X on sfäärilise jaotusega,
kui X ja ΓTX on sama jaotusega iga p× p ortogonaalse maatriksi Γ korral.
Kui X on pideva sfäärilise jaotusega juhuslik vektor, siis võrduse ΓTΓ = Ip tõt-
tu sõltub vektori tihedusfunktsioon argumendist suuruse xTx kaudu. Levinuimad
sfäärilised jaotused:
• mitmemõõtmeline normaaljaotus Np(0, Ip) tihedusfunktsiooniga
f(x) = 1(√
2pi
)p e− 12σ2 xTx;
• mitmemõõtmeline tp-jaotus vabadusastmete arvuga ν ning tihedusfunktsioo-
niga
f(x) =
Γ
(
v+p
2
)
Γ
(
ν
2
)
(νpi) p2
(
1 + 1
ν
xTx
)− ν+p2
.
Definitsioon 1.1.2. Öeldakse, et juhuslik vektor X on elliptilise jaotusega,
parameetritega µ : p× 1 ning V : p× p, kui X on sama jaotusega, kui
µ+AY,
kus Y on sfäärilise jaotusega ning A : p× k, AAT = V . Maatriksi V astak on k,
r(V ) = k.
Märgime X ∼ Ep(µ,V ). Pidevate mittesingulaarsete elliptiliste jaotuste korral on
A : p× p täisastakuga p.
Näited kõige enam kasutatavatest elliptilistest jaotustest:
• mitmemõõtlmeline normaaljaotus Np(µ,Σ) kuulub elliptiliste jaotuste hulka,
sest kui X ∼ Np(µ,Σ), siis vektor X on esitatav kujul X = µ + AY, kus
Y ∼ Np(0, Ip) ja AAT = Σ ning A : p× p on pööratav;
• mitmemõõtmelise t-jaotuse parameetritega µ ja Σ = AAT , vabadusastmete
arvuga ν, saame sarnase teisenduse abil: X = µ +AY, kus Y on sfäärilise
jaotusega, tihedusfunktsiooniga (1.5.1) ja A : p × p on pööratav. Sel juhul
kirjutame X ∼ tp,ν(µ,Σ).
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Olgu meil elliptilise jaotusega vektor X ∼ Ep(µ,V ). Selleks, et tihedus eksisteeriks,
on vajalik, et r(V ) = p.
Sel juhul peab definitsioonis esinev maatriks A olema täisastakuga p×p ruutmaat-
riks. Vektori X tihedusfunktsioon fX(X) avaldub järgmiselt:
fX(x) = cp |V |
1
2 g((x− µ)TV −1(x− µ)),
kus cp on normeeriv konstant ja funktsioon g(·) rahuldab tingimust
∫ ∞
0
y
p
2−1g(y)dy <∞.
Käesolevas ülevaates on esitatud vaid paar näidet elliptiliste jaotuste hulgast. Te-
gelikkuses on neid jaotuseid rohkem. Kui selles paragrahvis tegime põgusalt tut-
vust mitmemõõtmelise normaaljaotusega, siis järgnevalt vaatame mitmemõõtmelis-
te jaotuste arvkarakteristikuid ning seejärel asümmeetrilist mitmemõõtmelist nor-
maaljaotust.
1.2 Mitmemõõtmeliste jaotuste arvkarakteristikud
Nii nagu ühemõõtmeliste juhuslike suuruste korral iseloomustavad ka mitmemõõt-
melisi juhuslikke vektoreid üldkogumi arvkarakteristikud. Järgnev ülevaade on re-
fereeritud mitmemõõtmelise statistika veebikonspektist [11]. Sarnaselt ühemõõt-
melise juhusliku suuruse keskväärtusele ning dispersioonile on mitmemõõtmelisel
juhul peamisteks karakteristikuteks paiknevuse ning hajuvuse arvkarakteristikud.
Juhusliku p-vektori Y keskväärtusvektor EY on vektori komponentide keskväär-
tuste vektor kujul
EY =

EY1
EY2
...
EYp
 .
Vektori Y keskväärtusvektor leidub vaid juhul, kui iga i ∈ {1, 2, ..., p} korral kesk-
väärtus EYi leidub. Juhusliku vektori dispersioonimaatriks DY , mis on sarnane
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ühemõõtmelise jaotuse dispersioonile, on kujul
DY =

DY1 cov(Y1, Y2) ... cov(Y1, Yp)
cov(Y2, Y1) DY2 ... cov(Y2, Yp)
... ... ... ...
cov(Yp, Y1) cov(Yp, Y2) ... DYp
 .
Nii nagu ka keskväärtusvektori korral, leidub dispersioonimaatriks vaid juhul, kui
eksisteerivad kõik kovariatsioonid cov(Yi, Yj) ning dispersioonidDYi, i, j ∈ {1, 2, ..., p}.
Dispersioonimaatriksi DY peadiagonaalil on juhusliku vektori komponentide dis-
persioonid DYi = E[Yi−EYi]2, väljaspool diagonaali juhusliku vektori komponen-
tide vahelised kovariatsioonid cov(Yi, Yj) = E[(Yi −EYi)(Yj −EYj)]. Dispersiooni-
maatriksi saame esitada ka keskväärtusena teatavast juhuslikust maatriksist
DY = E
[
(Y − EY)(Y − EY)T
]
. (1.2.1)
Dispersioonimaatriks on sümmeetriline ning positiivselt määratud p× p-maatriks.
Tähistame dispersioonimaatriksi Σ.
Mitmemõõtmelises statistikas lähtutakse sageli järelduste tegemisel tunnuste va-
helistest seosesetest. Lisaks keskväärtusvektorile ning dispersioonimaatriksile on
tähtis informatsiooniallikas ka korrelatsioonimaatris R, mis on kujul
R =

1 σ12 ... σ1p
σ21 1 ... σ2p
... ... ... ...
σp1 σp2 ... 1
 , (1.2.2)
kus σij on tunnuste Yi ja Yj vaheline korrelatsioonikordaja,
σij =
cov(Yi, Yj)√
DYiDYj
.
Märgime, et kovariatsioonimaatriksi Σ kaudu saame esitada korrelatsioonimaat-
riksi R järgnevalt:
R = Σ−
1
2
d ΣΣ
− 12
d , (1.2.3)
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kus Σd märgib diagonaliseeritud maatriksit Σ:
Σd =

DY1 0 ... 0
0 DY2 ... 0
... ... ... ...
0 0 ... DYp
 .
Siin ja edaspidi eeldame, et diagonaliseerimine rakendatakse maatriksile enne teisi
maatriksoperatsioone. Korrelatsioonimaatriks on sümmeetriline positiivselt mää-
ratud maatriks, tema peadiagonaalil asuvad alati ühed.
1.3 Asümmeetriline normaaljaotus SN(µ,Σ, α)
Asümmeetrilise normaaljatuse defineerime järgides artiklit [6].
Definitsioon 1.3.1. Olgu meil juhuslik p-mõõtmeline vektor Y = (Y1, Y2, ..., Yp)T .
Siis vektor Y on p-mõõtmelise asümmeetrilise normaaljaotusega parameet-
ritega µ, Σ ja α, kui tema tihedusfunktsioon avaldub kujul
fY(y) = 2fNp(µ,Σ)(y)Φ(αT (y− µ)), (1.3.1)
kus fN(µ,Σ)(y) on p-mõõtmelise normaaljaotuse Np(µ,Σ) tihedusfunktsioon ning
Φ(·) on standardse normaaljaotuse N(0, 1) jaotusfunktsioon.
Tähistame tihedusfunktsiooniga (1.3.1) vektori Y jaotuse vastavalt Y ∼ SNp(µ,Σ,α),
kus µ ∈ Rp on asukoha parameeter, α ∈ Rp on asümmeetrilisust kirjeldav para-
meeter ning Σ : p× p on positiivselt määratud hajuvusparameeter.
Märgime ära, et vektor Y ∼ SNp(µ,Σ,α) on esitatav ka kujul [7]
Y =
Z, α
T (Z − µ) > Z0,
−Z, muul juhul,
(1.3.2)
kus Z ∼ Np(µ,Σ) ja Z0 ∼ N(0, 1).
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Asümmeetrilise normaaljaotuse SNp(µ,Σ,α) momente genereeriv funktsioon aval-
dub kujul ([2], § 5.1.2):
M(t) = 2etTµ+ 12 tTΣtΦ
(
αTΣt√
1 +αTΣα
)
.
Jaotuse esimesed momendid saame leida, kui võtame maatrikstuletised momen-
te genereerivast funktsioonist. Asümmetrilise normaaljaotuse keskväärtusvektori
ja kovariatsioonimaatriksi tähistame vastavalt EY ja DY. Nende tuletuskäik on
esitatud artiklis [6]:
EY = µ+
√
2
pi
δ,
DY = Σ− 2
pi
δδT ,
kus δ on kujul:
δ = Σα√
1 +αTΣα
. (1.3.3)
Viimasest avaldisest saame algebraliste teisenduste kaudu avaldada α järgmiselt:
α = Σ
−1δ√
1− δTΣ−1δ . (1.3.4)
Edaspidi vaatame kaheparameetrilist asümmeetrilist normaaljaotust, kui µ = 0,
tähistame SNp(Σ,α). Sel juhul avalduvad jaotuse keskväärtusvektor ning disper-
sioonimaatriks järgmiselt:
EY =
√
2
pi
δ, (1.3.5)
DY = Σ− δδT 2
pi
. (1.3.6)
Mitmemõõtmelise SNp-jaotuse kuju sõltub parameetrite Σ ning α koosmõjust.
Järgnevad graafikud kirjeldavad jaotuse SN2(Σ,α) kuju erinevate parameetrite
väärtuste korral. Joonise 1 vasakpoolsel graafikul on kujutatud jaotust korrelatsioo-
nimaatriksigaR1 =
(
1 0,7
0,7 1
)
ningα =
(
5−3
)
. Parempoolsel graafikul kujutatud jao-
tuse asümmeetriaparameeter α on sama kui vasakpoolsel, kuid R2 =
(
1 −0,7
−0,7 1
)
.
Joonisel 2 on paremaks ülevaateks esitatud ka nende jaotuste tihedusfunktsiooni
samatõenäosusjooned.
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Joonis 1: Kahe asümmetrilise normaaljaotuse tihedusfunktsiooni võrdlus.
Joonis 2: Jaotuste tihedusfunktsioonide samatõenäosusjooned.
1.3.1 SN(Σ, α) parameetrite hindamine
Järgnevalt leiame SNp(Σ,α)-jaotuse parameetrite hinnangud. Asendades EY ja
DY nihketa hinnangutega Y ja SY saame momentide meetodi rakendamisel võr-
dused:
ÊY = Y =
√
2
pi
δˆ, (1.3.7)
D̂Y = SY = ΣˆY −YYT , (1.3.8)
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kust saame leida hinnangud parameetritele Σ ja α ning vektorile δ vastavalt:
δˆ = Y
√
pi
2 ,
ΣˆY = SY + YY
T
,
αˆ = Σˆ
−1
Y δˆ√
1− δˆT Σˆ−1Y δˆ
=
[
SY + YY
T
]−1
Y
√
pi
2√
1−
[
Y
√
pi
2
]T [
SY + YY
T
]−1 [
Y
√
pi
2
]
=
[
SY + YY
T
]−1
Y
√
pi
2√
1− pi2 Y
T
[
SY + YY
T
]−1
Y
=
[
SY + YY
T
]−1
Y√
2
pi
−YT
[
SY + YY
T
]−1
Y
.
1.4 χν - pöördjaotus
Statistikas ning tõenäosusteoorias on χ2ν-jaotus väga laialdaselt kasutatav jaotus,
kus ν tähistab vabadusastmete arvu. Enim kasutatakse χ2ν- jaotust hüpoteeside
testimisel ja usalduspiiride leidmisel.
Definitsioon 1.4.1. Olgu X1, X2, . . . , Xν sõltumatud standardse normaalajaotu-
sega juhuslikud suurused, Xi ∼ N(0, 1). Siis Y = ∑νi=1X2i on χ2ν -jaotusega,
vabadusastmete arvuga ν, tähistame Y ∼ χ2ν.
χ2
ν- jaotuse tihedusfunktsioon on järgmine ([12], lk. 330):
fν(x) =

x
ν
2−1 · e−x2 · 1
2
ν
2 ·Γ( ν2 )
), kui x > 0;
0,mujal,
kus Γ(α) =
∫∞
0 x
α−1e−xdx on gammafunktsioon.
Olgu gammajaotus defineeritud kujul nagu antud töö paragrahvis 3.2. Siis χ2ν-jaotus
on Γ-jaotuse erijuht, kui α = ν2 ja β = 2. Seega kui Y ∼χ2ν , siis Y ∼ Γ
(
ν
2 , 2
)
.
Definitsioon 1.4.2. Olgu Z2 ∼ χ2ν. Siis ütleme, et Z on χν-jaotusega, vabadus-
astmete arvuga ν ning tähistame Z ∼ χν.
χν-jaotuse tihedusfunktsioon on järgmisel kujul ([12], lk. 333) :
fν(x) =

xν−1e−
x2
2 · 1
2
ν
2−1Γ( ν2 )
, kui x > 0;
0,mujal.
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Definitsioon 1.4.3. Olgu Z ∼ χν. Siis ütleme, et Vν = 1Z on χν-pöördjaotusega,
vabadusastmete arvuga ν ning tähistame Vν ∼ Iχν.
χν-pöördjaotuse tihedusfunktsiooni leiame χν-jaotuse tihedusfunktsioonist:
fν(y) = fZν
(1
x
)
·
∣∣∣∣∣dxdy
∣∣∣∣∣ = y−ν+1e− 12x2 · 12 ν2−1Γ (ν2) ·
∣∣∣∣∣
(
− 1
y2
)∣∣∣∣∣ .
Saame
fν(y) = y−ν−1e−
1
2x2 · 1
2 ν2−1Γ
(
ν
2
) . (1.4.1)
Joonisel 3 on kolm graafikut, kus on välja toodud χ2ν-jaotuse, χν-jaotuse ja Iχν-
jaotuse tihedusfunktsioonid erinevate vabadusastmete arvu ν korral, vastavalt 2, 5,
10. Näeme, et χ2ν-jaotuse korral muutub tihedusfunktsiooni kuju suurema vabadus-
astmete arvu korral lamedamaks ning sarnasemaks normaaljaotusega. χν-jaotuse
korral muutub vabadusastmete arvu suurenedes jaotusfunktsiooni saba kergemaks.
Iχν-jaotuse korral aga on tõenäosusmassi põhiosa nulli lähedale kogunenud.
Joonis 3: χ2ν-jaotuse, χν-jaotuse ja Iχν-jaotuse võrdlus erinevate vabadusastmete
arvu ν korral.
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1.4.1 χν-pöördjaotuse momendid
Järgnevalt leiame Iχν-jaotuse keskväärtuse, dispersiooni ning k-ndat järku momen-
di tihedusfunktsiooni integreerimise teel.
Lause 1.4.1. χν-pöördjaotuse momendid on:
EVν =
Γ( ν−12 )√
2Γ( ν2 )
, kui ν > 1;
EV 2ν = 1ν−2 , kui ν > 2;
EV kν =
Γ( ν−k2 )
2k/2Γ( ν2 )
, kui ν > k.
Tõestus. Olgu Vν ∼ Iχν . Siis tema tihedusfunktsioon avaldub kujul (1.4.1).
Kirjutame välja ka Vν−1 tihedusfunktsiooni:
fVν−1(x) = x−(ν−1)−1e−
1
2x2 · 1
2 ν−12 −1Γ
(
ν−1
2
) = x−νe− 12x2 · 1
2 ν−32 Γ
(
ν−1
2
)
Jaotuse momendid saame leida integreerimise teel:
mk(Vν) = EV kν =
∫ ∞
0
xkfVν (x)dx.
Järgnevalt on tõestustes kasutatud tihedusfunktsiooni omadust
∫ ∞
0
fVν (x)dx = 1.
Esmalt leiame keskväärtuse ehk esimest järku momendi:
m1(Vν) = EVν =
∫ ∞
0
x · x−ν−1e− 12x2 1
2 ν2−1Γ
(
ν
2
)dx = ∫ ∞
0
x−νe−
1
2x2
1
2 ν2−1Γ
(
ν
2
)dx
=
∫ ∞
0
x−νe−
1
2x2 · 1
2 ν−32 + 12Γ
(
ν
2
) · Γ
(
ν−1
2
)
Γ
(
ν−1
2
)dx
=
∫ ∞
0
x−νe−
1
2x2 · 1√
2 · 2 ν−32 Γ
(
ν
2
) · Γ
(
ν−1
2
)
Γ
(
ν−1
2
)dx
=
Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) ∫ ∞
0
x−νe−
1
2x2 · 1
2 ν−32 Γ
(
ν−1
2
) = Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) .
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Siit saame:
m1(Vν) = EVν =
Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) . (1.4.2)
Seejärel leiame teist järku momendi:
m2(Vν) = EV 2ν =
∫ ∞
0
x2x−ν−1e−
1
2x2 · 1
2 ν2−1Γ
(
ν
2
)dx = ∫ ∞
0
x · x−νe− 12x2 · 1
2 ν2−1Γ
(
ν
2
)dx
=
∫ ∞
0
x · x−νe− 12x2 · Γ
(
ν−1
2
)
√
2 · 2 ν−32 Γ
(
ν
2
)
Γ
(
ν−1
2
)
=
Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) ∫ ∞
0
x · x−νe− 12x2 · 1
2 ν−32 Γ
(
ν−1
2
)
= EVν
∫ ∞
0
x · fVν−1dx = EVν · EVν−1.
Näeme, et teist järku moment avaldub kahe esimest järku momendi korrutisena.
Kasutame eespool leitud EVν avaldisi:
m2(Vν) = EV 2ν = EVν · EVν−1 =
Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) · Γ
(
ν−2
2
)
√
2Γ
(
ν−1
2
) = Γ
(
ν−2
2
)
2 · Γ
(
ν
2
)
Siinkohal kasutame gammafunktsiooni omadust Γ(z+ 1) = zΓ(z), ehk antud juhul
Γ
(
ν
2
)
= ν−22 Γ
(
ν−2
2
)
. Seega saame:
m2(Vν) = EV 2ν =
Γ
(
ν−2
2
)
2 · Γ
(
ν
2
) = Γ
(
ν−2
2
)
2 · ν−22 Γ
(
ν−2
2
) = 1
ν − 2 (1.4.3)
Leiame ka k-ndat järku momendi:
mk(Vν) = EV kν =
∫ ∞
0
xk · x−ν−1e− 12x2 · 1
2 ν2−1Γ
(
ν
2
)dx
=
2 ν−12 −1Γ
(
ν−1
2
)
2 ν2−1Γ
(
ν
2
) ∫ ∞
0
xk−1 · x−νe− 12x2 · 1
2 ν−12 −1Γ
(
ν−1
2
)dx
=
Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) ∫ ∞
0
xk−1 · fVν−1(x)dx = EVν · EV k−1ν−1 .
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Siit aga saame, et
EV kν = EVνEVν−1EV ν−2ν−2 = EVνEVν−1EV ν−2ν−2 · ... · EVν−(k−1)
=
Γ
(
ν−1
2
)
2 12Γ
(
ν
2
) · Γ
(
ν−2
2
)
2 12Γ
(
ν−2
2
) · Γ
(
ν−3
2
)
2 12Γ
(
ν−3
2
) · ... · Γ
(
ν−k
2
)
2 12Γ
(
ν−(k+1)
2
) = Γ
(
ν−k
2
)
2 k2 Γ
(
ν
2
) .
Järeldus 1.4.1. Iχν dispersioon avaldub kujul:
DVν = EV 2ν − [EVν ]2 =
1
ν − 2 −
 Γ
(
ν−1
2
)
√
2Γ
(
ν
2
)
2 = 1
ν − 2 −
1
2
Γ
(
ν−1
2
)
Γ
(
ν
2
)
2 . (1.4.4)
1.5 Asümmeetriline t- jaotus Stp,ν(µ,Σ, α)
Mitmemõõtmelisel tp,ν-jaotusel eksisteerib mitmeid erinevaid definitsioone ning ül-
distusi. Lähtume järgmisest mitmemõõtmelise tp,ν-jaotuse definitsioonist ([9], §1.1):
Definitsioon 1.5.1. Olgu meil juhuslik p-vektor Y = (Y1, Y2, ..., Yp)T . Siis Y on p-
mõõtmelise t-jaotusega vabadusastmete arvuga ν, keskväärtusvektoriga µ ning
hajuvusparameetriga Σ, kui tema tihedusfunktsioon avaldub kujul
tp,ν(x;µ,Σ) =
Γ
(
ν+p
2
)
(piν) p2Γ
(
ν
2
)
|Σ| 12
[
1 + (x− µ)
TΣ−1(x− µ)
ν
]− ν+p2
. (1.5.1)
Tähistame Y ∼ tp,ν(µ,Σ). Selle jaotuse korral on kovariatsioonimaatriks Σ. Mär-
gime, et kovariatsioonimaatriksist Σ saame leida korrelatsioonimaatriksiR võrduse
(1.2.3) kaudu.
Järgnevalt defineerime asümmeetrilise tp,ν-jaotuse, järgides A. Azzalini ja A. Capi-
tanio esitust raamatus [9], §5.9.
Definitsioon 1.5.2. Juhuslik p-vektor X = (X1, X2, ..., Xp)T on p-mõõtmelise
asümmeetrilise t-jaotusega, vabadusastmete arvuga ν ning parameetritega µ,Σ,
ja α, kui tema tihedusfunktsioon avaldub kujul
gp,ν(x;µ,Σ,α) = 2tp,ν(x;µ,Σ)T1,p+ν
[
αT (x− µ)
√
p+ ν
Q+ ν ; p+ ν
]
, (1.5.2)
kus Q = (x − µ)TΣ−1(x − µ), T1,p+ν on vabadusastmete arvuga p + ν ühemõõt-
melise tν-jaotuse jaotusfunktsioon, tp,ν on p-mõõtmelise t-jaotuse tihedusfunktsioon
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vabadusastmete arvuga ν.
Tähistame X ∼ Stν(µ,Σ,α), kus α ∈ Rp on asümmeetrilisust määrav parameeter,
µ ∈ Rp on asukoha parameeter, Σ on hajuvust kirjeldav positiivselt määratud
p × p-maatriks. Antud töös käsitleme olukorda, kui µ = 0 ning seega tähistame
X ∼ Stν(Σ,α).
Käesoleva magistritöö alguses sai märgitud, et antud töös kasutame asümmeetrilise
tp,ν-jaotuse definitsiooni, mille kohaselt asümmeetriline tp,ν-jaotus on asümmeetri-
lise normaaljaotusega juhusliku vektori ning χν-pöördjaotusega juhusliku suuruse
korrutis.
Definitsioon 1.5.3. Olgu juhuslik vektor Y p-mõõtmelise asümmeetrilise normaal-
jaotusega, Y ∼ SNp(Σ,α) ning juhuslik suurus Z χν-jaotusega, Z ∼ χν, sõltumatu
vektorist Y. Siis
X =
√
ν
Y
Z
∼ Stp,ν(Σ,α).
Tähistame juhusliku suuruse V = 1
Z
. Tänu juhusliku vektori Y ja juhusliku suuruse
V sõltumatusele saame asümmeetrilise tp,ν-jaotusega vektori X keskväärtusvektori
EX avaldada juhusliku vektori Y keskväärtusvektori ja juhusliku suuruse V kesk-
väärtuse korrutisena:
EX = E
(√
ν
Y
Z
)
= E
(√
νYV
)
=
√
νEYEV.
Kasutades asümmeetrilise mitmemõõtmelise normaaljaotuse keskväärtusvektori (1.3.5)
ning χν - pöördjaotuse keskväärtuse (1.4.2) võrdusi saame:
EX =
√
ν
√
2
pi
δ
Γ
(
ν−1
2
)
√
2Γ
(
ν
2
) = √ν
pi
δ
Γ
(
ν−1
2
)
Γ
(
ν
2
) = √ν
pi
Σα√
1 +αTΣα
Γ
(
ν−1
2
)
Γ
(
ν
2
) .
Dispersioonimaatriksi leiame kasutades paragrahvis 1.2 välja toodud valemit (1.2.1):
DX = E
[
(X− EX)(X− EX)T
]
= E
[
XXT −X(EXT )− (EX)XT + (EX)(EXT )
]
= m2(X)− (EX)(EXT ) = E
(√
νYV
√
νYTV
)
−√νEV EY√νEV EYT
= ν
[
E
(
V 2YYT
)
− (EV )2EYEYT
]
= ν
[
EV 2E
(
YYT
)
− (EV )2EYEYT
]
= ν
[
m2(V )m2(Y)− (EV )2EYEYT
]
Kasutades teadmist, et m2(Y ) = Σ ning eelnevalt leitud asümmeetrilise mitme-
mõõtmelise normaaljaotuse keskväärtusvektori (1.3.5) ning lauses 1.4.1 tõestatud
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χν - pöördjaotuse momente saame:
DX = ν
 1
ν − 2Σ−
Γ
(
ν−1
2
)
Γ
(
ν
2
)
2 1
pi
δδT
 ,
kus δ on antud võrdusega (1.3.3).
Järgnevatel joonistel 4 ja 5 on välja toodud SN2(R,α)-jaotuse ning St2,ν(R,α)-
jaotuste ruumilised tihedusfunktsiooni graafikud ning tihedusfunktsiooni samatõe-
näosusjooned. Joonisel 4 on parameetrite väärtused vastavalt α =
(
5−3
)
ning kor-
relatsioonimaatriks R =
(
1 0,7
0,7 1
)
. Vasakpoolsed graafikud on SN2-jaotuse kohta,
keskmised joonised St2,3-jaotuse graafikud ning parempoolsed St2,8-jaotuse graafi-
kud. Näeme, et mida suurem on vabadusastmete ν arv, seda sarnasem on asüm-
meetriline t-jaotus asümmetrilisele normaaaljaotusele.
Joonis 4: Jaotuste SN2(R,α), St2,3(R,α) ning St2,8(R,α) võrdlus parameetrite
α = (5,−3)T ning r11 = r22 = 1, r12 = r21 = 0, 7 korral.
Joonisel 5 on välja toodud samuti 3 erinevat jaotust nagu joonisel 4. Sel korral
on parameetrite väärtused vastavalt α =
(
2−3
)
ning korrelatsioonimaatriks R =(
1 0,35
0,35 1
)
. Näeme, et graafikutel on hajuvus mõlemas suunas suurem, kuna α on
esimese tunnuse korral väiksem.
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Joonis 5: Jaotuste SN2(R,α), St2,3(R,α) ning St2,8(R,α) võrdlus parameetrite
α = (2,−3)T ning r11 = r22 = 1, r12 = r21 = 0, 35 korral.
1.5.1 Stp,ν(Σ,α) parameetrite hindamine
Asendades EX, DX nihketa hinnangutega vastavalt X ja SX ning kasutades töös
eelnevalt leitud võrdusi (1.3.7), (1.3.8), (1.4.2), (1.4.3) saame momentide meetodi
rakendamisel järgmised võrdused:
ÊX = X = Σˆαˆ√
1 + αˆT Σˆαˆ
√
ν
pi
Γ
(
ν−1
2
)
Γ
(
ν
2
) , (1.5.3)
D̂X = SX = ν
[
m2(V )m2(Y)− (EV )2EYEYT
]
= ν · 1
ν − 2Σˆ−XX
T
.
Viimasest võrdusest saame avaldada hinnangu parameetrile Σ:
Σˆ = ν − 2
ν
(
SX + XX
T
)
. (1.5.4)
Hinnangu parameetrile α saame leida algebraliste teisenduste kaudu võrdusest
(1.5.3) asendades sisse ka Σˆ:
20
αˆ =
Σˆ−1X
√
pi
ν
Γ( ν2 )
Γ( ν−12 )√
1−
[
X
√
pi
ν
Γ( ν2 )
Γ( ν−12 )
]T
Σˆ−1X
√
pi
ν
Γ( ν2 )
Γ( ν−12 )
=
ν
ν−2
(
SX + XX
T
)−1
X
√
pi
ν
Γ( ν2 )
Γ( ν−12 )√
1−
[
X
√
pi
ν
Γ( ν2 )
Γ( ν−12 )
]T
ν
ν−2
(
SX + XX
T
)−1
X
√
pi
ν
Γ( ν2 )
Γ( ν−12 )
=
(
SX + XX
T
)−1
X√√√√ν−2
ν
[(
Γ( ν−12 )
Γ( ν2 )
)2
ν−2
pi
−XT
(
SX + XX
T
)−1
X
] .
(1.5.5)
1.5.2 Parameetrite hinnangute käitumine
Järgnevalt uurime saadud teoreetiliste hinnangute (1.5.5) ning (1.5.4) käitumist
simuleerimiseksperiment. Simuleerime 10000 erinevat valimit mahuga n = 1000
jaotusest St2,4(Σ,α), kus
α =
 3
−1
 , Σ =
 1 0, 5
0, 5 1
 , ν = 4.
Simuleerimisülesande läbiviimisel on kasutatud statistikaprogrammis R funktsiooni
rmst, mis sisaldub paketis sn. Kasutatud programmikood on välja toodud Lisas 1.
Iga valimi korral arvutame asümmeetriavektorile α hinnangud αˆ1, αˆ2, kasutades
võrdust (1.5.5) ning Σ hinnangud σˆ11, σˆ12, σˆ22 kasutades võrdust (1.5.4).
Joonisel 6 on kujutatud parameetrite αˆ1 ja αˆ2 hinnangud. Punane täpp graafikul
tähistab etteantud α väärtust. Vasakpoolselt graafikult näeme, et enamus hinnatud
parameetri väärtuseid jääb esialge α ümbrusesse. Kuid silma jääb ka 5 väga suure
erinevusega hinnangut. Parempoolsel graafikul on lähemalt näha hajuvus algse
α ümber. Joonisel 7 on välja toodud parameetri Σˆ väärtuste σˆ11 ja σˆ12, σˆ11 ja
σˆ22 ning σˆ12 ja σˆ22 vahelised hajuvusgraafikud. Taaskord tähistab punane täpp
graafikul etteantud väärtuse asukohta. Visuaalse uurimise põhjal võime öelda, et
α koordinaatide hinnangud on ebastabiilsemad, kui Σ hinnangute käitumine.
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Joonis 6: Simuleeritud valimitelt hinnatud α1 ja α2 hajuvuse graafikud.
Joonis 7: Simuleeritud valimitelt hinnatud σ11 ja σ12, σ11 ja σ22 ning σ12 ja σ22
hajuvuse graafikud.
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2 Koopula mõiste
Koopulafunktsioon on mitmemõõtmeline jaotusfunktsioon, mis sisaldab infot mar-
ginaalsete tõenäosusjaotustega juhuslike suuruste vahelise sõltuvuse kohta. Seal-
juures on koopula invariantne monotoonsete teisenduste suhtes. See annab võima-
luse konstrueerida mitmemõõtmelisi jaotusi rakendades andmetele monotoonseid
teisendusi [5]. Koopulad on viimase 20 aasta ühed enam uuritud ja kasutatud jao-
tusfunktsioonid, millest on saanud oluline uus töövahend näiteks finantsmatemaa-
tikas turgude, riskitegurite ja muude uuritavate suuruste modelleerimiseks. Tänu
koopulate teooria rakendamisele on võimalik konstrueerida etteantud sõltuvusst-
ruktuuride ja erinevat tüüpi marginaaljaotuste korral mitmemõõtmelisi mudeleid.
Järgnev ülevaade on refereeritud artiklist [4]. Koopulate ajalugu algab prantsuse
matemaatiku Maurice Rene Fréchet’ga, kes uuris probleemi, mille siinkohal toome
välja kahemõõtmelisel juhul. Olgu meil kaks juhuslikku suurust X1 ja X2 jaotus-
funktsioonidega vastavalt F1 ja F2, olgu need määratud samal tõenäosusruumil
(Ω,F ,P). Siis mida saame väita kahemõõtmelise jaotusfunktsiooni hulga Γ(F1, F2)
kohta, mille marginaaljaotused on F1 ja F2? On selge, et hulk Γ(F1, F2), nn. F1
ja F2 Fréchet’ klass, ei ole tühi hulk, kuna kui F1 ning F2 on sõltumatud, siis
F (x1, x2) = F1(x1)F2(x2) kuulub alati hulka Γ(F1, F2). Küll aga ei ole selge, milli-
sed teised elemendid on hulgas Γ(F1, F2).
Esialgsed uurimused selle probleemi kohta tehti juba 1956. aastal, nii M. R. Fréc-
het’ kui ka E. J. Gumbeli poolt. Küll aga esitas 1959. aastal Abe Sklar mõiste
koopula mõõduteoorias ning avaldades teoreemi, mis nüüdseks kannab tema nime.
Teoreemi tõestust koheselt aga A. Sklar välja ei toonud, esitatud olid vaid mõnin-
gad ideed. Aastal 1983 ilmus A. Sklari ja B. Scweizeri koostöös esimene raamat,
mis esitas põhilise idee ja tulemused koopulatest. Pärast seda arenes koopulate
teooria tõenäosusteoorias kiiresti. 1990. aastal korraldas Dall’ Aglio esimese koo-
pulatele pühendatud konverentsi "Probability distributions with given marginals".
Konverents oli väga edukas ja aitas valdkonna edendamisele olusliselt kaasa.
Suurenenud huvi üheks põhjuseks oli koopula mõiste kasutamine andmeanalüüsis
ning rakendamisvõimaluste leidmine rakendusteadustes, näiteks finantsmatemaati-
kas. Ka hüdroloogias võeti kasutusele koopulad, kuna need võimaldasid luua paind-
likumaid mitmemõõtmelisi mudeleid. Nüüdseks on koopulatel kasutusalasid palju
ning neid kõiki on pea võimatu üles loendada.
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2.1 Peamised mõisted
Esitame mõned peamised definitsioonid mõistmaks koopulate olemust. Olgu p na-
turaalarv ning märgime ühiklõigu [0, 1] sümboliga I ning laiendatud reaalsirge
R = [−∞,+∞].
Definitsioon 2.1.1. Olgu juhuslik vektor X = (X1, X2, ..., Xp)T tõenäosusruumis
(Ω,F ,P). Siis tema jaotusfunktsioon FX : Rp → I on defineeritud järgmiselt:
FX(x1, x2, ..., xp) = P
( p⋂
i=1
{Xi 6 xi}
)
Samuti:
(1) FX(x1, x2, ..., xp) = 0, kui vähemalt ühe argumendi väärtus on −∞,
(2) FX(+∞,+∞, ...,+∞) = 1.
Definitsioon 2.1.2. Olgu p > 2 ja F p-dimensionaalne jaotusfunktsioon. Olgu
σ = {j1, ..., jm} hulga {1, 2, ..., p} alamhulk, 1 6 m < p. Jaotusfunktsiooni F σ-
marginaaljaotuseks nimetame jaotusfunktsiooni Fσ : R
m → I , seades jaotus-
funktsiooni p−m argumendi väärtuseks +∞. Nimelt iga x1, ..., xm ∈ R korral
Fσ(x1, ..., xm) = F (y1, ..., yp),
kus iga j ∈ {1, 2, ..., p} korral yj = xj, kui j ∈ σ ning yi = +∞ muul juhul.
Märgime ära, et kui juhuslikud suurused X1, X2, ..., Xp on sõltumatud ning kui Fi
onXi jaotusfunktsioon, siis p-dimensionaalse juhusliku vektori X = (X1, X2, ..., Xp)T
jaotusfunktsioon on korrutis:
FX(x1, x2, ..., xp) =
p∏
i=1
Fi(xi).
Definitsioon 2.1.3. Olgu p > 2. p-dimensionaalseks koopulaks, lühidalt p-
koopulaks, nimetatakse p-mõõtmelist jaotusfunktsiooni kuubis Ip, mille ühemõõtme-
lised marginaaljaotused on ühtlase jaotusega ühiklõigus I. Märgime
C(u1, u2, ..., up) : Ip → I.
Seega, iga p-koopula on seotud juhusliku vektoriga U = (U1, U2, ..., Up)T , mis iga
i ∈ {1, 2, ..., p} korral on ühtlase jaotusega, Ui ∼ U(0, 1). Vastupidiselt kehtib ka,
24
et iga juhuslik vektor, mille komponendid on ühtlase jaotusega lõigus I, on teatav
koopula. Kuna koopula näol on tegemist mitmemõõtmelise jaotusfunktsiooniga, siis
kehtivad ka koopulate korral tähtsamad jaotusfunktsiooni omadused.
2.2 Sklari teoreem
Nagu eespool mainisime on Sklari teoreem koopulate teooria alustalaks. Käesolev
paragrahv on refereeritud artiklist [4].
Selleks, et anda parem ülevaade teoreemi väitele, teeme kõigepealt läbi tõestuse
kahemõõtmelisel juhul. Olgu meil pidevad juhuslikud suurused X ja Y ning nei-
le vastavad rangelt kasvavad jaotusfunktsioonid F1 ning F2. Rakendades mõle-
ma juhusliku suuruse korral teisendusena nende jaotusfunktsiooni, saame vastavalt
F1(X) = U1 ning F2(Y ) = U2, kus U1, U2 ∼ U(0, 1). Kuna F1 ja F2 on rangelt
kasvavad, siis kehtib ka vastupidine võrdus, et F−11 (U1) = X ning F−12 (U2) = Y .
Seega kasutades jaotusfunktsiooni definitsiooni FX(x) := P (X 6 x), saame esitada
juhuslike suuruste X ja Y ühisjaotuse jaotusfunktsiooni koopula kaudu:
F (x, y) = P (X 6 x, Y 6 y) = P (F1(X) 6 F1(x), F2(Y ) 6 F2(y))
= P (U1 6 F1(x), U2 6 F2(y)) = C(F1(x), F2(y)).
Teoreem 2.2.1. Olgu F p-mõõtmeline jaotusfunktsioon ühemõõtmeliste margi-
naaljaotustega F1, F2, ..., Fp. Tähistagu Aj funktsiooni Fj väärtuste piirkonda, kus
j = 1, 2, ..., p. Siis leidub koopula C nii, et iga (x1, x2, ..., xp) ∈ Rp korral
F (x1, x2, ..., xp) = C(F1(x1), F2(x2), ..., Fp(xp)). (2.2.1)
Selline koopula C on üheselt määratud hulgal A1 × A2 × ...× Ap ning seega ühene
kuubis Ip, kui F1, F2, ..., Fp on kõik pidevad monotoonselt kasvavad jaotusfunktsioo-
nid.
Sklari teoreem esitati esmakordselt juba aastal 1959, kuid teoreeemi tõestus kahe-
mõõtmelisel juhul avalikustati alles 1974. aastal A. Sklari ning B. Schweizeri poolt.
Teoreemist 2.2.1 järeldub ka järgnev vastupidine implikatsioon, mis on tihti väga
oluline just statistiliste mudelite loomisel, võttes eraldi arvesse juhusliku vektori
komponentide ühemõõtmelist käitumist ning nende vahelist sõltuvust.
Teoreem 2.2.2. Kui F1, F2, ..., Fp on ühemõõtlmelised pidevad ning rangelt mo-
notoonselt kasvavad jaotusfunktsioonid ja C on suvaline p-koopula, siis funktsioon
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F : Rp → I kujul (2.2.1) on p-mõõtmeline jaotusfunktsioon marginaaljaotustega
F1, F2, ..., Fp.
Seega iga p-mõõtmelist jaotusfunktsiooni on võimalik esitada koopulana C võrduse
(2.2.1) kaudu. Kui Fi on pidev iga i ∈ {1, 2, ..., p} korral, siis saame C kujul
C(u1, u2, ..., up) = F (F−11 (u1), F−12 (u2), ..., F−1p (up)), (2.2.2)
kus F−1i märgib Fi pöördfunktsiooni kujul F−1i = inf{t|Fi(t) > s}. Seega, koopu-
lad on sisuliselt viis juhusliku vektori (X1, X2, ..., Xp)T teisendamiseks juhuslikuks
vektoriks (U1, U2, ..., Up)T = (F1(X1), F2(X2), ..., Fp(Xp))T , kus marginaaljaotused
on ühtlase jaotusega ühiklõigus I, samas säilitatakse monotoonne sõltuvus kompo-
nentide vahel.
2.3 Asümmeetriline tp,ν-koopula
Antud paragrahvis moodustame asümmeetrilise koopula, mis põhineb mitmemõõt-
melisel asümmeetrilisel tp,ν-jaotusel, mille tihedusfunktsioon on kujul (1.5.1). Järg-
nev esitus on refereeritud artiklist [7]. Olgu meil pidevad juhuslikud suurused
X1, X2, ..., Xp tihedusfunktsioonidega vastavalt fi(xi) : R → R, kus i = 1, 2, ..., p.
Olgu nende ühisjaotuse jaotusfunktsioon FX(x1, x2, ..., xp) ning tihedusfunktsioon
fX(x1, x2, ..., xp). Teoreemi 2.2.1 kasutades saame jaotusfunktsiooni FX(x1, ..., xp)
esitada koopula C(u1, u2, ..., up) : Ip → I kaudu, kus u = (u1, u2, ..., up)T ∈ Ip:
FX(x1, ..., xp) = C(F1(x1), ..., Fp(xp)), (2.3.1)
kus Fi(xi) = ui. Pideva jaotusega juhuslikul vektoril eksisteerib ka tõenäosusti-
hedus. Tähistame koopula tihedusfunktsiooni c(u1, .., up). Koopula tiheduse saame
leida, võttes koopula C(u1, ..., up) funktsioonist tuletise:
c(u1, ..., up) =
∂pC(u1, ..., up)
∂u1 · ... · ∂up .
Kasutades võrdust (2.3.1) saame esitada tihedusfunktsiooni fX(x1, x2, ..., xp) koo-
pula tihedusfunktsiooni kaudu:
fX(x1, x2, ..., xp) = c(F1(x1), ..., Fp(xp))× f1(x)1 × ...× fp(xp).
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Eelnenud võrdusest saame avaldada koopula tihedusfunktsiooni c(u) : Ip → R
vektori X tihedusfunktsiooni ja juhuslike suuruste Xi, i = 1, .., p, marginaalsete
tiheduste kaudu:
c(u) =
fX(F−11 (u1), ..., F−1p (up))
f1(F−11 (u1)) · ... · fp(F−1p (up))
, (2.3.2)
kus F1(·), ..., Fp(·) : R → I on ühemõõtmeliste marginaaljaotuste jaotusfunktsioo-
nid ja f1(·), ..., fp(·) : R→ R on vastavate marginaaljaotuste tihedusfunktsioonid.
Järgnevalt kasutame võrdusi (2.3.1) ja (2.3.2), et defineerida mitmemõõtmeline
asümmeetriline tp,ν-koopula.
Definitsioon 2.3.1. Koopulat nimetatakse asümmeetriliseks tp,ν-koopulaks
Cp,ν, kui
Cp,ν(u1, ..., up;µ,Σ,α) = Gp,ν(G−11,ν(u1;µ1, σ11, α1), ..., G−11,ν(up;µp, σpp, αp);µ,Σ,α),
(2.3.3)
kus G−11,ν(u1;µi, σii, αi) : R1 → I, i ∈ {1, ..., p} on ühemõõtmelise t1,ν-jaotuse jao-
tusfunktsiooni pöördfunktsioon ja Gp,ν on p-mõõtmelise asümmeetrilise tp,ν-jaotuse
jaotusfunktsioon, mille tihedusfunktsioon on kujul (1.5.1).
Asümmeetrilise tp,ν-koopula tihedus on
cp,ν(u;µ,Σ,α) =
gp,ν
[
{G−11,ν(u1;µ1, σ11, α1), ..., G−11,ν(up;µp, σpp, αp)};µ,Σ,α
]
∏p
i=1 g1,ν
[
G−11,ν(ui;µi, σii, αi);µi, σii, αi
] ,
(2.3.4)
kus gp,ν on asümmeetrilise tp,ν-jaotuse tihedusfunktsioon (1.5.1) ning funktsioonid
G−11,ν on nagu definitsioonis 2.3.1. Tihedusfunktsiooni (2.3.4) lugejas on asümmetri-
lise mitmemõõtmelise tp,ν-jaotuse tihedus. Seega on saadud koopula asümmeetrilise
mitmemõõtmelise jaotusega.
2.4 Korrelatsioon
Koopula komponendid võivad olla omavahel sõltuvad juhuslikud suurused. Nende-
vahelist sõltuvust saame hinnata astakkorrelatsioonikordajate abil, kuna need on
invariantsed monotoonsete teisenduste suhtes. Levinumad astakkorrelatsioonikor-
dajad on Kendalli τ ning Spearmani ρS ning need kordajad defineeritakse koopula
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C(u, v) kaudu järgmiselt [5]:
τ = 4
∫ ∫
I2
C(u, v)dC(u, v)− 1,
ρS = 12
∫ ∫
I2
C(u, v)dudv − 3.
Lineaarse ehk Pearsoni korrelatsioonikordaja ρ korral tekib koopula elementideva-
helise korrelatsiooni hindamisel probleeme. Esiteks seetõttu, et ρ ei ole invariantne
monotoonsete teisenduste suhtes. See tähendab, et lineaarne korrelatsioon Xi ja
Xj vahel ei ole enamasti sama, mis log(Xi) ja log(Xj) vahel. 2003. aastal jõudsid
F. Lindskog jt artiklis [10] tähtsa tulemuseni ning tõestasid Kendalli τ ning Pear-
soni ρ vahelise seose elliptiliste jaotuste korral. Varasemalt oli seos tõestatud vaid
kahemõõtmelise normaaljaotuse korral, kuid artiklis näidati, et seos kehtib kõikide
pidevate elliptiliste jaotuste korra.
Definitsioon 2.4.1. Olgu X = (X1, ..., Xp)T ∼ Ep(µ,V) pideva p-mõõtmelise
elliptilise jaotusega. Kui tunnuste Xi ja Xj dispersioonid DXi, DXj on lõplikud, siis
nimetame tunnuste Xi ja Xj vaheliseks lineaarseks korrelatsioonikordajaks
suurust
ρij =
cov(Xi, Xj)√
DXiDXj
.
Definitsioon 2.4.2. Kendalli τ juhuslike suuruste Xi ja Xj korral on defineeritud
järgenvalt
τ(Xi, Xj) = P [(X1 − X˜i)(X2 − X˜2) > 0]− P [(X1 − X˜i)(X2 − X˜2) < 0],
kus (X˜1, X˜2) on (Xi, Xj) sõltumatu koopia.
Kasutades neid definitsioone on F. Lindskog jt tõestanud artiklis [10] järgmise
tulemuse.
Teoreem 2.4.1. Olgu X ∼ Ep(µ,V ) pideva elliptilise jaotusega. Siis kehtib seos
τij =
2
pi
arcsin ρij. (2.4.1)
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3 Kahjude analüüs
3.1 Andmestiku kirjeldus
Antud magistritöö praktilises osas on kasutatud Läti kindlustusseltsi liikluskindlus-
tuse kahjude andmeid. Analüüsimisel kasutatav andmestik sisaldab kolme tunnust -
liikluskahjust teavitamise kuupäev, kahjusumma väljamaksmise kuupäev ning kah-
jusumma suurus. Kahjusumma suurus on esitatud Läti lattides. Liikluskahjudest
teavitamise kuupäevad jäävad vahemikku 01.01.2001-31.12.2002. Selle perioodi väl-
tel on vaadeldavas kindlustusseltsis esinenud 7519 erinevat kahjujuhtumit. Kolmel
real on sisestusviga, kuna kahjusumma väljamaksmise kuupäev on varasem kui
kahjust teavitamise kuupäev. Need andmed on analüüsimisel kõrvale jäetud ning
kasutame 7516 kahjunõude andmeid. Kõige rohkem on kahjujuhtumitest teavita-
tud 19. detsembril 2001. Sel päeval oli juhtumeid lausa 61. Samuti on sama aasta
21. ning 28. detsember olnud kõrge teavitamiste arvuga - vastavalt 39 ja 34 kah-
jujuhtumi teavitust. 2002. aastal on kõige enam kahjujuhtumitest teavitatud 24.
mail, kokku 34 teavitust.
Antud töös kasutame tunnustena kahjusumma suurust ning kahjujuhtumi menet-
lemise aega, mis kujutab endas päevade arvu kahjujuhtumi teavitamisest kuni
viimase kahjusumma osamakse väljamaksmiseni. Kui kindlustusjuhtumi teavita-
mise ning kahjunõude väljamaksmise kuupäev on sama, on kahjumenetlemise aeg
1 päev. Tabelis 1 on välja toodud mõlema vaadeldava tunnuse empiirilise jaotuse
karakteristikud. Mõlemal juhul on asümmeetriakordaja positiivne ning üsna suure
väärtusega. See viitab asjaolule, et tegemist on parempoolsete sabadega jaotustega
ehk jaotuse mediaan on väiksem keskväärtusest. Jaotuse standardhälve on väga
suur mõlemal juhul, seega tunnuste väärtused on enamjaolt keskmisest väärtusest
eemal ning hajuvus on suur.
Karakteristik Kahjusumma suurus Kahju menetluse aeg
Keskväärtus 340,2 81,5
Standardhälve 577 123
Asümmeetriakordaja 7,51 3,51
Vähim väärtus 0,75 1
Suurim väärtus 9432 1142
Tabel 1: Empiiriliste jaotuste karakteristikud.
Kõige väiksem väljamakstud kahjusumma on 0,75 latti ning suurim väljamakstud
kahjunõue on 9432 latti. Keskmine kahjunõude suurus on 340,29 latti. Joonisel 8
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on kujutatud kahjusummade histogrammid. Vasakpoolsel histogrammil on näha
kahjusummad kõigi andmete ulatuses, parempoolsel graafikul on välja toodud vaid
kahjusummad, mis on väiksemad kui 3000 latti. Näeme, et suurem osa väljamakse-
test on väikesed ning suuremaid kahjunõudeid esineb harva, mis venitavad jaotuse
saba väga pikaks. Selline andmete käitumine on kindlustusandmetele väga tüüpi-
line. Edaspidi on joonistel empiirilise jaotuse kujutamisel kasutatud kuni 3000 lati
suuruseid kahjusummasid, jaotuste sobitamisel on kasutatud kogu andmestikku.
Joonis 8: Kahjusummade histogrammid.
Kahjunõude menetlemise aeg on kaheksal juhul 1 päev ehk et kahjunõue maksti
välja kohe samal päeval. 14 juhul maksti kahjunõue välja järgmisel päeval. Kõi-
ge pikem kahjumenetlus kestis 1142 päeva. Keskmine kahjumenetluse periood on
81,5 päeva. Kõige enam ehk 189 korral said juhtumid lahenduse 15 päeva jooksul.
Joonisel 9 on näha kahjumenetlusele kulunud aja histogramm. Näeme, et enamus
kahjujuhtumeid menetletakse päris kiiresti, kuid mõned erijuhud venitavad jaotuse
saba samuti pikaks.
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Joonis 9: Kahjumenetluse kestuse histogramm.
3.2 Jaotuste sobitamine andmetele
Kaugem eesmärk on leida tunnuste kahemõõtmeline ühisjaotus kasutades asüm-
meetrilise tp,ν-jaotuse koopulat. Esmalt proovime sobitada kahele tunnusele prakti-
kas laialdaselt kasutatavat nelja jaotust, et leida kõige paremini andmeid kirjeldav
mudel. Mõlemal juhul kasutame modelleerimisel gamma-, Pareto, Weibulli ning
lognormaalset jaotust.
Definitsioon 3.2.1. Mittenegatiivne juhuslik suurus X on gammajaotusega ku-
juparameetriga α ja skaalaparameetriga β, tähistame X ∼ Γ(α, β), kui tema tihe-
dusfunktsioon on kujul
fX(x;α, β) =
x
α−1e−
x
β 1
βαΓ(α) , kui x > 0,
0,mujal,
kus Γ(α) =
∫∞
0 x
α−1e−xdx on gammafunktsioon.
Definitsioon 3.2.2. Juhuslik suurus X onWeibulli jaotusega kujuparameetriga
k ja skaalaparameetriga λ, tähistame X ∼ We(k, λ), kui tema tihedusfunktsioon
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avaldub kujul
fX(x; k, λ) =

k
λ
(
x
λ
)k−1
e−(x/λ)
k
, kui x > 0,
0,mujal.
Definitsioon 3.2.3. Juhuslik suurus X on Pareto jaotusega kujuparameetriga
k ja skaalaparameetriga λ, tähistame X ∼ Pa(k, λ), kui tema tihedusfunktsioon
avaldub kujul
fX(x; k, λ) =

kλk
(x+λ)k+1 , kui x > 0,
0,mujal.
Definitsioon 3.2.4. Juhuslik suurus X on lognormaalse jaotusega asukohapa-
rameetriga α ja skaalaparameetriga σ, tähistame X ∼ LN(α, σ), kui tema tihedus-
funktsioon avaldub kujul
fX(x; k, λ) =

1
xσ
√
2pie
− (ln x−µ)22σ2 , kui x > 0,
0,mujal.
Gamma-, Weibulli, Pareto ning lognormaalse jaotuse parameetrite suurima tõepära
meetodil hindamiseks on statistikaprogrammis R kasutatud funktsiooni fitdist,
mis sisaldub paketis fitdistrplus.
3.2.1 Kahjusumma suurus
Joonisel 10 on kujutatud kahjusumma suuruse empiirilisele jaotusele sobitatud jao-
tuste tihedusfunktsioonid. Visuaalsel vaatlusel näib, et kõige täpsemalt kirjeldab
tunnuse empiirilist jaotust lognormaalne jaotus. Teised sobitatud jaotused ei kir-
jelda nii täpselt väiksemaid kahjusid. Tabelis 2 on välja toodud sobitatud jaotuste
parameetrite suurima tõepära hinnangud.
Selleks, et hinnata jaotuste sobivust empiirilise jaotusega, kasutame Kolmogorov-
Smirnovi kooskõlatesti ning lisaks leiame ka Akaike ja Schwarzi informatsiooni-
kriteeriumite väärtused, tähistame vastavalt AIC ja BIC. Kolmogorov-Smirnovi
kooskõlatesti korral märgime teststatistiku väärtuse vastavalt D, kriitiline väär-
tus valimi mahu 7516 korral on 0,01603. Informatsioonikriteeriumite AIC ja BIC
väärtused kirjeldavad sobivust logaritmilise tõepära kaudu võttes arvesse ka hin-
natavate parameetrite arvu jaotuses. Mõlema kriteeriumi korral on paremini sobiv
jaotus see, mille korral kriteeriumi väärtus on väiksem.
AIC = 2k − 2lnL,
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kus k on mudelis hinnatavate parameetrite arv ning L on maksimeeritud logarit-
miline tõepära;
BIC = ln(n)k − 2ln(Lˆ),
kus n on vaatluste arv.
Joonis 10: Kahjusummade empiiriline jaotus ning sobitatud jaotuste tihedusfunkt-
sioonid.
Jaotus Parameetrite hinnangud
Gamma α = 0, 976 β = 2, 87 · 10−3
Weibull k = 0, 907 λ = 320, 99
Pareto k = 4, 31 θ = 1095, 48
Lognormaalne α = 5, 24 σ = 1, 08
Tabel 2: Sobitatud jaotuste parameetrite hinnangud.
Tabelis 3 on välja toodud Kolmogorov-Smirnovi kooskõlatesti teststatistiku D ning
AIC ning BIC väärtused kõigi nelja sobitatud jaotuse korral. Teststatistiku D
väärtus on kõigil juhtudel suurem kriitilisest väärtusest. Kõige väiksem on test-
statistiku väärtus lognormaalse jaotuse korral - 0,0279. Järgneb Weibulli jaotus,
mille korral D = 0, 0774. Pareto jaotuse korral on teststatistiku väärtus 0,0865
ning suurim on D väärtus Gamma jaotuse korral - 0,0891. Kuna aga meil on tegu
üpris suure valimiga ja seega võivad ka väiksemad erinevused empiirilise ja teoree-
tilise jaotusfunktsiooni väärtustes nullhüpoteesi, et andmed on etteantud teoreeti-
lise jaotusega, ümber lükata. Samuti tuleks arvesse võtta ka asjaolu, et hetkel on
Kolmogorov-Smirnovi testid läbi viidud hinnatud parameetrite korral, seesugune
lähenemine ei ole aga teoreetiliselt korrektne ning olulisustõenäosuste väärtused on
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suuremad tegelikest. Seega saame leitud teststatistikuid kasutada omavaheliseks
võrdluseks, küll aga ei saa me teha statistilisi otsuseid jaotuste sobivuse kohta.
Vaadates informatsioonikriteeriume näeme, et lognormaalse jaotuse korral on mõ-
lema informatsioonikriteeriumi väärtus väikseim ning seega võime väita, et lognor-
maalne jaotus parameetritega α = 5, 25 ning σ = 1, 08 kirjeldab kõige paremini
kahjusummade jaotumist käesolevas andmestikus.
Jaotus D AIC BIC
Gammajaotus 0,0891 102667 102681
Weibulli jaotus 0,0774 102508 102522
Pareto jaotus 0,0865 101778 101792
Lognormaalne jaotus 0,0297 101180 101194
Tabel 3: Kooskõlatesti ning informatsioonikriteeriumite väärtused tunnuse "Kah-
jusumma" korral.
Joonis 11: Kahjusumma andmetele sobitatud jaotuste kvantiil-kvantiil graafikud.
Joonisel 11 on välja toodud sobitatud jaotuste kvantiil-kvantiil graafikud. Graafiku
x-teljel on toodud sobitatud jaotuste kvantiilid ning y-teljel valimi kvantiilid. Sobi-
tatud jaotuse hea sobivuse korral peaksid saadud punktid asetsema sirgel y(x) = x.
On näha, et andmete põhiosas on kõik sobitatud jaotused väga hästi andmete jaotu-
mist kirjeldavad. Küll aga sabaosas jäävad sobitatud jaotused reaalsetest andmetest
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üpris kaugele. Suurima tõepära meetodil leitud hinnangud keskenduvadki põhiosa
täpsemale hindamisele, kuna suurem osa vaatlusi on seal. Küll aga kinnitab ka
kvantiil-kvantiil graafik eelpool tehtud järeldust, et lognormaalne jaotus kirjeldab
kahjusumma suuruste jaotumist kõige paremini. Samas viitab graafik sellele, et
jaotuse saba oleks mõistlik eraldi modelleerida. Kantiil-kvantiil graafikult näeme,
et lognormaalne jaotus ei ole kahjude kirjeldamiseks piisavalt konservatiivne.
3.2.2 Kahjumenetluse aeg
Joonisel 12 on kujutatud kahjumenetluse aja empiirilisele jaotusele sobitatud jao-
tuste tihedusfunktsioonid. Visuaalsel vaatlusel näib jälle, et kõige täpsemalt kirjel-
dab tunnuse empiirilist jaotust lognormaalne jaotus ning teised sobitatud jaotused
ei kirjelda nii täpselt lühema vältega kahjukäsitluste jaotumist. Tabelis 4 on esi-
tatud sobitatud jaotuste parameetrite suurima tõepära hinnangud. Tabelis 5 välja
toodud Kolmogorov-Smirnovi kooskõlatesti teststatistiku D väärtuseid võrreldes
näeme, et lognormaalse jaotuse korral on väärtus väikseim. Samuti on lognormaalse
jaotuse korral ka informatsioonikriteeriumite AIC ja BIC väärtused väikseimad.
Seega sobib lognormaalne jaotus parameetritega α = 3, 77 ning σ = 1, 04 kõige
paremini iseloomustama kahjumenetluse aja empiirilist jaotust.
Joonis 12: Kahjumenetluse aja empiiriline jaotus ning sobitatud jaotuste tihedus-
funktsioonid.
Joonisel 13 on kujutatud sobitatud jaotuste kvantiil-kvantiil graafik. Taaskord näe-
me, et andmete põhiosas kirjeldavad sobitatud jaotused väga hästi andmete jao-
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Jaotus Parameetrite hinnangud
Gamma α = 0, 927 β = 11, 4 · 10−3
Weibull k = 0, 879 λ = 75, 093
Pareto k = 2, 922 θ = 156, 67
Lognormaalne α = 3, 77 σ = 1, 04
Tabel 4: Sobitatud jaotuste parameetrite hinnangud.
Jaotus D AIC BIC
Gammajaotus 0,1671 81157 81171
Weibulli jaotus 0,1347 80907 80921
Pareto jaotus 0,1400 80026 80040
Lognormaalne jaotus 0,0861 78621 78635
Tabel 5: Kooskõlatesti ning informatsioonikriteeriumite väärtused tunnuse "Kah-
jumenetluse aeg"korral.
tumist, küll aga sabaosas jäävad sobitatud jaotused reaalsetest andmetest üpris
kaugele. Kvantiil-kvantiil graafik kinnitab seda, et lognormaalne jaotus kirjeldab
kahjukäsitlusaja jaotumist kõige paremini. Samas on erinevalt kahjusummasid kir-
jeldavast jaotusest tegemist olukorraga, kus suurte väärtuste esinemist ülehinna-
takse ja seega on tegemist liiga konservatiivse mudeliga.
Joonis 13: Kahjusumma käsitlusaja andmetele sobitatud jaotuste kvantiil-kvantiil
graafikud.
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3.3 Ühisjaotuse leidmine
Järgnevalt proovime moodustada ühisjaotuse tunnustele kahjusumma suurus ning
kahjumenetluse aeg. Vastupidiselt asümmeetrilise tp,ν-koopula tihedus- ning jao-
tusfunktsioonide kirjapiltide keerukusele, on antud koopula väärtusi üpriski kerge
simuleerida.
3.3.1 Algoritm asümmeetrilise tp,ν-koopula väärtuste simuleerimiseks
Siinkohal paneme kirja sammud ühisjaotuse leidmiseks tp,ν-koopula abil. Järgnev
simulatsioonieeskiri baseerub tp,ν-koopula simuleerimiseeskirjale ([3], § 6.2) ning
asümmeetrilise tp,ν-jaotuse definitsioonile.
(1) Leiame maatriksiA Cholesky dekompositsiooni abil korrelatsioonimaatriksist
R: AAT = R.
(2) Simuleerime p erinevat väärtust zi standardsest normaaljaotusest N(0, 1) ja
moodustame p-vektori z = (z1, ..., zp)T .
(3) Leiame vektori x = Az.
(4) Simuleerime suuruse Z0 standardsest normaaljaotusest N(0, 1).
(5) Leiame asümmeetrilise normaaljaotusega vektori y realisatsiooni järgmiselt:
y =
x, kui α
Tx > Z0,
−x, kui αTx > Z0.
(3.3.1)
(6) Simuleerime χ2-jaotusest juhusliku suuruse väärtuse V .
(7) Leiame vektori t =
√
ν
V
y.
(8) Moodustame vektori u nii, et iga koordinaadi korral ui = G1,ν(ti; 0, 1, αi), i ∈
{1, ..., p}, kus G1,ν on ühemõõtmelise asümmeetrilise tν-jaotuse jaotusfunkt-
sioon.
(9) Moodustame vektori x = (F−11 (u1), ..., F−1p (up)), kus F−1i (·) on esialgse ju-
husliku suuruse Xi jaotusfunktsiooni pöördfunktsioon.
(10) Kordame samme 2-9 k korda.
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3.3.2 Ühisjaotusest simuleerimine
Esmalt leiame kindlustusandmete punkthinnangud keskväärtusvektorile ning dis-
persioonimaatriksile:
X =
340, 3
81, 5
 , S =
333097, 8 7141, 0
7141, 0 15299, 2
 .
Korrelatsioonikaatriksi R hinnangu saame valemiga Rˆ = S−
1
2
d SS
− 12
d , kus Sd mär-
gib diagonaliseeritud maatriksit S:
Rˆ =
 1 0, 1
0, 1 1
 .
Kasutades teoreemi 2.4.1 väidet, saame leida Kendalli τ hinnangu järgmiselt
τˆ12 =
2
pi
arcsin(rˆ12) =
2
pi
arcsin(0.1) = 0, 064.
Seega on korrelatsioon nende kahe tunnuse vahel väike. Nüüd leiame hinnangud
parameetritele α ja Σ kasutades võrdusi (1.5.5), (1.5.4):
αˆ =
0, 003
0, 014
 , Σˆ =
224447, 7 17437, 5
17437, 5 10970, 8
 .
Järgnevalt simuleerime asümmeetrilisest t2,4-koopulast valimi mahuga k = 7500
kasutades eelnevalt toodud algoritmi. Simuleerimisel kasutatud algoritmi R kood
on välja toodud Lisas 2 koos kahjude analüüsiga. Me moodustame 2-mõõtmelise
juhusliku suuruse, kus kahjusumma ehk esimese juhusliku suuruse X1 marginaal-
jaotus on LN -jaotus, X1 ∼ LN(α1 = 5, 25,σ1 = 1, 08) ning kahjumenetluse aja
X2 marginaaljaotus on X2 ∼ LN(α1 = 3, 77,σ1 = 1, 04). Vabadusastmete arv
ν = 4. Simuleerimisel kasutame sisendina korrelatsioonimaatriksi hinnangut Rˆ
ning asümmeetria parameetri hinnangut αˆ.
Joonisel 14 on näha ühe simuleeritud valimi andmete jaotumine. Näeme, et tunnu-
se "kahjumenetluse aeg" korral on sabaosas väga palju vaatlusi, mida empiiriliste
andmete korral nii suurel määral ei esinenud. Kindlasti üheks mõjutajaks on liialt
konservatiivne marginaaljaotus, mida simuleerimisel kasutasime. Joonisel 15 on
välja toodud simuleeritud andmete ning empiiriliste andmete graafikud empiirilis-
te andmete esinemisvahemikus. Simuleeritud andmete korral on näha, et esineb
palju vaatlusi, mil nii kahjusumma kui ka kahjumenetluse aeg on väikesed. Kuid
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siiski on sabaosades rohkem vaatlusi kui empiirilistel andmetel.
Joonis 14: Simuleeritud ühe valimi väärtused.
Joonis 15: Simuleeritud väärtuste ning esialgsete andmete võrdlus.
Selleks, et hinnata simuleeritud valimites tunnustevahelise sõltuvust, genereerime
seesuguseid valimeid 1000 tükki ning leiame iga valimi pealt Kendalli korrelatsioo-
nikordaja τ . Joonisel 16 on τ väärtuste histogramm. Keskmine väärtus on 0, 048.
Histogrammilt on näha, et ühegi valimi korral ei ole tunnustevaheline sõltuvus suu-
resti muutunud, alati on korrelatsioon tunnuste vahel olnud väike. Vähim väärtus
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on olnud 0, 025 ning suurim 0, 078.
Joonis 16: Simuleeritud valimite τ väärtused.
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Kokkuvõte
Käesolevas magistritöös on tutvustatud asümmeetriliste elliptiliste jaotuste klassi
kuuluvat mitmemõõtmelist asümmeetrilist Stp,ν-jaotust ning selle jaotuse baasil
konstrueeritud koopulat.
Esimeses peatükis on antud lühiülevaade elliptilistest jaotustest ning mitmemõõt-
meliste jaotuste arvkarakteristikutest. Seejärel on tutvustatud asümmeetrilist nor-
maaljaotust ning esitatud jaotuse keskväärtusvektor, dispersioonimaatriks ning
hinnangud parameetritele. Lisaks on tutvustatud χν - pöördjaotust ning leitud sel-
le jaotuse momendid. Peale seda on antud Stp,ν-jaotuse definitsioon ning leitud on
hinnangud jaotuse parameetritele. Samuti on läbi viidud simuleerimiseksperiment
parameetrite hinnangute hajuvuse hindamiseks. Teises peatükis on antud ülevaade
koopulate teooriast ning sisse toodud asümmeetriline tp,ν-koopula.
Kolmandas peatükis on leitud kindlustusandmete empiirilist jaotust kirjeldavad
jaotused. Mõlema uuritud tunnuse korral andis parima tulemuse lognormaalne jao-
tus. Tunnuse "kahjusumma" korral oli sobivaimaks LN(α = 5, 25, σ = 1, 08) jaotus,
kuid sabaosas olevate vaatluste hindamiseks ei olnud antud jaotus piisavalt konser-
vatiivne ning alahindas suuremate väärtuste esinemist. Tunnuse "kahjumenetluse
aeg" korral oli sobivamaiks jaotuseks LN(α = 3, 77, σ = 1, 04) jaotus, kuid antud
jaotus on selle tunnuse jaoks liialt konservatiivne ning seega suuremate väärtuste
esinemist ülehinnatakse. Empiirilise jaotuse paremaks kirjeldamiseks oleks tulnud
nähtavalt sobitada eraldi kaks jaotust, põhiosale ning sabaosale eraldi, kuid see
ei olnud antud töö eesmärgiks. Andmete genereerimiseks St2,4-koopulast kasuta-
ti ühemõõtmeliste marginaaljaotustena leitud LN -jaotusi mõlema tunnuse korral.
Võrreldes saadud juhuslikku vektorit esialgsete andmetega selgus, et kooskõla em-
piiriliste andmetega on hea kuid sabaosas ei suuda antud mudel siiski tunnuste
käitumist kõige täpsemini tabada.
Magistritöö eesmärgiks oli anda ülevaade Stp,ν-jaotusest ja selle baasil moodusta-
tud koopulast ning näidata selle rakendatavust ebasümmeetriliste jaotuste model-
leerimisel. Autor hindab eesmärgi täidetuks.
41
Summary
This Master’s thesis introduces the multivariate skew Stp,ν-distribution, which be-
longs to the class of skew elliptical distributions, and a copula which is constructed
on the basis of this distribution.
The first chapter gives a brief overview of the elliptical distributions and the cha-
racteristics of the multivariate distributions. The skew normal distribution is then
introduced, and expressions of the mean vector, the dispersion matrix and their es-
timates are presented. In addition, the inverse χν-distribution has been introduced,
and the moments of this distribution have been derived. Thereafter the definition
of Stp,ν-distribution is given, and estimates for the parameters are found. Also, a
simulation experiment for estimating dispersion of the parameter estimates is car-
ried out in a two-dimensional case. The second chapter gives an overview of the
copula theory and the skew tp,ν-copula is presented.
In the third chapter, distributions describing the empirical distribution of insurance
data were found. Two variables - "claim size" and "claim settlement time" were
under consideration. The marginal distribution were approximated by Gamma,
Weibull, Pareto and log-normal distribution. For both studied variables, the best
fit was obtained by a log-normal distribution. For variable "claim size" LN(α =
5.25, σ = 1.08) was the most appropriate distribution, but this distribution was
not conservative enough to estimate observations in the tail. For variable "claim
settlement time" LN(α = 3.77, σ = 1.04) distribution was the most appropriate,
but this distribution was too conservative and hence higher possible values were
overestimated. For better description of the empirical distribution, it would be
possible to find two different distributions to describe the main part and tail area
of the distribution, but this was not the purpose of this thesis. However, for the
St2,4 data simulation, the LN distributions for both variables were used. Compared
to the initial data, it was pointed out that the fit between the model and empirical
data was good but in the tail area, however, this model was not able to pinpoint
the behaviour of the variables most adequately.
The aim of the Master’s thesis was to give an overview of the Stp,ν - distribution
and the copula formed on the basis of the distribution, also to demonstrate its
applicability in modelling skewed distributions. Author finds that the goal was
achieved.
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Lisad
Lisa 1. Simuleerimisülesande R-i kood
# Simuleerime va l im i St_(2 , 4) j a o t u s e s t , va l im i mahuga n=1000.
# Hindame va l im i s a lpha_1 ja a lpha_2 ja Sigma maat r i k s i
# Kordame 10000 korda ja koostame ha juvusg raa f i kud
l ibrary ( sn ) #skew−j ao tu s ed
Sigma=diag (2 )
Sigma [2 ,1 ]= Sigma [1 , 2 ]=0 . 5
alpha=c (3 ,−1)
nu=4
hinnangud_Sigma=setNames (data . frame (matrix (ncol = 4 , nrow = 0) ) ,
c ( " sigma11 " , " sigma12 " , " sigma21 " , " sigma22 " ) )
hinnangud_alpha=setNames (data . frame (matrix (ncol = 2 , nrow = 0) ) ,
c ( " alpha1 " , " alpha2 " ) )
i=1
while ( i <=10000){
X=rmst (1000 , Omega=Sigma , alpha=alpha , nu=nu)
X_kaetud=matrix ( colMeans (X) , nrow=2, ncol=1)
S=cov (X)
juure_alune=(nu−2/nu)∗ ( ( (gamma( ( nu−1)/2)/gamma(nu/2))^2∗ (nu−2)/pi )−
t (X_kaetud )%∗%
solve (S+X_kaetud%∗%t (X_kaetud ) )%∗%X_kaetud )
i f ( juure_alune >0){
Sigma_hinnang=((nu−2)/nu)∗ (S+X_kaetud%∗%t (X_kaetud ) )
Sigma_hinnang=c ( Sigma_hinnang [ , 1 ] , Sigma_hinnang [ , 2 ] )
n imetaja=as .numeric (1/sqrt ( juure_alune ) )
alpha_hinnang=nimetaja∗ ( solve (S+X_kaetud%∗%t (X_kaetud ) )%∗%X_kaetud )
hinnangud_Sigma=rbind ( hinnangud_Sigma , Sigma_hinnang )
hinnangud_alpha=rbind ( hinnangud_alpha , t ( alpha_hinnang ) )
i=i+1
}}
#hinnangud_Sigma
#hinnangud_a lpha
par (mfrow=c ( 1 , 2 ) )
plot ( hinnangud_alpha , pch=4, col="Gray " , xlab=bquote (hat ( alpha ) [ 1 ] ) ,
y lab=bquote (hat ( alpha ) [ 2 ] ) )
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points ( x=alpha [ 1 ] , y=alpha [ 2 ] , pch=20, col=" red " )
plot ( hinnangud_alpha , pch=4, col="Gray " , xlab=bquote (hat ( alpha ) [ 1 ] ) ,
y lab=bquote (hat ( alpha ) [ 2 ] ) , xl im=c (0 , 10) , yl im=c(−5 , 0 ) )
points ( x=alpha [ 1 ] , y=alpha [ 2 ] , pch=20, col=" red " )
par (mfrow=c ( 1 , 3 ) , mar= c (5 , 5 , 2 , 2) + 0 . 1 , oma = c ( 1 , 1 , 1 , 1 ) + 0 . 1 )
plot ( x=hinnangud_Sigma [ , 1 ] , y=hinnangud_Sigma [ , 2 ] , cex . lab =1.5 ,
cex . axis=1.2 , pch=4, col="Gray " , xlab=bquote (hat ( sigma ) [ 1 1 ] ) ,
y lab=bquote (hat ( sigma ) [ 1 2 ] ) , yl im=c ( 0 , 5 . 7 ) )
points ( Sigma [ 1 , 1 ] , Sigma [ 1 , 2 ] , col=" red " , pch=10)
plot ( x=hinnangud_Sigma [ , 1 ] , y=hinnangud_Sigma [ , 4 ] , cex . lab =1.5 ,
cex . axis=1.2 , pch=4, col="Gray " , xlab=bquote (hat ( sigma ) [ 1 1 ] ) ,
y lab=bquote (hat ( sigma ) [ 2 2 ] ) )
points ( Sigma [ 1 , 1 ] , Sigma [ 2 , 2 ] , col=" red " , pch=10)
plot ( x=hinnangud_Sigma [ , 2 ] , y=hinnangud_Sigma [ , 4 ] , cex . lab =1.5 ,
cex . axis=1.2 , pch=4, col="Gray " , xlab=bquote (hat ( sigma ) [ 1 2 ] ) ,
y lab=bquote (hat ( sigma ) [ 2 2 ] ) , xl im=c ( 0 , 5 ) )
points ( Sigma [ 1 , 2 ] , Sigma [ 2 , 2 ] , col=" red " , pch=10)
Lisa 2. Kahjude analüüsi R-i kood
#setwd ("C:/Users/K2trin/Desktop/Loputoo " )
#i n s t a l l . packages ( " openx l s x " )
l ibrary ( openxlsx )
Data=read . x l s x ( "OCTA. x l sx " , shee t=1, rowNames = T, detectDates=T)
head (Data )
names(Data)=c ( " kahjujuhtum " , " val jamakse " , " kahjusumma " )
as . Date (Data$kahjujuhtum , format="%d/%m/%Y" )
as . Date (Data$valjamakse , format="%d/%m/%Y" )
l ibrary ( dplyr )
andmed=arrange (Data , Data$kahjujuhtum )
andmed=mutate (andmed , paevad=as .numeric ( valjamakse−kahjujuhtum+1))
f i l t e r (andmed , andmed$paevad<=0)
# kahjujuhtum val jamakse kahjusumma paevad
# 1 2001−01−05 1899−12−31 162.31 −36894
# 2 2001−08−17 2001−08−06 297.85 −10
# 3 2002−11−21 2002−11−20 87.42 0
andmed=f i l t e r (andmed , andmed$paevad>0)
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summary(andmed)
#kahjujuhtum val jamakse kahjusumma paevad
# Min . :2001−01−01 Min . :2001−01−09 Min . : 0 .75 Min .
: 1 .0
# 1 s t Qu.:2001−08−22 1 s t Qu.:2001−10−30 1 s t Qu . : 98.00 1 s t Qu . :
21.0
# Median :2002−02−12 Median :2002−05−03 Median : 183.93 Median :
36.0
# Mean :2002−02−08 Mean :2002−04−29 Mean : 340.29 Mean
: 81.5
# 3rd Qu.:2002−08−19 3rd Qu.:2002−10−31 3rd Qu . : 379.76 3rd Qu . :
78.0
# Max . :2002−12−31 Max . :2004−12−31 Max . :9432 .00 Max .
:1142 .0
kahjud=s e l e c t (andmed , kahjujuhtum)%>%
group_by( kahjujuhtum)%>%
summarise ( sagedus=n ( ) )
top_n( kahjud , 3 , sagedus)%>%
arrange ( desc ( sagedus ) )
# kahjujuhtum sagedus
# <date> <int>
# 1 2001−12−19 61
# 2 2001−12−21 39
# 3 2001−12−28 34
l ibrary (MASS)
l ibrary ( f i t d i s t r p l u s )
#i n s t a l l . packages ( " actuar " )
l ibrary ( actuar )
####### KAHJUSUMMA − Jao tus t e sob i tamine em p i i r i l i s e l e j a o t u s e l e
x <− seq (0 ,max(andmed$kahjusumma ) , length=400)
#Histogrammid
par (mfrow=c ( 1 , 2 ) )
hst_kahjusumma <− hist (andmed$kahjusumma , breaks=x , col=" blanchedalmond " ,
main=" " , xlab = "Kahjusumma" , ylab=" Sagedus " )
hst_kahjusumma <− hist (andmed$kahjusumma , breaks=x , col=" blanchedalmond " ,
main=" " , xlab="Kahjusumma" , ylab=" Sagedus " , xl im=c (0 , 3000 ) )
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#i n s t a l l . packages ( " fBas i c s " )
l ibrary ( fBa s i c s )
ba s i c S t a t s (andmed$kahjusumma) # sd 577 , asymmeetriakordaja 7.51
# Sobitame lognormaalse j ao tu s e andmetele
f i tted_ln <− f i t d i s t (andmed$kahjusumma , " lnorm " )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_ln <− dlnorm(x , f i tted_ln$ es t imate [ ’ meanlog ’ ] ,
f i tted_ln$ es t imate [ ’ sd log ’ ] )
f i tted_ln #paramee t r i t e hinnangud meanlog=5.236703 , s d l o g =1.077936
# Sobitame Gammajaotuse andmetele
f i tted_gamma <− f i t d i s t (andmed$kahjusumma , "gamma" )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_gamma <− dgamma(x , f i tted_gamma$ es t imate [ ’ shape ’ ] ,
f i tted_gamma$ es t imate [ ’ r a t e ’ ] )
f i tted_gamma#paramee t r i t e hinnangud−shape=0.976099289 , ra t e =0.002868064
#Sobitame Weibu l l i j a o t u s e andmetele
f i tted_we ibu l l <− f i t d i s t (andmed$kahjusumma , " we ibu l l " )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_we ibu l l <− dweibull (x , f i tted_we ibu l l$ es t imate [ ’ shape ’ ] ,
f i tted_we ibu l l$ es t imate [ ’ s c a l e ’ ] )
f i tted_we ibu l l
#Sobitame Pareto j ao t u s e andmetele
f i tted_pareto <− f i t d i s t (andmed$kahjusumma , " pareto " )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_pareto <− dpareto (x , f i tted_pareto$ es t imate [ ’ shape ’ ] ,
f i tted_pareto$ es t imate [ ’ s c a l e ’ ] )
f i tted_pareto
par (mfrow=c ( 1 , 1 ) )
#Histogramm + jao t u s f un k t s i o on i d e g r a a f i k
hst <− hist (andmed$kahjusumma , breaks=x , col=" blanchedalmond " , prob=T,
main=" " , cex . lab =1.2 , xlab = "Kahjusumma" , xlim=c (0 , 3000) ,
ylab=" Tihedus " , cex . axis=1.2)
l ines (x , f i t_ln , type=" l " , col=" deepskyblue2 " , lwd=2)
l ines (x , f i t_gamma, type=" l " , col=" deeppink " , lwd=2)
l ines (x , f i t_weibu l l , type=" l " , col=" darkorchid1 " , lwd=2)
48
l ines (x , f i t_pareto , type=" l " , col=" co ra l 1 " , lwd=2)
legend ( " t op r i gh t " , legend=c ( "Gammajaotus " , " Weibu l l i ␣ j ao tu s " , " Pareto ␣ j ao tu s " ,
" Lognormaalne␣ j ao tu s " ) ,
col=c ( " deeppink " , " darkorch id1 " , " c o r a l 1 " , " deepskyblue2 " ) , lwd=2,
cex = 1 . 2 ,box . l t y = 0)
# Kvant i i l−k v a n t i i l g r a a f i k
plot . legend=c ( "Gammajaotus " , " Weibu l l i ␣ j ao tu s " , " Pareto ␣ j ao tu s " ,
" Lognormaalne␣ j ao tu s " )
qqcomp(main=" Kvant i i l−k v a n t i i l ␣ g r a a f i k " , x lab=" Sobitatud ␣ j a o tu s t e ␣ k v a n t i i l i d " ,
y lab="Kahjusumma␣ k v a n t i i l i d " ,
l i s t ( f i tted_gamma, f i tted_weibu l l , f i tted_pareto , f i tted_ln ) ,
l e g endtex t = plot . legend )
1 .39/sqrt (nrow(andmed ) ) #KS t e s t i k r i i t i l i n e v22r tus 0.01603
# Kolmogorov−Smirnovi t e s t s t a t i s t i k u v22r tus ja AIC, BIC
go f_tulemus=go f s t a t ( l i s t ( f i tted_gamma, f i tted_weibu l l , f i tted_pareto , f i tted_ln ) ,
f i tnames = c ( "gamma" , " we ibu l l " , " Pareto " , " lognorm " ) )
go f_tulemus
#Kolmogorov−Smirnovi t e s t i tu lemused
go f_tulemus$ k s t e s t
####### KAHJUMENETLUSE AEG − Jaotuse sob i tamine em p i i r i l i s e l e j a o t u s e l e
y <− seq (0 ,max(andmed$paevad ) , length=200)
par (mfrow=c ( 1 , 1 ) )
hst_paevad <− hist (andmed$paevad , breaks=y , col=" azure2 " , y lab=" Sagedus " ,
main=" " , xlab = " Kahjumenetluse ␣ kes tus ␣paevades " )
ba s i c S t a t s (andmed$paevad ) #sd 123 , skew 3.51
# Sobitame lognormaalse j ao tu s e andmetele
f i tted_ln2 <− f i t d i s t (andmed$paevad , " lnorm " )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_ln2 <− dlnorm(y , f i tted_ln2$ es t imate [ ’ meanlog ’ ] ,
f i tted_ln2$ es t imate [ ’ sd log ’ ] )
f i tted_ln2 #paramee t r i t e hinnangud meanlog=5.236703 , s d l o g =1.077936
# Sobitame Gammajaotuse andmetele
f i tted_gamma2 <− f i t d i s t (andmed$paevad , "gamma" )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
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f i t_gamma2 <− dgamma(y , f i tted_gamma2$ es t imate [ ’ shape ’ ] ,
f i tted_gamma2$ es t imate [ ’ r a t e ’ ] )
f i tted_gamma2 #paramee t r i t e hinnangud − shape=0.976099289 , ra t e =0.002868064
#Sobitame Weibu l l i j a o t u s e andmetele
f i tted_we ibu l l 2 <− f i t d i s t (andmed$paevad , " we ibu l l " )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_we ibu l l 2 <− dweibull (y , f i tted_we ibu l l 2$ es t imate [ ’ shape ’ ] ,
f i tted_we ibu l l 2$ es t imate [ ’ s c a l e ’ ] )
f i tted_we ibu l l 2
#Sobitame Pareto j ao t u s e andmetele
f i tted_pareto2 <− f i t d i s t (andmed$paevad , " pareto " )
# Genereerime v22r tused saadud STM paramee t r i t e hinnangutega
f i t_pareto2 <− dpareto (y , f i tted_pareto2$ es t imate [ ’ shape ’ ] ,
f i tted_pareto2$ es t imate [ ’ s c a l e ’ ] )
f i tted_pareto2
#Histogramm + jao t u s f un k t s i o on i d e g r a a f i k
hst <− hist (andmed$paevad , breaks=y , col=" azure2 " , prob=T,
main=" " , cex . axis=1.2 , cex . lab =1.2 , xlab = " Kahjumenetluse ␣aeg " ,
y lab=" Tihedus " )
l ines (y , f i t_ln2 , type=" l " , col=" deepskyblue2 " , lwd=2)
l ines (y , f i t_gamma2 , type=" l " , col=" deeppink " , lwd=2)
l ines (y , f i t_weibul l2 , type=" l " , col=" darkorchid1 " , lwd=2)
l ines (y , f i t_pareto2 , type=" l " , col=" co ra l 1 " , lwd=2)
legend ( " t op r i gh t " , legend=c ( "Gammajaotus " , " Weibu l l i ␣ j ao tu s " , " Pareto ␣ j ao tu s " ,
" Lognormaalne␣ j ao tu s " ) ,
col=c ( " deeppink " , " darkorch id1 " , " c o r a l 1 " , " deepskyblue2 " ) , lwd=2,
cex = 1 . 2 ,box . l t y = 0)
par (mfrow=c ( 1 , 1 ) )
plot . legend=c ( "Gammajaotus " , " Weibu l l i ␣ j ao tu s " , " Pareto ␣ j ao tu s " ,
" Lognormaalne␣ j ao tu s " , " inv−gamma" )
qqcomp( xlim=c (0 , 2000) , yl im=c (0 , 1500) , cex . lab =1.2 , cex . axis=1.2 , addlegend=T,
main=" Kvant i i l−k v a n t i i l ␣ g r a a f i k " , x lab=" Sobitatud ␣ j a o tu s t e ␣ k v a n t i i l i d " ,
y lab=" Kahjumenetluse ␣ a ja ␣ k v a n t i i l i d " ,
l i s t ( f i tted_gamma2 , f i tted_weibul l2 , f i tted_pareto2 , f i tted_ln2 ) ,
l e g endtex t = plot . legend )
# Kolmogorov−Smirnovi t e s t s t a t i s t i k u v22r tus ja AIC, BIC
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gof2=go f s t a t ( l i s t ( f i tted_gamma2 , f i tted_weibul l2 , f i tted_pareto2 , f i tted_ln2 ) ,
f i tnames = c ( "gamma" , " we ibu l l " , " Pareto " , " lognorm " ) )
go f2
go f2$ k s t e s t
####### UHISJAOTUSE LEIDMINE
#l i b r a r y ( dp l y r )
l ibrary ( sn )
#e s i a l g s e t e andmete p e a l t R, s e a l t votan tau .
x_tunnus=andmed$kahjusumma #n=7516
y_tunnus=andmed$paevad
yh i s=cbind ( x_tunnus , y_tunnus )
nu=4 #vabadusastmete arv
p=2 #2−mootmeline j uh t
#Leiame n ihke ta hinnangud k e s k v 2 2 r t u s e l e ja kov . maa t r i k s i l e
X_kaetud=matrix (c (mean( x_tunnus ) , mean( y_tunnus ) ) , nrow=2, ncol=1)
S=cov ( yh i s )
S
# x_tunnus y_tunnus
# x_tunnus 333097.826 7140.983
# y_tunnus 7140.983 15299.233
#Kasutame s i s end ina k o r r e l a t s i o o n imaa t r i k s i t R, le iame s e l l e hinnangu
S_d=matrix (c (diag (S ) [ 1 ] , 0 , 0 , diag (S ) [ 2 ] ) , nrow=2, ncol=2)
R_hinnang=solve ( sqrt (S_d ) )%∗%S%∗%solve ( sqrt (S_d ) )
R_hinnang
# [ , 1 ] [ , 2 ]
# [ 1 , ] 1.0000000 0.1000316
# [ 2 , ] 0.1000316 1.0000000
tau=(2/pi )∗asin (R_hinnang [ 1 , 2 ] )
tau #0.06378879
# Leiame hinnangud Sigmale ja a l p h a l e
nimetaja=as .numeric (1/sqrt ( ( ( nu−2)/nu)∗
( ( (gamma( ( nu−1)/2)/gamma(nu/2))^2∗ (nu−2)/pi )−
t (X_kaetud )%∗%solve (S+X_kaetud%∗%t (X_kaetud ) )%∗%X_kaetud ) ) )
alpha_hinnang=nimetaja∗ ( solve (S+X_kaetud%∗%t (X_kaetud ) )%∗%X_kaetud )
alpha_hinnang
# [ , 1 ]
# x_tunnus 0.002607586
# y_tunnus 0.013938374
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Sigma_hinnang=((nu−2)/nu)∗ (S+X_kaetud%∗%t (X_kaetud ) )
Sigma_hinnang
# x_tunnus y_tunnus
# x_tunnus 224447.65 17437.46
# y_tunnus 17437.46 10970.81
##### Asymmeetr i l i se t−koopula a l gor i tm
St_a lgor i tm=function (R, alpha , nu , p , n){
#1) Cholesky komposi t s ioon A Sigmast (AA^T=Sigma )
A=t ( chol (R) )
X=matrix (c ( rep (0 , n∗ 2 ) ) , nrow=n , ncol=2)
j=1
while ( j <= n) {
#2) p so l tumatu t v22 r t u s t N(0 ,1)− s t v e k t o r i s s e z
z=matrix (c (rnorm(p , mean = 0 , sd = 1) ) , nrow=2, ncol=1)
# 3) Vektor x=Az
x=A%∗%z
# 4) z_0 N(0 ,1)
z_0=rnorm(1 , mean = 0 , sd = 1)
# 5) Moodustame v e k t o r i y v a s t a v a l t e t t e antud e e s k i r j a l e
i f ( t ( alpha )%∗%x>z_0) {y=x} else {y=−x}
# 6) Simuleerime h h i i−ruut j a o t u s e s t
h=rchisq (1 , df=nu)
# 7) Leiame t=y/ s q r t ( h/nu)
t=y/sqrt (h/nu)
# 8) val ime v e k t o r i u , n i i e t u_i=G( t_i ; 0 , sigma_i i , a lpha_i ) ,
#G(∗) on 1−mootmelise asymmee t r i l i s e t−j a o t u s e j a o t u s f un k t s i o on
u=matrix (c ( rep (0 , p ) ) , nrow=p , ncol=1)
for ( i in 1 : p){
u [ i ]=pst ( t [ i ] , omega=R[ i ] , a lpha=alpha [ i ] )
}
# 9) Moodustame v e k t o r i x=(F^{−1}_1(u_1) , . . . , F^{−1}_p (u_p ))
X_i=matrix (c ( rep (0 , p ) ) , nrow=1, ncol=p)
X_i [1 ]=qlnorm(u [ 1 ] , f i tted_ln$ es t imate [ ’ meanlog ’ ] ,
f i tted_ln$ es t imate [ ’ sd log ’ ] )
X_i [2 ]=qlnorm(u [ 2 ] , f i tted_ln2$ es t imate [ ’ meanlog ’ ] ,
f i tted_ln2$ es t imate [ ’ sd log ’ ] )
i f (X_i [ 1 ] !=I n f & X_i [ 2 ] !=I n f ) {
X[ j , ]=X_i
j=j+1
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}
}
return (X)
}
X_tulemus=St_a lgor i tm (R_hinnang , alpha_hinnang , nu , p , 7500)
par (mfrow=c ( 1 , 1 ) )
plot (X_tulemus , main=" S imulee r i tud ␣andmed" , xl im=c (0 ,500000) , xaxt=" none " ,
x lab="Kahjusumma" , ylab=" Kahjumenetluse ␣aeg " , cex . lab =1.2 , cex . axis=1.2)
marks=c ( seq (0 ,500000 , 100000))
axis (1 , at=marks , labels=format (marks , s c i e n t i f i c=FALSE) , cex . axis=1.2)
plot (X_tulemus )
par (mfrow=c ( 1 , 2 ) )
plot (X_tulemus , yl im=c (0 , 1150) , xl im=c (0 , 9500) , main=" S imulee r i tud ␣andmed" ,
xlab="Kahjusumma␣ suurus " , y lab=" Kahjumenetluse ␣aeg " , cex . lab =1.2 ,
cex . axis=1.2)
plot (andmed$kahjusumma , andmed$paevad , ylim=c (0 , 1150) , xl im=c (0 , 9500) ,
xlab="Kahjusumma␣ suurus " , y lab=" Kahjumenetluse ␣aeg " ,
main=" Emp i i r i l i s e d ␣andmed" , cex . lab =1.2 , cex . axis=1.2)
cor (X_tulemus , method = " kenda l l " ) [ 1 , 2 ] #0.06064065
tau_v22rtused=rep (NA, 1000)
m=1
while (m <= 1000){
X_tulemus=St_a lgor i tm (R_hinnang , alpha_hinnang , nu , p , 7500)
tau_v22rtused [m]=cor (X_tulemus , method = " kenda l l " ) [ 1 , 2 ]
m=m+1
}
par (mfrow=c ( 1 , 1 ) )
hist ( tau_v22rtused , col=" blanchedalmond " , ylab=" Sagedus " ,
main=bquote ( tau~ " vaartused ␣ s imu l e e r i tud ␣ v a l im i t e l " ) ,
x lab=bquote ( tau~ " vaartus " ) , cex . lab =1.2 , cex . axis=1.2)
ba s i c S t a t s ( tau_v22rtused )
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