Finding efficient and provable methods to solve non-convex optimization problems is an outstanding challenge in machine learning. A popular approach used to tackle non-convex problems is to use convex relaxation techniques to find a convex surrogate for the problem. Unfortunately, convex relaxations typically must be found on a problemby-problem basis. Thus, providing a general-purpose strategy to estimate a convex relaxation would have a wide reaching impact. Here, we introduce Convex Relaxation Regression (CoRR), an approach for learning the convex relaxation of a wide class of smooth functions. The main idea behind our approach is to estimate the convex envelope of a function f by evaluating f at random points and then fitting a convex function to these function evaluations. We prove that, as the number T of function evaluations grows, the solution of our algorithm converges to the global minimum of f with a polynomial rate in T . Also our result scales polynomially with the dimension. Our approach enables the use of convex optimization tools to solve a broad class of non-convex optimization problems.
Introduction
Modern machine learning relies heavily on optimization techniques to extract information from large and noisy datasets [1] . Convex optimization methods are widely used in machine learning applications, due to fact that convex problems can be solved efficiently, often with a first order method such as gradient descent [2, 3, 4] . A wide class of problems can be cast as convex optimization problems; however, many learning problems such as binary classification, sparse and low-rank matrix recovery and training multi-layer neural networks are non-convex optimization problems.
In many cases, non-convex optimization problems can be solved by first relaxing the problem: convex relaxation techniques find a convex function that approximates the original objective function [5, 6, 7] . A convex relaxation is called tight when its minimizers is close to the minimizer of the original non-convex function. Examples of problems for which convex relaxation are known include binary classification [8] , sparse approximation [9] , and low rank matrix recovery [10] . The success of both sparse and low rank matrix recovery has demonstrated the power of convex relaxation for solving high-dimensional machine learning problems.
When a convex relaxation is known, then the underlying non-convex problem can often be solved by optimizing its convex surrogate in lieu of the original non-convex problem. However, there are important classes of machine learning problems for which no tight convex relaxation is known. These include some of the most well-studied machine learning problems such as training deep neural nets, estimating latent variable models (mixture density models), optimal control, and reinforcement learning. Thus, methods for finding convex relaxations of a non-convex function would have wide reaching impacts throughout machine learning and the computational sciences.
Here we introduce a principled approach for global optimization that is based on learning a convex relaxation to the non-convex function f of interest (Sec. 3). To motivate our approach, consider the problem of estimating the convex envelope of the function f , i.e., the tightest convex lower bound of the function [11, 12, 13] . In this case, we know that the envelope's minimum coincides with the minimum of the original non-convex function [13] . However, finding the exact convex envelope of a non-convex function can be at least as hard as solving the original optimization problem. This is due to the fact that the problem of finding the convex envelope of a function is equivalent to the problem of computing its Legendre-Fenchel bi-conjugate [12, 14] , which is in general as hard as optimizing f . Despite this result, we show that for a broad class of bounded (non-convex) functions, it is possible to accurately and efficiently estimate the convex envelope from a set of function evaluations.
The main idea behind our approach, Convex Relaxation Regression (CoRR), is to empirically estimate the convex envelope of f and then optimize the resulting empirical convex envelope. We do this by solving a constrained ℓ 1 regression problem which estimates the convex envelope by a linear combination of a set of convex functions (basis vectors). One of the key advantages of CoRR is that by leveraging the global structure of the data to "fill in the gaps" between samples, we can obtain an accurate estimate of the global minimum even in high-dimensions. The scaling behavior of CoRR makes it an attractive alternative to search-based strategies which often become inefficient in large dimensions.
One of the main contributions of this work is the development of theoretical guarantees that CoRR can find accurate convex surrogates for a wide class of non-convex functions (Sec. 4). We prove in Thm. 1 that with probability greater than 1 − δ, we can approximate the global minimizer with error of O
, where T is the number of function evaluations and p is the number of bases used to estimate the convex envelope. α > 0 depends on the local smoothness of function around its minimum. This result assumes that the true convex envelope lies in the function class H used to form a convex approximation. In Thm. 2, we extend this result for the case where the convex envelope is in the proximity of H.
To demonstrate the utility of CoRR for solving high-dimensional non-convex problems, we compare CoRR with other approaches for gradient-based and derivative-free optimization on two multi-dimensional benchmark problems (Sec. 5). Our numerical results demonstrate that CoRR can find an accurate approximation of the original minimizer as the dimension increases. This is in contrast to local and global search methods which can fail in high dimensions. Our results suggest that CoRR can be used to tackle a broad class of non-convex problems that cannot be solved with existing approaches.
Problem setup
We now setup our problem and provide background on existing methods for global optimization of non-convex functions.
Preliminaries
Notation. Let n be a positive integer. For every x ∈ R n , its ℓ 2 -norm is denoted by x , where x 2 := x, x and x, y denotes the inner product between two vectors x ∈ R n and y ∈ R n . We denote the set of ℓ 2 -normed bounded vectors in R n by B(R n ), where for every x ∈ B(R n ) we assume that there exists some finite scalar C such that x < C. Let X ⊆ B(R n ) be a convex set of bounded vectors. We denote the set of all bounded functions on X by B(X , R), such that for every f ∈ B(X , R) and x ∈ X there exists some finite scalar C > 0 such that |f (x)| ≤ C. Finally, we denote the set of all convex bounded functions on X by C(X , R) ⊂ B(X , R). Also for every Y ⊆ B(R n ), we denote the convex hull of Y by conv(Y), where Y is not necessarily a convex set.
Convex envelopes. The convex envelope of function f :
If h is a convex function defined over X , and if h(x) ≤ f (x) for all x ∈ X , then h(x) ≤ f c (x). Convex envelopes are also related to the concepts of the convex hull and the epigraph of a function. For every function f : X → R the epigraph epif is defined as epif = {(ξ, x) : ξ ≥ f (x), x ∈ X }. One can then show that the convex envelope of f is obtained by f c (x) = inf{ξ : (ξ, x) ∈ conv(epif )}, ∀x ∈ X . The next result shows that the minimum of the convex envelope f c coincides with the minimum of f .
Global optimization of bounded functions
We consider a derivative-free (zero-order) global optimization setting, where we assume that we do not have access to information about the gradient of the function we want to optimize. More formally, let F ⊆ B(X , R) be a class of bounded functions, where the image of every f ∈ F is bounded by R and X is a convex set. We consider the problem of finding the global minimum of the function f ∈ F ,
We denote the set of minimizers of f by X * f ⊆ X . In the derivative-free setting, the optimizer has only access to the inputs and outputs of function f . In this case, we assume that our optimization algorithm is provided with a set of input points X = {x 1 , x 2 , . . . , x T } in X and a sequence of outputs {f (x 1 ), f (x 2 ), . . . , f (x T )}. Based upon this information, the goal is to find an estimate x * ∈ X , such that the error f ( x * ) − f * becomes as small as possible. From Prop. 1, we know that if we had access to the convex envelope of f and find the minimizer of the convex envelope, then the error will be zero.
Methods for derivative-free global optimization
One of the most widely used approaches for derivative-free optimization are broadly referred to as pattern search methods [15] . Pattern search methods generate a set (pattern) of points at each iteration, evaluate the function over all points in the set, and select the point with the minimum value as the next point [16, 17] .
Deterministic pattern search strategies can be extended by introducing some randomness into the pattern generation step. For instance, simulated annealing [18, 19] (SA) and genetic algorithms [20] both use randomized search directions to determine their next search direction. The idea behind introducing some noise into the pattern is that the method can jump out of local minima that deterministic pattern search methods can get stuck in. SA is one of the most effective metaheuristics that is used for global optimization [21] : the idea behind SA is to generate a set of candidate directions and then decide whether to replace the current point with one of these candidate points based upon the difference in their function evaluations. While many of these random search methods work well in low dimensions, as the dimension of problem grows, these algorithms often become extremely slow due to the curse of dimensionality.
Another class of methods for global optimization are deterministic hierarchical search methods [22, 23, 24] . In hierarchical search methods, regions of the space with small function evaluations that are possibly near the global minimum, are divided further (exploitation) and new samples are generated in unexplored regions (exploration). While their results show that it is possible to find the global optimum with a finite number of function evaluations, the number of samples needed to achieve a small error increases exponentially with the dimension. For this reason, hierarchical search methods are not efficient for high-dimensional problems. In contrast, we will show that our approach scales well with the dimension of the problem and as such, CoRR can be applied in the high-dimensional settings.
Algorithm
In this Section, we introduce Convex Relaxation Regression (CoRR), a derivative-free approach for minimizing a bounded function f .
Overview of CoRR
The main idea behind CoRR is to first estimate the convex envelope f c and then find an approximate solution to Eqn. 1 by optimizing this convex surrogate. We now summarize the main steps behind our approach and provide pseudocode in Alg. 1.
Step 1) The first step of CoRR is to learn a convex surrogate for f from a set of function evaluations (samples). CoRR is initialized by first drawing two set of T samples X 1 and X 2 from the domain X ⊆ B(R n ) over which f is supported. To do this, we draw i.i.d. samples from a distribution ρ, where ρ(x) > 0 for all x ∈ X . 1 After collecting samples from ρ, we construct a function class H containing a set of convex functions h(x; θ) ∈ H parametrized by θ ∈ Θ ⊆ B(R p ). Let φ : X → B(R p ) denote the set of p basis functions that are used to generate h(x; θ) = θ, φ(x) . The function class consists of convex functions that are assumed to belong to the affine class of functions in terms of θ. We choose our function class such that for all x ∈ X and all h ∈ H, the function h(x; θ) is U -Lipschitz with respect to θ ∈ Θ, where U is a positive constant. That is for every x ∈ X , θ 1 and θ 2 in Θ the absolute difference |h(x;
We also assume that the image of f , h and φ are bounded from above and below by a constant R and the ℓ 2 -norm θ ≤ B. After selecting a function class H, our aim is to learn an approximation h(x; θ) to the convex envelope of f (x) by solving the following constrained convex optimization problem.
where the empirical expectation
, for every g ∈ B(X , R) and i ∈ {1, 2}. In words, our objective is to minimize the empirical loss
, subject to a constraint on the empirical expected value of h(x; θ). One can show the solution of this problem provides a good approximation to the convex envelope if the coefficient µ is set such that µ = E[f c (x)] (further details regarding setting µ are provided in Sec. 3.3). The objective function of Eq. 2 is in the form of a generalized linear model with a linear constraint [25] . Thus it can be solved efficiently using standard optimization techniques [4, 25] .
To ensure that we can obtain a good approximation to the convex envelope of f , we must generate a sufficiently rich function class: when the true envelope f c ∈ H, then we can guarantee that our estimate h(x; θ) approaches the convex envelope at a polynomial rate as the number of function evaluations grows (See Lem. 1 in Supp. Materials). We also extend this result to the case where f c / ∈ H but rather the convex envelope is close to H (Thm. 2).
Step 2) After solving Eqn. 2 to find the empirical convex envelope f c := h(·; θ µ ), the second step of CoRR is to minimize the function f c (x) in terms of x ∈ X to obtain an estimate of the global minimum of f . This optimization problem can be solved efficiently through standard convex solvers due to the fact that f c is convex in its support X .
Justification of Eqn. 2
In
Step 1 of CoRR, we approximate the convex envelope of the function f by minimizing the ℓ 1 -error between the fitted convex function and samples from f , subject to the constraint that
. The use of Eqn. 2 for estimating the convex envelope of f is justified by Lem. 1. This lemma is the key to efficient optimization of f through CoRR, as it transforms a non-convex optimization problem to a linear regression problem with a linear constraint, which can be solved efficiently in very large dimensions.
the expected loss, where the expectation is taken with respect to the distribution ρ. Assume that there exists a set of parameters
is obtained by solving the following constrained optimization problem.
The formal proof of this lemma is provided in the Supp. Material. The main idea of the proof is based on the fact that for any function h ∈ H/f c which satisfies
. Intuitively speaking Lem. 1 implies that the convex envelope can be obtained by solving a least absolute error problem if the expected value of convex envelope under the distribution ρ is known. In general solving the optimization problem of Eqn. 3. However the optimization problem in Eqn. 3 can then be approximated by the empirical optimization of Eqn. 2 which can be solved efficiently using standard convex solvers. One can easily show that as the number of function evaluations T grows, the solution of Eqn. 2 converges to the solution of Eqn. 3 with a polynomial rate, i.e., f ( x) − f * → 0.
Tuning the regularization coefficient µ
Alg. 1 provides us with an accurate estimate of convex envelope if µ is set to E[f c (x)]. Unfortunately, in general, we do not have access to E[f c (x)]. Thus, we set this (regularization) parameter by searching for a µ which provides us with the best result: we run multiple instances of CoRR for different values of µ and choose the solution with the . Below these plots, we display the value of the function f ( x) as a as we vary the regularization coefficient µ (solid blue). For all four examples, we show the corresponding value of µ and f ( x).
Algorithm 1 Convex Relaxation Regression (CoRR)
Require: Bounded set of inputs X , a set of input points X = {x 1 , x 2 , . . . , x T } and their corresponding function evaluations {f (x) : x ∈ X }, a class H ⊆ B(X , R) of convex functions in X (parametrized by θ), a fixed value of µ, and a scalar R which bounds f from above and below.
Step 1. Estimate the convex envelope. Estimate f c = h(·; θ µ ) by solving Eqn. 2 for a fixed value of µ ∈ [−R, R].
Step 2. Optimize the empirical convex envelope. Find an optimizer x µ for h(·; θ µ ) by solving
smallest f ( x µ ). The search for the best µ can be done efficiently using standard search algorithms, such as hierarchical search methods [see. e.g., 26] as µ is a scalar with known upper and lower bounds.
To demonstrate the idea of how choosing the value of µ affects the performance of our algorithm, we point the reader to Fig. 1 . Here, we show the value of the function f as we sweep µ as well as examples of the convex surrogate that we obtain for different values of µ. The output of CoRR is determined by finding the value of µ which generates the smallest function evaluation, where µ ≈ 0.49. In contrast, the convex envelope f c is obtained when we set µ ≈ 0.33, which we obtain by analytically computing E[f c ]. While CoRR does not return an estimate corresponding the the true value of µ, we find a solution with even smaller error. This discrepancy is due to the fact that we have a finite sample size. Thus, as the number of function evaluations grows, the minimizer obtained via CoRR will approach the true value of µ.
Theoretical Results
In this section, we provide our main theoretical results. We show that as the number of function evaluations T grows the solution of CoRR converges to the global minimum of f with a polynomial rate. We also discuss the scalability of our result to high-dimensional settings.
Assumptions
We begin by introducing the assumptions required to state our results. The next two assumptions provide the necessary constraints on the candidate function class H and the set of all points in X that are minimizers for the function f , given by X * f .
Assumption 1 (Convexity).
We assume that the following three convexity assumptions hold with regard to every h ∈ H and X * f : (i) h(x) is a convex function for all x ∈ X , (ii) h is a affine function of θ ∈ Θ for every x ∈ X , and (iii) X * f is a convex set.
Remark. Assumption 1 does not impose convexity on the function f . Rather, it requires that the set X * f is convex. This is needed to guarantee that both f c and f have the same minimizers (see Prop. 2). To state our next assumption, we must first introduce the idea of a dissimilarity between two sets. Let A and B be subsets of some Y ⊆ B(R). We assume that the space Y equipped with a dissimilarity function l :
and l(x, x) = 0. Given a dissimilarity function l, we define the distance between A and B as g . In the sequel, we will use this concept to quantify the maximum distance of the set of possible solutions of our algorithm w.r.t. the optimal set X * f . Equipped with these definitions of divergence, we make the following assumption which quantifies the maximum width of the ε-optimal sets X ε and Θ ε .
Assumption 2 (ε-optimality). Let ε be a positive scalar. Denote
We define the ε-optimal sets X ε and Θ ε as X ε = {x : x ∈ X , f c (x) − f * ≤ ε} and Θ ε = {θ : E(h(x; θ)) = E(f c (x)), L(θ) − L * ≤ ε}, respectively. We assume that there exists some finite positive scalars κ x , κ θ , β x , and
The main idea behind this assumption is displayed in Fig. 2 . In this simple example, we highlight X ε (green band), the set of points x for which f c (x) − f * ≤ ε. For every ε ≤ f max , one can show that in this example D * f c ,l (X ε ) ≤ β x ε w.r.t. the dissimilarity function l(x, x * ) = 3|x − x * | 3 (yellow dash), i.e., κ x = 1. In general, if the upper bound of f has the same order as the lower bound of the convex envelope f c , then the smoothness factor κ x = 1. In this example, κ x = 1 since the function f c can be lower-bounded by the function 0.056|x − x * | 3 . Assumption 2 can not be applied directly to the case where f c / ∈ H. When f c / ∈ H, we make use of the following generalized version of Assumption 2.
Assumption 3. Let p be a positive scalar. Assume that there exists a class of convex functions
H ⊆ C(X , R) parametrized by θ ∈ Θ ⊂ B(R p ) such that (a) f c ∈
H, (b) every h ∈ H is affine w.r.t. θ and (c) H ⊆ H.
For every positive ε define X ε and Θ ε as the set of ε-optimal points X ε = {x ∈ X : f c (x) − f * ≤ ε} and
We assume that there exists some finite positive scalars κ x , κ θ , β x , and β θ such that: (a) D
Figure 2: Demonstration of ǫ-optimality for the Langerman function (blue solid).
We display the dissimilarity function l(x, x * ) = 3|x − x * | 3 (yellow dash), the convex envelope f c (gray solid), the set of ε-optimal points (green band), and the lower bound of convex envelope 0.056 * |x − x * | 3 (red dash).
Remark. Assumption 4 is arguably one of the least stringent smoothness assumption which one can assume on f , as it requires smoothness only w.r.t. f * (see [22] for a comparison of different smoothness assumptions used in global optimization). Note that without assuming some form of smoothness on f the optimization problem becomes impossible to solve (this is referred to as the "needle in the haystack" problem).
Finally, we introduce two assumptions on the capacity of the function class H.
Assumption 5 (Capacity of H).
We assume that f c ∈ H. We also denote the corresponding set of parameters with f c by θ c . That is, f c (x) = h(x; θ c ) for every x ∈ X .
We also consider a relaxed version of Assumption 5, which assumes that f c can be approximated by H.
Assumption 6 (υ-approachability of f c by H). Let υ be a positive scalar. Define the distance between the function class H and f
, where the expectation is taken with respect to the distribution ρ. We then assume that the following inequality holds: d(f c , H) ≤ υ.
Performance guarantees
We now present the two main theoretical results of our work.
Exact setting
Our first result considers the case where the convex envelop f c ∈ H. In this case, we can guarantee that as the number of function evaluations grows, the solution of Alg. 1 converges to the optimal solution with a polynomial rate. 
, where δ is a positive scalar, the smoothness coefficient
and f , h and φ are all bounded from above and below by R.
Sketch of proof.
To prove this result, we first prove bound on the error |L( θ µ ) − min θ∈Θ L(θ)| under the constraint of Eqn. 3, for which we rely on standard results from stochastic convex optimization. This combined with the result of Lem. 1 provides bound on |L( θ µ ) − L(θ c )|. We then combine this result with Assumptions 2 and 4, which translates it to a bound on f ( x µ ) − f * . Thm. 1 guarantees that as the number of function evaluations T grows, the solution of CoRR converges to f * with a polynomial rate. The order of polynomial depends on the constants κ x and κ θ , which depend son the smoothness of f and L. 2/(κxκ β ) log(1/δ) function evaluations to return x µ such that with probability (w.p.) 1 − δ, f ( x µ ) − f * ≤ ε, where δ is a positive scalar.
Dependence on dimension
The result of Thm. 1 has no explicit dependence on the dimension n. However, the Lipschitz constant U , in general, can be of O( √ p), and the number of bases p typically depends on the dimension n. In fact, from function approximation theory, it is known that for a sufficiently smooth function f one can achieve an ε-accurate approximation of f by a linear combination of O(n/ε) bases, i.e., p = O(n/ε) [27, 28] . Similar shape preserving results have been established for the convex class when the function and bases are both convex [29, 30] . This implies that the dependency of our bound on n is of O(n κx(1+κ β )/2 ). This result implies that when are smaller than 1, the bound of Thm. 1 scales sublinearly with n. When the coeffcient κ x (1 + κ β )/2 is larger than 1 then the dependency on n becomes super linear. At the same time the convergence rate in this case is super-linear. So the fact that κ x (1 + κ β )/2 > 1 would not significantly slow down the algorithm.
Approximate setting
Thm. 1 relies on the assumption that the convex envelope f c lies in the function class H. However, in general, there is no guarantee that f c belongs to H. When the convex envelope f c / ∈ H, the result of Thm. 1 cannot be applied. However, one may expect that Alg. 1 still may find a close approximation of the global minimum as long as the distance between f c and H is small. To prove that CoRR finds a near optimal solution in this case, one needs to show that R T remains small when the distance between f c and H is small. We now generalize Thm. 1 to the case where the convex envelope f c does not lie in H but lies close to it. 
We now provide a sketch of the proof and a complete proof in the Supp. Materials.
Sketch of proof.
To prove this result, we first prove a bound on the error |L(
To prove this result we rely on standard results from stochastic convex optimization. h(x; θ ζ ) is a function in H which satisfies the inequality of Assumption 6. We then make use of Assumption 6 as well as Lem. 1 to transform this bound to a bound on |L( θ µ ) − L(θ c )|. We then combine this result with Assumptions 3 and 4 , to prove the bound on f ( x µ ) − f * .
Numerical Results
In this section, we evaluate the performance of CoRR on some standard test functions. Evaluation setup. To study the performance of CoRR, we apply it to two non-convex test functions. The first test function is called the Salomon function, where f (x) = − cos(2π x ) + 0.5 x + 1. The second test function is called the Langerman function, f (x) = − exp( x − α 2 2 /π) cos(π x − α 2 2 ) + 1. In the case of the Salomon function, the convex envelope can be written as f c (x) = 0.5 x . Thus, to study the performance of CoRR when f c ∈ H (exact setting), we use a square root representation, i.e., h(x; θ) = θ 1 , x 2 + θ 2 , x + θ 3 which contains 
To study the performance of CoRR when f c / ∈ H (approximate setting), we use a quadratic basis where the convex functions in H are given by h(x; θ) = θ 1 , x 2 + θ 2 , x + θ 3 . When applying CoRR to find a convex surrogate for the Langerman test function, we use the quadratic function class. We compare CoRR's performance with: (i) a quasi-Newton method and (ii) a hybrid approach for global optimization [31] which combines simulated annealing (SA) [18, 19] and pattern search. We run quasi-Newton and SA for 50 random restarts and then choose the solution x * that produces the smallest function evaluation f (x * ) . These results are then averaged over 5 trials. When computing the error for SA, we optimized the starting temperature and cooling schedule to obtain the best performance. In all of our experiments, we evaluate CoRR's error for a fixed number of samples and dimension and average these results over 5 trials.
Sample size vs. dimension. To understand how the number of samples changes the performance for different dimensions, we compute the approximation error for CoRR as we vary these two parameters (Fig. 3) . We display the approximation error f ( x * ) − f * for the Salomon function when using a quadratic basis. As expected from our theory, we find a clear dependence between the dimension and number of samples. In particular, we observe that for small dimensions n = 1, we obtain a high accuracy estimate of the global minimizer for all choices of sample sizes. However, as we increase the dimension to n = 100, we require at least 3e 5 samples to obtain an accurate estimate. Comparison with other methods. We compare the performance of CoRR with a quasi-Newton and hybrid method (Table 1) for the Salomon and Langerman functions. The difference between the scaling behavior of CoRR and other methods is particularly pronounced in the case of the Salomon function. In particular, we find that CoRR is capable of finding an accurate estimate (≈ 7e −3 ) of the global minimizer as we increase the dimension to n = 100. In contrast, both the quasi-Newton and SA methods get trapped in local minima and do not converge to the global minimizer when n > 5 and n > 1, respectively. We posit that this is due to the fact the minimizer of the Salomon function is at the center of the its domain [−2, 2] and as the dimension of the problem grows, drawing an initialization point that is close to the global minimizer becomes extremely difficult. A key insight behind CoRR is that it uses the global properties of the function to find a convex surrogate rather than relying on good initialization points to achieve low error. In fact, in high dimensions, we observe that most of the samples that we draw (to estimate the convex envelope and to initialize the other methods) do indeed lie near the boundary of our search space. Even in light of the fact that all of our samples are far from the global minimum, we still can obtain a good approximation to the function.
Our results (Table 1) suggest that the Langerman function is a much easier problem to solve than the Salomon function. In particular, we observe that QN converges to the global minimizer after multiple restarts, even for n = 100. SA converges for n = 5 dimensions and only converges to local minima for higher dimensions. While CoRR does not converge to the true minimizer, we observe that CoRR achieves an error on the order of 1e −4 for all of the dimensions Method n = 5 n = 10 n = 50 n = 100
CoRR (1e 5 ) 1.0e
9.4e
3.6e
CoRR (1e 6 ) 9.8e we tested. Although we do not outperform other methods in low dimensions, our results suggest that CoRR provides a powerful alternative to other approaches in high-dimensional settings.
Discussion
This paper introduced CoRR, a general-purpose strategy for learning a convex relaxation for a wide class of nonconvex functions. The idea behind CoRR is to find an empirical estimate of the convex envelope of a function from a set of function evaluations. We demonstrate that CoRR is an efficient strategy for global optimization, both in theory and in practice. In particular, we provide theoretical results (Sec. 4) which show that CoRR is guaranteed to produce an estimate of the convex envelope that only exhibits weak dependence on the dimension. In numerical experiments (Sec. 5), we showed that CoRR is competitive with other non-convex solvers in low-dimensions and in some cases, outperforms these methods as the dimension grows. Our current instantiation of CoRR finds a convex surrogate for f based upon a set of samples that are drawn at random at the onset of the algorithm. In our evaluations, we draw i.i.d. samples from a uniform distribution. However, the choice of the sampling distribution ρ has a significant impact on our estimation procedure. As such, selecting samples in an intelligent manner would improve the accuracy of the estimated convex envelope. Thus, a natural extension of CoRR is to the case where we can iteratively refine our distribution ρ based upon the output of the algorithm at previous steps.
The key innovation behind CoRR is that one can efficiently approximate the convex envelope of a non-convex function by solving a constrained regression problem which balances the error in our fit with a constraint on the empirical expectation of the estimated convex surrogate. While our method could be improved by using a smart and adaptive sampling strategy, our results suggest that this idea provides a new way of thinking about how to relax nonconvex problems. As such, our approach opens up the possibility of using the myriad of existing tools and solvers for convex optimization problems. Our approach promises a new strategy for tackling a broader class of problems that cannot be solved with existing approaches. 
is the solution of following optimization problem:
can be obtain as the extremum of the following Lagrangian:
This problem can be solved in closed-form as follows:
Solving the above system of equations leads to
The solution for λ can be obtained as
By plugging this in Eqn. 9 we deduce:
By setting µ = E 2 [f c (x)] we deduce:
This combined with Eqn. 8 and a union bound proves the result.
We proceed by proving bound on the absolute error |L( θ 
where the first inequality is due to the Cauchy-Schwarz inequality. We then deduce: 
where U 1 satisfies the following Lipschitz continuity inequality for every x ∈ X , θ ∈ Θ and θ ′ ∈ Θ:
The inequality | |a| − |b| | ≤ |a − b| combined with the fact that for every x ∈ X the function h(x; θ) is Lipschitz continuous in θ implies
Therefore the following holds:
For every θ ∈ Θ ζ the following holds w.p. 1 − δ:
as well as,
in which we rely on the Höeffding inequality for concentration of measure. These results combined with a union bound argument implies that:
for every θ ∈ Θ ζ . Then the following sequence of inequalities holds:
The first inequality follows from the fact that θ c ∈ Θ ζ . Also the following holds w.p. Under Assumption 3, for every h(·; θ) ∈ H, there exists some h(·; θ) ∈ H such that h(x; θ) = h(x; θ) for every x ∈ X . Let θ µ be the corresponding set of parameters for θ µ in Θ. Let θ
