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Abstract
Stability and genericity properties established for polynomial vector ﬁelds in the plane,
extended to the Poincare´ sphere, are proved for a class of piecewise-linear vector ﬁelds.
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1. Introduction
In the plane R2; endowed with coordinates ðx; yÞ; consider vector ﬁelds
X ¼ P@=@x þ Q@=@y whose components are given by
P ¼ a1 þ b11x þ b12y þ
Xn
i¼1
ci1jx  gij þ
Xm
j¼1
d
j
1jy  djj;
Q ¼ a2 þ b21x þ b22y þ
Xn
i¼1
ci2jx  gij þ
Xm
j¼1
d
j
2jy  djj: ð1Þ
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Here, G ¼ fg1og2o?ogng and D ¼ fd1od2o?odmg are ordered sequences of
real numbers which deﬁne the grid on which the ﬁeld may not be smooth. To be
speciﬁc about the parameters a; b; c; d that characterize the vector ﬁeld, we may write
Xðx; yÞ ¼ Xða; b; c; d;G;D; x; yÞ; where they appear organized into a 2-vector aAR2;
a square 2 matrix bAR4; a 2
 n; a 2
 m matrix cAR2n and a matrix dAR2m:
The vector ﬁeld X will be regarded as the element ða; b; c; dÞ of the space
XG;D~R6þ2ðnþmÞ; endowed with the structure of a 6þ 2ðn þ mÞ-Euclidean real vector
space. Observe that the empty grid, n ¼ m ¼ 0; and the one deﬁned by one straight
line, horizontal or vertical, must also be considered. In these cases the parameter
spaces are, respectively, R6 or R8:
The statements made in this paper concerning the topological and measure
theoretical properties of distinguished subsets of XG;D will be referred to the structure
induced through the identiﬁcation with the pertinent Euclidean space speciﬁed
above.
Notice that X is piecewise-linear in the following sense: restricted to each of the
ðn þ 1Þ 
 ðm þ 1Þ cells Gi 
 Dj of the grid ðG;DÞ it is a non-homogeneous linear
vector ﬁeld, denoted Xði;j Þ: Here, Gi ¼ ½gi; giþ1; i ¼ 1;y; n  1; G0 ¼ ½gN; g1 and
Gn ¼ ½gn;N: Similarly, for Dj ¼ ½dj; djþ1; j ¼ 1;y;m  1; D0 and Dm:
Being a Lipschitz vector ﬁeld, X in XG;D has a unique well-deﬁned Lipschitz ﬂow Xt
which is complete; this means that for every xAR2; the integral curve XtðxÞ of X
through x is deﬁned for every tAR: The image gx of XtðxÞ; tAR; oriented by the
parameter t; is the orbit of X through x: The partition of the plane into orbits of X is
called the phase portrait of X : Of particular interest are the singularities or equilibria,
periodic orbits or cycles, the separatrix connections and the behavior of orbits tending
to inﬁnity.
In this paper, we investigate the qualitative properties of the phase portrait for a
typical Xand their dependence on small perturbations of the parameters and grid
that characterize it.
As a result, following the steps of [1,9,10,14,15], here is presented a genericity
(open and dense) class of structurally stable vector ﬁelds, i.e. whose phase portrait
remain qualitatively undisturbed under small perturbations in XG;D:
After some precise deﬁnitions and a key geometric construction—the Poincare´
Compactiﬁcation—appropriate to deal with the non-compactness of the phase
plane, at the end of the next section the main results of this paper will be stated in
Theorems 1 and 2.
Systems in the class XG;D were introduced by Chua and Lum in [3], where some of
their local stability and genericity properties were studied and a number of generic
properties for ﬁnite singularities and ﬁnite saddle connections were established using
ad hoc linear methods.
The present work puts the analysis into the general framework established for
the case of polynomial and general smooth vector ﬁelds, focusing on the study
of the analytic and null measure theoretic properties as well as the characterization
of the set of structurally stable systems and its complement, the bifurcation set.
See [13,15].
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The results of this paper answer a question raised in [2] by Broucke, Pugh and
Simic concerning the structural stability of systems in the class XG;D:
The computational interest and applicability of the systems under consideration
have been discussed in [3]. The Theories of Control and Discontinuous Systems are
also sources of motivation for the study of piecewise-linear systems; see [2,6,16].
2. Formulation of main results
Denote byPðXÞ the Poincare´ compactification of X on the unit sphere S2; which in
R3 is given by fx2 þ y2 þ z2 ¼ 1g: This is well deﬁned due to the piecewise-linear
structure of X ; [15]. Recall that PðX Þ is deﬁned by the unique piecewise-analytic
extension of the push forward pðXÞ of X by the central projection p: Recall that this
projection maps the tangent plane to S2 at the north pole N ¼ ð0; 0; 1Þ to the
northern hemisphere S2þ of S
2; in coordinate expression it is given by pðu; v; 1Þ ¼
ðu; v; 1Þ= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃu2 þ v2 þ 1p : This operation sends infinity to the equator S1 deﬁned by
fz ¼ 0g: It compactiﬁes the grid into a cellular decomposition of S2þ; mapping the
non-compact cells into spherical polygons (most of the times triangles) with some
corners and edges on the equator S1: The labeling for cells and their compactiﬁcation
will be the same.
The compactification has been used since the time of Poincare´ to investigate the
qualitative properties of polynomial vector ﬁelds in non-compact domains. It is of
particular importance here to deal with the dynamics of the systems on non-compact
cells.
The orbits of X ; i.e. those mapped by p into those of PðXÞ located in S2þ  S1; are
called finite. Those in S1 are called infinite or at infinity, when referred to X :
Deﬁnition 1. An element X of XG;D is said to be ðG;DÞ-structurally stable if it has a
neighborhood VðXÞ such that for every YAVðXÞ there is a homeomorphism hY of
S2 mapping the oriented orbits of PðYÞ into those of PðXÞ; preserving the equator
and the compactiﬁed cells of the grid ðG;DÞ:
If furthermore hY is differentiable when restricted to ﬁnite periodic orbits, then X
is said to be regularly structurally stable.
The class of structurally stable (resp. regularly structurally stable) vector ﬁelds as
above will be denoted by SG;D (resp. S
r
G;D).
In this paper, we give sufﬁcient conditions likely to be also necessary (see
Section 5), which are shown to be generic, for belonging toSG;D: It will be proved in
Theorems 1 and 2 that they deﬁne a set SG;D; open and dense in XG;D: Due to the
special afﬁne and ﬁnite dimensional nature of the space XG;D; in the results of this
paper it is possible to go beyond the standard set theoretical open and density and to
establish the full Lebesgue measure of SG;D: This is done through the study of the
meagerness properties of its complement, the bifurcation set X0G;D ¼ XG;D  SG;D;
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which will be established in Section 2 in an afﬁne and measure theoretic setting.
Compare with [1,3,7,9,14].
A number of deﬁnitions will be given now. They are reminiscent of the conditions
for structural stability given in the smooth case by Andronov–Pontrjagin [1] and
Peixoto–Peixoto [10] and extended to the polynomial case by Sotomayor [14].
Recall that a singularity is simple if the vector ﬁeld is smooth there and its
Jacobian, d; is non-zero. If do0 it is a saddle, if d40 it is an anti-saddle. If it is either
a saddle or an anti-saddle with non-zero Trace, t; it is called hyperbolic.
Deﬁnition 2. A vector ﬁeld X in XG;D is said to satisfy the ðG;DÞ-singularity
conditions provided
(1) all its singularities at inﬁnity are hyperbolic and disjoint from the x and y axes
directions,
(2) (resp. 20 ) all its ﬁnite singularities are hyperbolic (resp. simple) and disjoint
from the lines G
R and R
 D;
(3) all its tangencies with the lines G
R and R
 D are quadratic and disjoint
form the corners G
 D of the grid.
The set of vector ﬁelds satisfying the three conditions, 1,2 and 3, will be denoted by
SG;Dð1Þ; when only one (say the ﬁrst) or more conditions (say the ﬁrst and second
(resp. 20) are satisﬁed, write SG;Dð1; 1Þ or SG;Dð1; 1; 2Þ (resp. SG;Dð1; 1; 20Þ; etc.
In the present case, the tangencies of X ¼ P@=@x þ Q@=@y with the horizontal line
y ¼ dj of the grid, are deﬁned on each edge by the linear equation Qðx; djÞ ¼ 0:
Therefore there is at most one tangency on each edge, and it is quadratic, i.e
@Qðx; djÞ=@xa0; if and only if it is isolated.
Deﬁnition 3. A vector ﬁeld X is said to satisfy the ðG;DÞ-periodic orbits conditions
provided
(1) all its ﬁnite periodic orbits are hyperbolic and disjoint from the corners and
tangencies associated to the grid,
(2) the inﬁnite periodic orbit at inﬁnity is hyperbolic.
The set of vector ﬁelds satisfying these two conditions will be denoted by SG;Dð2Þ;
when only one of these conditions is satisﬁed, write SG;Dð2; 1Þ or SG;Dð2; 2Þ; etc.
Recall that hyperbolic periodic orbit is one for which the return map p is smooth
and p0a1:
Deﬁnition 4. A ðG;DÞ-separatrix connection of X is a ﬁnite orbit of PðXÞ which
joins either
(1) two saddle points which may or may not coincide; it is called a saddle–saddle
connection or saddle–loop in case of coincidence,
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(2) a saddle point and a tangency; it is called a saddle–tangency connection,
(3) a saddle point and a corner; it is called a saddle–corner connection,
(4) two corner points which may coincide; it is called a corner–corner connection
or a corner–loop (which is the same as a periodic orbit through a corner,
(5) Similarly for corner–tangency and tangency–tangency.
The set of vector ﬁelds having no ðG;DÞ-separatrix connections will be denoted
by SG;Dð3Þ: These vector ﬁelds are said to satisfy the no-separatrix connection
condition.
Remark 1. Notice that saddle connections at inﬁnity are not considered to be
separatrix connections here. In fact, due to the invariance of the equator, they appear
persistently.
Theorem 1. The following assertions hold for
SG;D ¼ SG;Dð1Þ-SG;Dð2Þ-SG;Dð3Þ:
(1) it is open in XG;D;
(2) it coincides with SrG;D and
(3) it is dense in XG;D:
The proof follows the outline established in [1,10,14,15] for the case of smooth and
polynomial vector ﬁelds on the plane and sphere.
The openness in item (1) and the construction of the homeomorphism in item (2)
are carried out by the method of canonical regions and their continuity under small
perturbations of parameters, assuming the hyperbolicity of singularities and periodic
orbits and the absence of separatrix connections. The perturbation theory explained
in [1,10] for smooth system also applies here to establish openness, with some
adjustments in view of the non-degeneracy transversality conditions imposed in the
deﬁnition of the class SG;D:
For instance, the singularities are located where the vector ﬁeld is linear (the
ﬁnite ones) and analytic (the inﬁnite ones). Also the periodic orbits are transversal
to the lines of non-smoothness of the system, having, as return map, the com-
position of analytic transition maps between the edges of the cells of the grid.
The same transversality assertions work for separatrices. For the sake of
completeness, the case of periodic orbits at inﬁnity and their hyperbolicity is studied
in some detail in Section 2, Proposition 1, since it differs from the standard
polynomial case [8].
To construct the homeomorphism involved in item (2) of Theorem 1, it must
be taken into account that the canonical regions inherit the cellular partition
deﬁned by the grid and the equator. Both must be preserved by the homeo-
morphism. However, the methods explained in [1,10] apply here with no essential
modiﬁcation.
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Fig. 1 below illustrates typical orbits of a vector ﬁeld X in SG;D and the phase
portrait of X near inﬁnity, in the axes directions.
The proof of item (3) in Theorem 1, follows from the stronger measure theoretic
result formulated in Theorem 2.
Theorem 2. The open set SG;D ¼ SG;Dð1Þ-SG;Dð2Þ-SG;Dð3Þ has total Lebesgue
measure; in particular, it is dense in XG;D:
This will be a consequence of the following result, where the notation Ro stands
for the rotation by an angle o in the plane R2: Therefore, the rotated vector ﬁeld
RoðXÞ ¼ Po@=@x þ Qo@=@y is given by
Po
Qo
 !
¼ coso sinosino coso
 !
P
Q
 !
Theorem 3. For any X in XG;D; the 5-parameter family Xa1;a2;n;b;oðx; yÞ defined by
Ro Xðx; yÞ þ a1 @
@x
þ a2 @
@y
þ n x @
@x
þ y @
@y
 
þ b y @
@x
þ x @
@y
  
meets the bifurcation set X0G;D ¼ XG;D  SG;D in a set of zero Lebesgue measure.
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The proof will be provided in Section 4. The proof of Theorem 2 follows directly
from Theorem 3 by Fubini’s Theorem applied to the product of the ða; n; bÞ and
o-spaces.
3. Preliminaries on singularities and periodic orbits
This section deals with the analysis of singularities, periodic orbits and separatrix
connections, focusing to establish the meagerness of bifurcation set X0G;D ¼ XG;D 
SG;D: This study leads to the proof of Theorem 3.
3.1. Preliminaries on singularities
Recall that S2þ  N has as universal cover R
Rþ with covering map
ðy; rÞ-ðcos y; sin y; rÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 þ 1
p
:
Lemma 1. In ðy; rÞ coordinates the vector field PðXÞ ¼ pðP@=@x þ Q@=@yÞ has the
following expression:
ðA1 þ rA0Þ@=@y rðR1 þ rR0Þ@=@r;
where
A1 ¼  sin y b11 cos yþ b12 sin yþ
Xn
i¼1
ci1jcos y rgij þ
Xm
j¼1
d
j
1jsin y rdjj
 !
þ cos y b21 cos yþ b22 sin yþ
Xn
i¼1
ci2jcos y rgij þ
Xm
j¼1
d
j
2jsin y rdj j
 !
; ð2Þ
R1 ¼ cos y b11 cos yþ b12 sin yþ
Xn
i¼1
ci1jcos y rgij þ
Xm
j¼1
d
j
1jsin y rdj j
 !
þ sin y b21 cos yþ b22 sin yþ
Xn
i¼1
ci2jcos y rgij þ
Xm
j¼1
d
j
2jsin y rdjj
 !
: ð3Þ
Proof. Taking into account that the components P;Q are given by Eq. (1), the proof
follows by differentiation of the relations x ¼ 1r cos y; y ¼ 1r sin y between the
coordinates involved. &
Lemma 2. The singularities of PðXÞ along the equator S1 are given by the zeros of the
angular component A1; as follows:
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In the k-quadrant ðk ¼ 1; 2; 3; 4Þ they are the real solutions of the equation A1;k ¼ 0
in the interval ½ðk  1Þp=2; kp=2Þ; where,
A1;1 ¼ ½b21 þ c2cos2 yþ ½b22  b11 þ d2  c1sin y cos y ½b12 þ d1sin2 y;
A1;2 ¼ ½b21  c2cos2 yþ ½b22  b11 þ d2 þ c1sin y cos y ½b12 þ d1sin2 y;
A1;3 ¼ ½b21  c2cos2 yþ ½b22  b11  d2 þ c1sin y cos y ½b12  d1sin2 y;
A1;4 ¼ ½b21 þ c2cos2 yþ ½b22  b11  d2  c1sin y cos y ½b12  d1sin2 y: ð4Þ
Here
c1 ¼
Xn
i¼1
ci1; c2 ¼
Xn
i¼1
ci2; d1 ¼
Xm
j¼1
d
j
1; d2 ¼
Xm
j¼1
d
j
2: ð5Þ
Proof. Straightforward from Eq. (2). &
Corollary 1. (1) A singularity at infinity is in the x-axis direction if and only if
b21 þ
Xn
i¼1
ci2
 !
b21 þ
Xn
i¼1
ci2
 !
¼ 0:
(2) A singularity at infinity is in the y-axis direction if and only if
b12 þ
Xm
j¼1
d
j
1
 !
b12 þ
Xm
j¼1
d
j
1
 !
¼ 0:
Proof. Straightforward, evaluating A1 at y ¼ 0; p=2; p; 3p=2: &
Lemma 3. Assume the notation defined in expressions 5 of Lemma 2.
The function R1 appearing in expression 3 of Lemma 1 for the radial component of
PðXÞ; evaluated at r ¼ 0; is given as follows:
In the k-quadrant ðk ¼ 1; 2; 3; 4Þ it is given by the function R1;k; where
R1;1 ¼ ½b11 þ c1cos2 yþ ½b12 þ b21 þ d1 þ c2sin y cos yþ ½b22 þ d2sin2 y;
R1;2 ¼ ½b11  c1cos2 yþ ½b12 þ b21 þ d1  c2sin y cos yþ ½b22 þ d2sin2 y;
R1;3 ¼ ½b11  c1cos2 yþ ½b12 þ b21  d1  c2sin y cos yþ ½b22  d2sin2 y;
R1;4 ¼ ½b11 þ c1cos2 yþ ½b12 þ b21  d1 þ c2sin y cos yþ ½b22  d2sin2 y: ð6Þ
Proof. It follows directly from Eq. (3). &
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3.2. Preliminaries on periodic orbits
Proposition 1. Suppose that the equator is a periodic orbit of PðXÞ:
Then the Poincare´ map p associated to it is analytic and p0ð0Þ ¼ r1r2r3r4;
where
rl ¼ exp
Z yl
yl1
R1;l
A1;l
dy; yl ¼ p
2
l; l ¼ 1;y; 4: ð7Þ
Proof. In the coordinates ðy; rÞ the equator is given by r ¼ 0:
The vector ﬁeld is transversal to the sections gir ¼ cos y and djr ¼ sin y obtained
as the pre-images of the straight lines x ¼ gi and y ¼ dj; which deﬁne the edges
of the grid. The transition map between two adjacent sections is analytic, because in
this region the vector ﬁeld PðXÞ ¼ pðP@=@x þ Q@=@yÞ and X is a linear vector
ﬁeld. Each section makes an angle of angular coefﬁcient equal to 1=gi (resp. 1=gi)
with the axis y at y ¼ p=2 (resp. y ¼ 3p=2). At y ¼ 0 (resp. y ¼ p) the angular
coefﬁcient of the mentioned sections with respect to axis y are given by 1=dj
(resp. 1=dj).
The Poincare´ map can be deﬁned as the composition of the transition maps
between the above adjacent transversal sections.
Recall that the derivative of the transition map of PðXÞ between two radial
sections to the equator, contained in a cell of the grid, at directions y ¼ y1 and y2;
and making angles a1 and a2 with it, is equal to
sin a1
sin a2
exp
Z
½y1;y2
R1ðy; 0Þ
A1ðy; 0Þ dy
" #
:
The derivative of the transition map between two intersecting transversal sections
making angles a1 and a2 with the equator is equal to sin a1=sin a2:
Therefore, the conclusion follows from the symmetry in the deﬁnition
of the Poincare´ map expressed as the composition of mappings whose ﬁrst
derivatives are reciprocal at antipodal points in directions: (0 and p) and (p=2
and 3p=2). &
Proposition 2. Suppose that the equator is a periodic orbit of PðXÞ:
Consider the one-parameter family Xn ¼ X þ nðx@=@x þ y@=@yÞ: Then the equator
is a hyperbolic periodic orbit of PðXnÞ for all small na0:
Proof. Direct calculations, using Eq. (7), shows that d
dn p
0
nð0Þa0: &
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4. Proof of Theorem 3
Proposition 3. For any X in XG;D; the 4-dimensional parameter family Xa1;a2;n;bðx; yÞ;
defined by
Xðx; yÞ þ a1 @
@x
þ a2 @
@y
þ n x @
@x
þ y @
@y
 
þ b y @
@x
þ x @
@y
 
meets the set
X0G;Dð1; 1; 20; 3Þ,X0G;Dð2Þ ¼ XG;D  SG;Dð1; 1; 20; 3Þ-SG;Dð2; 2Þ
in a set of zero Lebesgue measure.
Proof. The geometric description that follows refers to the 3-space ðb; n; yÞ:
Step 1: The equation A1 ¼ 0 for singularities at inﬁnity for the family deﬁnes a
surface of the form b ¼ Bðcos y; sin yÞ: On each quadrant of the y angular variable, it
is quadratic in the variables, but may have corners at the extremes. See Lemma 2.
The equation for tangential, i.e. non-transversal, singularities at inﬁnity is
B0ðcos y; sin yÞ ¼ 0 and for the corners, y ¼ 0; p=2; p; 3p=2:
The equations for normally critical singularities, A1 ¼ 0;R1 ¼ 0; deﬁne a curve of
the form b ¼ Bðcos y; sin yÞ; n ¼ Nðcos y; sin yÞ; yA½0; 2p: See Lemma 3.
Therefore, the points in the ðb; nÞ-plane where the family has non-hyperbolic
singularities at inﬁnity is the union of ﬁnite number of closed arcs of analytic curves.
These curves are at most 12 in number, eight parallel to the n-axis corresponding to
the corners and tangential singularities and four images of the quadrants.
Step 2: Notice that for any vector ﬁeld X in XG;D; the translated family X ðx; yÞ þ
a1@=@x þ a2@=@y is such that for ða1; a2Þ outside a ﬁnite number of lines and
segments it has only simple singularities, disjoint of the edges of the grid. This is an
elementary, trivial, piecewise-linear form Sard–Bertini Theorem, invoked in the case
of smooth and polynomial vector ﬁelds. See [4,14].
Step 3: The same for tangencies with the lines of the grid, avoiding corners. In
fact, the tangencies along a vertical line are given by the graph of a piecewise-
linear function a1 ¼ tðyÞ: Only the m values of the corners must be removed to
have the property requested. The same for tangencies with horizontal lines of
the grid.
Step 4: Differentiation of the expression for the derivative of the return map given
in Proposition 1, gives d
dn p
0
nð0Þa0: Therefore, only at most one value of n must be
removed to achieve the property requested.
The conclusion of the proof of the proposition follows from Fubini’s Theorem in
the product of ðb; nÞ and ða1; a2Þ spaces [12]. &
Proposition 4. For any Y in the open set XG;Dð1; 1; 20; 3Þ,XG;Dð2Þ the one-dimensional
rotation family Yoðx; yÞ ¼ RoYðx; yÞ meets the set X0G;D ¼ XG;D  SG;D in a set of zero
Lebesgue measure.
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Proof. The proof splits into several steps.
Step 1: The set of values of o where RoY has ﬁnite non-hyperbolic singularities is
ﬁnite. Saddles remain so under rotation; anti-saddles become centers, i.e. simple with
vanishing trace singularities, only twice (in o). This is obvious by a simple
calculation, as in the smooth case [4,13].
Step 2: The same for tangencies with the lines of the grid, avoiding corners. In fact,
the tangencies along a vertical line are given by the graph of a piecewise-linear
function o ¼ tðyÞ: Only the m values taken at the corners must be removed to have
the property requested. The same for tangencies with horizontal lines of the grid.
Step 3: On the equator, the equation of critical singularities is given by a curve
o ¼ $ðyÞ which is a sectionally quadratic function. Only the ﬁnite critical values (at
most 4) and values at y ¼ 0; p=2; p; 3p=2; of the corners, must be removed to have the
property requested.
Notice that no normally degenerate singularity appears at inﬁnity in the present
conditions, this would force a segment of ﬁnite singularities on a cell bounded by a
quadrant at inﬁnity.
Step 4: Differentiation of the derivative of the return map given in Proposition 1,
obtain d
do p
0
oð0Þa0:
Therefore, only at most two values of o must be removed to achieve the property
requested.
Step 5: In the ðx; y;oÞ-space, the separatrices (of all types in Deﬁnition 4) deﬁne
ﬁnitely many piecewise-analytic surfaces which meet transversally and therefore at a
countable number of o’s.
Step 6: In the ðx; y;oÞ-space; the periodic orbits deﬁne ﬁnitely many piecewise
analytic surfaces which cover annuli on the ðx; yÞ-plane. The critical values of the
projection of these surfaces to the o-axis is at most countable. Only at these values
the family has non-hyperbolic periodic orbits, [4,14,15].
After these six steps only at a countable of o’s correspond to points in X0G;D: &
4.1. Conclusion of the proof of Theorem 3
It has been established that for ða1; a2; b; nÞ on a set of full measure, the family
Xða1;a2;b;nÞ has the properties of the vector ﬁeld Y in Proposition 4. The proof
ﬁnishes by applying Fubini’s Theorem to the product of the ða1; a2; b; nÞ and o
spaces [12].
5. Further developments and problems
5.1. Dependence on the grid
The coordinates g’s and d’s of the grid may be considered also as parameters. It is
clear that conditions given for structural stability, are persistent under small changes
in these parameters.
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Also, instead of the linear coordinate functions x; y one could take another pair,
c; Z; of linearly independent ones and deﬁne a larger class of oblique grids, leading to
the class XG;D;c;Z of ﬁelds X whose components P;Q are of the form
P ¼ a1 þ b11x þ b12y þ
Xn
i¼1
ci1jcðx; yÞ  gij þ
Xm
j¼1
d
j
1jZðx; yÞ  djj;
Q ¼ a2 þ b21x þ b22y þ
Xn
i¼1
ci2jcðx; yÞ  gij þ
Xm
j¼1
d
j
2jZðx; yÞ  djj: ð8Þ
The treatment for these systems, however, reduce to those of XG;D by a linear
change of variables. The main theorems of this work also hold for XG;D;c;Z with no
essential change.
More general grids can be considered, with generic linear forms ðci; giÞ and ðZj; djÞ
leading to polygonal cells. The methods and basic results of this paper also apply to
this case.
5.2. Characterization of ðG;DÞ-stability
It is easy to see that the only sufﬁcient condition for regular structural stability
that is not obviously necessary for (ordinary) structural stability is the hyperbolicity
of ﬁnite periodic orbits of odd multiplicity.
It is unknown to the authors how to split in general such an orbit into three, by
small perturbations inside piecewise-linear vector ﬁelds. This question is unsolved
also for polynomial vector ﬁelds of degree higher than 1.
5.3. The number of periodic orbits
It seems challenging to discover the relationship between the algebraic and
dynamical complexities represented, respectively, by the pair ðn;mÞ and the number
of isolated periodic orbits of a vector ﬁeld in XG;D: This may be regarded as the
analogous of Hilbert’s 16th Problem for the present case [5,11].
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