Introduction
In t h i s paper a new algorithm for solving algebraic Riccati equations (both continuous-time and discrete-time versions) is presented. These equations play fundamental roles in the analysis, synthesis, and design of linear-quadratic-Gaussian control and estimation systems as well as in many other branches of applied mathematics. It is not the purpose of this paper to survey the extensive literature available for these equations but, rather, we refer the reader to, for example, [ There are, of course, many other solutions to (1) but for the algorithm presented here the emphasis w i l l be on cmputing the nonnegative definite one. lzT) E R2nx2n our assrrmpticms guarantee that 2 has no pure i m a g i n a r y e i g e n v a l u e s . T h u s we c a n f i n d an orthogonal transformation which puts Z i n RSF:
where s e R"". i j I t is possible to arrange, moreover, that the r e a l parts of the spectrum of S are negative while t h e r e a l parts of the s p e k m~ of S a r e positive. U is conformably partitioned i%$o four ~ucn blocks: 2. u(S ) = U(F-GX) = the "closed-loop" spect r um. 
I t i s assumed t h a t ( F I G ) i s a stablizable
Setting G=G1G2 G1 we consider this t i m e the -1 T symplectic matrix z = ( .
Our assumptions guarantee t h a t Z has no eigenvalues on the unit circle. Thus we c a n f i n d a n orthogonal transformation U e R2nx2n which puts Z i n RSF:
where S e R"".
i j
I
It i s possible to arrange, moreover, that the spectrum of Sll lies i n s i d e t h e u n i t c i r c l e while the spectrum of S22 l i e s o u t s i d e t h e u n i t c i r c l e . Again U i s partitioned conformably. W e then have the following theorem.
Theorem 2: With respect to the notation and assumptions above:
1. Ull i s invertible and X=UZ1Ul1 solves ( 8 ) .
e r t i b l e
= the "closed-loop" spectrum.
Proof: See 101.
W e now t u r n t o some general numerical considerations regarding the Schur vector approach.
z
Note that an alternate equivale t form of ( 8 ) when X i s invertible is:
1 2 1
Numerical Considerations
There are two steps to the Schur vector approach. In the discrete-time case, HQR3 can be used directly by working with The U which puts U(S ) outside the unit circle is thus the same U whicilputs the upper left ran block of the RSF of Z inside the unit circle.
In slmnyry then, to use HQR3 we would recamend using the following sequence of subroutines Cor their equivalents): BALBAK) is clearly a nonsingular matrix which reduces 2 to ordered RSF. The first n Columns of PDO span the eigenspace corresponding to eignevalues of Z with negative real parts and that is the only property we require of the transformation. For simplicity in the sequel, we shall speak of the transformation reducing Z to RSF as simply an orthogonal matrix U with the understanding that the more computationally useful transformation is of the form P W .
T Then P W (produced by
A n alternative approach to direct balancing of Z is to attempt same sort of scaling in the problem which generates the Riccati equation. To illustrate, consider the linear optimal control problem of finding a feedback controller u (t) = Kx(t) which minimizes the performance index
IxT(t)Hx(t) + uT(t)Ru(t)ldt
with plant constraint dynamics given by f(t) = Fx(t) + Bu(t) : x(0) = x . . 
We assume H = H

Now suppose we change coordinates via a nonsingular transformation x(t) =W(t). Then in terms of the new state Y our problem is to minimize subject to
&(t) (T-'FT)w(t) + (T-lB)U(t) .
The Hamiltonian matrix Z for t h i s transformed system is now given by and the associated solution X of the transformed
Riccati equation is related 2 the original X by X = T -~X~T -~. One interpretation of T then is as
Stability and Conditioning
This section will be largely speculative in nature as very few hard results are presently available. A number of areas of continuing research will be described.
= & + & + i i
where we have neglected the second-order term w;E.
Thus conditioning of (1) should be closely related s to nearness of the closed-loop spectrum (U (F-GX) ) to the imaginary a x i s . Observations similar to these have been made elsewhere; see, for example, Bucy I311 where the problem is posed as one of structural stability. A condition number might, in same sense, be thought of as a quantitative measure of the degree of structural stability. of (1) relates to the assumptions of stabilizability of (F,B) and detectability of ( C , F ) . For ex-
Another factor involved in the conditioning
With respect to stability the implementation discussed in Section 4.1 consists of two effectively stable steps. The crucial step is the QR step and the present algorithm is probably essentially as stable as QR. The overall two step process is apparently quite stable numerically but we have no proof of that statement.
Concerning the conditioning of (1) (or ( 8 ) ) almost no analytical results are known. The study of (1) Work related to the conditioning of (1) and ( 8 ) is under continuing investigation and will be the subject of another paper. Such analysis is, of course, independent of the particular algorithm used to solve (1) or (81, but is useful to understand how ill-conditioning can be expected to manifest itself in a given algorithm. The fact that any basis for the stable eigenspace can be used to construct the Riccati equation solution has been noted by many people; see [121 or 131 among others. The main stumbling block with using the Schur vectors was the ordering problem with the RSF but once that is handled satisfactorily the algorithm is easy.
The Schur vector approach derives its desirable numerical properties from the underlying mtype process. To svmiarize: if you like the eigenvector approach for solving the algebraic Riccati equation you' 11 like the Schur vector approach at least twice as much.
Like the eigenvector approach, the Schur vector approach has the advantage of producing the closed-loop eigenvalues (or whatever is appropriate to the particular application from which the Riccati equation arises) essentially for free. And finally, an important advantage of the Schur vector approach, in addition to its general reliability for engineering applications, is its speed in comparison with other methods. We have already mentioned the advantage, by definition, over previous eigenvector approaches but there is also generally an even more significant speed advantage over iterative methods. This advantage is particularly apparent in poorly conditioned problems and in cases in which the iterative method has a bad starting value. Of course, it is impossible to make the comparison between a direct versus iterative method any more precise for general problems but we have found it not at all UnmmmDn for an iterative method, such as straighe forward Newton 1141, to take ten to thirty times as long -if, indeed, there was convergence at all.
Examples
Six detailed examples are given in I03 but space constraints preclude their inclusion here.
