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Abstract
This paper is concerned with the spectral version of the reconstruction conjecture: Whether a graph with
n > 2 vertices is determined (up to isomorphism) by the collection of its spectrum and the spectrum of its
vertex-deleted graphs? Some positive results as well as a method for constructing counterexamples to the
problem are provided.
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1. Introduction
Given a graph G = (V ,E) with vertex set V = {v1, v2, . . . , vn}, let Gi denote the graph
obtained from G by deleting the ith vertex vi and its incident edges. G is said to be reconstructible
if it can be determined (up to isomorphism) by the collection of its vertex-deleted graphs Gi . Fix
n  3 from now on. The famous reconstruction conjecture in graph theory, also known as Ulam’s
conjecture, states that every graph with n vertices is reconstructible.
Some linear algebra methods, pioneered by Tutte [8], have been used successfully by several
authors to tackle the reconstruction conjecture, see e.g. [2,4,5]. Motivated by the original recon-
struction conjecture and the attempts to deal with it, in this paper, we consider one of its the
variations—the spectral reconstruction problem. Let G be a graph with (0,1)-adjacency matrix
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A, and let χ(G, x) = det(xIn − A) (or briefly χ(G)) be its characteristic polynomial. A graph
G is said to be spectrally reconstructible, if it can be determined (up to isomorphism) by χ(G)
and χ(Gi) (i = 1, 2, . . . , n). ( Since it is still an unsolved question whether χ(G) is determined
by the collection of χ(Gi), it is reasonable to assume χ(G) to be known here.) We can ask the
following problem:
Problem 1. Is a graph G with n  3 vertices spectrally reconstructible?
Clearly, a positive answer to Problem 1 would imply the reconstruction conjecture (since Tutte
[8] proved that χ(G) is reconstructible from the collection of Gi). But unfortunately, the answer
to Problem 1 is, in general, known to be negative, as shown by Schwenk [7].
However, a scrutiny of the counterexamples in Schwenk [7] indicates that these graphs have
high symmetry so that χ(Gi) are all equal for each i. (For example, one of these pairs consists of
K4 × K4 and a certain 16-vertex triangulation of the torus; both are strongly regular graphs.)
By a well-known identity (see Theorem 2.14 in [1]) that χ(G)′ = ∑ni=1 χ(Gi), Schwenk’s
counterexamples follow essentially from the fact that there exist pairs of cospectral graphs that
are vertex-transitive. So one may suspect that high symmetry in a graph might be an obstacle for
a graph to be spectral reconstructible.
On the other hand, Tutte [8] proved the following theorem:
Theorem 1.1 (Tutte). Ifχ(G) is irreducible over the rationals, thenG is spectrally reconstructible.
Thus, it is natural to ask to what extent a graph is spectrally reconstructible and, in particular,
does Tutte’s theorem still hold for graphs G with less symmetry and χ(G) being reducible? (Note
that a graph G with an irreducible χ(G) has trivial automorphism group.)
In this paper, we shall investigate Problem 1 under these restricted conditions. Actually, we
are merely satisfied with considering those specific graphs G with distinct eigenvalues and χ(G)
having exactly two irreducible factors. (It turns out that these graphs have at most a non-trivial
automorphism, as we shall see later.) In the rest of the paper, we shall assume that
χ(G, x) = χ1(x)χ2(x), (1)
if not mentioned otherwise, where χ1(x) and χ2(x) are two distinct, irreducible polynomials of
degree r and s (r + s = n), respectively.
The main result of the paper is the following theorem, which gives a simple characterization
of those graphs mentioned above that are not spectrally reconstructible:
Theorem 1.2. Suppose that G is a connected graph and χ(G) satisfies Eq. (1). Then there exists
a graph H that is non-isomorphic to G such that χ(G) = χ(H) and χ(Gi) = χ(Hi) for each i
iff there exist two symmetric, rational orthogonal matrices Q1 and Q2 (which are not diagonal
matrices) of order r and s, respectively, such that the adjacency matrix B of H can be written as
follows (re-indexing G and H if necessary):[
Q1 O
O s
]
A
[
Q1 O
O s
]
= B =
[
r O
O Q2
]
A
[
r O
O Q2
]
, (2)
where r and s are diagonal matrices with each diagonal entries being ±1.
As a simple corollary of the above theorem, if χ(G) has a factor of degree 1 and the other one
is irreducible, then G is spectrally reconstructible.
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Based on Theorem 1.2, we further show that if χ(G) is allowed to be reducible, even if it
can be decomposed into two irreducible factors (as assumed in Theorem 1.2), the generalization
of Tutte’s result is no longer true. A method will be given for constructing graphs that are not
spectrally reconstructible, by using a method of Godsil and MacKay [3].
The proof of Theorem 1.2 is based on an eigenvector characterization for graphs with the same
χ(G) and χ(Gi). Some tools from elementary algebraic number theory can be applied in the
proof.
Finally, we mention that our method in the paper can be adapted to give a simple alternative
proof of Tutte’s theorem.
The rest of the paper is organized as follows: In Section 2, we give some preliminary results
needed in the proof of Theorem 1.2. In Section 3, we present the proof of Theorem 1.2. The
construction of graphs that are not spectrally reconstructible is given in Section 4.
2. Some preliminaries
In this section, we give some results needed in the proof of Theorem 1.2. Let us begin by
recalling some elementary results from algebraic number theory. Let Q be the field of rational
numbers. An algebraic number is a root of a polynomial with rational coefficients. For an algebraic
number α, there exists a unique monic polynomial χ(x) ∈ Q[x] with minimal degree m (called the
minimal polynomial of α) such that χ(α) = 0. If f (x) ∈ Q[x] with f (α) = 0, then χ(x) divides
f (x). This property will be frequently used in the sequel. Denote by Q(α) the finite extension of
Q by adding α. Q(α) is a number field and each element of which can be written as a polynomial
of α of degree less than m.
The following lemma shows that the entries of the eigenvectors of graph G can be written as
some polynomials of the corresponding eigenvalues.
Lemma 2.1. Suppose that χ(G) satisfies (1). Let λ1, λ2, . . . , λr be the roots of χ1(x). Then there
exist polynomials φi(x) ∈ Q[x] (i = 1, 2, . . . , r) such that ξk = (φ1(λk), φ2(λk), . . . , φn(λk))T
is an eigenvector of G associated with λk, for k = 1, 2, . . . , r. Similar result holds for χ2(x).
Proof. It is sufficient to prove the first assertion of the lemma. Solving the linear systems of equa-
tions Aξ1 = λ1ξ1 by Gaussian elimination gives that ξ1 = (v1, . . . , vn)T, where vi ∈ Q(λ1)(i =
1, . . . , n). Thus we can write
ξ1 = (φ1(λ1), φ2(λ1), . . . , φn(λ1))T,
where φi(x) ∈ Q[x] with degree less than r , for i = 1, . . . , n. Next we need to show that ξk =
(φ1(λk), φ2(λk), . . . , φn(λk))T(k = 2, . . . , r) are eigenvectors of G. By the ith equation of Aξ1 =
λ1ξ1, we have
θi(λ1) =:
n∑
j=1
aijφj (λ1) − λ1φi(λ1) = 0, i = 1, . . . , n.
Note that χ1(x) is irreducible. It follows that χ1(x)|θi(x), and hence θi(λk) = 0, for k = 2, . . . , r .
Thus ξk is the eigenvector associated with λk for k = 2, . . . , r . The proof is complete. 
The following lemma shows that if χ(G) satisfies (1), then a rational orthogonal matrix Q that
commutes with A is essentially unique.
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Lemma 2.2. Suppose that χ(G) satisfies (1). If there exist rational orthogonal matrices Q which
are distinct from ±In such that QTAQ = A, then Q is unique up to a sign.
Proof. Let λi (i = 1, 2, . . . , r) and μj (j = 1, 2, . . . , s) be the roots of χ1(x) and χ2(x), respec-
tively. According to Lemma 2.1, the eigenvectors of G associated with λi and μj can be written
as: ξi = (φ1(λi), φ2(λi), . . . , φn(λi))T, ηj = (ψ1(μj ), ψ2(μj ), . . . , ψn(μj ))T. Let
S =
[
ξ1
‖ξ1‖ ,
ξ2
‖ξ2‖ , . . . ,
ξr
‖ξr‖ ,
η1
‖η1‖ ,
η2
‖η2‖ , . . . ,
ηs
|ηs‖
]
,
here and below ‖ · ‖ denotes the Euclidean norm. SinceQ commutes withA,Q has the same eigen-
space as A. Note that A is symmetric, all its eigenvalues are real. It follows that all the eigenvalues
of Q are ±1. Thus we have Q = SST, where = diag(ε1, ε2, . . . , εn) with εi = ±1. We claim
that all εi are equal for i = 1, 2, . . . , r , and all εj are equal for j = r + 1, r + 2, . . . , n.
Clearly we have S = QS. Comparing the first r elements of the first row of both sides of the
above equality gives:
εiφ1(λi) =
n∑
k=1
q1kφk(λi) (3)
for i = 1, . . . , r . For i = 1, we have ε1φ1(λ1) = ∑nk=1 q1kφk(λ1). Note that q1k is a rational
number for each k. By the irreducibility of χ1(x), we obtain ε1φ1(λi) = ∑nk=1 q1kφk(λi) for
i = 2, . . . , r . Therefore εi = ε1 for each i = 1, 2, . . . , r . Similarly, it can be shown that all εj are
equal for j = r + 1, r + 2, . . . , n.
Since Q /= ±In, we have εi = 1 for i = 1, 2, . . . , r and εj = −1 for j = r + 1, r + 2, . . . , n,
or εi = −1 for i = 1, 2, . . . , r and εj = 1 for j = r + 1, r + 2, . . . , n. That is, Q is unique up
to a sign. This completes the proof. 
As an immediate consequence of the above lemma, we obtain that the automorphism group of
a graph G with χ(G) satisfying (1) has at most two elements.
The following lemma gives a characterization of graphs with the same χ(G) and χ(Gi), which
is a key to the proof of Theorem 1.2.
Lemma 2.3 [6]. Let G and H be two graphs such that χ(G) = χ(H). Then for a fixed i, χ(Gi) =
χ(Hi) iff (eTi ξ˜k)2 = (eTi η˜k)2 (k = 1, . . . , n), where ξ˜k and η˜k (k = 1, . . . , n) are the normalized
eigenvectors of G and H respectively, and ei is the ith standard unit vector of Rn.
3. Proof of Theorem 1.2
In this section, we present the proof of Theorem 1.2.
First suppose that there exist Q1 and Q2 such that Eq. (2) holds. It is easy to see that
χ(G) = χ(H). For i = 1, 2, . . . , r , clearly we have Q̂iAiQ̂i = Bi , where Q̂i , Ai and Bi denote
respectively the matrix obtained from
[
r O
O Q2
]
, A and B by deleting the ith row and column. For
i = r + 1, . . . , n, similar result holds if we replace
[
r O
O Q2
]
by
[
Q1 O
O s
]
. Since Q̂−1i = Q̂i , we
have χ(Gi) = χ(Hi) for each i = 1, 2, . . . , n.
Next we show that graphs G and H are not isomorphic. If not, suppose that there exists a
permutation matrix P such that B = P TAP . Then it follows from Eq. (2) that
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Q1 O
O s
]
A
[
Q1 O
O s
]
=
[
r O
O Q2
]
A
[
r O
O Q2
]
= B = P TAP. (4)
It follows from Eq. (4) that
P
[
Q1 O
O s
]
A
[
Q1 O
O s
]
P T = P
[
r O
O Q2
]
A
[
r O
O Q2
]
P T = A. (5)
By Lemma 2.2, we have[
Q1 O
O s
]
P T = ±
[
r O
O Q2
]
P T,
which contradicts the fact that Q1 and Q2 are not diagonal matrices. Thus, the sufficiency of
Theorem 1.2 follows.
Next we prove the necessity of Theorem 1.2. Suppose that there exists a graph H that is
not isomorphic to G such that χ(G) = χ(H) and χ(Gi) = χ(Hi) for each i = 1, 2, . . . , n. Let
λi (i = 1, 2, . . . , r) and μj (j = 1, 2, . . . , s) be the roots of χ1(x) and χ2(x), respectively. By
Lemma 2.1, The eigenvectors of G and H associated with λi and μj can be written as follows:
ξi = (φ1(λi), φ2(λi), . . . , φn(λi))T, ηj = (ψ1(μj ), ψ2(μj ), . . . , ψn(μj ))T
ξˆi = (φˆ1(λi), φˆ2(λi), . . . , φˆn(λi))T, ηˆj = (ψˆ1(μj ), ψˆ2(μj ), . . . , ψˆn(μj ))T.
Define
S =
[
ξ1
‖ξ1‖ ,
ξ2
‖ξ2‖ , . . . ,
ξr
‖ξr‖ ,
η1
‖η1‖ ,
η2
‖η2‖ , . . . ,
ηs
|ηs‖
]
,
T =
[
ξˆ1
‖ξˆ1‖
,
ξˆ2
‖ξˆ2‖
, . . . ,
ξˆr
‖ξˆr‖
,
ηˆ1
‖ηˆ1‖ ,
ηˆ2
‖ηˆ2‖ , . . . ,
ηˆs
‖ηˆs‖
]
.
Then we have
STAS = diag(λ1, . . . , λr , μ1, . . . , μs) = T TBT . (6)
By Lemma 2.3, we have Tij = εij Sij for i, j = 1, 2, . . . , n, where εij = ±1. Note that chang-
ing the sign of the eigenvector ξˆi or ηˆj , Eq. (6) still holds. Without loss of generality, we can
assume that ε1j = 1 for j = r + 1, r + 2, . . . , n, i.e., ψ1(μk)‖ηk‖ =
ψˆ1(μk)
‖ηˆk‖ for k = 1, 2, . . . , s.
Now we claim that for each fixed i, all εij (j = r + 1, r + 2, . . . , n) must be equal. In fact,
we can assume that ψi(μ1) /= 0 (otherwise ψi(μk) = 0 for each k, we can choose all εi(r+k)) to
be equal). Note that
ψi(μk)
‖ηk‖ = εi(k+r)
ψˆi(μk)
‖ηˆk‖
holds for each i. It follows that
ψi(μk)
ψ1(μk)
= εi(k+r) ψˆi(μk)
ψˆ1(μk)
.
Let k = 1 in above equality, we obtain
ψi(μ1)ψˆ1(μ1) − εi(1+r)ψˆi(μ1)ψ1(μ1) = 0.
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Since μ1 is the root of the irreducible polynomial χ2(x), we have
ψi(μk)ψˆ1(μk) − εi(1+r)ψˆi(μk)ψ1(μk) = 0
for each k = 1, 2, . . . , s. Thus we get
εi(k+r)ψˆi(μk)ψ1(μk) = εi(1+r)ψˆi(μk)ψ1(μk)
for each k = 1, 2, . . . , s, and hence all εi(k+r) must be equal.
Applying the similar arguments as above, it can be shown that for each fixed i, all εij must be
equal for j = 1, 2, . . . , r .
Now multiplying −1 to some rows of T (this is equivalent to right-multiplying T by a diagonal
matrix D with each diagonal entry being ±1) such that the last s columns of DT equal to that of S.
If all εij (i = 1, 2, . . . , n; j = 1, 2, . . . , r) are equal, without loss of generality assume them to be
1, then we have DS = T . It follows from Eq. (6) that DAD = B. Since G is connected, and A and
B are non-negative matrices, we get D = ±In. Hence A = B, which contradicts the fact that G
and H are not isomorphic. Thus there must exist some i’s, assume without loss of generality that
i = 1, 2, . . . , t (re-indexing graphs G and H if necessary), for which εij = −1(j = 1, 2 · · · , s),
i.e., φi(λj )‖ξj ‖ = −
φˆi (λj )
‖ξˆj ‖ .
So we can assume S and DT take the following form S =
[
U1 U2
U3 U4
]
and DT =
[−U1 U2
U3 U4
]
,
where Ui is the corresponding matrix partition of S. By the orthogonality of S and DT we get
U1U
T
1 + U2UT2 = Ir , U1UT3 + U2UT4 = O, (7)
U3U
T
3 + U4UT4 = Is, −U1UT3 + U2UT4 = O. (8)
Let V = −U1UT1 + U2UT2 = Ir − 2U1UT1 . We claim that V is rational. In fact, the (i, j)th
element of U1UT1 equals
∑r
l=1
φi(λl)φj (λl)∑r
k=1 φ2k (λl)
. This can be expressed as a symmetric polynomial∑r
l=1 ϕij (λl) of variables λ1, λ2, . . . , λr (i, j = 1, 2, . . . , t), which is rational according to New-
ton’s theorem on fundamental symmetric functions.
From Eqs. (7) and (8) we obtain
S(DT )T =
[−U1UT1 + U2UT2 O
O Is
]
=
[
V O
O Is
]
,
i.e., ST T =
[
V O
O Is
]
D =:
[
Q1 O
O s
]
. Clearly, Q1 is a symmetric, orthogonal matrix with rational
entries. Moreover, Q1 is not a diagonal matrix, otherwise G and H would be isomorphic, as
shown previously. Thus from Eq. (6), we have[
Q1 O
O s
]
A
[
Q1 O
O s
]
= B.
Multiplying −1 to each of the first r columns of DT , then using the same argument as above, it
can be shown that there exists a symmetric, orthogonal matrix Q2 (which is not a diagonal matrix)
with rational entries such that[
r O
O Q2
]
A
[
r O
O Q2
]
= B.
This completes the proof. 
Let us give a few remarks to Theorem 1.2. Suppose that graph G satisfies the conditions of
Theorem 1.2. Let A =
[
A1 C
CT A2
]
be the corresponding matrix partition. By Eq. (2), we have
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Q1 O
O s
] [
A1 C
CT A2
] [
Q1 O
O s
]
=
[
r O
O Q2
] [
A1 C
CT A2
] [
r O
O Q2
]
,
from which we get Q1A1Q1 = rA1r , Q2A2Q2 = sA2s and Q1Cs = rCQ2. Let Q̂1 =
Q1r , Qˆ2 = Q2s and Q =
[
Q̂1 O
O Q̂2
]
. Then we have QAQ = A, i.e., Q(/= ±In) is a rational
orthogonal matrix that commutes with A. By Lemma 2.2, the Q is essentially unique.
On the contrary, let Q(/= ±In) be the unique (up to a sign) rational orthogonal matrix that
commutes with A. From the above discussions we obtain that if Q cannot be written as the
form
[
Q1 O
O Q2
]
(Q1 and Q2 are symmetric, rational orthogonal matrices which are distinct from
diagonal matrices) by permuting rows and permuting columns, thenG is spectrally reconstructible.
In particular, if χ(G) has a factor of degree 1 and the other one is irreducible, then G is spectrally
reconstructible. This can be easily seen from the proof of the necessity part of Theorem 1.2.
4. Constructing graphs that are not spectral reconstructible
In this section, we show that if χ(G) is allowed to be reducible, even if it can be decomposed
into two irreducible factors (as assumed in Theorem 1.2), Tutte’s result is no longer true. A method
will be given for constructing graphs that are not spectrally reconstructible, based on a method of
Godsil and MacKay [3].
Theorem 4.1. Let A1 and A2 be the adjacency matrices of two regular graphs of order l and
m (l and m are even), respectively. Let C be an l × m (0, 1)-matrix such that Cem = m2 em and
CTel = l2el, where el and em are all-one vector of order l and m, respectively. Let the adjacency
matrices of graphs G and H be given as follows:
A =
[
A1 C
CT A2
]
, B =
[
A1 J − C
J T − CT A2
]
,
where J is the l × m matrix all of whose entries are one.Then χ(G) = χ(H) and χ(Gi) = χ(Hi)
for i = 1, 2, . . . , l + m.
Proof. Denote by Jl (resp. Jm) the all-one matrix of order l (resp. m). Let Q̂1 =
[ 2
l
Jl − Il O
O Im
]
and Q̂2 =
[
Il O
O 2mJm − Im
]
. It can be easily verified that Q̂1 and Q̂2 are orthogonal matrices with
Q̂−11 = Q̂1 and Q̂−12 = Qˆ2. Since JlA1=A1Jl and JmA2=A2Jm, it follows that ( 2l Jl − Il)A1 =
A1
( 2
l
Jl − Il
)
and
( 2
m
Jm − Im
)
A2 = A2
( 2
m
Jm − Im
)
. Moreover, it can be verified that(
2
l
Jl − Il
)
C = C
(
2
m
Jm − Im
)
= J − C.
Thus, we have
Q̂1AQ̂1 = B = Q̂2AQ̂2. (9)
It can be seen from the proof of the sufficiency part of Theorem 1.2 that χ(G) = χ(H) and
χ(Gi) = χ(Hi) for i = 1, 2, . . . , l + m. Thus the theorem follows. 
If we further assume that χ(G) satisfies Eq. (1) in above theorem, then G and H are non-
isomorphic. Let us give an example. Let l = m = 8, and let the adjacency matrices A and B of
graphs G and H be given as follows respectively:
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A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 1 0 0 0 0 1 1 0 0 0 1 1
1 0 1 0 0 0 0 0 1 0 1 1 0 0 0 1
0 1 0 1 0 0 0 0 1 1 0 1 1 0 0 0
0 0 1 0 1 0 0 0 0 1 1 0 1 1 0 0
1 0 0 1 0 0 0 0 0 0 1 1 0 1 1 0
0 0 0 0 0 0 1 1 0 0 0 1 1 0 1 1
0 0 0 0 0 1 0 1 1 0 0 0 1 1 0 1
0 0 0 0 0 1 1 0 1 1 0 0 0 1 1 0
0 1 1 0 0 0 1 1 0 1 0 1 0 0 0 1
1 0 1 1 0 0 0 1 1 0 1 0 0 0 0 1
1 1 0 1 1 0 0 0 0 1 0 1 0 1 0 0
0 1 1 0 1 1 0 0 1 0 1 0 1 0 0 0
0 0 1 1 0 1 1 0 0 0 0 1 0 1 1 0
0 0 0 1 1 0 1 1 0 0 1 0 1 0 1 0
1 0 0 0 1 1 0 1 0 0 0 0 1 1 0 1
1 1 0 0 0 1 1 0 1 1 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 1 0 0 0 1 0 0 1 1 1 0 0
1 0 1 0 0 0 0 0 0 1 0 0 1 1 1 0
0 1 0 1 0 0 0 0 0 0 1 0 0 1 1 1
0 0 1 0 1 0 0 0 1 0 0 1 0 0 1 1
1 0 0 1 0 0 0 0 1 1 0 0 1 0 0 1
0 0 0 0 0 0 1 1 1 1 1 0 0 1 0 0
0 0 0 0 0 1 0 1 0 1 1 1 0 0 1 0
0 0 0 0 0 1 1 0 0 0 1 1 1 0 0 1
1 0 0 1 1 1 0 0 0 1 0 1 0 0 0 1
0 1 0 0 1 1 1 0 1 0 1 0 0 0 0 1
0 0 1 0 0 1 1 1 0 1 0 1 0 1 0 0
1 0 0 1 0 0 1 1 1 0 1 0 1 0 0 0
1 1 0 0 1 0 0 1 0 0 0 1 0 1 1 0
1 1 1 0 0 1 0 0 0 0 1 0 1 0 1 0
0 1 1 1 0 0 1 0 0 0 0 0 1 1 0 1
0 0 1 1 1 0 0 1 1 1 0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It can easily be verified that Eq. (9) holds for the matrices A and B given above, and hence χ(G) =
χ(H) and χ(Gi) = χ(Hi) for each i = 1, 2, . . . , 16. It can also be computed that χ(G, x) =
χ1(x)χ2(x), where χ1(x) = −10 − 5x + x2 and χ2(x) = 14 − 121x − 1187x2 − 370x3 +
4514x4 + 3495x5 − 3051x6 − 3053x7 + 511x8 + 927x9 + 47x10 − 115x11 − 17x12 + 5x13 +
x14 and both are irreducible. By Theorem 1.2, we get the conclusion that graph G (or H ) is not
spectrally reconstructible.
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