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We study optimal integration over the infinite interval (−∞, +∞) for a Gaussian
weight with variance σ . We consider functions satisfying a Lipschitz condition with
constant L. We characterize the optimal information by a system of nonlinear equations,
and show that (asymptotically) the solution is defined by the quantiles of the Gaussian
weight with double variance 2σ . We provide an optimal algorithm and prove that for
n optimal sample points the worst case error of the optimal algorithm is asymptotically
equal to
√
piσ/2L/n. Finally, we show that the worst case error for the set of sampling
points defined by the zeros of Hermite polynomials is quadratically worse than for optimal
sample points. © 1998 Academic Press
1. INTRODUCTION
Numerical integration of various classes of functions has been thoroughly
studied, many complexity results have been established and optimal information
and optimal algorithms have been found. A review of the research on this subject
can be found in e.g., [13]. In most of the papers, however, the integration
problem is studied over a bounded set. Little is known about complexity, optimal
information, and algorithms for integration over unbounded sets. A review of
standard techniques for the approximate computation of such integrals can be
found in [2]. Optimal quadratures are obtained in [11] for the integration of
functions in Hardy’s classes over infinite intervals.
In this paper we study numerical integration of scalar functions over the
infinite interval (−∞, +∞) with a Gaussian weight. Such integrals, and their
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multivariate analogs, have numerous applications. For instance, the multivariate
case appears in the approximation of path integrals by deterministic algorithms
(as opposed to the traditional Monte Carlo algorithm) (see [15]) which in turn
has many applications in quantum physics and chemistry, as well as in financial
mathematics.
Probably the best known method to compute integrals with Gaussian weights
is Gaussian quadrature using Hermite polynomials (see [2]). However, to
guarantee good error properties of the Gaussian quadrature, we need to
assume that high order derivatives of the integrand exist and are bounded over
(−∞, +∞). This considerably limits applications of this method. No results
are available on the optimality of this technique.
Another common approach for computing integrals with Gaussian weights is
based on changing variables to reduce the problem to an integral over a bounded
interval (see [2]). In this way we often obtain a singular integral. Few results
are available on complexity, as well as on optimal information and optimal
algorithms for singular problems; see, however, [3], where singular contour
integrals are studied, and [11], where optimal quadratures are obtained for some
classes of functions with algebraic singularities.
In this paper we assume that functions satisfy a Lipschitz condition with
known constant L. For this class of functions we study the (worst case)
complexity of integration with the Gaussian weight exp(−x2/(2σ))/√2piσ , for
a positive variance σ .
We first study the problem of finding optimal information. That is, for a
given number n, we want to find optimal sample points x1, . . . , xn that yield
the minimal error r(n) of the optimal algorithm. The first major result of this
paper is to show that (asymptotically) the optimal information is given by the
quantiles of the Gaussian weight with double variance, i.e.,
1√
2pi(2σ)
∫ xi
0
exp
(
−t2/(2(2σ))
)
dt ∼ i
(n + 1) . (1)
We now compare this result with the asymptotic optimality of regular sequences.
By a regular sequence we mean a sequence of sample points defined by the quan-
tiles of some power of a given continuous weight. The asymptotic optimality
of regular sequences has been studied in [6–10, 14] for the weighted integra-
tion problem over bounded intervals and for Hilbert spaces of functions with
reproducing kernels. It is interesting to notice that in this case the power of the
weight depends on the smoothness of the functions. If r denotes the smoothness
then the power is 2/(2r + 1).
In our paper we deal instead with an infinite integration interval and a
Banach space of functions. Observe that the double variance corresponds to the
square root of the weight function, and consequently the exponent 12 should be
compared to the exponent 23 that we would obtain by setting the smoothness r =
1 for Lipschitz functions. This may indicate that optimal properties of quantiles
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hold for more general classes of functions, over both bounded or unbounded
intervals, and with more general weights than Gaussian.
We characterize optimal information by a system of nonlinear equations. By
either solving this system numerically or using the asymptotic solution, we can
precompute the optimal information points for arbitrary n.
The second major result of our paper is to show that the worst case error r(n)
of the optimal information is
r(n) =
√
piσ
2
L
n
(1+ o(1)) as n→+∞.
This and linearity of optimal algorithms immediately imply good bounds on the
complexity which is understood as the minimal (worst case) cost of computing
an approximation with (worst case) error ε. We have
comp(ε) = (c + a)
√
piσ
2
L
ε
(1+ o(1)) as ε→ 0.
Here c is the cost of one function evaluation and a ∈ [0, 2].
We conclude the paper by showing that when the zeros of Hermite
polynomials are used as sample points the error of the optimal algorithm is
quadratically worse than the error of the optimal algorithm that uses optimal
sample points.
The rest of this paper is organized into four sections. In Section 2 we introduce
the problem and notation. In Section 3 we provide the system of nonlinear
equations which defines the optimal sample points, and show that an asymptotic
solution to this system is defined by the quantiles of the Gaussian weight with
double variance. The optimal algorithm that uses optimal information is also
provided in this section. In Section 4 we obtain the asymptotic expression for
the worst case error r(n) of the optimal information, and consider the case
in which the sample points are the zeros of Hermite polynomials. Finally, in
Section 5 we comment on the numerical computation of optimal sample points.
The proofs of some of the results of Sections 3 and 4 are given in the Appendix.
2. FORMULATION OF THE PROBLEM
Let FLip(L) be the class of functions f : → satisfying a Lipschitz
condition with constant L, i.e., | f (x)− f (y)| ≤ L|x − y|, ∀x , y ∈ . Let
I( f ) = 1√
2piσ
∫
f (x) exp(−x2/2σ) dx, f ∈ FLip(L).
Here, the variance σ is assumed to be positive.
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The problem is linear so we may limit ourselves to linear algorithms and
nonadaptive information [13]. The information considered is the values of the
function at information points xi. For simplicity we assume that the total number
of function values is odd and equal to 2n + 1. The following notation will be
used for the information,
N2n+1( f ) = [ f (x−n), . . . , f (x0), . . . , f (xn)],
with xi < xi+1 for i = −n, −n + 1, . . . , n − 1.
It is known that the optimal algorithm that uses information N2n+1 is linear,
i.e., it has the form
U2n+1( f ) =
n∑
i=−n
f (xi )qi .
An explicit expression for the numbers qi will be obtained in Theorem 3 of Sec-
tion 3. The (worst case) error of U is
sup
f ∈FLip(L)
|I( f )− U2n+1( f )| = r(N2n+1).
Here, r(N2n+1) is the radius of information which is equal to the minimal error
of algorithms that use N2n+1 and is given by (see [13]),
r(N2n+1) = sup{I( f ): f (xi ) = 0, f ∈ FLip(L)}.
The supremum is attained for the function
f (x) =

L(x−n − x), if x < x−n ,
L(x − xi ), if xi ≤ x < 12 (xi + xi+1), −n ≤ i < n,
L(xi+1 − x), if 12 (xi + xi+1) ≤ x < xi+1, −n ≤ i < n,
L(x − xn), if xn ≤ x .
We wish to find optimal information N2n+1, i.e., the points xi which minimize
the radius of information,
r(2n + 1) = inf
N2n+1
r(N2n+1).
Clearly, r(2n + 1) depends on L and σ . We denote this by r(2n + 1)
= r(2n + 1; L , σ ). It is easy to find the dependence on L and σ . Indeed,
we make the change of variable x → t√2σ , substitute the function g(t) =
f (t√2σ )/(L√2σ ), g ∈ FLip(1), to conclude that
r(2n + 1; L , σ ) = L√2σ r(2n + 1; 1, 1/2).
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Note also that the optimal sample points depend on σ and are independent of
L. Clearly, σ acts here as a scaling parameter. Let {xi, −n ≤ i ≤ n} be optimal
information points for σ = 1/2. Then, reversing the previous change of variable
(scale) we obtain the optimal sample points for arbitrary σ , namely {xi
√
2σ , −n
≤ i ≤ n}. Therefore from now on we assume that L = 1 and σ = 1/2.
We will use the following notation:
A(x) =
∫ x
0
exp(−t2) dt,
Aa(x) =
∫ +∞
x
exp(−t2) dt =
√
pi
2
− A(x),
1i x = xi+1 − xi , −n ≤ i < n,
xi+α = (1− α)xi + αxi+1, 0 < α < 1.
Let
rn = √pi r(N2n+1).
Then after some elementary manipulations we obtain
rn = 12 exp(−x2−n)+ x−n Aa(−x−n)+ 12 exp(−x2n)− xn Aa(xn)
+
n−1∑
i=−n
(∫ xi+1
xi+1/2
A(x) dx −
∫ xi+1/2
xi
A(x) dx
)
. (2)
3. OPTIMAL INFORMATION
To obtain the conditions for optimal information we differentiate rn with
respect to each xi, −n ≤ i ≤ n, and we get
drn
dxi
= 2A(xi )− A(xi+1/2)− A(xi−1/2), −n < i < n,
drn
dx−n
= 2A(x−n)− A(x−n+1/2)+
√
pi
2
,
drn
dxn
= 2A(xn)− A(xn−1/2)−
√
pi
2
.
The set of optimal information points is then defined by two boundary
conditions and a recurrence relation:
A(x−n) = 12
(
A(x−n+1/2)−
√
pi
2
)
,
A(xn) = 12
(
A(xn−1/2)+
√
pi
2
)
,
A(xi ) = 12
(
A(xi−1/2)+ A(xi+1/2)
)
, −n < i < n. (3)
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For any given value of n, finding the optimal sample points involves solving a
nonlinear two point boundary problem. The following theorem shows that there
exists a unique solution set x−n, . . . , xn .
THEOREM 1. Problem (3) has a unique solution for every n. This solution is
symmetric, i.e., x−i = xi for i = 1, 2, . . . , n, and x0 = 0.
Proof. We prove the theorem by constructing a symmetric solution to (3)
and then proving uniqueness. For a nonnegative x and an arbitrary real y, we
construct the sequence xi, i = 1, . . . , k, where k = k(x, y) ∈ [1, n], in the
following way. Let
x0 = y − x,
x1 = y + x . (4)
Assume inductively that x0, x1, . . . , xi, i < n, are defined. Let
Di (x, y)
def= 2A(xi )− A(xi−1/2). (5)
If Di (x, y) ≥ 12
√
pi we terminate the construction by setting k = i. Assume
now that
Di (x, y) <
√
pi
2
.
Since A is an increasing function and limt→∞ A(t) = 12
√
pi there exists a num-
ber xi+1/2 such that
A(xi+1/2) = Di (x, y).
We define
xi = 2xi+1/2 − xi . (6)
Observe that for x = 0, all xi = y and k(0, y) = n. Moreover, since the function
Di is continuous, if xi and xi−1/2 are close enough then Di (x, y) is less than
1
2
√
pi . This means that for sufficiently small positive x, k(x, y) = n, Dn(x, y)
is well defined and Dn(x, y) < 12
√
pi .
LEMMA 1. Di (x, y) is an increasing function of x and y whenever
Di (x, y) ≤
√
pi
2
.
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Proof. Let u, v ∈ and u > 0. We now define the function z = z(u, v)
implicitly by
A(v + z) = 2A(v)− A(v − u).
Note that z is well defined as long as 2A(v)− A(v−u) < 12
√
pi , and that z(0, v)
= 0. Observe that
∂z(u, v)
∂u
= exp
(
(v + z)2 − (v − u)2
)
,
∂z(u, v)
∂v
= exp
(
(v + z)2
) (
2 exp(−v2)− exp
(
−(v − u)2
)
− exp
(
−(v + z)2
))
.
We claim that
gv(u)
def= 2 exp(−v2)− exp
(
−(v − u)2
)
− exp
(
−(v + z)2
)
≥ 0.
Note first that gv(0) = 0. Taking the derivative we obtain
g′v(u) =−2(v − u) exp
(
−(v − u)2
)
+ 2(v + z) exp
(
−(v + z)2
) ∂z(u, v)
∂u
= 2 exp
(
−(v − u)2
)
(u + z) ≥ 0.
Hence, gv(u) ≥ 0. This proves that z(u, v) is an increasing function of both u
and v, and z(u, v) ≥ 0.
For the sequence {x j } constructed as above, define
t j (x, y)
def= x j+1/2 − x j , j = 1, . . . , i − 1.
It is clear that t1(x, y) = z(x, y + x). From the discussion above t1(x, y)
is also an increasing function of x. Assume now that ti−1(x, y) is increasing.
From the construction of xi, we have ti (x, y) = z(ti−1, xi ), so ti (x, y) is also
an increasing function of x and y. This immediately implies that Di (x, y) is an
increasing function of both x and y.
LEMMA 2. For every real number y there is a unique positive number r ∈
such that
Dn(r, y) =
√
pi
2
.
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Proof. We prove the lemma by induction on n. Note first that A is continuous
and increasing, and
lim
t→−∞ A(t) = −
√
pi
2
, lim
t→∞ A(t) =
√
pi
2
.
Moreover, − 12
√
pi < 12 (A(y)+ 12
√
pi) < 12
√
pi . Hence, there is a unique value r
such that
A(y + r) = 12
(
A(y)+
√
pi
2
)
,
and, clearly, r > 0. This yields
D1(r, y) = 2A(x1)− A(x1/2) = 2A(y + r)− A(y) =
√
pi
2
,
and the lemma holds for n = 1.
Assume now that the lemma holds for n − 1, i.e., there is a unique q > 0
such that Dn−1(q, y) = 12
√
pi . From Lemma 1, Dn−1 is an increasing function,
Dn−1(x, y) < 12
√
pi for 0 ≤ x < q and Dn(x, y) is well defined for 0 ≤ x < q.
We claim that it is always possible to choose v ∈ (0, q), such that
Dn(v, y) >
√
pi
2
.
Observe that k(v, y) = n for 0 < v < q. Let {v1, . . . , vn} be the sequence con-
structed as in (6) with x = v. As v → q we have
A(vn−1/2)→
√
pi
2
, vn − vn−1/2→∞.
Then, given the asymptotic expression for Aa(t) in Chap. 7 of [1],
Aa(t) = 12t exp(−t
2)(1+ O(t−2)),
we also have
Aa(vn)
Aa(vn−1/2)
→ 0 as v→ q.
Hence, for ε ∈ (0, 1/2), we can select v close enough to q so that
ε >
Aa(vn)
Aa(vn−1/2)
, and thus, 0 < Aa(vn−1/2)− 2Aa(vn).
130 FRANCISCO CURBERA
Consequently,
Dn(v, y) =
√
pi
2
+ Aa(vn−1/2)− 2Aa(vn) >
√
pi
2
.
Since Dn(x, y) is a continuous function, there is a value r, 0 < r < v, such
that Dn(r, y) = 12
√
pi , and since Dn(x, y) is increasing for Dn(x, y) ≤ 12
√
pi ,
this value of r is unique.
Note that the value r = r(y) defined by the lemma is a positive continuous
function of y. Given that Dn(x, y) is increasing in both x and y, r(y) is a
decreasing function of y.
We now select a unique value ys such that ys − r(ys) = 0. This is possible
because r(0) > 0, y − r(y) is increasing, and y − r(y) → ∞ when y → ∞.
Let {x0, x1, x2, . . . , xn} be the sequence constructed as in (6) with x = r(ys)
and y = ys. Then it is easy to check that {−xn, . . . , −x1, 0, x1, . . . , xn} is a
symmetric solution to (3). From Lemma 2, it also follows that this is the only
possible solution with x0 = 0.
Finally, we prove that for every solution {x−n, . . . , x0, . . . , xn} of (3) we
necessarily have x0 = 0. Suppose there is a solution {x−n, . . . , x0, . . . , xn} of
(3) such that x0 6= 0. Without loss of generality suppose that x0 is positive and
x
−1 < 0 < x0 < x1. By (3) we have Dn(x1− x1/2, x1/2) = 12
√
pi , and thus, r(x1/2)
= x1 − x1/2 = x1/2 − x0. Similarly, r(−x−1/2) = x0 − x−1/2.
Observe, however, that exp(−x2) is a decreasing function of |x |. Since x0 >
0, for any a > 0 we have∫ x0
x0−a
exp(−x2) dx >
∫ x0+a
x0
exp(−x2) dx .
Consequently, A(x0)− A(x0 − a) > A(x0 + a)− A(x0). Since (3) requires that
A(x1/2)− A(x0) = A(x0)− A(x−1/2) we have
(x1/2 − x0) > (x0 − x−1/2) and thus, x1/2 > −x−1/2.
This is not possible, however, since r(y) is a decreasing function of y.
Consequently, x0 must be equal to 0. This completes the proof of the
theorem.
From now on we will assume that N2n+1 refers to the optimal information
defined by the sample points from Theorem 1.
In order to obtain the optimal sample points we only need to solve (3), which
is a nonlinear two-point boundary problem. In Section 5 we comment on the
numerical solution of (3). We now turn our interest to the asymptotic distribution
of optimal points. Theorem 2 below provides an asymptotic solution to (3). Later,
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in Section 4, we use this solution to obtain the asymptotic value of the radius
of the optimal information.
First we introduce additional notation that will be used in the rest of the paper.
Note that the recurrence equation in (3) requires the value of the function A(x)
at x = xi to be the arithmetic mean of its values at xi−1/2 and xi+1/2 for −n < i
< n. According to this, we define
1i A = A(xi+1/2)− A(xi ) =
∫ xi+1/2
xi
exp(−x2) dx, −n < i < n.
Due to (3) we also have
1i A =
∫ xi
xi−1/2
exp(−x2) dx . (7)
For i = n and i = −n we define
1n A =
∫ xn
xn−1/2
exp(−x2) dx, 1−n A =
∫ x−n+1/2
x−n
exp(−x2) dx .
We stress that the optimal information point xi also depends on n, i.e., xi =
xi (n). Similarly, 1i x and 1i A depend on n, i.e., 1i x = 1i x(n) and 1i A =
1i A(n). We do not make this explicit in order to simplify the notation.
Here and in the rest of the paper we will use the expression an ∼ bn meaning
that an/bn → 1 as n → ∞. In many cases we have sequences ai, n, bi, n ,
depending on two indices, n and i, with i = 1, . . . , n. We say that ai, n ∼ bi, n
uniformly in i if
∀ε > 0 ∃Nε ∀n > Nε ∀i = 1, 2, . . . , n
∣∣∣∣ai, nbi, n − 1
∣∣∣∣ ≤ ε.
THEOREM 2. For the optimal information points xi defined by (3) the follow-
ing relation holds uniformly in i:∫ xi
0
exp(−t2/2) dt ∼
√
pi
2
i
n + 1 .
Proof. We first derive upper and lower bounds on the increments 1i x and
1i A. In Lemmas 3, 4, and 5 we obtain the corresponding asymptotic expressions
which we then use to prove Theorem 2.
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Let x ∈ (x j , x j+1/2). Consider the value of the exponential function exp(−x2)
at x + 121 j x ∈ (x j+1/2, x j+1):
exp
(
− (x + 121 j x)2) = exp (−x2 −1 j x (x + 141 j x))
< exp(−x2) exp(−1 j x x j+1/4).
Similarly,
exp
(
− (x + 121 j x)2) > exp(−x2) exp(−1 j x x j+3/4).
We now make the change of variable x→ t + 121i x in the integral expression
for 1i A given by (7) and apply the above inequalities to the integrand:
1i A =
∫ xi−1/2
xi−1
exp
(
− (t + 121i x)2) dt < 1i−1A exp(−1i−1x x(i−1)+1/4).
And similarly,
1i A > 1i−1A exp(−1i−1x x(i−1)+3/4).
If we recursively apply these two inequalities for decreasing values of i we
find
10A exp
− i−1∑
j=0
1 j x x j+3/4
 < 1i A < 10A exp
− i−1∑
j=0
1 j x x j+1/4
 .
The sums in the exponents can be transformed into more useful expressions:
i−1∑
j=0
1 j x x j+1/4 =
i−1∑
j=0
1 j x x j+1/2 − 14
i−1∑
j=0
(1 j x)2 = 12 x2i − 14
i−1∑
j=0
(1 j x)2,
i−1∑
j=0
1 j x x j+3/4 =
i−1∑
j=0
1 j x x j+1/2 + 14
i−1∑
j=0
(1 j x)2 = 12 x2i + 14
i−1∑
j=0
(1 j x)2.
This yields the following bounds for the increments 1i A:
1i A >10A exp
− 12 x2i − 14 i−1∑
j=0
(1 j x)2
 , (8)
1i A<10A exp
− 12 x2i + 14 i−1∑
j=0
(1 j x)2
 . (9)
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The increments 1i x in the abscissa are related to the increments 1Ai by the
mean value theorem:
1i x = 21i A exp(ξ2i ), ξi ∈ (xi , xi+1/2).
For 1i x we immediately obtain
1i x > 210A exp
 1
2 x
2
i − 14
i−1∑
j=0
(1 j x)2
 , (10)
1i x < 210A exp
 1
2 x
2
i+1 + 14
i−1∑
j=0
(1 j x)2
 . (11)
Two more inequalities are obtained if we express the boundary condition at
xn from (3) in terms of Aa(xn) and use bounds (8) and (9). Using upper bound
(9) we obtain
Aa(xn) = 1n A < 10A exp
− 12 x2n + 14 n−1∑
j=0
(1 j x)2
 .
Thus,
10A > Aa(xn) exp
 1
2 x
2
n − 14
n−1∑
j=0
(1 j x)2
 . (12)
Similarly, using (8) we get
10A < Aa(xn) exp
 1
2 x
2
n + 14
n−1∑
j=0
(1 j x)2
 . (13)
The asymptotic case is considered in the following three lemmas:
LEMMA 3.
lim sup
n→∞
1n−1x xn < 1.
The proof of Lemma 3 is included in the Appendix.
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LEMMA 4.
lim
n→∞
n−1∑
j=0
(1 j x)2 = 0.
Proof. Apply upper bound (11) to one of the two factors of (1 j x)2 to get
n−1∑
j=0
(1 j x)2<
n−1∑
j=0
21 j x10A exp
 1
2 x
2
j+1 + 14
j−1∑
k=0
(1k x)
2

< 210A exp
(
1n−1x xn + 14
n−1∑
k=0
(1k x)
2
)∫ xn
0
exp(x2/2) dx .
Chapter 7 in [1] provides a convenient upper bound for the last integral,∫ xn
0
exp(x2/2) dx ≤ 0.55√2 exp(x2n/2).
Note also that
n−1∑
j=0
(1 j x)2 < 1n−1x xn .
With these two expressions and (13) we easily transform our upper bound to
the sum to obtain
n−1∑
j=0
(1 j x)2 < 2Aa(xn) exp
( 3
2 1n−1x xn
)
exp(x2).
Now take the limit for n → ∞; we use first the asymptotic expression (14)
of Aa(xn) (see Chap. 7 in [1]) and then apply Lemma 3:
Aa(x) ∼ 12x exp(−x
2),
n−1∑
j=0
(1 j x)2<
e3/2
xn
, n→∞. (14)
Thus,
n−1∑
j=0
(1 j x)2 → 0 as n→∞.
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In Lemma 5 we summarize the asymptotic relations that derive from Lemma 4.
LEMMA 5. For n→∞ the following relations hold uniformly in i:
1i A ∼10A exp(−x2i /2), (15)
10A ∼ 12xn exp(−x
2
n/2), (16)
1i x > 210A exp(+x2i /2), (17)
1i x < 210A exp(+x2i+1/2). (18)
Proof. Inequalities (8), (9) and Lemma 4 prove (15). Next (16) follows from
(12), (13), Lemma 4, and (14). Finally, (17) and (18) are proven by (10), (11),
and Lemma 4. Since in each case the corresponding error can be bounded by∑n−1
j=0(1 j x)2, we get uniformity in i.
We can now complete the proof of Theorem 2. First, we obtain an explicit
expression for the asymptotic value of 10A. Consider the following sum:
1
n
n−1∑
i=0
1i x
1i x
= 1
n
n−1∑
i=0
1 = 1.
Estimating 1i x in the denominator by Lemma 5 we have for n → ∞,
1
2n10A
n−1∑
i=0
1i x exp(−x2i+1/2) < 1 <
1
2n10A
n−1∑
i=0
1i x exp(−x2i /2). (19)
Observe that
n−1∑
i=0
1i x exp(−x2i+1/2) ≤
∫ xn
0
exp(−x2/2) dx ≤
n−1∑
i=0
1i x exp(−x2i /2).
Since
exp(−x2i )− exp(−x2i+1) ≤ k1i x with k = max
x≥0
(
x exp(−x2/2)
)
,
we have
n−1∑
i=0
1i x
(
exp(−x2i /2)− exp(−x2i+1/2)
)
≤ k
n−1∑
i=0
(1i x)
2
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which goes to zero as n→∞ due to Lemma 4. Hence, both sums in (19) con-
verge to the integral of the function exp(−x2/2) over (0, xn) and (19) yields∫ xn
0
exp(−t2/2) dt ∼ 2n10A.
In terms of the function Aa we can write√
pi
2
−√2Aa
(
xn√
2
)
∼ 2n10A.
Using now (14) and (16) from Lemma 5 we have
(2n + 2)10A ∼
√
pi
2
, 10A ∼
√
pi
2
1
2n + 2 . (20)
Finally, consider the sum
1
i
i−1∑
j=0
1 j x
1 j x
= 1
i
i−1∑
j=0
1 = 1, 0 < i < n.
Proceeding as before, we only need to use (17) and (18) from Lemma 5 and
substitute the asymptotic value (20) to obtain∫ xi
0
exp(−x2/2) dx ∼
√
pi
2
i
n + 1 .
Once more we have uniformity in i, since Lemma 5 holds uniformly in i as
well.
Theorem 2 provides an asymptotic solution to (3), which we can use to
approximate the optimal sample points for large n instead of solving the equation
numerically. The asymptotic solution {xai } is defined according to Theorem 2
by the following simple relation:
xai =
√
2A−1
(√
pi
2
i
n + 1
)
, −n ≤ i ≤ n. (21)
Remark 1. Theorem 2 states that the asymptotically optimal sample points
correspond to a regular sequence (see [6]) with weight (2pi)−1/2 exp(−x2/2).
Refer to the Introduction for more information on this. Observe, however, that
the asymptotically optimal sample points are defined as the quantiles of the
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Gaussian weight with variance one. Recall that in Section 1 we set the variance
of our problem to 12 . So we double the variance in order to asymptotically
obtain the sample points. Using the scale properties mentioned in Section 1, this
explains the doubling of the variance for an arbitrary general σ (see (1)).
The asymptotic distribution of optimal sample points as defined by Theorem
2 is markedly nonuniform. The following corollary illustrates this point.
COROLLARY 1. Let xi be the optimal information points defined by (3). The
following relation holds for i/n  1:
xn−i ∼
√
2 log ((n + 1)/(i + 1))− log(pi/2),
xi ∼
√
pi
2
i
n + 1 .
Proof. The proof of the first expression follows easily if we write the integral
in Theorem 2 in terms of the asymptotic expression (14) of Aa(x):∫ xn−i
0
exp(−x2/2) dx ∼
√
pi
2
− 1
xn−i
exp(−x2n−i/2).
Then, Theorem 2 implies that
1
xn−i
exp(−x2n−i/2) ∼
√
pi
2
i + 1
n + 1 .
The second relation follows immediately from Theorem 2 if we observe that for
i  n we have xi  1 and exp(−x2i /2) ≈ 1.
Corollary 1 states that as long as i is essentially less than n the initial optimal
information points xi are uniformly distributed. The distribution of the last
information points xn−i , i  n, is, however, not uniform. Note also the slow
growth with n of the largest information point: xn ∼
√
2 log(n).
Remark 2. The distribution of optimal sample points depends on the specific
class of functions considered. Such distribution is known, for instance, for
various Hardy’s classes over infinite intervals, as presented in [11]. In this case
the distribution varies from uniform to exponential, depending on the domain
of analitycity of the class.
We seek the optimal algorithm that uses the information N2n+1. To this end
we apply the formula for the optimal weights as discussed in Chap. 4 of [13],
NR 5.5:2. Let the functions ri (y) be defined for small values of y as
ri (y) = sup{I( f ): f (xi ) = y, f (x j ) = 0, j 6= i, f ∈ FLip(1)}.
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Then, provided that ri (y) is differentiable at y = 0, the optimal algorithm is
known to be
U2n+1( f ) =
n∑
i=−n
f (xi )r ′i (0).
In Appendix A we find the values of the coefficients r ′i (0) to be
r ′i (0) = 21i A, −n ≤ i ≤ n.
Equation (15) from Lemma 5 and (20) provide a simple asymptotic expression
for these coefficients,
r ′i (0) ∼
√
pi
2
1
n
exp(−xa2i /2), −n ≤ i ≤ n.
We have thus proven the following theorem.
THEOREM 3. Let U2n+1 be the optimal algorithm that uses optimal informa-
tion N2n+1. Then
U2n+1( f ) = 2
n∑
i=−n
f (xi )1i A, (22)
U2n+1( f ) ∼
√
pi
2
1
n
n∑
i=−n
f (xai ) exp(−xa2i /2). (23)
4. ASYMPTOTIC RADIUS OF INFORMATION
We now go back to expression (2) for rn . The following abbreviated notation
will be used:
Si =
∫ xi+1
xi+1/2
A(x) dx −
∫ xi+1/2
xi
A(x) dx, −n ≤ i < n, (24)
S∞ = 12 exp(−x2n)− xn Aa(xn). (25)
Given the symmetry of the optimal information, we can write
rn = 2S∞ + 2
n−1∑
i=0
Si . (26)
INTEGRATION OF LIPSCHITZ FUNCTIONS 139
We are ready to state the next major result of this paper.
THEOREM 4.
rn ∼ pi4n .
Proof. Lemma 6 below provides upper and lower bounds of the terms Si in
(24).
LEMMA 6. For −n ≤ i < n,
Si < 14 (1i x)
2 exp(−x2i+1)
(
1+ 32 1i x xi+1 exp(21i x xi+1)
)
,
Si > 14 (1i x)
2 exp(−x2i )
(
1− 32 1i x xi+1
)
.
The proof of this lemma is included in the Appendix.
Using Lemma 6 and (18) of Lemma 5 we bound the sum in (26) for n→∞,
2
n−1∑
i=0
Si ≤ 2
n−1∑
i=0
1
4 (1i x)
2 exp(−x2i+1)
(
1+ 32 1i x xi+1 exp(21i x xi+1)
)
< 2
n−1∑
i=0
(10A)2
(
1+ 32 1i x xn exp(21n−1x xn)
)
= 2n(10A)2
(
1+ 3x
2
n
2n
exp(21n−1x xn)
)
, n→∞.
From Lemma 3,
2
n−1∑
i=0
Si < 2n(10A)2
(
1+ 3e
2x2n
2n
)
, n→∞. (27)
Similarly, we obtain the lower bound,
2
n−1∑
i=0
Si > 2n(10A)2
(
1− 3x
2
n
2n
)
, n→∞. (28)
Observe that
lim
n→∞
x2n
n
= 0. (29)
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Indeed, from (20) and (16) of Lemma 5,
x2n
n
∼ 2
√
2
pi
10A x2n ∼
√
2
pi
xn exp(−x2n/2)→ 0, n→∞.
We claim that
S∞ ∼ (10A)2. (30)
Indeed, from [1, Chap. 7] with n → ∞ we have
S+∞ = 12 exp(−x2n )− xn
∫ +∞
xn
exp(−x2) dx ∼ 1
4x2n
exp(−x2n).
From (16) of Lemma 6 we also have
(10A)2 ∼ 14x2n
exp(−x2n).
Thus,
S∞ ∼ (10A)2.
To complete the proof of Theorem 4, note that (27)–(30) imply that
rn ∼ 2(n + 1)(10A)2.
Finally, from (20) we obtain
rn ∼ pi4n .
For arbitrary values of L and σ we have the following asymptotic value for
the radius r(2n + 1; L , σ ) of the optimal information (see Section 1):
r(2n + 1; L , σ ) ∼
√
piσ
8
L
n
.
Remark 3. We now comment on the sampling of the classical Gaussian
quadrature which uses the values of the function at the zeros of the Hermite
polynomials, Hk(x). For simplicity let k = 2n + 1 with n ≥ 0, and let z1 < z2 <
· · · < zn be the positive zeros of Hk. Much is known about the distribution of the
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points zi = zi (k) (see [12, 6.31]). We know in particular that zi+1−zi > zi−zi−1,
1 ≤ i < n. The distribution of points is nevertheless quite uniform (see again
[12, 6.31]):
zi (2n + 1) = Ci i
(4n + 3)1/2 with pi ≤ Ci ≤ 7, 1 ≤ i ≤ n.
In particular, this implies that
zn =2(n1/2),
zi+1 − zi =(n−1/2) for 1 ≤ i < n.
We can compare this with the nonuniform distribution of optimal sample points
showed in Corollary 1 and with the much more moderate growth of the largest
optimal point, xn ∼
√
2 log(n).
Consider now the information operator NH2n+1 defined by the set of points
zi (2n + 1). We now estimate the radius of this information for large n. Using
the notation from Section 2 and setting L = 1, we obtain the lower bound
r(N H2n+1) >
∫ zn
z−n
f (x) exp(−x2) dx
> 2
n−1∑
i=0
exp(−z2i+1)
(∫ zi+1/2
zi
(x − zi ) dx +
∫ zi+1
zi+1/2
(zi+1 − x) dx
)
= 12
n−1∑
i=0
exp(−z2i+1)(1i z)2 ≥
c√
n
n−1∑
i=0
exp(−z2i+1)1i z
for some positive c. We now show that for n → ∞ the sum on the right-
hand side converges to the integral of the function exp(−x2) over the interval
(−∞, +∞). Let ω be a fixed positive number satisfying ω < (4n + 3)1/2. Then
the following upper bound holds for 1 ≤ i ≤ n (see once more [12, 6.31]):
zi <
ipi
(4n + 3− ω2)1/2 , provided
ipi
(4n + 3− ω2)1/2 ≤ ω. (31)
The following lower bound also holds:
zi >
ipi
(4n + 3)1/2 .
We can then bound the length 1i z as
(zi+1 − zi ) ≤ (i + 1)pi
(4n + 3− ω2)1/2 −
ipi
(4n + 3)1/2 .
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For large n we can estimate
zi+1 − zi ≤ (i + 1)pi
(4n + 3)1/2
(
1+ ω
2
8n + 6
)
− ipi
(4n + 3)1/2
= pi
(4n + 3)1/2 +
ω2(i + 1)pi
(4n + 3)1/2(8n + 6) .
The condition on ω in (31) gives
ω2(i + 1)pi
(4n + 3)1/2(8n + 6) ≤
2ω3(4n + 3− ω2)1/2
(4n + 3)1/2(8n + 6) ≤
ω3
4n + 3 .
Hence, we have the following upper bound on the increments 1i z:
(zi+1 − zi ) ≤ pi
(4n + 3)1/2
(
1+ ω
3
n1/2
)
as n→∞.
For arbitrary fixed positive ω < (4n + 3)1/2, let kω be the greatest index i < n for
which the condition in (31) is satisfied. Then, the upper bound derived above
implies that
kω∑
i=0
exp(−z2i+1)1i z→
∫ ω
0
exp(−t2) dt as n→∞.
Since ω can be arbitrarily large, we finally obtain
n−1∑
i=0
exp(−z2i+1)1i z→
∫ ∞
0
exp(−t2) dt as n→∞.
Therefore, the following lower bound on r(N H2n+1) holds for n → ∞:
r(N H2n+1) ≥
c
2
√
pi
n
.
An upper bound can be derived in a similar way, yielding
r(NH2n+1) = 2(n1/2).
This shows that the worst case error for the set of sampling points defined
by the zeros of Hermite polynomials is quadratically worse than for optimal
sample points.
5. NUMERICAL RESULTS
To compute the optimal sample points from Theorem 1 we need to solve
numerically the nonlinear system of Eq. (3). This can be done following a variant
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of the method known as the shooting method, commonly used to integrate two
point boundary problems for ODEs (see Chap. 16 in [5]).
For our problem we define the function Dn(x, y) as in (5). We know from
Theorem 1 that x0 = 0, so we take x = y as in (4). Then we apply Newton’s
method to find the root ys of the equation:
Dn(y, y) =
√
pi
2
.
Lemma 2 states that this equation has a solution. According to Theorem 1, the
set of points {x−n, . . . , x0, . . . , xn} obtained from (5) and (6) when x0 = 0 and
x1/2 = −x−1/2 = ys is, in fact, a solution of (3). Lemma 1 implies the uniqueness
of this solution and guarantees the global convergence of Newton’s method.
Observe that, according to the definition of Dn, each evaluation of the function
requires n steps of (5) and (6). The n points x1, . . . , xn generated by (6) in the
course of the last evaluation of the function are the computed solution set. This
last evaluation also yields the values 1i A required for the optimal algorithm
(22) of Theorem 3.
Using this technique, we obtain the optimal sets of sample points for values
of n ranging from 1 to 106, with 14 exact digits.
The asymptotic solution sets provided by Theorem 2 can be computed from
(21). In this case, we only need to invert the function A(x) for the n uniformly
spaced function values given in Theorem 2. The asymptotic solution sets are
obtained for the same values of n and the same accuracy as before. As expected,
for “big” values of n (n > 100,000) the asymptotic solution satisfies the boundary
problem (3) within the accuracy used in the computation.
Once we have computed the information sample points by either method, it
is straightforward to apply the two integration algorithms of Theorem 3. We
applied these algorithms to the computation of the following integrals:
I1 = 2√
pi
∫ +∞
−∞
exp(−x2) dx = 2.0000000000000 . . . ,
I2 = 2√
pi
∫ +∞
−∞
|x − 1| exp(−x2) dx = 2.1005090833200 . . . ,
I3 = 2√
pi
∫ +∞
−∞
cos(x) exp(−x2) dx = 1.5576015661428 . . . .
With the notation of Section 1, we have σ = 12 for these examples. The
three functions satisfy a Lipschitz condition with constant L = 2pi−1/2. The
asymptotic error bound given by Theorem 4 is then
r(n) ∼=
√
piσ
8
L
n
= 1
2n
.
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TABLE I
Error of the Optimal Algorithm (22)
n 1/2n e(I1) e(I2) e(I3)
5 0.1000000000 0.0054500628 0.0368315780 0.0149776291
10 0.0500000000 0.0008568060 0.0072798297 0.0060044754
50 0.0100000000 0.0000084056 0.0004758405 0.0003622118
100 0.0050000000 0.0000010799 0.0001537974 0.0000935308
500 0.0010000000 0.0000000088 0.0000084595 0.0000032954
1000 0.0005000000 0.0000000011 0.0000019104 0.0000007152
5000 0.0001000000 0.9 E-11 0.0000001035 0.0000000146
10000 0.0000500000 0.1 E-11 0.0000000252 0.0000000018
50000 0.0000100000 0.2 E-12 0.0000000012 0.0000000001
100000 0.0000050000 0.2 E-12 0.0000000003 0.5 E-10
500000 0.0000010000 0.0 0.2 E-11 0.4 E-11
1000000 0.0000005000 0.0 0.4 E-12 0.1 E-11
Tables I and II list the absolute value of the error for each algorithm. In both
cases the error falls well below the asymptotic bound, even for small n. In the
case of the algorithm (23), however, the error does not decrease as consistently
for n > 50,000 as it does for smaller n, probably due by the limited accuracy
used in the computation of the solution sets (10−15).
TABLE II
Error of the Algorithm (23)
n 1/2n e(I1) e(I2) e(I3)
5 0.1000000000 0.0132732715 0.0403400590 0.0046092549
10 0.0500000000 0.0030542571 0.0062607820 0.0029249894
50 0.0100000000 0.0001010977 0.0000271956 0.0002628002
100 0.0050000000 0.0000236000 0.0000017616 0.0000749698
500 0.0010000000 0.0000008306 0.0000019006 0.0000031542
1000 0.0005000000 0.0000001986 0.0000007093 0.0000007358
5000 0.0001000000 0.0000000073 0.0000000454 0.0000000195
10000 0.0000500000 0.0000000016 0.0000000165 0.0000000032
50000 0.0000100000 0.0000000002 0.0000000014 0.0000000003
100000 0.0000050000 0.1 E-10 0.0000000035 0.3 E-10
500000 0.0000010000 0.0000000002 0.0000000049 0.0000000002
1000000 0.0000005000 0.4 E-10 0.0000000333 0.3 E-10
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APPENDIX
Proof of Lemma 3. For x > 12
√
2 the absolute value of the derivative of the
exponential exp(−x2) is a decreasing function. Let x − δ > 12
√
2. We can then
write
| exp
(
−(x − δ)2
)
− exp(−x2)| > | exp
(
−(x + δ)2
)
− exp(−x2)|.
For large enough n, xn−1 > 12
√
2. Taking δ = 141n−1x , we can easily obtain
1n−1A =
∫ xn−1/2
xn−1
exp(−x2) dx > 12 1n−1x exp(−x2n−1+1/4).
This provides a sharper bound for 1n−1x than the one in (11). From (9)
1n−1x < 210A exp
− 12 x2n−1 + x2n−1+1/4 + 14 n−2∑
j=0
(1 j x)2

< 210A exp
 1
2 x
2
n−1/2 + 14
n−2∑
j=0
(1 j x)2
 . (32)
Note that
n−1∑
j=0
(1 j x)2 < 1n−1x
n−1∑
j=0
1 j x = 1n−1x xn .
We can then bound the exponent in (32) as
1
2 x
2
n−1/2 + 14
n−2∑
j=0
(1 j x)2 = 12 x2n − 12 1n−1x xn + 14
n−1∑
j=0
(1 j x)2
< 12 x
2
n − 14 1n−1x xn.
Substituting back into (32) and applying (13) we get
1n−1x < 210A exp
(
1
2 x
2
n − 14 1n−1x xn
)
,
1n−1x xn < 2Aa(xn)xn exp
x2n − 14 1n−1x xn + 14 n−1∑
j=0
(1 j x)2

< 2Aa(xn)xn exp(x2n).
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For n → ∞ and xn → ∞ we have [1, Chap. 7],
Aa(xn) ∼ 12xn exp(−x
2
n), limn→∞ 2Aa(xn)xn exp(x
2
n ) = 1.
Finally, lim supn→∞1n−1xn < 1.
Proof of Theorem 3. We only need to show how to obtain the value of the
coefficients r ′i (0). For −n ≤ i ≤ n and small values of y we have defined
ri (y) = sup{I( f ): f (xi ) = y, f (x j ) = 0, j 6= i, f ∈ FLip(L)}.
For −n < i < n the supremum is actually attained for the function:
fi (x) =

(x−n − x), if x < x−n ,
(x − x j ), if x j ≤ x < x j+1/2, −n ≤ j < n, j 6= i − 1, i ,
(x j+1 − x), if x j+1/2 ≤ x < x j+1, −n ≤ j < n, j 6= i − 1, i ,
(x − xi−1), if xi−1 ≤ x < xi−1/2 + y/2,
y + (xi − x), if xi−1/2 + y/2 ≤ x < xi ,
y + (x − xi ), if xi ≤ x < xi+1/2 − y/2,
(xi+1 − x), if xi+1/2 − y/2 ≤ x < xi+1,
(x − xn), if xn ≤ x .
Note that the dependency on y is limited to the interval (xi−1, xi+1). After some
simple manipulations we obtain
d
dy
I ( fi (y))
∣∣∣∣
y=0
=
∫ xi
xi−1/2
exp(−x2) dx +
∫ xi+1/2
xi
exp(−x2) dx = 21i A.
For i = n the supremum is attained for the function:
fi (x) =

(x−n − x), if x < x−n ,
(x − x j ), if x j ≤ x < x j+1/2, −n ≤ j < n − 1,
(x j+1 − x), if x j+1/2 ≤ x < x j+1, −n ≤ j < n − 1,
(x − xn−1), if xn−1 ≤ x < xn−1/2 + y/2,
y + (xn − x), if xn−1/2 + y/2 ≤ x < xn ,
y + (x − xn), if xn ≤ x .
Noting again that only in the interval (xn−1, +∞) does the function depend on
y, we obtain
d
dy
I ( fi (y))
∣∣∣∣
y=0
=
∫ xn
xn−1/2
exp(−x2) dx +
∫ ∞
xn
exp(−x2) dx
=1n A +
(√
pi
2
− A(xn)
)
.
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The boundary condition at xn from (3) implies that r ′n(0) = 21n A. For i = −n
we prove similarly that r ′−n(0) = 21−n A.
Proof of Lemma 6. To prove the upper bound, we apply the mean value
theorem to the increment A(x) − A(xi+1/2) and use the result to bound the
integral of A(x) over the interval [xi , xi+1/2],
A(x) = A(xi+1/2)− A′(ξi, x )(xi+1/2 − x), ξi, x ∈ (x, xi+1/2).
Note that A′(x) ≤ A′(xi ) for x ∈ [xi, xi+1/2] and∫ xi+1/2
xi
A(x) dx > 12 A(xi+1/2)1i x −
∫ xi+1/2
xi
A′(xi )(xi+1/2 − x) dx,∫ xi+1/2
xi
A(x) dx > 12 A(xi+1/2)1i x − 18 (1i x)2A′(xi ).
Similarly, for the integral over [xi+1/2, xi+1] and the increment A(x)− A(xi+1)
we have
A(x) = A(xi+1)− A′(ξi, x )(xi+1 − x), ξi, x ∈ (x, xi+1),
and A′(x) ≥ A′(xi+1) for x ∈ [xi+1/2, xi+1]. Hence,∫ xi+1
xi+1/2
A(x) dx < 12 A(xi+1)1i x −
∫ xi+1
xi+1/2
A′(xi+1)(xi+1 − x) dx,∫ xi+1
xi+1/2
A(x) dx < 12 A(xi+1)1i x − 18 (1i x)2A′(xi+1).
For Si we then obtain
Si < 12 1i x
(
A(xi+1)− A(xi+1/2)
)+ 18 (1i x)2 (A′(xi )− A′(xi+1)) . (33)
The difference A(xi+1) − A(xi+1/2) can be bounded if we express it as the
integral of the exponential exp(−x2) and apply the mean value theorem to the
integrand:
A(xi+1)− A(xi+1/2) =
∫ xi+1
xi+1/2
exp(−x2) dx =: a,
exp(−x2) = exp(−x2i+1)+ 2ξi, x exp(−ξ2i, x )(xi+1 − x),
ξi, x ∈ (x, xi+1).
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Note that x exp(−x2) < xi+1 exp(−x2i+1/2), x ∈ [xi+1/2, xi+1]. Hence, we can
estimate the integral as
a< 12 exp(−x2i+1)1i x + 2
∫ xi+1
xi+1/2
xi+1 exp(−x2i+1/2)(xi+1 − x) dx,
a< 12 exp(−x2i+1)1i x + 14 (1i x)2xi+1 exp(−x2i+1/2).
The second term in (33) can also be bounded in a similar way,
1
8 (1i x)
2(A′(xi )− A′(xi+1)) = 14 (1i x)3ξi, x exp(−ξ2i, x ), ξi, x ∈ (xi , xi+1),
1
8 (1i x)
2(A′(xi )− A′(xi+1))< 14 (1i x)3xi+1 exp(−xi ).
Collecting all the summands above we bound Si as
Si < 14 (1i x)
2 exp(−x2i+1)+
(1i x)
3xi+1 exp(−x2i+1/2)
8
+ (1i x)
3xi+1 exp(−x2i )
4
= 14 (1i x)2 exp(−x2i+1)
+ 18 (1i x)3xi+1 exp(−x2i+1)
(
exp(1i x xi+3/4)+ 2 exp(21i x xi+1/2)
)
,
Si < 14 (1i x)
2 exp(−x2i+1)+ 38 (1i x)3xi+1 exp(−x2i+1) exp(21i x xi+1).
The lower bound is proven similarly. For intervals [xi , xi+1/2] and
[xi+1/2, xi+1] we use the expressions
A(x) = A(xi )+ A′(ξi, x )(x − xi ), ξi, x ∈ (xi , x),
A(x) = A(xi+1/2)+ A′(ξi, x )(x − xi+1/2), ξi, x ∈ (xi+1/2, x).
Proceeding as before we obtain
Si > 12 1i x
(
A(xi+1/2)− A(xi )
)− 18 (1i x)2 (A′(xi )− A′(xi+1)) ,
and finally,
Si > 14 (1i x)
2 exp(−x2i )− 38 (1i x)3 exp(−x2i )xi+1.
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