Abstract
Introduction
Networks of workstations (NOWs) have been shown to provide an inexpensive alternative to massively parallel processors (MPPs) [l, 6, 151. An important problem in both MPPs and NOWs is that of efficient support for multicast communication, which is used in a wide variety of both parallel applications and systemlevel operations. In many cases, only point-to-point well as several other related models, is NP-complete. Libeskind-Hadas et al. proved that the greedy algorithm finds schedules which are within a factor of two of optimal and that this bound can be further improved under certain conditions [13] .
In related work, Bhat et al. have proposed an alternative model that accounts for heterogeneity in both the nodes and the network [5] . This model is particularly well-suited for wide-area networks where network latencies over "long haul" links may be very different from those within a local area network. Itkis et al. have studied multicasting in a model in which all nodes are identical but a node may select one of several different communication "services" each time it sends a message, where each service has an associated and price [lo] .
Banikazemi et al. have recently observed that more complex parameterized communication models are required to accurately characterize the performance of heterogeneous NOWs [3] . They have proposed a new model, henceforth referred to as the heterogeneous receive-send model, which associates both a sending overhead and a receiving overhead with each node. The sending overhead is the time incurred by the node upon sending the message while the receiving overhead is the time incurred by the node upon receiving the message. While a node incurs the sending or receiving overhead, it cannot perform other communication operations. In addition, a global parameter L specifies the network latency incurred in sending the message between any two nodes. Thus, the network is assumed to comprise a heterogeneous collection of nodes interconnected using a single type of network1. Banikazemi et al. have verified the accuracy of this model using a heterogeneous NOW testbed. Figure 1 shows an example of two different schedules for the same instance of the multicast problem in this model. In this example "fast" nodes have sending and receiving overheads of 1 while "slow" nodes have sending overheads of 2 and receiving overheads of 3. The source is a slow node and there are three fast and one slow destination nodes. The network latency, L , is 1. The number in brackets next to each node indicates the time at which the node receives the message in the schedule. For example, in the schedule in Figure l(a) , the source node first sends the message to a fast node. This first transmission incurs a sending overhead of 2 at the source node, followed by the net- ' The model in [3] considers both fixed and message-length dependent components for the overheads and network latency. For a multicast with any given message length, we may combine the fixed and message-length dependent components as is done here. work latency of 1 to transmit the message, followed a receiving overhead of 1 at the destination. Thus, this fast node receives the message at time 4. After the source node has incurred the sending overhead of 2, it immediately begins sending the message to another fast node. Thus, at time 2 the source node again incurs its sending overhead of 2, the message takes 1 unit of time to reach the second fast node, and that node incurs a receiving overhead of 1. Thus, the second fast node receives the message from the source at time 6.
Similarly, the fast node that receives the message at time 4 sends the message to a fast node and then to a slow node. The fast child receives the message at time 4 + 1 + 1 + 1 = 7 and the slow child receives the message at time 5 + 1 + 1 + 3 = 10.
In this paper we show that although the optimal multicast problem for the heterogeneous receive-send model is NP-complete in the strong sense, a polynomial time approximation algorithm exists for HNOWs that arise under a condition that is likely to be satisfied in virtually all cases in practice. In addition, optimal solutions can be found in polynomial time for another class of HNOWs that frequently arise in practice.
The first result addresses HNOWs in which the ratio of the receiving overhead to the sending overhead in each node is upper-and lower-bounded by constants.
More precisely, let the receive-send ratio of a node denote its receiving overhead divided by its sending overhead. Let amin and amax be constants for a given network such that all receive-send ratios in the network are between CY,~,, and CY,,,. Let n denote the number of nodes participating in a given multicast and let OPTR denote the completion time of an optimal schedule for the multicast. We show that an O(n log n) greedy algorithm finds a schedule whose completion time is at most C x OPTR + , 4 where C is a constant computed from amin and amax and /3 is the difference of the maximum and minimum receiving overheads of the destination nodes.
This result therefore provides a polynomial time approximation algorithm under the condition that the receive-send ratios are upper-and lower-bounded by constants. The receive-send ratios depend on factors such as the hardware capabilities of the nodes, the protocols employed, and the length of the message being sent. Recently reported benchmarks have found receive-send ratios in the range of 1.05 to 1.85 [3, 71.
Although the ratio-bound of the proposed approximation algorithm is not known to be tight, the existence of an approximation algorithm provides a theoretical basis for using the greedy algorithm. In addition, this result suggests that the search for tighter bounds or other approximation algorithms is a worthwhile endeavor.
The second result addresses HNOWs with limited heterogeneity; networks that comprise an arbitrary number of workstations but a limited number of distinct types of workstations. In many cases, the number of distinct types of workstations remains constant even as the size of the network scales. We show that for a network involving n nodes of IC distinct types, an optimal multicast schedule can be found in time O(n2"). In fact, in time O(n2k) a table of optimal schedules for all possible multicasts can be constructed. Thus, for small k it may be desirable to precompute this table so that optimal schedules can later be found in constant time.
The remainder of this paper is organized as follows. In Section 2 we give definitions and results that are used throughout the paper. In Section 3 we analyze a greedy approximation algorithm for the multicast problem. In Section 4 we describe and analyze a polynomial time algorithm for the case of limited heterogeneity. We conclude in Section 5 with some directions for future research.
Preliminaries
We consider the heterogeneous receive-send communication model which comprises the following set of parameters:
A network latency, L , incurred in communicating a message from one node to another. We note that the sending and receiving overheads may depend on the length of the message being sent. Thus, these values are computed for each node for the length of the given multicast message. We assume that all of the above parameters are measured in the same time units and have positive integer values.
A multicast set is a.set S = ( p o l . . . , p n } where po is the source of the multicast and the remaining elements are destination nodes. We assume that the sending and receiving overheads are directly correlated to the speed of a node so that for any two has completed incurring its receiving overhead. Although d~ and TT are related, it will be convenient in our analysis to distinguish between these two functions. Define the delivery completion time to be DT = maxvET dT(v) and the reception completion time to be RT = maxvET TT(V). The objective of the optimal multicast problem in this model is to find a schedule T for multicast set S such that the reception completion time, RT, is minimized. The optimal multicast problem for this model, under the assumptions above, is easily shown to NP-complete in the strong sense. The interested reader is referred to [12] for details.
By definition, in any schedule T the root has the message at time 0, so ~~( p o ) = 0. For each nonleaf vertex v with the delivery ordered list of chil-
Without loss of generality, we assume since otherwise the idle time can be removed without increasing the delivery time of any vertex. We say that v completes delivery to its ith child at time Next, we consider a simple greedy algorithm for constructing multicast schedules similar to the algorithm proposed for the heterogeneous node model [2, 91. Let S be a multicast set ( p o , p l , . . . , p n } . Recall that by convention po is the source and that the destinations are indexed in non-decreasing order of overhead.
Let T be the tree with a single node PO.
Find a vertex p E T that can complete delivery
Let p send the message to pi, thereby inserting pi as early as possible.
into T . end return T
Lemma 1 The running time of the greedy algorithm for a multicast set of n nodes is O(n log n).
Proof: The algorithm requires that the n destination nodes first be sorted in non-decreasing order of overheads. This can be done in O(n log n ) time. The nodes in schedule T can be maintained in a priority queue in which the key associated with each element in the priority queue is the next earliest delivery time of the message. Initially, the source node po is inserted into an empty priority queue with the key equal to OSend(p0) + L since this is the first pos- Note that by definition, every schedule produced by the greedy algorithm is layered. The following lemma and its corollary show that the greedy algorithm finds a schedule with minimum delivery completion time among all layered schedules. However, since %end (Pi) < %end (pi) and Oreceive (pi) < oreceive(pi), 0 L i < j -1, and d~(~i ) In this section we show that the greedy algorithm is an approximation algorithm for the multicast problem when the receive-send ratios are constant bounded.
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In particular, for a multicast set S = { p o , p l , . . . , p n }
maxosi<nai and let amin = minoii<nai. -
let OPTR denote the reception completion time of an optimal schedule. We show that the greedy algorithm constructs a schedule with reception completion time of less than 2 e O P T R -k P . As a special case, note that if the sending overhead is equal to the receiving overhead in each node then amax = amin = 1 and the bound becomes 2 x OPTR + p. The following lemma will be used to establish this bound. such that dT(U) < dT(V) and Osend(U) = e X os,&v) for some positive integer e 2 2. Then there exists a schedule T' satisfying the following properties: 
d T ( w )
=&(U) + Oreceive(U) + i x Osend(U) + L = &(U) + C x Ownd(U) + i x e x Os&(") + L = dT(U) + c x e x Osend(") + i x e x Osen&) + L dT(U) + (c + i) x x Osend(") f L while d T ' ( U i ) = = &"(V) + Orer-eive(") + ( t i + 1) x Osend(") + L d T ( U ) + c x Osend(") + [(c + i) x e -c -1 + 1 1 x Osend(") + L = d T ( U ) + (c + i) x e x Osend(2') + L. Thus, d p ( U i ) = dT(Ui), 1 5 i 5 2 .
Next we show that ~T I ( U )
= dT(u). 
d~(~i ) = &(U).
Since by construction of TI, U is inserted in place of u i in this case, we have dp ( 
it again follows that dTt('1L) = dT(U).
Next we show that dp(wt,+l) = dT(uti+l), Let OPTR' denote the minimum reception completion time over all schedules for S'. Let OPTD and OPTD' denote the minimum delivery completion times over all schedules for S and S', respectively. Similarly, let GREEDYR and GREEDYR' denote the reception completion times for schedules constructed by the greedy algorithm for S and S', respectively. Let GREEDYD and GREEDYD' denote the delivery completion times for schedules constructed by the greedy algorithm for S and S', respectively.
Since the sending or receiving overhead of a node in S' is less than 2 x -times larger than the sending or receiving overhead, respectively, of the corresponding node in S, it follows that
a m i n Next, since the reception time for a node is the sum of its delivery time and its receiving overhead Finally, we note that a slight modification should be made to the aforementioned greedy algorithm when used in practice. Since the greedy algorithm constructs a layered schedule, "fast" nodes take delivery of the message before "slow" nodes in the schedule. While this property is evidently desirable for internal nodes in the schedule tree, it is not desirable for the leaf nodes. In other words, in order to minimize reception completion time a leaf node with small receiving overhead should not take delivery of the 'message before a leaf node with larger receiving overhead. Thus, once the greedy algorithm completes construction of the schedule, reversing the order of the leaf nodes will not increase the reception completion time and may decrease it.
A Polynomial Time Algorithm for Limited Heterogeneity
We now show that for any fixed constant k , the optimal multicast problem for n nodes of k distinct types can be solved in time O(n2&) .,ik) for all 1 5 s 5 k , 1 5 ij 5 n j , 1 5 j 5 k . Thus, for a network with small k it may be desirable to precompute the dynamic programming table and annotate each entry in the table with the optimal schedule. In this way, an optimal schedule can subsequently be found in constant time for any multicast in this network.
Conclusions
Although the optimal multicast problem for the heterogeneous receive-send communication model is NPcomplete in the strong sense, we have demonstrated that a simple greedy algorithm is a polynomial time approximation algorithm when receive-send ratios are constant bounded. In addition, we have shown that optimal solutions can be found in polynomial time when the number of distinct types of workstations is bounded by a constant.
A number of interesting and important directions remain for future research. Although the optimal multicast problem is NP-complete, the complexity for the case that receive-send ratios are constant bounded remains unsettled. It is conjectured that the problem remains NP-complete under this assumption. It is possible that a smaller ratio bound than the one presented here can be found for the greedy algorithm. In addition, other polynomial time approximation algorithms might exist for this problem. Finally, polynomial time algorithms and approximation algorithms should be examined for other collective communication operations.
