ABSTRACT With the development of social networks, a large variety of approaches have been developed to define users' personalities based on their social activities and language use habits. Particular approaches differ with regard to different machine learning algorithms, data sources, and feature sets. The goal of this paper is to investigate the predictability of the personality traits of Facebook users based on different features and measures of the Big 5 model. We examine the presence of structures of social networks and linguistic features relative to personality interactions using the myPersonality project data set. We analyze and compare four machine learning models and perform the correlation between each of the feature sets and personality traits. The results for the prediction accuracy show that even if tested under the same data set, the personality prediction system built on the XGBoost classifier outperforms the average baseline for all the feature sets, with a highest prediction accuracy of 74.2%. The best prediction performance was reached for the extraversion trait by using the individual social network analysis features set, which achieved a higher personality prediction accuracy of 78.6%.
I. INTRODUCTION
In recent years, social media such as Facebook, Twitter and Weibo have become some of the most popular destinations for internet users. These users' activities on social networks provide a great platform for researchers to study and understand their online behaviors, preferences and personalities. Different personalities are related to the formation of different social relations and interaction behaviours on status profiles or preferences. Our study predicts personality based on users' social behavior and their language-use habits on Facebook social media platform. First, we choose most beneficial features for each personality dimensions and successfully predict the user's personality. Next, we propose a method to design and implement one category of Social Network Analysis (SNA) features and two categories of linguistic features such as Linguistic Inquiry and Word Count (LIWC) and Structured Programming for Linguistic Cue Extraction (SPLICE) based on the myPersonality dataset. We explore the correlations between each of the feature sets and personality traits. In the case of social features, we focus on several classes of structural network properties, namely, networksize, betweenness, density, brokerage and transitivity measures as well as their relationships to particular traits. We then investigate the predictive power of the features by predicting each personality trait. We examine the features with the highest correlations. Finally, we set machine learning algorithms, implement them in the prediction model to explore the degree to which we can predict personality traits from Facebook and compare the highest algorithm accuracies for the Big Five personality traits. For classification comparisons, we apply three different machine learning algorithms as baseline methods for the prediction model to the correlated features data. In our study, we exploit data collected by means of the Facebook social media platform. Targeting the automatic recognition of the Big 5, our research paper extends and merges the lines of research followed by Staiano et al. [1] .
Our study has four specific contributions: first, to clarify the relationship between users personalities and their interactions behavior in social networks; second, to illustrate a higher potential of individual social network features for personality prediction by using XGBoost machine learning approach; third, to show the relationship between LIWC dictionaries and SNA features set; forth, to introduce the cases when a higher prediction performance can be achieved with SNA rather than linguistic features.
The rest of the paper is organized as follows. In section II, we discuss related work in personality prediction. In section III, we introduce and describe the properties of the Facebook dataset. In section IV, we conduct the methodology and data preprocessing followed by feature extraction and feature selection. The dataset is categorized into two groups, text features extraction and social interaction behavior analysis, which are followed by a feature selection that defines the standard feature selection method to predict the personality traits. The correlation results are analyzed in section V, and the results of the prediction accuracy with different prediction models using SNA, LIWC and SPLICE feature sets are shown in section VI. We conclude our study and suggest future work in section VII.
II. BACKGROUND AND RELATED WORK
There is a growing number of research papers related to a user's behavior in social networks that has recently attracted more attention in the international research community. Personality recognition is studied by two main disciplines: computational linguistics and Social Network Analysis. From the area of computational linguistics, Pennebaker et al. [2] wrote a pioneering work dedicated to personality extraction from text. They examined words in a variety of domains such as diaries, college writing assignments and social psychology manuscripts to study personality related features with linguistic cues. Their results show that agreeable people tend to use more articles while introverts and those low in conscientiousness use more words signaling distinctions. Neurotics use more negative emotion words. Argamon et al. [3] classified neuroticism and extraversion using linguistic features such as function words, judgemental and appraisal expressions and modal verbs. Their results revealed that neuroticism is related to the use of functional lexical features, for instance appraisal lexical taxonomy, whereas the results for extraversion were less clear. Other studies linked neuroticism to irrational beliefs or poor coping efforts on well-being personality [4] oberlander and Nowson 2006 classified the extraversion, stability, agreeableness and conscientiousness of bloggers using the Naive Bayes prediction model as a learning algorithm using different sets of n-grams as features. Karney and Bradbury [5] examined correlations between the Big 5 personality traits, using LIWC and RMC as feature sets. While LIWC features included word classification such as positive emotions or anger, RMC features included results about word age of acquisition or word imageability. Using the corpus of Essays written by Pennebaker and King in 1999, Mairesse et al. developed a supervised system for personality recognition.
In Social Network Analysis, personality recognition extracted from network configuration and other extralinguistic cues has an even shorter history. The impact of a user's social interaction behavior on personality was studied by Gosling et al. [9] . They examined personality traits from self-reported Facebook usage and observable profile information. All the users' features were based on statistical characteristics instead of psychological properties. Davis et al. [10] showed that people can judge others' personalities from their Facebook profiles. Golbeck et al. [11] predicted the personality of 279 users from Facebook using linguistic features such as word count and social network features such as friends count. Ross et al. [12] revealed that shyness is positively correlated with the time spent online and negatively correlated with the number of friends. Sumner et al. [13] found the correlation between users' personalities and their Facebook usage, posts content and emotion. Their result indicated that openness is positively associated with words expressing negative emotions, anger, taboo subjects, money, religion or death. Kalish and Robins [14] experimentally examined the effect of individuals' personality differences on their immediate network environment, focusing on ego networks which consist of a focal node or ego and the nodes to which the ego is directly connected (the so-called alters) and the ties, if any, among the alters. Their findings showed that psychological predispositions can explain the variance portions of egocentric network characteristics. Personality prediction based on language features has received much interest in prediction research [15] - [17] however, from a network perspective, the role of links in supporting personality relations is not yet well understood. The aim of our study is to examine the presence of a structure of social networks and linguistic features relative to personality interactions using the myPersonality project dataset [18] .
The myPersonality dataset used in our study is a sample of personality scores on Facebook profile data. The data were collected by Schwartz et al. [16] by means of a Facebook application that implemented the Big 5 personality traits' test among other psychological tests. The application includes obtaining consent from the users to record their data and use it for various research purposes. For instance, Bachrach et al. [19] used the myPersonality dataset to find the relationship between users' activity behavior and personality. The results showed that agreeableness is positively correlated with the number of tags, whereas neuroticism has a significantly negative correlation with the number of friends. Farnadi et al. 2013 [20] studied the relationship between the emotions expressed through Facebook status updates and user's age, gender and personality. He found that users with openness have a tendency to be more emotional in their status posts than users with neuroticism. Cantador et al. 2013 [21] used the dataset to study the relationship between personality types and user preferences in multiple entertainment domains such as music, movies, TV shows and books. Recent studies conducted by Tandera et al. [22] used two Facebook datasets, one from myPersonality and the other one manually collected. They used word embedding and the features from LIWC and SPLICE to predict personality based on the Big 5 model to classify the traits. Using the support vector machine learning method on the myPersonality dataset, they achieved the highest prediction accuracy of 70.40%. Ong et al. [23] also predicted personality using XGBoost trained on 329 users of Twitter social media, summary of personality prediction mentioned in this study in Table 1 .
In psychology, the theory based on the Big 5 factors is the most widely accepted model to describe the basic structure of human personality. The theory based on these factors is called five factor model (or the Big 5 model) and it is the most widely accepted model of personality. It provides a nomenclature and a conceptual framework that unifies much of the research findings in the psychology of individual differences and personality. It reduces the large number of personal adjectives into five main personality traits that form the acronym OCEAN [24] , [25] . It was first studied in the 1990s when five factors or personality traits were established and has been used until the present time. According to Table 2 , individuals in the Big 5 model vary in terms of the OCEAN, that is openness to experience, conscientiousness, extraversion, agreeableness and neuroticism. It represents a complete set of traits that could capture personality differences [8] .
III. DATASETS
To examine personality traits from social networks, we employed the myPersonality dataset as a case study. We constructed the study with 250 users and 9917 status updates from the myPersonality sample. The dataset of Facebook users was labeled according to the Big 5 model. According to the distribution of personality types in Table 3 , each user in the dataset had multiple posts gathered in one file [18] .
with some of the dataset, we selected the users information, such as the user's social network structure, user's status, and text posts. The final dataset contains the Facebook statuses in raw text, author information, personality labels (scores and classes) and five social network measures of the users in inference with personality traits, that is networksize, betweenness, density, brokerage and transitivity.
IV. METHODOLOGY
Since it has become increasingly popular to use language in social media for predicting personality [26] , there is a growing number of methodologies that use both linguistic and social network features of profiles and status updates to infer personality traits. The personality prediction framework in Fig. 1 consists of data pre-processing, feature extraction and feature selection followed by the machine learning process and prediction results.
A. DATA PRE-PROCESSING
The dataset obtained from myPersonality was pre-processed before it proceeded to the feature selection and training stage. To pre-process the dataset, we employed OpenNLP [27] . First, we used tokenization in order to separate the last word of each sentence with punctuation and an aggregation of the same words. Next, we removed URLs, symbols, names, spaces and lower cases. Since many of the words in LIWC and SPLICE linguistic features share common stems, the relationship between personality and stemmed words could be negatively affected. For instance, in the case of tenses, such as present or past tense, verbs stemming would make it impossible to distinguish between particular tenses [28] . Hence, the correlation analysis in the pre-processing part of our experiment does not apply stemming, and all the words are left unstemmed.
B. FEATURES EXTRACTION
A user's behavior on social networks is mutually affected by the presence and behavior of other users. These interactions can have an impact on the transition of new information or behaviours through the groups. There are many potential applications for understanding how such behaviours arise and spread [29] . In our study, all the information from the dataset can be categorized into two groups. The first group is the text features extraction which reflects a user's language habits on Facebook and contains an expressions count and a topics count. To analyze the content of Facebook status texts, we use two dictionaries, namely, LIWC and SPLICE. The second group is the social interaction behavior analysis, which contains networksize, density, brokerage and transitivity. This information reflects a user's basic social network behavior on Facebook.
LIWC, or the Linguistic Inquiry and Word Count dictionary, is widely used in psychology studies [26] . In our study, we use it to extract 85 linguistic features from the texts including five subcategories such as standard counts (e.g., word count, words longer than six letters, number of prepositions), psychological processes (e.g., emotional, cognitive, sensory, social and emotional processes), relativity (e.g., words about time or tense verbs), personal concerns (e.g., occupation words such as job, majors, financial issues or health), and other linguistic dimensions (e.g., counts of various types of punctuation, swear words) [30] . For the text analysis, we chose LIWC2015 which is designed to analyze individual or multiple language files quickly and efficiently. In comparison to LIWC 2007 and LIWC 2001, it attempts to be transparent and flexible in its operation, allowing the user to explore word use in multiple ways [2] . SPLICE, or the Structured Programming for Linguistic Cue Extraction, is a newer dictionary developed in recent years. It is still going through the updating process and will be widely used for personality prediction tasks studies [31] . In our study, we use it to extract 74 linguistic features including cues that relate to the positive or negative self-evaluation of the speaker, complexity and readability scores.
SNA, or Social Network Analysis, is a technique that analyzes the social structure that emerges from the combination of relationships among members of a given population or a network of relationships and interactions with nodes (representing ''actors'' or people on whom relations act within the network) and ties (representing the relationships among these actors) [32] , [33] . It is an approach for examining and quantifying the patterns of relationships that arise among interacting social entities, especially individuals. An explicit assumption of this approach is that indirect relationships (e.g., friends of friends) in social groups matter. According to a study by James and Christakis [34] , happiness tends to be correlated in social networks. When a person is happy, close friends have a 25% higher chance of being happy, too. Furthermore, people at the centre of a social network tend to become happier in the future than those at the periphery. Clusters of happy and unhappy people were discerned within the studied networks with a reach of three degrees of separation. Person's happiness was associated with the level of happiness of their friends' friends' friends.
For our analysis we used features related to the social network of a user in inference with personality traits, that is, networksize, betweenness, density, brokerage and transitivity. Networksize refers to the number of nodes in a network, which reflects the quantity of the connections [35] . Betweenness indicates the number of shortest connected paths between pairs of individuals who are not connected to each other directly. For instance, an individual high in betweenness is critical for the flow of information among other individuals who do not know each other directly [36] - [38] . Density addresses the quality of interpersonal relations calculated as a proportion of a number of edges existing in the network relative to the number of maximum possible edges in the same network. High density networks cause a high diffusion between nodes in the information flow [39] . Brokerage is the number of incoming ties the individual receives from others. An individual is connected to people or clusters of people by being active within the network, maintaining many ties to be an efficient and important go-between to other vertices in the network [40] . Transitivity is based on ''friends of my friends are also my friends'' idea in which two or three individuals are directly connected with each other through a mutual neighbor. One of them is only accessible via another individual's ties and represents the frequency of interactions among the network's nodes or shows the social relation among the nodes [41] , [42] .
C. FEATURE SELECTION
Generally, there are two main reasons why feature selection is important for building a model. First, it reduces the high dimensionality of the dataset by removing the features not essential for training, improving the generalization of the model and reducing the training time. Second, the model gains a better understanding of the features and their relationships to the response features. Additionally, it improves the accuracy of the learning algorithms and reduces the processing requirements [20] , [43] , [44] .
To measure the strength of the linear relationship between two variables and to examine features important for personality traits prediction, we used the Pearson correlation analysis, Eq. (1), as the standard feature selection method. Pearson correlation is a measure of the linear correlations between two variables, and we used it to predict the relationship between the personality scores and extracted features. For a pair of variables (x, y), the linear correlation coefficient r is given by the formula:
wherex andȳ are sample means given by the relations
n in the above equation represents the sample size, and x i , and y i describe the single samples indexed with i, where the value of r lies between −1 and 1 inclusive. If x and y are completely correlated, r takes either the value of 1 as a positive correlation or −1 as a negative correlation. If x and y are completely independent, r is zero [45] , [46] . 
V. EXPERIMENTAL RESULTS
In this section of our paper, we first analyze the Pearson correlation coefficient between three feature sets and personality scores to quantify the importance of each feature. The results are shown in Table 4 , Table 5 and Table 6 . Due to the limitation in the text space, we only discuss the features that show a significant correlation (p < 0.05) between the features set value and personality score based on the r value. They are all bolded. Several interesting observations were made through the correlation between the LIWC features and personality traits. Extraverted users tend to use 2nd (0.15) and 3rd person singular pronouns (0.16) and past tense verbs (0.14). They often update their statuses with dictionary words (0.16), social interaction words (0.14) and common adjectives (0.17). Concerning the length of the texts, extraverts prefer to write short messages as they negatively correlate with word VOLUME 6, 2018 length (−0.08) and sentence length (−0.09), suggesting that people who score high on extraversion tend to use fewer words and shorter sentences in their status posts. On the other hand, they also use more words indicating positive emotions (0.6), such as ''love'', ''nice'' or ''sweet''; agreement (0.13), such as ''OK'', ''yes'' or ''agree''; social interaction (0.12), such as ''friend'' or ''family''; and interpersonal interaction, suggesting that the more extraverted individuals are, the more likely they are to talk about personal acquaintances [13] and achievements (0.19). Additionally, the results show that extraverts tend to update their statuses with more emotional words than neurotic users. This finding is supported by the work of [47] .
Furthermore, neurotic users tend to update their statuses with word categories expressing negative emotion, such as anger (0.15), anxiety (0.08) or affective processes (0.13). They are less likely to use words indicating social interaction (−0.13) or positive emotions (−0.14). When talking to others, they often use ''we'' and ''ours'' (0.05), whereas extraverts prefer using ''he'' or ''she'' pronouns. Neurotics positively correlate with the lengths of words and sentences (0.06), indicating that people high in neuroticism will write more sentences linked to negative emotions, anxiety and irritability. This finding is also supported by [48] . Since neurotic and extraverted users positively correlate with the words connected with biological processes, they are more likely to share information about body and health on social networks.
Users high in openness have a tendency to favour highfrequency function words rather than content words. Their status posts contain more articles, prepositions (0.06) and personal pronouns such as ''they'' (0.13), ''he'', ''she'' or ''him'' (0.15). They use longer expressions in their sentences, have positive correlation for average word count (0.046), and words per sentence as well as words greater than six letters (0.087). Although they frequently update their statuses with dictionary words (0.15), social processes words (0.13), affective processes (0.14) and cues associated with perceptual processes, such as ''listen'' (0.18), and tentative words of certainty, such as ''unsure'', ''uncertain'' (−0.06) or ''never'' (−0.02) appear with a lower frequency. Our results support the work of Sumner et al. [13] , suggesting that people with higher levels of openness may be more open to talking about potentially sensitive subjects. They often positively correlate with words expressing negative emotions (0.16), religion (0.18) or death (0.071).
Conscientious users negatively correlate with the words expressing negative emotions (−0.14), such as ''hurt'', ''ugly'' or ''nasty'' (−0.16). In contrast, they tend to talk less about unhappy subjects. They update their statuses with words describing perceptual processes (0.12) such as ''see'', ''hear'' or ''feel'' as well as the words surrounding social processes (0.12), indicating that highly conscientious people like to discuss with other people and often talk about the things they see or hear. Furthermore, conscientious users positively correlate with dictionary words (0.11), suggesting that they are more likely to use properly spelled words than informal words such as ''btw'', ''lol'', ''thx'' (−0.12) or typical cyber words [49] . Additionally, they are less likely to use verbs (−0.13) and 1st person singular pronouns (−0.15). Agreeable users are more likely to use interrogative sentences and question marks (0.17). They prefer using the ''I'' pronoun and words indicating biological processes such as body (0.11) or sexual (0.19). They are less likely to share their information about social processes (−0.14).
According to the correlation results between SPLICE and the Big 5 personality traits, extraverts, in comparison with neurotic users positively correlate with PosSelfImage words (0.08) and portray themselves positively in the text. Users high in openness highly correlate with imagery (0.13), which indicates that they are usually viewed as imaginative people with individual curiosity, open mindedness and willingness to explore new ideas [6] .
People scoring high on openness and agreeableness update their statuses with activation words (0.12, 0.1). They use words expressing pleasantness (0.15, 0.12) and verbs in the present tense (0.05, 0.013). Users high in openness positively correlate with complexity composite words (0.12), while users high in agreeableness and extraverts are less likely to use them (−0.12 and −0.16, respectively). Conscientious users negatively correlate with AgreementRatio (−0.1), TotalSubmissiveness (−0.12) and SubmissivenessRatio (−0.14), indicating that these kinds of individuals are not easily manipulated by others and like to maintain their original plan. According to our results, there are some correlation similarities between the results of LIWC and SPLICE, as shown in Table 4 and Table 5 respectively. For instance, taking motivational words into consideration, extraverts highly correlate with ICanDoIt phrases (SPLICE 0.12) and achievement words such as ''win'', ''success'', or ''better'' (LIWC 0.19). Concerning word length in status posts, extraverts are less likely to use averageSentenceLength (SPLICE −0.09), averageWordLength (SPLICE −0.06) as well as word count LIWC −0.08), suggesting that extraverts tend to share information containing short sentences and fewer words. Conscientious users negatively correlate with the use of verbal words (SPLICE −0.037, LIWC −0.13) [6] , which is supported by both dictionaries. Our results reveal that using different dictionaries can improve the prediction result.
Based on the correlation results for the social network features, we found that extraversion represents the highest correlated trait. Extraversion is a personality factor highly related to Facebook usage. These findings support the work of [9] , [12] , and [50] who claimed that extraverts have a positive relationship with social networks. In online and social media networks, they have the tendency to go online to seek out a new and exciting experiences [51] . Our results also support this finding. The results in Table 6 show that extraverts positively correlate with networksize (0.31), which reflects their tendency to have many friends. Opposed to neurotic users, however, their friends often do not know each other as they belong to different groups of people. This finding is supported by the negative results for transitivity (−0.3) as a connectivity feature in social networks. At the same time, the networks of their friends, tend to be sparser, as density shows a negative correlation (−0.24). Our results support the fact that extraverted individuals are sensitive to reward signals. They seek stimulation and participate in a wide variety of social activities. According to their socializing tendencies, they tend to have larger friendship networks. The number of missing connections among their contacts, however, is rather high.
Other negative correlation results for transitivity features were achieved for openness (−0.06), consciousness (−0.03) and agreeableness (−0.15). In other words, sociable individuals tend to be at the centre of large and loosely connected networks, which explains the negative effect of all four traits on transitivity. Neuroticism, however, had a positive correlation with transitivity (0.14), associated with its higher degree of nodes that are common neighbours that share the same experience.
Neuroticism interestingly showed the opposite correlation results for all the SNA features. In comparison to extraversion, neurotic users are negatively correlated with networksize (−0.18); they are identified as unpopular interaction partners in online discussion networks [52] and create small groups of friends. Due to the positive correlation with transitivity (0.14) and density (0.11), their friends, however, tend to know each other. Neurotic users report lower internet usages and information based activities which might be due to their higher level of anxiety, feelings of worry and insecurity among others [53] . While people high in extraversion are emotionally stable and tend to maintain persistent communications with their friends, neurotic users withdraw from communication with others, especially during times of stress and report less satisfaction with the support received from their friends on social networks [54] , [55] . They rarely seek new experiences but are more likely to have self-efficacy and self-esteem issues. When faced with new challenges such as learning a new form of technology, there is a high probability that these individuals would face some problems or simply try to avoid the new situation altogether.
Conscientious users show a positive correlation with networksize (0.14) but a negative correlation with density (−0.14), as their friend network is sparse and large, and their friends are dispersed socially. Users high in agreeableness are often selected as friends, and they themselves tend to choose friends with similar agreeableness, extraversion, and openness scores [56] .
Brokerage and betweenness is the extent to which an individual is connected to people or clusters of people who are not connected to each other as a broker [37] , [38] . Our results revealed that among the Big 5 personality traits, the highest correlation results between brokerage and betweenness occurred for extraverted individuals (0.25). Conscientiousness users are considered as hard working and organized individuals. They might also be selected into brokerage (0.11) and betweenness roles (0.11), especially in instrumental networks and as work partners. They are chosen especially when colleagues from different organizational areas seek somebody out for resolving work-related problems. Positive results on brokerage and betweenness are also beneficial for users high in agreeableness (0.05). They usually show empathy, tend to be cooperative and motivated to develop positive relations with others. These characteristics make them attractive to friendship relationships as they are often chosen as friends VOLUME 6, 2018 over time and invited into the team friendship networks [56] . They are more likely to relate positively to a number of ties directed to the node and help integrate conflicting partners' views and needs. Users high in openness, as creative and open-minded people, are also positively correlated with brokerage (0.04) and betweenness (0.04), hence, they exhibit diverse interests. Due to their curiosity, they are interesting as conversational partners and are more likely to be chosen for friendships. In their pursuit of ties to contacts from different, unconnected social circles, they might serve as network brokers.
In contrast to other personality types, neurotics, as anxious, insecure and hostile individuals, correlate negatively with brokerage (−0.13) and betweenness (−0.03). In other words, they relate negatively to any team friendship and advice networks [57] . They often express negative emotions and may be viewed as high-cost interaction partners who are likely to be avoided. This finding might explain the reason why most neurotic users tend to update their statuses with anger words (0.20), use words indicating positive emotions (−0.14) and social interaction (−0.13) as shown in Table 4 and Table 5 .
VI. PREDICTION
After the analysis of the significant correlations determined in the previous section, we conducted an experimental evaluation based on three baseline methods and the XGBoost model as the primary classifier. The aim of the evaluation was to investigate the predictive ability of the models using the myPersonality dataset containing the entire 96-dimension feature space for both individual and combined features. First, we evaluated each method with single feature sets, that is SNA, LIWC and SPLICE features, before we tested the predictive power of the models based on the combined sets. Personality prediction results presented in the next section were obtained by using the XGboost algorithm as the primary classifier. We trained our data with an open project implemented in Python, a popular machine learning workbench, 10-fold cross-validation with 10 iterations. Each time, a single fold was used for testing, and the other 9 folds were used for training. For comparison, we chose three machine learners, specifically, Support Vector Machine (SVM), Logistic Regression and Gradient Boosting as a baseline for comparison with the primary classifier.
According to the experiment results presented in Table 7 , we can see that the XGBoost approach outperformed the average baseline for all the feature sets. It was significantly higher in accuracy for all the personality traits and confirmed the theory of XGBoost as an efficiently fast and scalable machine learning system [58] . In comparison to other gradient boosting machines, XGBoost uses a more regularizedmodel formalization to control over-fitting and provides a better performance [59] . With the combination of all the features we extracted, we can predict personality traits with an average accuracy of 74.2%.
Based on the previous study, features belonging to individual categories are often combined to maximize the model's performance [60] . The results of our study, however, show that the highest performance with the XGBoost algorithm was achieved for extraversion by using the individual SNA features sets rather than the combined sets. The prediction accuracy for extraversion reached 78.6% in comparison to the combined set with the accuracy of 74.2%. In addition, the performance accuracy for other traits such as openness, neuroticism and consciousness in individual feature sets was also higher than that for the combined features. Agreeableness, however, was the only trait with lower prediction accuracy scores for the individual features than for the combined sets, that is 65.3% for SNA, 61.3% for SPLICE and 61.3% for LIWC. The accuracy for the combined feature set was 62.4%.
The analysis of the performance accuracy for, individual SNA and linguistic features sets showed that using SNA features that infer the user's activity behavior for four personality traits showed overwhelming results. Contrary to linguistic features, our results reveal that even though SNA was trained with a small number of correlated features, it still achieved a higher performance accuracy. Specifically, the performance accuracy was 78.6% for extraversion, 73.3% for openness, 68% for neuroticism and 69.8% for the conscientiousness trait. Only agreeableness, however, with 65.3% for the SNA features, had a lower performance accuracy than that for the linguistic feature sets reaching 61.3%. Our results clearly illustrate a higher potential for individual SNA features for personality prediction accuracy based on user behavior on social networks.
The prediction accuracy findings of the linguistic feature sets indicate that using LIWC features in personality prediction can result in a higher performance than that with SPLICE. Our study shows that the highest prediction performance was reached for openness and neuroticism with 73.3% and 66.1% accuracy, respectively. The accuracy of these traits were followed by agreeableness and conscientiousness with 64.1% and 61.3%, respectively. Extraversion had a lower prediction performance with SPLICE reaching 59.7% and with LIWC features at 60.2%.
The results for prediction accuracy show that even if tested under the same dataset, the personality prediction system built on the XGBoost algorithm performed significantly better than those built on logistic regression, the gradient boosting classifier or the support vector machine. The future development of our study may utilize a larger training dataset which will allow the system to include a wider variety of features to increase the system's accuracy.
VII. CONCLUSION AND FUTURE WORK
In this paper, we provide an outline of insights for research on social networks and personality psychology. The study investigates the literature on the uses of social media framework as behavioral feature study by exploring the relationship between users' personalities and their behaviours in social networks. To predict a user's personality, we conducted a comparative study of best behavioral indicators for Facebook usage of the same set of features to capture the ways the users socialize, communicate and connect with each other. To perform our research, we used myPersonality dataset to design a large set of features that play an important role in determining different personality traits. Our results show that a great amount of insight can be gained from studying the social and linguistic indicators of personality. We found that using different linguistic dictionaries can be helpful in improving the correlation results. We realized that the linguistic features, due to their large numbers, rich different correlation varieties; in comparison to social network features, they make intuitive sense. Computing the Pearson correlation values between the dataset and each personality dimensionality showed that different personalities match different types of features. In the next section of our study, we used four machine learning algorithms to predict the personality scores from extracted features. Our results showed that using social network features for personality prediction can achieve a higher performance than using the linguistic features. The highest personality prediction was performed with the XGBoost machine learning approach by using individual SNA features sets. Specifically, the highest accuracy was achieved for extraversion as the trait that was most often expressed by Facebook features. The performance accuracy for openness, neuroticism and agreeableness in individual feature sets was also higher than in combined features. Overall, with the combination of all the features we extracted, we predicted the personality traits with an average accuracy of 74.2%. These results illustrate a higher potential of individual social network features for personality prediction. Inferring the personality traits of users in Facebook social media platform not only helped us understand the users' online behavior, but also offers us a guidance for personalized services improvements in the future. For future work, there are several important areas to improve our scope of research. Since our experiment was based on a small number of items from the myPersonality sample dataset (250 users, 9917 status updates), the accuracy of the results tended to be rather limited. We need to utilize a larger training dataset which will allow the system to include itself in a wider variety of feature sets to increase the systems accuracy. With this improvement we will be able to answer more practical questions, such as how to recommend socially relevant and well-presented information to users based on the mutuality between the nodes in their social network groups. Examining personalities from Facebook profile statuses may allow recommender systems to improve their prediction accuracy by recommending items, such as TV shows, music or sports events designed in accordance to the user's personality. The items could be recommended to an individual user based on the ratings of mutual connections. Moreover, by using a collaborative filtering technique, we could select users with similar tastes and recommend the items to them. This could be applied to the individuals who share similar personality traits. Developing and evaluating these approaches is a new space open for future work. 
