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Massive multi-user (MU) multiple-input multiple-output (MIMO) will be a core
technology in next-generation wireless systems. By equipping the infrastructure
base-stations (BSs) with hundreds of antenna elements and serving tens of user
equipments (UEs) in the same time-frequency resource, massive MU-MIMO
enables orders-of-magnitude higher spectral efficiency than existing wireless
systems. The presence of large number of antenna elements at the BS, how-
ever, causes significant implementation challenges. In particular, optimal data
detection at the BS that maximizes the spectral efficiency (i.e., the number of
bits that can be transmitted reliably over a given bandwidth) entails prohibitive
complexity. As a result, the majority of existing data detection algorithms for mas-
sive MU-MIMO and corresponding hardware designs are sub-optimal, thereby
sacrificing spectral efficiency.
In this thesis, we will provide a positive answer to the question “Is optimal
data detection in massive MU-MIMO systems feasible?” by considering a multi-
disciplinary research approach that spans theory, algorithm development, and
application-specific integrated circuit (ASIC) design. Concretely, we will propose
a range of solutions on theory, algorithm, and hardware level that enable optimal
data detection in practice. In addition, we will present new methods that reduce
the complexity of channel-matrix preprocessing, as well as novel architectures
and algorithms that enable parallel processing of the most critical tasks in mas-
sive MU-MIMO BSs. In order to demonstrate the effectiveness of all our solutions
in practically-relevant communication scenarios, we will support our findings
via theoretical results, numerical simulations, and ASIC implementations.
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CHAPTER 1
INTRODUCTION
1.1 Abstract
Wireless technology has transformed the way people connect, work, and play.
For example, high-definition video calls can be done over a smartphone nearly
anytime and anywhere—gamers can enjoy real-time high-fidelity worldwide
gaming in a portable setup, whether it is on a smartphone or a laptop. The
transformative impact of wireless technology on society is expected to continue
with the introduction of novel applications, including virtual and augmented
reality, autonomous driving, industry 4.0, and the Internet of things (IoT).
In order to enable these applications while supporting the exponential growth
in the number of connected devices, without sacrificing data rates, energy effi-
ciency, and quality-of-service, novel wireless technologies are necessary. Massive
multi-user (MU) multiple-input multiple-output (MIMO) is a promising tech-
nology as it enables the communication between an infrastructure base-station
(BS) and tens to hundreds of user equipments (UEs) in the same time-frequency
resource. The idea of this technology is to equip the BS with an antenna array
consisting of hundreds to thousands of antenna elements, which enables fine-
grained beam-forming (i.e., focusing the transmitted energy towards the UEs),
mitigates MU interference, and improves energy efficiency. Although massive
MU-MIMO is a candidate technology for fifth-generation (5G) wireless systems,
the presence of a large number of antenna elements and the need to sustain
high data rates results in significant implementation challenges. One critical
challenge is the computational complexity of optimal data detection, which in-
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creases exponentially in the number of transmitting UEs. As a result, the majority
data detection algorithms proposed for massive MU-MIMO and corresponding
hardware design are sub-optimal in terms of the spectral efficiency.
Sub-optimal linear data detection algorithms are known to achieve optimal
performance in massive MU-MIMO limit, i.e., where one fixes the number of
UEs and increases the number of BS antennas to infinity. However, in realistic,
finite-dimensional systems where the number of UEs is comparable to the num-
ber of BS antennas, linear methods perform only poorly. In fact, only optimal
data detection maximizes the spectral efficiency and is able to fully exploit the
capabilities of the large antenna array at the BS. This maximization in spectral
efficiency is crucial for BS operators as more UEs can be served simultaneously
by the same equipment, which leads to reduced operating cost per UE and an
increase in revenue. In addition, optimal data detection enables one to operate
at lower signal-to-noise-ratio (SNR) levels while maintaining highest spectral
efficiency, which improves throughput, coverage, range, and quality-of-service.
Moreover, UEs can communicate at lower transmit power, which has the poten-
tial to increase battery life—a critical aspect of devices for the IoT. Despite all
these advantages, the design of optimal data detectors for massive MU-MIMO
was, until now, an elusive goal.
This thesis boldly addresses the question: “Is optimal data detection in mas-
sive MU-MIMO systems feasible?” This thesis provides a positive answer to
this question by considering a multidisciplinary research approach that spans
theory, algorithm development, and hardware design. Such a holistic approach
is necessary as the problem of optimal data detection is multifaceted: (i) optimal
data detection entails prohibitive complexity, (ii) robust yet scalable algorithms
2
that perform well in a range of application scenarios are required, and (iii) corre-
sponding algorithm solutions must be hardware friendly in order to enable an
efficient integration in digital integrated circuits. Unfortunately, simply optimiz-
ing and tuning existing algorithm solutions and their corresponding hardware
implementations is not a viable solution. As a result, this thesis approaches this
problem by proposing a completely novel solution via the joint consideration of
theory, algorithms, and hardware design.
This thesis develops optimal data detection algorithms for massive MU-
MIMO and provides corresponding theoretical performance guarantees. In order
to assess the real-world benefits of the proposed solutions (in terms of silicon
area, throughput, and power consumption), prototype hardware designs in
application-specific integrated circuits (ASICs) will be presented. In addition,
the trade-offs between optimality and complexity are investigated by system-
atically analyzing suboptimal data detection methods that are able to achieve
near-optimal performance while reducing hardware complexity. We also present
new methods that reduce the preprocessing complexity of data detection and
novel architectures and algorithms that enable parallel processing on multiple
computing fabrics, which facilitates practical BS designs. For all of the pro-
posed methods, a thorough theoretical analysis in combination with extensive
numerical simulations and comparisons with existing algorithms for a range of
practically-relevant communication scenarios are provided.
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Figure 1.1: This thesis takes a holistic approach spanning theory, algorithm
development, system design, and digital VLSI design to propose a solution for
optimal data detection in practical massive MU-MIMO systems.
1.2 Contributions in Massive MU-MIMO
This thesis jointly investigates theory, algorithm development, system design,
and application-specific integrated circuit (ASIC) design to enable optimal data
detection in practical massive MU-MIMO systems. Fig. 1.1 illustrates the re-
search approach pursued throughout this work: we develop novel algorithms
and analyze their theoretical performance, present algorithm-level solutions
to address implementation challenges, and design very-large scale integration
(VLSI) architectures, and demonstrate the efficacy of the developed algorithms
via real-world ASIC prototypes. Each of the following sections will detail the
key contributions this thesis and list the associated publications.
1.2.1 Individually-Optimal Data Detection
Data detection in the massive MU-MIMO uplink (UEs transmit data to the
BS) is among the most critical tasks from a spectral efficiency, hardware com-
4
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Figure 1.2: Contributions of Chapter 3: We develop a computationally efficient al-
gorithm, referred to as LAMA which is able to achieve the error-rate performance
of the so-called individually-optimal data-detector under certain assumptions
on the MIMO channel matrix and the constellation alphabet.
plexity, and energy-efficiency perspective. However, solving the optimal data
detection problem in MU-MIMO wireless systems with a large number of UEs
entails prohibitive computational complexity. Although computationally effi-
cient optimal data detection methods exist for small-scale MIMO systems, such
as sphere-decoding (SD) based methods [2–4], their average complexity stills
scales exponentially in the number of UEs. Consequently, such methods cannot
be used. In order to reduce complexity of optimal data detection, a variety of
sub-optimal detection algorithms have been proposed in the literature [5–8].
In this chapter of the thesis, we develop a novel, computationally efficient
algorithm, referred to as LAMA, which is short for large MIMO approximate
message passing). LAMA is able to achieve the error-rate performance of the
individually-optimal (IO) data-detector under certain assumptions on the MIMO
channel matrix and the constellation alphabet. The proposed method builds
upon complex-valued AMP [9] and (real-valued) Bayesian AMP [1], initially
proposed for sparse signal recovery. This thesis first develops the complex
5
Bayesian AMP (cB-AMP) framework along with its complex state evolution
(cSE) framework. Then, cB-AMP is specialized to data detection in massive MU-
MIMO systems, resulting in the LAMA algorithm. Fig. 1.2 shows that LAMA
approaches the IO symbol error-rate (SER) performance by less than 0.2 dB SNR,
whereas the reference linear minimum-mean squared error (MMSE) detector
suffers a substantial SNR performance loss for a 128 BS antenna, 128 UE massive
MU-MIMO system. The key contributions are summarized as follows:
• We propose the LAMA algorithm for data detection in massive MU-MIMO
systems.
• We study the theoretical properties of LAMA in the massive MU-MIMO
limit, i.e., when β → 0 and the channel matrix is distributed i.i.d. Gaus-
sian, and show that for such a scenario, simple low-complexity algorithms
achieve IO performance.
• We demonstrate that the SE recursions of LAMA are identical to the fixed-
point equations that predict the optimal multiuser efficiency developed
in [10–12].
• We develop conditions for which LAMA achieves the same error-rate
performance as the IO data detector.
• We derive exact recovery thresholds (ERTs), for which LAMA perfectly
recovers signals from PAM, PSK, and QAM alphabets in noiseless scenarios.
• We investigate the achievable rates and error-rate performance of LAMA
for PAM, PSK, and QAM constellations, and analyze the impact of the
UE-to-BS ratio β = U/B.
• We characterize the performance/complexity trade-off of LAMA and show
6
that only a few algorithm iterations are sufficient to achieve near-IO perfor-
mance.
• We discuss the efficacy and limits of the proposed LAMA algorithms in
practical (finite-dimensional) large-MIMO systems and provide correspond-
ing numerical results.
The publications describing parts of the results in this chapter:
1. C. Jeon, R. Ghods, A. Maleki, and C. Studer, “Optimal data detection in
large MIMO,” submitted to IEEE Transactions on Information Theory, 2018
2. C. Jeon, R. Ghods, A. Maleki, and C. Studer, “Optimality of large MIMO
detection via approximate message passing,” Proc. IEEE International Sym-
posium on Information Theory (ISIT), Jun. 2015, pp. 1227-1231
3. R. Ghods, C. Jeon, A. Maleki, and C. Studer, “Optimal large-MIMO data
detection with transmit impairments,” Proc. Allerton Conference on Commu-
nication, Control, and Computing, Sept. 2015, pp. 1211-1218
1.2.2 Mismatched Data Detection
For practical, finite-dimensional massive MU-MIMO systems, LAMA enables
near-IO performance at low computational complexity. Despite these advan-
tages, LAMA requires repeated computations of transcendental functions that
exhibit a high numerical precision. These computations render the design of
corresponding high-throughput hardware designs that deploy finite precision
(fixed-point) arithmetic a challenging task. Therefore, one often resorts to nu-
7
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Figure 1.3: Contributions of Chapter 4: We show that by carefully selecting a
mismatched signal prior, we can not only prevent the need for transcendental
functions and reduce the dynamic range, but also reduce the computational
complexity.
merical approximations, which reduce the precision requirements and improve
hardware efficiency.
In this chapter of the thesis, we present a theoretical framework to analyze
and benchmark such approximate solutions that yield hardware friendly algo-
rithms. To do so, we use the framework of mismatched data detection, when the
prior used for detection differs from the true prior distribution. We show that by
carefully selecting a mismatched signal prior, one can not only prevent the need
for transcendental functions and reduce the dynamic range, but also reduce the
computational complexity of data detection. We develop a mismatched version
of the complex Bayesian approximate message passing (cB-AMP) presented in
the thesis that includes a tuning stage to minimize the performance loss caused
by a mismatch in the signal prior. To enable a precise performance analysis in
the large-system limit, we propose the associated mismatched state-evolution
(SE) framework. We then propose a mismatched version of the LAMA algorithm
(short M-LAMA) and apply our framework to mismatched data detection in
8
large MIMO systems for two cases: (i) general case and (ii) PAM/QAM constella-
tions. Fig. 1.3 shows that suboptimal mismatched LAMA (SM-LAMA) achieves
identical SER performance as LAMA for a 128 BS antenna, 64 UE massive MU-
MIMO system for 16-QAM constellation in a hardware-friendly way. The key
contributions are summarized as follows:
• We present mismatched LAMA (M-LAMA) with a Gaussian prior for the
general case in massive MU-MIMO. We present the corresponding SE
analysis for M-LAMA which coincides exactly to the classical results from
linear data detectors [13].
• We present M-LAMA with a uniform prior for PAM/QAM constellation.
We show that the asymptotic performance of M-LAMA coincides exactly
to that given by convex methods in [14, 15]. In addition, our analysis is
constructive in a sense that M-LAMA achieves identical performance to
that given by convex-based methods in a computationally efficient manner.
• We also present M-LAMA with a Gray-coding based approximation for
PAM/QAM constellation. We show that M-LAMA achieves minimal loss in
performance compared to the optimal LAMA algorithm, but in a hardware-
friendly and low-complexity way.
• We present optimal and suboptimal tuning strategies and the associated
computational complexity trade-offs for all the proposed mismatched prior
distributions.
• We analyze the performance of the resulting algorithms in the large-
system limit and support our findings via numerical simulations in finite-
dimensional systems. These results demonstrate that carefully-selected
9
mismatched priors enable near-IO performance in finite-dimensional sys-
tems and in a hardware-friendly way.
The publications describing parts of the results in this chapter:
1. C. Jeon, A. Maleki, and C. Studer, “Mismatched data detection in large
MIMO systems,” in preparation for IEEE Transactions on Signal Processing,
2018
2. C. Jeon, A. Maleki, and C. Studer, “On the performance of mismatched
data detection in large MIMO systems,” Proc. IEEE International Symposium
on Information Theory (ISIT), Jul. 2016, pp. 180-184
1.2.3 Decentralized Data Detection
Although massive MU-MIMO promises orders-of-magnitude improvements in
terms of spectral and energy efficiency, the large number of antennas at the BS
causes significant challenges when implementing this technology. One of the
most prominent challenges is the excessively high amount of fronthaul data
that must be transferred from the radio-frequency (RF) antenna units at the BS
antenna array to the baseband processing unit (BBU) [16–19]. Such high data rates
not only exceed the bandwidth of existing high-speed interconnect standards,
such as the common public radio interface (CPRI) [20], but also approach the
limits of existing chip input/output (I/O) interfaces in terms of bandwidth
and power dissipation [21]. Furthermore, traditional data-detection algorithms
that achieve near-optimal spectral efficiency in the MU-MIMO uplink [6], such
as zero-forcing (ZF) and linear minimum mean-square error (L-MMSE)-based
10
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Figure 1.4: Contributions of Chapter 5: We propose two distinct feedforward ar-
chitectures for partially decentralized (PD) and fully decentralized (FD) equaliza-
tion, which mitigate the interconnect, I/O, latency, and computation bottlenecks
in massive MU-MIMO.
equalization, rely on centralized processing in a single computing fabric, which
results in excessively high complexity for large antenna arrays [17, 22].
In this chapter of the thesis, we propose two distinct feedforward architec-
tures for partially decentralized (PD) and fully decentralized (FD) equalization,
which mitigate the interconnect, I/O, latency, and computation bottlenecks,
shown in Fig. 1.4. For both of these architectures, we investigate the efficacy of
matched filter (MF), ZF, L-MMSE, and LAMA for equalization for the massive
MU-MIMO uplink. We present asymptotic analysis that discuss the performance
and interconnect trade-offs between the proposed two architectures. Our re-
sults demonstrate that feedforward equalization enables scalable decentralized
solutions for massive MU-MIMO systems with hundreds of antenna elements,
11
and incurs no or only a small loss in post-equalization SINR and error-rate per-
formance compared to that of centralized solutions. The key contributions are
summarized as follows:
• We develop a framework that enables a precise analysis of the post-
equalization signal-to-noise-and-interference-ratio (SINR) of decentralized
equalization with feedforward architectures in the large-system limit.
• We show that the partially-decentralized feedforward architecture achieves
the same SINR performance as centralized solutions for equalization with
MF, ZF, L-MMSE, and LAMA-PD.
• We show that the FD feedforward architecture is able to provide near-
optimal SINR performance, but further reduces the interconnect and I/O
bandwidths.
• We analyze optimal antenna partitioning strategies that maximize the SINR
for the FD architecture.
• We conduct error-rate simulations for a realistic 3GPP long-term evolution
(LTE)-like massive MU-MIMO system that support our theoretical findings.
The publications describing parts of the results in this chapter:
1. C. Jeon, K. Li, J. R. Cavallaro, and C. Studer, “Decentralized equalization
with feedforward architectures for massive MU-MIMO,” submitted to IEEE
Transactions on Signal Processing, 2018
2. C. Jeon, K. Li, J. R. Cavallaro, and C. Studer, “On the achievable rates of
decentralized equalization in massive MU-MIMO systems,” Proc. IEEE
International Symposium on Information Theory (ISIT), Jun. 2017, pp. 1102-
1106
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3. K. Li, C. Jeon, J. R. Cavallaro, and C. Studer, “Decentralized equalization
for massive MU-MIMO on FPGA,” Proc. Asilomar Conference on Signals,
Systems, and Computers, Oct. 2017, pp. 1532-1536
4. K. Li, C. Jeon, J. R. Cavallaro, and C. Studer, “Feedforward architectures for
decentralized precoding in massive MU-MIMO systems,” Proc. Asilomar
Conference on Signals, Systems, and Computers, 2018 (2nd Place at the Student
Paper Contest)
1.2.4 Efficient Preprocessing
The computational complexity of most existing linear and non-linear data-
detection algorithms in massive MU-MIMO systems is often dominated by the
computation of the Gram matrix [22,23]. The complexity of Gram matrix compu-
tation is orders-of-magnitude higher in wideband systems that use orthogonal
frequency-division multiplexing (OFDM) or single-carrier frequency-division
multiple access (SC-FDMA), in which this matrix must be computed for each
active subcarrier (i.e., subcarriers used for pilots and data transmission) [22].
In this chapter of the thesis, inspired by exact, interpolation-based matrix
computation algorithms in [24–27] for small-scale wideband MIMO systems, we
propose novel algorithms for approximate Gram matrix computation in massive
MU-MIMO systems. Instead of performing a brute-force (BF) computation of the
Gram matrix for all subcarriers or using exact interpolation schemes, we propose
two simple, yet efficient approximate interpolation methods that perform close to
that of an exact BF computation at only a fraction of the computational complexity.
In addition, the proposed approximate interpolation methods are more robust
13
to channel-estimation errors and receive-side antenna correlation than exact
interpolation methods. Fig. 1.5 shows the trade-off between minimum SNR
required to achieve 10−3 bit-error rate (BER) in a 128× 8 i.i.d. Rayleigh massive
MU-MIMO system and 16-QAM constellation with channel estimation errors.
We see that the 1st order interpolation method approaches the SNR performance
of the brute-force method by 1dB with only 45% of the complexity. The key
contributions are summarized as follows:
• We study exact methods and establish the minimum number of Gram
matrix base-points that are required for exact interpolation.
• We show that channel-hardening in massive MU-MIMO enables approxi-
mate interpolation schemes that achieve near-exact error-rate performance,
even with strong undersampling in the frequency domain.
• We provide analytical results that characterize the approximation errors
of the proposed interpolation methods depending on the channel’s delay
spread and the antenna configuration.
• We also derive exact mean-squared error (MSE) expressions of our approxi-
mate interpolation algorithms for imperfect channel-state information (CSI)
and BS-antenna correlation.
• We characterize the trade-offs between computational complexity and error-
rate performance in realistic massive MU-MIMO-OFDM systems, and we
demonstrate the robustness of our approximate interpolation methods for
realistic scenarios with imperfect CSI and BS-antenna correlation.
The publication describing parts of the results in this chapter:
14
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Figure 1.5: Contributions of Chapter 6: We propose two simple, yet efficient
approximate interpolation methods for computing the Gram matrix that perform
close to that of an exact computation at only a fraction of the computational
complexity.
1. C. Jeon, Z. Li, and C. Studer, “Approximate Gram-matrix interpolation for
wideband massive MU-MIMO systems,” submitted to IEEE Transactions on
Wireless Communications, 2018
1.2.5 ASIC Design of Optimal Data Detection
To enable high-throughput data detection performance for massive MU-MIMO
systems, a variety of low-complexity algorithms (see [7, 28–30] and references
therein) as well as the corresponding hardware designs in field-programmable
gate array (FPGA) [8, 22, 31–34] and application-specific integrated circuit (ASIC)
[35–37] designs have been proposed in the existing literature. Majority of these
algorithms, and their hardware designs rely on (approximate) linear data detec-
tion, which are known to scale poorly in massive MU-MIMO uplink when the
number of transmit antennas is similar to that of receive antennas at the BS [22].
Moreover, these algorithms are designed to operate on channels that have i.i.d.
15
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Figure 1.6: Contributions of Chapter 7: We provide the first, to the best of our
knowledge, 32-user soft-input and soft-output near-optimal data detector for
massive MU-MIMO. We prototype the LAMA algorithm and show that near-
optimal data detection is possible in practical massive MU-MIMO systems by a
joint optimization of theory, algorithm, system, and ASIC design.
Rayleigh fading, which in general, does not hold in practical massive MU-MIMO
systems.
In this chapter of the thesis, we propose an ASIC implementation of a massive
MU-MIMO data detector that is capable of soft-input soft-output (SISO) capa-
bilities for iterative MIMO data detection and decoding. Our implementation
is based on the LAMA (short for large MIMO approximate message passing
(AMP)) algorithm [38, 39] that was shown achieve optimal error-rate perfor-
mance in the asymptotic regime, and under i.i.d. Rayleigh fading. Since these
two assumptions are not satisfied in general, we extend the LAMA algorithm,
and present numerous algorithmic- and hardware-level optimizations to arrive
at a high-throughput and low-area ASIC design, while maintaining a robust
near-optimal error-rate performance in practical massive MU-MIMO systems.
Our key contribution is as follows:
• We provide an ASIC implementation of the LAMA algorithm [38, 39] that
16
can provably achieve optimal error-rate performance in the asymptotic
regime.
• We present algorithmic-, architecture-level, and hardware-level optimiza-
tions that leads to an efficient ASIC implementation.
• We compare our LAMA results to existing data-detection algorithms and
showcase the significant gains in spectral efficiency under realistic channel
models.
The publication describing parts of the results in this chapter:
1. C. Jeon, O. Castan˜eda, and C. Studer, “ASIC implementation of a 32-user
soft-input soft-output massive MU-MIMO detector,” in preparation for sub-
mission, 2018
1.2.6 ASIC Design of a Nonparametric Equalizer
Low-complexity, but near-optimal data detection algorithms are a key to achieve
high spectral efficiency in the fifth-generation wireless systems. However, practi-
cal massive MU-MIMO systems suffer—as do traditional MIMO systems—from
real-world hardware impairments and model mismatches, e.g., amplifier nonlin-
earities, phase noise, quantization artifacts, and channel-estimation errors. Such
system nonidealities are known to substantially reduce the performance of opti-
mal data-detection algorithms unless one explicitly models these impairments
and estimates the associated parameters [40].
In this chapter of the thesis, we develop a hardware architecture of the NOPE
(short for nonparametric equalizer) algorithm proposed in [41] that requires low
17
theory
algorithm 
development
ASIC 
design
system design
(a) Contributions of Chapter 8
unrelated
designs
matrix-vector
multiplier
64x16 complex
R-norm
Z-norm
PM
(b) ASIC Design of a NOPE
Figure 1.7: Contributions of Chapter 8: We provide the first VLSI design of NOPE
algorithm [41]. Our results demonstrate that massive MU-MIMO has the unique
potential to design parameter-free algorithms, such as NOPE, that perform on
par with solutions that require accurate knowledge of critical system and model
parameters.
complexity and is robust to system impairments and model mismatches. We
generalize NOPE to practical channels and provide, to the best of our knowledge,
its first VLSI design. Our results demonstrate that massive MU-MIMO has
the unique potential to design parameter-free algorithms, such as NOPE, that
perform on par with solutions that require accurate knowledge of critical system
and model parameters. The key contributions of this chapter are summarized as
follows:
• We propose a set of algorithm-level modifications that enable NOPE to
operate on more realistic MU channels.
• We develop a VLSI architecture that relies on Cannon’s algorithm [42] to
achieve high throughput at low area.
• We show reference VLSI synthesis results in 28 nm CMOS for a 64 BS
antenna, 16 UE massive MU-MIMO system.
• We compare NOPE to existing massive MU-MIMO equalizers requiring
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knowledge of the signal and noise powers.
The publication describing parts of the results in this chapter:
1. C. Jeon, G. Mirza, R. Ghods, A. Maleki, and C. Studer, “VLSI design of a
nonparametric equalizer for massive MU-MIMO,” Proc. Asilomar Conference
on Signals, Systems, and Computers, Oct. 2017, pp. 1504-1508
2. R. Ghods, C. Jeon, G. Mirza, A. Maleki, and C. Studer, “Optimally-tuned
nonparametric linear equalization for massive MU-MIMO systems,” Proc.
IEEE International Symposium on Information Theory (ISIT), Jun. 2017, pp.
2118-2122
1.3 Notation
Lowercase and uppercase boldface letters represent column vectors and matrices,
respectively. For a matrix H, we define its transpose and Hermitian to be HT
and HH, respectively. The bth row vector and uth column of the matrix H are
denoted by hrowb and h
col
u respectively, the entry on the bth row and uth column
is Hb,u, and the uth entry of a vector x is xu. For a N-dimensional vector x, we
define its complex conjugate by x∗ and its uth entry by xu. The U ×U identity
matrix is denoted by IU and the B×U all-zeros matrix by 0B×U. The real and
imaginary parts of scalars, vectors, and matrices are denoted by Re(·) and Im(·),
respectively. We use 〈 · 〉 to represent the averaging operator 〈x〉 = 1N ∑Nk=1 xk.
Multivariate real-valued and complex-valued Gaussian probability density (pdf)
functions are denoted by N (m, K) and CN (m, K), respectively, where m is
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the mean vector and K the covariance matrix; EX[ · ] denotes expectation and
VarX[ · ] denotes variance with respect to the pdf of the random variable X.
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CHAPTER 2
MASSIVE MU-MIMO: BASICS AND STATE-OF-THE-ART
We will first motivate the need for massive MU-MIMO by discussing the
exponential growth of data consumption in mobile traffic. We will then discuss
the existing state-of-the-art MIMO, as well as massive MU-MIMO technology.
In addition, we detail the system model and the wireless system that we will
assume throughout this thesis.
2.1 Motivation for Massive MU-MIMO: Explosive Growth of
Data Consumption
Fig. 2.1 shows the global monthly cellular traffic trend, which shows the ex-
ponential growth of data which dwarfs traffic incurred by voice, which stays
constant [43]. This paradigm shift of voice-based mobile communication to data-
based mobile communication is also fueled by an exponential increase number of
wireless-capable devices, ranging from portable computers to Internet-of-Things
(IoT) [44]. The driving force behind data consumption is more users streaming
high-resolution video content in their mobile platform, and the trend of moving
to 720p or 1080p resolution from standard video resolution of 480p [43]. The
exponential growth of cellular data from video traffic is forecasted to continue
to grow at 45 percent annually through 2023 [43] to account for 73 percent of all
mobile data traffic. Moreover, new trends of new video technology is expected
to significantly impact data traffic consumption. One example is YouTube 360-
degree video, which consumes more than 4× bandwidth compared to standard
video at the same resolution [43].
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Figure 2.1: Measured global monthly cellular traffic data/voice [43]: Data growth
is increasing exponentially whereas voice stays relatively constant.
Unfortunately, however, state-of-the-art systems are already at its limits in
terms of throughput and therefore, unable to cope with the increase in data
consumption [43]. As a result, to provide a good quality-of-service for all UE
while simultaneously connecting all devices, new wireless communication stan-
dards are required to provide higher spectral efficiency. One viable solution to
improve spectral efficiency for multiple UEs is massive MU-MIMO, which we
will describe next.
2.2 MIMO and Massive MU-MIMO Wireless Technology
Multiple-input multiple-output (MIMO) is a physical layer technique that pro-
vides an increase in spectral efficiency without additional increase in transmit
power and/or bandwidth. First proposed for consumer technology in IEEE
802.11n-2009 [47], MIMO technology has been incorporated to virtually all cur-
rently utilized wireless systems, which include LTE and LTE advanced [48–50],
WiMAX, and IEEE 802.11ac and 802.11ax [51]. The key idea is to utilize multiple
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Figure 2.2: Samsung Galaxy S8 utilizes multiple antennas to achieve downlink
speeds of 1 Gigabit per second [45, 46].
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Figure 2.3: Trends and data rates of modern wired and wireless technology:
Slope of the date rate of wireless is higher than that given by wired technology.
antennas at the transmitter and/or receiver simultaneously to achieve higher
throughput and/or improving reliability. Since these additional antennas allow
multiple data streams to be utilized independently, in general, MIMO offers sig-
nificantly increased throughput compared to single-input single-output system.
Fig. 2.2 shows an example of a Samsung Galaxy S8 smartphone, which utilizes
multiple antenna simultaneously to achieve maximum speed of 1 Gigabit per
second. In addition, the smartphone has two diversity antennas which help to
improve reliability.
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Fig. 2.3 shows data rates for commonly used wired and wireless systems
for consumer technology. We observe that the gap between wired and wireless
communications is diminishing, and it is predicted that wireless will eventu-
ally provide higher throughput than wired technology [52]. The trend is also
reflected in Edholm’s law [52], which states that telecommunications data rates
are doubling every 18 months, which is exactly identical to the transistor scaling
in Moore’s law.
2.2.1 Massive MU-MIMO
To address the exponential increase in data without simply increasing the power
nor allocating more bandwidth, Marzetta proposed a “massive” or large-scale
MIMO system where the number of antennas are scaled up even at a greater
magnitude [53]. An analysis of scaling the BS antennas to infinity, while keeping
the number of user antennas constant, showed that the effect of fading disappears
completely. This effect was also known as “wires-in-the-air” [54]. Moreover,
in the asymptotic regime simple matched-filter equalization was proved to be
optimal (see Section 3.3.4 for a detailed discussion).
The largest difference between massive MIMO and current MIMO is the
number of antennas at the BS. Current state-of-the art MIMO standards such as
LTE-Advanced [48] and/or IEEE 802.11ax [51] supports up to 8 BS and 8 user
equipment (UE), whereas massive MIMO envisions the usage of hundreds or
even thousands of antennas while only increasing the UE to the order of tens.
Due to the order-of-magnitude increase in the antennas at the BS, massive MIMO
is also commonly referred as large-scale MIMO or very-large MIMO [5]. We
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Figure 2.4: Illustration of conventional MIMO and massive MIMO: Unlike con-
ventional MIMO, massive MIMO allows fine-grained beamforming that simpli-
fies the UE equalization and data detection procedure.
highlight some of the advantages of massive MIMO:
1. Uplink–Fading is significantly reduced in Massive MIMO: In the uplink
(UL), where UE is communicating to the BS, the BS performs equalization
and detection on the signals sent by the UE. Although the wireless fading
is random due to the propagation environment, combining the received
signals coherently significantly reduce fading, and virtually eliminate fad-
ing in the asymptotic limit [6]. This phenomena is also known as “channel
hardening” [5, 55, 56]. Since fading is reduced significantly, equalization
processing can be made simpler at the BS.
2. Downlink–Fine-grained beamforming: In the downlink (DL), where BS
is communicating to the UEs, the BS can utilize the additional antennas to
perform preprocessing the UE’s data signal. The additional antennas can
be used to constructively add the signal directed to each UE increasing the
received signal strength, while destructively removing the inter-UE inter-
ference. This procedure, known as precoding, can be done in the digital
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domain without additional analog circuitry. Precoding couples well with
massive MIMO as larger number of antennas provide a greater spatial reso-
lution. As a result, precoding provides the UE with its corresponding data
at a significantly lower interference compared to existing MIMO systems.
Fig. 2.4 shows a the prime difference between conventional MIMO and
massive MIMO. The BS can utilize the wireless channel knowledge to per-
form much finer beamforming Fig. 2.4(b) compared to that of conventional
MIMO Fig. 2.4(a).
3. Reduced power consumption at UE: In the uplink, fading is reduced by
fine-grained beamforming at the BS, utilizing the large number of arrays
to perform coherent combining. Therefore, the UE can operate at a lower
signal-to-noise ratio and hence, reducing transmit signal power. In the
downlink, precoding pushes the computational complexity to the BS so
that UE only has to perform simple equalization and data detection. This
shift of computational burden decreases the hardware cost at the UE due
to simpler communication hardware and reduced power consumption.
On top of providing higher link reliability and reduced power consumption
at the UE, massive MIMO can provide significantly higher spectral efficiency
compared to existing MIMO systems by serving multiple users simultaneously
at the same time-frequency resource.
Fig. 2.5 shows how multi-user MIMO can bring significantly improved spec-
tral efficiency. In single-user MIMO shown in Fig. 2.5(a), a total of three users
are communicating from the BS over three time slots, where we show only for
time slot 1. While each UE can have multiple antennas, each UE occupies the
whole time slot (blue, green, red) for communication. However, in MU-MIMO
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Figure 2.5: Illustration of single-user and multi-user massive MIMO: Multi-
user massive MIMO can bring significantly increased spectral efficiency over
conventional state-of-the-art MIMO technology by serving multiple UEs in the
same time-frequency resource.
shown in Fig. 2.5(b), multiple UEs (each with possibly multiple antennas) can
be served simultaneously in a same time slot. In the uplink, the BS performs
coherent equalization for the UE’s transmit signals; in the downlink, the BS
performs precoding for beamforming to remove inter-user interference. Since
this procedure can be done on a per-time-slot basis, the MU-MIMO can serve
multiple users over multiple time-slots. As shown in Fig. 2.5(b), the three UEs
are served in a single time slot, which provides much greater spectral efficiency
compared to one UE served for a single-user MIMO.
2.3 Introduction to Wireless Systems
In this section, we provide a brief overview of a wireless system and the associ-
ated challenges compared to wired communications. Unlike in wired communi-
cations, in which the medium of communication is done by a physical cable such
as Ethernet or HDMI, the medium of communications in wireless is carried out
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Figure 2.6: Illustration of fading in a wireless system: Wireless system may have
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Figure 2.7: LoS and NLoS propagation effects and its impact on frequency-
selective fading.
through electromagnetic waves generated by the radio-frequency (RF) chain. The
transmitter generates the electromagnetic waves and propagates it through the
air from its transmit antenna. The transmitted wave experiences different scatter-
ing and diffraction in paths between the transmitter and receiver, which results
in a superposition of delayed and attenuated versions of the original waveform
with different magnitude scaling arriving at the receiver antenna. Such effects
are referred to as multi-path fading [57]. In general, we refer Line-of-Sight (LoS)
path as the direct path, and Non-Line-of-Sight (NLoS) as all the diffracted paths
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from the transmitter to receiver; we refer to all these multi-path effects as the
channel between the transmitter and the receiver. An illustration of a wireless
system is shown in Fig. 2.6. The transmitter (Tx) sends a wave to the receiver
(Rx). The wave experiences three different paths comprising one LoS path and
two NLoS paths.
The multi-path fading in the wireless channel in time domain brings effects
in the frequency domain for both LoS and NLoS. Fig. 2.7(a) shows the impulse
response for both LoS and NLoS scenario in a typical urban environment for
Long-Term Evolution (LTE). We can observe that the LoS scenario has most of the
energy concentrated in the first time step, whereas for NLoS scenario has energy
scattered around multiple time steps. The differences in the delays for these two
scenarios bring forth effects in the frequency domain, shown in Fig. 2.7(b). We
observe that LoS has a slower varying magnitude compared to that given by
NLoS. In addition of these fading scenarios, there are additional effects that affect
the wireless channel, which include mobility of both transmitter and receiver.
All of the aforementioned fading effects make wireless communications very
challenging, and thus makes equalization and data detection an essential task to
ensure reliable and robust communication.
2.4 System Model
We now describe the system model that we will use throughout the thesis. We
consider an uplink MU-MIMO system where we have U users each with a single
antenna, and B receive antennas at the base-station. A visual representation of
the system is shown in Fig. 2.8. Contrary to the existing literature on classic
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Figure 2.8: Input-output system model for the MU-MIMO uplink
MIMO, we do not place any restrictions on the relationship between the number
of user and BS antennas; we will discuss regimes when we have more users than
BS antennas, i.e., overloaded systems.
The input-output relation of the MIMO channel is modeled as:
y = Hs0 + n, (2.1)
where s0 is the U-dimensional symbol sent from the transmitter, y is the B-
dimensional vector received at the BS, and H is the complex-valued B× B channel
matrix that represents the wireless fading characteristics, which includes the
different transmit powers for each individual UE. We model the B-dimensional
thermal noise n at the receiver i.i.d. zero mean circularly symmetric complex
Gaussian distribution with variance N0, i.e., n ∼ CN (0×1, N0IB). Throughout
the thesis, we assume the BS has perfect knowledge of the channel1 where as the
UE does not have any knowledge of the channel. Since the transmitted symbol
s0 comes from a discrete constellation set OU, e.g., phase shift keying (PSK) or
pulse amplitude modulation (PAM), we model the prior distribution for each
1in practice, channel is obtained through pilot symbols
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uth UE as
p(su) = ∑
au∈O
pauδ(su − au), ∑
au∈O
pau = 1,
where δ( ·, ) is the Dirac delta function. For the case of uniform priors, we
have p(su) = 1|O| ∑a∈O δ(su − a). The signal-to-noise ratio (SNR) that we use
throughout the thesis is the average SNR per receive antenna defined by
SNR =
EH,s
[‖Hs‖2 ]
En
[‖n‖2 ] .
2.5 The Basics of MIMO Data Detection
We will start by reviewing data detection methods in MIMO. We will first formu-
late the optimal data detection problem and discuss why it becomes intractable
in large or massive MIMO systems. We will then present heuristic linear data
detection algorithms that are commonly used in MIMO, as well as massive
MIMO.
2.5.1 Optimal Data Detection
For the system model presented in Fig. 2.8, we will first define two data-detection
problems, which are jointly optimal (JO) and individually optimal (IO). We will
formulate the optimization problem and discuss why solving them are a non-
trivial task.
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Jointly Optimal Data Detection
The JO problem, more commonly known as the maximum a-priori (MAP) prob-
lem [57, 58], seeks to minimize the error-rate pertaining to the symbol of all users.
Mathematically, the estimate sˆJO is obtained by solving the problem:
sˆJO = arg max
s˜∈CU
p(s˜|y), (2.2)
where p(s˜|y) is the posterior probability distribution for the system model in
Fig. 2.8. By using Bayes rule, the problem in (2.2) can be factored into a MAP data
detection problem, in which we will refer to as jointly optimal (JO) problem [58]:
sˆJO = arg max
s˜∈CU
p(s˜|y)
= arg max
s˜∈CU
p(y|s˜)p(s˜)
(a)
= arg max
s˜∈CU
(
−‖y−Hs˜‖
2
2
N0
+ log p(s˜)
)
,
where in (a) we used the fact that p(y|s˜) follows complex Gaussian distribution
with mean Hs˜ and variance N0 from Fig. 2.8, and that log( · ) is monotonically
increasing. For the case of uniform likely transmit symbols, the (2.2) reduces to
that given by maximum-likelihood problem [57, 58], which is given as:
sˆJO = arg min
s˜∈OU
‖y−Hs˜‖22.
By construction of the JO problem (2.2), sˆJO minimizes the vector error-rate,
which is the probability that the symbol vector is different from the original
transmitted symbol vector, i.e., Pr(sˆJO 6= s0).
The main difficulty of solving JO is currently no polynomial time algorithm
is known; an exhaustive search over all the possible transmit symbol vectors
entails exponential complexity. For a MIMO system with U UEs, the complexity
34
of search operation is given by |O|U, which amounts to more than 16 million
possible transmit symbol vectors for a system with 4 UEs and 64-QAM constel-
lation. For a massive MU-MIMO system with tens of users, the computational
complexity of solving the JO problem quickly becomes intractable.
Individually Optimal Data Detection
In practical multi-user wireless systems, it is important to maximize the perfor-
mance of each UE individually. Thus, solving the JO problem may not be the
optimal criterion for maximizing spectral efficiency in practical wireless systems.
Therefore, the individually-optimal (IO) data detection problem estimates the
most likely symbol for each individual UE separately, unlike the jointly-optimal
problem, where we estimate the symbol most likely for all the users in a joint
fashion. The IO problem is also commonly known as the element-wise MAP
problem [58, 59], which is solved for each UE independently by solving the
following optimization problem:
sˆIOu = arg max
s˜u∈C
p(s˜u|y), u = 1, . . . , U. (2.3)
Similar to the simplification for the JO problem, we use Bayes rule to factor (2.3)
into
sˆIOu = arg max
s˜u∈C
p(s˜u|y)
= arg max
s˜u∈C
∫
CU−1
p(y|s˜)p(s˜)ds˜u
= arg max
s˜u∈C
∫
CU−1
exp
(
−‖y−Hs˜‖
2
N0
+ log p(s˜)
)
ds˜u, (2.4)
where we introduced a shorthand notation ds˜u that so that the integral is com-
puted over CU−1, leaving only the probability distribution of uth UE. In short,
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solving the IO problem for the uth UE amounts to first marginalizing the joint
probability distributions p(y|s˜) without the u UE, and then picking the closest
symbol au ∈ O that maximize this marginalized a-posteriori distribution. By
construction of the IO problem, sˆIO minimizes the per-user symbol error-rate [58],
which is the probability that each symbol is different than each UE’s transmitted
symbol, i.e., Pr(sˆIOu 6= s0,u) for all u = 1 . . . , U.
Similar to the JO problem, solving IO problem, requires high computational
complexity that scales exponentially in the number of UEs [11, 58]. Unlike the
JO problem, however, where the computational complexity was due to the
searching operation over all possible transmit symbol vectors, the computational
complexity for IO problem results in the marginalization in (2.4) [1]. In particular,
the summation in (2.4) for the marginalization requiresOU−1 operations for each
uth UE, which scales exponentially in the number of UEs. Thus, solving the IO
problem also becomes quickly intractable for a massive MU-MIMO system. In
this thesis, we will discuss when our proposed algorithm can achieve the same
performance as IO in the asymptotic regime, as well as additional assumptions
that we make.
2.5.2 Linear Data Detection
As described in Section 2.5.1, solving the IO and JO problem is difficult, especially
in massive MU-MIMO systems. Thus, in this section, we discuss linear data
detection methods for data detection in MIMO systems. Linear data detection
methods are widely used in data detection in massive MU-MIMO because they
have, in general, low complexity and can be efficiently mapped into hardware, as
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it comprises of additions and multiplications. For the model proposed in Fig. 2.8,
we present three different linear data detection methods that provide tradeoffs
between complexity and performance.
Matched Filtering (MF) Data Detection
Matched filtering, or also known as maximal ratio combining (MRC), is one of
the lowest complexity data detection methods, where the estimate is given by:
zˆMF = diag(HHH)−1HHy.
MF is shown to be optimal for a fixed number of UEs and infinitely many BS
antennas [53], or the low SNR regime [57]. In realistic practical systems, however,
MF results in poor spectral efficiency compared to other linear and non-linear
data detectors.
Zero-forcing (ZF) Data Detection
In a nutshell, ZF data detection “undoes” the effect of the wireless channel by
performing a pseudo-inverse of the channel matrix H. The term “zero-forcing”
comes from removing the intersymbol interference from other symbols in the
noise-free case. ZF problem also amounts to solving for the symbol vector s˜ that
is the closest to the observed output y. The ZF problem can be also obtained from
the JO problem in (2.2), where we ignore the prior distribution. Mathematically,
ZF problem amounts to solving the following optimization problem. We start
with the maximum-likelihood (ML) problem and relax the discrete OU set to the
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continous complex plane CU.
zˆZF = min
s˜∈CU
‖y−Hs˜‖22
= min
s˜∈CU
−2Re
(
yHHs˜
)
+ ‖Hs˜‖22
= min
s˜∈CU
−yHHs˜− s˜HHHy+ s˜HHHHs˜.
Differentiating the above by s˜ using Wirtinger calculus [60, 61] and equating to
zero gives zˆZF = (HHH)−1HHy.
Although ZF data detection provides good error-rate performance in the high
SNR regime, it performs worse than MF in low SNR regime. In addition, for
ill-conditioned channels, ZF can lead to noise enhancement, which also reduces
spectral efficiency performance. [57].
Minimal Mean-Squared Error (MMSE) Data Detection
The minimum mean-squared error (MMSE) data detector is given as a compro-
mise between MF and ZF data detector. In low and high SNR regime, MMSE
achieves the same performance as MF and ZF detector, respectively. We will
first derive the MMSE detector for complex-valued transmit signal; we will then
derive the MMSE detector for a real-valued transmit signal, e.g., BPSK for a
complex-valued system. We note that the majority of the literature do not con-
sider deriving the optimal MMSE estimator for real-valued transmit signals in
complex-valued systems [57, 62], when such scenarios can be quite common, i.e.,
when BPSK or PAM constellation are used.
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MMSE for complex-valued system with complex-valued constellation
The MMSE detector for a complex-valued transmit signal is obtained by picking
the matrix W that minimizes the mean-squared error (MSE):
MSE = min
W
Es,n
[‖s−Wy‖22 ] = minW tr [Es,n [(s−Wy)(sH − yHWH)]]
= min
W
tr
[
EsIU − EsWH− EsHHWH +W(EsHHH + N0IB)WH
]
Therefore, taking the Wirtinger derivative [60,61] with respective to W by treating
W and WH as separate variables we have that:
dMSE
dWH
= −EsHH +W(EsHHH + N0IB),
so that the optimal W? for α = N0/Es corresponds to
W? = HH
(
HHH + αIB
)−1 (a)
= HH
(
α−1IB − α−1H(HHH+ αIU)−1HH
)
= α−1
(
IU −HHH(HHH+ αIU)−1
)
HH
(b)
= (HHH+ αIU)−1HH,
where (a) follows from Woodbury matrix identity, and (b) follows from noting
that IU = (HHH + αIU)(HHH + αIU)−1. This transformation is useful when
U ≤ B as it reduces the B × B matrix inversion to U × U matrix inversion.
Therefore, the linear MMSE estimate for complex-valued transmit signal for
MMSE data detector is given by zˆLMMSE = (HHH+ N0/EsIU)−1HHy.
Note that the linear MMSE detector is obtained from the JO problem in (2.2)
if we assume a Gaussian distribution for the prior p(s). To see this, if we let
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p(s) = (piEs)−U/2 exp(− 1Es ‖s‖
2
2), we have
sˆJO = arg max
s˜∈CU
(
−‖y−Hs˜‖
2
2
N0
+ log p(s˜)
)
= arg min
s˜∈CU
(
‖y−Hs˜‖22 +
N0
Es
‖s˜‖22
)
= arg min
s˜∈CU
∥∥y′ −H′s˜∥∥22 ,
where we defined y′ = [y; 0U×1] and H′ = [H;
√
N0/EsIU] The solution is given
by sˆJO = (HHH+ N0/EsIU)−1HHy, which coincides exactly to the linear MMSE
estimate.
MMSE for complex-valued system with real-valued constellation
The MMSE detector for a real-valued transmit signal for a complex-valued system
is different than complex-transmit signal MMSE derived above. The MMSE
detector for a real-valued signal can be derived by first decomposing the complex-
valued received vector y ∈ CB, channel matrix H ∈ CB×U, and noise vector
n ∈ CB as y = [Re(y)T Im(y)T ]T ∈ R2B, H = [Re(H)T Im(H)T ]T ∈ R2B×U, and
n =
[
Re(n)T Im(n)T
]T ∈ R2B. With these new quantities, the MMSE detector for
real-valued transmit signal is obtained by picking the matrix W ∈ RU×2B that
minimizes the MSE:
MSE = min
W
Es,n
[∥∥s−Wy∥∥22 ] = minW tr
[
Es,n
[
(s−Wy)(sT − yTWT)
]]
= min
W
tr
[
EsIU − EsWH− EsHTWT +W
(
EsHH
T
+
N0
2
IB
)
WT
]
Differentiating MSE by W, we have:
dMSE
dWT
= −2EsHT + 2W
(
EsHH
T
+
N0
2
IB
)
.
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Therefore, setting this to zero, we have the optimal linear matrix W? for α =
N0/(2Es) as
W? = HT
(
HHT + αIB
)−1
= (HTH+ αIU)−1H
T,
where we utilized Woodbury matrix identity as done in our derivations for
complex-valued MMSE transmit signals. Therefore, the linear MMSE data detec-
tor for real-valued transmit signal is given by:
zˆLMMSE = W?y =
(
Re(H)T Re(H) + Im(H)T Im(H) +
N0
2Es
IU
)−1
×
(
Re(H)T Re(y) + Im(H)T Im(y)
)
.
Similar to the previous derivation for MMSE in complex-valued transmit
signals, we obtain the same expression if we solve the JO problem when we
assume the prior distribution is a real-valued Gaussian with variance Es, i.e.,
s ∼ N (0U×1, EsIU).
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CHAPTER 3
INDIVIDUALLY-OPTIMAL DATA DETECTION IN MASSIVE MU-MIMO
3.1 Introduction
We consider the problem of recovering the U-dimensional data vector s0 ∈ OU
from the noisy input-output relation y = Hs0 + n, by solving the individually-
optimal (IO) data detection problem [11, 63]
(IO) sIOu = arg max
s˜u∈O
p(s˜u|y), u = 1, 2, . . . , U,
where p(s˜u|y) is the probability density function conditioned on observing the
receive vector y ∈ CB and assuming Gaussian noise for the noise vector n ∈ CB.
The scalar sIOu corresponds to the uth IO estimate, O is a finite constellation
set (e.g., PAM, PSK, or QAM), U and B denote the number of transmitters and
receivers, respectively, and H ∈ CB×U represents the (known) multiple-input
multiple-output (MIMO) channel matrix.
We develop a computationally efficient algorithm, referred to as LAMA (short
for large MIMO approximate message passing), which is able to achieve the
error-rate performance of the IO data-detector under certain assumptions on the
MIMO channel matrix and the constellation alphabet. We show that in the large
system limit, i.e., for β = U/B and U → ∞, and for i.i.d. Rayleigh fading MIMO
channels, LAMA decouples the noisy MIMO system into a set of independent
additive white Gaussian noise (AWGN) channels with equal signal-to-noise ratio
(SNR). LAMA is iterative in nature and enables one to compute the noise variance
σ2t of each decoupled AWGN channel in each iteration t. This property allows for
a precise analysis of the algorithm’s performance (in terms of achievable rates
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and error rate) and complexity (in terms of the number of LAMA iterations).
Furthermore, we can accurately characterize the performance/complexity trade-
offs without the need for expensive system simulations.
3.1.1 Application Examples
The considered MIMO system model covers a variety of applications, including
the following examples.
Massive Multi-User (MU) MIMO
Massive MU-MIMO (also known as large-scale or full-dimensional MIMO) will
be a key technology to meet the demands for higher spectral efficiency and
quality-of-service-in fifth-generation (5G) wireless systems [5, 30, 64]. Massive
MU-MIMO relies on hundreds of antennas at the base-station (BS) that serve
tens of users simultaneously and in the same frequency band. This technology
promises significant gains in terms of spectral efficiency as well as lower op-
erational power consumption compared to that of existing, small-scale MIMO
systems [5]. In addition, in the large BS-antenna limit, i.e., where B → ∞ and
the total number U of user antennas remains constant, low-complexity data
detection and precoding methods (such as the matched filter) turn out to be opti-
mal [53]. However, as demonstrated in [6, 22, 65], practical (finite-dimensional)
antenna configurations require more sophisticated data detection algorithms,
which entail high computational complexity. The proposed LAMA algorithm en-
ables high-performance and low-complexity data detection in practical massive
MU-MIMO systems with higher-order modulation schemes, and allows for an
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accurate prediction of the fundamental performance/complexity trade-offs.
Code-Division Multiple Access (CDMA)
CDMA is a classical transmission technology, in which multiple users simultane-
ously access a common resource (such as time or frequency) by modulating their
individual information signals using spreading sequences [66–70]. A significant
portion of the CDMA literature studied the limits (such as the achievable rates
for a given modulation scheme) of randomly spread CDMA. In the considered
system model, the spreading matrix corresponds to H with i.i.d. zero-mean Gaus-
sian entries, U denotes the number of users, and the spreading sequences are of
length B. For common constellations (such as PAM, PSK, or QAM), we provide
conditions that depend on the system ratio β = U/B (also known as the loading
factor) in the large-system limit for which LAMA achieves the same error-rate
performance of the IO data detector [11]. Our analysis recovers classical results
from the CDMA literature [10, 11, 71] while providing practical means for closely
approaching these limits in finite-dimensional systems at low computational
complexity.
Finding Discrete Solutions to Systems of Linear Equations
The considered system model also enables one to study the recovery of integer
solutions to the (noisy) system of linear equations y = Hs0 + n. For noiseless
observations, i.e., y = Hs, and for the case of O being (a subset of) the integers,
LAMA is able to perfectly recover s0 ∈ OU provided that the entries of the
system matrix H are i.i.d. zero-mean Gaussian distributed and the system ratio
44
β = U/B does not exceed a certain exact recovery threshold (ERT). This result
is relevant for solving systems of linear Diophantine equations, which finds,
for example, use in number theory, cryptography, or closest vector problems in
lattices; see [72–75] and the references therein.
3.1.2 Relevant Prior Art
Early results on optimal data detection in large MIMO systems reach back to [76]
where Verdú and Shamai analyzed the spectral efficiency of multi-user detectors
in randomly-spread CDMA systems. The authors provided a precise characteri-
zation of the achievable rates with optimal data detection and demonstrated that
the system’s randomness (due to the random spreading sequences) disappears
in the large-system limit. Tanaka [10] derived analytical expressions for the error-
rate performance and the multi-user efficiency (equivalent to the noise variance
in a single AWGN channel) for the IO data detector using the replica method [77];
Tanaka’s results were obtained for BPSK constellations using the replica method
in [10] and later proven rigorously in [78]. Guo and Verdú provided an extension
of these results to arbitrary discrete inputs [11]. Moreover, it was shown that for
a certain family of multi-user detectors, referred as posterior mean estimators
(PMEs), the communication system decouples into a set of parallel and inde-
pendent AWGN channels with equal SNR [10–12, 79]. All of these results study
the fundamental performance of IO detection in the large-system limit, i.e., for
β = U/B with U → ∞. Corresponding practical algorithms have been proposed
for BPSK in real-valued systems [71], [80]—in contrast, LAMA is a practical
algorithm for general constellations and complex-valued systems, and enables a
corresponding theoretical performance analysis.
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LAMA builds upon approximate message passing (AMP) [1,81, 82], which
was initially proposed for sparse signal recovery and compressive sensing [83–85].
In the large-system limit, the estimates obtained by AMP correspond to the
true signal perturbed by i.i.d. Gaussian noise [86]. In addition, the variance of
the Gaussian random variables in each AMP iteration can be tracked exactly
via the state evolution (SE) framework [81, 82]; this feature enables an exact
performance analaysis. AMP has been generalized to i.i.d. signal priors using
the Bayesian AMP framework [1, 87, 88] and to sparse recovery in complex-
valued systems [9]. More recently, AMP and the SE framework have been
extended to more general observation models in [59, 89, 90]. Within the last few
years, AMP has been successfully deployed in a variety of applications [91–94],
including signal restoration [95, 96], imaging [97], phase retrieval [98], and de-
noising [85, 99]. AMP-related algorithms have also been used for data detection
in many different communication systems [95, 100–103]. While these results
showcase the potential of AMP for data detection in wireless systems, they
lack of a rigorous performance analysis. In this chapter of the thesis, we focus
on a theoretical performance analysis of AMP for data detection and provide
conditions for which it achieves IO performance.
3.2 Complex Bayesian Approximate Message Passing (cB-
AMP)
Before we delve into the LAMA algorithm and discuss its performance, we first
present the complex Bayesian Approximate Message Passing algorithm.
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3.2.1 System Model and Assumptions
We start by developing the complex Bayesian AMP (cB-AMP) framework, which
builds the foundation of the LAMA algorithm, which we will discuss in Sec-
tion 3.3.2. We specify our model assumptions, derive cB-AMP, and detail the
complex-valued state-evolution (cSE) framework.
Before we present the complex Bayesian Approximate Message Passing (cB-
AMP) algorithm, we will present additional definitions and assumptions that
we will use throughout this section. Unlike classical wireless literature where
U ≤ B is commonly assumed, we do not impose any restrictions on the so-called
system ratio (also known as the loading factor in CDMA literature [104]), which
we define as β = U/B. We will often use the following definition:
Definition 1. For a MIMO system with U and B transmitters and receivers respectively,
we define the large-system limit by fixing the system ratio β = U/B and letting
U → ∞.
In what follows, we will consider underdetermined (β ≤ 1) as well as overde-
termined (β > 1) systems. We will frequently use of the following assumptions
on the MIMO system matrix H [86]:
(A1) The entries of H are normalized so that the columns have zero mean and
unit u2-norm. In addition, the real and imaginary parts are independent
with identical variance. Furthermore, all entries have similar magnitude
O(1/
√
B), and all entries of H are pairwise independent.
(A2) The entries of H are i.i.d. circularly-symmetric complex Gaussian, i.e.,
Hk,u ∼ CN (0, 1/B), ∀k, u.
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We note that (A2) implies (A1) in the large-system limit; see [86] for the details.
Based on the assumption (A1) and (A2), the average received SNRis given by:
SNR =
EH,s0 [‖Hs0‖22]
En[‖n‖22]
=
U
B
· Es
N0
= β
Es
N0
, (3.1)
where the signal power is given by Es = E[|s0,u|2] for all u = 1, . . . , U.
We will also consider the case in which the receiver assumes the following
(possibly) mismatched input-output relation:
y = Hs0 + npost. (3.2)
Here, npost ∼ CN (0B×1, Npost0 IB)models noise with postulated noise variance
Npost0 (not necessarily equal to N0) and the rest is identical to the assumptions
of (2.1). Model (3.2) allows us to analyze a mismatch between the true noise
variance N0 and the postulated noise variance N
post
0 assumed by the detector.
The case N0 = N
post
0 corresponds to an ideal system with perfect knowledge of
the noise variance.
To arrive at an efficient algorithm that achieves the same error-rate perfor-
mance as the IO data detector, we start with the Bayesian AMP (B-AMP) algo-
rithm proposed in [1, 87, 88] to obtain a marginalized distribution p(s˜u|y) for
each stream u. With the marginalized distribution, B-AMP enables the estima-
tion of a vector s0 from a real-valued version of the system model (2.1). While
B-AMP can—in certain cases—be applied to complex-valued systems using the
well-known real-valued decomposition,1 the effective, real-valued system matrix
1The complex-valued model (2.1) can be rewritten as the following real-valued model:[
Re(y)
Im(y)
]
=
[
Re(H) −Im(H)
Im(H) Re(H)
] [
Re(s)
Im(s)
]
+
[
Re(n)
Im(n)
]
.
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H ∈ R2B×2U (i) violates the independence assumptions on the entires of H of
(A1), and (ii) inhibits the use of non-separable symbol alphabets, such as phase-
shift keying (PSK) constellations. To overcome both of these drawbacks, we next
develop a complex-valued version of B-AMP, which we refer to as cB-AMP. We
start with Bayes’ rule and factorize
p(y|s)p(s) =
B
∏
b=1
p(yb|s)
U
∏
u=1
p(su), (3.3)
where we assume (i) complex Gaussian noise with postulated noise variance
Npost0 given by
p(yb|s) = 1Z exp
(
− 1
Npost0
|yb − hrowb s|2
)
,
with the constant Z so that
∫
C
p(yb|s)dyb = 1, and (ii) that the transmitted
symbols are i.i.d.
To arrive at an efficient inference method, we deploy the sum-product
message-passing algorithm [105]. However, as noted in [81], a correspond-
ing full-fledged message passing scheme is impractical. Hence, as in [1, 86], we
simplify the algorithm by assuming a Gaussian distribution for the marginal
densities of the messages p(sˆu|su) ∼ CN (su, τ2), i.e., sˆu = su + τNC, where
NC ∼ CN (0, 1), so that [86] the posterior distribution f (su|sˆu) is given by
f (su|sˆu) = p(sˆu|su)p(su)p(sˆu)
=
1
Z′
exp
(
− 1
τ2
|su − sˆu|2
)
p(su), (3.4)
with the normalization constant Z′. We denote the conditional mean F
(
sˆu, τ2
)
and variance G
(
sˆu, τ2
)
of a random variable Su distributed according to (3.4) as
the message mean and message variance for the relation sˆu = Su + τNC; both
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quantities are defined as follows:
F(sˆu, τ2) = ESu [Su|sˆu = Su + τNC], (3.5)
G(sˆu, τ2) = VarSu [Su|sˆu = Su + τNC]. (3.6)
By using the methods developed in [1, 9], we can simplify the sum-product
message-passing computations for (3.3) which stems from the Gaussian assump-
tion for the marginal densities of the messages. We refer to the resulting algorithm
as complex Bayesian AMP (cB-AMP), which is summarized below (and derived
in detail in Appendix A.1.2):
Algorithm 1. Suppose that H satisfies (A1) and [1, Lem. 5.56] holds. Then, the
complex Bayesian AMP (cB-AMP) algorithm performs the following steps for each
iteration t = 1, 2, . . . ,:
zˆt = sˆt +HHrt
γˆ2t = N
post
0 + τˆ
2
t
sˆt+1 = F(zˆt, γˆ2t )
τˆ2t+1 = β
〈
G(zˆt, γˆ2t )
〉
rt+1 = y−Hsˆt+1 + βr
t
2
〈(
∂1F
R + ∂2F
I
)
(zˆt, γˆ2t )
〉
− iβr
t
2
〈(
∂2F
R − ∂1FI
)
(zˆt, γˆ2t )
〉
(3.7)
where the algorithm is initialized sˆ1u = ESu [Su] for all u = 1, . . . , U, τˆ
2
1 = βEs and
r1 = y−Hs1. The functions ∂{1,2}F{R,I}(x + iy, τ2) are defined as
∂1F
R , ∂Re
(
F(x + iy, τ2)
)
∂x
, ∂2FR ,
∂Re
(
F(x + iy, τ2)
)
∂y
,
∂1F
I , ∂Im
(
F(x + iy, τ2)
)
∂x
, ∂2FI ,
∂Im
(
F(x + iy, τ2)
)
∂y
,
and ∂{1,2}F{R,I}, F, as well as G operate element-wise on vectors.
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We note that sˆt+1 in Algorithm 1 corresponds to the (nonlinear) minimum
mean-squared error (MMSE) estimate defined in (3.5). For a real-valued system
with N0 = N
post
0 , cB-AMP reduces to the real-valued Bayesian AMP (B-AMP)
proposed in [1]; a short proof is given in Appendix A.1.3.
Lemma 1. Let Npost0 = N0 and assume H satisfies (A1). If H, s, and n are real-valued,
then cB-AMP reduces to B-AMP in [1].
3.2.2 cSE: Complex State Evolution (with Mismatch)
Two unique features of AMP-based algorithms are (i) the output decouples
the system into parallel independent channels with additive Gaussian noise
(see Fig. 3.1 for an illustration), and (ii) the noise variance of the decoupled
AWGN channel can be predicted analytically via fixed-point equations in the
large-system limit, which is known as state evolution (SE) [86]. The SE framework
has been investigated in detail in [1] for B-AMP and in [9] for CAMP, which is a
special case of cB-AMP proposed here.2
Before we delve into the complex SE (cSE) framework for analysis on the noise
variance of the decoupled AWGN channels, we first define the mean-squared
error (MSE) of the MMSE output of the cB-AMP algorithm.
Definition 2. Suppose that y = Hs0 + n, where the signal s0 is distributed according
to s0 ∼ p(s0), n ∼ CN (0B×1, N0IB), and the postulated noise variance is Npost0 . Let
sˆt+1 be the MMSE output of cB-AMP after t iterations. We define the MSE of the
2The SE framework presented [9] focused on sparse signal recovery; we present SE framework
for general prior distributions.
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MMSE output of cB-AMP after t iterations as follows:
MSEt = lim
U→∞
1
U
‖sˆt+1 − s0‖22 = limU→∞
1
U
U
∑
u=1
∣∣∣F(zˆtu, γˆ2t )− s0,u∣∣∣2. (3.8)
Definition 3. The effective noise variance for the MMSE estimate of cB-AMP after t
iterations is given by
σ2t+1 = limB→∞
1
B
‖rt+1‖22 = N0 + βMSEt. (3.9)
We note that a proof of (3.9) was given in [106, Lem. 4.1]. While σ2t+1 corre-
sponds to the effective noise variance (illustrated in Fig. 3.1(b)), the postulated
output variance γ2t+1 defined below corresponds to the predicted value of σ
2
t+1 at
iteration t of cB-AMP. If there is a mismatch in the noise variance Npost0 6= N0,
then the postulated output variance γ2t differs from the actual noise variance σ
2
t ,
i.e., γ2t 6= σ2t .
Definition 4. The postulated output variance of cB-AMP after t iterations is given
by
γ2t+1 = limU→∞
γˆ2t+1 = N
post
0 + β limU→∞
1
U
U
∑
u=1
G(zˆtu, γˆ
2
t ). (3.10)
Using the definitions of the effective noise variance and postulated output
variance, we can formulate the complex SE (cSE) framework with noise variance
mismatch for cB-AMP. The complex SE framework was proven rigorously in [82].
Theorem 2. Suppose the entries of s0 are i.i.d. p(s0) ∼ ∏Uu=1 p(s0,u) and the entries of
the MIMO system matrix H satisfy (A2). Let n ∼ CN (0B×1, N0IB) and F : C→ C be
a pseudo-Lipschitz function as defined in [82, Sec. 1.1, Eq. 1.5]. Assume the large-system
limit and that the postulated noise variance is Npost0 . Then, the effective noise variance
σ2t+1 in (3.9) and postulated output variance γ
2
t+1 in (3.10) of cB-AMP in iteration t are
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given by the following coupled recursion:
σ2t+1 = N0 + βΨ(σ
2
t ,γ
2
t ), (3.11)
γ2t+1 = N
post
0 + βΦ(σ
2
t ,γ
2
t ). (3.12)
The MSE function Ψ and variance function Φ are defined by
Ψ(σ2t ,γ
2
t ) = ES,NC
[
|F(S + σtNC,γ2t )− S|2
]
, (3.13)
Φ(σ2t ,γ
2
t ) = ES,NC
[
G(S + σtNC,γ2t )
]
, (3.14)
respectively, with S ∼ p(S). The recursion is initialized at t = 1 with
σ21 = N0 + βVarS[S] and γ
2
1 = N
post
0 + βVarS[S].
We note that the MSE function Ψ(σ2, σ2) is identical to the “mmse(snr)” func-
tion in [11, 104, 107, 108] with the relation snr = 1/σ2, used to derive the relation-
ship between the mutual information and the MSE function. We also note that
the MSE of cB-AMP at iteration t as defined in (3.8) is equivalent to Ψ(σ2t ,γ
2
t )
in the large-system limit. Theorem 2 implies that the effective noise variance of
cB-AMP σ2 can, in the large-system limit, be predicted exactly by the variance
of a single random variable mixed with additive Gaussian noise. If N0 = N
post
0 ,
then we arrive at the following result.
Corollary 3. Let Npost0 = N0 in Theorem 2. Then (3.11) is identical to (3.12), and the
cSE reduces to the following recursion:
σ2t+1 = N0 + βΨ(σ
2
t , σ
2
t ). (3.15)
The proof of Corollary 3 follows from the fact that the MSE equals to the
conditional variance, i.e., Φ(σ2t , σ
2
t ) = Ψ(σ
2
t , σ
2
t ). We note that Corollary 3 corre-
sponds to the cSE derived originally in [9] in absence of noise-variance mismatch.
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Furthermore, for real-valued systems, Corollary 3 coincides with the original SE
framework in [1, 81].
3.3 LAMA: Large MIMO Approximate Message Passing
Now we have derived the complex Bayesian AMP algorithm, we now derive
the LAMA algorithm. We specify the missing aspects of the large-MIMO sys-
tem model and detail the LAMA algorithm along with the corresponding cSE
framework.
3.3.1 Large MIMO and Optimal Data Detection
We consider a communication system in which the entries su, u = 1, . . . , U, of
the transmit data vector s are taken from a finite constellation set O = {ao : o =
1, . . . , |O|}with points ao chosen, from e.g., a pulse amplitude modulation (PAM),
phase-shift keying (PSK), or quadrature amplitude modulation (QAM) alphabet.
We assume i.i.d. priors p(s) = ∏Uu=1 p(su), with the following distribution for
each transmit symbol su:
p(su) = ∑
a∈O
paδ(su − a). (3.16)
Here, pa is the (known) prior probability of each constellation point a ∈ O with
∑a∈O pa = 1 and δ(·) is the Dirac delta distribution; for uniform priors we have
pa = 1/|O|.
The vector s0 is transmitted through a MIMO channel as in (2.1). We assume
perfect knowledge of the MIMO system matrix H at the receiver and the noise
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vector n to be i.i.d. circularly complex Gaussian with variance N0 per complex
entry. As discussed in Section 2.5.1, the individually optimal (IO) data-detection
problem in [11, 63] is given by (2.3)
sˆIOu = arg max
s˜u∈O
∑
s˜u∈O(U−1)u
exp
(
−‖y−Hs˜‖
2
N0
+ log p(s˜)
)
, (3.17)
where O(U−1)u stands for the subset of OU that excludes the uth entry and
s˜u ∈ O(U−1)u is a U − 1 dimensional vector from this subset. As mentioned
in Section 2.5.1, the IO problem in (3.17) is of combinatorial nature and requires
prohibitive complexity in systems with large U [58, 109, 110]. The main com-
plexity for the IO or element-wise MAP problem, in contrast to (2.2), is that the
complexity is due to the summation operator across |O|U−1 symbols. We note
that the IO data detection achieves the minimum probability of symbol errors
(see [58, Sec. 4.1] for a detailed discussion). While computationally efficient algo-
rithms exist for small-scale MIMO systems (up to about eight transmit streams),
such as sphere-decoding (SD) based methods [2–4], their average computational
complexity still scales exponentially in U [109, 110].3 Consequently, such meth-
ods are not suitable for large MIMO systems. In order to enable data detection
for such systems, a variety of sub-optimal algorithms have been proposed in the
past; see, e.g., [7, 22, 28, 29, 111, 112] and the references therein.
Instead of solving the IO problem in (3.17) directly, we first compute the
marginalized distribution p(su|y) using cB-AMP as in Algorithm 1. Once we
obtain the marginalized distribution p(su|y), u = 1, . . . , U, the IO data-detection
problem is transformed in an entry-wise data detection problem that can be
solved at low complexity.
3In the case of BPSK transmission, soft-input soft-output MAP detectors, such as the one in [4],
can exactly solve the IO problem at low average computational complexity for a small number
of transmit streams U. For higher-order modulation schemes, no known method exists to solve
(3.17) at low complexity.
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3.3.2 Derivation of the LAMA Algorithm
We now use cB-AMP together with the prior p(s) in (3.16) to develop LAMA
(short for large MIMO approximate message passing), which enables us to obtain
the same error-rate performance of IO data detection at low computational com-
plexity, given certain assumptions on the MIMO system hold (see Section 3.4.3
for precise optimality conditions).
With the prior distribution in (3.16), we can write the posterior distribution
(3.4) for the transmit symbol su as
f (su|sˆu) = 1Z exp
(
−|su − sˆu|
2
τ2
)
∑
a∈O
paδ(su − a), (3.18)
where we defined a normalization constant Z so that
∫
C
f (su|sˆu)dsu = 1, which
is given by:
Z = ∑
a∈O
pa exp
(
− 1
τ2
|sˆu − a|2
)
.
With the posterior distribution defined in (3.18), we proceed to computing
the message mean and variance. First, the message mean in (3.5) is computed
below in (3.19) as follows:
F(sˆu, τ2) =
∫
C
su f (su|sˆu, τ)dsu =
∑a∈O apa exp
(
− 1
τ2
|sˆu − a|2
)
∑a′∈O pa′ exp
(
− 1
τ2
|sˆu − a′|2
)
= ∑
a∈O
wa(sˆu, τ2)a, (3.19)
where we use the shorthand notation
wa(sˆu, τ2) =
pa exp
(
− 1
τ2
|sˆu − a|2
)
∑b∈O pb exp
(
− 1
τ2
|sˆu − b|2
) .
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Second, the message variance in (3.6) is computed below in (3.20) as follows:
G(sˆu, τ2) =
∫
C
|su|2 f (su|sˆu)dsu −
∣∣F(sˆu, τ2)∣∣2,
which can be simplified to
G(sˆu, τ2) = ∑
a∈O
wa(sˆu, τ2)
∣∣∣a− F(sˆu, τ2)∣∣∣2. (3.20)
The final step in the derivation of LAMA involves a simplification of the
partial derivatives of (3.7) in Algorithm 1. The result is summarized by Lemma 4
with proof given in Appendix A.1.5.
Lemma 4 (Message variance of the LAMA algorithm). Suppose that the assump-
tions of Algorithm 1 hold, and the mean F(sˆu, τ2) as well as the variance G(sˆu, τ2)
functions are given by (3.19) and (3.20), respectively. Then, the message variance is
given by:
G(sˆu, τ2) =
τ2
2
[
∂1F
R + ∂2F
I
](
sˆu, τ2
)
and cB-AMP leads to Algorithm 2.
With Lemma 4 and Algorithm 1, we arrive at the LAMA algorithm summa-
rized next.
Algorithm 2 (LAMA). Suppose that H satisfies (A1) and [1, Lem. 5.56] holds. Then,
the LAMA algorithm is given by following procedure
zˆt = sˆt +HHrt
γˆ2t = N
post
0 + τˆ
2
t
sˆt+1 = F(zˆt, γˆ2t ) (3.21)
τˆ2t+1 = β〈G(zˆt, γˆ2t )〉 (3.22)
rt+1 = y−Hsˆt+1 + τˆ
2
t+1
γˆ2t
rt (3.23)
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Figure 3.1: LAMA decouples an i.i.d. Rayleigh fading large MU-MIMO system
(a) into a set of parallel and independent AWGN channels with equal noise
variance (b) in the large-system limit.
for each iteration t = 1, 2, . . .. The LAMA algorithm is initialized at iteration t = 1
with sˆt = ES[S]1U×1, where S ∼ p(S), rt = y−Hsˆt, and τˆ2t = βVar[S].
The main difference between the cB-AMP in Algorithm 1 and LAMA in
Algorithm 2 is that the update in (3.7) for cB-AMP is simplified to (3.23) for
LAMA and we utilize the prior distribution p(S) to initialize the algorithm. We
note that LAMA as summarized in Algorithm 2 makes use of the postulated
noise variance Npost0 ; this allows us not only to model a mismatch in the noise
variance, but also enables us to perform IO detection and matched filter (MF)
data detection solely by selecting appropriate values for Npost0 ; see Section 3.3.4.
3.3.3 LAMA Decouples Large-MIMO Systems
We now show that LAMA decouples a MIMO system into a set of parallel and
independent AWGN channels with identical noise variance in the large system
limit (cf. Figs. 3.1(a) and 3.1(b)). First, we discuss the outputs of LAMA: (i) the
58
Gaussian output vector zt, (ii) the postulated variance γˆ2t , and (iii) the non-linear
MMSE output vector sˆt.
(i) Gaussian output vector zt
In each iteration t, cB-AMP computes the marginal distribution for su for
u = 1, . . . , U, which corresponds to a Gaussian distribution centered around the
original signal s0,u with variance σ2t+1. These properties on zˆ
t follow from Theo-
rem 2, which shows that zˆt = sˆt +HHrt is distributed according to CN (s0, σ2t IU)
in the large-system limit [82, 106]. Therefore, the input–output relation for each
transmit stream zˆtu = sˆtu + (hcolu )Hrt is equivalent to the following single-input
single-output AWGN channel:
zˆtu = s0,u + n
t
u. (3.24)
Here, s0,u is the transmitted signal for uth UE and ntu ∼ CN (0, σ2t ) is the
AWGN with effective noise variance σ2t per complex entry. Since p(zˆ
t
u|s0,u) ∼
CN (s0,u, σ2t ), the posterior distribution of (3.24) is given by f (s0,u|zˆtu) with noise
variance σ2t . An immediate consequence of these properties is the fact that LAMA
decouples the MIMO system (cf. Fig. 3.1(b)). We note that the decoupling behav-
ior of LAMA was observed for posterior mean estimators (PMEs) in randomly
spread CDMA systems [11, 58] for which no practical data detection algorithm
was given.
(ii) Postulated output variance γˆ2t
In the large-system limit, there exist two noise variances: effective noise variance
σ2t from Definition 3 and the postulated output variance γ
2
t from Definition 4.
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We note that Npost0 + τˆ
2
t = γˆ
2
t → γ2t in the large-system limit. We clarify the
difference between the two quantities below.
The effective noise variance σ2t is the true noise variance in (3.24), whereas
the postulated output variance γ2t is the estimate for σ
2
t each iteration t. The
postulated output variance γ2t is used as an input to the posterior mean function
F (see (3.21) and Figs. 3.2(a) and 3.2(b)) to the Gaussian vector zˆt to obtain
the non-linear MMSE estimate sˆt+1. Therefore, when the exact value of σ2t is
unknown at the receiver, a possible performance mismatch can result in using an
incorrect value γ2t for obtaining the MMSE estimate. The cSE framework shown
in Theorem 2 enables us to analyze the performance loss due to such a (possible)
mismatch in the noise variance Npost0 exactly.
If there is no mismatch in the postulated noise variance, we have σ2t = γ
2
t by
Corollary 3 and hence, the correct noise variance statistic is used for the MMSE
estimate in (3.21) every iteration. However, if Npost0 6= N0, then σ2t 6= γ2t , and
therefore, LAMA applies the MMSE estimate on the Gaussian vector zˆt according
to an incorrect statistic, which may cause LAMA to converge to an incorrect
solution. To illustrate how LAMA may converge to an incorrect solution, consider
the case where N0 = 0, and N
post
0 → ∞. In this case, zˆt corresponds to the MF
detector; see Section 3.3.4 for more details.
(iii) Non-linear MMSE output vector sˆt+1
The non-linear MMSE output vector sˆt+1 is given by sˆt+1 = F(zt, γˆ2t ) in (3.19),
which can be seen as a conditional mean of the Gaussian output vector sˆt for
the postulated output variance γˆ2t . The non-linear MMSE output vector sˆ
t+1
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Figure 3.2: The system with LAMA and its outputs (a) and the statistically-
equivalent decoupled AWGN system as seen at the output of LAMA (b). LAMA
generates a Gaussian output zˆt and a non-linear MMSE estimator output sˆt+1.
Hard-output estimates s˙t+1 are generated via (3.25). In the large system limit,
LAMA decouples the MIMO system into independent, parallel AWGN channels
with equivalent output noise variance σ2t .
is identical to the PME [11], where each uth output of PME is obtained by the
expectation with respect to the conditional distribution f (su|ztu) with variance
γˆ2t in (3.4).
4 The equivalence of LAMA and the equivalent AWGN relation for
the non-linear MMSE estimate is shown in Fig. 3.2. In Fig. 3.2(a), the quantity
sˆt+1 is the non-linear MMSE estimate with the postulated noise variance γˆ2t . In
the large system limit, the input-output relation for each stream u is an AWGN
channel in Fig. 3.2(b) with equivalent variance σ2t and the postulated variance γ
2
t .
4The conditional distribution f (su | ztu) is called “retro-channel” in [11].
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3.3.4 LAMA and MF Data Detection
Since LAMA decouples the MIMO system, data detection reduces to element-
wise hard decisions for each entry in zˆt subject to the postulated output variance
γˆ2t as:
s˙tu = arg max
s˜u∈C
f (s˜u | zˆtu)
(a)
= arg max
s˜u∈C
∑
a∈O
paδ(s˜u − a) exp
(
− 1
γˆ2t
|s˜u − zˆu|2
)
(b)
= arg min
a∈O
{
1
γˆ2t
|a− zˆu|2 − log pa
}
, (3.25)
where in (a), we substituted the posterior distribution (3.18) and in (b), we note
that exp(·) function is monotone.
In this section, we delve into data detection in a greater detail. In particular,
we show that by varying the postulated noise variance Npost0 in γˆ
2
t , LAMA can
either perform IO and MF data detection. In particular, (i) for Npost0 = N0, LAMA
corresponds to the IO detector and (ii) for Npost0 → ∞, LAMA corresponds to the
MF detector. These two “operation modes” are detailed next.
(i) IO data detection: Npost0 = N0
Consider Npost0 = N0. From Corollary 3, we have that the equivalent output noise
variance and the postulated noise variance are equal, which implies σ2t = γ
2
t in
the large-system limit. Since there is no noise variance mismatch, the output
(3.25) achieves the same error-rate performance as the IO data detector which
in (2.3) given certain conditions are met; see Section 3.4.5 for precise optimality
conditions.
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(ii) MF data detection: Npost0 → ∞
By letting Npost0 → ∞, it was shown in [11, Eq. (12)] that the output of the
non-linear MMSE estimator (3.19) corresponds to the MF output for real-valued
signals with E[S] = 0. We now provide conditions for which LAMA with
Npost0 → ∞ performs MF data detection for arbitrary system ratios β. The proof
of the following Lemma is given in Appendix A.1.6.
Lemma 5. Fix the constellation setO, and let S ∼ p(S). IfES[S] = 0, then as Npost0 →
∞, the Gaussian output at every iteration t = 1, 2, . . . , from LAMA corresponds to the
MF output:
lim
Npost0 →∞
zˆt = HHy.
If ES[Re(S) Im(S) ] = ES[S|S|2] = 0, then, as Npost0 → ∞, the scaled version of the
non-linear MMSE estimate also corresponds to the MF output:
lim
Npost0 →∞
Npost0
Es
sˆt = HHy.
Now that we have discussed the “operational modes” of LAMA, we observe
the performance of LAMA in the Massive MU-MIMO limit, i.e., β→ 0.
3.3.5 LAMA in the Massive MU-MIMO Limit
We now study the properties of LAMA in the massive MU-MIMO limit, where we
fix the number of streams (or layers) U and let the number of BS antennas B→ ∞;
this corresponds to the case when the system ratio β = U/B → 0. As shown
in [5, 64], MF data detection is optimal in such scenarios. The following Lemma
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reveals that LAMA corresponds to the MF detector in the massive MU-MIMO
limit; a proof is given in Appendix A.1.7.
Lemma 6. Assume that O is fixed and let Npost0 ≥ 0. Then, for β→ 0, the Gaussian
output zˆt of LAMA corresponds to the MF data detector, i.e., zˆt = HHy, for all t ≥ 1.
Furthermore, the effective noise variance is σ2t = N0 for all t ≥ 1.
This result is in accordance with [5, 64] and implies that a simple one-shot
algorithm (performing a single iteration) is sufficient to perform IO data detection
in the massive MU-MIMO limit. Furthermore, LAMA decouples the MIMO
system into parallel and independent AWGN channels with variance σ2t = N0
(see Fig. 3.1(a) and Fig. 3.1(b)) in every iteration. We emphasize that LAMA can
be used in more-realistic massive MU-MIMO systems, i.e., where the number of
BS antennas is finite. As we will show in Section 3.5.2, LAMA quickly converges
and provides near-optimal performance for realistic massive MU-MIMO antenna
configurations.
3.4 Optimality of LAMA
Now that we discussed the LAMA algorithm and its properties, we now discuss
optimality of LAMA. We now provide exact conditions for which LAMA achieves
the performance of the IO data detector. We furthermore study the noiseless case
in which LAMA is able to perform error-free data recovery. We also identify the
optimality regimes of LAMA in the presence of noise. We start by reviewing
existing results on IO and multiuser detection.
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3.4.1 Existing Results of IO and Multiuser Detection in Large
MIMO Systems
An spectral efficiency analysis of IO data detection in large systems with BPSK
was presented by Tanaka in [10]. These results were generalized to arbitrary
constellation sets in [11]. Under the assumption that replica method is correct,
Guo and Verdú showed in [11] that by using PMEs, the multi-user channel
in the large-system limit decouples into an AWGN channel for each transmit
stream, where the noise is amplified by a factor η−1 > 1 due to the interference
of other streams. The factor η ∈ (0, 1), known as the multi-user efficiency, can be
computed exactly by solving the following coupled equations for η and ξ:
N0/η = N0 + βES,NC
[∣∣∣F(S +√N0/ηNC, N0/ξ)− S∣∣∣2], (3.26)
N0/ξ = N
post
0 + βES,NC
[
G
(
S +
√
N0/ηNC, N0/ξ
)]
. (3.27)
Here, the functions F and G depend on constellation set O as in (3.5) and (3.6),
respectively.
We note that the performance of IO data detection corresponds to the case
with N0 = N
post
0 . In this case, the right-hand side of (3.27) is equal to (3.27), and
therefore, η = ξ. Thus, the multi-user efficiency η is given by a single fixed-point
equation
N0/η = N0 + βES,NC
[∣∣∣F(S +√N0/ηNC, N0/η)− S∣∣∣2]. (3.28)
If there exist multiple fixed points to (3.26) and (3.27), we pick the tuple (η, ξ)
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that minimizes the so-called “free energy” (as done in [11, Sec. 2-D]) given by:
F =
∫
C
q(z, N0/η) log2 q(z, N0/ξ)dz
+
1
β
((ξ − 1) log2 e− log2 ξ) + log2
ξ
pi
− ξ
η
log2 e
+
1
β
Npost0
N0
ξ
η
(η − ξ) log2 e +
1
β
log2(2pi) +
ξ
ηβ
log2 e, (3.29)
where the term q(z, N0/η) in (3.29) is obtained by marginalizing the distribu-
tion p(z|s) ∼ CN (s, N0/η) with respect to the prior distribution s ∼ p(s), i.e.,
q(z, N0/η) =
∫
C
p(z|s)p(s)ds.
We note that the aforementioned results rely on the replica method, which
build on the replica assumptions [10, 11]. Montanari and Tse in [78] proposed an
alternative approach to prove Tanaka’s results in [10] up to certain system ratios
β for BPSK systems. Instead of directly analyzing a dense MIMO system matrix,
Montanari and Tse first introduce a “sparse signature” scheme, in which only a
sparse subset of the channel matrix is active. For this system, the performance
of belief propagation (BP) can be analyzed via density evolution. Once the
density evolution expressions were established in the large-system limit, one can
“densify” the MIMO system matrix to ensure that the each entry is distributed
(A1); we shall refer to this setup as large-sparse limit [113]. By doing so, one
recovers Tanaka’s results derived under the replica method without relying
on the replica assumptions. The analysis of BPSK systems using this sparse
signature scheme has been generalized to arbitrary prior input distributions
in [12, 79, 113]. Not surprisingly, these results agree with the replica results [11]
when the fixed-point η to (3.28) is unique. In addition, in [113], Wang and Guo
showed that BP is equivalent to element-wise MAP estimation, and the detection
performance of the BP is identical to that given by a AWGN system with noise
amplified by η−1 obtained in (3.28).
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3.4.2 Fixed Points of LAMA
Before we provide exact optimality conditions for LAMA, we highlight that
under Theorem 2, as t → ∞ the cSE converges to the following fixed-point
equations: for N0 = N
post
0 , we have
σ2IO = N0 + βΨ(σ
2
IO, σ
2
IO), (3.30)
whereas for Npost0 6= N0, we have
σ2m = N0 + βΨ(σ
2
m,γ
2
m) and γ
2
m = N
post
0 +βΦ(σ
2
m,γ
2
m). (3.31)
As mentioned above, the fixed-point equation for LAMA in (3.30) and (3.31)
corresponds to the fixed-point equations for IO data detection in (3.28), and (3.26)
and (3.27), respectively, with σ2m = N0/η and γ2m = N0/ξ.
In general, the above fixed-point equations may have multiple solutions. In
the case of a unique fixed point, then LAMA always recovers the solution with the
minimal effective noise variance σ2 regardless of initialization, and thus, achieves
the same error-rate performance as IO data detection (see Section 3.4.3 for the
details). In the case of such non-unique fixed points, Guo and Verdú choose
the solution that minimizes free-energy5 given in (3.29), whereas the fixed point
obtained by LAMA depends on the initialization6 of the algorithm and thus,
we cannot expect it to converge to the same fixed point that minimizes the free-
energy (3.29). We note that depending on the initialization of LAMA presented
in Algorithm 2, LAMA converges to the fixed-point solution with the largest
effective noise variance σ2 in (3.30) and (3.31), respectively. Therefore, if there are
5The solution that minimizes the free energy in (3.29) is equivalent to the thermodynamically
dominant solution in statistical physics [10, 11].
6Convergence to another fixed-point solution is possible if LAMA is initialized sufficiently
close to such a fixed point [114].
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multiple fixed points to (3.30), then LAMA is, in general, sub-optimal and does
not necessarily converge to the fixed-point solution with minimal free-energy.
Before we delve into the optimality analysis of LAMA, we note that the fixed-
point analysis for LAMA with noise mismatch is more involved as it requires
finding fixed points for the coupled fixed-point equations in (3.31). Hence, we
focus on the case N0 = N
post
0 .
3.4.3 When Does LAMA Achieve the Same Performance as IO
Data Detector?
We note that the performance of LAMA (in the large-system limit) is fully de-
scribed by the SE framework. However, characterizing the performance of
the IO data detector is a non-trivial task. Although an analysis via the replica
method [11] was recently proved to be correct under mild assumptions [115],
a verification of the assumptions still requires extensive work for each prior
distribution. Therefore, to establish optimality of LAMA, we first introduce
an additional assumption to characterize the performance of the IO data detec-
tor, and then show that under this assumption, LAMA achieves the same data
detection performance as the IO data detector.
We define a specific example of a large-sparse limit that will be used for
our analysis of LAMA. The general definition of large-sparse limit is provided
in [113].
Definition 5. We define the large-sparse limit as the following procedure: First, start by
defining a binary-valued matrix B ∈ {0, 1}B×U. Pick a constant Γ ≤ U and generate
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each entry Bb,u as an i.i.d. Bernoulli random variable with probability Γ/U. Define
a normalization constant Γu = ∑Bb=1 Bb,u for each u = 1, . . . , U. Then, generate the
channel matrix H with each entry being i.i.d. Hb,u ∈ CN (0, 1/Γu) if Bb,u = 1 and 0
otherwise. Based on this construction of H for a fixed Γ, we define the large-sparse limit
when we first let B, U → ∞ with U/B = β. Then, we let Γ→ ∞.
We note that the large-system limit corresponds to the case when we first
set Γ = U and then let B, U → ∞ with U/B = β. However, we will assume
that we first fix a constant Γ < U, and then let B, U → ∞; this formulation of
the large-sparse limit is needed to prevent the factor graph for the input-output
relation in (2.1) from having short cycles [113]. We need an additional assumption
to establish optimality of LAMA. We assume that exchanging the order of the
large-system limit still holds true for cSE:
(A3) We assume that cSE for LAMA remains valid in the large-sparse limit.
With Definition 5 and (A3), we will now establish optimality of LAMA in two
parts. First, we show that in the large-sparse limit, BP achieves the same perfor-
mance as the IO data detector and the input-output relation is asymptotically
decoupled into AWGN channels with equal decoupled noise variance. Second,
we show that LAMA achieves the same noise variance as that given by BP using
state evolution. Since the input-output relation is decoupled into AWGN chan-
nels and LAMA achieves the lowest (unique) decoupled noise variance, LAMA
achieves the same detection performance as the IO data detector. We show the
first part by [113, Thm. 4]:
Theorem 7. Assume the large-sparse limit and the system ratio βBP is chosen such
that the fixed-point solution of BP ηBP to (3.28) is unique. Then, BP achieves the same
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performance as the IO data detector. In addition, the posterior distribution of each user
after BP converges to that given by an AWGN channel with variance N0/ηBP.
Theorem 7 shows that in the large-sparse limit and for unique fixed points,
one can use BP to achieve the same performance as IO data detector. The proof
in [113, Sec. V] uses a sandwiching argument between genie-aided BP and classi-
cal BP to achieve IO performance. Interestingly, the posterior distribution of each
transmit stream after BP converges to that given by an AWGN channel. In addi-
tion, the noise variance of the equivalent AWGN channel can be characterized by
solving a fixed-point equation (3.28); this fixed-point equation coincides exactly
to that given by the replica method shown in [11]. Now that we have shown that
BP achieves IO performance and characterized the decoupling of AWGN, we
now establish optimality of LAMA.
Corollary 8. Assume the large-system limit and βLAMA = βBP from Theorem 7. Then,
LAMA decouples the MIMO system into parallel AWGN channels with variance σ2IO,
which is a unique fixed-point solution to (3.30) with σ2IO = N0/ηBP from Theorem 7.
The proof of Corollary 8 follows from first noting that (3.28) and (3.30) are
equal. Hence, since βLAMA = βBP, LAMA has a unique fixed-point solution to
(3.30) given by σ2IO which is equivalent to N0/ηBP. Since LAMA decouples the
MIMO system into parallel AWGN channels [82] and the decoupled variances
are equal, LAMA achieves the same performance as the IO data detector. In
Section 3.4.5, we provide conditions for which there is exactly one (unique) fixed
point with minimum effective noise variance σ2.
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3.4.4 Optimality Conditions for LAMA with No Noise : Exact
Recovery Thresholds (ERTs)
We start by analyzing LAMA in a noiseless setting and for N0 = N
post
0 = 0. We
provide sharp bounds on the system ratio β = U/B, which guarantee exact
recovery of an unknown transmit signal s0 in the large-system limit. We show
that if β < βmaxO , where β
max
O is the so-called exact recovery threshold (ERT), then
LAMA perfectly recovers s0. Note that the ERT depends on the constellation
O and resembles to the phase-transition behavior observed in sparse signal
recovery [98, 116, 117]; the key difference is that LAMA operates with dense
vectors.
We will show in Theorem 10 that if β < βmaxO , there exists a unique fixed point
at σ2 = 0 to the fixed-point equation in (3.30). The unique fixed point at σ2 = 0
implies that the effective noise variance output for the decoupled AWGN channel
will be zero. Therefore, the output from the non-linear MMSE estimate from
LAMA will be F(s0, σ2) = s0 from (3.19), and hence LAMA perfectly recovers
s0. For β ≥ βmaxO , perfect recovery cannot be guaranteed.7 To make this behavior
explicit, we need the following technical result with proof in Appendix A.1.8.
Lemma 9. Fix the constellation set O and let VarS[S] be finite. Then, there exists a
non-negative gap σ2 −Ψ(σ2, σ2) ≥ 0 with equality if and only if σ2 = 0. As σ2 → 0,
we have MSE Ψ(σ2, σ2)→ 0; as σ2 → ∞, we have the the MSE Ψ(σ2, σ2)→ VarS[S].
For a finite value ofVarS[S], Lemma 9 shows that we have Ψ(σ2, σ2) < σ2 for
all σ2 > 0. Now, suppose that for some β > 1, βΨ(σ2, σ2) < σ2 also holds for all
7We assume the initialization as given in Algorithm 2. LAMA may recover the original signal
for β ≥ βmaxO if initialized sufficiently close to the optimal fixed point; see [114] for a discussion.
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σ2 > 0. Then, as long as β > 1 is not too large to also ensure βΨ(σ2, σ2) < σ2,
for all σ2 > 0, there will only be a single fixed point at σ2 = 0. Therefore, LAMA
is able to perfectly recover the original signal s0 by Theorem 2 since the unique
fixed point at σ2 = 0 implies that Ψ(σ2, σ2) = 0. Leveraging the gap between
Ψ(σ2, σ2) and σ2 will allow us to find the exact recovery threshold (ERT) of
LAMA for values of β > 1. For the fixed (discrete) constellation O, the largest
value of β that ensures βΨ(σ2, σ2) < σ2 is precisely the ERT.
Definition 6. FixO and let N0 = Npost0 = 0. Then, the exact recovery threshold (ERT)
that enables perfect recovery by LAMA is defined by
βmaxO = min
σ2≥0
{(
Ψ(σ2, σ2)
σ2
)−1}
. (3.32)
We are now ready to establish perfect recovery with βmaxO ; the proof is given
in Appendix A.1.9.
Theorem 10. Let N0 = N
post
0 = 0 and H satisfy (A2). Fix the constellation O. If
β < βmaxO , then LAMA perfectly recovers s0 in (2.1) in the large-system limit.
We emphasize that for a given constellationO, the ERT βmaxO can be computed
numerically from (3.32), where Ψ(σ2, σ2) is given by Theorem 2. We emphasize
that the signal variance,VarS[S] does not have an impact on the ERT as the MSE
function Ψ(σ2, σ2) and σ2 both scale linearly withVarS[S]. In Section 3.4.5, we
extend our analysis to the noisy case.
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Table 3.1: Summary of (Sub-)Optimality Regimes of LAMA
β < βminO β
min
O ≤β≤βmaxO βmaxO < β
N0 < Nmin0 (β) optimal optimal suboptimal
Nmin0 (β) ≤ N0 ≤ Nmax0 (β) optimal (sub-)optimala suboptimal
Nmax0 (β) < N0 optimal optimal optimal
aFor some constellations, there may exist intervals in [Nmin0 (β), N
max
0 (β)] where LAMA is still
optimal; an example is shown in Fig. 3.6.
3.4.5 Optimality Conditions for LAMA With Noise: Maximum
Ratio Thresholds (MRTs)
We develop optimality conditions of LAMA in the presence of noise, and we
focus on mismatch-free case as the associated optimality conditions allow for an
elegant analysis.8
In the presence of noise (N0 > 0), exact recovery is no longer guaranteed.
Nevertheless, if LAMA converges to a unique fixed-point, then we obtain the
same error-rate performance as the IO data detector. In such situations, we call
LAMA to be optimal. Furthermore, if multiple fixed-points exist, we call the
fixed-point with minimum effective noise variance the optimal fixed point, whereas
all other fixed points are called suboptimal fixed points.
In essence, there exist three different regimes for LAMA (see Table 3.1), which
depend on the system ratio β:
(i) β < βminO : if β is smaller than the so-called minimum recovery threshold (MRT)
βminO , then LAMA is always guaranteed to converge to the unique fixed point
8The mismatch-free case requires us to identify all fixed points of (3.30), whereas mismatch
case requires the identification of all fixed points to the coupled fixed-point equations in (3.31).
A detailed analysis of optimality conditions for LAMA with noise variance mismatch is left for
future work.
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(with minimal σ2), i.e., the LAMA delivers IO data detection performance
irrespective of the noise variance N0.
(ii) βminO ≤ β ≤ βmaxO : if β is larger or equal to than the MRT, but smaller than
or equal to the ERT, then multiple fixed points exist. In this case, opti-
mality of LAMA depends on the noise variance N0. If the noise variance
N0 is larger than the so-called maximum guaranteed noise variance Nmax0 (β),
then LAMA converges to the unique fixed point. Similarly, if the noise
variance N0 is strictly smaller than the so-called minimum critical noise
Nmin0 (β), then LAMA converges to the optimal fixed point. However,
if N0 ∈ [Nmin0 (β), Nmax0 (β)], then LAMA converges, in general, to a sub-
optimal fixed point.9 We also note that for some constellations, there may
exist intervals in [Nmin0 (β), N
max
0 (β)] in which LAMA remains to be opti-
mal. This behavior is shown in Fig. 3.6. Furthermore, as β → βmaxO , the
minimum critical noise Nmin0 (β)→ 0, which implies that LAMA is optimal
when N0 > Nmax0 (β).
(iii) β > βmaxO : If β exceeds the ERT, then LAMA is optimal if N0 > N
max
0 (β).
For all other values of N0, LAMA converges, in general, to a sub-optimal
fixed point.
In order to make these three regimes more explicit, we require the following
definition.
Definition 7. Fix the constellationO and let Npost0 = N0. Then, the minimum recovery
threshold (MRT) βminO is defined as follows:
βminO = min
σ2≥0
{(
dΨ(σ2, σ2)
dσ2
)−1}
. (3.33)
9We note that LAMA can still be optimal if it was initialized close to the optimal fixed point [1],
but we exclude this case from our analysis.
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By the definition of the MRT, it is easy to observe that the fixed point of (3.30)
is unique for all system ratios β < βminO , as β
dΨ(σ2,σ2)
dσ2 < 1 for all values of σ
2. The
following lemma establishes an intuitive relationship between MRT and ERT;
the proof is given in Appendix A.1.10.
Lemma 11. The MRT never exceeds the ERT.
Lemma 11 shows that if the system ratio β is less than MRT, i.e., β < βminO ,
then LAMA is not only optimal but also perfect recovery is possible in noiseless
settings. We next define the minimum critical and maximum guaranteed noise
variance, Nmin0 (β) and N
max
0 (β), that determine boundaries for the optimality
regimes when β ≥ βminO .
Definition 8. Fix the system ratio β ∈ [βminO , βmaxO ]. Then, the minimum critical
noise variance Nmin0 (β) that ensures convergence to the optimal fixed-point is defined by
Nmin0 (β) = min
σ2≥0
{
σ2 − βΨ
(
σ2, σ2
)
: β
dΨ(σ2, σ2)
dσ2
= 1
}
.
Definition 9. Fix the system ratio β ≥ βminO . Then, the maximum guaranteed noise
variance Nmax0 (β) that ensures convergence to the optimal fixed-point is defined by
Nmax0 (β) = max
σ2≥0
{
σ2 − βΨ
(
σ2, σ2
)
: β
dΨ(σ2, σ2)
dσ2
= 1
}
.
Note that as β→ βmaxO , the minimum critical noise decreases to Nmin0 (β)→ 0.
To see this, consider the case when β = βmaxO , so that there exists a σ
2
? > 0
such that βmaxO Ψ(σ
2
? , σ2?) = σ2? . It is clear that βmaxO
dΨ(σ2,σ2)
dσ2
∣∣∣
σ2=σ2?
= 1 and hence
Nmin0 (β
max
O ) = σ
2
? − βmaxO Ψ(σ2? , σ2?) = 0.
Before we proceed with the analysis for optimality regimes of LAMA, we
present Lemma 12 (with proof in Appendix A.1.11) that shows how the fixed-
point σ2 decreases with N0 as N0 → 0.
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Lemma 12. Fix the constellation O and let β < βmaxO . Denote σ2 as the largest fixed-
point solution of LAMA with noise variance N0. Then, as N0 → 0, we have σ2 → 0. In
addition, we have limN0→0
σ2
N0
= 1.
Lemma 12 shows that not only the fixed-point solution σ2 of LAMA goes to
0 as N0 → 0, but also decreases linearly as limN0→0 σ
2
N0
= 1. We now proceed to
the optimality regime analysis. We recall that all the zero-crossing points of the
function
g(σ2, β, N0,O) = N0 + βΨ(σ2, σ2)− σ2 (3.34)
correspond to all the fixed points of the cSE of LAMA. We will frequently refer
to the function in (3.34) for our optimality analysis of LAMA.
Figures 3.3–3.5 illustrates our optimality analysis for a large MIMO system
with QPSK normalized to Es = 1. We plot the function (3.34) depending on the
effective noise variance σ2 and for different system ratios β. The cases β < βminO ,
β ∈ [βminO , βmaxO ], and β > βmaxO are shown in Fig. 3.3, Fig. 3.4, and Fig. 3.5,
respectively. The special case of β = 1 in the noiseless setting N0 = 0 for (3.34)
corresponds to the solid blue line, along with the corresponding (unique) fixed
point at the origin. In the following three paragraphs, we discuss the three
operation regimes of LAMA.
(i) β < βminO
In this region, the cSE of LAMA always converges to the unique, optimal fixed
point. For β < βminO , the slope of (3.34) is strictly-negative. Hence, as (3.34) is al-
ways decreasing, there exists exactly one unique fixed point for the cSE of LAMA
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Figure 3.3: Function (3.34) for β < βminQPSK: LAMA always converges to the unique,
optimal fixed point, irrespective of the noise variance N0.
regardless of the noise variance N0. Thus, LAMA achieves IO performance. The
green dash-dotted and red dotted line in Fig. 3.3 show (3.34) for β < βminQPSK with
N0 = 0 and N0 ' 0.15, respectively. In both cases, we see that the cSE of LAMA
converges to the unique fixed point.
(ii) βminO ≤ β ≤ βmaxO
In this region, the cSE of LAMA converges to the unique, optimal fixed point if
N0 < Nmin0 (β) or if N0 > N
max
0 (β) and consequently, LAMA achieves IO perfor-
mance in both of these regimes. The green dash-dotted line, cyan dashed line,
and magenta dotted line in Fig. 3.4 show (3.34) for β? = (βminQPSK + β
max
QPSK)/2 with
N0 = 0, N0 > Nmax0 (β
?) and N0 < Nmin0 (β
?), respectively. We note that for the
three cases the fixed point is unique, labeled in Fig. 3.4 by a circle. The red, dotted
line in Fig. 3.4 shows (3.34) with β? for noise N0 ∈ [Nmin0 (β?), Nmax0 (β?)]. In this
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Figure 3.4: Function (3.34) for β ∈ [βminQPSK, βmaxQPSK]: For β ∈ [βminQPSK, βmaxQPSK], we
have two regimes for which LAMA converges to an optimal fixed point: (i)
N0 < Nmin0 (β) and (ii) N0 > N
max
0 (β). The situation β
? =
βminQPSK+β
max
QPSK
2 with (i)
N0 < Nmin0 (β
?) is shown with a purple dotted curve and (ii) N0 > Nmax0 (β
?) is
shown shown with a cyan dashed curve; we see that LAMA exhibits a single
(and hence, optimal) fixed point. However, if N0 ∈ [Nmin0 (β), Nmax0 (β)], which is
shown with a red dotted curve, the cSE of LAMA exhibits multiple fixed points
and hence, LAMA is no longer IO.
case, however, we observe that the cSE of LAMA converges to the rightmost
suboptimal fixed point labeled by the crossed circle ⊗. Hence, LAMA is able to
achieve IO performance if Nmin0 (β) ≤ N0 ≤ Nmax0 (β).
(iii) β > βmaxO
In this region, the cSE of LAMA converges to the unique, optimal fixed point
when N0 > Nmax0 (β) and consequently, achieves IO performance. Unlike the pre-
vious case for βminO ≤ β ≤ βmaxO , for which LAMA has two regions of optimality,
N0 > Nmax0 (β) and N0 < N
min
0 (β), for β > β
max
O , LAMA has only one optimal
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Figure 3.5: Function (3.34) for β > βmaxQPSK: For β > β
max
QPSK, the cSE of LAMA
converges to a suboptimal fixed point in the noiseless case N0 = 0, which is
shown in green. However, when N0 > Nmax0 (β), the cSE of LAMA converges
to the optimal fixed point, which can be seen in the cyan dashed curve. If
N0 ≤ Nmin0 (β), then the cSE of LAMA, shown in red dotted curve, has multiple
fixed points and thus, is no longer IO.
region: N0 > Nmax0 (β). As β→ βmaxO , the low noise N0 < Nmin0 (β) (or high SNR
regime) region of optimality disappears because Nmin0 (β)→ 0 as β→ βmaxO from
(3.32). The green, dash-dotted line and red, dotted lines in Fig. 3.5 show (3.34) for
β = βmaxQPSK with N0 = 0 and 0 < N0 ≤ Nmax0 (β), respectively. We observe that
the cSE of LAMA converges to the suboptimal fixed point when β = βmaxQPSK even
with N0 = 0. The cyan, dashed line refers to β = βmaxQPSK with N0 > N
max
0 (β).
While the noiseless case enables the cSE of LAMA to converge to the suboptimal
fixed point, we observe that for high noise (or equivalently low SNR), the cSE of
LAMA is able to achieve IO performance. Therefore, if β > βmaxO , then LAMA
achieves IO performance whenever the noise variance exceeds the maximum
guaranteed noise variance Nmax0 (β).
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Figure 3.6: Function (3.34) for 16-PSK and β = 1.73 ∈ [βmin16-PSK, βmax16-PSK]: For
16-PSK and β = 1.73 ∈ [βmin16-PSK, βmax16-PSK], Nmin0 (β) and Nmax0 (β) is computed to
be 0.007 and 0.015 respectively. For 16-PSK, there exists regions where N0 ∈
[Nmin0 (β), N
max
0 (β)] and LAMA still achieves IO performance.
We also note that for some constellations, the cSE of LAMA may recover
the optimal fixed point for β ∈ [βminO , βmaxO ] in some noise variance intervals
[Nmin0 (β), N
max
0 (β)]. An example case for β = 1.73 with 16-PSK is shown in
Fig. 3.6, where cSE of LAMA recovers the unique fixed-point with N0 = 1.1 ·
10−2 ∈ [Nmin0 (β), Nmax0 (β)]. These intervals exist for some constellations because
in addition to σ2 that result Nmin0 (β) and N
max
0 (β), there are multiple values of
σ2 that satisfy ddσ2 g(σ
2, β, N0,O) = 0, where g(σ2, β, N0,O) is defined in (3.34).
As a result, there exist intervals between Nmin0 (β) and N
max
0 (β) that the cSE
of LAMA has one (optimal) fixed point. In such regions, LAMA enables IO
performance. We finally note that the MRT βminO and ERT β
max
O do not depend
on the signal varianceVarS[S]. In contrast, the critical noise levels Nmin0 (β) and
Nmax0 (β) depend onVarS[S].
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3.4.6 Decomposing Complex-Valued Systems
We now analyze whether the cSE of LAMA with complex-valued constellations
can equivalently be characterized by a real-valued SE with a real-valued constel-
lation. We note that while the loading factor limits were given in [118] and [10]
respectively, these results were pertinent to BPSK with real-valued systems and
no results were given for other constellations.
We note that the standard way of dealing with complex-valued systems is via
the real-valued decomposition (see footnote 1). This approach, however, violates
the independent assumption on the MIMO channel. Since LAMA operates
directly on the complex plane, no transformation into the real-valued domain
is required. Nevertheless, we now provide conditions for which the complex-
valued problem can be exactly characterized by a corresponding real-valued
problem. For our analysis, we require the following definition.
Definition 10. For all s ∈ O, express s as s = a + ib, where a ∈ Re(O), b ∈ Im(O).
Then, the constellation O is called separable if p(s) = p(a)p(b) holds for all s ∈ O
and Re(O) = Im(O).
For example, M2-QAM with equally likely symbols is separable. In contrast,
M2-PSK is not separable (except for QPSK) as the real and imaginary parts
dependent. We now present a result that allows us to transform the complex-
valued cSE equations in (3.11) and (3.12) into equivalent real-valued SE equations;
the proof is given in Appendix A.1.12.
We do so by first deriving the MSE and variance function for the real-valued
separable constellation on a real-valued system. Then, we will link the complex-
valued and real-valued SE by noting that cSE is exactly characterized by the
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real-valued SE.
Theorem 13. Let the constellation O be separable. Define SR = Re(S) and denote the
real-part of O as OR. Define FR and GR as the message mean and variance function,
respectively, with Re(S) ∼ p(Re(S)). Then, the complex-valued posterior mean and
variance functions can be computed separately in real and imaginary parts as:
F(S, τ2) = FR(Re(S) , τ2/2) + iFR(Im(S) , τ2/2)
G(S, τ2) = GR(Re(S) , τ2/2) + GR(Im(S) , τ2/2).
Also define the MSE function Ψ and the variance function Φ for the real-valued prior
Re(S) on a real-valued system as:
ΨR(σ2,γ2) = ESR,NR
[(
FR(SR + σNR,γ2)− SR
)2]
,
ΦR(σ2,γ2) = ESR,NR
[
GR(SR + σNR,γ2)
]
.
Then we have the following relation for Ψ and Φ between the complex-valued constella-
tion O and the real-valued constellation OR:
Ψ(σ2,γ2) = 2ΨR
(
σ2
2
,
γ2
2
)
, Φ(σ2,γ2) = 2ΦR
(
σ2
2
,
γ2
2
)
.
Therefore, the cSE recursions in (3.11) and (3.12) are given by:
σ2t = N0 + βΨ(σ
2
t ,γ
2
t ) = N0 + 2βΨ
R
(
σ2t
2
,
γ2t
2
)
, (3.35)
γ2t = N
post
0 + βΦ(σ
2
t ,γ
2
t ) = N
post
0 + 2βΦ
R
(
σ2t
2
,
γ2t
2
)
. (3.36)
We note that LAMA operates simultaneously on complex-valued signals by
reducing σ2t each iteration in both real and imaginary parts independently; this
can be seen by noting that since O is separable, ΨR is identical for both the real
and imaginary parts of O. In addition, Theorem 13 shows that if O is separable,
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Table 3.2: ERTs βmaxO , MRTs β
min
O and the critical noise levels N
min
0 (β
min
O ) and
Nmax0 (β
max
O ) for LAMA with common PSK, PAM, and QAM constellations
Constellation
βminO N
min
0 (β
min
O ) β
max
O N
max
0 (β
max
O )C system R system
BPSK – 2.951 3.00 · 10−1 4.171 2.43 · 10−1
QPSK BPSK 1.475 1.50 · 10−1 2.086 1.22 · 10−1
16-QAM 4-PAM 0.983 3.00 · 10−2 1.363 2.45 · 10−2
64-QAM 8-PAM 0.842 7.14 · 10−3 1.157 5.87 · 10−3
256-QAM 16-PAM 0.786 1.77 · 10−3 1.075 1.45 · 10−3
8-PSK – 1.458 4.44 · 10−2 1.804 3.83 · 10−2
16-PSK – 1.473 1.14 · 10−2 1.801 9.95 · 10−3
64-PSK – 1.474 7.23 · 10−4 1.801 8.39 · 10−3
256-PSK – 1.474 4.52 · 10−5 1.801 8.39 · 10−3
then the cSE can be transformed into a real-valued SE, hence validating the
relation between the complex-valued constellation and the equivalent real-valued
representation. This transformation implies that for certain constellations, the
message mean F and variance function G can be computed (often more efficiently)
in parallel for real and imaginary dimensions.
We note that in [11] Guo and Verdú used a real-valued decomposition and
the replica method for analyzing the performance of complex-valued signals for
separable constellations and concluded that the error performance for complex
signals is exactly same as that of real-valued system with transmit energy halved.
Theorem 13 supports this conclusion. Moreover, we emphasize that the cSE
holds for general constellations, such as higher-order PSK constellations, and
LAMA can be used for data detection in such cases.
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3.4.7 ERT, MRT, and Critical Noise Levels
The ERT, MRT, as well as the critical noise levels Nmin0 (β) and N
max
0 (β) for com-
mon constellations and for real-valued as well as complex-valued systems are
summarized in Table 3.2. We assume equally likely priors with the constellation
sets normalized toVarS[S] = Es = 1. We note that the calculations of ERT and
MRT for the simplest case with BPSK involve computations of logistic-normal
integrals for which no closed-form expressions are known [119] but approxi-
mations exist [119–121]. The results in Table 3.2 were obtained via numerical
integration to compute the MSE function Ψ(σ2, σ2).10 Next Lemma shows that
for real- and separable complex-valued constellations, the ERT and MRT are
identical for real- and complex-valued systems, respectively; a short proof is
given in Appendix A.1.13. For an example, BPSK for real-valued systems and
QPSK for complex-valued systems have identical ERT and MRT of 1.475 and
2.086, respectively.
Lemma 14. Fix a separable constellation O and denote βminC , βmaxC and βminR , βmaxR as
MRT and ERT of the complex and real-valued constellation, respectively. Also, denote
the critical noise levels Nmax0,C (β), N
min
0,C (β), N
max
0,R (β), and N
max
0,R (β) for the complex and
real-valued constellation, respectively. Then, βminC = β
min
R , β
max
C = β
max
R , N
max
0,C (β) =
2Nmax0,R (β), and N
min
0,C (β) = 2N
min
0,R (β).
Lemma 14 implies that optimality results for M2-QAM in a complex system
with equally likely transmit symbols (shown in Table 3.2) are the same for a
real-valued M-PAM system. Moreover, between BPSK and QPSK in a complex
system, we observe that all the thresholds differ by a factor of 2, which is expected.
As shown in the second row of Table 3.2 for QPSK with complex noise, or a
10We used MATLAB’s integral and integral2 commands with AbsTol = RelTol = 10−12.
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real-valued BSPK system (with real noise) the ERT is βmaxQPSK ≈ 2.0855, which
corresponds exactly to the maximum loading factor for the IO data detector
established in [10, 11]. Moreover, the MRT for QPSK is given as βminQPSK ≈ 1.4752
[10].11 The critical noise values in Table 3.2 refer to complex constellations as
the critical noise values can be easily computed for the real constellation by
Lemma 14.
The MRTs for 16-QAM and 64-QAM indicate that small system ratios β < 1
are necessary to guarantee that LAMA achieves IO performance. For instance,
we require β ≤ βmin64-QAM ≈ 0.8424, i.e. U ≤ 0.8424B, to ensure that LAMA
solves (2.3) for 64-QAM. As β → βmax64-QAM ≈ 1.1573, LAMA is only optimal in
settings in which the noise level is rather high, i.e., where N0 > Nmax0 (β
max
64-QAM) ≈
5.868 · 10−3, or, equivalently, when SNR < 22.9495 dB. From Table 3.2, we see that
higher-order QAM or PSK constellations can be decoded optimally by LAMA
in massive MIMO as one typically assumes B U. We also observe that as M
increases for M-PSK, βminO and β
max
O approaches to 1.4741 and 1.8005, respectively.
3.5 Numerical Asymptotic Results
We now provide numerical results for LAMA, discuss practical implementation
aspects, and highlight the pros and cons. In what follows, we use the average
received SNR defined in (3.1).
11Note that βminQPSK Tanaka provided in [10] is 1.49, whereas we obtain a slightly more accurate
value 1.4752.
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3.5.1 Achievable Rates and Error-Rate Performance
As detailed in Section 3.3.3, the output of LAMA enables one to represent each
transmit stream by a single-input single-output AWGN channel with a equal
noise variance σ2t that can be computed via the cSE Theorem 2. Therefore,
the performance of LAMA in the large-system limit can be characterized by
analyzing a single AWGN channel.
Figures 3.7 and 3.8 show the achievable rate and symbol error rate for LAMA
after 100 iterations for various system ratios β. While an infinite number of
iterations would guarantee LAMA to converge to a fixed point solution, our
results show that much fewer than 100 iterations are required for LAMA to
converge; we will further discuss this aspect in Section 3.5.2.
Fig. 3.7 shows the achievable rate of the decoupled AWGN channel per
transmit stream for LAMA, for various system ratios β. For small values of β,
e.g. β = 0.1, the achievable rate of LAMA approaches to that of an AWGN
channel, which agrees with Lemma 6. We observe that the performance gap
between LAMA and that of an AWGN channel increases with β. In particular,
when β = βminQPSK, we see a sudden transition in the achievable rate of LAMA
to the achievable rate of an AWGN channel, which occurs approximately at
10 dB, which also happens for β = βmidQPSK =
1
2(β
max
QPSK + β
max
QPSK). This transition
occurs exactly at the SNR regime for which the noise variance N0 becomes
smaller than Nmin0 (β), which was shown to ensure convergence of LAMA to the
unique optimal fixed point (cf. Section 3.4.5). For β → βmaxQPSK, we see that the
achievable rate does not converge to that of an interference-free AWGN channel,
irrespective of the SNR regime; this agrees with the perfect recoverability result
in the large-system limit shown in Theorem 10 for ERT βmaxQPSK.
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Figure 3.7: Achievable rate (in bits per channel use per stream) of LAMA for
different system ratios β with QPSK constellation. The sharp transitions occur
at β > βminQPSK when the SNR = β
Es
N0
with N0 equaling the critical noise variance
Nmin0 (β).
Fig. 3.8 shows the symbol error rate (SER) of LAMA. Similar to the achievable
rate in Fig. 3.7, the SER for β = 0.1 for LAMA in a MIMO system approaches
that of an interference-free AWGN channel. For β > βmin, we observe a waterfall
behavior where the SER quickly drops and approaches that of an interference-
free AWGN channel; this happens at exactly the point where the noise variance is
smaller than the minimum critical noise Nmin0 (β
min
QPSK). We note that this waterfall
behavior is consistent with the SNR regime that caused an upwards jump in the
achievable rate curve shown in Fig. 3.7. When β = βmaxQPSK, we observe an SER
floor at about 0.08; this is due to the fact that as SNR → ∞, the cSE of LAMA
always converges to a suboptimal fixed point shown in Fig. 3.5.
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Figure 3.8: Symbol error rate (SER) of LAMA for different system ratios β with
QPSK constellation. The sharp transitions occur at β > βminQPSK when the SNR =
β EsN0 with N0 equaling the critical noise variance N
min
0 (β).
3.5.2 Performance and Complexity Trade-offs
While only an infinite number of LAMA iterations guarantee the cSE of LAMA
in Theorem 2 to converge to a fixed-point of (3.30) and (3.31), one can terminate
the algorithm early with the goal of reducing its complexity. A straightforward
approach is to terminate Algorithm 2, if the parameter τˆ2t does not improve from
one iteration to the next, e.g., if τˆ2t ≤ τˆ2t+1 is met. Another approach is to termi-
nate LAMA after a predefined number of I iterations. The latter approach not
only enables a deterministic throughput (which is critical in hardware implemen-
tations), but also enables us to study a fundamental performance/complexity
trade-off of LAMA.
Since the cSE analysis is only valid in the large system limit, common com-
plexity measures, such as the number of additions and/or multiplications are
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Figure 3.9: Performance/complexity trade-offs of LAMA for different system
ratios β with QPSK constellation. The dashed lines refer to the SNR operating
point for an AWGN channel at SER = 10−3 for each β. The atomic complexity
of LAMA required to approach AWGN SNR increases with the system ratio
U/B = β.
not meaningful. Nevertheless, for a given system, we see from Algorithm 2 that
the computational workload of LAMA per iteration remains constant. Hence,
counting the maximum number of algorithm iterations provides a sensible way
of measuring the complexity of LAMA.12
Definition 11. The atomic complexity of LAMA is defined by the maximum number
of algorithm iterations I.
We now study the performance of LAMA depending on the atomic complex-
ity I. Put simply, we investigate by how much one can approach the performance
of LAMA with infinitely many iterations. We do so by first computing the output
12In practice, one can multiply the atomic complexity with the number of arithmetic operations
require per iteration; this enables one to obtain an accurate complexity measure that depends on
the system configuration.
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variance σ2I of the equivalent AWGN channel for a fixed complexity I, and then
computing the associated SER.
We first discuss the convergence speed of LAMA to its fixed-point solution.
The following result, with proof in Appendix A.1.14, reveals that if β < βminO ,
then LAMA not only has a unique fixed point solution, but also converges
exponentially fast; this ensures that LAMA achieves near-IO performance with a
small number of iterations.
Lemma 15. Assume the initialization of LAMA as in Algorithm 2. If β < βminO , then
regardless of the noise variance N0, LAMA converges exponentially fast to its unique
fixed-point solution σ2? .
Fig. 3.9 shows the required SNR to achieve SER of 10−3 for every iteration of
LAMA for various systems ratios β in the large-system limit. The colored dashed
lines correspond to the SNR required to achieve an SER of 10−3 in an interference-
free AWGN channel, which we call “AWGN SNR.” For β = 0.1, β = 0.5, only
three and five iterations are required for LAMA to closely approach the AWGN
SNR. We observe that as β decreases, the number of iterations required to reach
SNR of SER 10−3 also decreases. This observation is in accordance with Lemma 6,
where we demonstrated that in the extreme case where β → 0, one iteration
(matched filter detection) is sufficient to converge to the AWGN SNR. As β
increases, we start to see the performance differences between LAMA and that
of an interference-free AWGN channel. For β = βminQPSK, the SNR operating
point of LAMA closely approaches the AWGN SNR after 15 iterations at a small
performance loss (about 0.1 dB), which is visible from the SER plot in Fig. 3.8.
The differences between the SNR operating point of LAMA and AWGN SNR
are more pronounced when β = (βminQPSK + β
max
QPSK)/2, as the SNR operating point
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of LAMA converges to 13.5 dB after about 90 iterations, which is 0.6 dB higher
than the AWGN SNR of 12.9 dB. For β = βmaxQPSK, the complexity of LAMA is not
shown as it floors to an SER of approximately 0.08 and hence, never achieves the
target SER of 10−3.
3.5.3 Performance in Finite-Dimensional Systems
Since the design of LAMA heavily relies on the large system limit, there are no
optimality guarantees for finite-dimensional settings. For conventional, small-
scale MIMO systems (with 8 antennas or less), the large-system assumption
leads to a significant performance loss because (i) the statistics of zˆt = sˆt +HHrt
are not Gaussian and hence, (ii) the correct statistics of the Gaussian term zˆt
cannot be tracked in the LAMA algorithm. The problem that arises in finite-
dimensional systems becomes evident if we keep β = 1 and increase SNR→ ∞
for a small system. We see that LAMA exhibits in an SER floor (see Fig. 3.13
for a 128 × 128 16-QAM system). We note that this SER floor lowers as the
system’s dimension increases. The performance loss of AMP-based algorithms
for small-sized systems has been investigated in [122, 123].
In order to mitigate LAMA’s performance loss in finite dimensional systems,
one can use estimators as opposed to the original message variance function in
(3.6) to estimate σ2t each iteration. For estimators in LAMA to work universally
when the antenna configurations are both small and big, we need estimators of
σ2t+1, which we will denote as σˆ
2
t+1, that not only lower the error floor at high
SNR in small antenna systems, but also converges to the true effective noise
variance σ2t+1 in large antenna systems.
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In [86], a series of estimators have been proposed for AMP in the context of
sparse recovery. We adopt the same approach for LAMA for the case Npost0 = N0,
where instead of computing the average of the exact message variance function
as (3.10), we estimate the variance of the Gaussian estimate zˆt = sˆt +HHrt by:
σˆ2t+1 =
1
B
∥∥rt∥∥22 . (3.37)
Fig. 3.13 shows the performance of (3.37) for LAMA in an 128× 128 system
with 16-QAM. We observe a decrease in the SER floor in high SNR regime
compared to the original LAMA without the estimator with no performance loss
in the low SNR regime.
3.5.4 Extension to General Channel Matrices H
It is important to note that one of the limiting assumptions underlying AMP (and
hence, for LAMA) is that the entries of the channel matrix H are i.i.d. zero-mean
Gaussian or complex Gaussian with variance 1/B for AMP and complex-valued
AMP respectively. In practical systems, however, the BS antennas may exhibit
correlation and uneven power profiles, especially in multi-user scenarios, which
makes LAMA less robust in these scenarios. To address these limitations, Ran-
gan [59] has developed Generalized AMP (GAMP), which extends AMP to
arbitrary input and output noise distributions for real-valued systems, and can
operate in channels with different power profiles. We note that in the large system
limit with H distributed according to (A2) with Gaussian noise, GAMP and AMP
are equivalent. In addition, a modified GAMP that uses damping technique was
proposed in [124] to cope with non-zero mean, low-rank channels. The damping
technique slows certain algorithmic parameter updates, but does so at the cost
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of increased iterations of the algorithm. Vila and Schniter furthermore included
expectation-maximization into GAMP in [91, 100], which further improves the
performance of AMP-based methods in finite-dimensional systems. Recently,
reference [90] introduced vector AMP, which further generalizes GAMP to ar-
bitrary matrices. Generalized AMP has been used for practical MIMO-OFDM
systems [103] with variations introduced in [91,100,102] to increase the detection
performance for a finite-dimensional system. Reference [103] primarily focused
on simulations, whereas this chapter concentrates on theoretical analysis in the
large-system limit via the state-evolution framework.
3.5.5 Simulation Results
We show simulation results for LAMA for a QPSK constellation in Figure 3.10
and Fig. 3.11. We plot the finite-dimensional and asymptotic performance of
LAMA from numerical simulations and SE equations, respectively. Figure 3.10
demonstrates that LAMA (i) is able to achieve the error-rate performance of
the individually optimal detector for a square MIMO system (i.e., B = U) in
the large-system limit, and (ii) closely approaches the error-rate performance
of the IO data detector in finite-dimensional systems. Furthermore, we can
accurately characterize the performance/complexity trade-offs without the need
for expensive system simulations; see Fig. 3.11 for an illustration.
Figures 3.12 and 3.13 show simulation results for large MIMO systems with
16-QAM. We fix the number of BS antennas to 128 and the number of user
antennas to 64 and 128. We compare the performance of LAMA to unbiased
linear MMSE detection, another message-passing-based receiver, i.e., channel
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Figure 3.10: Symbol error rate (SER) of LAMA in large MIMO with a square
i.i.d. Gaussian system matrix and QPSK modulation in the large-system limit
compared to the optimal SER and the SER of an AWGN channel. LAMA achieves
the same error-rate performance as the IO data detector and approaches AWGN
performance for sufficiently large SNR values; we also see that LAMA closely
approaches the theoretical performance limits for finite dimensions (i.e., for a
128× 128 MIMO system).
hardening-exploiting message passing (CHEMP) [111]13, and IO data detection
bound obtained by the cSE in the large-system limit.
For the 128× 64 system in Fig. 3.12, LAMA performs very close to the IO
bound with only 8 iterations. We note that CHEMP [111] with 8 iterations
performs worse than the linear MMSE detection, but approaches the performance
of LAMA at 15 iterations. Note that in the large-system limit for a system-ratio
of β = 64/128, β < βmin16QAM, so LAMA achieves IO data detection performance
for any noise variance N0.
13We note that CHEMP has no theoretical performance guarantees and was primarily devel-
oped for massive MIMO, i.e., B U or small β.
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Figure 3.11: Performance/complexity trade-off of LAMA in large MIMO with a
square i.i.d. Gaussian system matrix and QPSK modulation in the large-system
limit (analytical) and for finite dimensions (simulated); a small number of LAMA
iterations is sufficient to approach the theoretical performance limits.
For the 128 × 128 system in Fig. 3.13, LAMA with the estimator in (3.37)
exhibits a floor at around 10−2 SER. We note that LAMA with the estimator
reduces the error floor while maintaining the performance at low SNR. Because
of the flooring behavior of LAMA in finite dimensions, it performs worse than
linear MMSE at high SNR (above 35 dB for this case). LAMA with 20 iterations
outperforms CHEMP at the same number of iterations; CHEMP floors at an SER
of 10−1 even after 100 iterations. In the 128× 128 setting, we note that β = 1 is
larger than the ERT, βmin16QAM ≈ 0.9830, from Table 3.2, so LAMA has two regions
of optimality (cf. Table 3.1 for the regions) with Nmin0 (β) ≈ 0.03, or SNR around
15 dB. Note that this SNR happens where the sharp “waterfall” appears in the IO
bound in Fig. 3.13. We stress that for β = 1 and U → ∞, the SER of LAMA will
converge to that of the IO bound by cSE.
95
0 4 8 12 16 2010
−3
10−2
10−1
100
average receive SNR [dB]
sy
m
bo
le
rr
or
ra
te
(S
ER
)
AWGN
linear MMSE
individually optimal
LAMA, I = 8
CHEMP, I = 8
CHEMP, I = 100
Figure 3.12: Symbol error rate (SER) performance of LAMA for a 128× 64 system
with 16-QAM compared to linear MMSE detection and CHEMP [111].
Although we have assumed perfect channel knowledge throughout this
chapter to assess the performance of LAMA, we run simulations to see assess
the performance of LAMA when there are channel estimation errors. Fig. 3.14
shows the symbol error rate performance of LAMA, CHEMP and linear MMSE.
For channel estimation, we used a maximum-likelihood estimate, where we
assume orthogonal pilots. We first note that all the data detectors observe a
performance degradation of about 3 dB. However, LAMA and CHEMP still
outperform linear MMSE. For an example, LAMA and CHEMP achieves SER of
10−2 at an SNR of 8 dB and 11 dB with perfect and imperfect channel knowledge,
whereas linear MMSE needs 13 dB, and 16 dB respectively. Therefore, although
all of our analysis pertained to perfect channel knowledge, Fig. 3.14 shows that
LAMA still is able to achieve competitive performance when there are channel
estimation errors.
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Figure 3.13: Symbol error rate (SER) performance of LAMA with the estimator
in (3.37) for a 128× 128 system with 16-QAM to mitigate the performance loss
occurring from finite dimension.
3.6 LAMA and Prior Art
We now review existing results that are relevant for LAMA and our analysis in
Section 3.4.5.
3.6.1 BPSK Signaling in Randomly Spread CDMA systems
We show that LAMA for BPSK constellation in randomly spread CDMA systems
coincides exactly to the detection algorithm put forth in [71] and the cSE of
LAMA without noise variance mismatch is equivalent to that given by IO data
detection bound derived from the replica method by Tanaka in [10]. Consider a
real-valued randomly-spread CDMA system with equally likely BPSK symbols
O = {−1,+1} and the entries of the channel matrix H are distributedN (0, 1/B).
97
0 5 10 15 2010
−3
10−2
10−1
100
average receive SNR [dB]
sy
m
bo
le
rr
or
ra
te
(S
ER
)
linear MMSE
linear MMSE-CHEST
LAMA
LAMA-CHEST
CHEMP
CHEMP-CHEST
Figure 3.14: Symbol error rate (SER) performance of LAMA in a 12× 128 system
with QPSK constellation and channel estimation errors. Even with channel
estimation errors, LAMA and CHEMP significantly outperform linear MMSE
data detection.
In this case, (3.19) and (3.20) are given by
F(sˆu, τ2) = tanh
(
1
τ
sˆu
)
, G(sˆu, τ2) = 1− tanh2
(
1
τ
sˆu
)
.
and thus, LAMA corresponds to the following recursion:
sˆt+1 = tanh
(
sˆt +HTrt
N0 + τˆ2t
)
τˆ2t+1 = β
〈
1− tanh2
(
sˆt +HTrt
N0 + τˆ2t
)〉
rt+1 = y−Hsˆt+1 + τˆ
2
t+1
N0 + τˆ2t
rt,
with the SE recursion from Theorem 2 given by
σ2t+1 = N0 + βES,NR
[(
tanh
(
S + σtNR
σ2t
)
− S
)2]
, (3.38)
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where for a fixed β and N0, the fixed-point equation is simplified to:
ES,NR
[(
tanh
(
S + σtNR
σ2t
)
− S
)2]
= 1−
∫
R
tanh
(
1
σ2t
+
1
σt
z
)
exp
(−z2/2)√
2pi
dz,
because
∫
R
tanh(α2 + αz)
(
tanh(α2 + αz)− 1
) exp(−z2/2)√
2pi
dz
= −2
∫
R
1− exp (−2u)
(exp (u) + exp (−u))2 exp
(
− 1
2α2
(u− α2)2
)
1√
2piα2
du
= −2 exp
(
−α
2
2
)∫
R
exp(u)− exp (−u)
(exp (u) + exp (−u))2
exp
(
− u22α2
)
√
2piα2
du = 0.
Thus, the fixed-point equation is reduced to:
σ2 = N0 + β
∫
R
[
1− tanh
(
1+ σz
σ2
)]
1√
2pi
exp
(
−z
2
2
)
dz. (3.39)
We note that the fixed point equation in (3.39) coincides exactly to Tanaka’s
fixed point equation in [10] and the optimal multiuser efficiency in [11] derived
using the replica method. Moreover, LAMA coincides exactly to the method
developed by Kabashima in 2003 for randomly-spread CDMA with BPSK sig-
naling [71]. Kabashima showed that the algorithm is consistent with the state
evolution predictions obtained through numerical simulations. Kabashima’s
algorithm in [71] was given for BPSK in real-valued systems only; in contrast,
LAMA is suitable for general constellations and complex-valued systems, and
can be analyzed in the large-system limit.
In Section 3.4.7, we noted that the ERT of a BPSK system for LAMA is com-
puted to be approximately 2.0855, which coincides exactly with Tanaka’s recovery
threshold in [10], which was computed using the replica method. While we char-
acterized the state of having multiple fixed point solutions by our definitions
of MRT and ERT, Tanaka analogized the state of having multiple fixed points
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as having coexistence of phases in physical systems. In this context, the MRT
βminBPSK and ERT β
max
BPSK corresponds to the boundary in which the instability of the
phrases occur, and the boundary where the replica-symmetry solution becomes
unstable, breaking the replica-symmetry assumptions [10]. Although an analyti-
cal expression of the ERT has been given in [10], an exact characterization of the
MRT was not included. Note that our LAMA results generalize Tanaka’s results
to arbitrary constellations and provide a practical algorithm.
3.6.2 Recovery of Antipodal Solutions via Convex Optimiza-
tion
Recall that from Table 3.2, that a system ratio β smaller than 2.0855 is able to
perfectly recover a BPSK vector in absence of noise. In this scenario, LAMA is
able to determine the unique solution to y = Hs0 with s0 ∈ {−1,+1}U if H is
distributed (A2), and β = U/B is fixed with U → ∞. A similar scenario was
studied in [116, 125], where the authors have provided necessary and sufficient
conditions for the recovery of antipodal solutions from y = Hs0. In [116],
Donoho and Tanner showed that in the large system limit, β < 2 guarantees the
recoverability of the unique signal s0 ∈ {−1,+1}U. The same threshold was
recovered in [125], by solving the following convex optimization problem [126]:
(P∞) minimize
s˜∈RU
‖s˜‖∞ subject to y = Hs˜.
In particular, the solution sˆ to (P∞) corresponds to the antipodal vector {−α,+α}
for a given α > 0 if β < 2 with high probability [125]. It is interesting to see
that (P∞) does not exploit magnitude information (i.e. α = 1), whereas LAMA
requires this information. Quite surprisingly, the lack of this prior information
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only results in a slight improvement in terms of the system ratio β that enables
perfect recovery from 2 to 2.0855. The error-rate performance of sˆ to (P∞) for was
recently investigated in [14,15, 127]. We will discuss the connections between the
convex-based and LAMA-based methods in Theorem 45.
3.7 Conclusions
In this chapter of the thesis, we have developed the complex Bayesian approx-
imate message passing (cB-AMP) framework with a possible mismatch in the
postulated noise variance; cB-AMP with appropriate priors enables a derivation
of the LAMA data detector. In the large-system limit, we have shown that LAMA
decouples large MIMO systems into parallel AWGN channels with identical
noise variance across all transmit streams every iteration. Furthermore, cSE has
been used to analyze the exact noise variance of the decoupled AWGN channel.
We have derived the specific conditions for which LAMA achieves IO per-
formance. Based on the system ratio β, there exist three optimality regimes for
LAMA, where β ≤ βminO , β ∈ (βminO , βmaxO ), and β ≥ βmaxO where the MRT βminO
and ERT βmaxO can be computed numerically for LAMA. We have shown both
asymptotic and finite-dimensional performance of LAMA through analytical
predictions and numerical simulations, which confirm our theoretical results.
In addition, we have characterized the convergence behavior of LAMA for sys-
tem ratios smaller than the ERT. For small system ratios β, we have shown that
LAMA exhibits similar achievable rate and error-rate performance to that of an
AWGN channel for a low number of iterations, which makes LAMA an excellent
candidate for data detection in massive MIMO systems.
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CHAPTER 4
MISMATCHED DATA DETECTION IN MASSIVE MU-MIMO
4.1 Introduction
Data detection in multiple-input multiple-output (MIMO) systems deals with the
recovery of the data vector s0 ∈ OU, where O is a finite constellation (e.g., QAM
or PSK), from the noisy input-output relation y = Hs0 + n. In what follows, U
and B denotes the number of transmit and receive antennas, respectively, y ∈ CB
is the receive vector, H ∈ CB×U is the (known) MIMO system matrix, and n ∈ CB
is i.i.d. circularly symmetric complex Gaussian noise. To minimize the symbol
error rate, we are interested in solving the following individually-optimal (IO)
data detection problem [11, 58, 63]:
(IO) sIO` = arg max
s˜`∈O
p(s˜` | y, H), ` = 1, . . . , U,
where sIO` denotes the `-th IO estimate and p(s˜` | y, H) is the conditional proba-
bility density function of s˜IO` given the receive vector and the channel matrix.
The IO data detection problem is known to be of combinatorial nature [11,
58, 63] and the use of an exhaustive search or sphere-decoding methods [110]
results in prohibitive complexity for systems where U is large. In contrast,
our recently proposed algorithm [39], referred to as large MIMO approximate
message passing (LAMA), achieves IO performance using a simple iterative
procedure in the large-antenna limit, i.e., where we fix the system ratio β = U/B
and let U → ∞. For practical (finite-dimensional) systems, LAMA was shown to
deliver near-IO performance at low computational complexity [39]. Despite these
advantages, LAMA requires repeated computations of transcendental functions
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that exhibit a high dynamic range. These computations render the design of
corresponding high-throughput hardware designs that deploy finite precision
(fixed-point) arithmetic a challenging task.
4.1.1 Why Should One Use a Mismatched Prior?
In MIMO systems, the true signal prior is generally known, i.e., the transmit
constellation is usually known to the receiver. It is therefore natural to ask why
the use of a mismatched prior should be useful, especially since the true prior,
which leads to the LAMA algorithm Algorithm 2, will minimize the probability
of error. To answer this question, we note the following practically-relevant
advantages of mismatched detectors: (i) For the LAMA algorithm for equally-
likely symbols, the posterior mean function (3.19) corresponds to
F(sˆu, τˆ2) =
∑
a∈O
a exp
(
− 1
τˆ2
|sˆu − a|2
)
∑
a∈O
exp
(
− 1
τˆ2
|sˆu − a|2
) , (4.1)
which exhibits a large dynamic range and requires high arithmetic precision.
In fact, even a calculation with double-precision floating point arithmetic be-
comes numerically unstable for small values of τˆ2. Hence, the design of high-
performance VLSI designs that deploy finite-precision (fixed-point) arithmetic is
challenging. Suitably-chosen mismatched priors can alleviate the need for high
arithmetic precision and large dynamic range. (ii) While in some situations, the
true prior may be unknown to the receivers, some information on the prior may
be available (e.g., the energy). We will show in Section 4.3.1 that with mcB-AMP
with a mismatched Gaussian prior still enables us to perform the tuning stage in
(4.3) with only the knowledge of the energy of the true prior distribution.
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4.1.2 Relevant Prior Art
Linear data-detection algorithms for MIMO systems, such as zero forcing (ZF) or
minimum mean-square error (MMSE), are well-known instances of mismatched
data detectors. The performance of such linear detectors in the asymptotic large-
system limit has been investigated in [13, 76, 128]. The integral of additional
mean-squared estimation error due to the mismatched estimator across all signal-
to-noise (SNR) ratios was proven to be the Kullback-Leibler divergence for a
single-antenna system [129] and was extended to large MIMO systems in [130].
Another instance of mismatched data detection is the usage of a uniform prior
within a hypercube for the recovery of antipodal (e.g., BPSK) signals [15,131–133].
Corresponding theoretical results in [116,125] for noiseless systems revealed that
a system ratio of β < 2 enables perfect signal recovery. The recovery performance
for the noisy case was derived recently in [14, 15] by analyzing an u∞-norm
constrained least-squares problem. The theoretical analysis presented in this
chapter of the thesis recovers all these results while providing a computationally
efficient algorithm.
The mismatched LAMA (LAMA) algorithm proposed in this chapter of the
thesis relies upon approximate message passing (AMP) [82, 86, 134], which was
developed for sparse signal recovery and compressive sensing. The case of mis-
matched estimation of sparse signals via AMP was first studied in [135], where
the performance of AMP was analyzed when the true prior is unknown. The
AMP algorithm in [135, 136] includes a tuning stage for automated parameter
selection, which minimizes the output mean-squared error (MSE). The key differ-
ences between LAMA as proposed here and the results in [135,136] are that (i) we
consider data detection in MIMO systems and (ii) we know the true signal prior
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and intentionally select a mismatched prior in order to design hardware-friendly
data detection algorithms that enable near-IO performance.
4.2 Mismatched Complex Bayesian AMP
We start by presenting a mismatched version of the complex Bayesian approx-
imate message passing (cB-AMP) algorithm (short mcB-AMP), which allows
us to use a different prior distribution p˜(s˜) that the true signal prior p(s0). To
minimize the performance loss due to the use of a mismatched prior, we include
an optimal tuning stage into the mcB-AMP algorithm.
4.2.1 The mcB-AMP Algorithm
Given an i.i.d. prior distribution p(s0) = ∏Uu=1 p(s0,u) of the true signal s0 and
a mismatched prior distribution p˜(s˜) = ∏Uu=1 p˜(s˜u), the mismatched cB-AMP
algorithm corresponds to the following iterative procedure:
Algorithm 3. Suppose that H satisfies (A1), then the mismatched cB-AMP is given by
the following procedure:
σ˜2t =
1
B
∥∥rt∥∥22 , (4.2)
τˆ2t = arg min
τ2
ES0,NC
[∣∣Fmm(S0 + σ˜tNC, τ2)− S0∣∣2], (4.3)
sˆt+1 = Fmm(sˆt +HHrt, τˆ2t ), (4.4)
rt+1 = y−Hsˆt+1 + βrt
〈
F′mm(sˆt +HHrt, τˆ2t )
〉
,
for each iteration t = 1, . . . ,. The algorithm is initialized by sˆ1u = ES0 [S0] for all
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u = 1, . . . , U, where S0 is a random variable distributed as S0 ∼ p(s0), r1 = y−Hsˆ1,
and F′mm is the derivative of Fmm taken by its first argument.
Similar to cB-AMP shown in Algorithm 1, the functions Fmm(su, τˆ2) and
F′mm(su, τˆ2) operate element-wise on vectors and the expectation in (4.3) is
with respect of the true prior distribution of S0 and NC ∼ CN (0, 1). The prime
difference of mcB-AMP and cB-AMP is that we purposely use a different function
for the posterior mean computation for (3.21) that may differ from the true
posterior mean function, and the additional tuning steps (4.2) and (4.3). In the
following, the function Fmm(su, τ2) is the posterior mean with respective to the
mismatched prior distribution p˜(s˜u) and variance parameter τ2 that is defined
by:
Fmm(su, τ2) = ES˜[S˜|su] =
∫
C
s˜p(s˜|su)ds˜, (4.5)
where p(s˜|su) is the posterior pdf defined in (3.4), where p(s˜|su) = 1Z p(su|s˜) p˜(s˜)
with p(su|s˜) ∼ CN (s˜, τ2) and a normalization constant Z. At every iteration, step
(4.2) estimates the decoupled noise variance σ2t (see Section 4.2.2 for a discussion)
and step (4.3) tunes the variance parameter τˆ2t based on the estimate for σ
2
t .
The tuning stage in (4.3) ensures that mcB-AMP converges to the solution that
minimizes the so-called decoupled noise variance σ2t for every iteration; see
Section 4.2.3 for a proof.
4.2.2 Mismatched State Evolution Framework
As discussed in Section 3.2.2 and shown in [1, 82], AMP-based algorithms effec-
tively decouple the MIMO system into parallel AWGN channels in the large-
system limit, i.e., the quantity sˆt + HHrt can be expressed as s0 + wt, where
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wt ∼ CN (0, σ2t IU) and σ2t is the decoupled noise variance. A key property of
AMP-based algorithms is that the decoupled noise variance σ2t can be tracked
exactly by the state evolution (SE) framework.
In this section, we detail the mismatched SE framework for the mcB-AMP
algorithm shown in Algorithm 3. We note that our mismatched SE framework
is a specific instance of the SE framework proved rigorously in [82], with the
posterior mean function in (4.5) under the mismatched prior. The mismatched
SE for mcB-AMP is shown below in Theorem 16:
Theorem 16. Suppose that p(s0) = ∏Uu=1 p(s0,u) and mismatched prior p˜(s˜) =
∏Uu=1 p˜(s˜u). Assume the large-system limit, the channel matrix is (A2), and that
the posterior mean with respective to the mismatched prior Fmm is a pseudo-Lipschitz
function. Then, the decoupled noise variance σ2t+1 after t iterations of mcB-AMP is given
by the following coupled recursion:
γ2t = arg min
γ2≥0
Ψmm(σ2t ,γ
2), (4.6)
σ2t+1 = N0 + βΨ
mm(σ2t ,γ
2
t ), (4.7)
which is initialized by σ21 = N0 + βVarS0 [S0]. Here, S0 ∼ p(s0) and the MSE
function is defined by Ψmm(σ2t ,γ
2
t ) = ES0,NC
[∣∣Fmm(S0 + σtNC,γ2t )− S0∣∣2], where
the expectation is taken with respective to the true signal S0 distributed S0 ∼ p(s0) and
NC ∼ CN (0, 1).
If the true prior is identical to the mismatched prior, i.e., p(s0) = p˜(s˜), then
cB-AMP in Algorithm 1 selects optimally-tuned parameters which is done in
(4.3) (see Section 4.2.3 for detailed discussion). Therefore, mcB-AMP results in
the same decoupled noise variance as that given by cB-AMP. The proof of the
following result is given in Appendix A.2.1.
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Lemma 17. If there is no prior mismatch, i.e., p(s0) = p˜(s˜), then the decoupled noise
variance σ2t+1 of mcB-AMP is equivalent to σ
2
t+1 of cB-AMP in Theorem 2.
We note that for separable sets defined in Definition 10, the simplification
of the complex-valued SE to a real-valued SE follows for mismatched cB-AMP.
Theorem 13 allows the MSE for the mismatched prior also to be factored into
real-valued SE. This simplification is useful as it reduces the tuning complexity.
The separability result from Theorem 13 also extends to that for mcB-AMP in
Algorithm 3; the result is shown below in Corollary 18:
Corollary 18. Let the constellation O be separable. Define SR = Re(S) and denote the
real-part of O as OR. Define FR as the mismatched message mean function associated
with the mismatched prior. Then, the complex-valued mismatched posterior mean Fmm
can be computed separately in real and imaginary parts as:
Fmm(S, τ2) = FR(Re(S) , τ2/2) + iFR(Im(S) , τ2/2).
Also define the MSE function Ψ for the real-valued prior SR as:
ΨR(σ2,γ2) = ESR,NR
[(
FR(SR + σNR,γ2)− SR
)2]
,
where NR ∼ N (0, 1). Then we have the following relation for Ψmm between the
complex-valued constellation O and the real-valued constellation OR:
Ψmm(σ2,γ2) = 2ΨR
(
σ2
2
,
γ2
2
)
. (4.8)
Therefore, the recursions in (4.6) and (4.7) can be simplified to:
γ2t = arg min
γ2≥0
Ψmm
(
σ2t
2
,
γ2
2
)
,
σ2t = N0 + βΨ
mm(σ2t ,γ
2
t ) = N0 + 2βΨ
R
(
σ2t
2
,
γ2t
2
)
,
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Corollary 18 shows that the tuning stage in (4.3) and message mean (4.4) of
mcB-AMP algorithm can be computed (often more efficiently) in parallel for real
and imaginary dimensions.
4.2.3 Optimal Tuning of the Variance Parameter τ
The purpose of (4.3) is to optimally tune the variance parameter τ2 in every
iteration t, which is used to compute the posterior mean in (4.5). Before we
discuss the tuning procedure in detail, we define we mean by optimally-tuning
the variance parameter τ2. For t = 1, . . . , tmax iterations, our goal is to minimize
the decoupled noise variance σ2tmax+1 given by Theorem 16 as the smallest σ
2
tmax+1
minimizes the error probability of our algorithm. To achieve this goal, the optimal
choice is to tune the parameters τˆ21 , . . . , τˆ
2
tmax so that mcB-AMP ultimately leads to
the smallest σ2tmax+1. We next show that the optimization stage (4.3) which is done
separately at every iteration, in fact, achieves the smallest σ2tmax+1, i.e., optimally
tunes the variance parameters τˆ2t . We note that suboptimal choices of τˆ
2
t can
either lead to a higher σ2tmax+1 or cause slower converge to the minimal σ
2
tmax+1.
We start by defining what we mean by “optimally-tuned” parameters [136].
Definition 12. Assume the large-system limit and denote the decoupled noise variance of
mcB-AMP obtained from the sequence τˆ21 , . . . , τˆ
2
tmax as σ
2
tmax+1(τˆ
2
1 , . . . , τˆ
2
tmax). A sequence
of parameters τ2,?1 , . . . , τ
2,?
tmax is optimally-tuned at the iteration tmax, if and only if for all
(τ21 , . . . , τ
2
tmax) ∈ [0,∞)tmax ,
σ2tmax+1(τ
2,?
1 , . . . , τ
2,?
tmax) ≤ σ2tmax+1(τ21 , . . . , τ2tmax). (4.9)
In words, a sequence of optimally-tuned parameters minimizes the decoupled
noise variance σ2tmax+1 in Theorem 16 given by mcB-AMP after tmax iterations.
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The following theorem shows that mcB-AMP leads to the tmax optimally-tuned
parameters {τ2,?1 , . . . , τ2,?tmax}. For the sake of brevity, we skip the proof details as
it follows the proof in [136, Sec. 4.4] with minor modifications.
Theorem 19. Suppose {τ2,?1 , . . . , τ2,?tmax} are optimally-tuned for iteration tmax. Then,
for any t < tmax, the parameters {τ2,?1 , . . . , τ2,?t } are also optimally-tuned for iteration
t. Thus, one can obtain tmax optimally-tuned variance parameters by optimizing τ2,?1 at
t = 1, and then proceeding iteratively by optimizing τ2,?t until t = tmax.
We note that the exact value of the decoupled noise variance σ2t that is needed
for the tuning stage in (4.3) to select τ2,?t is, in general, unknown at iteration
t. We therefore use an estimate σˆ2t =
1
B
∥∥rt∥∥22 in step (4.2), which was shown to
converge to the true decoupled noise variance σ2t in the large-system limit [86].
Another implication of Theorem 19 is that the tmax parameters not only achieve
the minimum σ2tmax(τ
2,?
1 , . . . , τ
2,?
tmax) under mcB-AMP, but also does so at the fastest
convergence rate.
4.2.4 Fixed-point Analysis
While the performance of mcB-AMP at every iteration t = 1, . . . , tmax in the large-
system limit can be characterized by the SE recursion equations in Theorem 16,
we can analyze the performance of mcB-AMP for tmax → ∞. In this case, the
mismatched SE in Theorem 16 converges to the following fixed-point equation:
σ2? = N0 + βmin
γ2≥0
Ψmm(σ2? ,γ
2) = N0 + βΨ?(σ2?). (4.10)
Thus, as tmax → ∞, the decoupled noise variance by mcB-AMP converges to σ2?
for the relation (4.10). If there are multiple fixed points, we note that mcB-AMP, in
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general1, converges to the largest fixed-point solution to (4.10), which ultimately
leads to a higher probability of error than that of the smallest fixed-point solution.
In order to provide conditions on the MIMO system to ensure a unique fixed-
point solution to (4.10), we use the MRT in Definition 7. By the definition of βminO ,
for all system ratios β < βminO regardless of the noise variance N0, the fixed-point
solution in (4.10) is unique. In Section 4.4, we will use the MRT to analyze when
mcB-AMP has a unique fixed-point solution for QAM/PAM constellation sets
and establish connections to other convex-based methods.
4.3 Mismatched Data Detection with Optimal Tuning: General
Case
We now apply the mismatched cB-AMP framework to mismatched data detection
in large MIMO systems, and refer to the algorithm as mismatched large MIMO
AMP (M-LAMA). In this section, we start by introducing M-LAMA and then,
present corresponding M-LAMA for a Gaussian prior.
4.3.1 Optimally-Tuned Data Detection with a Gaussian Prior
In this section, we derive a M-LAMA algorithm variant using a mismatched
Gaussian prior when the true signals are taken from a constellation set O with
equally likely symbols assuming ES0 [|S0|2] = Es. Without loss of generality, we
assume a standard complex Gaussian distribution for the mismatched prior, i.e.,
1Convergence to another fixed-point solution is possible if mcB-AMP is initialized sufficiently
close to such a fixed point [114].
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p˜(s˜`) ∼ CN (0, 1) as the variance parameter τ2t will be scaled accordingly to Es
in the tuning stage (4.3). For the mismatched Gaussian prior, the message mean
function (4.5) is given by Fmm(s, τ2) = EsEs+τ2 s. Using Theorem 16, we can derive
the following mismatched SE recursion:
σ2t+1 = N0 + βmin
γ2≥0
{
E2sσ2t
(Es + γ2)2
+
Esγ4
(Es + γ2)2
}
, (4.11)
which is obtained by substituting Fmm(s, τ2) = EsEs+τ2 s into (4.7).
Evidently, the mismatched SE recursion (4.11) only depends on the signal
energy Es and no other properties of the true prior p(s0). This fact allows us to
optimally tune the variance parameters only by knowledge of signal energy Es.
Therefore, if the true prior is unknown, but we know the signal energy, one may
use M-LAMA to perform data detection. Before we proceed to the fixed-point
analysis, the following lemma, with proof in Appendix A.2.2, connects the tuning
stage of M-LAMA in (4.3) and (4.11).
Lemma 20. Assume a mismatched Gaussian prior p˜(s˜) ∼ CN (0, 1) and the power of
the true prior is ES0 [|S0|2] = Es. Then, the optimal choice in the tuning stage (4.6) is
γ2? = σ
2
t which is the global minimizer to (4.11) for a fixed σ
2
t ≥ 0.
Thus, the mismatched SE recursion (4.11) reduces to
σ2t+1 = N0 + β
Es
Es + σ2t
σ2t , (4.12)
and the MRT is given by
βmin = min
σ2≥0
{(
dΨmm(σ2)
dσ2
)−1}
= min
σ2≥0
(
1+
σ2
Es
)2
= 1.
Therefore M-LAMA has a unique fixed point when β ≤ 1 regardless of the noise
variance N0. Interestingly, the fixed-point equation of (4.11) of this algorithm
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corresponds to the decoupled noise variance given by the linear MMSE detec-
tor [13, 76]. If we define signal-to-interference ratio (SIR) as SIR = 1/σ2, and
let tmax → ∞, the fixed-point solution of (4.12) coincides to the SIR given by
the linear MMSE detector in the large-system limit [13, 76, 128]. Hence, for a
mismatched Gaussian prior, M-LAMA achieves the performance of the linear
MMSE detector. We note that the proofs given in [13, 76, 128] use results from
random matrix theory, whereas our analysis uses the mismatched SE framework
proposed in Theorem 16. Furthermore, our result is constructive, i.e., M-LAMA
is a computationally efficient algorithm that implements linear MMSE detection
without the need of computing a matrix inverse.
4.3.2 Suboptimal Data Detection with a Gaussian Prior
We can replace the optimal tuning stage (4.6) by a fixed (and predetermined)
variance parameter choice for γ2t , which leads to a suboptimal, mismatched
algorithm, referred to as suboptimal M-LAMA (short SM-LAMA). We now
show that this approach leads to other well-known linear data detectors. In
particular, by considering the following two variance parameter choices γ2t → 0
and γ2t → ∞ in (4.6), we obtain the following mismatched SE recursions:
(ZF) σ2t+1= N0 + β lim
γ2t→0
Ψmm(σ2t ,γ
2
t ) = N0 + βσ
2
t ,
(MF) σ2t+1= N0 + β lim
γ2t→∞
Ψmm(σ2t ,γ
2
t ) = N0 + βVarS0 [S0],
respectively.
We note that (ZF) has a unique fixed point when β < 1 regardless of the noise
variance N0, whereas (MF) has unique fixed point regardless for any β. The
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solution to the fixed-point equation (ZF) when β < 1 and (MF) coincides exactly
to the SIR given by ZF and MF detector in the large-system limit [13, 76, 128, 137],
respectively. Hence, suboptimal variance parameter choices for γ2t leads SM-
LAMA to achieve the performance of ZF and MF detector.
4.4 Mismatched Data Detection with Optimal Tuning:
QAM/PAM Constellation
In this section, we present a M-LAMA algorithm variant that improves upon
M-LAMA for a Gaussian prior presented in Section 4.3 for QAM and PAM
constellations, which are frequently used in practical wireless systems. We will
do so by selecting a prior that closely resembles the true prior, unlike Section 4.3,
where we assumed a Gaussian prior and only used the signal energy Es. We
will present two algorithms of M-LAMA that assumes a (i) uniform hypercube
prior and (ii) Gray coding based approximation. For each algorithm variant, we
describe the optimal tuning procedure, and present an example of a suboptimal
method that avoids the tuning completely. Throughout the rest of this section,
we will assume that the true prior is from a QAM or PAM constellation set O
with equally likely symbols.
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4.4.1 Optimally-Tuned Data Detection with a Uniform Hyper-
cube Prior
In this section, we derive a M-LAMA algorithm variant using a mismatched
uniform distribution within a hypercube with length 2α around the true prior
distribution of square constellations (e.g., QPSK and QAM) . For example, for
a QPSK system with equally likely symbols, we use a mismatched prior that is
distributed uniformly in the interval [−1,+1] for both the real and imaginary
part, so α = 1. For this mismatched prior, we use Corollary 18 to compute
the posterior mean function independently for the real and imaginary part; the
posterior mean function Fmm and its first derivative are given by:
Fmm(sˆ, τ2) = sˆR +
τ2
2
ν−(sˆR, τ2/2)
+ i
(
sˆI +
τ2
2
ν−(sˆI, τ2/2)
)
(4.13)
F′mm(sˆ, τ2) = 1− 1
2
(
sˆRν−(sˆR, τ2/2) + αν−(sˆR, τ2/2)
)
− 1
2
(
sˆIν−(sˆI, τ2/2) + αν−(sˆI, τ2/2)
)
− τ
2
4
(
ν2−(sˆR, τ2/2) + ν2−(sˆI, τ2/2)
)
, (4.14)
where we use the following shorthand notations: sˆR = Re(sˆ), sˆI = Im(sˆ), and we
define the following functions:
ν−(sˆ, τ2) =
exp
(− 12τ2 (sˆ + α)2)− exp (− 12τ2 (sˆ− α)2)√
2piτ2
(
Φ
( sˆ+α
τ
)−Φ( sˆ−ατ )) ,
ν+(sˆ, τ2) =
exp
(− 12τ2 (sˆ + α)2)+ exp (− 12τ2 (sˆ− α)2)√
2piτ2
(
Φ
( sˆ+α
τ
)−Φ( sˆ−ατ )) .
The mismatched SE recursion is obtained by Theorem 16 and can be evaluated
numerically.
115
Before we proceed, we discuss two main disadvantages of M-LAMA algo-
rithm for practical systems: (i) The M-LAMA algorithm under hypercube prior
is not particularly efficient from a hardware perspective as the function in (4.13)
involves transcendental functions. In fact, this algorithm requires the evalu-
ation of the functions ν+(sˆ, τ2) and ν−(sˆ, τ2) in every iteration and for every
antenna, which require—similar to that of the optimal LAMA algorithm [39]—
excessively high numerical precision (see, e.g., [138]) and a large dynamic range.
(ii) Furthermore, the tuning stage (4.3) turns out to be non-trivial—while a grid
search or bisection methods are viable numerical methods to find a minimum,
corresponding hardware designs are impractical.
4.4.2 Suboptimal Data Detection with a Uniform Hypercube
Prior
Analogously to the ZF detector in Section 4.3.2, we can derive a sub-optimal
variant of M-LAMA (SM-LAMA) with the uniform hypercube prior from Sec-
tion 4.4.1, where we replace the tuning stage in (4.3) by the fixed choice τt → 0.
This choice leads to a much simpler algorithm compared to the optimally-tuned
M-LAMA algorithm and thus, makes the performance analysis more accessible.
Firstly, the posterior mean function simplifies to:
lim
τ2→0
Fmm(sˆ, τ2) = sˆR + sign(sˆR)min
{
α− |sˆR|, 0
}
+ i
(
sˆI + sign(sˆI)min
{
α− |sˆI|, 0
})
,
which can be evaluated efficiently. Secondly, computing limτ2→0 F′
mm(sˆ, τ2)
is straightforward, which is given by limτ2→0 F′
mm(sˆ, τ2) = 12I(|sˆR| < α) +
1
2I(|sˆI| < α). Lastly, by letting τ2 → 0, the tuning stages in (4.2) and (4.3) are
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unnecessary as we are fixing the variance parameter τ2. Since Fmm is com-
posed of piece-wise linear functions, we can explicitly state the mismatched
SE recursion in (4.7) for SM-LAMA for M2-QAM constellations with the aid of
Corollary 18. The result for M-PAM is shown below in Lemma 21 with derivation
in Appendix A.2.3.
Lemma 21. Assume a M-PAM constellation on a real-valued system. Suppose we
run SM-LAMA with letting τˆ2t → 0 for every iteration t. Then, the mismatched SE
recursion for SM-LAMA is given by σ2t = N0 + βΨ
mm
PAM(σ
2
t ), where
ΨmmPAM(σ
2) = σ2 +
2
M
M/2
∑
k=1
[
(α¯2k − σ2)Q
(
α¯k
σ
)
+ (α2k − σ2)Q
(αk
σ
)
− σ√
2pi
α¯k exp
(
− α¯
2
k
2σ2
)
− σ√
2pi
αk exp
(
− α
2
k
2σ2
)]
,
where α = M− 1, α¯k = α− (2k− 1), αk = α+ (2k− 1).
Now that we have the mismatched SE recursion to M-PAM, we can use the
result to obtain SE recursion for M2-QAM by using Corollary 18.
Corollary 22. For a M2-QAM constellation with SM-LAMA for τˆ2t → 0, the mis-
matched SE recursion is given by:
σ2t+1 = N0 + βΨ
mm
QAM(σ
2
t )
= N0 + β
2
M
M/2
∑
k=1
[
σ2t +
(
2α¯2k − σ2t
)
Q
(
α¯k
σt/
√
2
)
− σt√
pi
(
α¯k exp
(
− α¯
2
k
σ2t
)
+ αk exp
(
−α
2
k
σ2t
))
+
(
2α2k − σ2t
)
Q
(
αk
σt/
√
2
)]
, (4.15)
Now that we have summarized the mismatched SE recursion for both M-
PAM and M2-PAM for SM-LAMA, we now present conditions on the system
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ratio β where SM-LAMA has a unique fixed point. The following Lemma 23,
with proof in Appendix A.2.4, shows that the MRT of SM-LAMA for M2-QAM
is given by βminO = (1− 1/M)−1.
Lemma 23. Assume that S0 follows from M2-QAM constellation with equally likely
symbols. Then the minimum recovery threshold (MRT) for SM-LAMA is given by
βminM2-QAM = (1− 1/M)−1.
We also obtain the same MRT for a M-PAM constellation by Lemma 14.
Corollary 24 (SM-LAMA has the same MRT for M2-QAM and M-PAM (under a
real-valued system)).
We now show that this SM-LAMA variant achieves the same performance
as a well-known relaxation of the maximum likelihood data detection problem
[15, 131–133]. This algorithm, known as box relaxation (BOX) detector, solves the
following convex problem [126]:
sˆ = arg min
s˜∈CU
‖y−Hs˜‖2 subject to ‖s˜‖∞ ≤ α (4.16)
and slices the individual entries of sˆ onto the M2-QAM (or M-PAM) constel-
lations. The next result shows that SM-LAMA achieves the same error-rate
performance as the BOX detector in (4.16), while providing a simple and compu-
tationally efficient algorithm. The proof is given in Appendix A.2.5.
Lemma 25. For a complex-valued MIMO system with M2-QAM constellations (or a
real-valued MIMO system with M-PAM constellations), SM-LAMA achieves the same
performance as convex relaxed methods in [14].
We emphasize that in [14], the results were only pertained to real-valued
system, whereas our analysis connect both complex-valued M2-QAM and real-
valued M-PAM system. The case for QPSK (BPSK for real-valued system) was
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shown in [15]. In addition, our analysis is constructive; SM-LAMA algorithm
variant readily works for both QAM and PAM constellations.
4.4.3 Optimally-Tuned Data Detection with Gray Coding
Based Approximation
In this section, we derive M-LAMA algorithm variant by exploiting Gray coding
that are used for practical systems that use QAM constellation. For the sake of
brevity, we will derive the posterior mean function and analysis for 16-QAM
and uniform priors only; our approach can be easily extended to higher order
QAM constellations and non-uniform priors. We first start by noting that (3.19)
for 16-QAM for uniform priors corresponds to
F16-QAM(sˆ, τ2) = F4-PAM(sˆR, τ2/2) + iF4-PAM(sˆI, τ2/2),
where we utilized the separable property of 16-QAM as described in Corollary 18.
Here, we introduced a shorthand notation for the posterior mean for 4-PAM,
which is:
F4-PAM(sˆ, τ2) =
−3e−3 − 1e−1 + e1 + 3e3
e−3 + e−1 + e1 + e3
,
ea = exp
(
− 1
2τ2
(sˆ− a)2)
)
.
We note that the above F4-PAM function can be rewritten as:
F4-PAM(sˆ, τ2) = ∑
a∈O4-PAM
wa(sˆ, τ2)a,
where O4-PAM = {±3,±1} and wa(sˆ, τ2) is a weight distribution so that
∑
a∈O4-PAM
wa(sˆ, τ2) = 1.
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For the 4-PAM example above, we have
wa(sˆ, τ2) =
ea
e−3 + e−1 + e1 + e3
(4.17)
The high arithmetic precision requirement of computing the posterior mean
mainly stems from the computation of (4.17); this is due to the fact that ea decays
exponentially fast to zero for small τ2. Thus, the computation of (4.17) requir-
ing high numerical precision, makes the design of efficient VLSI architectures
challenging.
We now propose an approximation of (4.17) that not only relieves the arith-
metic precision requirements, but also achieves greater performance than that
given by a hypercube prior presented in Section 4.4.1. To do so, we exploit Gray
coding [57], which are commonly used in practical wireless standards.
Assuming that each bit-wise entry is independent, we exploit Gray coding to
decompose each entry of the weight distribution as:
w−3 = (1− p1)(1− p0), w−1 = (1− p1)p0,
w1 = p1p0, w3 = p1(1− p0),
where we dropped the index (sˆ, τ2) for simplicity. Here, we introduced pb,
b = 0, 1 that represent the probability that bth bit is equal to 1. Under Gray
coding and independence bit assumption, it is easy to see that p1 = w1 + w3 and
p0 = w−1 +w1. Thus, with the new notation, F
Gray
4-PAM(sˆ, τ
2) = (1− 2p1)(2p0− 3).
Now, instead of computing p1 and p0 directly, we compute the log-likelihood
ratio (LLR) Λb = log
pb
1−pb and use the relation pb =
1
2(1 + tanh(
1
2Λb)) for bits
b = 0, 1, which can be computed efficiently. With this formulation, the derivative
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becomes:
F′Gray4-PAM(sˆ, τ
2) = (1− tanh2(Λ¯1))(2− tanh(Λ¯0))Λ¯′1
− tanh(Λ¯1)(1− tanh2(Λ¯0))Λ¯′0
= 4p1(1− p1)(3− 2p0)Λ¯′1 + 4(1− 2p1)p0(1− p0)Λ¯′0,
where we introduced a shorthand notation Λ¯b = Λb/2 for both b = 0, 1. We note
that the above expression of F′ can be implemented efficiently in hardware as
1− tanh2(·) has low dynamic range. Now that we have described the procedure
for computing the posterior mean function, we will describe how to compute the
log-likelihood ratios Λ0 and Λ1.
Computation of the Log-Likelihood Ratio
In this section, we describe computationally efficient methods to compute the
LLRs Λ0 and Λ1. As described earlier, the following section assumes 16-QAM
constellation; the methodology presented here can easily be extended to higher
order QAM constellations. We propose two methods to compute Λ0 and Λ1: (i)
direct approach and (ii) low-complexity approach via max-log approximation.
(i) The direct computation of the LLR is straightforward and is computed by
noting the fact that p1 = w1 + w3 and p0 = w−1 + w1.
Λ0 = log
p0
1− p0 = log
w−1 + w1
w−3 + w3
= 8ρ+ log
cosh(2ρs)
cosh(6ρs)
,
Λ1 = 8ρs + log
cosh(2ρ(s− 2))
cosh(2ρ(s + 2))
,
where we defined shorthand notation ρ = 1/τ2.
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(ii) Although the expressions for Λ0 and Λ1 are straightforward, computing
them can be quite challenging to the the transcendental nature of the ratio term
of cosh functions. Thus, to reduce the dynamic range for the computation of
the LLRs, we propose a low-complexity method to approximate the exact LLRs
Λ0 and Λ1 via max-log approximation [139]. The idea here is to notice that
log(exp(a) + exp(−a)) = |a|+ log(1+ exp(−2|a|)) ' a for large values of a as
exp(−2|a|) quickly converges to 0. Thus, applying the max-log approximation
to Λ0 results in:
log
cosh(2ρs)
cosh(6ρs)
= log cosh(2ρs)− log cosh(6ρs)
= 2ρ|s|+ log(1+ exp(−4ρ|s|))
− 6ρ|s| − log(1+ exp(−12ρ|s|))
(a)' 2ρ|s| − 6ρ|s| = −4ρ|s|.
Similarly for Λ1 we have,
log
cosh(2ρ(s− 2))
cosh(2ρ(s + 2))
(b)' 2ρ|s− 2| − 2ρ|s + 2|.
We note that in (a) and (b), we have ignored the correction term log(1 +
exp(−c|s|)); one may include an approximated value of the correction term to
mitigate the loss of max-log approximation at a small overhead in complexity.
However, we will show in Section 4.5 that the proposed max-log approximation
does not result in any loss in error-rate performance. Therefore, we have the
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LLRs Λ0 and Λ1 from the max-log approximation as:
Λmax-log0 = 4ρ(2− |s|),
Λmax-log1 = 2ρ(4s + |s− 2| − |s + 2|)
=

8ρ(s + 1) s < −2,
4ρs −2 ≤ s < 2,
8ρ(s− 1) s > 2.
We note that the resulting LLRs can be computed very efficiently without any
special functions and requires low precision range compared to the exact LLRs
obtained directly.
4.4.4 Suboptimal Data Detection with Gray Coding Based Ap-
proximation
As described in Section 4.2.3, optimal tuning is necessary with a mismatched
prior to mitigate the performance loss. Optimal tuning for Gray-coding based
approximation involves solving for the optimization problem in (4.6). For the
Gray-coding based approximation, we have the posterior mean with the exact
LLR computation as:
F
Gray
4-PAM(sˆ, τ
2) = tanh(Λ¯1)(2− tanh(Λ¯0))
= tanh
(
4
τ2
sˆ +
1
2
log
cosh
( 2
τ2
(sˆ− 2))
cosh
( 2
τ2
(sˆ + 2)
))
×
(
2− tanh
(
4
τ2
+
1
2
log
cosh
( 2
τ2
sˆ
)
cosh
( 6
τ2
sˆ
))),
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and the posterior mean with max-log approximation as:
F
max-log
4-PAM (sˆ, τ
2) = tanh
(
1
τ2
(4sˆ + |sˆ− 2| − |sˆ + 2|)
)
×
(
2− tanh
(
2
τ2
(2− |sˆ|)
))
.
Solving for the optimization problem in (4.6) with the posterior mean functions
above, however, is also non-trivial. Similar to optimal tuning with a uniform
hypercube prior in Section 4.4.1, grid search or bisection methods are viable,
but are impractical as it requires additional computational overhead. Based on
numerical calculations for optimization of (4.6) for 16-QAM constellation, we
observe that letting τˆ2 = σ2 provides a good estimate that performs very close to
the optimally-tuned value τ2 without any additional overhead.
4.5 Numerical Results
We now compare the error-rate performance of the proposed M-LAMA algorithm
variants. The mismatched SE framework Theorem 16 enables an exact error-rate
analysis in the large-system-limit, which does not require numerical simulations.
In Figure 4.1 and 4.2, we compare the performance of our M-LAMA algorithms in
the large system limit to that of the performance in a 256× 128 finite-dimensional
system MIMO system for two constellations, QPSK and 16-QAM. The error-
rate performance predicted by the SE framework in the large-system limit are
shown in either solid, dashed, or dotted lines, whereas the error-rate performance
obtained by numerical simulations are shown in markers. For both simulations,
we also compare our results to LAMA, which was shown to achieve near-IO
performance in finite systems and IO performance in the large-system limit for
β = 0.5 for both constellations.
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Figure 4.1: Symbol error rate for M-LAMA algorithm and its variants for 128× 64
MIMO system with QPSK constellation and 10 algorithm iterations. The error-
rate performance predicted by the SE framework in the large-system limit are
shown in lines whereas error-rate performance obtained by numerical simula-
tions are shown in markers. For QPSK, SM-LAMA under uniform hypercube
prior performs within 1 dB from LAMA, which achieves IO performance in the
large-system limit.
Fig. 4.1 shows the error-rate performance of M-LAMA algorithms for QPSK
constellation. We show the performance of three mismatched LAMA algo-
rithms, optimally-tuned M-LAMA for a Gaussian prior (M-LAMA-MMSE), and
optimally- and sub-optimal tuned M-LAMA for hypercube prior; we include
error-rate performance of LAMA as a baseline. We exclude Gray-coding based
approximation as it has no performance loss for QPSK constellation; hence, for
QPSK, Gray-coding based approximation achieves identical error-rate perfor-
mance to that given by LAMA. We first observe that M-LAMA algorithms for
a finite dimension achieve similar error-rate performance to its error-rate per-
formance in the large-system limit. In particular, M-LAMA for optimally-tuned
Gaussian prior (M-LAMA-MMSE) achieves near-identical error-rate performance
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Figure 4.2: Symbol error rate for M-LAMA algorithm and its variants for 128× 64
MIMO system with 16-QAM and 5 algorithm iterations. The error-rate perfor-
mance predicted by the SE framework in the large-system limit are shown in lines
whereas error-rate performance obtained by numerical simulations are shown
in markers. For 16-QAM, SM-LAMA with Gray-coding based approximation
performs as good as LAMA. Thus, M-LAMA can achieve near-IO optimal error-
rate performance at a lower computational complexity by using intentionally
selected mismatched priors.
to actual linear MMSE detection, which agrees with SE analysis. In particular, the
optimally-tuned M-LAMA and its ZF variant SM-LAMA, for uniform hypercube
prior performs within 1 db of the LAMA algorithm, which was shown to achieve
IO performance in the large-system limit.
Fig. 4.2 shows the error-rate performance of M-LAMA for 16-QAM constel-
lation. We provide error-rate performance of both Gray-coding based approx-
imations, and sub-optimally tuned M-LAMA for hypercube prior. Compared
to Fig. 4.1, there exists performance gap between asymptotic predictions by SE
and numerical simulations; the gap decreases for larger systems. We observe
that Gray-coding based approximation provides excellent error-rate performance
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compared to that given by LAMA. Moreover, there does not exist any perfor-
mance loss of using max-log approximation for Gray coding based approxima-
tion compared that without max-log approximation. Fig. 4.2 reiterates the fact
that M-LAMA with carefully selected intentional mismatched priors can achieve
near-optimal error-rate performance at a lower computational complexity and
without the need for complicated transcendental functions.
4.6 Conclusions
We have presented the M-LAMA algorithm along with mismatched SE recursion.
We have shown that for a mismatched Gaussian prior, M-LAMA and suboptimal
SM-LAMAs achieve the same performance as linear MMSE, and ZF and MF
detector. For a QAM constellation, we presented two variants of M-LAMA
and characterized the SE performance for a uniform hypercube prior and Gray
coding based approximation. For a mismatched uniform hypercube prior, we
established conditions on the system ratio β for which SM-LAMA has a unique
fixed point under M2-QAM constellation. Although the presented results are
exclusively for the large-system limit, our simulations indicate that M-LAMA
and its variants achieve near-IO performance in realistic, finite dimensional
systems.
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CHAPTER 5
DECENTRALIZED DATA DETECTION IN MASSIVE MU-MIMO
5.1 Introduction
Massive multi-user (MU) multiple-input multiple-output (MIMO) is widely
believed to be a key technology for next-generation wireless systems [30, 53, 140].
By equipping the infrastructure base-stations (BSs) with hundreds or thousands
of active antenna elements and serving tens or hundreds of user equipments
(UEs) simultaneously and in the same frequency band, massive MU-MIMO
promises orders-of-magnitude improvements in spectral efficiency and energy
efficiency compared to traditional, small-scale MIMO [5, 6]. However, the large
number of antennas at the BS causes significant challenges when implementing
this technology. One of the most prominent challenges is the excessively high
amount of fronthaul data that must be transferred from the radio-frequency
(RF) antenna units at the BS antenna array to the baseband processing unit
(BBU) [16–19]. For example, the fronthaul data rates (from RF chains to the
BBU) exceed 200 Gbit/s for a massive MU-MIMO system with 128 BS antennas,
each using two 10 bit analog-to-digital converters (for in-phase and quadrature
components) operating at 80 MS/s sampling rate. Such high data rates not
only exceed the bandwidth of existing high-speed interconnect standards, such
as the common public radio interface (CPRI) [20], but will also approach the
limits of existing chip input/output (I/O) interfaces in terms of bandwidth
and power dissipation [21]. Furthermore, traditional data-detection algorithms
that achieve near-optimal spectral efficiency in the MU-MIMO uplink [6], such
as zero-forcing (ZF) and linear minimum mean-square error (L-MMSE)-based
128
equalization, rely on centralized processing in a single computing fabric, which
results in excessively high complexity for large antenna arrays [17, 22].
5.1.1 Decentralized Baseband Processing
In order to mitigate the bandwidth and computing bottlenecks of centralized
massive MU-MIMO architectures, existing testbeds either distribute the most crit-
ical baseband processing tasks in the frequency domain or use matched filtering
(MF). Concretely, the testbeds described in [141–144] parallelize the key base-
band processing tasks across the subcarriers of orthogonal frequency-division
multiplexing (OFDM)-based systems. While this approach enables high paral-
lelism, it requires that each frequency cluster obtains data from all BS antennas,
which alone does not enable one to scale such systems to thousands of antenna
elements [17]. In contrast to frequency parallelization, MF enables antenna par-
allelization that divides array into independent clusters [53, 145]; this approach
significantly reduces the interconnect bandwidth between the RF chains and the
BBUs. MF, however, suffers from low spectral efficiency for realistic antenna
configurations and high-rate modulation and coding schemes [6]. Consequently,
realizing massive MU-MIMO in practice requires solutions that reduce the inter-
connect and chip I/O bandwidth as well as the baseband processing complexity
per computing fabric, without sacrificing spectral efficiency.
Decentralized baseband processing (DBP) has been proposed in [17] to allevi-
ate the fronthaul and I/O bandwidth bottlenecks, and enables parallel baseband
processing across BS antennas on multiple computing fabrics, such as application-
specific integrated circuits (ASICs), field-programmable gate arrays (FPGAs), or
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graphics processing units (GPUs) [146, 147], while achieving high spectral effi-
ciency. The idea of DBP is to partition the BS antenna array into C independent
clusters, each associated with local computing fabrics that carry out the necessary
RF and baseband processing tasks in a decentralized and parallel fashion. The
algorithms proposed in [17] perform linear equalization and precoding in an
iterative manner by exchanging consensus information among the clusters. How-
ever, implementation results on a GPU cluster revealed that the transfer latency
of such consensus-sharing methods are limiting the achievable throughput. To
avoid this drawback, references [16, 21, 148, 149] recently proposed feedforward
architectures that minimize the transfer latency.
5.1.2 Relevant Prior Art
Decentralized baseband processing (DBP) for massive MI-MIMO systems has
been proposed in [17] together with consensus-sharing equalization and precod-
ing algorithms. Distributed processing across antenna elements is also a critical
component of coordinated multipoint (CoMP) [150] and cloud radio access net-
works (CRANs) [151] for multi-cell transmission. While all these architectures
and algorithms are able to reduce the raw baseband data rates and mitigate
the computation bottlenecks, their performance has not been analyzed and the
achievable throughput suffers from high interconnect latency caused by iterative
exchange of consensus information. To avoid the consensus sharing among
clusters, we focus on decentralized feedforward architectures that minimize the
transfer latency and enable a theoretical performance analysis.
Feedforward architectures for decentralized massive MU-MIMO equaliza-
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tion have been proposed in [16, 21, 148, 149]. The present chapter extends our
theoretical results from [149] and, in contrast to [16, 21, 148], provides two dis-
tinct architectures and a corresponding SINR analysis for a range of linear and
nonlinear equalization algorithms.
The post-equalization SINR performance of centralized linear equalization
algorithms, such as MF, ZF, and L-MMSE, has been analyzed in [13, 76, 128, 152]
in the large-system limit. We will investigate the SINR performance of these
algorithms for the two proposed decentralized feedforward architectures, and
also investigate the efficacy of nonlinear equalization for decentralized massive
MU-MIMO architectures.
Nonlinear equalization for massive MU-MIMO systems via approximate
message passing (AMP) has been studied in [38, 39, 103, 153]. A distributed
version of AMP has been proposed in [154] for compressive sensing applications
[155, 156]. The key differences of our nonlinear equalization algorithm to these
results are as follows: (i) We consider decentralized feedforward architectures;
(ii) the methods in [38, 39, 103, 153] are centralized; (iii) the distributed AMP-
based method in [154] requires iterative consensus sharing; (iv) we analyze
the post-equalization SINR and error-rate performance in massive MU-MIMO
systems.
5.2 Decentralized Equalization Architectures
We start by introducing the considered massive MU-MIMO system model and the
basics of equalization-based data detection. We then discuss the two feedforward
equalization architectures for DBP depicted in Fig. 5.1, and detail the SINR
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Figure 5.1: Partially decentralized (PD) and fully decentralized (FD) feedforward
equalization architectures for the massive MU-MIMO uplink. The antenna
array is divided in C clusters, each associated with local radio-frequency (RF)
processing and channel estimation (CHEST). (a) PD performs decentralized
CHEST and preprocessing; equalization is performed in a centralized fashion
and operates on a low-dimensional data (dimension is the number of UEs). (b)
FD performs CHEST, preprocessing, and equalization in a decentralized manner;
the final equalization result is formed by a weighted average of local estimates.
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analysis framework that we will use throughout this section.
5.2.1 Uplink System Model and Equalization
We consider a narrowband massive MU-MIMO uplink system in which U single-
antenna UEs transmit data to a BS with B antenna elements. To model this
scenario, we use the standard input-output relation presented in (2.1):
y = Hs0 + n.
Equalization is concerned with forming an estimate zˆ of the transmit signal
vector s0 along with reliability estimates for each entry in zˆ. These two quantities
are then used to compute hard-output estimates for the transmit symbols or
bit-wise soft information in the form of log-likelihood ratios [57, 139]. Consider a
general centralized equalizer {zˆ, σˆ2} = E(y, H) that takes the received vector y
and the MIMO channel matrix H in order to compute (i) an estimate zˆ for the
true transmit vector s0 and (ii) the associated error variance vector σˆ2. The error
variance vector characterizes the post-equalization residual interference and
noise variance on each entry of the estimate zˆ. Mathematically, this quantity
corresponds to the variances of each entry in the residual interference and noise
vector defined as e = zˆ− s0, i.e., σˆ2 = Ee[eeH].
The literature describes a range of linear and nonlinear equalization algo-
rithms for small-scale and massive MU-MIMO data detection [8, 22, 39, 133].
Linear methods, such as MF, ZF, and L-MMSE are among the most common al-
gorithms, mainly due to their simplicity and low computational complexity [22].
Nevertheless, nonlinear equalizers, such as the LAMA algorithm in Algorithm 2,
have been shown to (often significantly) outperform linear equalizers at the cost
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of higher computational complexity [11, 39, 153].
5.2.2 Basics of Decentralized Equalization
As in [17], we partition the B BS antenna elements into C ∈ {1, 2, . . . , B} inde-
pendent antenna clusters. The cth antenna cluster is associated with Bc = wcB BS
antennas so that wc ∈ [0, 1] and ∑Cc=1 wc = 1. Each cluster contains local RF com-
ponents and only requires access to local channel state information (CSI) acquired
in a local channel estimation (CHEST) unit. Without loss of generality, we parti-
tion the receive vector y = [yT1 , . . . , y
T
C]
T, the channel matrix H = [HT1 , . . . , H
T
C]
T,
and the noise vector n = [nT1 , . . . , n
T
C]
T in (2.1). For this antenna partitioning
scheme, the input-output relation corresponding to the local receive vector yc
associated with the cth cluster can be written as
yc = Hcs0 + nc, c = 1, . . . , C, (5.1)
with yc ∈ CBc , Hc ∈ CBc×U, and nc ∈ CBc . The following subsections describe
two decentralized equalization architectures that compute estimates for the
transmit vector s0 by performing local computations in each antenna cluster
using only information of the local receive vector yc and channel matrix Hc
followed by fusion of the results from all clusters.
5.2.3 Partially Decentralized (PD) Equalization Architecture
The partially decentralized (PD) equalization architecture is illustrated in
Fig. 5.1(a). First, each cluster c = 1, . . . , C independently (and in parallel) pre-
processes the local receive vector yc and channel matrix Hc by computing the
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U-dimensional local MF vector yMFc = HHc yc and the U ×U local Gram matrix
Gc = HHc Hc. Second, a feedforward adder tree, indicated with the symbol ⊕
in Fig. 5.1(a), is used to compute the complete MF vector and Gram matrix as
follows:
yMF =
C
∑
c=1
yMFc and G =
C
∑
c=1
Gc. (5.2)
Third, we perform linear or nonlinear equalization in a centralized unit that
computes the estimate zˆ ∈ CU and the post-equalization error variance vec-
tor σˆ2 ∈ CU. The tuple {zˆ, σˆ2} is then used to compute hard- or soft-output
estimates.
In Section 5.3, we will detail MF, ZF, L-MMSE equalization, and a new LAMA-
based equalization algorithm [39] for the PD architecture, all of which directly
operate on the u-dimensional fused MF vector yMF and Gram matrix G. Since
the MF vector is a sufficient statistic for the transmit signal s0 [57], we will show
that the PD equalization does not incur a SINR performance loss compared to
centralized MF, ZF, L-MMSE, and LAMA equalizers.
5.2.4 Fully Decentralized (FD) Equalization Architecture
The PD architecture requires a summation of both the local MF vectors and the
local Gram matrices, which involves potentially large amounts of data to be
transmitted to the central equalization unit, especially in channels with short
coherence time. The fully decentralized (FD) equalization architecture illustrated
in Fig. 5.1(b) avoids the transmission of the local Gram matrices altogether at the
cost of a (typically small) performance loss. First, each cluster c = 1, . . . , C inde-
pendently (and in parallel) performs CHEST, preprocessing, and equalization, i.e.,
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directly forms a local estimate zˆc ∈ CU and local post-equalization error variance
vector σˆ2c ∈ CU. Second, a feedforward fusion tree in Fig. 5.1(b), optimally
combines the local estimates zˆc using information from the error variance vectors
σˆ2c in order to generate the final output tuple {zˆ, σˆ2}.
In Section 5.4, we will detail the optimal fusion rule as well as MF, ZF, L-
MMSE, and LAMA-based equalization for the FD architecture. We will also
provide an SINR performance analysis in the large-system limit.
5.2.5 Signal-to-Interference-and-Noise-Ratio (SINR) Analysis
To analyze the performance of linear and nonlinear equalization algorithms
for the PD and FD architectures, we will focus on the large-system limit and
Rayleigh-fading channels.
Definition 13 (Rayleigh fading). A MIMO channel is Rayleigh fading if the channel
matrix H has i.i.d. circularly symmetric complex Gaussian entries with variance 1/B
per entry.
By considering the large-system limit and Rayleigh-fading channels, Tse and
Hanly have shown in [13] that linear equalizers, such as MF, ZF, and L-MMSE,
decouple MIMO systems into parallel and independent additive white Gaussian
noise (AWGN) channels. This means that the estimate zˆ of such linear equalizers
can be modeled on a per-UE basis in a statistically equivalent manner as follows:
zˆu = s0,u + eu, u = 1, . . . , U, (5.3)
where eu ∈ C represents residual interference and noise. Furthermore, the
quantity eu turns out to be (i) statistically independent of s0,u and (ii) circularly
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symmetric complex Gaussian with decoupled noise variance σ2, which does not
depend on the UE index u. This result also implies that all entries of the error
variance vector σˆ2 correspond to σ2. In Section 5.3 and Section 5.4 for the PD
and FD architecture, respectively, we will build upon this asymptotic analysis
framework in order to theoretically characterize the per-UE post-equalization
SINR of the decoupled system (5.3):
SINR , Es
σ2
. (5.4)
Numerical results that validate our asymptotic analysis in finite-dimensional
systems will be presented in Section 5.5.
5.3 Partially Decentralized (PD) Equalization
We start by reviewing linear equalization algorithms for the PD architecture
depicted in Fig. 5.1(a), and adapt the well-known Tse-Hanly equations [13] to
analyze the associated post-equalization SINR performance in the large-system
limit. We then present a new, nonlinear equalization algorithm that builds upon
LAMA proposed in [39], and we develop a corresponding SINR performance
analysis for the PD architecture.
5.3.1 Linear Equalization Algorithms for the PD Architecture
Since the MF output yMF in (5.2) is a sufficient statistic for the transmit signal
vector s0, a variety of optimal and suboptimal equalization-based data detection
algorithms can be derived from this quantity [57]. For MF-based equalization in
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the PD architecture, we use (5.2) to form the estimate
zˆMF = diag(G)−1yMF,
where the diagonal matrix diag(G)−1 is computed in the centralized equalization
unit; see Fig. 5.1(a). The MF estimate zˆMF can then be used to perform either
hard- or soft-output data detection. For soft-output data detection, one requires
the error variance vector given by
σˆ2MF = diag
(
diag(G)−1Gdiag(G)−HN0
+
(
diag(G)−1G− IU
)(
diag(G)−1G− IU
)H
Es
)
that contains the post-equalization SINR for each entry of zˆMF. Note that MF-
based equalization was shown to be optimal (i) for a fixed number of UEs and
infinitely many BS antennas [53], which is equivalent to β → 0 in the large-
system limit, or (ii) in the low-SNR regime [13]. The estimate of the ZF equalizer
for the PD architecture is given by
zˆZF = G−1yMF,
where the matrix G−1 is computed in the centralized equalization unit. The
associated error variance vector is given by
σˆ2ZF = diag(G
−1)N0.
For L-MMSE equalization, we have
zˆL-MMSE = (G+ ρIU)−1yMF.
where the matrix (G+ ρIU)−1 is computed in the centralized equalization unit.
The L-MMSE regularization parameter is set to ρ = N0/Es for complex-valued
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constellations (e.g., QPSK or 16-QAM). The associated error variance vector is
given by
σˆ2L-MMSE = diag
(
(G+ ρIU)−1G(G+ ρIU)−HN0
+
(
(G+ ρIU)−1G− IU
)(
(G+ ρIU)−1G− IU
)H
Es
)
.
We reiterate that the MF, ZF, and L-MMSE equalizers for the PD architecture
deliver exactly the same estimates as their centralized counterparts—the only
difference is the way the involved quantities are computed.
As shown in [13] and outlined in Section 5.2.5, centralized MF, ZF, and L-
MMSE equalizers decouple MIMO systems in the large-system limit and for
Rayleigh fading channels; this implies that the entries of the error variance
vectors σˆ2MF, σˆ
2
ZF, and σˆ
2
L-MMSE converge to the decoupled noise variance σ
2 of
the MF, ZF, and L-MMSE equalizer, respectively. Since linear equalizers in the
PD architecture yield exactly the same estimates as in a centralized architecture,
we can directly characterize the associated decoupled noise variance σ2PD in the
PD architecture using the following result.
Theorem 26 ([13, Thm. 3.1]). Fix the system ratio β = U/B, and assume the large-
system limit and Rayleigh fading channels. Then, the decoupled noise variance σ2PD for
MF, ZF, and L-MMSE equalization in a centralized or PD architecture, is the solution
to the following fixed-point equation
σ2PD = N0 + βΨ(σ
2
PD), (5.5)
where the MSE function Ψ(σ2) is given by
Ψ(σ2) = Es, (MF)
Ψ(σ2) = σ2, (ZF)
Ψ(σ2) =
Es
Es + σ2
σ2, (L-MMSE)
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for MF, ZF, and L-MMSE equalization, respectively.
We note that the expression for the ZF equalizer only holds for β < 1, whereas
the expressions for MF and L-MMSE hold for general system ratios β.1 From
Theorem 26, we obtain closed-form expressions for the post-equalization SINR in
(5.4) for MF, ZF, and L-MMSE equalization in the PD architecture.
Corollary 27. Assume that the conditions of Theorem 26 hold. Then, the post-
equalization SINR for MF, ZF, and L-MMSE equalization in the PD architecture are
given by
SINRMFPD =
Es/N0
1+ βEs/N0
, (MF)
SINRZFPD =
Es
N0
(1− β), for β < 1, (ZF)
SINRL-MMSEPD =
1
2
(√(
1− Es
N0
(1− β)
)2
+ 4
Es
N0
−
(
1− Es
N0
(1− β)
))
. (L-MMSE)
We note that in the massive MU-MIMO regime, which corresponds to β→ 0,
all post-equalization SINR expressions converge to Es/N0, which confirms the
well-known fact that MF is optimal in this scenario [53]. It can also be shown
that SINRL-MMSEPD bounds SINR
MF
PD and SINR
ZF
PD from above for all system ratios
and in all SNR regimes. Hence, L-MMSE equalization is often the preferred
choice in realistic massive MU-MIMO systems [6, 22]. We reiterate that the SINR
expressions listed in Corollary 27 are also valid for centralized architectures.
1The asymptotic SINR performance of ZF equalization via the Moore-Penrose pseudo inverse
when β ≥ 1 was analyzed in [137].
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5.3.2 LAMA for the PD Architecture
The LAMA algorithm presented in Algorithm 2 is a nonlinear equalizer is able to
achieve individually-optimal performance in the large-system limit given certain
conditions on the antenna ratio β and the noise variance N0 are satisfied. LAMA
operates directly on the input-output relation in (2.1) and is, hence, designed for
centralized processing. We now develop a novel variant of LAMA that directly
operates on the complete MF output yMF and the Gram matrix G in (5.2) to
enables its use in the PD architecture. Since the antenna configuration in massive
MU-MIMO systems typically satisfies U  B, the LAMA-PD algorithm operates
on a lower dimension which reduces complexity while delivering exactly the
same estimates as the original LAMA algorithm. We note that LAMA was
derived in the large-system limit and for Rayleigh fading channels [87], but these
assumptions are not required in practice. We next summarize the LAMA-PD
algorithm; the derivation can be found in Appendix A.3.1.
Algorithm 4 (LAMA-PD). Initialize s` = ES[S] for ` = 1, . . . , U, φ(1) = VarS[S],
and v(1) = 0B×0. Then, for every iteration t = 1, 2, . . . , Tmax, compute the following
steps:
zˆt = yMF + (I−G)sˆt + vt (5.6)
sˆt+1 = F(zˆt, N0 + τˆ2t )
τˆ2t+1 = β〈G(zˆt, N0 + τˆ2t )〉
vt+1 =
τˆ2t+1
N0 + τˆ2t
(zˆt − st).
The estimates and error variances of LAMA are zˆt and σ2t,LAMA = N0 + τˆ
2
t , respectively.
In order to analyze the post-equalization SINR of LAMA-PD, it is key to real-
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ize that the equalization output zˆt is equivalent to that of the original centralized
LAMA algorithm in Algorithm 2. As discussed in Section 3.3.3, LAMA (and
hence LAMA-PD) decouples the MIMO system into parallel AWGN channels.
For t → ∞, the SE recursion in Theorem 2 converges to the same fixed-
point equation of linear equalizers in (5.5), where the only difference is the MSE
function (3.13). As for linear equalizers, we can use the fixed-point equation in
(5.5). Correspondingly, we can use SE to analyze the post-equalization SINR
performance of LAMA and LAMA-PD. Unfortunately, there are no closed-form
expressions known for the decoupled noise variance or the SINR for LAMA
and LAMA-PD with discrete constellations, due to the specific form of the MSE
function (3.13). Nevertheless, we can numerically compute (3.13) and, hence,
analyze the SINR. A corresponding SINR comparison with linear equalizers is
given in Section 5.5.
5.4 Fully Decentralized (FD) Equalization
We next discuss optimal fusion for linear and nonlinear equalization in the PD
architecture as depicted in Fig. 5.1(b). We then analyze the post-equalization
SINR of the proposed equalizers depending on the antenna cluster allocation
strategy.
5.4.1 Optimal Fusion for the FD Architecture
As detailed in Section 5.2.4, each cluster c = 1, . . . , C in the FD architecture
independently computes a local estimate zˆc and associated error variance vec-
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tor σˆ2c . Then, the vectors zˆc and σˆ2c for c = 1, . . . , C are fused to compute the final
output tuple {zˆ, σˆ2}. Since in the large-system limit and for Rayleigh fading
channels, the considered equalizers decouple MIMO systems into parallel and
independent AWGN channels (see Section 5.2.5), we focus on linear fusion of the
local estimates in Fig. 5.1(b). Specifically, the proposed FD architecture computes
the fused estimate zˆ by combining the local estimates for each UE as follows:
zˆu =
C
∑
c=1
νc,uzˆc,u, u = 1, . . . , U. (5.7)
Here, zˆc,u is the local estimate for uth UE at cluster c and the weights νc,u, u =
1, . . . , U, depend on the per-cluster error variance vector σˆ2c . In what follows, we
are interested in the optimal set of weights for the following criterion.
Definition 14 (Optimal fusion). Optimal fusion for the FD architecture maximizes
the per-UE post-equalization SINR of the final estimate zˆu obtained from (5.7) while
∑Cc=1 νc,u = 1.
In other words, optimal fusion defines a set of weights νc,u, c = 1, . . . , C,
u = 1, . . . , U, so that the decoupled noise variances contained in σˆ2 associated
with the fused estimate zˆ are minimized. The following result summarizes the
optimal fusion rule; a short proof is given in Appendix A.3.2.
Lemma 28. Let σ2c,u, c = 1, . . . , C, u = 1, . . . , U, be a set of given error variances
for UE u and cluster c. Assume that the residual interference and noise terms are zero
mean and uncorrelated among the clusters. Then, the weights that yield optimal fusion
according to Definition 14 are given by
νc,u =
1
σ2c,u
(
C
∑
c′=1
1
σ2c′,u
)−1
, (5.8)
for c = 1, . . . , C and u = 1, . . . , U.
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5.4.2 SINR Analysis of Optimal Fusion in the FD Architecture
We are now interested in analyzing the post-fusion SINR for the FD architecture
in the large-system limit. The following theorem analyzes the decoupled noise
variance σ2c for each cluster c = 1, . . . , C; the proof is given in Appendix A.3.3.
Lemma 29. Assume MF, ZF, L-MMSE, or LAMA equalization in each cluster c =
1, . . . , C. Consider the large-system limit and Rayleigh fading channels. Then, the input-
output relation of each cluster is decoupled into parallel channels of the form (5.3) with
decoupled noise variance σ2c given by a solution to the following fixed-point equation:
wcσ2c = N0 + βΨ(σ
2
c ).
Here, Ψ(σ2c ) is the MSE function of the equalizer in cluster c.
This result shows that the per-UE error variances σ2c,u will become indepen-
dent of the UE index u in the large-system limit and for Rayleigh-fading channels.
Furthermore, the decoupled noise variances σ2c depend on the fraction wc of BS
antennas associated with cluster c.
The following result establishes the post-fusion SINR in the FD architecture;
a short proof is given in Appendix A.3.4.
Theorem 30. Let the assumptions of Lemma 29 hold and σ2c , c = 1, . . . , C, be the
per-cluster decoupled noise variances. Then, the decoupled noise variance σ2FD of the
fused estimate in (5.7) of the FD architecture is given by
σ2FD =
(
C
∑
c=1
1
σ2c
)−1
= N0 + β
C
∑
c=1
νcΨ(σ2c ). (5.9)
We note that this result implies that the post-fusion SINR with optimal fusion
according to Definition 14, denoted by SINRFD, corresponds to the sum of the
per-cluster SINR values.
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Finally, we have the following intuitive result which implies that for a given
equalizer, the FD architecture cannot outperform the PD architecture; the proof
is given in Appendix A.3.5.
Lemma 31. Let N0 > 0 and assume the large-system limit and Rayleigh-fading chan-
nels. Then, the output SINR for the FD and PD architectures satisfy SINRFD ≤ SINRPD.
Equality holds for β→ 0, C = 1, or if MF-based equalization is used.
5.4.3 Antenna Partitioning Strategies for Linear Equalizers
We now analyze the post-fusion SINR performance of linear algorithms for the
FD architecture, depending on the antenna allocation strategy, i.e., on the fraction
of antennas wc used per cluster c. For the following analysis, we assume the
large-system limit and Rayleigh fading channels.
For MF with the FD architecture, the post-fusion SINR is equivalent to that of
the PD architecture (and that of centralized processing), as shown in Lemma 31.
Hence, the antenna partitioning strategy does not affect the SINR performance.
For ZF equalization in the FD architecture, we have the following result; the
proof is given in Appendix A.3.6.
Lemma 32. Assume that the B BS antennas are divided into C clusters so that wc ≥ β
holds for c = 1, . . . , C. Then, the post-fusion SINR for ZF equalization is given by
SINRZFFD =
Es
N0
(1− Cβ). (5.10)
Interestingly, we observe that the post-fusion SINR SINRZFFD does not depend
on the antenna allocation strategy; this implies that the per-cluster antenna frac-
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tion wc can be chosen arbitrarily as long as wc ≥ β for c = 1, . . . , C.2 Note,
however, that equally-sized clusters are desirable in practice as they may min-
imize the interconnect or chip I/O bandwidth as well as the computational
complexity per computing fabric.
For L-MMSE equalization in the FD architecture, we have the following result;
the proof is given in Appendix A.3.7.
Lemma 33. Assume that the B BS antennas are divided into C clusters so that
∑Cc=1 wc = 1 holds with wc ≥ 0 for c = 1, . . . , C. Then, the post-fusion SINR of
the L-MMSE equalizer is given by
SINRL-MMSEFD =
1
2
C
∑
c=1
√(
1− Es
N0
(wc − β)
)2
+ 4
Es
N0
wc
− 1
2
(
C− Es
N0
(1− Cβ)
)
(5.11)
We see from Lemma 33 that the post-fusion SINR expression for L-MMSE
equalization depends on the antenna allocation strategy, i.e., on the weights wc,
which is in contrast to ZF equalization (cf. Lemma 32). In addition, L-MMSE
equalization does not require the restriction wc ≥ β for ZF-equalization as
the post-fusion SINR expression holds even for underdetermined systems [13].
Hence, it is natural to ask what the optimal cluster allocation strategy is. The
following result is rather disappointing; the proof is given in Appendix A.3.8.
Lemma 34. The cluster allocation strategy that maximizes the post-fusion SINR for the
L-MMSE equalizer SINRL-MMSEFD is wc = 1 for some c and wc′ = 0 for c
′ 6= c.
Clearly, without any systematic requirements on the cluster ratios wc, c =
1, . . . , C, besides wc ≥ 0, maximizing SINRL-MMSEFD so that ∑Cc=1 wc = 1 corre-
2The condition wc ≥ β implies that ∑Cc=1 wc = 1 ≥ Cβ so the SINR expression in Lemma 32 is
well-defined.
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sponds to a centralized architecture, i.e., all antennas should be allocated to
a single cluster. Since the key idea of DBP was to mitigate interconnect and
I/O bandwidth as well as computation bottlenecks, such an optimal allocation
strategy is undesirable in practice. We next show that the most desirable (from
a practical viewpoint) cluster allocation strategy, i.e., one for which all clusters
have an equal number of antennas, yields the worst post-fusion SINR; the proof
is given in Appendix A.3.9
Lemma 35. Assume that the B BS antennas are divided into C clusters so that
∑Cc=1 wc = 1 with wc ≥ 0, c = 1, . . . , C. Then, we have the following lower bound on
the post-fusion SINR:
SINRL-MMSEFD ≥
1
2
√(
1− Es
N0
(1− Cβ)
)2
+ 4
Es
N0
C
− 1
2
(
C− Es
N0
(1− Cβ)
)
. (5.12)
Furthermore, the lower bound is achieved with equality if the antennas are distributed
uniformly across all clusters, i.e., where wc = 1/C for c = 1, . . . , C.
We conclude by noting that even though uniform cluster sizes are the worst
for L-MMSE equalization in the FD architecture, L-MMSE equalization out-
performs ZF equalization for all possible partitioning schemes in terms of the
post-fusion SINR. Hence, L-MMSE equalization is desirable in practice.
5.5 Numerical Results
We now investigate the performance of decentralized equalization in the large-
system limit and for Rayleigh-fading channels using the SINR expressions from
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Figure 5.2: Achievable rate analysis of DBP with feedforward architectures
for QPSK constellation. We fix the target achievable rate R = 1.99 and plot
the required minimum BS-to-UE antenna ratio β−1 versus SNR loss. LAMA
outperforms MF, ZF, and L-MMSE in both PD and FD architectures. LAMA-FD
outperforms L-MMSE-PD in terms of required minimum BS-to-UE ratio at all
SNR loss.
Sections 5.3 and 5.4. We show error-rate simulation results to validate our
asymptotic results in finite-dimensional systems. We also provide results for an
LTE-like massive MU-MIMO system to demonstrate the efficacy of our solutions
in a realistic scenario.
5.5.1 Achievable Rate Analysis
We first investigate the achievable rates of our feedforward architectures with
focus on the large-system limit and Rayleigh fading channels. We consider C = 2
clusters with uniform antenna partitioning, i.e., wc = 1/C for c = 1, . . . , C. We
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Figure 5.3: Achievable rate analysis of DBP with feedforward architectures for
QPSK constellation. We fix the SNR loss to 1 dB and plot the required minimum
BS-to-UE antenna ratio β−1 versus achievable rate. LAMA outperforms MF, ZF,
and L-MMSE in both PD and FD architectures.
define the average receive signal-to-noise ratio (SNR) as SNR = βEs/N0 and use
an interference-free AWGN channel with variance N0 as the baseline, which
coincides to the large-system limit of massive MU-MIMO systems with β→ 0.
Concretely, we will use the following performance metric.
Definition 15 (SNR loss). We define the SNR loss of an equalizer as the excess SNR
required to achieve the same target rate R of an interference-free AWGN channel with
variance N0.
In Fig. 5.2, we use QPSK and a target rate of R = 1.99 bits/UE/channel use;
in Fig. 5.4 we use 16-QAM and a target rate of R = 3 bits/UE/channel use.
Both figures investigate the minimum required BS-to-UE ratio β−1 for a given
SNR loss, which characterizes how many more BS antennas are required by a
149
0 1 2 3 4 5
100
101
102
SNR loss at 1 dB
SNR loss [dB]
m
in
.B
S-
to
-U
E
ra
ti
o
β
−1
LAMA-PD LAMA-FD
L-MMSE-PD L-MMSE-FD
ZF-PD ZF-FD
MF
Figure 5.4: Achievable rate analysis of DBP with feedforward architectures for 16-
QAM constellation. We fix the target achievable rate R = 3 and plot the required
minimum BS-to-UE antenna ratio β−1 versus SNR loss. LAMA outperforms MF,
ZF, and L-MMSE in both PD and FD architectures.
given equalizer and feedforward architecture to be able to approach AWGN
performance up to a given SNR gap. We observe that for a small SNR loss
(i.e., when achieving similar performance as that of an interference-free AWGN
channel), we require significantly more BS antennas than UEs, irrespective of the
algorithm and architecture. For an SNR loss of 1 dB (shown by a thick vertical
line in Figures 5.2 and 5.4), we see that the PD architecture outperforms the FD
architecture; this fact is more pronounced in the QPSK scenario as we are trying to
achieve 99.5% of the maximum possible rate of 2 bits/UE/channel use for QPSK,
whereas for 16-QAM, we are only trying to achieve 75% of the maximum rate.
We also see that LAMA-PD significantly outperforms linear equalizers in the PD
and FD architectures; MF requires significantly higher BS-to-UE antenna ratios.
Interestingly, for QPSK, LAMA-FD significantly outperforms linear equalization
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Figure 5.5: Achievable rate analysis of DBP with feedforward architectures for 16-
QAM constellation. We fix the SNR loss to 1 dB and plot the required minimum
BS-to-UE antenna ratio β−1 versus achievable rate. LAMA outperforms MF, ZF,
and L-MMSE in both PD and FD architectures.
algorithms for the PD architecture in Fig. 5.2 but performs strictly worse for
16-QAM in Fig. 5.4; this is due to the fact that the system-ratio threshold for
LAMA to achieve individually-optimal performance is higher for QPSK than for
16-QAM [39]. In summary, LAMA-FD achieves similar performance as linear
equalizers with the PD architecture while reducing interconnect and chip I/O
bandwidths.
In Fig. 5.3 and Fig. 5.5, we fix the SNR loss to 1 dB and plot the minimum BS-to-
UE ratio β−1 and varying achievable rates for QPSK and 16-QAM, respectively.
For both constellations, MF performs equally well than all other methods in
the low-rate regime; note that the low-rate regime translates to the low-SNR
regime for which MF is known to be optimal. For higher rates, however, MF
requires significantly higher BS-to-UE antenna ratios compared to L-MMSE
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Figure 5.6: Symbol error rate (SER) comparison of equalization in the large-
system limit (indicated with lines) and the simulated performance (indicated
by the markers) in a B = 256 BS antenna u = 16 UE massive MU-MIMO
system with Rayleigh-fading. Evaluating the SER using our analytical SINR
expressions for the large-system limit closely matches numerical simulations in
finite-dimensional systems for all considered equalizers and architectures.
or LAMA-based equalization. The PD architecture significantly outperforms
the FD architecture for all equalizers, which implies that for high-rates the PD
architecture is the preferred choice. Interestingly, the minimum BS-to-UE antenna
ratio remains constant for ZF; this implies that as long as one operates below a
certain antenna ratio β∗, ZF is able to support all transmission rates; see [152] for
additional details on this behavior. Finally, we see that the minimum BS-to-UE
ratio β−1 decreases for LAMA-FD and LAMA-PD at high rates; this behavior is
due to the fact that LAMA in overloaded systems is particularly robust at low
and high values of SNR (see [39] for a detailed discussion).
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5.5.2 Asymptotic vs. Finite-Dimensional Systems
In Fig. 5.6, we compare our analytical SINR expressions in the large-system limit
to those in a finite-dimensional massive MU-MIMO scenario. Specifically, we
use the SINR from (5.3) in a decoupled AWGN channel to analytically compute
the symbol error rate (SER) as well as the simulated SER in an uncoded B =
256 BS antenna, u = 16 UE massive MU-MIMO system with Rayleigh fading
channels. We consider C = 8 clusters with uniform antenna partitioning, i.e.,
wc = 1/8 for all C = 8 clusters. First, we observe that the simulated results
(indicated with markers) closely match our analytical expressions (indicated
with lines). Second, we see that the PD architecture significantly outperforms the
FD architecture for C = 8 clusters and LAMA outperforms ZF and L-MMSE for
both architectures. Third, we see that MF yields poor SER performance, which
is due to the fact that MF requires extremely high BS-to-UE antenna ratios to
support 4 bits/UE/channel use for 16-QAM; see also Fig. 5.5.
5.5.3 Coded Error-rate Performance in Realistic Systems
In Fig. 5.7, we investigate the coded packet error-rate (PER) in a realistic LTE-like
massive MU-MIMO system with B = 64 BS antennas and U = 16 UEs. We
consider C = 2 clusters with uniform antenna partitioning. We use OFDM with
2048 subcarriers (1200 used for data transmission) with 16-QAM, 14 OFDM
symbols per packet, and use a weak rate-5/6 convolutional code with soft-input
Viterbi decoding. We consider a WINNER II channel model in an outdoor-
to-indoor scenario. For LAMA-PD and FD, we use 10 iterations and perform
message damping to mitigate performance loss for finite-dimensional systems
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Figure 5.7: Packet error-rate (PER) of an LTE-like massive MU-MIMO-OFDM
system with B = 64 and U = 16. LAMA for the PD and FD architectures clearly
outperforms L-MMSE while meeting the 10% LTE minimum PER requirement.
LAMA-PD or L-MMSE clearly outperform the consensus-based ADMM method
from [17] (which suffers from transfer latency), whereas LAMA-FD closely ap-
proaches the performance at minimal lower latency overheads.
with correlated MIMO channel matrices [157]. We also compare LAMA and
L-MMSE to the consensus-based ADMM method for DBP proposed in [17],
where we use 10 iterations. First, we see that LAMA-PD outperforms all other
equalization algorithms by a significant margin, when considering the LTE
minimum PER specification of 10%. Second, we observe that the consensus-
sharing ADMM method performs slightly better than that of LAMA-FD. The
ADMM-based method, however, requires iterative consensus exchange among
the clusters which results in low throughput.
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5.6 Conclusions
We have presented two feedforward architectures for decentralized equalization
in massive MU-MIMO systems that mitigate the interconnect and I/O band-
width bottlenecks and enable parallel processing on multiple computing fabrics.
For the two proposed architectures, we have presented linear and nonlinear
equalization algorithms, and we have analyzed their post-equalization SINR
performance in the large-system limit. We have also performed numerical simu-
lations that confirm our analysis. Our results indicate that nonlinear equalizers
are able to achieve near-optimal SINR performance while enabling decentralized
computations and low communication overhead among the antenna clusters.
Linear equalizers perform equally well for scenarios in which the number of BS
antennas is significantly larger than the number of UEs or for systems that use
strong coding or low data rates.
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CHAPTER 6
EFFICIENT PREPROCESSING FOR MASSIVE MU-MIMO
6.1 Introduction
Massive multi-user (MU) multiple-input multiple-output (MIMO) will be a key
technology in fifth-generation (5G) wireless systems [5, 53]. The idea of massive
MU-MIMO is to equip the base-station (BS) with hundreds of antenna elements
while serving tens of user equipments (UEs) in the same time-frequency resource.
Such large antenna arrays enable extremely fine-grained beamforming in the
uplink (UEs transmit to the BS) and in the downlink (BS transmits to the UEs),
which offers superior spectral efficiency compared to traditional, small-scale
MIMO technology that use only a few antennas at the BS.
In the uplink, linear data-detection algorithms that rely on minimum-mean
square error (MMSE) equalization or zero-forcing (ZF) equalization are known
to achieve near-optimal error-rate performance in realistic massive MU-MIMO
systems with a finite number of transmit antennas [5, 6, 57]. Non-linear data-
detection algorithms [39,111,153] have recently been shown to outperform linear
methods in systems where number of UEs is comparable to the number of BS an-
tennas. Most of these linear and non-linear data-detection algorithms entail high
computational complexity, often dominated by the computation of the so-called
Gram matrix G = HHH [22,23]. Here, H ∈ CB×U is the (uplink) channel matrix, B
is the number of BS antennas, and U is the number of (single-antenna) users. The
computational complexity is orders-of-magnitude higher in wideband systems
that use orthogonal frequency-division multiplexing (OFDM) or single-carrier
frequency-division multiple access (SC-FDMA), in which a Gram matrix must
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be computed for each active subcarrier (i.e., subcarriers used for pilots or data
transmission) [22]. For example, Gram matrix computation requires more than
2× higher complexity than data detection for a 128 BS antenna 16 UE antenna
MU-MIMO system [23, Table 4.2], and is much higher for a system with more
BS antennas. In the massive MU-MIMO downlink, precoding is necessary to
focus the transmit energy towards the UEs and to mitigate multi-user interfer-
ence [5]. In wideband systems, the complexity of linear precoding algorithms
is—analogously to the uplink—dominated by Gram matrix computation on all
active subcarriers.
While some data-detection and precoding algorithms have been proposed
that avoid the computation of the Gram matrix altogether (see, e.g., [8, 31, 158]),
these methods do not allow the re-use of intermediate results in time-division
duplexing (TDD) systems. Specifically, the Gram matrix and its inverse can-
not be re-used in the uplink (for equalization) and downlink (for precoding),
which would significantly lower the computational complexity. Hence, such
algorithms inevitably perform redundant computations during data-detection
and precoding, which leads to inefficient transceiver designs.
6.1.1 Interpolation-Based Matrix Computations
In practical wideband communication systems, e.g., building upon IEEE
802.11n [47] and 3GPP-LTE [159], the channel’s delay spread is often substantially
smaller than the number of active subcarriers. Hence, the channel coefficients
are correlated across subcarriers. This property can be exploited to reduce the
computational complexity of commonly-used matrix computations required in
157
multi-antenna systems. More specifically, the papers [24–27] avoid a brute-force
approach in traditional, small-scale, and point-to-point MIMO-OFDM systems
by using exact interpolation-based algorithms for matrix inversion and QR fac-
torization. While a few hardware designs [160, 161] have demonstrated the
efficacy of these exact interpolation methods in small-scale MIMO systems, their
complexity does not scale well to wideband massive MU-MIMO systems with
hundreds of BS antennas, tens of users, and thousands of subcarriers; in fact,
recent 3GPP specifications on New Radio (NR) access technology shows that the
number of active subcarriers is 3300 or 6600 in Rel-15 [162, 163]. In addition,
the impact of imperfect channel-state information (CSI) and antenna correlation
on such exact, interpolation-based matrix computation algorithms is routinely
ignored, but significantly affects their performance in practical scenarios (see
Section 6.6 for a detailed discussion).
6.1.2 Relevant Prior Art
Data detection and precoding for small-scale, single- and multi-carrier MIMO
systems is a well studied topic; see e.g. [57, 139, 164–166] and the references
therein. Data detection and precoding algorithms for massive MIMO systems
have been proposed in, e.g., [22, 28, 29, 39, 111, 167], which leverage the fact that
the Gram matrix is diagonally dominant [64]. However, all of these results (i)
do not exploit specific properties of massive MU-MIMO systems and (ii) ignore
the fact that time-division duplexing (TDD)-based systems must perform data-
detection and precoding, and hence, can re-use intermediate results (such as the
Gram matrix) to reduce the computational complexity. In contrast, our results
exploit the specifics of massive MU-MIMO systems, namely channel hardening,
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and enable a re-use of the computations carried out in the uplink for downlink
precoding.
The recent report [168] proposed an approximate interpolation-based ZF-
based equalizer for a wideband massive MU-MIMO testbed. In contrast to our
work, the authors interpolate the inverse of the Gram matrix. While simulation
results in [168] show that the method works well in practice, no theoretical results
have been provided. In contrast, we use approximate methods to interpolate the
Gram matrix, and we provide exact analytical results that provide a solid foun-
dation of approximate interpolation methods in massive MU-MIMO systems.
6.2 Prerequisites
We start by summarizing the considered wideband massive MU-MIMO system
and channel model. We then outline computationally-efficient ways for linear
data detection and precoding that make use of the Gram matrix.
6.2.1 System Model
Without loss of generality, we focus on the uplink1 of a wideband massive
MU-MIMO system with B base-station antennas, U single-antenna UEs (with
U  B), and W subcarriers. For each active subcarrier ω ∈ Ω with Ω containing
1By assuming channel reciprocity [5], our results directly apply to the downlink, in which HT
is the downlink channel matrix. Once all of the Gram matrices have been computed, they can be
re-used in the downlink for linear (e.g., zero-forcing or Wiener filter) precoding. See Section 6.2.3
for the details.
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the indices of the active (data and pilot) subcarriers, we model the received
frequency-domain (FD) signal as follows:
yω = Hωsω + nω. (6.1)
Here, Hω ∈ CB×U is the FD channel matrix, sω ∈ CU is the transmit vector, and
nω ∈ CB models additive noise. The FD input-output relation in (6.1) is able to
model both OFDM and SC-FDMA systems. For OFDM systems, the entries of the
transmit vector sω are taken from a discrete constellation set O (e.g., 16-QAM);
in SC-FDMA systems, the constellation points are assigned in the time-domain
and the resulting vectors are transformed into the FD to obtain the transmit
vectors sω. See, e.g., [22], for details on SC-FDMA transmission.
6.2.2 Wideband Channel Model
In wideband MIMO multicarrier systems, the FD channel matrices Hω, ω =
0, . . . , W − 1, are directly related to the time-domain (TD) matrices Ĥ` ∈ CB×U,
where ` = 0, . . . , W − 1 are the channel “taps” in the TD. We first introduce
the model used to characterize the presence of antenna correlation at the BS
side2 which occurs in the TD. Specifically, we use the standard correlation model
from [57] and express the `th TD channel matrix as follows:
Ĥ` = R1/2Ĥuncor` . (6.2)
Here, Ĥuncor` represents an uncorrelated TD channel matrix and R ∈ CB×B is a
correlation matrix that contains ones on the main diagonal and δ ∈ R on the
2In massive MU-MIMO systems, the UEs signals are likely uncorrelated as they are spatially
well-separated over potentially large cells or UE scheduling avoids correlated UEs; in contrast,
the antennas at the BS are typically confined to a small area, which increases the potential for
receive-side correlation.
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off-diagonals. We allow δ to be either real positive or negative as long as δ2 ≤ 1.
We rewrite the correlation matrix as R = (1− δ)IB + δ1B, where IB and 1B is the
B× B identity and all-ones matrix, respectively. We note that in the absence of
receive-side correlation, i.e., δ = 0, we have R = IB and Ĥ` = Ĥuncor` .
In order to take into account the practically-relevant case of imperfect CSI
at the BS, we assume that the FD channel matrices Hω, ω = 0, . . . , W − 1, are
obtained from the TD matrices Ĥ` ∈ CB×U, ` = 0, . . . , W − 1, via the discrete
Fourier transform [169] as follows:3
Hω =
L−1
∑
`=0
Ĥ` exp
(
− j2piω`
W
)
+ σEω, (6.3)
where the matrix Eω ∈ CB×U models channel estimation error on subcarrier ω
and the parameter σ ∈ R+ determines the intensity of channel-estimation errors;
σ = 0 corresponds to the case for perfect CSI. We assume that the entries of the
matrix Eω are i.i.d. (across entries and subcarriers) circularly-symmetric complex
Gaussian with unit variance. Equation (6.3) relies on the assumption that at most
L ≤ W of the first channel taps are non-zero (or dominant) and the remaining
ones are zero (or insignificant), i.e., Ĥ` = 0B×U for ` = L, . . . , W − 1. In practical
OFDM and SC-FDMA systems, the maximum number of non-zero channel taps
should not exceed the cyclic prefix length (assuming perfect synchronization).
Hence, we can safely assume that L  W in practical scenarios and for most
standards, such as IEEE 802.11n [47] or 3GPP-LTE [159].
3One could improve the channel estimates Hω by exploiting the fact that only the first L taps
of Hω are active in the TD. An analysis of such channel estimation algorithms is left for future
work.
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6.2.3 Linear and Non-linear Data Detection and Precoding
In the massive MU-MIMO uplink, linear and non-linear data detection methods
were shown to achieve near-optimal error-rate performance [5, 39]. For linear
minimum mean-square error (MMSE) equalization, one first computes the Gram
matrix Gω = HHωHω and then, computes an estimate of the transmit vector as
sˆω = (Gω + I N0Es )
−1HHωyω, where N0 and Es stand for the noise variance and
average energy per transmit symbol, respectively. For non-linear data detectors,
such as the one in [39], one can operate directly on the Gram matrix Gω and the
matched filter HHωyω without any performance loss [149].
For such algorithms, a direct computation of the Gram matrix Gω for every
subcarrier results in excessively high complexity. In fact, even by exploiting
symmetries, 2BU2 real-valued multiplications are required, which is more than
16 k multiplications per subcarrier for a system with 128 BS antennas and 8 users.
Furthermore, the hardware design for massive MU-MIMO data detection in [22]
confirms this observation and shows that computing the Gram matrix dominates
the overall hardware complexity and power consumption by at least 2×.
In the downlink, ZF of Wiener filter precoding are most commonly used
[5]. For example, ZF precoding computes xω = HHωG−1ω sω, where xω is the
B-dimensional transmit signal and sω the data vector. If the Gram matrix Gω has
been precomputed for equalization in the uplink phase, then it can be re-used
for ZF precoding in the downlink to minimize recurrent operations. Hence, to
minimize the overall complexity of equalization and precoding, efficient ways to
compute the Gram matrix Gω on all active subcarriers ω ∈ Ω are required.
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6.3 Interpolation-based Gram Matrix Computation
We now discuss exact and approximate interpolation-based methods for low-
complexity Gram matrix computation. We note that the exact Gram matrix
interpolation assumes that we have perfect CSI, so throughout this section, we
will assume that σ = 0. In Section 6.4, however, we will relax the perfect-CSI
assumption and study the performance of exact and approximate interpolation
methods with imperfect CSI.
As a result of (6.3), the Gram matrices in the FD are given by
Gω =
L−1
∑
`=0
L−1
∑
`′=0
ĤH` Ĥ`′ exp
(
j2piω(`− `′)
W
)
(6.4)
for w = 0, 1, . . . , W − 1. Given the FD channel matrices Hω for all active sub-
carriers ω ∈ Ω, a straightforward “brute-force” approach simply computes
Gω = HHωHω for each active subcarrier ω ∈ Ω. In order to reduce the complexity
of such a brute-force approach, we next discuss exact and approximate Gram-
matrix interpolation methods that take advantage of the facts that (i) the channel
matrices (and hence, the Gram matrices) are “smooth” (correlated) across subcar-
riers if L < W and (ii) massive MU-MIMO benefits from the well-known channel
hardening effect [5, 53].
6.3.1 Exact Gram-Matrix Interpolation
The Gram matrix Gω in (6.4) is a Laurent polynomial matrix in the variable
xω = exp(j2piω/W); we refer the reader to [27] for more details on Laurent
polynomial matrices. Hence, we can establish the following result for exact
Gram-matrix interpolation; a short proof is given in Appendix A.4.1.
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Lemma 36. The Gram matrices Gω in (6.4) for all subcarriers ω = 0, . . . , W are fully
determined by 2L− 1 distinct and non-zero Gram-matrix base-points.
Consequently, one can interpolate all of the Gram matrices exactly from only
2L− 1 distinct and non-zero Gram-matrix base-points that have been computed
explicitly.
In order to perform exact interpolation, we first define a set of base points
P ⊂ Ω that contains |P| ≥ 2L− 1 distinct subcarrier indices. We denote the kth
base-point index as pk, where k = 0, . . . , |P| − 1, and the set of all base-point
indices as P = {p0, . . . , p|P|−1}. For each subcarrier index in the base-point set
P , we then explicitly compute |P| ≥ 2L− 1 Gram matrices Gω = HHωHω, ω ∈ P ,
and perform entry-wise interpolation for the gram matrices Gω on all remaining
active subcarriers ω ∈ Ω\P .
The exact interpolation procedure for each entry is as follows. For a
fixed entry (m, n), we define the vector gP ∈ C|P|, which is constructed
from the (m, n) entries [Gω]m,n taken from base-points ω ∈ P , i.e., gP =[
[Gp0 ]m,n · · · [Gp|P|−1 ]m,n
]T. Then, the vector gΩ\P ∈ C|Ω|−|P| that contains the
entry (m, n) for all remaining Gram matrices Gω, ω ∈ Ω\P , is given by
gΩ\P = FΩ\P ,L(F†P ,LgP ). (6.5)
Here, FP ,L represents a |P| × (2L − 1) matrix where we take the |P| rows
indexed by P and the first L and last L − 1 columns from the W-point dis-
crete Fourier transform (DFT) matrix; the entries of the DFT matrix are de-
fined as [F]m,n = 1√W exp
(
− j2piW (m− 1)(n− 1)
)
. Similarly, FΩ\P ,L represents a
(|Ω| − |P|)× (2L− 1) matrix where we take |Ω| − |P| rows indexed by Ω\P
and the first L and last L− 1 columns from the W-point DFT matrix. In words,
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the exact interpolation method in (6.5) first computes the 2L− 1 TD Gram-matrix
entries and then, transforms these elements into the frequency domain via the
DFT. See [24–27] for additional details on other exact interpolation methods
developed for MIMO systems.
Although the method in (6.5) is able to exactly interpolate the Gram matrix
across all W subcarriers, it is in many situations not practical due to the high com-
plexity of the matrix inversion required in F†P ,LgP . If, however, one can sample
the base points uniformly over all W tones, the complexity of matrix inversion
can be reduced significantly. Unfortunately, this approach is often infeasible in
practice due to the presence of guard-band constraints in OFDM-based or SC-
FDMA-based standards [47, 159]. Another issue of exact interpolation methods,
such as the ones in [24–27] and ours in (6.5), is that they generally assume perfect
CSI and no BS-antenna correlation. As we will show in Section 6.6.3, imperfect
CSI results in poor interpolation performance—this is due to the fact that the
matrix FP ,L is typically ill-conditioned, especially when sampling Gram-matrices
close to the minimum number of 2L− 1 base points.
We next propose two approximate interpolation schemes that not only require
(often significantly) lower complexity than a brute-force approach or exact inter-
polation in (6.5), but also approach the performance of a brute-force approach in
massive MU-MIMO systems and are robust to channel-estimation errors.
6.3.2 Approximate Gram-Matrix Interpolation
We consider the following two approximate Gram-matrix interpolation methods
illustrated in Fig. 6.1.
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Figure 6.1: Illustration of 0th and 1st order interpolation for the entry [Gω]1,1
across subcarriers. We explicitly compute the Gram matrix for every fifth sub-
carrier index ω and interpolate the remaining matrices. We assume a 128 BS
antenna, 8 user massive MU-MIMO system with W = 2048 subcarriers, a delay
spread of L = 144, and perfect CSI without BS-antenna correlation.
0th Order Interpolation
We select a set of |P| distinct base-points with P = {p0, . . . , p|P|−1} ⊂ Ω. We
explicitly compute Gp = HHp Hp on these base points and perform 0th order (or
nearest-neighbor) interpolation for the remaining subcarriers in the set Ω\P
according to:
G˜ω = Gp, p = arg min
p˜∈P
| p˜−ω|, ∀ω ∈ Ω\P . (6.6)
In words, we set the interpolated Gram matrix G˜ω equal to the nearest Gram
matrix that has been computed explicitly for one of the neighboring base points.
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1st Order Interpolation
Analogously to the 0th order interpolation method, we explicitly compute Gp =
HHp Hp on a selected set of base-points p ∈ P . Then, for each target subcarrier
ω ∈ Ω\P we pick two nearest base-points pk and pk+1, i.e., pk ≤ ω ≤ pk+1, and
perform entry-wise linear interpolation according to
G˜ω = λωGpk + (1− λω)Gpk+1 , ω ∈ Ω\P , (6.7)
where λω = (pk+1 −ω)/(pk+1 − pk) and pk < pk+1.
6.4 Approximation Error Analysis
We now analyze the approximation error associated with the approximate inter-
polation schemes from Section 6.3.2. We use Gω to represent the Gram matrices
that have been computed exactly and G˜ω to represent the Gram matrices that
are obtained via approximate interpolation. Evidently, the exact interpolation
scheme in Section 6.3.1 entails no approximation error.
6.4.1 Mean-Square-Error of Approximate Interpolation
We study the mean-squared error (MSE) on each entry (m, n) for the ω-th sub-
carrier, which we define as follows:
o-MSE(m,n)ω , E
[∣∣[G˜ω]m,n − [Gω]m,n∣∣2]. (6.8)
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Here, o represents the order of interpolation, i.e., we have either o = 0 or o = 1.
Our results make extensive use of the scaled Fejér kernel [170] given by
fL(φ) = L−2
1− cos(Lφ)
1− cos(φ) = L
−2 sin2(Lφ/2)
sin2(φ/2)
(6.9)
and rely on the following key properties of this kernel; the proof is given in
Appendix A.4.2.
Lemma 37. The scaled Fejér kernel (6.9) is non-negative, bounded from above by one,
and monotonically decreasing in φ for φ ∈ [0, 2pi/L] with L > 1.
6.4.2 Mean-Square-Error of 0th Order Interpolation
The following result precisely characterizes the MSE of 0th order interpolation
for imperfect CSI as in (6.3) and BS-antenna correlation as in (6.2); the proof is
given in Appendix A.4.3.
Theorem 38. Let the entries of the TD matrices Ĥuncor` , ` = 1, . . . , L, be distributed
CN (0, 1/(BL)) per complex entry. Assume that the off-diagonal of the receive correla-
tion matrix be δ, the variance of the channel estimation error to be σ, and p ∈ P is the
closest base point to the target subcarrier ω. Then, for any (m, n) entry of the Gram
matrix Gω, the MSE for the 0th order interpolation method in (6.6) is given by
0-MSEω = εCSI +
2
B
(1+ εcor)
(
1− fL
(
2pi
W
(p−ω)
))
, (6.10)
where we use the definitions
εCSI = 2σ2(2+ Bσ2) and εcor = δ2(B− 1).
From this result, we observe that, as the number of BS antennas B increases,
εCSI increases quadratically with respect to σ2. For perfect CSI, i.e., σ = 0 so
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εCSI = 0, the MSE for 0th order interpolation decreases with an increasing
number of BS antennas B as ∂∂B0-MSEω < 0, if δ
2 < 1. Also, we note in the
case for non-zero correlation, i.e., δ 6= 0, the MSE for 0th order interpolation is
amplified (compared to that with no correlation) by a factor of 1+ δ2(B− 1).
Furthermore, we observe that the MSE is independent of the entry of the Gram
matrix (i.e., the MSE is identical for the diagonal as well as off-diagonal entries);
this is a consequence of the i.i.d. assumption of the TD channel matrices Ĥuncor` .
To gain additional insight into the behavior of 0th order interpolation in the
large BS-antenna limit, we have the following result.
Corollary 39. Assume the conditions in Theorem 38, and let σ2 → 0. Then, as B→ ∞,
the MSE of 0th order interpolation is given by
lim
B→∞
0-MSEω = 2δ2
(
1− fL
(
2pi
W
(p−ω)
))
.
Corollary 39 demonstrates that in the large-BS antenna limit, the MSE of 0th
order interpolation is zero across all subcarriers if and only if the BS antennas are
uncorrelated, i.e., δ = 0. For δ 6= 0, the MSE depends on the distance between
the nearest base-point and the target subcarrier.
While the MSE expression in (6.10) is exact, it does not provide much intuition.
We define the following quantity that enables us to further analyze the MSE in
(6.10).
Definition 16. The maximum distance between any subcarrier ω and the nearest base
point is given by:
dmax = max
k∈P
⌊
pk+1 − pk
2
⌋
. (6.11)
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With the maximum distance dmax for a given set of base points P , Corollary 40
shows that the 0th order approximation can be bounded from above using simple
analytic expressions; the proof is given in Appendix A.4.4.
Corollary 40. Let dmax be the maximum distance in (6.11) and assume the conditions
in Theorem 38 hold. Then, the maximum MSE of 0th order interpolation over all active
subcarriers ω ∈ Ω is bounded by:
max
ω∈Ω
{0-MSEω} ≤

εCSI +
2
B
(1+ εcor), dmax ≥ WL
εCSI +
2(1+ εcor)
B
(
1− fL
(
2pi
W
dmax
))
, dmax <
W
L
.
Corollary 40 implies that regardless of small or large maximum distance
dmax, the MSE given by the 0th order approximation always decreases with the
number of BS antennas B if δ = 0 and σ2 = 0 (see also Theorem 38). In addition,
if the distance between the interpolated subcarrier index ω and its closest base
point is sufficiently small, i.e., dmax < W/L, then we obtain a sharper upper
bound on the MSE than εCSI + 2B (1 + εcor). In a scenario with a large delay
spread L, Corollary 40 reveals that one requires finer-spaced base points for 0th
order interpolation in order to keep the approximation error strictly smaller than
εCSI +
2
B (1 + εcor). Since the maximum error is mainly determined by dmax, a
good strategy for selecting base points with 0th order approximation is uniformly
spacing them in the set of active subcarriers Ω.
6.4.3 Mean-Square-Error of 1st Order Interpolation
We now present the approximation error analysis of 1st order interpolation. The
following result characterizes the MSE of 1st order interpolation; the proof is
given in Appendix A.4.5.
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Theorem 41. Let the entries of the TD matrices Ĥuncor` , ` = 1, . . . , L, be distributed
CN (0, 1/(BL)) per complex entry. Assume that the off-diagonal of the receive correla-
tion matrix be δ, the variance of the channel estimation error to be σ across all subcarriers
ω = 0, . . . ,, and p ∈ P is the closest base point to the target subcarrier ω. Then, for
any (m, n)-th entry of the Gram matrix Gω, the MSE for the 1st order interpolation
method in (6.6) is given by
1-MSEω = εCSI(1− λω(1− λω))
+
2
B
(1+ εcor)
(
1− λω(1− λω) + λω(1− λω) fL(θ)
− (1− λω) fL(λωθ)− λω fL((1− λω)θ)
)
, (6.12)
where θ = 2piW (pk+1 − pk) and λω = (pk+1 −ω)/(pk+1 − pk).
Analogously to 0th order interpolation, we observe that the MSE of 1st order
interpolation is independent of the entry (m, n) and impacted by CSI errors and
receive correlation (see Section 6.4.2 for detailed discussion). The result shown
next in Corollary 42 reveals that if the spacing between the two base-points
pk and pk+1 defined as dk = pk+1 − pk is sufficiently small, then the 1st order
interpolation strictly outperforms 0th order interpolation, i.e., 1-MSEω < 0-MSEω
for all ω ∈ (pk, pk+1); the proof is given in Appendix A.4.6.
Corollary 42. Let dk denote the spacing between two base-points pk and pk+1, and
assume the conditions in Theorem 38 and Theorem 41 hold. If dk ≤W/(3L), then
1-MSEω ≤ 0-MSEω, for all ω ∈ (pk, pk+1), (6.13)
which holds with equality if and only if L = 1 and εCSI = 0.
We note that the condition dk < W/(3L) is not sharp; Appendix A.4.6 outlines
the details on how it can be sharpened. Furthermore, given that dk is significantly
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larger than W/(3L), we can construct situations for which 0th order interpolation
outperforms 1st order interpolation. Note that for L = 1, the FD channel is flat
(i.e., Gω is constant for all ω) and hence, 1st and 0th order interpolation have the
same MSE.
In summary, we observe that for both approximate interpolation methods,
the MSE can be lowered by increasing the number of BS antennas B assuming
that the channel estimation error εCSI decreases with B. In the large-antenna
limit B→ ∞ with perfect CSI and no BS-antenna correlation, the MSE vanishes,
which is an immediate consequence of channel hardening in massive MU-MIMO
systems [5]. Furthermore, 1st order interpolation generally outperforms 0th
order interpolation for a sufficiently small minimum spacing between adjacent
base points, i.e., for dk ≤W/(3L).
6.5 Complexity Analysis
We next compare the computational complexity of the four studied Gram-matrix
computation algorithms: brute-force computation, exact interpolation, 0th or-
der interpolation, and 1st order interpolation. We measure the computational
complexity by counting the number of real-valued multiplications.4
4We assume that a complex-valued multiplication requires four real-valued multiplications;
computation of the squared magnitude of a complex number is assumed to require two real-
valued multiplications.
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6.5.1 Brute-Force Computation
We start by deriving the total computational complexity required by the brute-
force (BF) method. We only compute the upper triangular part of Gω (since the
matrix is Hermitian). Each off-diagonal entry requires B complex-valued multi-
plications, which corresponds to 4B real-valued multiplications; each diagonal
entry requires only 2B real-valued multiplications. Hence, the computational
complexity of computing Gω using the BF method is
CBF = |Ω|
(
4B
U(U − 1)
2
+ 2BU
)
= 2|Ω|BU2 (6.14)
for a total number of |Ω| active subcarriers.
6.5.2 Exact Interpolation
We now derive the computational complexity of exact interpolation as discussed
in Section 6.3.1. Exact interpolation requires a BF computation of the Gram
matrix at each of the |P| base points. We will use the |P| precomputed base
points of Gω to interpolate the remaining |Ω| − |P| Gram matrices.
We will assume that the base points and the assumed channel delay spread
L are fixed a-priori so that FΩ\P ,LF†P ,L in (6.5) can be precomputed and stored.
We emphasize that this approach does not include the computational complex-
ity of computing the interpolation matrix itself, which favors this particular
interpolation scheme from a complexity perspective. In fact, we only need to
multiply the precomputed interpolation matrix FΩ\P ,LF†P ,L with the vector gP ,
which requires 4(|Ω| − |P|)|P| real-valued multiplications. Hence, the total
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computational complexity of exact interpolation is:
CExact =
|P|
|Ω|CBF + 4(|Ω| − |P|)|P|
U(U + 1)
2
= 2|P|(|Ω| − |P|+ B)U2 + 2|P|(|Ω| − |P|)U. (6.15)
We note that if the number of users U is large and the number of base points is
similar to the number of BS antennas, i.e., |P| ' B, then the BF method in (6.14)
and exact interpolation (6.15) exhibit similar complexity. We also observe that the
complexity of exact interpolation (6.15) is lower than that of the BF method (6.14)
if |P| < (1 + U)−1BU. Since the use of |P| ≥ 2L − 1 distinct base points
guarantees exact interpolation (assuming perfect CSI), we observe that exact
interpolation has lower complexity than the BF method if L is (approximately)
smaller than B/2.
6.5.3 0th Order Interpolation
The computational complexity of the 0th order interpolation method is given by
C0th = 2|P|BU2, (6.16)
as we only need to compute the Gram matrices on all the base points. We note that
since typically |P|  |Ω| the savings (in terms of real-valued multiplications)
are significant compared to the BF approach and exact interpolation, but does so
at the cost of approximation errors (cf. Section 6.6.4).
174
6.5.4 1st Order Interpolation
The computational complexity of the 1st order interpolation is given by
C1st = C0th + 4(|Ω| − |P|)U(U + 1)2
= 2|P|BU2 + 2(|Ω| − |P|)U(U + 1), (6.17)
where we assume that the interpolation weight λω was precomputed. We note
that the linear interpolation stage for each subcarrier ω ∈ Ω\P requires four
real-valued multiplications. By comparing (6.16) to (6.17), we observe that the
complexity of 1st order interpolation always exceeds the complexity of the 0th
order method, but the complexity is significantly lower than that of the BF
method as we generally have |P|  |Ω|.
6.6 Numerical Results
We now study the MSE, the error-rate performance, and the computational
complexity of the proposed Gram-matrix interpolation schemes. We consider
a MU-MIMO-OFDM system with 128 BS antennas and with 8 single-antenna
users. We assume a total of W = 2048 subcarriers, with |Ω| = 1200 active
subcarriers, similar to that used in 3GPP LTE [159]. Unless stated otherwise, we
assume that the entries of the TD channel matrices are i.i.d. circularly-symmetric
complex Gaussian with variance 1/(BL) and we consider 16-QAM transmission
(with Gray mapping). We use a linear MMSE equalizer for data detection;
see Section 6.2.3. For situations with imperfect CSI, we consider pilot-based
maximum-likelihood (ML) channel estimation with a single orthogonal pilot
sequence of length U with the same transmit power as for the data symbols.
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6.6.1 Complexity Comparison
We now assess the complexity of the various Gram-matrix computation methods
in comparison to the overall complexity required for linear MMSE-based data
detection, which includes Gram-matrix and matched-filter computation as well
as matrix inversion for each active subcarrier. The results shown here are for a
128× 8 (the notation represents B×U) massive MU-OFDM-MIMO system with
1200 active subcarriers and a delay spread of L = 144.
Fig. 6.2 compares the complexity of Gram matrix computation for four dif-
ferent methods, brute-force, exact, 0th-, and 1st-order interpolation methods
for |P| = {0.25|Ω| , 0.5|Ω| , 0.75|Ω| , |Ω|}. The solid part of the bar plot shows
the complexity of Gram matrix computation; the fenced part corresponds to
the remaining complexity required for data detection (including matched-filter
computation and a matrix inversion for each active subcarrier). The percentage
values indicate the relative complexity of Gram-matrix computation compared
to the total complexity required for data detection. We assume a Cholesky-based
implicit matrix inversion for detection [171]. As demonstrated in [139], Gram
matrix computation requires majority of the computational complexity, as it
scales quadratically in the number of BS antennas.
We see that the exact interpolation method results in high complexity in
the considered system (see Section 6.5.2 for exact details when exact interpo-
lation achieves lower complexity than a BF approach). We also see that the
proposed 0th and 1st order approximation methods both achieve significant
complexity reductions. For |P| = 0.25|Ω|, the proposed methods requires less
than half the complexity of a BF approach. As we will show in Section 6.6.3,
the proposed approximate interpolation methods will exhibit similar error-rate
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Figure 6.2: Comparison of Gram matrix computational complexity for exact and
approximate interpolation, and brute-force methods. We compare the complexity
of various Gram matrix computation methods in comparison to the complexity of
data detection for a 128× 8 MU-OFDM-MIMO system with |Ω| = 1200, L = 144,
and four different sets of base-points |P| = {0.25|Ω| , 0.5|Ω| , 0.75|Ω| , |Ω|}. The
percentage values shown in the above bar plots show the relative percentage of
Gram-matrix computation compared to the total complexity required for data
detection.
performance as that the BF approach (see Figs. 6.4–6.7), but does so at fraction of
the computational complexity.
6.6.2 MSE of Approximate Interpolation
Fig. 6.3 compares the MSE of 0th and 1st order interpolation as proposed in
Section 6.3.2. Note that the BF method and exact interpolation have an MSE of
zero and hence, we exclude these results. We select two base points at subcarriers
500 and 600 and one target point at subcarrier 512, and compare the MSE for
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different numbers of BS antennas and under ideal and non-ideal scenarios. In the
ideal scenario, we assume perfect CSI and no BS-antenna correlation, whereas
in the non-ideal scenario we assume channel-estimation at SNR = 25 dB across
all subcarriers with the signal-to-noise ratio (SNR) defined by SNR = U/(Bσ2)
and a BS-antenna correlation of δ = 0.1. In order to assess the approximation
error with respect to different channel delay spreads, we set L ∈ {36, 72, 144}.
The resulting MSE is shown in Fig. 6.3. Note that the MSE for both 0th and 1st
are independent of the entry (as predicted by Theorems 38 and 41); hence, we
consider the average MSE across all entries.
We observe that the 1st order interpolation method achieves a lower MSE
than that given by 0th order interpolation, where the performance gap increases
with larger delay spreads L. This observation is caused by the fact that for small
delay spreads L, the channel is more smooth across subcarriers. For larger delay
spreads L, 1st order interpolation captures the faster-changing behavior of the
Gram matrix, whereas the 0th order interpolation ignores such changes. We
also see that the MSE degrades in the non-ideal scenario, even if we increase
the number of BS antennas; this behavior is reflected in our analytical results.
Finally, we see that the simulated MSE matches perfectly our theoretical results
in Theorems 38 and 41.
6.6.3 Error-rate Performance
We now compare the error-rate performance of the proposed Gram-matrix com-
putation schemes. We simulate the bit-error rate (BER) for a MU-MIMO-OFDM
system for a different number of base-points |P| and for perfect as well as im-
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Figure 6.3: MSE of 0th and 1st order interpolation for an entry of G512 using
two base points G500 and G600 for three different delay spreads L ∈ {36, 72, 144}
for the ideal and non-ideal scenarios. The markers represent simulation results
whereas the lines represent our approximation-error analysis. Evidently, our
theory matches perfectly with the simulated values.
perfect CSI. We also investigate the impact of a more realistic channel model.
For all results, we simulate three different numbers of base-points |P| = L/4,
|P| = 2L− 1, and |P| = 4L, and select equally-spaced base points. Figures 6.4
and 6.5 show BER simulation results for an i.i.d. Rayleigh fading scenario with
perfect and imperfect CSI, respectively. Figure 6.6 shows BER simulation re-
sults for the QuaDRiGa channel model5 with imperfect CSI [172]. We note that
QuaDRiGa channel model includes a path-loss model for each user.
Figure 6.4 shows that exact interpolation for |P| ≥ 2L− 1 base points pro-
vides identical results as the BF method (up to machine precision) for a system
with perfect CSI. For |P| = L/4 base points, the proposed 0th and 1st order
5We simulate a square antenna array with a non-line-of-sight scenario with a 2 GHz carrier
frequency, 20 MHz bandwidth, and 200 m distance between BS antenna and the users. Our
algorithms assume L = 144 but the true delay spread is slightly smaller.
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Figure 6.4: Uncoded bit error rate (BER) comparison in a 128 BS antenna, 8 (single-
antenna) user, wideband massive MU-MIMO-OFDM system for an i.i.d. Rayleigh
fading with perfect CSI. The values next to the legend entries correspond to the
number of base points |P|. The proposed approximation methods schemes
achieves similar performance as exact brute-force method at a fraction of the
complexity.
interpolation exhibit an error floor; this performance loss can be mitigated sub-
stantially by increasing the number of base points to |P| = 2L− 1. By setting
|P| = 4L < 0.5|Ω|, the both the 0th and 1st order interpolation methods exhibit
virtually no BER performance loss.
Figure 6.5 shows the situation for imperfect CSI (with channel estimation).
We observe that the performance of the BF method and that of exact interpolation
are no longer equal. In fact, for |P| = 2L− 1 and |P| = 4L base points, exact
interpolation exhibits a significant error floor. The reason is due to the fact that
the interpolation matrix is ill-conditioned, which results in significant noise
enhancement artifacts. Although the error floor is decreased for |P| = 4L, a
floor remains at 10−3 BER. In contrast, the error floor of 0th order and 1st order
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Figure 6.5: Uncoded bit error rate (BER) comparison in a 128 BS antenna, 8
(single-antenna) user, wideband massive MU-MIMO-OFDM system for an i.i.d.
Rayleigh fading with channel estimation. The values next to the legend entries
correspond to the number of base points |P|. In addition, the proposed approxi-
mate interpolation schemes (0th and 1st order interpolation) outperform exact
interpolation, and approach the performance of the exact brute-force method for
a small number of base points.
interpolation for |P| = 2L− 1 and |P| = 4L base points is well-below 10−4 BER
and hence, the proposed approximate interpolation schemes are more resilient
to scenarios with imperfect CSI than exact interpolation.
Figure 6.6 shows the BER performance for the QuaDRiGa channel model with
imperfect CSI. We observe that all considered interpolation methods achieve a
lower error floor than that given in Fig. 6.5 for |P| = L/4; this is due to the fact
that the effective delay spread for the considered channel is smaller than L = 144
(which is assumed in the algorithms). Once again, we observe a BER floor
of exact interpolation for all considered numbers of base points. In summary,
the proposed approximate interpolation methods are more robust in practical
scenarios than the exact interpolation method.
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Figure 6.6: Uncoded bit error rate (BER) comparison in a 128 BS antenna, 8 (single-
antenna) user, wideband massive MU-MIMO-OFDM system for a QuaDRiGa
channel [172] with channel estimation. The values next to the legend entries
correspond to the number of base points |P|. In addition, the proposed approxi-
mate interpolation schemes (0th and 1st order interpolation) outperform exact
interpolation, and approach the performance of the exact brute-force method for
a small number of base points.
6.6.4 Performance and Complexity Trade-offs
We now investigate the BER performance vs. computational complexity trade-off
for the proposed approximate interpolation methods with imperfect CSI. We use
the complexity CBF of the BF method in (6.14) as our baseline, and we compare
it to that of the proposed 0th and 1st order interpolation methods in (6.16) and
(6.17), respectively. We vary the number of base points |P| from L to D and
simulate the minimum SNR required for the linear MMSE equalizer to achieve
10−3 BER.
Figure 6.7 shows the trade-off results for 0th and 1st order interpolation. For a
fixed fraction of the complexity of CBF, we observe that the 1st order interpolation
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Figure 6.7: Trade-off between SNR performance and computational complexity
for 0th and 1st order interpolation in an i.i.d. Rayleigh fading channel with im-
perfect CSI. Both approximate interpolation methods approach the performance
of an exact brute-force approach at a fraction of the complexity.
method always outperforms the 0th order interpolation method. Hence, Fig. 6.7
clearly reveals that the additional complexity required by linear interpolation is
beneficial when jointly considering performance and complexity. In addition, we
see that the 1st order interpolation method approaches the SNR performance of
the BF method by 1 dB with only 45% of the complexity.
6.7 Conclusions
We have studied the performance of exact and approximate interpolation-based
Gram matrix computation for wideband massive MU-MIMO-OFDM systems.
Instead of performing a brute-force (BF) computation of the Gram matrix for all
subcarriers or using exact interpolation schemes, we have proposed two simple,
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yet efficient approximate interpolation methods. We have demonstrated that
channel hardening in massive MU-MIMO enables the proposed 0th and 1st
order interpolation schemes to perform close to that of an exact BF computation
at only a fraction of the computational complexity. In addition, the proposed
approximate interpolation methods are more robust to channel-estimation errors
and receive-side antenna correlation than exact interpolation methods.
184
CHAPTER 7
ASIC DESIGN OF OPTIMAL DATA DETECTION FOR MASSIVE
MU-MIMO
7.1 Introduction
Massive multi-user (MU) multiple-input multiple-output (MIMO) is believed
to be a core technology for the next generation (5G) wireless systems. Mas-
sive MU-MIMO promises higher spectral efficiency, improved link reliability,
and coverage over existing small-scale MIMO systems [5, 6, 140]. One critical
challenge is the computational complexity of optimal data detection, which in-
creases exponentially in the number of transmit antennas [58]. Moreover, data
detection in the uplink is among the most critical processing tasks in terms of
implementation complexity, power consumption, and throughput in massive
MU-MIMO systems [140]. As a consequence, a successful deployment of mas-
sive MU-MIMO necessitates novel signal processing algorithms that not only
provides near-optimal spectral efficiency, but also can be implemented efficiently
in very-large scale integration (VLSI) circuits.
To enable high-throughput data detection performance for massive MU-
MIMO systems, a variety of low-complexity algorithms (see [7, 28–30] and
references therein) as well as the corresponding hardware designs in field-
programmable gate array (FPGA) [8,22,31–34] and application-specific integrated
circuit (ASIC) [35–37] designs have been proposed in the existing literature. Ma-
jority of these algorithms, and their hardware designs rely on (approximate)
linear data detection, which are known to scale poorly in massive MU-MIMO
uplink when the number of transmit antennas is similar to that of receive an-
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tennas at the BS [22]. Moreover, these algorithms are designed to operate on
channels that have i.i.d. Rayleigh fading, which in general, does not hold in
practical massive MU-MIMO systems.
7.1.1 Relevant Prior Art
Linear and Non-linear Data Detection
While there has been plethora of data detection algorithms for massive MU-
MIMO systems (see [7, 28, 29] and the references therein), very few has been
integrated on FPGAs or ASICS; majority of the designs implement sub-optimal
(approximate) linear methods [8, 22, 31–34]. These (approximate) linear methods
have shown to provide a good compromise for performance-complexity trade-off
in massive MU-MIMO systems when the UE-to-BS ratio is small, i.e., B  U.
Unfortunately, (approximate) linear methods are known to perform poorly when
UE-to-BS ratio increases, and also are not scalable when there are a large number
of UEs, due to the cubic nature of the computation of the inverse of the regular-
ized Gram matrix. For square systems (UE-to-BS ratio is one), reference [173] has
shown excellent error-rate performance via semidefinite relaxation, however, it
does not provide SISO capabilities, and is only restricted to binary (BPSK) and
quadrature phase shift keying (QPSK) constellations. Unlike the aforementioned
linear and non-linear data detection methods presented, our proposed LAMA
algorithm is avoids the matrix inverse computation and provides significant
gains in spectral efficiency compared to linear data detectors in high UE-to-BS
ratios.
186
Message-passing-based Data Detection
Message-passing-based data detection algorithms have shown to be an excel-
lent alternative to linear detection for massive MU-MIMO as they provide a
superior error-rate performance at low complexity. References [35, 36] have im-
plemented [111], which demonstrated a significant spectral efficiency gain over
linear detectors without having to compute an explicit matrix inverse; [111] ex-
ploits channel hardening behavior which arises in massive MU-MIMO [5]. Unfor-
tunately, however, as shown in [38], [111] causes significant error floors for finite-
dimensional systems when BS-to-UE ratio is high for higher-order constellations,
and when the channel is non-i.i.d. Rayleigh and exhibits correlations, which
occurs in practical massive MU-MIMO systems. To overcome the challenge in
non-i.i.d. channels, [37] have implemented expectation-propagation [174]. How-
ever, expectation-propagation requires an explicit computation of the matrix
inversion, which scales cubicly in the number of UEs, leading to high computa-
tional complexity.
The LAMA algorithm we propose here, and consequently the corresponding
ASIC implementation, does not require an explicit computation of the matrix
inverse. Unlike message-passing algorithms proposed in [111], LAMA has
theoretical performance guarantees in the asymptotic limit. In addition, the
LAMA algorithm borrows ideas from the generalized approximate message
passing [59] and damping-techniques [124, 157] to provide a low-complexity
algorithm while achieving near-optimal data detection performance for non-i.i.d.
and finite-dimensional systems.
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7.2 Massive MIMO Detection
7.2.1 System Model
We consider a coded MU-MIMO system, which employs spatial multiplexing
with U UE and B ≥ U BS antennas. We assume that each of the U UE has a
single antenna. The information bits b of the U UEs are encoded (e.g., using a
convolutional code) and the resulting coded bit-stream x is mapped (using Gray
labeling) to a sequence of transmit vectors s ∈ OU, where O corresponds to the
scalar complex constellation of size 2Q. Each transmit vector s is associated with
UQ binary values xi,b ∈ {0, 1}, u = 1, . . . , U, b = 1, . . . , Q, corresponding to the
bth bit of the uth entry (i.e., spatial stream) of s. We assume Es[ssH] = EsIU,
where Es denotes the symbol variance. The baseband input-output relation
of the wireless MIMO channel is given by y = Hs+ n where H stands for the
B×U complex-valued channel matrix, y is the B-dimensional received vector,
and n is B-dimensional i.i.d. zero-mean complex Gaussian distributed noise with
variance N0 per entry. We assume that the channel matrix H, the noise variance
N0, and the symbol variance Es are perfectly known at the receiver.1
7.2.2 Iterative MIMO Detection and Decoding
Iterative MIMO detection and decoding is based on the ideas of turbo-
decoding [175]. Here, reliability information of the coded bits—in terms of
1In practice, channel-state information (CSI) is commonly acquired through training and
hence, not perfect. Since imperfect CSI penalizes the performance of all considered MIMO
detection algorithms in a similar way, we assume—for the sake of simplicity of exposition—
perfect CSI throughout this chapter of the thesis.
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log-likelihood ratios (LLRs)—is iteratively exchanged between the SISO detector
and the SISO channel decoder to improve the error-rate performance. In each
iteration, the SISO detector computes extrinsic LLRs [2, 4]
Λei,b = log
(
P[xi,b = 1 | y]
P[xi,b = 0 | y]
)
−Λai,b (7.1)
for the coded bits xi,b, based on the received vector y and on the a-priori LLRs
Λai,b, i = 1, . . . , U, b = 1, . . . , Q. The extrinsic LLRs Λ
e
i,b, which indicate the
reliability for each coded bit xi,b, are then delivered to the SISO channel decoder,
which computes new a-priori LLRs Λai,b, ∀i, b, that are used by the SISO detector
in the next iteration. After a given number of iterations (denoted by I), the SISO
channel decoder provides final decisions bˆ for the information bits b based on
the LLRs at the channel-decoder output.2
7.3 Robust Algorithm Optimizations for LAMA
We will first present the LAMA algorithm and its limitations, and detail the
algorithmic improvements for practical wireless channels.
Posterior Mean and Variance Functions
The LAMA algorithm is first initialized by sˆ1 and γˆ21 which correspond to the
mean and variance for the prior distribution p(S) according to [1]: Therefore, for
2Early-termination schemes that reduce unnecessary iterations in turbo decoders (e.g., [176])
may also be used in iterative MIMO systems to reduce power consumption or to improve the
(average) throughput.
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each element u = 1, . . . , U we have the mean as:
sˆ1u = ES[S] =
∫
C
Sp(S)dS = ∑
a∈O
aP[S = a] ,
and the variance as:
γˆ21 = VarS[S] = ∑
a∈O
|a|2 P[S = a]− |ES[S]|2 .
At every iteration of LAMA, we compute the posterior mean and variance
function, F in (3.19) and G in (3.20), respectively, which operates element-wise on
vector inputs. With the prior, the functions F and G are given by:
F(zˆ, γˆ2) = ∑
a∈O
aP[S = a|zˆ] ,
G(zˆ, γˆ2) = ∑
a∈O
|a|2 P[S = a|zˆ]−
∣∣∣F(zˆ, γˆ2)∣∣∣2 ,
Here, the conditional probability P[S = a|zˆ] is computed as:
P[S = a|zˆ] =
exp
(
− 1
γˆ2
|zˆ− a|2 + log P[S = a]
)
∑a′∈O exp
(
− 1
γˆ2
|zˆ− a′|2 + log P[S = a′]
). (7.2)
Remark 1. F(z, 0) and G(z, 0) reduces to ES[S] andVarS[S].
Remark 1 is beneficial as we can reuse the posterior mean and variance units
for initialization of LAMA without having the need for a separate unit.
We note that for the uth user, the prior distribution P[su = a] is supplied by
the decoder so that P[su = a] = ∏
Q
j=1 P
[
xu,j = [a]j
]
, where [a]j ∈ {0, 1} denotes
the jth bit of the symbol a ∈ O. The detector provides the prior distribution in
the form of
P
[
xu,j = [a]j
]
=
1
2
(
1+ (2[a]j − 1) tanh(Λau,j/2)
)
, (7.3)
where the tanh(Λ/2) function can be efficiently implemented in hardware via
look-up tables. Through numerical simulations, intrinsic a-priori LLRs for the
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posterior mean and variance computations instead of the extrinsic ones to signif-
icantly better error-rate performance of LAMA; the same observation was found
in [139]. Therefore, throughout the section, we will assume that the detector
provides intrinsic a-priori LLRs.
Limitations
The LAMA algorithm presented Algorithm 2 requires each entry of the channel
matrix H to be i.i.d. Gaussian with variance 1/B. However, in practice each UE
typically exhibits different large-scale fading (e.g., affected by the distance to
the BS), resulting in channel matrices H whose columns have different scale. In
addition, the large antenna array at the BS may exhibit correlation.
Finally, computing the posterior mean F and variance G functions require high
dynamic range where even the use of double-precision floating-point arithmetic
becomes numerically unstable in the high signal-to-noise regime.
7.3.1 Algorithmic Improvements For General Channels
Support For Non-Uniform Large-Scale Fading
We describe how LAMA is made robust to more general channel matrices. To do
so, we will use ideas from the generalized AMP (GAMP) algorithm proposed
in [59]. Unlike GAMP, which assumes arbitrary variances in the channel matrix,
we only assume that each user experiences a difference variance (e.g. caused by
large-scale fading). This assumption allows us to rewrite the channel matrix H as
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H˜D where H is i.i.d. Gaussian and D is a diagonal matrix containing each user’s
large-scale fading.
Damping For BS-side Correlation
Despite the extension for non-uniform large-scale fading by GAMP, we perform
another improvement to LAMA to enable robust performance for correlated
channels. As suggested in [124,157,177], we perform damping of the intermediate
variance parameters (see Algorithm 5 for θ parameters) to slow the updates.
The damping parameters, θx, θρ, and θτ can be obtained through numerical
simulations.
7.3.2 Efficient Posterior Mean and Variance Computation
As described in Chapter 3, the original LAMA function requires the computation
of the posterior mean and variance, which require high numerical precision,
which makes the design of high throughput architectures that operate on fixed-
point arithmetic challenging . In this section, we detail the key optimizations
that allow LAMA to be implemented economically in VLSI that deploy finite
precision, but performs very-close to the LAMA in infinite precision.
Reduction of Posterior Mean Sum: |O| to 2√|O|
Without loss of generality, we will assume that the constellation is M2-QAM with
Gray coding.
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We will first reduce the computational complexity by exploiting Gray cod-
ing where the data symbols are independent in the real and imaginary plane.
Therefore, we use the separability property in Theorem 13 that enable us to rep-
resent the complex-valued posterior mean as two real-valued posterior means
computed independently in real and imaginary domain, i.e.,
F(zˆ, γˆ2) = FR(Re(zˆ) , γˆ2/2) + iFR(Im(zˆ) , γˆ2/2) (7.4)
The separable property has two advantages as it (i) reduces the sum over M2
complex-valued entries to over two M real-valued entries, and (ii) allows the
computation to computed in parallel to reduce the critical path. For an example,
for a 256-QAM constellation, (7.4) allows us to exactly compute the posterior
mean by decomposing it as two posterior mean units for a 16-PAM constellation
which can be computed concurrently.
For the case of binary phase-shift keying (BPSK), we use the separable prop-
erty for QPSK as done in (7.4), and disregard the imaginary portion to get the
desired result.
Further Reduction By Bit-Domain Computation
Although the complexity is reduced from |O| to √|O| from (7.4), computing the
posterior mean function for the real-valued constellation Oreal = Re(O) requires
high numerical precision. This is due to the fact that the posterior distribution
(7.2) requires a division of two functions that decay exponentially fast to 0 for
large values of ρ = 1/γˆ2.
To reduce the precision requirement of the computation of (7.2), we use the
decoupling property of LAMA and propose an approximation based on Gray
193
coding. We will derive our optimization for the real part; derivations for the
imaginary follow exactly. To this end, we assume that each bit-wise entries is
independent, i.e., for the uth user and any symbol aR ∈ Oreal,
P
[
sˆRu = a
R|zˆRu
]
'
Q/2
∏
j=1
P
[
xRu,j = [a
R]j|zˆRu
]
. (7.5)
Therefore, the bit-wise probabilities can be computed by:
P
[
xRu,j = b|zˆRu
]
= ∑
a∈X bj
P
[
sˆRu = a
R|zˆRu
]
, (7.6)
where b ∈ {0, 1}, and X bj contains all symbols aR ∈ Oreal such that [aR]j = b, so
that X 0j ∪ X 1j = Oreal.
Computation of the A-Posteriori LLR through Max-Log Approximation
Although (7.6) provides the expression for LLR computation for the decoder as in
(7.1), this requires summation overX 1j symbols, a division, and a log(·) operation.
Therefore, rather than computing P
[
xu,j = 1|zˆu
]
first, and then computing the
a-posteriori LLR for (7.1), we propose a method to compute the LLR directly to
reduce the complexity.
Λdu,j = log
P
[
xRu,j = 1|zˆu
]
P
[
xRu,j = 0|zˆu
]
= log ∑
a∈X 1j
P
[
sˆRu = a
R|zˆRu
]
− log ∑
a∈X 0j
P
[
sˆRu = a
R|zˆRu
]
.
As described in (7.3), P
[
xRu,j = 1|zˆu
]
can be computed efficiently from Λdu,j
via look-up tables. To compute Λdu,j efficiently, we approximate Λ
d
u,j by using the
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max-log approximation [139]:
Λdu,j ' min
a∈X 1j
{
ρ(zˆRu − a)2 −
Q/2
∑
k=1
2[a]k − 1
2
Λau,k
}
− min
a∈X 0j
{
ρ(zˆRu − a)2 −
Q/2
∑
k=1
2[a]k − 1
2
Λau,k
}
In [139], the authors ignored the prior term and only considered Λdu,j '
mina∈X 1j ρ(zˆ
R
u − a)2 −mina∈X 0j ρ(zˆ
R
u − a)2. For LAMA, however, through nu-
merical simulations, prior knowledge is crucial for robust error-rate performance.
Thus, we make the following additional approximation3:
Λdu,j ' ρλpostj (zˆRu ) + λ
prior
u,j ,
where we introduced shorthand notation for λpostj (z) and λ
prior
j ,
λ
post
j (z) = min
a∈X 1j
(z− a)2 − min
a∈X 0j
(z− a)2, (7.7)
λ
prior
u,j = max
a∈X 1j
Q/2
∑
j=1
2[a]j − 1
2
Λau,j −max
a∈X 0j
Q/2
∑
j=1
2[a]j − 1
2
Λau,j.
We note that the prior LLR λprioru,j is given by the decoder so it is independent
of the input zˆR. The following theorem, with proof in Appendix A.5.1 shows that
prior LLR λprioru,j coincides exactly to the prior distribution Λ
a
u,j.
Theorem 43. The prior LLR expression λprioru,j is equal to Λ
a
u,j provided by the channel
decoder.
Theorem 43 shows that LAMA with our optimization directly incorporates
the prior Λau,j without additional processing. Thus, the LLR Λ
d
u,j for computation
of posterior mean and variance is computed by:
Λdu,j = ρλ
post
j (zˆ
R
u ) +Λ
a
u,j, (7.8)
3The approximation yields no loss if we have equally-likely symbols.
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where λpostj (zˆ
R
u ) can be computed efficiently. We note that the extrinsic LLR for
the decoder (7.1) is provided as Λeu,j = Λ
d.
Computation of Posterior Mean and Variance
Now that we have detailed our key optimizations to transform the symbol-
domain posterior distribution P
[
su = aR|zˆRu
]
and P
[
su = aI|zˆIu
]
to bit-domain
LLRs, we finally summarize how we compute the posterior mean and variance
functions.
Once the LLR terms Λdu,j for j = 1, . . . , Q/2 for the real and k = Q/2 +
1, . . . , Q for the imaginary are obtained, we use look-up tables to compute the
bit-wise probabilities P
[
xRu,j = [a
R]j|zˆRu
]
. The final posterior mean is computed
by:
F(zˆu, γˆ2) = ∑
aR∈Oreal
aR
Q/2
∏
j=1
P
[
xRu,j = [a
R]j|zˆRu
]
+ 1i ∑
aI∈Oimag
aI
Q
∏
k=Q/2+1
P
[
xIu,k = [a
I]k|zˆIu
]
,
where the posterior variance function G(zˆ, γˆ2) can be computed similarly. These
functions can be implemented in hardware at low complexity using the results
[178].
7.3.3 Preprocessing
We perform preprocessing [178] on LAMA by reformulating the algorithm to
directly run on the normalized Gram matrix G˜ = IU − diag(G)−1G where the
Gram matrix is G = HHH, large-scale fading vector g ∈ RU where gu = Gu,u/B
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for u = 1, . . . , U, and the normalized matched filter y˜MF = diag(G)−1HHy with-
out any performance loss. Preprocessing is beneficial to LAMA since in massive
MU-MIMO, U  B, so LAMA operates on a lower-dimensional problem. Also,
the precomputed normalized Gram matrix and the large-scale fading vector can
be reused detection of other OFDM symbols and iterative detection and decoding.
In addition, the resulting LAMA algorithm can be used for systems with various
BS antenna configurations. The resulting algorithm is shown in Algorithm 5,
where we modified the posterior functions F and G to incorporate a-priori LLRs
Λprior, and we directly operate on the post-equalization SINR ρ = ξ−2.
Algorithm 5 (Robust LAMA). Initialize τ0, ρ0, ρ˜1 = 0, zˆ1 = 0U×1, θ1τ, θ1x, θ1ρ = 1.
Then, for every iteration t = 1, 2, . . . , tmax compute:
sˆt = F(zˆt, ρ˜tg,Λa)
eˆt = G(zˆt, ρ˜tg,Λa)
τt = θtτg
Teˆt + (1− θtτ)τt−1
at = zˆt − sˆt
νt = τtρt−1
s˜t = θtxsˆ
t + (1− θx)s˜t−1
ρ˜t+1 =
[
θtρ
1
B
(τt + N0) + (1− θtρ)
1
ρ˜t
]−1
(7.9)
ρt+1 =
[
1
B
(τt + N0)
]−1
(7.10)
zˆt+1 = y˜MF + G˜s˜t + νtat, (7.11)
and (θt+1τ , θt+1x , θt+1ρ ) = (θτ, θx, θρ). The outputs are (i) decoupled output ztu and (ii)
post-equalization SINR ρ˜tgu for each UE u = 1, . . . , U.
In this section, we describe a VLSI architecture for the LAMA algorithm and
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Figure 7.1: Coarse-grained pipeline architecture for LAMA: During the first
phase, the posterior function unit and matrix-vector unit each solves a problem
instance, and saves the outputs to the middle shift registers. During the second
phase, the two units switch the problem instances. As a result, our design is able
to achieve high-throughput, while keeping modularity.
present the key implementation details that enable us to achieve high throughput
with low area in massive MU-MIMO systems.
7.3.4 Architecture Overview
Modular Design Methodology
In order to achieve high throughput and a modular design, we partition the
LAMA into two units. Since the LAMA algorithm is iterative, each of the two
units can execute units in a parallel and (course-grained) pipelined fashion. A
graphical example of LAMA is shown in Fig. 7.1. For every iteration of LAMA,
the processing is divided into two phases. During the first phase, the posterior
198
unit computes a problem instance (blue) and the matrix-vector multiplier solves
another independent problem instance (brown). For both units, the outputs are
stored in central shift-registers. During the second phase, both of the units take
inputs from the central shift-registers, and thus, the posterior unit computes
another problem instance (brown) and likewise for matrix-vector multiplier. Our
design principle of LAMA is beneficial as it allows each unit to be designed,
optimized, and verified independently, which ultimately results in a reduced
development time.
Top-level Architecture
The detailed top-level architecture of Algorithm 5 is shown in Fig. 7.2. As
discussed in Section 7.3.3, U  B in massive MIMO so we perform prepro-
cessing, which allows LAMA to run on a lower-dimensional problem without
any performance loss. Such methods are beneficial as it reduces the storage
and computational overhead without any performance loss. We note that the
normalized Gram matrix operation can be done off-chip via highly decentralized
architectures [149, 179].
The posterior and the matrix-vector multiplier unit are partitioned so that
inputs are fed into the corresponding units only; the large-scale fading gain g,
a-priori LLRs Λa, and the noise variance N0 are fed into the posterior unit, and
the normalized Gram matrix G˜, matched filter y˜MF are fed into the matrix-vector
multiplier unit. The two units perform the assigned computations in Ts clock
cycles and the results of each unit are exchanged for additional processing for
subsequent iterations. For the last iteration, the outputs from the matrix-vector
multiplier unit are sent to the LLR computation unit for LLR computation. The
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Figure 7.2: Top-level diagram of LAMA for Algorithm 5: Each iteration of LAMA is divided into two phases– posterior
and matrix-vector multiplication. Once tmax iterations are reached, the outputs ρ˜ and zˆ are sent to the LLR computation
unit. The computed LLRs Λd are then sent to the channel decoder. The posterior function, and LLR units operate
separately on real and imaginary domain, which significantly reduces computational complexity, leading to a low-area
and high-throughput design.
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LLR computation takes TLLR clock cycles and thus, over the detector delivers a
new set of UQ LLR values resulting in a sustained throughput of
Θ =
UQ
tmaxTs + TLLR
fclk [bit/s] (7.12)
Since (7.12) scales linearly in the clock frequency fclk the throughput of the
detector is maximized by minimizing the length of the critical path of the whole
design. In order to arrive at low silicon area while maximizing the peak data-rate
of data detection in 28nm CMOS technology, we chose Ts = 36 clock cycles.
The control unit handles the input/output interface and damping parameter
selection in the detector. To reduce dynamic power consumption in the case
where no data-frame needs to be processed, the clock of each unit are gated
individually.
Input and Output Data Memories
The input data memories for the LAMA algorithm store the necessary quantities
for data detection, which include the precomputed Gram matrix G˜, matched-
filter y˜MF, large-scale fading gain g and the a-priori LLRs Λa. The output data
memories for LAMA store the a-posteriori LLRs Λd, which will be sent to the
decoder to perform channel coding and error correction. In order to minimize
the circuit area, we use latch arrays built from standard cells [180].
Intermediate Data Memories
The data memories in the posterior and matrix-vector multiplier unit store all
the intermediate values. In order to support a high memory bandwidth and
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Figure 7.3: Log-likelihood Ratio unit for bth bit in posterior function unit: (a) We
compute the closest symbol index, the distance for a given QAM constellation,
and the post-equalization SINR. (b) We use the precomputed quantities in (a) to
compute the LLRs. LAMA directly incorporates prior the LLRs Λa for posterior
function calculation.
to enable parallel access to multiple data words in an irregular manner, the
memories are formed by arrays of flip-flops instead of using on-chip S-RAM
macro-cells.
7.3.5 Posterior Function and Onsager Computation
We first divide the posterior function into real and imaginary parts as in (7.4) and
compute them simultaneously. As discussed in Section 7.3.2, such decomposition
reduces the computational complexity without any loss. The posterior function
is divided into three stages, where we compute (1) LLR, (2) bit probabilities, and
(3) posterior mean and variance, respectively.
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Bit-Domain Log-Likelihood Ratio Computation
The architecture for the bth bit LLR compute unit is shown in Fig. 7.3. Since the
largest constellation that LAMA supports is 256-QAM, corresponding to 16-PAM
for real and imaginary separation, we have a total of 4 different LLR compute
units corresponding to each bit for 16-PAM symbols in Gray coding. In order to
build a compact implementation of (7.8), we employ max-log approximation to
compute the posterior LLR λpost. To compute (7.7) efficiently we use a two-step
process where we (a) use numerical tricks to compute the closest symbol and
its distance for the constellation used in data detection, and (b) use the symbol
index to compute the distance for the complementary symbol.
Fig. 7.3(a) shows the architecture for the computation of the distance to the
closest symbol. We first exploit that the input zu has dynamic range with 4 signed
bits. We first add 16 and divide by 2, which effectively provides the index of
the closest symbol a?, which is stored in a LUT in ascending order. The distance
between zu is computed by a square unit (zu − a?)2 and broadcasted to the four
LLR compute units. In addition, the post-equalization SINR ρ˜gu is computed
and delayed by a cycle to synchronize with the LLR units.
Fig. 7.3(b) shows the remaining step for the LLR computation. The closest
index of a? goes into two LUT tables where the first provides the symbol for
the complementary bit for a¯? for distance calculation. The second LUT provides
the sign correction for the distance difference for a? and a¯? prior to the final
multiplication with the post-equalization SINR.
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LUT Table: LLR to Probabilities
Once the LLR for each bit values are computed, the LLRs are sent to a LUT
to generate the bit-wise probabilities P
[
xRu,j = 1
]
for each bit j = 1, . . . , 4. In-
stead of computing P
[
xRu,j = 1
]
directly from relation (7.6), we use the results
form [178] to operate on 1− 2P
[
xRu,j = 1
]
for posterior mean and variance com-
putation. By doing so, we only need to compute ± tanh(Λau,j/2), which can
be computed easily using LUT. We utilize symmetry in the tanh(·) function
note that ± tanh(Λau,j/2) = sign(Λau,j) tanh(|Λau,j|/2). Thus, the probabilities are
generated from a 7-bit LUT table that contains the values tanh(x/2) for positive
x. The computed bit-wise probabilities are then sent the mean and variance
computation unit (see top right at Fig. 7.2).
Bit-Wise Probabilities to Posterior Mean and Variance
To compute the final posterior mean and variance, we use the approach proposed
in Fig. 7.2, where we decompose the mean F and variance G functions into prod-
uct and addition of the bit-wise probabilities. To support various constellations
ranging from BPSK to 256-QAM, we implement the chip for 256-QAM and mul-
tiplex the intermediate signals to support smaller PAM constellations. To do so
in a efficient manner, on top of the bit-wise probabilities b−j = 1− 2P
[
xRu,j = 1
]
for j = 1, 2, 3, 4, we introduce intermediate quantities
b+k = 1+ 2P
[
xRu,k = 1
]
= 2− b−k
bbypk = EN
byp
k + (1− EN
byp
k )b
+
k
Cbyp1 = b
byp
1  Kbyp1 ,
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for k = 1 and 3, so that the posterior mean function can be factored efficiently as:
F(xRu , ρ) = b
−
0 (C
byp
1 + (EN1b
−
1 )(EN2b
−
2 )b
byp
3 ).
The posterior variance function can be computed similarly. The choice of the
enable signals EN and the shift constant Kbyp1 enable the computation of F for
BPSK, and M-PAM constellations for M = 4, 8, 16. We reiterate that our imple-
mentation of the posterior mean and variance function yields no approximation
loss for BPSK/QPSK constellation.
7.3.6 Matrix-vector Multiplier Unit
As shown in (7.11), the matrix-vector multiplier unit computes zt+1 = y˜MF +
G˜s˜t + νtat at every iteration of LAMA. The 32× 32 complex-valued multiplica-
tion is carried out using 32 complex-valued multiply-accumulate (MAC) units;
the matrix-vector operation is carried out on a column-by-column basis so that
each MAC unit is associated to a row of the Gram matrix.
A straightforward approach to compute the 32× 32 matrix-vector product
for G˜s˜ would be to broadcast each jth entry s˜j to all 32 individual MAC units
for j = 1, . . . , 32, and then perform column-wise MAC operation, completing
the matrix-vector product over 32 cycles. Although this approach yields the
correct solution, it may not be desirable for high-throughput as the input shift
register s˜j has to be fed into all 32 MAC units, increasing fan-in. In addition, this
approach requires the 32 element s˜ to be stored over 32 cycles. Once the 32× 32
matrix-vector product G˜s˜ is computed, we utilize the same unit to compute νtat.
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Cannon’s Algorithm
To reduce the fan-in and the storage requirement of s˜, we utilize a variant of
Cannon’s algorithm [42]. To this end, we store the 32× 32 matrix G˜′ where each
row is shifted by its index. To compute G˜′s˜, the input s˜ is first loaded into the
input shift registers (the pre-shift block). We then circularly shift the entries of
this input shift register (see illustration in Fig. 7.2) while sequentially calculating
the MAC operations with the entries of matrix G˜′; the outputs are accumulated
in the registers at the output of each MAC unit. This effectively implements a
column-by-column matrix-vector operation in 32 clock cycles. In addition, our
approach reduces fan-in, as each input shift register is connected to each MAC
unit, and removes the need to store s˜; all the entries of s˜ are stored in the input
shift registers.
7.3.7 SINR Computation: Newton-Raphson Based Reciprocal
In each iteration of LAMA, division operations are required for computation
of ρ˜ and ρ in (7.9) and (7.10) in Algorithm 5. We note that division operations
are, in general, not well-suited for fixed-point implementation and off-the-shelf
division circuits usually entail a large area, high latency, and/or long critical
path. Since our main objective is to maximize the clock frequency of the LAMA
data detector, we follow [139] and build a custom division unit that is able to
compute reciprocal 1/τ at a high throughput with a precision that results in a
small implementation loss.
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Algorithm
Before we delve into the reciprocal algorithm, we first examine the structure of ρ˜
and ρ that allows us to simplify the division operation. First, we note that ρ˜ = ρ
if θρ = 1, hence we formulate our algorithm for ρ˜ only. A straightforward imple-
mentation of ρ˜t+1 for LAMA would require two divisions which require, in gen-
eral, high numerical precision. We reduce the divisions to one with low numerical
precision first factoring out ρ˜t so that ρ˜t+1 = ρ˜t
[
θtρρ˜
t 1
B (τ
t + N0) + (1− θtρ)
]−1
.
Since bt = ρ˜t 1B (τ
t + N0) ∈ [0, 1] by construction, we first compute bt and then
invert θtρb + (1− θρ) ∈ [1− θρ, 1].
We implement the reciprocal unit by first generating an initial guess for 1/τ
from a look-up table (LUT) and a single iteration of Newton-Raphson iteration
[139, 181]. We first shift the input value τ according to τ′ = 2ατ, α ∈ Z so
that τ′ ∈ [0.5, 1). This shifting operation results in 1/τ′ ∈ (1, 2] and thus, the
subsequent computations can be carried out with high numerical stability4.
Based on initial guess τ′0 of 1/τ′ from the LUT, we perform a single iteration of
Newton-Raphson so that τˆ′ = 2τ0 − τ′τ20 ; the final result τˆ′ corresponds to an
approximation of 1/τ′
Architectures
In our design, the two divisions, ρ˜ and ρ, need to be completed over 36 clock
cycles. Our numerical simulations have shown that 14-bit precision (excluding
the initial shift) is sufficient to arrive at a negligible implementation loss. In
addition, the initial guess is generated from a 5-bit LUT. Since we are only
4We multiply the output 1/τ′ by 2α with the aid of arithmetic shifters to get the final output
1/τ.
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performing a single iteration of Newton-Raphson, we implement a pipelined
architecture of the division unit, where a divison consumes 3 clock cycles.
7.3.8 LLR Computation Unit
Once the final iteration of LAMA is completed, the decoupled output z and the
post-equalization SINR ρt is sent to the LLR computation unit (see bottom green
box in Fig. 7.2). The LLR computation unit for LAMA’s output is identical to
that in the posterior mean and variance, except the prior LLR is not used for
the output LLRs. The final extrinsic LLRs for decoder provided in (7.1) is thus
equivalent to a-posteriori LLRs Λd computed by LAMA. We include a separate
LLR unit, rather than re-using the LLR compute unit in the posterior mean and
variance unit, to maintain high sustained throughput shown in (7.12).
7.4 Implementation Results
The LAMA algorithm, along with all improvements and optimizations detailed
in the previous sections, was fabricated in 28 nm CMOS technology. Fig. 7.4
details the post-placement layout with the highlighted processing units (PUs).
The post-placement layout of the ASIC assumes preprocessing of the Gram
matrix, matched filter, and large-scale fading gain to support SISO detection of
32 spatial streams with BPSK, QPSK, 16-, 64-, and 256-QAM modulation.
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Figure 7.4: Post-placement layout of the LAMA chip with highlighted processing
units
7.4.1 Post-placement Layout Results
The post-placement layout of the ASIC has the following key characteristics (see
the detailed comparisons in Table 7.2). The core area is 0.37 mm2 corresponding
to 707 kGE. A detailed breakdown of each processing unit is shown in Table 7.1.
The 32× 32 complex-valued matrix-vector multiplier requires 15.2% and 26.3%
of the silicon area with and without the I/O logic, respectively. We note that a
significant portion of LAMA is dedicated to latched-based memory cells. The
input and output LLRs, as well as Gram-matrix consume 27.8% and 48.2% of the
silicon area with and without I/O logic, respectively.
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Table 7.1: Detailed area and power breakdown of the post-placement layout of
LAMA
Processing unit kGE % mW %
Posterior function 72.4 5.9 32.2 14.0
Variance & Onsager computation 62.5 5.1 14.3 6.2
LLR input mem 29.6 2.4 0.5 0.2
Large-scale fading mem 1.9 0.2 0.1 0.1
Matrix-vector multiplier 186.0 15.2 165.6 72.2
Gram-matrix memory 280.1 22.9 0.3 0.1
SINR computation 9.6 0.8 0.3 0.1
LLR computation 31.0 2.5 11.7 5.1
LLR output mem 29.5 2.4 4.1 1.8
Miscellaneousa 520.0 42.5 0.4 0.2
Total 1222.7 100 229.6 100
aDenotes logic used for the input/output-interface of the chip.
Throughput
The maximum (internal) clock frequency of the post-placement layout of LAMA
is 500 MHz, which results in a peak throughput of 443 MHz, which corresponds
to the case of 256× 32 massive MU with 256-QAM constellation at 8 LAMA
iterations.5
Power consumption
The power consumption6 of LAMA according to each processing unit is shown
in Table 7.1. The 32× 32 complex-valued matrix-vector multiplier accounts for
5We note that higher throughput is achieved if we run less number of LAMA iterations.
Depending on the operating SNR, this reduction of LAMA iterations will not impact packet
error performance. However, since the operating SNR is not given, in general, we performed
numerical simulations to obtain the minimum number of LAMA iterations where the packet
error rate performance does not improve.
6Post-placement simulated at Vdd = 0.9 V core supply of the post-placement layout of LAMA.
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72.2% of the total power consumption at 165.6 mW. Similarly, the posterior func-
tion also accounts for 14.0% of the total power consumption at 32.2 mW. These
power consumption estimation results are to be expected, as these processing
units perform the most complicated tasks in the data detector.
7.4.2 Fixed-point Error Rate Performance
In order to achieve near-optimal error-rate performance with fixed-point arith-
metic, we simulated the LAMA algorithm to minimize the word-lengths. Since
word-lengths of each variable in the LAMA algorithm is highly dependent on
the channel model and massive MU-MIMO system parameters, we performed
optimizations for 32× 32 system for 16-QAM with typical urban micro scenario
in WINNER II channel model [182]. Although majority of the existing literature
and their corresponding implementations assume i.i.d. Rayleigh fading for the
massive MIMO wireless channel, these assumptions are not practical, nor evident
in real-world measurements [55].
The key optimized parameters are follows: We use 11 bits for the input and
output LLRs. The real and imaginary parts of the precomputed normalized
Gram matrix G˜, normalized matched filter y˜MF are 14 and 16 bits respectively.
The large-scale fading gain vector g has a precision of 9 bits.
Error Rate Performance
We now compare the packet error rate (PER) versus signal-to-noise performance
of iterative MIMO decoding using the ideal (floating-point algorithm) Algo-
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Figure 7.5: 256× 32 MU-MIMO-OFDM system with i.i.d. Rayleigh fading and
R = 0.5 256-QAM constellation. Both floating and fixed-point implementation
of LAMA and CHEMP achieve identical packet error rate performance as that
given by MMSE-PIC.
rithm 5 and the corresponding (fixed-point) post-placement layout implementa-
tion. To compare the error-rate performance of our LAMA detector, we compare
our results to MMSE-PIC [139], as well as CHEMP [111] that has been imple-
mented into an ASIC in [35, 36] to showcase how existing massive MU-MIMO
data detectors perform in real-world channel environments.
Figures 7.5 and 7.6 show the packet-error performance for a 256× 32 massive
MU-MIMO system with R = 0.5 256-QAM constellation for i.i.d. Rayleigh fading
and a more WINNER II [182] channel model. We simulate a LTE-like system,
where we assume an OFDM system with active 1200 subcarriers and 2 OFDM
symbols per packet, totaling 9600 data bits per packet. We use a rate R = 0.50
convolutional code for encoding and max-log BCJR algorithm for decoding [183].
For Fig. 7.6, we assume a typical urban micro scenario for the WINNER II [182]
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Figure 7.6: 256× 32 MU-MIMO-OFDM system with WINNER II Urban Micro
channel model and R = 0.5 256-QAM constellation. Fixed point implementation
of LAMA performs identically as floating implementation of LAMA. Similar to
Fig. 7.8, CHEMP [111] results in error floors above LTE minimum even with one
iteration of MIMO decoding.
channel model with BS antenna spacing of 10 m.
For the i.i.d. Rayleigh fading scenario shown in Fig. 7.5, we note that both
floating and fixed-point implementations of LAMA, as well as CHEMP, achieve
identical packet-error rate performance as that given by MMSE-PIC. In addition,
we note a single iteration of iterative MIMO decoding provides an SNR gain of
less than 1 dB.
For the typical urban micro scenario shown in Fig. 7.6, however, we first
note that CHEMP results in an error floor above the LTE minimum of 10%
even with iterative MIMO decoding. Both implementations of LAMA achieve
identical packet-error rate performance as that given by MMSE-PIC. This striking
difference between CHEMP and LAMA results from using a more realistic
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Figure 7.7: 32× 32 MU-MIMO-OFDM system with i.i.d. Rayleigh fading and R =
0.75 QPSK constellation. Fixed point implementation of LAMA performs within
0.2 dB of floating implementation of LAMA, and performs 0.1 dB compared to
CHEMP.
channel model, where the effects of shadow-fading, BS-side correlation are
present. We note that for this 256× 32 massive MU-MIMO system, LAMA is
able to achieve error-rate performance of MMSE-PIC without having to do an
matrix inversion.
Similarly, figures 7.7 and 7.8 show the packet-error performance for 32× 32
massive MU-MIMO system with R = 0.75 QPSK constellation for both channel
models with 3600 bits per packet. As identical to that given by previous experi-
ment, we assume a typical urban micro scenario for the WINNER II [182] channel
model with BS antenna spacing of 10 m.
For the i.i.d. Rayleigh fading scenario shown in Fig. 7.7, LAMA and CHEMP
achieve the same LTE minimum packet error rate at 5 dB, and 2 dB lower SNR for
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Figure 7.8: 32× 32 MU-MIMO-OFDM system with WINNER II Urban Micro
channel model and R = 0.75 QPSK constellation. Fixed point implementation of
LAMA performs within 2 dB of floating implementation of LAMA. CHEMP [111]
results in error floors even with one iteration of MIMO decoding.
1 and 2 iterations of MIMO decoding, respectively. In addition, the fixed point
implementation of LAMA performs within 0.2 dB of floating implementation.
For the typical urban micro scenario shown in Fig. 7.8, however, CHEMP
results in an error floor of 1 regardless of SNR and 30 iterations, whereas our
LAMA implementations provide more than 12 dB gain in SNR at 14 iterations.
In addition, the fixed point implementation of LAMA performs within 2 dB of
floating implementation. Therefore, for this square 32× 32 massive MU-MIMO
system, LAMA is able to achieve more than 5 dB SNR gains in packet-error rate
compared to CHEMP and MMSE-PIC in both channel models, without having
to do an matrix inversion.
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7.4.3 Comparisons to Other Detector Implementations
Throughput
For throughput figures reported in Table 7.2, we note LAMA achieves lower
throughput than that given by another message-passing based method, CHEMP.
This difference results from the fact that the authors in [35] have simplified their
algorithm by channel hardening, approximating the posterior mean updates,
and not supporting soft-input and soft-outputs. The authors in [36] support
soft input and outputs, but does so only for QPSK constellation. The CHEMP
algorithm strongly relies on the channel hardening assumption to provide an
improved error-rate performance over linear data detectors. As demonstrated
in Fig. 7.6 and Fig. 7.8, CHEMP, and thus, the approximated algorithms shown
in [35] and [36], resulted in error floors above the LTE minimum for reliable
communication.
Compared to linear methods [32, 34] and semidefinite-relaxation based
method [173], LAMA achieves higher throughput when adjusted for the number
of UEs. The main computational complexity for linear methods come from the
inversion of the Gram matrix. Moreover, it is important to note that our proposed
implementation, contrast to methods in [32, 34, 173], supports iterative MIMO
decoding, which can provide significantly improved error-rate performance.
Finally, we compare our proposed LAMA implementation to that of [37],
which utilizes another message-passing based method, expectation-propagation
(EPD) [174]. Although both algorithms, EPD and LAMA supports real-world
channels, the primary difference between EPD and LAMA is that EPD requires
the computation of the matrix inverse every iteration. Since the complexity
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of matrix inversion scales cubicly in the number of UEs [171], it will quickly
dominate the data detection complexity in large number of UEs. Therefore, if
we adjust the difference in the number of UEs cubicly, LAMA still achieves 2×
greater throughput.
Area
For the area results reported in Table 7.2, it is important to note that the proposed
LAMA implementation is the only detector capable of supporting a 32-UE soft
input and output capability. When accounted for technology scaling, LAMA
exhibits slightly greater area than that of the 32-UE implementation of CHEMP
[35], but it is important to note that we support soft-input and soft-output
capabilities and does not result in error-flooring behavior in practical systems.
Compared to linear data detectors, LAMA exhibits significantly lower area as
LAMA does not need to compute matrix inversion. It is important to note that the
linear detectors achieve high area for a 8 UE system, whereas LAMA supports
32 UEs. Also, the EPD implementation exhibits 5× greater area for a 16 UE
system due to the computation of the matrix inversion explicitly. Therefore,
LAMA performs competitively in terms of area for data detection of a massive
MU-MIMO system with 32 UEs.
Area-Efficiency
In terms of normalized area-efficiency, where we both scale the technology and
number of UEs, LAMA performs better than linear, SDR and EPD methods.
We achieve 17× and 6× greater area-efficiency compared to SDR and EPD,
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respectively. We note that LAMA will exhibit higher area-efficiency if we account
for cubic-scaling, which is the complexity of Gram matrix inversion. Although
LAMA exhibits lower area-efficiency than that given by CHEMP-based methods,
we note that these methods do not work on practical channels, as verified in our
experiments. Therefore, we conclude that our design is highly competitive to
other data detection implementations for massive MU-MIMO (which are unable
to support iterative MIMO decoding).
7.5 Conclusions
In this chapter of the thesis, we presented a novel low-complexity soft-input
soft-output (SISO) approximate message passing-based algorithm for massive
MU-MIMO systems. We extended our existing asymptotically-optimal LAMA
algorithm [38, 39] to mitigate performance losses in finite dimensional and real-
world channel models. In order to ensure high-throughput VLSI design at low-
area employing fixed-point arithmetic, we detailed the key approximations and
optimizations. We described the corresponding VLSI architecture and the post-
placement layout results of LAMA in 28 nm CMOS technology. We demonstrate
the efficacy of our algorithm by comparing real-world costs (in terms of silicon
area and power) to other existing state-of-the-art massive MU-MIMO detectors.
The proposed LAMA algorithm was shown to enable significant gains in spectral
efficiency over recently proposed implementations, especially in real-world
channel models. The uplink simulations proposed in this chapter demonstrates
that near-optimal data detection is challenging, but feasible in realistic channel
models with a large number of UEs.
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Table 7.2: Post-layout results of LAMA and comparison to existing massive MU-MIMO data detectors
This work Tang [35] Chen [36] Prabhu [34] Peng [32] Castañeda [173] Tang [37]
System (B×U) 256× 32 128× 32 128× 8 128× 8 128× 8 128× 8 128× 16
Data Detection Alg. LAMA CHEMP CHEMP MMSE/ZFa MMSE SDR EPDb
Iterative MIMO dec. yes no yes no no no no
Modulation 256-QAM 256-QAM QPSK 256-QAM 64-QAM QPSK 256-QAM
Preproc. quantities Gram mat. Gram mat. Gram mat. – – Gram mat. Gram mat.
Supports real-world yes no no yes yes yes yeschannels
Provably optimal yes no no no no no no
CMOS Tech. [nm] 28 40 40 28 65 45 28
Result post-layout silicon silicon silicon silicon post-layout silicon
Core area [mm2] 0.36 0.58 0.076 1.10 2.57 0.48 2.0
Frequency [MHz] 500 425 500 300 680 560 569
Power [mW] 229.6 220.6 77.89 18 650 87.10 127
Throughput [Gb/s] 0.44 2.76 8 0.30 1.02 0.13 1.80
Area Eff. [Gb/s/mm2] 1.21 4.76 105.26 0.27 0.40 0.26 0.90
Norm. Area Eff.c [Gb/s/mm2] 1.21 13.87 19.18 0.02 0.31 0.07 0.23
aalso supports precoding; bexpectation-propagation; cTechnology normalized to 28 nm CMOS technology assuming fclk ∼ s, A ' 1/s2, and
Pdyn ∼ (1/s)(Vdd/V′dd) and U2/322
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CHAPTER 8
ASIC DESIGN OF A NONPARAMETRIC EQUALIZER FOR MASSIVE
MU-MIMO
8.1 Introduction
It is widely believed that massive multi-user multiple-input multiple-output
(MU-MIMO) will be a core technology for fifth-generation (5G) wireless systems.
Massive MU-MIMO relies on base-station (BS) architectures with hundreds
of antenna elements and radio-frequency (RF) chains that serve tens of user
equipments (UEs) in the same time-frequency resource. While this emerging
technology enables unprecedented spectral efficiency by means of fine-grained
beamforming [5,30], it also poses significant practical implementation challenges.
8.1.1 The Case for Nonparametric Equalization
Data detection in the uplink (UEs transmit data to the BS) is among the most
critical tasks from a spectral efficiency and hardware complexity perspective [22].
While optimal MIMO data detection is known to be NP-hard [58], it has been
shown in [6, 22] that linear minimum mean-square error (L-MMSE) equalization
enables near-optimal performance in massive MU-MIMO systems. However,
L-MMSE equalization requires accurate knowledge of the signal and noise pow-
ers [41]. Furthermore, corresponding hardware designs must solve linear systems
of equations, which requires high arithmetic precision and suffers from strin-
gent data dependencies—both of these aspects result in relatively high circuit
complexity [32, 34, 35, 139, 184]. In addition, practical massive MU-MIMO BS
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designs will most likely rely on inexpensive RF circuitry which suffers from
numerous impairments, including amplifier nonlinearities, phase noise, and
quantization artifacts [40, 185]. The presence of non-ideal hardware necessi-
tates the design of new equalization algorithms that are resilient to real-world
hardware imperfections.
Recently, a novel algorithm called NonParametric Equalizer (NOPE, for short)
was proposed in [41]. NOPE does not require knowledge of the signal and noise
powers while provably achieving the performance of L-MMSE equalization in
massive MU-MIMO systems. NOPE combines approximate message passing
(AMP) [81] with Stein’s unbiased risk estimator (SURE) [186] and mismatched
data detection [153], which renders this algorithm resilient to numerous hardware
impairments while being computationally efficient: NOPE only requires matrix-
vector products and avoids a computation of costly matrix inverses or matrix
decompositions, which are typically required by L-MMSE equalizer algorithms.
Despite all these advantages, NOPE has been designed only for idealistic channel
models and has not yet been integrated in hardware.
8.2 A Primer on L-MMSE Equalization
We now introduce the system model and review the basics of L-MMSE equaliza-
tion. We then discuss NOPE.
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8.2.1 System Model
We consider the input-output relation y = Hs0 + n to model a massive MU-
MIMO uplink system operating in a frequency-flat channel [22]. The vector
y ∈ CB contains the received signals at the BS; B denotes the number of BS anten-
nas; the matrix H ∈ CB×U represents the uplink MIMO channel; U denotes the
number of UEs; the transmit signal vector is s0 ∈ CU ; and the vector n ∈ CB mod-
els receive noise, which has i.i.d. circularly-symmetric complex Gaussian entries
with variance N0 per entry. Throughout this chapter of the thesis, we assume
that the transmit signal vector s0 has i.i.d. entries so that p(s0) = ∏Uu=1 p(s0,u),
where p(·) models the signal prior (e.g., a 16-QAM constellation) with zero mean
and signal variance Es = Es0,u
[|s0,u|2], u = 1, . . . , U. We assume that each en-
try of the channel matrix H is distributed i.i.d. circularly-symmetric complex
Gaussian with variance 1/B per complex entry.
8.2.2 Basics of L-MMSE Equalization
L-MMSE equalization is among the most popular methods to compute an es-
timate for sˆ from y and from knowledge of the channel matrix H, and enjoys
widespread use for data detection in MIMO systems [6, 139, 187, 188]. The rela-
tively low computational complexity (except for the inversion of a potentially
large matrix) and acceptable performance render this method a feasible alter-
native to more complicated data detection algorithms. Moreover, it has been
shown in [6, 22] that L-MMSE equalization enables (often significantly) higher
achievable rates than zero-forcing (ZF) or matched filter (MF)-based equalizers in
massive MU-MIMO systems. However, to enable near-optimal spectral efficiency
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via L-MMSE equalization, accurate knowledge of the signal and noise powers is
required; see, e.g., [13, 41].
Mathematically, the goal of L-MMSE equalization is to compute a lin-
ear estimate sˆ = Wy from the receive vector y that minimizes the MSE =
Ess0, n‖sˆ− s0‖2 using knowledge of the channel matrix H as well as the sig-
nal and noise powers, Es and N0, respectively. For a circularly-symmetric
complex-valued transmit signal s0, the equalization matrix W ∈ CU×B is given
by W = (HHH+ N0Es IU)
−1HH. If the signal s0 is zero-mean and real-valued (e.g.,
for BPSK signals), then the optimal linear estimator for the real part sˆRe is given
by
sˆRe =
(
HTReHRe +H
T
ImHIm +
N0
2Es
IU
)−1
(HTReyRe +H
T
ImyIm),
where HRe, HIm, yRe, and yIm are the real and imaginary parts of H and y,
respectively; the imaginary part of the estimate is sˆIm = 0U×1. Clearly, L-MMSE
equalization relies on knowledge of the quantities ρ = N0/Es or ρ = N0/(2Es),
which requires (i) means to detect whether the transmit signals are real- or
complex-valued and (ii) an accurate estimate of ρ that is commonly acquired in a
dedicated training phase [189].
8.2.3 L-MMSE Equalization via mcB-AMP
As shown in Section 4.3, L-MMSE equalization can be implemented using the
mismatched complex Bayesian AMP (mcB-AMP) framework, which we will
refer to as M-LAMA-MMSE. By assuming a mismatched Gaussian signal prior
distribution p˜(s) = ∏Uu=1 p˜(su) with p˜(su) ∼ CN (0, Es) instead of the true signal
prior s0 ∼ p(s0) (e.g., two Dirac delta functions concentrated at −1 and +1 for
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BPSK), one can design the following parametric L-MMSE algorithm given by
M-LAMA in Algorithm 3:
σ˜2t =
1
B
∥∥rt∥∥22
τˆ2t = arg min
τ2≥0
Ψ(σ˜2t , τ
2) (8.1)
zˆt = sˆt +HHrt
sˆt+1 =
Es
Es + τˆ2t
zˆt (8.2)
rt+1 = y−Hsˆt+1 + βrt Es
Es + τˆ2t
. (8.3)
Interestingly, the estimate zˆ = limt→∞ zˆt computed by M-LAMA-MMSE ex-
hibits the same MSE as that of the L-MMSE equalizer in the large-system limit
and for matrices H with uniform channel gains [153]. While this is an asymp-
totic equivalence, reference [41] has shown that the error-rate performance of
M-LAMA-MMSE is virtually indistinguishable from an L-MMSE equalizer in
practical (finite-dimensional) massive MU-MIMO systems for a small number of
iterations tmax (ten or fewer). Clearly, M-LAMA-MMSE mainly relies on matrix-
vector multiplications, which enables parallel hardware designs. However, the
exact knowledge of Es is still required.
8.3 Nonparametric Equalizer (NOPE)
We now summarize the necessary steps to free M-LAMA-MMSE from knowledge
of the signal power, leading to NOPE. We then propose a generalization of the
algorithm that makes it suitable for more realistic MIMO system scenarios.
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8.3.1 The NOPE Algorithm
To develop NOPE, we wish to automatically tune the signal power Es and the
parameter τ2t . To this end, we first introduce the parameter κ
t = Es/τ2t and
reparametrize the functions Fmm(zˆu, κt) = κ
t
κt+1 zˆu and F
′mm(zˆu, κt) = κ
t
κt+1 in
M-LAMA-MMSE. Now, only a single parameter must be tuned per iteration, i.e.,
κt. Interestingly, [153, Thm. 3] shows that optimal parameter tuning is achieved
by tuning each parameter κt by minimizing (8.1) separately at iteration t starting
from t = 1 to tmax. Hence, the remaining piece is to replace the MSE function Ψ
with a function that does not depend on the true signal prior p(s0). As shown
in [41], one can use Stein’s unbiased risk estimate (SURE) [186] to extract an
estimate of the MSE function Ψ as
Ψˆmm(σ˜2t , κ
t) = σ˜2t
κt − 1
κt + 1
+
‖zˆt‖22
U(κt + 1)2
. (8.4)
Since the minimum of Ψˆ is given by κtmin=‖zˆt‖22/(Uσ˜2t )− 1 we can replace the
tuning stage in (8.1) by κtmin, which leads to NOPE. As proven in [41, Cor. 6],
NOPE achieves the performance of an L-MMSE equalizer in the large antenna
limit given that H has uniform channel gains and for t→ ∞.
8.3.2 Robust Version of NOPE
NOPE and M-LAMA-MMSE require the matrix H to have uniform channel gains.
However, in practice each UE typically has a different large-scale fading gain
(e.g., affected by the distance to the BS), resulting in channel matrices H whose
columns have different scale. We now show how NOPE can be made robust to
such channels. As in [41], one can rewrite the channel matrix as H = H˜D, where
each element of H˜ is distributed as CN (0, 1/B) and D is diagonal containing the
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uth UE’s individual large-scale fading gain du. For this model, one must estimate
the gain of the uth UE by ∑Bb=1|Hb,u|2 = d2u ∑Bb=1 |H˜b,u|2, which converges to
d2u in the large-antenna limit. Thus, D is estimated with a diagonal matrix D̂,
where the uth diagonal element is given by dˆu. To enable NOPE to support
nonuniform channel gains, we modify the posterior mean function in (8.2) into
an element-wise operation [41]
Fmmu (zˆ
t
u, τˆ
2
t ) =
Es
Es + τˆ2t /dˆ2u
zˆtu. (8.5)
Furthermore, step (8.3) in M-LAMA-MMSE must be replaced by
rt+1 = y−Hsˆt+1 + βrt 1
U
U
∑
u=1
F′mmu (zˆtu, τˆ2t )
to take into account the fact that different functions Fmmu (zˆtu, τˆ2t ) are used for each
UE. This generalization also requires new estimates for the parameters Es and τˆ2t
in (8.5). As shown in [41, Thm 7], both of these parameters can be estimated as
follows
Eˆts =
vzˆt − 2vtr
∑Uu=1 dˆ2u
and τˆ2t =
1
B
‖rt‖22, (8.6)
where we introduced shorthand notation vzˆt = ∑
U
u=1 dˆ
2
u
∣∣zˆtu∣∣2 for the weighted-
norm of zˆt with respect to its large-scale fading gains, and vtr = β‖r‖22 /2 for the
residual norm.
The remaining piece of our robust NOPE is to enable L-MMSE data detection
for BPSK constellations for which the imaginary part of sˆ is zero. In fact, assuming
a circularly-symmetric complex Gaussian prior for BPSK signals is a poor match
as the imaginary part is zero. We generalize NOPE by estimating the signal
variance Es in (8.6) for the real and imaginary parts separately, which enables
us to automatically adapt NOPE to the used constellation set. To do so, we
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decompose the weighted-norm of zˆt denoted by vzˆt , into real and imaginary
parts, i.e., vzˆt = vtzˆ,Re + v
t
zˆ,Im. More specifically, we can estimate the necessary
variances as
Eˆts,Re =
vtzˆ,Re − vtr
∑Uu=1 dˆ2u
and Eˆts,Im =
vtzˆ,Im − vtr
∑Uu=1 dˆ2u
,
for which Eˆts,Re + Eˆ
t
s,Im = Eˆ
t
s. With all these ingredients, we arrive at the general-
ized NOPE algorithm in Algorithm 6.
Algorithm 6 (Robust version of NOPE). The robust version of the NOPE algorithm
proposed in [41] is given by the following iterations: Initialize the algorithm by t = 1,
sˆ1 = 0U×1, rt = 0, and 〈αt〉 = 0. Then, for each iteration t = 1, 2, . . . , tmax, compute
the following set of equations:
rt = y−Hsˆt + β
2
〈α〉rt
vtr =
β
2
∥∥rt∥∥22 (8.7)
zˆt = sˆt + dˆ−2 ◦ (HHrt) (8.8)
vtzˆ,Re =
U
∑
u=1
dˆ2uRe{zˆtu}2
vtzˆ,Im =
U
∑
u=1
dˆ2uIm{zˆtu}2
Kt = (vtr〈dˆ2〉)−1
αtu,Re = (1+ (K
tdˆ2u(v
t
zˆ,Re − vtr))−1)−1, u = 1, . . . , U (8.9)
αtu,Im = (1+ (K
tdˆ2u(v
t
zˆ,Im − vtr))−1)−1, u = 1, . . . , U (8.10)
sˆt+1 = αtRe ◦ Re
(
zˆt
)
+ iαtIm ◦ Im
(
zˆt
)
(8.11)
αt = αtRe + α
t
Im (8.12)
ρtu = (2B/β)K
t〈dˆ2〉dˆ2u, u = 1, . . . , U (8.13)
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Figure 8.1: Uncoded bit error rate of NOPE algorithm in a 64× 16 massive MU-
MIMO system with Rayleigh fading channel matrices. NOPE closely approaches
the performance of the L-MMSE estimator that requires exact knowledge of
the signal and noise powers. Furthermore, fixed-point arithmetic in NOPE
(shown with circle markers) does not exhibit a significant BER performance loss
compared to infinite-precision arithmetic (continuous lines).
8.3.3 Numerical Results
Figure 8.1 shows uncoded bit error rate (BER) simulation results in a B = 64
BS antenna, U = 16 UE massive MU-MIMO system with BPSK, 16-QAM, and
256-QAM. We show the performance of exact L-MMSE equalization, as well
as the performance of NOPE for both infinite and fixed-precision. Solid lines
correspond to floating-point precision, and circle markers correspond to fixed-
point precision simulations of NOPE. Evidently, the BER performance of NOPE
with tmax = 5 iterations (tmax = 7 for 256-QAM) is virtually indistinguishable
from the exact L-MMSE estimator, which requires accurate knowledge of both
the signal and noise powers. Due to its parameter free nature, NOPE is suitable
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Figure 8.2: Top level block diagram of NOPE algorithm: Each iteration of the
NOPE is partitioned into two main units: matrix-vector unit (left) and param-
eter estimation unit (right). Both units require an identical number of clock
cycles, which allows us to process two independent problems via coarse-grained
pipeline interleaving.
for situations in which the signal and noise powers change rapidly (e.g., due to
interference) or if the transmit constellation is unknown and must be estimated
prior to data detection.
8.4 VLSI Architecture and Synthesis Results
We now propose a very-large scale integration (VLSI) architecture of the NOPE
algorithm for a B = 64 BS antenna, U = 16 UE massive MU-MIMO system. We
then discuss the most essential optimization steps and finally present implemen-
tation results in a 28 nm CMOS technology.
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Figure 8.3: Illustration of the matrix-vector unit (MVU) that computes computes
Hsˆ and HHr in a 3 × 3 system via Cannon’s algorithm. To compute Hsˆ, we
circularly shift the inputs (pre-shift); to compute HHr, we circularly shift the
outputs (post-shift). This approach enables column-wise storage of the entries of
H without causing access contentions, leading to high throughput.
8.4.1 Architecture Overview
We partition the NOPE iterations into two phases, each executed by a separate
unit; see Fig. 8.2 for an architecture overview. The matrix-vector unit (MVU)
executes the necessary matrix-vector multiplications and the estimation unit (EU)
implements automatic parameter tuning.
The MVU performs the matrix-vector multiplication required to compute
the 16 dimensional output vector zˆ in (8.8) and the scalar ‖r‖22 in (8.7). The EU
implements the mean and variance estimation to compute the posterior mean sˆ
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in (8.11) and Onsager constant 〈α〉 in (8.12). In addition, we compute the per-user
post-equalization SNR ρ in (8.13), which is required for log-likelihood ratio (LLR)
value calculations to perform soft-output data detection. Both units carry out
their tasks in the same number of clock cycles, which enables us to process two
independent equalization problems concurrently in the same architecture by
means of coarse-grained pipeline interleaving.
8.4.2 Architecture Details
We now provide architecture details for the MVU and EU, and briefly discuss
the key fixed-point implementation aspects.
MVU Details
The MVU computes both Hsˆ and HHr in a single unified architecture, similarly
to the architecture in [184]. We divide the 64× 16-dimensional channel matrix
H into four 16× 16 blocks, each of which are processed using a separate MVU,
which we refer to as MVU-m, m ∈ {1, 2, 3, 4}. Each 16× 16 matrix-vector mul-
tiplication is carried out using 16 complex-valued multiply-accumulate (MAC)
units; the matrix-vector operation is carried out on a column-by-column basis so
that each MAC unit is associated to a row of the matrix.
A straightforward approach to compute Hsˆ would be to broadcast the 16-
dimensional vector sˆ to all MVUs. To compute HHr within the same architecture,
access contentions would arise as one would need to be able to read all entries
from the row of HH and sum all partial products. To enable highly parallel matrix-
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vector computation without causing access contentions, we use an architecture as
depicted in Fig. 8.3 that performs a variant of Cannon’s algorithm [42]. Let A be a
16× 16 block of H where each row r is cyclically shifted by its index. To compute
Asˆ, the input sˆ is first loaded into the input shift registers (the pre-shift block). We
then circularly shift the entries of this shift register while sequentially calculating
the MAC operations with entries of the matrix A; the outputs are accumulated
in the registers at the output of each MAC unit. This effectively implements a
column-by-column matrix-vector operation in 16 clock cycles. To compute HHr,
we load r into the input shift register but no cyclical shifts are carried out. Instead
we cyclically exchange the outputs (the post-shift block) while accumulating the
results. This effectively implements a row-by-row matrix-vector operation in 16
clock cycles.
After the computation of HHr, we have to accumulate the results of the four
16× 16 blocks. We do this over two additional clock cycles: in cycle 1, MVU-1
and MVU-4 pass their result to MVU-2 and MVU-3 for accumulation; in cycle 2,
MVU-2 passes its result to MVU-3 to obtain the final result.
EU Details
The EU computes the posterior mean sˆ and Onsager constant 〈α〉. To this end,
the EU first computes the 16-dimensional norm of the real and imaginary part
of zˆ, vzˆ,Re and vzˆ,Im. We employ two MAC units which compute the real and
imaginary parts over 16 clock cycles. Once vzˆ,Re and vzˆ,Im are completed, we
compute the so-called denoising parameter αu,Re in (8.9) and αu,Im in (8.10) for
each uth UE sequentially over 16 clock cycles. We note that the function (1 +
x−1)−1 = 1− (1+ x)−1 ∈ [0, 1) for (8.9) and (8.10) is numerically stable so we
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Figure 8.4: Post-placement layout of the NOPE chip with highlighted processing
units
employ a single-iteration of the LUT-based Newton-Raphson procedure.
Fixed-Point Arithmetic
In order to achieve low hardware complexity and high throughput, our design
uses fixed-point arithmetic. We first globally scale H so that the real and imagi-
nary entries are less than 1. We then quantize each element of H to 10 fraction
bits, and y to 6 integer and 4 fraction bits. The fixed-point performance of our
NOPE design is shown in Fig. 8.1. The solid lines correspond to floating-point
performance, the markers to the fixed-point performance of our golden model.
233
Table 8.1: Synthesis results of NOPE for a 64 BS antenna, 16 UE system and comparison to existing massive MU-MIMO
data detectors.
This work Prabhu [34] Tang [35] Peng [32] Castañeda [173]
System (B×U) 64× 16 128× 8 128× 32 128× 8 128× 8
Algorithm NOPE MMSE/ZFa MPD MMSE SDR
Parameters none Es,N0c Es,N0 Es,N0 Es,N0
Modulation 256-QAM 256-QAM 256-QAM 64-QAM QPSK
Preproc. included no yes no yes no
Preproc. quantities col. gains – Gram mat. – Gram mat.
Results synthesis silicon silicon silicon post-layout
Technology [nm] 28 28 40 65 45
Area [mm2] 0.28 1.10 0.58 2.57 0.48
Frequency [MHz] 800 300 425 680 560
Throughput [Gb/s] 0.92 0.30 2.76 1.02 0.13
Eff.b [Gb/s/mm2] 3.29 0.27 13.87 4.96 1.08
athis design also supports precoding; bstandard technology scaling rules apply; cthe ZF mode does not require any parameters.
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8.4.3 Implementation Results and Conclusions
Table 8.1 shows synthesis results for NOPE in a 28 nm CMOS technology and
compares our design to existing data detectors for massive MU-MIMO. We note
that the numbers reported in Table 8.1 for NOPE are based on synthesis results;
an ASIC design is part of ongoing work (see Fig. 8.4 for the post-placement
layout of NOPE chip with the highlighted processing units) While our design
is comparable to other designs in terms of hardware efficiency, we emphasize
that NOPE is completely parameter-free (other than knowledge of H and y),
which makes it more resilient to parameter mismatch and dynamic variations
of the system compared to all the other methods. In addition, NOPE requires
a minimal amount of preprocessing, i.e., dˆ2 and dˆ−2, in contrast to, e.g., the
design of [35] that requires computation of the Gram which often dominates the
complexity of massive MU-MIMO data detectors [22]. In summary, NOPE is
a robust “fire-and-forget” equalization algorithm for MU-MIMO systems that
achieves L-MMSE performance at competitive implementation complexity.
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CHAPTER 9
CONCLUSIONS AND OUTLOOK
Massive multi-user (MU) multiple-input multiple-output (MIMO) will be
a core technology in next-generation wireless systems. By equipping the in-
frastructure base-stations (BSs) with hundreds of antenna elements and serving
tens of user equipments (UEs) in the same time-frequency resource, massive
MU-MIMO enables orders-of-magnitude higher spectral efficiency than existing
wireless systems. The presence of large number of antenna elements at the BS,
however, causes significant implementation challenges. In particular, optimal
data detection at the BS that maximizes the spectral efficiency (i.e., the number of
bits that can be transmitted reliably over a given bandwidth) entails prohibitive
complexity. As a result, the majority of existing data detection algorithms for mas-
sive MU-MIMO and corresponding hardware designs are sub-optimal, thereby
sacrificing spectral efficiency.
In this thesis, we have provided a potential solution for optimal data detec-
tion in practical massive MU-MIMO systems. We have tackled the optimal data
detection problem by a holistic approach that spans theory, algorithm devel-
opment, and ASIC design. Concretely, we presented a range of solutions on
theory, algorithm, and hardware level that enable near-optimal data detection in
practice. In addition, we proposed new methods that reduce the complexity of
channel-matrix preprocessing as well as novel architectures and algorithms that
enable parallel processing of the most critical tasks in massive MU-MIMO BSs. In
order to demonstrate the effectiveness of all our solutions in practically-relevant
communication scenarios, we demonstrated our findings via theoretical results,
numerical simulations, and ASIC implementations.
236
There are numerous avenues for future work. We outline the avenues based
on three categories (i) theory, (ii) algorithm development, and (iii) VLSI design.
(i) Theory: The optimality proof of LAMA was based on the state evolution
framework, which was proven rigorously in [82]. Although the asymptotic
performance of AMP-based algorithms can be obtained exactly through
state evolution, characterizing the performance of the individually optimal
data detection is highly non-trivial. References [10, 11, 104] utilized the
Replica method [190] from statistical physics to characterize the perfor-
mance of the individually optimal data detector, which requires additional
Replica assumptions. References [12, 78, 113] assumed the exchange on the
limits of sparsity and the UEs [113], which we also assumed to prove the
optimality of LAMA. The full characterization of optimality of AMP and
connections to the results from Replica method, however, is a part of on-
going work [115, 191, 192]. In addition, the performance of AMP for finite
dimensions have been presented in [193]. Extending such results for LAMA
will provide a framework for a more accurate performance characterization
in practical finite-dimensional massive MU-MIMO systems.
(ii) Algorithm development: Practical wireless channels do not exhibit i.i.d.
Rayleigh fading and has finite number of antennas at both ends of the
wireless link. As a result, the optimality of LAMA for practical wireless
systems is no longer guaranteed. To mitigate performance loss of LAMA
in practice, we proposed damping techniques [124] that provides a good
trade-off in performance and complexity. Recent work on expectation-
propagation [174] and vector AMP [90] has shown to be robust in practical
massive MU-MIMO scenarios, but does so at the cost of additional com-
putational complexity, which is due to the computation of inverse of the
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Gram matrix. Therefore, the development of novel methods that not only
are robust in practical wireless channels, but also are of low computational
complexity is left for future work.
(iii) VLSI design: The majority of the detector implementations for massive MU-
MIMO systems are for small number of UEs [32, 34, 173]. Although there
exist two 32-UE detectors [35, 36], they employ a sub-optimal detection
algorithm and either only support hard outputs or support QPSK constel-
lation only. In addition, the detector exhibits error flooring behavior in
practical wireless channels. There has been a recent implementation of a
16-UE detector [37] that employs expectation-propagation [174] which is
robust in practical, correlated channels. Since the LAMA implementation
in this thesis is the first near-optimal soft-input soft-output 32-UE detector,
additional 32-UE detector implementations for a more accurate comparison
are left for future work.
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APPENDIX A
PROOFS
A.1 Proofs for Chapter 3
A.1.1 Proof of [1, Lem. 5.56] for complex-valued systems
For completeness, we include [1, Lem. 5.56] and its proof for complex-valued
MIMO systems. We will use Lemma 44 to derive the cB-AMP algorithm in
Appendix A.1.2.
Lemma 44. Let sˆtu→b and τˆ
2
u→b,t be the mean and variance of the distribution ν
t
u→b in
(A.3), respectively. Suppose at iteration t, the messages are set to νˆtb→u(su) = φˆ
t
b→u(su),
where φˆtb→u(su) is defined by
φˆtb→u(su) ,
|Hb,u|2
pi(Npost0 + τˆ
2
b→u,t)
exp
(
−
∣∣Hb,usu − rtb→u∣∣2
(Npost0 + τˆ
2
b→u,t)
)
, (A.1)
and τˆ2b→u,t = τˆ
2
t , where the residual and variance terms are given by
rtb→u , yb − ∑
u˜ 6=u
Hb,u˜ sˆu˜→b, τˆ2b→u,t , ∑
u˜ 6=u
|Hb,u˜|2 τˆ2u˜→b,t.
Then, at the next iteration t + 1, the mean and the variance of the message νt+1u→b are
given by
sˆt+1u→b = F
∑
b˜ 6=b
H∗˜b,ur
t
b˜→u, N
post
0 + τˆ
2
t
 ,
τˆ2u→b,t+1 = G
∑
b˜ 6=b
H∗a,urtb˜→u, N
post
0 + τˆ
2
t
 ,
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Proof. Suppose at iteration t, the messages from factor nodes to the variable
nodes are set to be νˆtb→u = φˆ
t
b→u. Then,
νt+1u→b = ∏˜
b 6=b
φˆtb˜→u p(su)
= exp
(
− ∑b˜ 6=b |Hb˜,usu − r
t
b˜→u|2
Npost0 + τˆ
2
t
)
p(su)
=
1
Z
exp
−|su|2 − 2∑b˜ 6=b Re
(
s∗uH∗˜b,ur
t
b˜→u
)
Npost0 + τˆ
2
t
exp( |su|2
B(Npost0 + τˆ
2
t )
)
p(su)
= φt+1u→b(su)
{
1+O(|su|2 /B)
}
,
where Z is a normalization constant that ensures νt+1u→b is a probability density
function. Here, we defined φt+1u→k as
φt+1u→b(su) = f
(
su
∣∣∣ ∑
b˜ 6=b
H∗˜b,ur
t
b˜→u
)
, (A.2)
where f (su|sˆu) is the posterior distribution of an Gaussian distribution defined
in (3.4). Here, the noise variance of the Gaussian distribution corresponds to
Npost0 + τˆ
2
t . By definition, the mean F and variance G of ν
t+1
u→k is given as mean
and variance of the conditional probability distribution defined in (A.2):
sˆt+1u→b = F
∑
b˜ 6=b
H∗˜b,ur
t
b˜→u, N
post
0 + τˆ
2
t
,
τˆ2u→b,t+1 = G
∑
b˜ 6=b
H∗˜b,ur
t
b˜→u, N
post
0 + τˆ
2
t
 .
A.1.2 Derivation of Algorithm 1
We start by considering a factor graph G = (U ,B, E) with variable nodes
U = {1, . . . , U}, factor nodes B = {1, . . . , B}, and edges E = U × B =
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{(u, b) : u ∈ U , b ∈ B}. The sum-product message equations for (3.3) at every
iteration t are given by [105],
νtu→b(su) = ∏˜
b 6=b
νˆt−1
b˜→u(su) p(su), (A.3)
νˆtb→u(su) =
∫
C
p(yb | s)∏
u˜ 6=u
νtu˜→b(su˜)dyb, (A.4)
where νtu→b(su) and νˆ
t
b→u(su) are probability density functions.
Now, with Lemma 44 we can simplify the sum-product algorithm shown in
(A.3) and (A.4). We first expand the messages sˆt+1u→b and r
t+1
b→u into two parts (i)
constant messages sˆt+1u and r
t+1
b which are independent of the edge (u, b) and (ii)
perturbed messages ∆sˆt+1u→b,∆r
t+1
b→u that depend on the edge. As done in [9, Eq.
5], we assume ∆sˆt+1u→b,∆r
t+1
b→u = O(1/
√
U) such that
sˆt+1u→b , sˆ
t+1
u + ∆sˆ
t+1
u→b +O(1/U), (A.5)
rt+1b→u , r
t+1
b + ∆r
t+1
b→u +O(1/U). (A.6)
We then replace the complex-valued soft-thresholding function η(·) by the
conditional mean F(·) as in [9, Prop. II.1], and use the decomposition in (A.5)
and (A.6) to obtain the following:
rtb→u = yb − ∑
u˜ 6=u
Hb,u˜ sˆu˜→b,= yb −
U
∑˜
u=1
Hb,u˜(sˆt+1u˜ + ∆sˆ
t+1
u˜→b) + Hb,u sˆ
t
u +O(1/U).
We will let rt+1b = yb −∑Uu=1 Hb,u(sˆt+1u + ∆sˆt+1u→b) and ∆rt+1b→u = Hb,u sˆtu. For sˆt+1u→b,
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we obtain:
sˆt+1u→b = F
(
∑
b˜ 6=b
H∗˜b,ur
t
b˜→u, N
post
0 + τˆ
2
t
)
= F
( B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)− H∗b,urtb, N
post
0 + τˆ
2
t
)
+O(1/U)
(a)
= F
( B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u), N
post
0 + τˆ
2
t
)
− Re(H∗b,urtb) ∂1FR
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
− Im(H∗b,urtb) ∂2FR
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
− Re(H∗b,urtb) ∂1FI
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
− Im(H∗b,urtb) ∂2FI
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
+O(1/U),
where for (a), we follow the first-order Taylor expansion [9, Eq. (15)] with
shorthand notations:
∂1F
R , ∂Re
(
F(x + iy, τ2)
)
∂x
, ∂2FR ,
∂Re
(
F(x + iy, τ2)
)
∂y
,
∂1F
I , ∂Im
(
F(x + iy, τ2)
)
∂x
, ∂2FI ,
∂Im
(
F(x + iy, τ2)
)
∂y
.
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Similar to rt+1b , we let sˆ
t+1
u = F
(
∑Bb=1 H
∗
b,u(r
t
b + ∆r
t
b˜→u), N
post
0 + τˆ
2
t
)
and
∆sˆt+1u→b = −Re
(
H∗b,ur
t
b
)
∂1F
R
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
− Im(H∗b,urtb) ∂2FR
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
− Re(H∗b,urtb) ∂1FI
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
− Im(H∗b,urtb) ∂2FI
(
B
∑˜
b=1
H∗˜b,u(r
t
b˜ + ∆r
t
b˜→u)
)
.
Now that we have defined these quantities, we perform to simplify them. First
of all, we observe that:
sˆt+1u = F
( B
∑
b=1
H∗b,u(r
t
b˜ + ∆r
t
b→u), N
post
0 + τˆ
2
t
)
= F
( B
∑
b=1
H∗b,ur
t
b +
B
∑
b=1
|Hb,u|2sˆtu, Npost0 + τˆ2t
)
= F
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b, N
post
0 + τˆ
2
t
)
. (A.7)
Similarly, the message variance term in the large-system limit converges to:
τˆ2u→b,t+1 = G
∑
b˜ 6=b
H∗˜b,ur
t
b˜→u, N
post
0 + τˆ
2
t

= G
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b, N
post
0 + τˆ
2
t
)
.
We note that the message-variance update equation was not provided in [9] and
hence, we include it for completeness. Second, we observe the residual term rt+1b
can be rewritten as:
rt+1b = yb −
U
∑
u=1
Hb,u(sˆt+1u + ∆sˆ
t+1
u→b)
= yb −
U
∑
u=1
Hb,u sˆt+1u −
U
∑
u=1
Hb,u∆sˆt+1u→b.
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Now that we have all the terms ready, we proceed to obtaining cB-AMP. We start
by simplifying the residual update by plugging in ∆sˆt+1u→b.
rt+1b = yb −
U
∑
u=1
Hb,u sˆt+1u
+
U
∑
u=1
Hb,uRe
(
H∗b,ur
t
b
)
∂1F
R
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b
)
+
U
∑
u=1
Hb,uIm
(
H∗b,ur
t
b
)
∂2F
R
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b
)
+
U
∑
u=1
Hb,uRe
(
H∗b,ur
t
b
)
∂1F
I
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b
)
+
U
∑
u=1
Hb,uIm
(
H∗b,ur
t
b
)
∂2F
I
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b
)
(A.8)
We simplify the residual update by using the fact that H satisfies (A1). Since
the columns of H have unit norm with pairwise independence by (A1), each
term in (A.8) can be simplified in the large system limit as follows:
U
∑
u=1
Hb,u∂1FRRe
(
H∗b,ur
t
b
)
=
β
2
rtb〈∂1FR〉,
U
∑
u=1
Hb,u∂2FRIm
(
H∗b,ur
t
b
)
=
β
2i
rtb〈∂2FR〉,
i
U
∑
u=1
Hb,u∂1FIRe
(
H∗b,ur
t
b
)
=
βi
2
rtb〈∂1FI〉,
i
U
∑
u=1
Hb,u∂2FRIm
(
H∗b,ur
t
b
)
=
β
2
rtb〈∂2FI〉,
Finally, the next iteration message variance update is computed in the large-
system limit by:
τˆ2t+1 =
U
∑
u=1
|Hb,u|2 τˆ2u→b,t+1 =
U
∑
u=1
1
B
G
(
sˆtu +
B
∑
b=1
H∗b,ur
t
b, N
post
0 + τˆ
2
t
)
.
= β〈G(sˆt +HHrt, Npost0 + τˆ2t )〉 (A.9)
By using the Hadamard product, we arrive at Algorithm 1.
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A.1.3 Proof of Lemma 1
We use the facts that ∂2FR, ∂1FI, and ∂2FI are all zero for real-valued systems.
Moreover, since the u2-norm of each column of H is one according to (A1), the
update (A.8) simplifies to
rt+1b −
(
yb − hrowb sˆt+1
)
= rtb
U
∑
u=1
H2b,uF
′
(
sˆtu +
B
∑
b=1
Hb,urtb, τˆ
2
t
)
' βrtb
〈
F′
(
sˆt +HTrt, τˆ2t
)〉
, (A.10)
where F′ is the derivative of the mean function F(sˆu, τˆ2) taken with respect
to sˆu. The final comparison of (A.10) with [1, Eq. 5.74] reveals equivalence of
real-valued cB-AMP and B-AMP.
A.1.4 Intuitive derivation of Theorem 2
We present a non-rigorous derivation of Theorem 2 for complex-valued systems;
a rigorous proof can be found in [82]. Assume that the MIMO channel H(t)
changes each iteration t, where the elements are distributed CN (0, 1/B). In
addition, let F(z, τ2) and G(z, τ2) are functions defined in (3.5) and (3.6) according
to the mean and variance of the distribution in (3.4), respectively. Let yt =
H(t)s0 + n where the entries of n are circularly symmetric complex Gaussian
with variance N0. Assuming that we fix the postulated noise variance to N
post
0 ,
then, in each iteration, the recursion is defined as:
rt = yt −Hsˆt, (A.11)
sˆt+1 = F(sˆt +HH(t)rt, Npost0 + τˆ
2
t ), (A.12)
τˆ2t+1 = β〈G(sˆt +HH(t)rt, Npost0 + τˆ2t )〉. (A.13)
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By substituting rt in (A.11) into sˆt +HH(t)rt, we have that
sˆt +HH(t)rt = HH(t)yt +
(
IU −HH(t)H(t)
)
sˆt
= s0 +HH(t)n+
(
IU −HH(t)H(t)
)(
sˆt − s0
)
. (A.14)
The central limit theorem shows that each diagonal and non-diagonal entry
in IU −HH(t)H(t) is distributed N (0, 1/B) and CN (0, 1/B) respectively, with
pairwise independent entries. Also, for each uth entry in
(
IU −HH(t)H(t)
)
(sˆt−
s0), the real and imaginary parts are normally distributed with zero mean and
variance ‖sˆ
t−s0‖22
2B + δ
t
u and
‖sˆt−s0‖22
2B − δtu respectively, with δtu = Re{(sˆ
t
u−s0,u)2}
2B . With
σˆ2t = limU→∞
∥∥sˆt − s0∥∥2 /U, (A.15)
and noting that δtu → 0 as U → ∞, we have that(
IU −HH(t)H(t)
)(
sˆt − s0
)→ CN(0, βσˆ2t ).
Moreover, by conditioning on n, HH(t)n → CN (0, N0) by the law of large
numbers. By Definition 3 of the effective noise variance of cB-AMP, we have the
relation σ2t = N0 + βσˆ
2
t with σˆ
2
t defined in (A.15). Thus, each uth entry of (A.12)
converges to F(s0u + σtNC, N
post
0 + τˆ
2
t ) where NC ∼ CN (0, 1). Since we assume
a fixed prior distribution for all s0,u, we obtain the following recursion for (A.12):
σ2t+1 = N0 + β limU→∞
1
U
∥∥sˆt+1 − s0∥∥2
= N0 + βES,NC
[∣∣F(S + σtNC, Npost0 + τ2t )− S∣∣2],
with S ∼ p(S) and we introduced τ2t = limU→∞ τˆ2t . Starting from (A.13), we use
(A.14) and (A.15), and the law of large numbers to obtain:
τ2t+1 = β limU→∞
〈G(sˆt +HH(t)rt, Npost0 + τˆ2t )〉
= βES,NC
[
G(S + σtNC, N
post
0 + τ
2
t )
]
.
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By introducing the postulated variance γ2t = N
post
0 + τ
2
t , we obtain the final cSE:
σ2t+1 = N0 + βES,NC
[∣∣F(S + σtNC,γ2t )− S∣∣2]
γ2t+1 = N
post
0 + βES,NC
[
G(S + σtNC,γ2t )
]
.
We reiterate that the formulation of H(t) to obtain cSE in Theorem 2 was non-
rigorous; a rigorous proof can be found in [82].
A.1.5 Proof of Lemma 4
We start with cB-AMP as detailed in Algorithm 1. We simplify intermediate steps
in cB-AMP using the definition of F(sˆu, τ2) and G(sˆu, τ2), and our knowledge of
the prior distribution. Recall that F(sˆu, τ2) in (3.19) was defined as
F(sˆu, τ2) = ∑
a∈O
wa(sˆu, τ2)a,
By taking partial derivatives of F(sˆu, τ2) with the notations defined in Al-
gorithm 1, we have the following expressions, where we drop the notation
wa = wa(sˆu, τ2) for simplicity.
∂1F
R =
2
τ2
∑
a∈O
Re(a)2 wa −
(
∑
a∈O
Re(a)wa
)2,
∂2F
I =
2
τ2
∑
a∈O
Im(a)2 wa −
(
∑
a∈O
Im(a)wa
)2,
∂2F
I = ∂1F
R
=
2
τ2
[
∑
a∈O
Re(a) Im(a)wa −
(
∑
a∈O
Re(a)wa
)(
∑
a∈O
Im(a)wa
)]
.
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Note that (3.20) can be separated in real and imaginary parts. Therefore,
G(sˆu, τ2) = ∑
a∈O
|a|2 wa −
∣∣∣∣∣∑a∈O awa
∣∣∣∣∣
2
= ∑
a∈O
Re(a)2 wa −
(
∑
a∈O
Re(a)wa
)2
+ ∑
a∈O
Im(a)2 wa −
(
∑
a∈O
Im(a)wa
)2
=
τ2
2
[
∂1F
R + ∂2F
I
]
(sˆu, τ2)
Finally, observe that ∂1FI = ∂2FR and 1/i = −i, so Algorithm 1 simplifies to:
sˆt+1 = F(sˆt +HHrt, Npost0 + τˆ
2
t )
τˆ2t+1 = β〈G(sˆt +HHrt, Npost0 + τˆ2t )〉
rt+1 = y−Hsˆt+1 + τˆ
2
t+1
Npost0 + τˆ
2
t
rt.
A.1.6 Proof of Lemma 5
Since Npost0 → ∞, the recursions in Algorithm 2 are given by
sˆt = lim
Npost0 →∞
F
(
sˆt−1 +HHrt−1, Npost0 + τˆ
2
t
)
,
rt = y−Hsˆt.
First of all, notice that as Npost0 → ∞, wa(sˆu, Npost0 + τˆ2t )→ pa for any sˆu. There-
fore, for all t,
sˆt = lim
Npost0 →∞
F
(
sˆt+1 +HHrt−1, Npost0 + τˆ
2
t
)
→ ∑
a∈O
apa = 0,
rt = y−Hsˆt = y,
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and thus, the Gaussian output zˆt = sˆt +HHrt is equivalent to the matched filter
output HHy. To show that the non-linear MMSE output corresponds to the
matched filter involves computing limNpost0 →∞
Npost0
Es sˆ
t+1, which is given by
lim
Npost0 →∞
Npost0
Es
sˆt+1 = lim
Npost0 →∞
Npost0
Es
F
(
HHy, Npost0 + τˆ
2
t
)
(a)
= lim
Npost0 →∞
Npost0
Es
∑
a∈O
apa
(
1− 1
Npost0 + τˆ
2
t
∣∣∣HHy− a∣∣∣2)
= − 1
Es
∑
a∈O
apa
∣∣∣HHy− a∣∣∣2 = HHy,
where (a) follows from expansion of exp(·) function in wa(sˆu, Npost0 + τˆ2t ), and
the absolute value is taken element-wise.
A.1.7 Proof of Lemma 6
First, note that as β → 0 for a fixed Npost0 , we have that τˆ2t = 0 for all t ≥ 1.
Therefore, we have the following recursions,
sˆt+1 = F
(
sˆt +HHrt, Npost0
)
,
rt+1 = y−Hsˆt+1.
Following the derivation of complex state evolution in Appendix A.1.4, as β→ 0,
we have
sˆt +HHrt = HHy+ (IU −HHH)sˆt → HHy,
because the entries of (IU −HHH)sˆt converge to a complex normal distribution
with zero mean and variance βσ˜2t with σ˜
2
t = limU→∞
1
U
∥∥sˆt∥∥2. Since σ˜2t is finite
and β→ 0, we have that the Gaussian output of LAMA is zˆt = HHy (indepen-
dent of the iteration index t). Hence, the non-linear MMSE output sˆt+1 of LAMA
is given by F
(
HHy, Npost0
)
for all t.
249
We show that one iteration of LAMA is sufficient to achieve AWGN perfor-
mance by the cSE in Theorem 2. Recall that previous paragraph demonstrated
that zˆt = HHy for all t. Thus, the equivalent output noise variance is computed
as σ2 = N0 + βVarS[S] = N0, where the last step comes from β→ 0. Since each
output of LAMA is identical every iteration and the output noise variance is N0,
one iteration is sufficient to achieve AWGN performance.
A.1.8 Proof of Lemma 9
Note that since N0 = 0, we have σ2 = γ2 by Corollary 3. Since the variance of S
is finite, denoteVarS[S] = σ2s . By [194, Prop. 15], we have the following upper
bound for Ψ(σ2, σ2):
Ψ(σ2, σ2) ≤ σ
2
s
σ2s + σ
2σ
2, (A.16)
where equality is achieved for all σ2 if and only if S is complex normal with
variance σ2s . Note that if σ2 = 0, then (A.16) is achieved for any σ2s . If σ2 > 0,
then
Ψ(σ2, σ2) ≤ σ
2
s
σ2s + σ
2σ
2 =
1
1+ σ2/σ2s
σ2 < σ2,
and, hence, the proof follows.
The first part of Lemma 9 is trivial from (A.16), and thus, Ψ(σ2, σ2) → 0 as
σ2 → 0. The second part is noting that as σ2 → ∞, F(·, σ2)→ ∑a∈O apa = ES[S],
and hence we have
lim
σ2→∞
Ψ(σ2, σ2)→ ES
[
|S−ES[S]|2
]
= VarS[S].
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A.1.9 Proof of Theorem 10
We assume the initialization in Algorithm 2. Since N0 = N
post
0 = 0, if LAMA
perfectly recovers the true signal s0, then the fixed-point (3.30) is unique at
σ2 = 0. This happens if the system ratio is strictly less than the ERT, βmaxO because
otherwise, i.e., β ≥ βmaxO , there exists a non-unique fixed point to (3.30) for some
σ2 > 0 by Definition 6.
A.1.10 Proof of Lemma 11
We show that for a fixed constellation O, βminO ≤ βmaxO . For conciseness, define σ2?
as the fixed-point σ2 = βmaxO Ψ(σ
2, σ2). The proof is straightforward as,
βminO
(a)
= min
σ2>0
{(
dΨ(σ2, σ2)
dσ2
)−1}
≤
(
dΨ(σ2, σ2)
dσ2
)−1∣∣∣∣∣
σ2=σ2?
(b)
=
(
1
βmaxO
)−1
= βmaxO ,
where (a) and (b) follow from the definitions of MRT and ERT, respectively.
A.1.11 Proof of Lemma 12
As β < βmaxO , there exists a value of N0, denote it as N
?
0 , such that for N0 < N
?
0 , the
fixed-point solution of LAMA is unique. We note that Nmin0 (β) is also a candidate
for N?0 as the fixed-point solution of LAMA is unique for all N0 < N
min
0 (β). In
addition, since O is a constellation, by [108, Thm. 10], Ψ(σ2, σ2) has a continuous
derivative and limσ2→0 ddσ2Ψ(σ
2, σ2) = 0. Hence, there exists a value σ2? such that
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for all σ2 < σ2? ,
d
dσ2
Ψ(σ2, σ2) <
1
2β
. (A.17)
Now, suppose that N?0 < σ
2
?/2. Then, for all σ2 < σ2? we have:
N0 + βΨ(σ2, σ2)
(a)
< N0 +
σ2
2
,
where (a) follows from (A.17) and the mean value theorem. Since 2N0 < 2N?0 <
σ2? , we have that:
N0 + βΨ(2N0, 2N0) < N0 + N0 = 2N0,
and therefore, the fixed-point solution σ2 has to be between N0 and 2N0. As a
result, as N0 → 0, the fixed-point solution σ2 → 0. The last part is apparent as:
lim
N0→0
1 = lim
N0→0
N0
σ2
+ β lim
N0→0
Ψ(σ2, σ2)
σ2
= lim
N0→0
N0
σ2
+ β lim
σ2→0
d
dσ2
Ψ(σ2, σ2) = lim
N0→0
N0
σ2
,
A.1.12 Proof of Theorem 13
Since the constellation O is separable, we introduce a shorthand notation for
OR = Re(O) and OI = Im(O). It is easy to observe that the weight scalar
wa(sˆu, τ2) can be rewritten as a product between the weight scalar of the real and
imaginary constellation waR(sˆu, τ
2) and waI(sˆu, τ
2), i.e.,
wa(sˆu, τ2) = waR(sˆu, τ
2)waI(sˆu, τ
2),
where
waR(sˆu, τ
2) =
paR exp
(
− 1
τ2
(Re(sˆu)− aR)2
)
∑b∈OR pb exp
(
− 1
τ2
(Re(sˆu)− b)2
), (A.18)
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and likewise for waI(sˆu, τ
2). Therefore, F is separable because
F(sˆu, τ2) = ∑
a∈O
wa(sˆu, τ2)a
= ∑
a∈O
wa(sˆu, τ2)aR + i ∑
a∈O
wa(sˆu, τ2)aI
= ∑
aR∈OR
aR ∑
aI∈OI
wa(sˆu, τ2) + i ∑
aI∈OI
aI ∑
aR∈OR
wa(sˆu, τ2)
= ∑
aR∈OR
waR(sˆu, τ
2)aR + i ∑
aI∈OI
waI(sˆu, τ
2)aI. (A.19)
Now, for a real-valued constellationOR for a real-valued system, the message
mean FR is given by:
FR(sˆu, τ2) = ∑
a∈OR
wRa (sˆu, τ
2)a, (A.20)
where the weight scalar for the real-valued system is computed by
wRa (sˆu, τ
2) =
pa exp
(
− 12τ2 (sˆu − a)2
)
∑b∈OR pb exp
(
− 12τ2 (sˆu − b)2
)= waR(sˆu, 2τ2).
Therefore, we have that for SR = Re(S), SI = Im(S):
Ψ(σ2,γ2) = ES,N
[∣∣∣F(S + σN,γ2)− S∣∣∣2]
(a)
= ESR,NR
[(
Re
(
F
(
SR +
σ√
2
NR,γ2
))
− SR
)2]
+ESI,NR
[(
Im
(
F
(
SI +
σ√
2
NR,γ2
))
− SI
)2]
(b)
= 2ESR,NR
[(
Re
(
F
(
SR +
σ√
2
NR,γ2
))
− SR
)2]
(c)
= 2ESR,NR
( ∑
a∈OR
wRa
(
SR +
σ√
2
NR,
γ2
2
)
a− SR
)2
= 2ΨR
(
σ2
2
,
σ2
2
)
,
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where (a) follows from (A.19), (b) from definition of separable constellation,
and (c) follows from construction of (A.20). We note that the case for variance
function Φ is derived similarly.
A.1.13 Proof of Lemma 14
We show that for a separable constellation O, the MRT and ERT are equiva-
lent. We start by denoting the complex-valued MSE function as Ψ(σ2, σ2) =
ES,NC
[∣∣F(S + σNC, σ2)− S∣∣2], where N ∼ CN (0, 1), and S ∼ p(S) for constella-
tion O. Denote the real-valued MSE function
ΨR(σ2, σ2) = ESR,NR
[(
F
(
SR + σNR, σ2
)
− SR
)2]
,
where NR ∼ N (0, 1) and SR ∼ p(SR) for the real-valued constellation Re(O).
We know from Theorem 13 that Ψ(σ2, σ2) = 2ΨR(σ2/2, σ2/2). By denoting βminC
and βminR as the MRT of complex- and real-valued MSE function, respectively, we
have:
βminC = min
σ2≥0
{(
dΨ(σ2, σ2)
dσ2
)−1}
= min
σ2≥0

(
dΨR(σ
2
2 ,
σ2
2 )
dσ2/2
)−1
= min
σ¯2≥0
{(
dΨR(σ¯2, σ¯2)
dσ¯2
)−1}
= βminR
The remaining quantities, βmax and the critical noise levels of Lemma 14 can be
derived similarly.
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A.1.14 Proof of Lemma 15
Note that if β < βminO , then the slope of the function βΨ(σ
2, σ2) with respect to
σ2 is always less than 1, i.e., β ddσ2Ψ(σ
2, σ2)
∣∣∣
σ2=σ2?
< 1 for any σ2? > 0. In addition,
since β < βminO , the fixed-point solution to N0 + βΨ(σ
2, σ2) = σ2 is unique. Now
the exponentially-fast convergence result can be shown by using the bounding
technique of [1, Lem. 6.4.1].
In [1], the proof for showing exponentially-fast convergence of standard AMP
to its largest fixed-point solution was shown by analyzing the stability constant
SC(Ψ) which was defined by:
SC(Ψ) = β
d
dσ2
Ψ(σ2, σ2)
∣∣∣∣
σ2=σ2?
,
σ2? = max
σ2>0
{
σ2 : N0 + βΨ(σ2, σ2) ≥ σ2
}
Using the new notation of stability constant, the condition of SC(Ψ) < 1, i.e.,
slope at the largest fixed point is less than 1, was only needed in [1] to show
exponential-fast convergence. However, we note that this approach was viable
in [1] due to concavity of the MSE function of Ψ(σ2, σ2) for the soft-thresholding
function; however, the MSE function of LAMA does not have such properties. In
fact, the MSE function for LAMA for commonly used constellation in wireless is
neither convex nor concave. However, as shown above, if β < βminO , we have that
not only SC(Ψ) < 1, but also β ddσ2Ψ(σ
2, σ2)
∣∣∣
σ2=σ2?
< 1 for any σ2? > 0. Therefore,
if β < βminO , LAMA converges exponentially fast to its unique fixed-point solution
σ2? .
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A.2 Proofs for Chapter 4
A.2.1 Proof of Lemma 17
Since there is no prior mismatch, we note conditional mean under σ2t = γ
2
t
minimizes the MSE, where the MSE is equivalent to the conditional variance [194].
As a result,
min
γ2
Ψ(σ2t ,γ
2) = ES0,NC
[∣∣∣F(S0 + σtNC, σ2t )− S0∣∣∣2] .
Therefore, (4.6) and (4.7) are equivalent and reduces to the SE recursion given by
cB-AMP in Theorem 2.
A.2.2 Proof of Lemma 20
The proof follows similarly as the steps in [136] to show thatΨmm(σ2t ,γ
2
t ) is quasi-
convex in γ2t . To show the quasi-convexity, we will show that
d
dγ2t
Ψmm(σ2t ,γ
2
t )
has only one sign-change. The proof is straightforward as
d
dγ2t
Ψmm(σ2t ,γ
2
t ) = 2
(
Es
Es + γ2t
)3
(γ2t − σ2t ),
so d
dγ2t
Ψmm(σ2t ,γ
2
t ) has one sign-change at γ
2
t = σ
2
t . Note that
d
dγ2t
Ψmm(σ2t ,γ
2
t )
∣∣∣
γ2t→0
< 0 so γ?2t = σ
2
t is the global minimizer for Ψ
mm(σ2t ,γ
2
t ).
A.2.3 Proof of Lemma 21
We will compute (4.15) by first computing the mismatched SE recursion for
M-PAM system (under real-valued noise) with equally likely priors. We first
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derive the following function Fα(su) by
Fα(su) =

−α su ≤ −α,
su −α < su ≤ α,
α su > α.
Note that under equally likely priors, the M-PAM constellation can be expressed
by p(su) = 1M ∑
M/2
k=−M/2+1 δ(su− (2k− 1)). Then, for a given σ and NR ∼ N (0, 1),
for some symbol 2k− 1 we have the following:
ENR [(F
α((2k− 1) + σNR)− (2k− 1))2]
= σ2 + (α¯2k − σ2)Q
(
α¯k
σ
)
+ (α2k − σ2)Q
(αk
σ
)
− σ√
2pi
α¯k exp
(
− α¯
2
k
2σ2
)
− σ√
2pi
αk exp
(
− α
2
k
2σ2
)
,
where we denote α¯k = α − (2k − 1), and αk = α + (2k − 1). Thus, by using
symmetry for M-PAM symbols:
ΨmmPAM(σ
2) =
2
M
M/2
∑
k=1
ENR [(F
α((2k− 1) + σNR)− (2k− 1))2]
= σ2 +
2
M
M/2
∑
k=1
[
(α¯2k − σ2)Q
(
α¯k
σ
)
+ (α2k − σ2)Q
(αk
σ
)
− σ√
2pi
α¯k exp
(
− α¯
2
k
2σ2
)
− σ√
2pi
αk exp
(
− α
2
k
2σ2
)]
. (A.21)
To obtain ΨmmQAM(σ
2), we use the result from Corollary 18, i.e., ΨmmQAM(σ
2) =
2ΨmmPAM(σ
2/2).
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A.2.4 Proof of Lemma 23
By (4.15), we can compute
dΨmmQAM(σ
2)
dσ2 directly by:
dΨmmQAM(σ
2)
dσ2
= 1− 1
M
− 2
M
(
2α√
piσ2
e−
4α
σ2 + Q
(
2α
σ/
√
2
))
− 2
M
M/2−1
∑
k=1
[
1√
piσ2
(
αk exp
(
−α
2
k
σ2
)
+ α¯k exp
(
− α¯
2
k
σ2
))
+ Q
(
α¯k
σ/
√
2
)
+ Q
(
αk
σ/
√
2
)]
Note that all terms right side of 1 − 1/M is negative for σ2 > 0 and at-
tains maximum of 0 as σ2 → 0. Thus, we have that min
σ2≥0
{(
dΨ(σ2)
dσ2
)−1}
=
lim
σ2→0
(
dΨ(σ2)
dσ2
)−1
= (1− 1/M)−1.
To show that M-LAMA also recovers original signal when β = βmaxO , we use
the fact that dΨ(σ
2)
dσ2 is maximized only at σ
2 → 0 and hence no other σ2? > 0
satisfies βminO = (dΨ(σ
2
?)/dσ2?)−1, so the fixed point is unique.
A.2.5 Proof of Lemma 25
We start with the following result from [14] that establishes the error-rate perfor-
mance of BOX detector.
Theorem 45 (Thm 3.1 [14]). Assume a real-valued M-PAM system with β <
(1 − 1/M)−1. The symbol-error rate in the large-system limit converges to 2(1 −
1/M)Q(1/σ?), where σ? is the unique minimizer to FM(σ):
FM(σ) =
σ
2
(
1
β
− M− 1
M
)
+
N0
2βσ
+
1
M ∑k∈K
S(σ, k), (A.22)
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where K = {2, 4, . . . , 2(M− 1)}, and
S(σ, k) =
(
σ+
k2
σ
)
Q
(
k
σ
)
− k√
2pi
exp
(
− k
2
2σ2
)
.
Compared to the exact expression in [14], we have additional β term in the
denominator of N02βσ due to our definition of SNR = β
Es
N0
= βN0 . We now show that
the minimizer σ? of (A.22) coincides exactly to that fixed point solution given by
state evolution.
Since σ? is the unique minimal solution to FM(σ), F′M(σ?) = 0 where F
′
M(σ) =
d
dσFM(σ). Straightforward differentiation of FM(σ) gives the following equation:
d
dσ
FM(σ) =
1
2
(
1
β
− M− 1
M
)
− N0
2βσ2
+
1
M ∑k∈K
[(
1− k
2
σ2
)
Q
(
k
σ
)
+
k√
2piσ2
exp
(
− k
2
2σ2
)]
.
Rearranging F′M(σ?) = 0 gives
σ2? = N0 + β
[
M− 1
M
σ2? +
2
M ∑k∈K
T(σ?, k)
]
, (A.23)
where we define a shorthand notation for T(σ, k):
T(σ, k) = (k2 − σ2)Q
(
k
σ
)
− kσ√
2pi
exp
(
− k
2
2σ2
)
We now show that (A.23) corresponds to fixed-point solution to the SE equa-
tion σ2? = N0 + βΨmmPAM(σ
2
?), where ΨmmPAM(σ
2) is derived in (A.21). We start by
partitioning K = KL ∪ KM ∪ KU where KL = {2, 4, . . . , M − 2}, KM = M, and
KU = {M + 2, . . . , 2(M− 1)}. We will use the fact that T(σ, 0) = −12σ2. For KL,
we have
∑
k∈KL
T(σ?, k) = ∑
k′∈KL
T(σ?, M− k′) =
M
2 −1
∑
u=1
T(σ?, M− 2u)
=
M/2
∑
u=1
T(σ?, M− 2u) + 12σ
2
? .
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For KU, we have
∑
k∈KU
T(σ?, k) = ∑
k′∈KL
T(σ?, M + k′) =
M
2 −1
∑
u=1
T(σ?, M + 2u)
=
M/2
∑
u=2
T(σ?, M + 2(u− 1)),
so that
∑
k∈KU
T(σ?, k) + T(σ?, M) =
M/2
∑
u=1
T(σ?, M + 2(u− 1)).
Therefore, the proof is complete as the RHS of (A.23) is:
M− 1
M
σ2? +
2
M ∑k∈K
T(σ?, k) = σ2?
+
2
M
M/2
∑
k=1
[T(σ?, α+ 1− 2k) + T(σ?, α+ 1+ 2(k− 1))]
= σ2? +
2
M
M/2
∑
k=1
[T(σ?, α¯k) + T(σ?, αk)]= ΨmmPAM(σ
2
?).
We note that the case for BPSK, i.e., M = 2, was shown in [15] and the corre-
sponding proof for M-LAMA was given in [153]. The presented proof shows that
the BOX-relaxed method in [14] and SM-LAMA under uniform hypercube prior
achieves the same fixed-point in (4.10). Moreover, due to the decoupling prop-
erty of LAMA, the symbol error-rate of real-valued M-PAM system is given by
2(1−M−1)Q(1/σ?). We note that by Corollary 18, our result can be generalized
to that of a M2-QAM systems, which was not included in the analysis in [14].
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A.3 Proofs for Chapter 5
A.3.1 Derivation of Algorithm 4
Algorithm 4 builds upon the original LAMA algorithm Algorithm 2:
zˆt = sˆt +HHrt
sˆt+1 = F(zˆt, N0 + τˆ2t ))
τˆ2t+1 = β〈G(zˆt, N0 + τˆ2t )〉
rt+1 = y−Hsˆt+1 + τˆ2t+1
N0+τˆ2t
rt.
We use the facts that yMF = HHy and G = HHH. Then, the residual rt+1 can be
simplified to:
HHrt+1 = HHy−HHHsˆt+1 + τˆ2t+1
N0+τˆ2t
HHrt
= yMF −Gsˆt+1 + τˆ2t+1
N0+τˆ2t
HHrt.
We are done as we can define vt+1 = HHrt = zˆt − sˆt.
A.3.2 Proof of Lemma 28
As in (5.3), we write the estimate zˆc,u for UE u at cluster c as zˆc,u = s0,u +
ec,u, where ec,u represents residual interference and noise with known error
variance Eec,u [|ec,u|2] = σ2c,u. At UE u, optimal fusion is zˆu = ∑Cc=1 νc,uzˆc,u so
that ∑Cc=1 νc,u = 1. Hence, the fused estimate is zˆu = s0,u +∑
C
c=1 νc,uec,u, with the
following post-fusion SINR:
SINR =
Es0,u [|s0,u|2]
Eeu
[∣∣∑Cc=1 νc,uec,u∣∣2] =
Es
∑Cc=1 ν2c,uσ2c,u
. (A.24)
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Here, we used the assumption that the residual interference and noise terms
ec,u are zero mean and uncorrelated across clusters c = 1, . . . , C. We are now
interested in maximizing the post-fusion SINR in (A.24) subject to ∑Cc=1 νc,u = 1.
Using the method of Lagrange multipliers, it is easy to see that
νc,u =
1
σ2c,u
(
C
∑
c′=1
1
σ2c′,u
)−1
, c = 1, . . . , C. (A.25)
A.3.3 Proof of Lemma 29
For Rayleigh-fading channels, each entry in the partial channel matrix Hc is
distributed as CN (0, 1/B). To ensure that the expected column-norm of Hc is
one, we normalize the per-cluster input-output relation in (2.1) by 1/
√
wc. This
normalization amplifies the noise variance by 1/wc in each cluster. In addition,
since overall system dimension is Bwc ×U, the resulting system ratio is given by
β = U/(Bwc) = β/wc. By realizing that N0/wc is the per-cluster noise variance,
the fixed-point equation follows immediately from Theorems 26 and 2 for linear
and LAMA-based equalization, respectively.
A.3.4 Proof of Theorem 30
To simplify notation, we omit the UE index u. The proof follows from (5.8) in
Lemma 28. The first expression in (5.9) is trivial whereas the second expression
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is obtained as follows:
β
C
∑
c=1
νcΨ(σ¯2c ) =
(
C
∑
c=1
1
σ¯2c
)−1 C
∑
c=1
βΨ(σ¯2c )
σ¯2c
=
(
C
∑
c=1
1
σ¯2c
)−1 C
∑
c=1
(
wc − N0
σ¯2c
)
=
(
C
∑
c=1
1
σ¯2c
)−1
− N0.
A.3.5 Proof of Lemma 31
We first show when equality holds. The case for C = 1 is trivial because the
PD and FD architectures are equivalent for C = 1. The case for β → 0 is
also straightforward because σ2c = σ2FD = σ
2
PD = N0. For MF, we have σ
2
FD =
N0 + β∑Cc=1 νcVarS[S] = N0 + βVarS[S] = σ
2
PD.
Let us now assume that β > 0. We show that σ2c > σ2PD by re-writing the
fixed-point solutions as [1]: σ2c = sup{σ2 : N0 + βΨ(σ2) ≥ wcσ2} and σ2PD =
sup{σ2 : N0 + βΨ(σ2) ≥ σ2}. Note that N0 > 0, so both σ2c and σ2PD are strictly
positive. It is easy to see that σ2PD 6= σ2c because σ2PD = N0 + βΨ(σ2PD) > wcσ2PD.
Since Ψ(σ2)→ VarS[S] as σ2 → ∞ and Ψ(σ2) is continuous [194], there exists a
σ2c > σ
2
PD that satisfies N0 + βΨ(σ
2
c ) = wcσ2c by the intermediate value theorem.
Finally, we use [194, Prop. 9] to see that Ψ(σ2) is strictly increasing for σ2 > 0
for LAMA. For ZF and MMSE, this also holds by inspection of dΨ(σ2)/dσ2 > 0.
Thus, the result σ2FD > σ
2
PD follows directly from Lemma 28 since
σ2FD = N0 + β
C
∑
c=1
νcΨ(σ2c ) > N0+β
C
∑
c=1
νcΨ(σ2PD) = σ
2
PD.
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A.3.6 Proof of Lemma 32
The proof is straightforward and follows from Theorem 26 and Lemma 28. Given
that cluster c has Bwc > β antennas across all clusters C, the input-output relation
of cluster c in the large-system limit under ZF equalization results in a AWGN
channel with decoupled noise variance: σ2c =
N0
wc−β . The proof follows from
Lemma 28 noting that ∑Cc=1 wc = 1:
σ2FD =
(
C
∑
c=1
1
σ2c
)−1
=
(
C
∑
c=1
wc − β
N0
)−1
=
N0
1− Cβ .
A.3.7 Proof of Lemma 33
The proof follows Theorem 26 with the fixed-point equation
wcσ2c = N0 + β
Es
Es + σ2c
σ2c ,
which results in the following SINR expression for cluster C for L-MMSE with
the FD architecture:
SINRL-MMSEFD,c =
1
2
(√(
1− Es
N0
(wc − β)
)2
+ 4
Es
N0
wc
−
(
1− Es
N0
(wc − β)
))
.
Lemma 33 follows from SINRL-MMSEFD = ∑
C
c=1 SINR
L-MMSE
FD,c .
A.3.8 Proof of Lemma 34
The proof of Lemma 34 starts from (5.11). Let us denote SINRL-MMSEFD as
SINRL-MMSEFD when w1 = 0 and w2 = · · · = wC = 0. We also define β = 1− β.
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Then,
max
w
SINRL-MMSEFD ≥ SINRL-MMSEFD
=
1
2
(√(
1− Es
N0
β
)2
+ 4
Es
N0
−
(
1− Es
N0
β
))
+
C− 1
2
(√(
1− Es
N0
β
)2 − (1− Es
N0
β
))
=
1
2
(√(
1− Es
N0
β
)2
+ 4
Es
N0
−
(
1− Es
N0
β
))
(a)
= SINRL-MMSEPD ,
where (a) follows from (L-MMSE) in Corollary 27. Since we know from
Lemma 31 that SINRL-MMSEPD ≥ SINRL-MMSEFD , we have that
max
w
SINRL-MMSEFD = SINR
L-MMSE
FD = SINR
L-MMSE
PD .
A.3.9 Proof of Lemma 35
The proof of Lemma 35 starts from (5.11) with the definition
f (w, α) =
√
(1− α(w− β))2 + 4αw.
Note that f (w, α) is convex in w as f ′′(w, α) ≥ 0 for α ≥ 0. The final step follows
from Jensen’s inequality, which implies
1
C
C
∑
c=1
f (wc, α) ≥ f
(
1
C
C
∑
c=1
wc, α
)
,
where equality holds if w1 = w2 = · · · = wC.
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A.4 Proof of Chapter 6
A.4.1 Proof of Lemma 36
Since all of the possible values in the exponent of (6.4), i.e., `− `′, are integers
ranging from −(L− 1) to L− 1, the Gram matrix Gω in (6.4) is a polynomial
with degree no larger than 2L− 1. Consequently, the Gram matrices Gω in (6.4)
for all subcarriers ω = 0, . . . , W are fully determined from 2L− 1 distinct and
non-zero Gram-matrix base-points.
A.4.2 Proof of Lemma 37
Evidently, (6.9) is non-negative, i.e., fL(φ) ≥ 0. To show that fL(φ) ≤ 1, we
use the fact that the Fejér kernel L fL(φ) = L−1
1−cos(Lφ)
1−cos(φ) is upper bounded
by L [170, Eq. 1.2.24]. Now, we show that fL(φ) is monotonically decreas-
ing in φ ∈ [0, 2pi/L] for L > 1. We start by defining an auxiliary func-
tion g(φ) = sin(Lφ/2)/ sin(φ/2), so that fL(φ) = g2L(φ)/L
2. For L > 1,
φ ∈ (pi/L, 2pi/L], sin(Lφ/2) and sin(φ/2) are monotonically decreasing and
increasing respectively, and hence, g(φ) and fL(φ), are monotonically decreasing.
For φ ∈ [0,pi/L], the derivative of g(φ) with respect to φ is given by:
dg(φ)
dφ
=
(L cos(Lφ/2) sin(φ/2)− cos(φ/2) sin(Lφ/2))
2 sin2(φ/2)
,
and we have that
L cos(Lφ/2) sin(φ/2)
cos(φ/2) sin(Lφ/2)
=
L tan(φ/2)
tan(Lφ/2)
< 1.
Hence, g′(φ) < 0, and therefore, fL(φ) is monotonically decreasing in φ ∈
[0, 2pi/L].
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A.4.3 Proof of Theorem 38
Suppose we use Gpk at base point pk to approximate Gw at the target subcarrier
index ω. Hence, the MSE in (6.8) is given by the following expression:
0-MSE(m,n)ω = E
[∣∣[G˜ω]m,n − [Gω]m,n∣∣2]. (A.26)
We will obtain an analytical expression for (A.26) with imperfect CSI and the
BS-antenna correlation model introduced in (6.3) and (6.2), respectively. We start
with expressing the channel matrix Hω from (6.3) as
Hω
(a)
=
W−1
∑
`=0
(
Ĥ`I(` < L) +
σ√
W
E˜`
)
exp
(
− j2piω`
W
)
, (A.27)
where (a) follows from noting that the DFT is orthogonal (with normalization
constant) with each entries of E˜` distributed CN (0, 1). Hence, the TD channel
matrix under imperfect CSI is given as Ĥσ` = Ĥ`I(` < L) +
σ√
W
E˜`.
Now, use the correlation model introduced in (6.2). We note that the B× B
BS correlation matrix R = (1− δ)IB + δ1B can be expressed by (αIB + β1B)2 = R
where α =
√
1− δ, and β = 1B (
√
1+ (B− 1)δ− α). Since the matrix (αIB + β1B)
is symmetric, we note that the Ĥ` is expressed as Ĥ` = (αIB + β1B)Ĥuncor` so that
[Ĥ`]b,u = α[Ĥuncor` ]b,u + β
B
∑
b=1
[Ĥuncor` ]b,u (A.28)
For our derivation of the MSE, we will utilize the following auxiliary function:
R``′ = exp
(
j
2pipk
W
(`− `′)
)
− exp
(
j
2piω
W
(`− `′)
)
. (A.29)
By substituting R``′ into [G˜ω]m,n − [Gω]m,n in (A.26), we obtain the following
267
expression for the 0th order MSE:
0-MSE(m,n)ω = E
[∣∣∣∣W−1∑
`,`′=0
B
∑
b=1
[Ĥσ` ]
∗
b,m[Ĥ
σ
`′ ]b,nR``′
∣∣∣∣2]
=
W−1
∑
`1,`2=0
W−1
∑
`3,`4=0
B
∑
b1,b2=1
R∗`1`2 R`3`4E
[
[Ĥσ`1 ]b1,m[Ĥ
σ
`2
]∗b1,n[Ĥ
σ
`3
]∗b2,m[Ĥ
σ
`4
]b2,n
]
(a)
=
W−1
∑
`1,`2=0
`1 6=`2
|R`1`2 |2
B
∑
b1,b2=1
E
[
[Ĥσ`1 ]
∗
b2,m[Ĥ
σ
`1
]b1,m
]
E
[
[Ĥσ`2 ]
∗
b1,n[Ĥ
σ
`2
]b2,n
]
(A.30)
where (a) follows from R`1`2 = 0 if `1 = `2, and independence and the zero-mean
assumption on the TD channel for `1 6= `2, which enforces `1 = `3 and `2 = `4
for (A.30). By inspection of (A.30), we observe that 0-MSE(m,n)ω is independent of
m and n and thus, the MSE of the off-diagonal and diagonal entries are equal.
We simplify (A.30) for imperfect CSI and the BS-antenna correlation model. We
first note that
E
[
[Ĥσ`1 ]
∗
b2,m[Ĥ
σ
`1
]b1,m
]
=
σ2
W
I(b1 = b2)
+
1
BL
(α2I(b1 = b2) + 2αβ+ β2B)I(`1 < L)
=
σ2
W
I(b1 = b2) +
1
BL
(α2I(b1 = b2) + δ)I(`1 < L),
where the last step is obtained by noting that 2αβ+ β2B = δ. Therefore, the inner
sum is evaluated by
B
∑
b1,b2=1
E
[
[Ĥσ`1 ]
∗
b2,m[Ĥ
σ
`1
]b1,m
]
E
[
[Ĥσ`2 ]
∗
b1,n[Ĥ
σ
`2
]b2,n
]
=
Bσ4
W2
+
σ2
LW
(α2 + δ)(I(`1 < L) + I(`2 < L))
+
1
BL2
(α2(α2 + 2δ) + Bδ2)I(`1 < L)I(`2 < L). (A.31)
Now, we simplify (A.30) using the results from (A.31) with the fact that α =
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√
1− δ and ∑W−1`1=0 |R`1`2 |2 = 2W so that ∑
W−1
`1,`2=0
|R`1`2 |2 = 2W2. Hence,
0-MSE(m,n)ω = 2Bσ4 + 4σ2 +
1+ δ2(B− 1)
BL2
L−1
∑
`1,`2=0
`1 6=`2
|R`1`2 |2
= 2Bσ4 + 4σ2 +
2(1+ δ2(B− 1))
B
(
1−
L−1
∑
`=0
`
∑
∆`=−`
ejθ∆`
L2
)
(a)
= 2σ2(2+ Bσ2) +
2
B
(1+ δ2(B− 1))(1− fL(θ)),
where (a) comes from the definition of Fejér kernel [170]. Note that we defined
the shorthand variable θ = 2piW (pk −ω).
The proof can be generalized to per-UE large-scale fading by expressing the
channel matrix as Hω = HωD, where Hω was defined in (A.27) and the diagonal
matrix D contains the large-scale fading coefficients for the UEs on the main
diagonal. In addition, the proof can be generalized to receive-side correlation
matrices R by rewriting Ĥ` in (A.28) with Ĥ` =
√
RĤuncor` . A corresponding
analysis is left for future work.
A.4.4 Proof of Corollary 40
Since fL(φ) is non-negative, it is obvious that maxω∈Ω{0-MSEω} ≤ εCSI + 2(1+
εcor)/B for all ω ∈ Ω. The equality is satisfied if (p− ω)/W = b/L for some
integer b > 0 so that fL
(2pi
W (p − ω)
)
= fL
( b2pi
L
)
= 0. We note that this can
only happen if dmax ≥W/L, where dmax is the maximum distance between any
target subcarrier ω point and its nearest base point; this is due to the fact that
2pi
W (p−ω) ≤ 2piW dmax < 2piL .
Assume dmax < W/L. Then, by Lemma 37, the maximum MSE of 0th order
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interpolation is given by:
max
ω∈Ω
{0-MSEω} = εCSI + 2B (1+ εcor)
(
1− min
ω∈Ω\P
fL
(
2pi
W
(pk −ω)
))
= εCSI +
2
B
(1+ εcor)
(
1− fL
(
2pi
W
dmax
))
.
A.4.5 Proof of Theorem 41
The proof is similar to that of Theorem 38 in Appendix A.4.3. We start by defining
the following auxiliary function
Q``′ =λω exp
(
j
2pipk
W
∆`
)
+ (1− λω) exp
(
j
2pipk+1
W
∆`
)
− exp
(
j
2piω
W
∆`
)
,
where we introduced the variable ∆` = `− `′. The result is obtained by substitut-
ing Q``′ in place of R``′ at (A.30) in Appendix A.4.3. Note that ∑W−1`1=0 |Q`1`2 |2 =
2(1− λω(1− λω))W which shows that ∑W−1`1,`2=0 |Q`1`2 |2 = 2(1− λω(1− λω))W2.
A.4.6 Proof of Corollary 42
Without loss of generality, we will assume that the target subcarrier index ω is
closer to pk+1 so that λω ∈ [0, 0.5]. We will assume that pk < ω < pk+1 so that
dk = pk+1 − pk > 0. Using the results from Appendix A.4.3 and Appendix A.4.5,
the difference of 1-MSEω and 0-MSEω is given by:
1-MSEω − 0-MSEω = −εCSIλω(1− λω)) + 1+ εcorBL2
L−1
∑
`1,`2=0
(|Q`1`2 |2 − |R`1`2 |2).
Without loss of generality, we assume that `1 − `2 > 0 since |Q`1`2 |2 − |R`1`2 |2
is even and is 0 if `1 = `2. We simplify the term |Q`1`2 |2 − |R`1`2 |2 by denoting
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φ = θ(`1− `2) > θ, where θ = 2piW dk and expand the expression |Q`1`2 |2− |R`1`2 |2
as follows:
|Q`1`2 |2 − |R`1`2 |2
(a)
= 2λω
(
(1− λω)(cos(φ)− 1)
− (cos((1− λω)φ)− cos(λωφ))
)
(b)
= 2λω sin(φ/2)(sin((1− 2λω)φ/2)− (1− λω) sin(φ/2)).
(A.32)
Here, (a) follows from the definition of Q`1`2 and R`1`2 and (b) is a results
from simplifying the expression cos((1 − λω)φ) − cos(λωφ)) = −2 sin((1 −
2λω)φ/2) sin(φ/2).
We first note that since εCSI = 2σ2(2 + Bσ2) ≥ 0 and by (A.32), 1-MSEω =
0-MSEω if εCSI = 0, and L = 1 or λω = 0. This behavior can be explained
intuitively because when εCSI = 0 and L = 1, then the channel is flat across all
subcarriers, and hence 1-MSEω = 0-MSEω
Hence, we now show that 1-MSEω < 0-MSEω for L > 1 and λω 6= 0 by
showing that |Q`1`2 |2 − |R`1`2 |2 < 0. First note that `1 − `2 < L and if dk <
W/(3L), then θ < φ < Lθ = 2piW Ldk <
2pi
3 . Hence, sin(φ/2) > 0. Therefore,
showing that (A.32) is negative is equivalent to:
g(λω) =
sin((1− 2λω)φ/2)
1− λω < sin(φ/2). (A.33)
We now prove (A.33) by noting that g(λω) = sin(φ/2) if λω = 0 and g′(λω) < 0
for all λω ∈ (0, 0.5] so g(λω) is monotonically decreasing in (0, 0.5]. The proof is
straightforward by:
g′(λω) =
−φ cos((1− 2λω)φ/2)
1− λω +
sin((1− 2λω)φ/2)
(1− λω)2 , (A.34)
and, hence, g′(λω) < 0 in (A.34) can be expressed as:
tan((1− 2λω)φ/2) < (1− λω)φ. (A.35)
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To show (A.35), we introduce the shorthand notation γ = 1− 2λω ∈ [0, 1). With
the new notation γ, the proof is straightforward by:
tan((1− 2λω)φ/2)
(a)
≤ γ tan(φ/2)
(b)
≤ γφ < (γ+ λω)φ
= (1− λω)φ,
where (a) follows from the convexity of tan(x) in x ∈ [0,pi/2) and (b) follows
from tan(φ/2) < φ for all φ ∈ (0, 2pi/3]. Since g′(λω) < 0 for all λω ∈ (0, 0.5],
g(λω) is monotonically decreasing and thus, from (A.32), it follows that |Q`1`2 |2−
|R`1`2 |2 < 0 for L > 1.
We conclude by noting that a sharper upper bound on dk can be obtained by
directly computing the bounds for 1-MSEω − 0-MSEω, i.e.,
1-MSEω − 0-MSEω = −εCSIλω(1− λω)) + 2λω(1+ εcor)B
×
(
fL(λωθ)− fL((1− λω)θ)− (1− λω)(1− fL(θ))
)
< 0,
for all λω ∈ (0, 0.5], but we leave an analysis of such refined bounds for future
work.
A.5 Proofs of Chapter 7
A.5.1 Proof of Theorem 43
The proof is easy to see as
max
a∈X 1j
Q/2
∑
j=1
2[a]j − 1
2
Λau,j =
1
2
Λau,j +
1
2
Q/2
∑
k=1
k 6=j
∣∣Λau,k∣∣ ,
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as there exists a symbol a ∈ X 1j where [a]j = 0 if Λau,j < 0, and [a]j = 1 otherwise.
Therefore,
λ
prior
u,j = max
a∈X 1j
Q/2
∑
j=1
2[a]j − 1
2
Λau,j −max
a∈X 0j
1
2
Q/2
∑
j=1
2[a]j − 1
2
Λau,j
=
1
2
Λau,j +
1
2
Q/2
∑
k=1
k 6=j
∣∣Λau,k∣∣+ 12Λau,j − 12 Q/2∑k=1
k 6=j
∣∣Λau,k∣∣ = Λau,j.
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