Abstract: A range of procedures in both robustness and diagnostics require optimisation of a target function over all subsamples of given size. Whereas such combinatorial problems are extremely difficult to solve exactly, the global optimum is not required for many purposes, a "good enough" solution being good enough to fully achieve statistical objectives. Again, a relaxation strategy can be used to embed these discrete, high-dimensional problems in continuous, low-dimensional ones. Overall, nonlinear optimisation methods can be exploited to provide a general, fast algorithm to handle a wide variety of problems of this kind. Four running examples illustrate the approach. On the robustness side, minimum covariance determinant (MCD) and least trimmed squares (LTS) estimation. And, on the diagnostic side, detection of multiple multivariate outliers and global diagnostic use of the likelihood displacement function. This last is developed here as a complement to Cook's (1986) local analysis. Appropriate convergence of each branch of the algorithm is guaranteed for any target function whose relaxed form is "gravitational", such functions being introduced here as natural generalisations of (increasing transformations of) concave functions.
Introduction
Many optimisation problems arising naturally in statistics are combinatorial by definition and correspondingly extremely difficult to solve exactly. We focus on two such problem classes -one arising in robustness, the other in diagnostics -whose evident equivalence provides a certain unity between these two areas of statistical methodology. A key feature here is that finding the global optimum is not essential, a "good enough" solution being good enough to fully achieve statistical objectives.
In robustness, a class of estimators are -or can be -defined in terms of optimisation of a specified target functional over all subsamples of given size, lead examples including minimum covariance determinant (MCD) and least trimmed squares (LTS) estimation. Equally, a general problem arising in diagnostics is to identify subsamples of given size whose deletion maximally changes a statistic of interest as measured by an appropriate target function, lead examples being detection of multiple multivariate outliers and global diagnostic use of the likelihood displacement function, this last being developed here as a complement to Cook's (1986) local analysis. These problem classes are reviewed in Section 2, while Section 3 describes the lead examples used.
Section 4 reviews the relaxation strategy proposed in Critchley et al. (2004) as a means of embedding such discrete, high-dimensional optimisation problems in continuous, lowdimensional ones. Focusing without loss on minimisation problems, this strategy succeeds in smoothly reformulating any problem whose relaxed target function is (an increasing function of) a concave function. We go on to show that it also succeeds for the wider class of "gravitational" functions, introduced here. This gives sufficient generality to cover many statistical problems, as illustrated by our running examples. The relaxed target functions for each example are given in Section 5.
Section 6 describes our implementation of this relaxation strategy in which constrained nonlinear optimisation methods are exploited to provide a general, fast procedure to handle a wide variety of problems of this kind. The corresponding algorithm is illustrated and tested on the running examples in Section 7.
The paper finishes with a short discussion.
Two combinatorial problem classes
Throughout, {z i ∈ R d : i ∈ N } with N = {1, ..., n} denotes a random sample of n > 1 distinct cases from an unknown distribution F . In multivariate contexts where all the variates are on the same footing, we put d = k and z i = x i . In the usual notation for (generalised) linear models, we put d = k + 1 and z T i = (x T i , y i ). Throughout, H and M denote complementary subsets of N containing respectively h > 0 and m > 0 indices, so that h + m = n. Holding onto the cases labelled by H is exactly the same thing as missing out those labelled by M . Accordingly, we use F H = F −M to denote the empirical distribution function assigning equal weight h −1 = (n − m) −1 to the cases whose index is in H -equivalently, not in M .
It is convenient to have a notation for the collection of n a = n n−a subsets of N containing exactly 0 < a < n indices. Putting N a = {∅ ⊂ A ⊂ N : |A| = a}, we follow Critchley et al. (2004) and focus on the following -entirely equivalent -combinatorial problem classes for a given scalar function t[·]:
The (D) form is natural in diagnostics, the (R) form being equally natural in robustness.
The next section outlines some well-known examples, used for illustration throughout. The Minimum Covariance Determinant (MCD) estimator (Rousseeuw, 1985) consists of determining a subsample H, of given size h, from a multivariate sample with minimal generalised variance. It being convenient to work with the logarithm of this quantity, the MCD version of Problem 1 minimises t = t M CD given by:
(3.1)
Least Trimmed Squares (LTS) estimator:
Consider the linear model
where the {ε i } are independently distributed as N (0, σ 2 ) and β ∈ R k . For given h (greater than k, to avoid exact fits), the Least Trimmed Squares estimator for β (Rousseeuw and Leroy, 1987 ) is defined by
where
(n) (β) are the ordered squares of the β-residuals {r i (β)} i∈N , given by r i (β) = y i − x T i β. This definition being in terms of minimising a function of β, finding a corresponding function of F H to optimise is not immediate. We proceed as follows.
First, for any β ∈ R k , let {H(β), M (β)} be a partition of N with |H(β)| = h and
. Such a partition is unique (w.p.1), while S(β) may now be re-written as i∈H(β) r 2 i (β). Next, let β[ F H ] = argmin β∈R k i∈H r 2 i (β) denote the least squares estimate for the subsample indexed by H. We abbreviate this as β H , denoting by
the corresponding residual sum of squares. Finally, let H = argmin H∈N h R[H] be a subsample achieving the smallest residual sum of squares over all subsamples of h cases, H being unique (w.p.1). Then, for any
the minimum of S(·) being assumed unique, β LT S = β H can be found via minimisation of t = t LT S given by:
3.2 In diagnostics 1. Detection of multiple multivariate outliers: Atkinson (1986) introduced a general two-stage strategy to overcome masking problems in a variety of multiple outlier detection contexts, Critchley et al. (2001) confirming that this strategy is both effective and fast in the linear model. Here, we consider its use in the important problem of detecting multiple outliers in multivariate data, retaining the exploratory spirit of identifying potential outliers, if any, via a graphical display of a suitable diagnostic. It is assumed that at least a majority of cases follow a common pattern, a maximum number m ≤ ⌊n/2⌋ of potential outliers being specified.
In practice, it can be insightful to use a range of values of m.
The overall idea is that outliers inflate dispersion, measured here by the total variance (other measures of dispersion could of course be employed, use of t M CD illustrating the unity between robustness and diagnostics noted at the outset). Stage I seeks a subsample M of m cases whose deletion maximally decreases dispersion. Thus, the corresponding version of Problem 1 minimises t = t trace given by
the optimal subset being denoted M .
At stage II, each case i ∈ M is added back, by itself, to the retained cases (those labelled by H = M C ), computing each time the resulting percentage change in dispersion:
Overall, the idea is that a plot of the {δ i } i∈ M will reveal as potential outliers those cases, if any, with relatively large positive values of δ i .
Global diagnostic use of the likelihood displacement function:
Suppose here that the data {z i : i ∈ N } independently follow a parametric statistical model, z i having log-likelihood l i (θ), say, and let θ maximise the overall log-likelihood
Complementary to the local analysis of Cook (1986) , a generic diagnostic problem is to find, for given m, that subset M of m cases with the greatest effect on likelihood inference in the sense of maximising the likelihood displacement function. Thus, the corresponding version of Problem 1 maximises t = t LD given by
where θ −M maximises i∈N \M l i (θ).
The Atkinson (1986) analysis can be adapted to unmask "likelihood outliers" thus:
stage I maximises t LD [·], while stage II plots {δ i } i∈ M where
in which l H (·) is the log-likelihood for the retained subsample H, maximised at θ H , while θ H∪{i} maximises the log-likelihood for H ∪ {i}.
4 A relaxation strategy
Smooth embedding of combinatorial problems
The formulation of Problem 1 shows that the problems of interest here are combinatorial.
Unfortunately, such problems are often extremely difficult to solve exactly. In particular, complete enumeration of all feasible solutions rapidly becomes impractical with increasing problem size. More efficient -but still exact -approaches are available, such as the branch and bound (or branch and cut) algorithm. However, in the particular case of the MCD estimator, extensive work by Agulló (personal communication) has shown that the branch and bound algorithm is only really operational if n ≤ 50 and k ≤ 5.
Instead, in this paper, we implement an approach suggested in Critchley et al. (2004) .
The idea here is to relax the problem, placing it in the world of nonlinear optimisation whose tools we then exploit. That is, the discrete, high-dimensional Problem 1 is embedded in a smooth, low-dimensional one, as follows. This is a specific instance of convex relaxation, which dates back at least as far as Birkhoff's theorem on permutation matrices as extreme points of the doubly stochastic matrices.
First, we use probability vectors to label weighted empirical distributions. For each p = (p i ) in the set P n of all probability n-vectors, F (p) puts probability p i on case z i . In
−m } over which an optimum is sought. We refer to members of V n −m ≡ V n h as (indexing) h-subsets, since they put equal weight h −1 on each of h indices and zero weight on the others.
are possibly empty, disjoint sets covering N with sizes, n 0 (p), n * (p) and n 1 (p) say, summing to n (note that n * (p) = 1 is impossible). Thus, p is a relative interior point of P n h if n * (p) = n and a relative boundary point otherwise, being a vertex if and only if n * (p) = 0. A relative boundary point p belongs to the exposed face F(p) of P n h comprising the convex hull of the 
Gravitational functions
We begin by defining gravitational functions on a general convex set P. Recall that a direction
We call a smooth function t(·) : P → R gravitational if it has the property that when, in any given direction, you start off downhill, you keep going downhill. That is, if for each point p ∈ P and for each feasible direction d from p:
where t ′ (·) denotes the gradient vector. Subsuming smoothness, every concave function is, therefore, gravitational, having the stronger property that:
while every increasing function of a gravitational function is gravitational. We note in passing that, generalising a familiar result for concave functions, p is a global maximum of a gravitational function t(·) if and only if
We focus now on gravitational functions t(·) defined on the convex set P = P n h . The linear constraint p T 1 n = 1 means that any movement within
Thus, instead of a gradient vector t ′ (·) computed without regard to this constraint, we may use the unique centred
. This is a special case of a projected gradient, widely used in constrained optimisation (see, for example, Bazaraa et al., 1993) . Now, if ±d are both feasible from a local minimum
is a global minimum and t(·) is gravitational, t(·) must be constant over all p ± δd in P n h . Accordingly, we have:
Lemma 1 gives at once: Proposition 2. A gravitational function attains its minimum over P n h at a vertex.
In many statistical problems, the constancy described in Lemma 1 for any non-vertex p ∈ P n h has probability zero. In such cases, a gravitational function is minimised over P n h only at a vertex (w.p.1).
Examples: relaxed versions of the target functions
We give here the relaxed versions of the example target functions.
In robustness
The relaxed target functions t M CD (·) and t LT S (.) below are both concave, ensuring that each attains its minimum at a vertex.
Minimum Covariance Determinant estimator:
The MCD target function (3.1) relaxes to
Least Trimmed Squares estimator:
The LTS target function (3.2) relaxes to
In diagnostics
The relaxed target function t trace (·) below is a concave quadratic, whose minimum is therefore attained at a vertex. Maximisation of t LD (·) is equivalent to minimisation of −t LD (·), whose properties are noted in the Appendix along with gravitational examples.
Detection of multiple multivariate outliers:
The multivariate outlier detection target function (3.3) relaxes to
2. Global diagnostic use of the likelihood displacement function:
Here, we relax by putting probability weight p i on l i (·), the log-likelihood for z i , rather than on z i itself. We write l(θ; p) = i∈N p i l i (θ) so that, in particular, l(θ) = nl(θ; p • ).
Thus, the unperturbed MLE θ = θ(p • ), where θ(p) = arg max l(·; p). Overall, the likelihood displacement target function (3.4) relaxes to:
6 Optimisation procedure
Context
Switching to the world of continuous optimisation is not a solution in itself, some of its subclasses being much easier to handle than others. Unconstrained problems are easier than constrained problems (indeed, a classical way to deal with constrained problems is via a sequence of related unconstrained problems). Linear problems, with or without constraints, can be solved with great efficiency. Focusing now without loss on minimisation problems, convex functions are relatively straightforward. In the much more challenging nonconvex case, among other possibilities, we may resort to heuristics such as simulated annealing and genetic algorithms. An additional difficulty here is the possibility of multiple local optima, minimisation of a concave function being a prime example. Convergence to the global optimum is rarely guaranteed in the nonconvex case, even if techniques can be applied to increase the probability of this. Due to this complex diversity, there is no universally applicable optimisation tool. A complete survey of the field is beyond the scope of this paper, but details on many nonlinear optimisation and related approaches can be found in, for example, Pardalos and Rosen (1987) , Bazaraa et al. (1993) , Horst and Tuy (2003), Conn et al. (2000) and Sartenaer (2003) .
For the examples of interest here, the continuous formulation of Problem 2 belongs to a difficult category of minimisation problems: nonconvex -often gravitational, if not concave -functions under convex constraints (here, bound and linear constraints), the minima only being encountered when constraints are active. We may also want to preserve some properties of the underlying estimators or methods, such as affine equivariance, which is not guaranteed by all optimisation methods. However, the goal of this paper is not to develop a new algorithm capable of solving arbitrary constrained nonlinear problems. Our objective is much more modest:
to assess whether relaxation provides a suitable, general approach to a range of important statistical problems which can be relaxed into the form of Problem 2, the strategy being to produce a single, fast algorithm for problems of this type.
We emphasise again that in many statistical problems "good enough" is good enough, in the sense that it is not necessary to have an algorithm which guarantees convergence to the global optimum. In particular, this is true with the running examples here, in each of which it is sufficient that the retained subset H itself contain no gross outliers. Accordingly, in this paper, we use only basic nonlinear optimisation techniques -notably, the feasible direction method based on projected gradients. More advanced optimisation techniques could well be used to advantage, especially when pursuing the quite different strategy of developing a suite of separate algorithms, each designed to exploit properties particular to a specific type of target function t(·). For example, concerning t trace (·), Danninger and Bomze (1993, Theorem 2) have developed a global optimality condition for use when minimising a concave quadratic. Indeed, it could well be of interest to explore the use of global optimisation methods (see, for example, Pardalos and Rosen (1987) and Horst and Tuy (2003) ) in any context where the user is happy to trade speed off against optimality. More widely still,
we have the challenge of bringing the most appropriate operational research techniques to bear on important statistical problems. But alternatives such as this -including algorithmic comparison on specific target functions -we leave for further developments.
We describe next the descent algorithm used for the relaxed Problem 2.
6.2 Starting points and descent to a vertex
Starting points
For nonconvex problems such as those considered here, the choice of starting points is crucial.
Indeed, in the gravitational case, as soon as the algorithm starts descending a valley, there is no turning back. The vertex where the iterative descent procedure ends up is completely determined by the point from which it starts.
Traditionally, random h-subsets (vertices of P 
Direction of descent
Our approach uses local information to optimally descend, in an iterative manner, from a given starting point to a vertex.
In general terms, a steepest descent technique departs from a point in the opposite direction to the gradient vector. Here, the linear constraint p T 1 n = 1 restricts the search space to centred vectors so that we use, instead, the centred gradient. Thus, if p is the current position in the search space, the next iterate is p+δd(p), where the optimal direction is given
, while δ > 0 represents the size of the move, discussed next.
Size of move
If the target function is gravitational, choosing δ as large as possible will yield the lowest value for the target function in the direction d(p). Accordingly, we increase δ until at least one of the variables (elements of p) reaches a boundary. The variables reaching the boundary are fixed at that value until the end of the optimisation procedure. Operationally, this means setting to zero the corresponding elements of t c (p), a second form of projection. At each step the number of free variables decreases by at least one, so that our descent algorithm needs at most n steps to reach a vertex.
Swapping strategies to arrive at a candidate local minimum
The above descent strategy is guaranteed to converge to a vertex, but this need not be a "candidate local minimum" in the sense defined next. We describe here subsequent swapping steps which are guaranteed to lead to such a vertex.
Characterisation of a candidate local minimum
We say that a vertex v ∈ V n h is a candidate local minimum for a smooth target function t(·) if every feasible direction d from it is uphill (that is, satisfies d T t c (v) ≥ 0). This is clearly necessary for v to be a local minimum of t(·).
The algorithm uses the following necessary and sufficient condition for a vertex to be a candidate local minimum in Problem 2. In the notation of (4.1), it is straightforward to show that:
Proposition 3. Let t(p) be a smooth function. A vertex v is a candidate local minimum of t(p) over P n h if and only if every neighbouring vertex is in an uphill direction. That is, if and only if
(6.1)
Locally-proposed 1-swaps
When reaching a vertex, v say, the algorithm always checks whether it is a candidate local minimum or not. If it is, it stops. If not, there is a neighbouring vertex in a strictly downhill direction. For i 0 ∈ N 0 (v) corresponding to the minimum and i 1 ∈ N 1 (v) to the maximum in (6.1), d = (e i 0 − e i 1 )/ √ 2 is such a direction, e i denoting the i th unit vector. Using (4.2) again, the maximal move δ = √ 2/h in this direction is optimal, this move simply swapping the values of the two elements v i 0 = 0 and v i 1 = h −1 of v. The process can be applied iteratively, convergence to a candidate local minimum being assured since the function is strictly decreasing at each step and there are a finite number of vertices to jump to. This part of the algorithm, called locally-proposed 1-swap improvement, can usually be performed very quickly using updating formulae derived from the objective function.
The process of swapping is well-known in combinatorial problems, the Feasible Solution Algorithm (Hawkins, 1994 and Olive, 1999) for the MCD or LTS estimators being a lead example in robust statistics. When the starting point is already a vertex, this iterative procedure, being fast and ending at a candidate local minimum, can be used as an algorithm in its own right.
Locally-proposed l-swaps
The above discussion focuses on 1-swaps, meaning that only one vertex element of each type is changed. We could think of interchanging l > 1 values.
Let v be a vertex which is not a candidate local minimum. In some cases, the second lowest value of the centred gradient in N 0 (v) is also smaller than the second largest value in N 1 (v), so that swapping this pair of elements strictly decreases the target function. In general, let l max ≤ min{h, m} be the largest value of l such that the l th lowest value of the centred gradient in N 0 (v) is smaller than the l th largest value in N 1 (v). Then, for any l between 1 and l max , the corresponding l-swap strictly decreases the target function. In the present algorithm, we have implemented both 1-swaps and l max -swaps.
Summary of the algorithm
This general, fast minimisation algorithm can be summarised as follows:
• Step 1: Generation of starting -including vertex -points p 0 .
• Step 2: Projected gradient descent from each p 0 until reaching a vertex v.
•
Step 3: 1-swap or l max -swap descent from all starting vertices v 0 , and from all solutions v obtained at step 2, until the candidate local minimum criterion (6.1) is met.
Step 4: Return all candidate local minima found and, in particular, the best of them.
We emphasise that each branch of this algorithm converges to a candidate local minimum for any smooth gravitational target function (in particular, for any increasing function of a concave function), and that it preserves other properties, such as affine equivariance.
An adapted algorithm
It is not always straightforward to establish that a particular target function t(·) we wish to minimise is gravitational, while it is always of interest to explore how widely an algorithm can be applied. Such considerations motivate adapting the above algorithm for use with target functions that may not be gravitational. One simple way to do this is as follows.
The above algorithm relies on gravitationality only in as much as the maximal move in a descent direction brings the maximal decrease. However, an effective minimisation procedure does not require each move to have such a strong property. In particular, it is not necessary for the target function to be gravitational for the maximal move to strictly decrease it.
Recall now that the underlying problem is to minimise t(·) over the vertex set V n −m ≡ V n h , noting that the above algorithm involves two types of move between such points: moves v 0 → v in step 2 when projected gradient descent starts from a vertex, and the locallyproposed l-swaps comprising step 3. One simple way, then, to adapt this algorithm is to regard any such between-vertex move as a proposed move: if it strictly decreases the target function, it is accepted; otherwise, we stop where we are. Apart from these additional checks (unnecessary when t(·) is known to be gravitational), the algorithm is unchanged.
Each branch of this adapted algorithm converges rapidly to a vertex that is either a candidate local minimum or one from which the locally-proposed l-swap does not lead to a strict improvement. We call these l-terminal vertices.
Step 4 returns all such vertices and, in particular, the best of them. Other properties, such as affine equivariance, are again preserved.
Examples: illustration and tests of the algorithm
This section, organised as follows, illustrates how the above unifying algorithm works and tests its performance on a range of statistical problems.
Section 7.1 uses least trimmed squares (LTS) in simple linear regression, illustrating how iterations proceed from different starting points. Sections 7.2 and 7.3 then demonstrate the algorithm's effectiveness in the multiple multivariate outlier detection and global likelihood displacement problems respectively. Two examples of this latter problem are given, the first (Section 7.3.1) testing the algorithm's global performance, and the second (Section 7.3.2) its adapted form. For brevity, we simply note here that its performance in both LTS and
MCD problems has also been tested using the same collection of test data sets employed by Rousseeuw and Van Driessen (1999 and 2006) , the optimal solution being obtained in all cases. Finally, Section 7.4 demonstrates the algorithm's good performance in a large scale problem, via LTS analysis of the well-known Boston housing data set.
Illustration: LTS for simple linear regression
The data here comprise a random sample of 45 cases from the normal simple linear regression y i = α + βx i + ε i with α = 1, β = 1.5 and σ = 2, together with 5 clustered, high leverage, large residual outliers. The resulting data set is shown in panel (a) of Figure 1 together with the, badly biased, least squares fit (which is also the fit for the initial point p • = (n −1 )).
The LTS fit corresponds to a weighted least squares fit in which an optimal subset of h cases out of n have equal weight. Here we use h = 26, corresponding to the highest possible breakdown point. Starting from a given initial point p 0 , the algorithm uses a constrained steepest descent strategy which improves the LTS criterion at each iteration, while updating the probability vector containing the weights to be used for the next fit.
The symbols used in the plots reflect the weight attributed to the corresponding case: if p i = 0, a small, empty triangle is used; if 0 < p i < 1/h, an empty square is plotted; finally, proximity of the fits in panels (e) and (f) illustrates again that placing little or no weight on the outliers is, indeed, "good enough".
Multiple multivariate outlier detection
For visual clarity, the two-stage multiple multivariate outlier detection procedure described above is illustrated here on the bivariate data set shown in panel ( Supposing, as holds with probability 1 for a sample from any continuous distribution, that the {x i } i∈N are distinct, the global performance of the algorithm can be checked analytically.
For, as is intuitive, it follows that t LD (·) has exactly two local maxima over P for any starting point p 0 with x(p 0 ) < x, the algorithm converges to v min , while:
for any starting point p 0 with x(p 0 ) > x, the algorithm converges to v max , one of these inequalities, defining the zones of attraction of v min and v max , holding w.p.1 for any randomly chosen p 0 . This analysis also confirms the value of, as we do, using multiple random starting vertices and returning all candidate local optima found, both local optima here being of potential interest.
We finish with a worked example. Using 90 cases drawn from an exponential distribution with mean 5 together with 10 clear outliers, Figure 
Multiple linear regression
Considering again the multiple regression setting y i = β T x i + ε i where the {ε i } are independently distributed as N (0, σ 2 ) and β ∈ IR k , with σ known (σ = 1, say, without loss), the likelihood displacement function takes the form
where 
LTS on Boston housing data
To illustrate that the algorithm can also deal with a large data set, it was applied in a regression context to the Boston housing data of Harrison and Rubinfeld (1978) and its results compared with those obtained by the improved Feasible Solution Algorithm of Hawkins and Olive (1999) . As these two authors suggest, the binary predictor variable indicating adjacency to the Charles river was omitted, resulting in a data set consisting of n = 506 observations in 13 dimensions (12 independent and one dependent variables). Minimising the LTS objective function with h = 260, the improved FSA algorithm reaches a final value of 236.7. Our relaxed algorithm based on the smooth objective function (5.2) yields a final minimised value of 232.07, lower than improved FSA. One has to note that both algorithms are outperformed by the original FSA algorithm adapted for the LTS function (Hawkins 1993) , since Hawkins and Olive (1999) reports that the final value attained is then 222.0. However, in order to achieve this lower value, the computing time needs to be greatly increased.
Discussion
Gravitational functions subsume (increasing functions of) concave functions. In this paper, the relaxation strategy for combinatorial problems proposed by Critchley et al. (2004) has been implemented in a single algorithm capable of handling any problem leading to minimisation of such a function over the relevant convex hull (indeed, an adapted algorithm allows the gravitational condition itself to be relaxed). This gives sufficient generality to cover a wide range of important statistical problems, lead examples from robustness and diagnostics being used for illustration here.
Although these smooth reformulations belong to the very difficult class of constrained, nonconvex minimisation problems, the algorithm presented is both general and fast. This is due to its using only basic tools -notably, projected gradients and swaps -with the added advantage of preserving desirable properties, such as affine equivariance. Its performance has been illustrated and tested, with encouraging results.
Whereas we have emphasised that in many statistical problems it is not necessary to have an algorithm which guarantees convergence to a global optimum, alternative forms of the present algorithm can be explored. In particular, (a) other swapping strategies and (b) suitably adapted forms of the alternative starting points advocated by Rousseeuw and van Driessen (1999) , in an MCD context, to maximise robustness. Again, more advanced optimisation techniques could be considered, especially in connection with the quite different strategy of developing a suite of separate algorithms, each designed to exploit properties particular to a specific type of target function. This constitutes a large body of future work.
Appendix: properties of −t LD (·)
A.1 For all models, −t LD is concave throughout a neighbourhood of p = p • :
We have at once from (5.4) that t LD (p) ≥ t LD (p • ) = 0 while, under regularity, t c LD (p • ) = 0. Thus: in which case, for all δ > 0 with p + δd in P
