The Evans function is known as a helpful tool for locating the spectrum of some variational di erential operators. This is of special interest regarding the stability analysis of traveling waves, such as reaction-di usion waves, solitary waves, viscous shock waves, etc., and has been used in numerous contexts. The rst aim of this paper is to present an overview of the various ways to de ne an Evans function for an abstract di erential operator. Not all of these alternatives are new, but we show consistent connections between them. Subsequently, we focus on viscous shock waves, extending the work of Gardner and Zumbrun in several directions. In particular, we: (i) show some advantages of alternate Evans functions in practical computations; (ii) carry out a re ned analysis in case of neutral stability; (iii) show how to treat systems of size n > 2, thus resolving a problem left open by Gardner and Zumbrun.
Introduction
The Evans function is a tool that extends the notion of characteristic polynomial to in nite-dimensional operators, such as variational di erential operators. It was rst introduced in a special case by J.W. Evans 5, 6, 7, 8] . In its present generality it is due to 1]. Given an operator L, an Evans function D is a function of the frequency , which is analytic away from the essential spectrum of L and vanishes only on the point spectrum of L. Though not explicitly evaluable in any but very simple cases, it can nonetheless yield a great deal of information through various topological considerations. It has been successfully applied to the analysis of stability of traveling waves, see e.g. 14, 1, 20, 2, 15, 12, 17] , etc.
In the rst part of this paper, we propose various ways to de ne an Evans function in a rather abstract framework. A special e ort is made to clarify the relations between these alternatives. In view of the application to viscous shock waves, we consider a second order di erential operator L (attaining exponentially fast some limits L at 1), but the basic principles can be applied to other kinds of operators. The essential spectrum of L can be localized through standard arguments. In most generality, it should lie to the left of the spectra of L , which can be determined by Fourier transform. An Evans function is aimed at localizing eigenvalues of L away from its essential spectrum, in particular in the right half-plane.
The starting point of the construction is well-known. It consists in formulating the eigenvalue equations Lw = w as a (variational) dynamical system, depending on the parameter , W 0 = A (x; ) W. In our case, the eigenfunctions w are searched in H 2 (R; C n ), W is valued in C 2n and A (x; ) is a square matrix of size 2n. The basic assumption is that the dimensions of the stable and unstable manifolds of the dynamical system are complementary (for a certain range of the parameter ). In particular, this requires that the limit matrices A ( ) do not have a null space. This is true away from the essential spectrum of L. Then by choosing a parametrization of these manifolds, we see that they intersect in a non-trivial way if and only if a certain Wronskian D( ) vanishes. This is the classical way to de ne an Evans function. It is clear that 6 ). An alternative way of de ning an Evans function is rather to consider the adjoint operator L , using the fact that L and L , which are real valued, have the same eigenvalues. This idea yields a \dual" Evans function, which we shall denote by D . It will appear to be of simpler use than the classical one, at least for viscous conservation laws. Another approach is of \mixed" type. It consists in characterizing the stable (or the unstable) manifold of W 0 = A (x; ) W as the orthogonal of the stable (or the unstable) manifold of the adjoint dynamical system Z 0 = ? A (x; ) Z. By choosing a parametrization of these manifolds, we obtain two alternate Evans functions, de ned as \Gramian determinants" (instead of a Wronskian), which we shall denote by D (the subscripts here do not refer to any limit at 1 but only to the way the basis of the manifolds are numbered). By convention of our notations, the size of D ? (respectively D + ) is the dimension of the stable (respectively unstable) manifold. It is well suited when this number is small. In our case, this number is equal to n. We shall nevertheless show that the use of such D ? of D + simpli es the calculation in some respects. It also makes possible the extension to situations in which the standard construction is not possible, as for example in the case when the dynamical system is in nite-dimensional (see the treatment of semidiscrete di erence schemes in 3]). It is to be noted that this kind of Evans function generalizes the one used in 20] . It was rst introduced by Swinton 23] , and was used (in a di erent) form in 2]. The construction of Swinton, which holds away from branch points of the asymptotic matrices A ( ), has been related to the classical one in 4]. We attempt here to give a uni ed presentation, which does not preclude branch points and can be useful in various contexts.
The remaining part of the paper is devoted to viscous shock waves, but some general ideas can be translated to other contexts. Motivating problems concerning viscous shock waves come from gas dynamics, MHD, and also from the numerics of hyperbolic systems of conservation laws. The application of an Evans function method to viscous shock waves was rst carried out in 12]. Gardner and Zumbrun used it to determine necessary conditions for stability in 2 2 systems. An important aspect of this analysis, which we shall not discuss much here, was the extension of the analytic framework of 1] to situations, such as occurs for viscous shock waves, in which the essential spectrum of the operator L accumulates at the imaginary axis, hence there is no spectral gap between essential spectrum and the unstable half-plane fRe > 0g. This necessitates a re ned analysis justifying analytic extension to the boundary: speci cally, the \gap lemma" established independently in 12, 17] . A second aspect of the analysis in 12] was the actual calculation of stability conditions, following the model of 14, 20] ; it is this aspect that will mostly concern us here. The basic approach is a natural one: observing that D(0) = 0, corresponding to a translational eigenvalue at = 0, one determines the sign of D 0 (0) by appropriate low-frequency analysis. One then determines the sign of D( ) as ! +1 along the real axis (note: D( ) can be chosen to be real for real by symmetry) by separate, high-frequency analysis and compares the two. This gives a parity for the number of unstable zeroes of D/eigenvalues of L; if the parity is odd, one can conclude instability. We extend the approach of 12] in several directions 1 . First, we carry out the above calculation for the alternate Evans functions D and D + . We point out that these rather specialized computations can be helpful to a reader working in a di erent eld. In particular, they have been helpful with the 1 For further extensions, in the multi-dimensional case, see 25] .
work of the rst author concerning semidiscrete pro les 3]. Along the way, we give a simpli ed treatment of the high-frequency limit, based on homotopy rather than rescaling/invariant sets as in 1, 12] . Next, we consider the case of neutral instability D 0 (0) = 0. We give a formula for D 00 (0), which has similarities with Kapitula 
, which uses the relation between the adjoint ODE and the adjoint PDE. This emphasizes the importance of this relation, which has already been used for di erent purposes in the literature (see 16, 24] ). In Section 6, we study the transition occurring when D 0 (0) = 0. In Section 7, we complete the work of Gardner and Zumbrun 12] for n n systems. This extension is important in view of the applications.
De nition of various Evans functions

The classical Evans function
We consider a second order di erential operator Lw = Bw 00 + Cw 0 + Dw ; acting on vector elds w : R ! R n . The real-valued n n matrices B, C, D, are assumed to depend smoothly on x. Moreover 
We point out that this assumption forces the eigenvalues of B(x) to be of positive real part.
The essential spectrum of L then lies in some left half-plane fRe < g. As a matter of fact, this holds true for L , as we can easily see by Fourier transform, using the estimate (1) at x = 1. Furthermore, we can use (1) in a rough energy estimate to show that, for Re large enough, cannot be an eigenvalue of L.
Therefore, by a classical argument due to Henry 13] , we nd that ess (L) lies on the left of (L + ) (L ? ), and thus in a left half-plane. In most applications, ess (L) lies in fRe < 0g, apart from the origin. In this case, stability properties are linked to possible eigenvalues of L of positive real part.
Since B have eigenvalues of positive real part we nd that, for Re 1, the solutions of (L ? )w = 0 decaying to zero at +1 span a n-dimensional vector space, E + ( ), as well as the solutions decaying to zero at ?1, E ? ( ). This is still true by a continuity argument for Re > . Once D is properly de ned on 0; +1), we may apply the procedure described in the introduction to nd a parity for the number of unstable eigenvalues of L. It relies on the computation of D 0 (0) (in case of translational invariance, that is D(0) = 0) and of the limit D(+1). These computations were carried out in 12], in the case when L comes from the linearization about a shock wave of a 2 2 system of viscous conservation laws. They are completed for larger systems in Section 7 of this paper. We are now going to propose alternative Evans functions, which may simplify some of these computations, as we shall see in the examples of Sections 4 and 5.
The dual Evans function
We consider the adjoint operator L , acting on co-vector elds and de ned by L z = (zB) 00 ? (zC) 0 + zD:
We shall assume the additional decay estimates kB 00 (x)k + kC 0 (x)k k e ? jxj ; x 2 R:
We now use the well-known fact that complex conjugate of eigenvalues of L in are eigenvalues of the adjoint operator L . However, since L has real coe cients, its spectrum is invariant by complex conjugation. Therefore, L and L share the same eigenvalues in , and the stability properties of L may be studied through the Evans function D of L , instead of D. These both vanish at the same points, with the same order.
We can especially take advantage of using D instead of D when L is conservative, that is when it reads Lw := (Bw 0 ? Aw) 0 (6) (here the notations di er slightly from above). Then the adjoint operator reads L z := (z 0 B) 0 + z 0 A :
Under natural assumptions that we shall specify after, the dual Evans function D : (8) In particular at = 0, the basis functions j are bounded solutions of L = 0. The special form (7) of L shows that some of these functions are just constants! The assumptions that we need are the following. Again the matrices B, A and their derivatives are assumed to converge exponentially fast at 1. By Fourier transform we nd that (L ) is the set of eigenvalues of all the matrices ? which is non-degenerate. The perp map with respect to h ; i thus transforms ndimensional subspaces of E( ) into n-dimensional subspaces of F( ). In particular, E ( ) are transformed into F ( ), the subspaces of solutions to (L ? )z = 0 decaying at 1.
\Mixed" Evans functions
We here consider the adjoint ODE Z 0 = ?A (x; ) Z: (10) where A (x; ) denotes the adjoint operator of A (x; ), thus acting on co-vectors.
By de nition we have
A (x; ) Z = Z A (x; ): For 2 , the adjoint matrices A ( ) also have n-dimensional stable/unstable subspaces, which we denote by S ( ) and U ( ), and we have S + ( ) = U + ( ) ? ; (11) U ? ( ) = S ? ( ) ? : (12) We may choose decaying solutions to (10), ( j ) 1 By Eqs. (3) (10), we have that the dot products ( i (x; ) j (x; )) are independent of x. We thus see from (5)(11)(13) that Spanf 1+ (x; ); ; n+ (x; )g = Spanf 1+ (x; ); ; n+ (x; )g ? ; (15) and from (4)(12)(14) that Spanf 1? (x; ); ; n? (x; )g = Spanf 1? (x; ); ; n? (x; )g ? : (16) Therefore, we may de ne alternate Evans functions in by D + ( ) := det( i+ j? ) 1 i;j n ; (17) D ? ( ) := det( i? j+ ) 1 i;j n : (18) In particular D ? is nothing but the generalization of the Evans function considered by Pego and Weinstein 20] in the case when the stable manifold is one-dimensional.
It is less obvious here that D are globally analytic, since individual eigenvectors are not smoothly de ned in case of crossing eigenvalues. However, the complete stable/unstable manifolds, which may be represented by means of wedge products, vary analytically even where individual eigenvalues may coincide. More precisely, from the standard theory on the Evans function 1] 12], we may choose j and i , satisfying (4)(5) and (13)(14) respectively, such that the wedge products:
1 ^ ^ n ; 1 ^ ^ n ;
de ne analytic functions from N to P( n (C 2n )), the manifold of projectivized n-powers of C 2n
. Therefore, the analytic dependence of D (up to a scalar nonvanishing function) will follow from the formula (see also Proposition 1 below)
which is a consequence of the simple algebraic lemma:
Lemma 1 For all n-tuple of vectors (W 1 ; ; W n ) in C   2n and for all n-tuple of co-vectors (Z 1 ; ; Z n ), we have det(
Proof. It is immediate since both quantities are 2n-linear and coincide on the basis
Actually a particular form of (19) has already been used by Alexander et al.
in 2]. In their simpler forms (17) (18), D only involve a n n determinant instead of a 2n 2n determinant for the original or dual one. This may simplify the computations as we shall see below. Moreover, they are likely to generalize to an in nite dimensional setting. Assume for example that the dynamical system (3) Proof. We only give it for D + since the treatment of D ? is similar. We recall that the standard Evans function is given by D( ) = det( 1? (0; ); ; n? (0; ); 1+ (0; ); ; n+ (0; )): (22) There is an analytic choice of solutions +1 ; ; +n , extending f 1+ ; ; n+ g, is a dual basis of ( +1 ; ; +n ; 1+ ; ; n+ ); that is to say i+ j+ = +i +j = 0; +i j+ = i+ +j = ij : (24) The result then follows from the de nitions (17), (22), (23) I n :
In particular we note that the order of vanishing of D and D at an eigenvalue is the same.
3 The framework of viscous shock waves
We now consider a system of viscous conservation laws
and a traveling wave u(x; t) = U(x ? ct), tending to asymptotic values u at 1. Assuming that B(v) is invertible for every v 2 R n , we obtain the ODE satis ed by U: To study its linear stability, we introduce the linearized equation
The operator L is of the form (6) with A(x) w :
and with the abuse of notation:
In particular, A and B have limits at 1, which we shall denote by A := df(u ) ? cI; B := B(u ): Assuming that the states u are hyperbolic rest points of G, that is dG(u ) = B(u ) ?1 A do not have pure imaginary eigenvalues, we know that U 0 converges exponentially fast to zero. Therefore, the linear operator has the same structure as in Section 2. We now make standard hypotheses which allow us to apply the gap lemma ( Actually, (H5) also implies the hyperbolicity of the reduced system (30) though not the strict hyperbolicity. Let us x some notations. The eigenvalues of A are denoted by a j (1 j n).
These are distinct nonzero real numbers, that we order by a 1 < < a n :
Let us remark that the existence of the viscous shock U implies that a + 1 < 0 < a ? n . We shall denote by (r 1 ; : : : ; r n ) a corresponding basis of right eigenvectors and (`+ 1 ; : : : ;`+ n ) a basis of left eigenvectors. We shall feel free to choose their orientations, in particular according to the pro le. By assumption (H3), the eigenvalues j (1 j n, counting with multiplicities) of B ?1 A have a nonzero real part.
Furthermore, a continuation argument shows the following (see Lemma 3.8 in 12] This will be used in Section 7.
Viscous shock waves via the Dual Evans function
The main purpose of this section is to present a computation of D 0 (0), which di ers signi cantly from the one of D 0 (0). In addition, we perform the analysis of D near +1 by means of a homotopy argument, which di ers from the rescaling method used in 12]. As expected, we shall nd the same instability criterion as in 12], since they both tell that the number of positive real eigenvalues of L (resp. L ) are odd, and we already know that these numbers are equal to each other.
Let us recall that, when Re > 0, the assumption (H4) ensures that the roots of P (X; ) = det(X 2 B + XA ? I n ) have a nonzero real part. By a continuity argument, we nd that n of them have a positive real part, while the n others have a negative real part. We select those of P + ( ; ) which have a negative real part, and call them + j ( ) (j = 1; : : : ; n); we make the opposite choice for P ? . In short, det ( j ) 2 B + j A ? I n = 0; Re j < 0: 13 We shall denote by y j a corresponding left \eigenvector", such that y j ( ) ( j ) 2 B + j A ? I n = 0 By standard matrix theory, these vectors can be chosen analytically in regions where the j do not \cross" each other.
Let us rst concentrate on the long wave analysis, that is the limit ! 0 + . We rst describe the behavior of the j . Clearly, the limits of all the roots of P are on one hand the eigenvalues of ?A B ?1 , which provide n roots, counting with multiplicities, and on the other hand = 0, with multiplicity n. Actually, the small roots are equivalent to =a j . We conclude that where` j is a left eigenvector of A associated to a j . Actually, j is then constant:
In particular (32) trivially holds. We shall also be concerned with the -derivatives j (x) := @ j @ (x; 0): These functions satisfy a nonhomogeneous equation L = . Moreover, when a j > 0 we should have j ( 1; 0) = 0:
The dual Evans function is de ned by (8) .
In the remainder of this section, we shall restrict to 2 2 systems. We investigate the three possible cases: a Lax shock, an under-compressive shock and an vanishes at = 0, since the two last columns of the determinant are linearly dependent, each being of the form ( ; 0; 0; 0) T .
We At this stage, it remains to compute the sign of c(0). Actually, c has a constant sign, so that it is su cient to evaluate it as x ! ?1. 
The sign of D ( ) for large real
We present here a method that di ers from the one employed in 12], and which may be simpler. It is versatile and can be used even in the evaluation of the direct Evans function. We rst build a homotopy, for > , between 7 
It is not di cult to check from (46) and (47) that
As a matter of fact, let us assume for simplicity that the`i and k i are normalized 4. 
Remarks.
We recognize the Melnikov integral (see (3.18) in 12]) of Gardner and Zumbrun in the second factor of the right-hand side.
The formula (49) shows that the assumption`+ 1^`? 2 6 = 0 is essential in the analysis, equivalent to assumption r ? Let us now notice that our viscous shock U is one among a one-parameter family 7 ! u , since u ? is a repellor and u + is an attractor for the dynamical system (26). The operator L therefore has a double eigenvalue = 0, corresponding to the eigenfunctions U 0 and v := du d =0 :
Let us multiply D 00 (0) by the nonzero determinant Bv^BU 0 , using the formula
We obtain a formula like 
Viscous shock waves via the mixed Evans function
In this section, we show how to derive a stability condition by means of the mixed Evans functions introduced in Section 2.3. Our main purpose is to compute the signs of D 0 (0) and D (+1) in the Lax shock case. We choose to deal with D + , the treatment of D ? being symmetric.
The general p-shock case
We recall that under the assumption (H1), the stationary discontinuity (u ; u + ) is a p-shock for some p 2 f1; ; ng, if the following inequalities hold a 1 1 < < a ? p?1 < 0 < a ? p < < a ? n ; 
Assuming the discontinuity is a p-shock, we want to evaluate D + 0 (0). From the right-hand inequalities in (50), it is not di cult to show that for = 0 there are still n?p+1 independent solutions of (3) In a similar way, we nd from the inequalities in (51) that there are p independent solutions of (3), say 1+ ; ; p+ , decaying exponentially at +1, and n ? p In particular, we may choose in view of (31):
p? = p+ = U 0 U 00 ; at = 0:
Now, concerning the adjoint equation, the inequalities (51) show that there are n?p independent solutions of (10), say p+1+ ; ; n+ , decaying exponentially at +1, and p asymptotically constant solutions, 1+ ; ; p+ . The point is that we can choose the i+ in a very simple way. This is due to the following classical result (see 
We recall from (15) are independent solutions of (10) for = 0 which satisfy (55).
Proof. The existence of h p as in (57) follows from the condition (56) and the independence of`+ 1 ; ;`+ p , as well as of the independence of`? p ; ;`? n . Since the constants belong to the kernel of L , the fact that the i+ as de ned in (59) are solution to (10) for = 0 is a straightforward consequence of Lemma 4. Furthermore,
we have, for all j 2 f1; ; pg:
i+ j+ = 0 ; since j+ vanishes at +1, and for all j 2 fp + 1; ; ng: by evaluating the (constant) dot product at +1 and using the fact that h i 2 Spanf`+ 1 ; ;`+ p g. 2
The particular choice of p+ is meant to cancel as many terms as possible in D + 0 (0). As a matter of fact, it implies that p+ j? = 0 ; j 2 f1; ; ng : 
Consequently, we nd using (60) 
The last determinant in (62) cannot be evaluated explicitly since the i+ , i 2 fp+1; ; ng, are only known to vanish at +1, whereas the j? , j 2 fp+1; ; ng, are known to vanish at ?1. It is actually the counterpart of the transversality coe cient that appears in the derivative of the standard Evans function D 0 (0) (see Eq.(67) below). On the other hand, the rst two terms in (62) . . . For large real and = 0 { i.e. when the viscosity matrix is the identity{ the On one hand, we know from Lemma 9 in Section 7 and a continuity argument that sgn (p ? It is easy to check, by using the relations`ir j = ij , that this sign is the same as the standard one (see Eq. (47) in the case n = 2, and Eq. (90) below in the general case).
Cases of neutral instability
In this section, we focus on the case of a Lax shock for which D 0 (0) vanishes. This is a borderline case, where neighboring shocks may have an odd or an even index.
An interesting consequence of neutral instability
Let us rst recall the mecanism for this \neutral" instability to occur. The result in (67) then follows immediately and the end of the proof comes from a pure algebraic argument. 
Let us comment on this formula. The rst part is similar to a formula obtained by Kapitula in 16] . However, there are no boundary terms in Kapitula's formula. Here they come from the fact that 0 is embedded in the essential spectrum (by the translational invariance). 
for j 2 f1; ; p ? 1g (with the sign ?) or j 2 fp + 1; ; ng (with the sign +).
Using (79) and (80) we obtain by linearity the value of the boundary terms in (78). It is not very simple but it is \explicit". Since X 0 6 = 0 and A is invertible, we conclude that hA'; 'i < 0 on 0; +1 . In particular, hAX 0 ; X 0 i < 0: On the other hand, if X belongs to the unstable manifold of A, which is diagonalizable in an orthogonal basis, then we must have hAX; Xi 0.
2 For 2 C , we take the usual notation:
A ( ) = 0 n I n B ?1 B ?1 A :
For Re > 0, we denote by S( ), respectively U( ), the stable/unstable manifold of A ( ). They are then extended by continuity to = 0. Lemma 8 Assuming (h1)(h2), for all 2 0; +1 , the projection (v; w) T We actually have 0 = w 1 . From the previous result, this implies v 1 = 0, and thus also w = 0. This concludes the proof. 2
Of course, we have symmetrically:
Lemma 9 Assuming (h1)(h2), for all 2 0; +1 , the projection (v; w) T Proof. We use the standard Evans function (2) and apply Lemma 6 regarding the long wave analysis. In the case p = n, reduces to = e ? 
