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The head-related transfer function ~HRTF! for distant sources is a complicated function of azimuth,
elevation and frequency. This paper presents simple geometric models of the head and torso that
provide insight into its low-frequency behavior, especially at low elevations. The head-and-torso
models are obtained by adding both spherical and ellipsoidal models of the torso to a classical
spherical-head model. Two different numerical techniques—multipole reexpansion and boundary
element methods—are used to compute the HRTF of the models in both the frequency domain and
the time domain. These computed HRTFs quantify the characteristics of elevation-dependent torso
reflections for sources above the torso-shadow cone, and reveal the qualitatively different effects of
torso shadow for sources within the torso-shadow cone. These effects include a torso bright spot that
is prominent for the spherical torso, and significant attenuation of frequencies above 1 kHz in a
range of elevations. Both torso reflections and torso shadow provide potentially significant elevation
cues. Comparisons of the model HRTF with acoustic measurements in the horizontal, median, and
frontal planes confirm the basic validity of the computational methods and establish that the
geometric models provide good approximations of the HRTF for the KEMAR mannequin with its
pinnae removed. © 2002 Acoustical Society of America. @DOI: 10.1121/1.1508780#
PACS numbers: 43.64.Bt, 43.66.Qp, 43.66.Pn @LHC#I. INTRODUCTION
A. Variation of the HRTF with elevation
Head-related transfer functions ~HRTFs! are central to
spatial hearing, and have been studied extensively ~Blauert,
1997; Carlile, 1996; Wightman and Kistler, 1997!. The
HRTF depends not only on the position of the sound source
relative to the listener, but also on the size and shape of the
listener’s torso, head, and pinnae. The resulting complexity
makes its behavior difficult to understand.
In this paper, we investigate the HRTFs for distant
sources using very simple geometric models of the head and
torso to gain insight into various features observed in acous-
tically measured human HRTFs. The simplest informative
model is the spherical-head model. Introduced by Lord Ray-
leigh almost a century ago ~Strutt, 1907!, it has been used by
many researchers to explain how the head affects the inci-
dent sound field ~Hartley and Fry, 1921; Kuhn, 1977, 1987;
Brungart and Rabinowitz, 1999!. Although this model pro-
vides only a crude approximation to a human HRTF, it yields
a first-order explanation and approximation of how the inter-
aural time difference ~ITD! and the interaural level differ-
ence ~ILD! vary with azimuth and range.
However, the spherical-head model does not provide any
cues for elevation.1 It is well established that the pinna pro-
vides the major source of elevation cues ~Batteau, 1967;
Gardner and Gardner, 1973; Wright et al., 1974!.2 The effect
a!Electronic mail: rod@duda.orgJ. Acoust. Soc. Am. 112 (5), Pt. 1, Nov. 2002 0001-4966/2002/112(5)/2of the pinna on the HRTF has been studied both experimen-
tally ~Mehrgardt and Mellert, 1977; Shaw, 1974, 1997;
Wightman and Kistler, 1989! and computationally ~Lopez-
Poveda and Meddis, 1996; Kahana et al., 1999; Kahana and
Nelson, 2000; Katz, 2001!. This work shows that the influ-
ence of the pinna is negligible below about 3 kHz, but is both
significant and complicated at frequencies where the wave-
length is short compared to the size of the pinna.
The torso also influences the HRTF and provides eleva-
tion dependent information ~Kuhn and Gurnsey, 1983; Kuhn,
1987; Genuit and Platte, 1981!. Although torso cues are not
as strong as pinna cues perceptually, they appear at lower
frequencies where typical sound signals have most of their
energy. It has been shown that a simple ellipsoidal model of
the torso can be used to calculate a torso reflection, and that
such reflections provide significant elevation cues away from
the median plane, even for sources having no spectral energy
above 3 kHz ~Algazi et al., 2001a!.
However, reflection is a short-wavelength or high-
frequency concept, and modeling the effects of the torso by a
specular reflection is only a first approximation. Further-
more, as the source descends in elevation, a point of grazing
incidence is reached, below which torso reflections disappear
and torso shadowing emerges. Rays drawn from the ear to
points of tangency around the upper torso define a cone that
we call the torso-shadow cone ~see Fig. 1!. Clearly, the
specular reflection model does not apply within the torso-
shadow cone. Instead, diffraction and scattering produce a
qualitatively different behavior, characterized by the attenu-2053053/12/$19.00 © 2002 Acoustical Society of America
ation of high frequencies when the wavelength is comparable
to or smaller than the size of the torso.
There are several reasons why the effect of the torso on
the behavior of the HRTF for sources in the complete sur-
rounding sphere has not been systematically measured or
studied. First, the lengthy measurement process precludes
asking human subjects to stand motionless, and seated mea-
surements at low elevations are influenced by posture and/or
the supporting chair, which introduces too many arbitrary
variables. Although the use of a mannequin such as KEMAR
~Burkhardt and Sachs, 1975! solves this particular problem,
at very low elevations a truncated torso introduces meaning-
less artifacts of its own, and one would have to use a com-
plete mannequin with intact arms and legs. Second, the torso
effects appear at relatively low frequencies, where room
reflections—even in anechoic chambers—make it hard to ob-
tain accurate measurements. Third, it is experimentally diffi-
cult to place sufficiently large loudspeakers in the region
directly below the subject. These obstacles have led to a lack
of knowledge of HRTF behavior for sources in the torso
shadow cone, a lack that may be responsible for the frequent
observation that virtual sources synthesized with HRTFs
rarely appear to come from really low elevations.
B. Methods for determining the HRTF for the
snowman model
To gain a better understanding of the effects of the torso
on the HRTF at all frequencies and elevations, a simple
head-and-torso model called the snowman model was inves-
tigated. In its simplest form, the snowman model consists of
a spherical head located above a spherical torso ~Gumerov
et al., 2002!. Unlike the isolated sphere, there is no elegant
infinite-series solution for the scattering of sound waves by
the snowman model. However, there are at least three ways
to obtain the HRTF, all of which are employed in this paper:
~1! acoustic measurements,
~2! numerical computation using boundary-element meth-
ods, and
FIG. 1. The torso-shadow cone for the KEMAR mannequin. Rays from the
ear are tangent to the torso at the points shown. At wavelengths where ray
tracing is valid, specular reflections are produced by the torso for sound
sources above the cone. The sound for sources within the cone is shadowed
by the torso.2054 J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002~3! numerical computation using multipole reexpansions.
Each of these approaches has its characteristic advantages
and disadvantages, which are summarized in turn.
Acoustic measurements entail no mathematical idealiza-
tions, are accurate over much of the audible frequency range,
and can produce both HRTFs and head-related impulse re-
sponses ~HRIRs! equally easily. However, room reflections
make it difficult to measure the response at very low frequen-
cies, physical constraints can make it difficult to position a
loudspeaker at very low elevations, and measurement and
alignment errors make it difficult to get the repeatability
needed to study systematically the effects of changing the
values of snowman parameters.
By contrast, the computational methods used in this
study work particularly well at low frequencies, can be used
for any source location, and are well suited to systematic
parametric studies. However, they employ idealized assump-
tions, require validation, and have time/accuracy tradeoffs
that limit the highest frequencies that can be used. Being
frequency-domain methods, they provide the HRTF directly,
but they require the computation of the HRTF at a large
number of linearly spaced frequencies to invert the Fourier
transform and extract the HRIR.
Boundary-element methods ~or similar finite-difference
and finite-element methods! can be applied to an arbitrarily
shaped boundary surface ~Ciskowski and Brebbia, 1991!.
However, the continuous surface must be approximated by a
discretely sampled mesh of points in three dimensions,
spaced at roughly one-tenth of the shortest wavelength of
interest. It is a challenge to obtain a sufficiently accurate
mesh for the human torso, head and pinnae, even without
taking the possible effects of hair into account. Furthermore,
to determine the response at high frequencies requires very
dense sampling and correspondingly long computation times
~Katz, 2001!.
The multipole reexpansion method used in this paper is
similar to the T-matrix method ~Waterman and Truell, 1961!,
and it extends the classical infinite series solution for a single
sphere ~Morse and Ingard, 1968! to scattering by multiple
spheres. The technique used employs new expressions for
reexpansion of multipole solutions ~Gumerov and Du-
raiswami, 2001a!. Coupled with a procedure for enforcing
boundary conditions on the sphere surfaces, it can be used to
solve multiple scattering problems in domains containing
multiple spheres ~Gumerov and Duraiswami, 2001b!. No
meshes are required. Although reexpansion requires the use
of numerical methods to solve the linear equations that de-
fine the boundary conditions, space and frequency can be
sampled with arbitrarily fine resolution. In the particular case
where the spheres are coaxial, multipole reexpansion can be
several orders of magnitude faster than boundary-element
methods. However, in the current version, convergence prob-
lems limit the highest frequencies that can be investigated.
In this paper, each method is used for a different pur-
pose. Acoustic measurements are used to obtain the HRTF
for the KEMAR mannequin and to validate the numerical
methods. Multipole reexpansion is used for systematic stud-
ies of the snowman with a spherical torso. The boundary-Algazi et al.: Geometric head-related transfer function models
element method is used for the snowman with an ellipsoidal
torso. In the process, we ~a! mutually validate the computa-
tional methods used, ~b! identify the features of HRTFs for
simple geometric models of the head and torso, ~c! evaluate
the adequacy of the snowman as an approximation to the
human head and torso, and ~d! use the snowman model to
reveal the first-order effects of the torso and to identify pos-
sible localization cues.
II. METHODS
A. Measurement procedure
Acoustically measured HRTFs were obtained for two
objects: the KEMAR mannequin shown in Fig. 1 and the
physical snowman model shown in Fig. 2. Because head and
torso effects are obscured by the presence of the pinnae,
KEMAR’s pinnae were removed and the exposed cavities
were filled with putty and tape. Two Etymo¯tic Research
ER-7C microphones were placed inside the head, with the
probe tips emerging at the entrance of the ear canals flush
with the surface of the head. The Golay-code technique was
used to measure the HRIRs ~Zhou et al., 1992!. The test
sounds were played through 3.2-cm-radius Bose Acousti-
mass™ Cube speakers mounted on a 1-m-radius hoop that
was rotated about a horizontal axis through the midpoint of
the interaural axis. The sampling rate for the measurements
was 44.1 kHz. To remove room reflections, the resulting im-
pulse responses were windowed using a modified Hamming
window that eliminated everything occurring 2.5 ms after the
initial pulse. The windowed responses were free-field equal-
ized to compensate for the loudspeaker and microphone
transfer functions. Because the small loudspeakers used were
inefficient radiators at low frequencies, the low-frequency
signal-to-noise ratio was poor, and it was not possible to
completely restore the response below 500 Hz. As a result,
measured HRTF values below 500 Hz should either be
treated with suspicion or ignored.
To extend the useful range by another octave, the radius
of the head of the physical snowman was made to be about
half that of a human head, and the results were subsequently
scaled in frequency accordingly. Specifically, the physical
FIG. 2. The physical snowman model, which is composed of a 4.15-cm-
radius boccie ball resting on top of a 10.9-cm-radius bowling ball. The probe
tube microphone is inside the boccie ball, with the probe tip flush with the
surface. The bowling ball is supported by a 0.5-cm-radius cylindrical rod.J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002snowman model consisted of a 4.15-cm-radius boccie ball
resting on top of a 10.9-cm-radius bowling ball, with a small
collar added to keep the head from rolling off. The model
was supported by a 0.5-cm-radius metal rod. The boccie ball
was drilled to accommodate one ER-7C microphone, with
the probe tip emerging at a horizontal diameter.
For both KEMAR and the physical snowman model,
measurements were made in the horizontal, median and fron-
tal planes ~see Fig. 3!. The hoop was rotated in uniform steps
of 360 degrees/128’2.8 degrees. For horizontal-plane mea-
surements, the azimuth u covered a full 360 degrees. For
median-plane and frontal-plane measurements, the hoop sup-
port structure limited the elevation angles f and d to the
interval from 281.6 to 1261.6 degrees, so that no measure-
ments could be made in a 68.4-degree cone directly below
the subject.
B. Computational procedures
Both of the computational methods used in this paper
solve the Helmholtz equation ~the Fourier transform of the
wave equation! at a specified frequency in an infinite domain
containing one or more scattering bodies. The Helmholtz
equation is given by
„2p1k2p50, ~1!
where p is the Fourier transform of the acoustic pressure, k
5v/c is the wave number, v is the circular frequency, and c
is the speed of sound. The incident pressure field p inc is
typically prescribed as the field from an isotropic point
source, and the goal is to compute the scattered field, pscat
5p2p inc , subject to boundary conditions at the surfaces of
the scatterers and at infinity. We assume that the surfaces are
‘‘sound hard’’ (]p/]n50), and that the scattered sound field
is outgoing at infinity.
When there is a single spherical scatterer, the scattered
field at a point specified by the spherical coordinates (r , u,
f! can be written in the form
FIG. 3. The coordinate planes. In the horizontal plane, the azimuth u ranges
from 0 to 360 degrees. Support structures limit the range of the experimen-
tally measurable elevation angles f and d. The entire 360-degree range is
covered in the computational solutions.2055Algazi et al.: Geometric head-related transfer function models
pscat5(
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l
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where hl() is the lth-order spherical Hankel function,
Y lm( ,) are the spherical harmonics, and the coefficients
alm are determined by requiring that p5p inc1pscat satisfies
the boundary conditions on the sphere. Such a solution was
used by Duda and Martens ~1998! to represent the HRTF of
a spherical head. If there are N spheres in the domain, one
can exploit the linearity of the Helmholtz equation and write
the solution as
pscat5p11p21fl1pN , ~3!
where
p j5(
l50
‘
(
m52l
l
alm
j hl~kr j!Y lm~u j ,f j!. ~4!
Each of the functions p j is centered at the corresponding
sphere, and is expressed in a local spherical coordinate sys-
tem. These series are truncated at some finite number of
terms, and the coefficients alm
j are found by requiring that the
boundary conditions at the surface of each sphere be satis-
fied. The procedure for doing this using multipole translation
and reexpansion is presented in Gumerov and Duraiswami
~2001b!.
When the scattering surfaces are not spherical and the
multipole reexpansion technique cannot be used, the bound-
ary element method is used instead. This method works by
using Green’s identity to write Eq. ~1! as an integral equation
for the acoustic pressure. This equation specifies the pressure
at a field point X on the surface of the acoustic domain as
CXpX5E
GY
FGXY ]pY]nY 2 ]G
XY
]nY
pY GdGY , ~5!
where G is the surface of the acoustic domain, n is the unit
outward normal vector to the acoustic domain at a surface
~source! point Y , G is the free-space Green’s function, and C
is the jump term that results due to the treatment of the
singular integral involving the derivative of the Green’s
function. The Green’s function for the three-dimensional
free-space problem, expressed in terms of the wave number
k and the distance r between the source and field points, is
GXY5
exp$2ikr%
4pr , ~6!
where i5A21 is the complex constant. The surface of the
scatterers is discretized using plane triangular elements. The
equation is written at each boundary element, and a linear
system of equations is obtained, which can be symbolically
represented as
@F#$P%5@G#H ]P]n J , ~7!
where @F# and @G# are matrices whose coefficients are ob-
tained by evaluating integrals involving ]G/]n and G ker-
nels, respectively; $P% is the vector of acoustic pressures at
the surface nodes, and $]P/]n% is the vector of normal de-
rivatives of the pressure. Imposition of the boundary condi-2056 J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002tions leads to a system of linear equations that can be solved
for the pressure.
Both the multipole reexpansion method and the
boundary-element procedure yield the magnitude and phase
of the HRTF at a particular frequency f . Computational
time/accuracy tradeoffs limit the maximum allowable value
of ka , where a is the head radius and k52p f /c is the wave
number, c being the speed of sound. For the snowman mod-
els that were investigated, the maximum useable value of ka
was approximately 10. For the standard 8.75-cm head radius,
this corresponds to a maximum frequency of about 6 kHz. To
be conservative, all HRTF calculations were limited to ex-
actly 5 kHz.
To obtain the HRIRs, the HRTFs for 500 frequencies
uniformly spaced from 0 Hz to 5 kHz were calculated, and
the ifft function in MATLAB™ was used to calculate the
inverse discrete Fourier transform. Because this procedure
implicitly assumes that values of the HRTF above 5 kHz are
all zero, direct use of the inverse transform leads to signifi-
cant and distracting Gibbs phenomenon ripples in the im-
pulse response. For graphical display, these ripples were re-
moved by applying a standard Hamming window to the
magnitude spectrum, leaving the phase unchanged ~Oppen-
heim and Schafer, 1969!. Like low-pass filtering, windowing
smooths the impulse response, reducing the height and in-
creasing the width of pulses. For the window used, a unit
impulse that would have a duration of 0.2 ms when sharply
band limited to 5 kHz has its peak height approximately
halved and its duration approximately doubled. Although this
results in some loss of information, it greatly increases the
clarity of the graphs.
III. THE FRONTAL-PLANE HEAD-AND-TORSO HRTF
To investigate the behavior of the HRTF, we start with
the familiar spherical-head model and subsequently consider
a sequence of progressively more complex cases. Because
the results for the frontal plane exhibit a greater variety of
behavior, we focus on it first.
A. The spherical head model
Figure 4 shows two image representations of the magni-
tude of the right-ear, frontal-plane HRTF for a sphere having
the standard 8.75-cm head radius. These particular images
were created using the algorithm presented in Duda and Mar-
tens ~1998!, but the same results were also produced by both
the multipole reexpansion code and the boundary element
code. Brightness corresponds to dB magnitude as shown by
the grayscale bar at the top of the image. In Fig. 4~a!, each
vertical line corresponds to the frequency response at a par-
ticular elevation angle, d. At low frequencies the response is
0 dB for any elevation angle. The largest response ~which is
approximately 6 dB at high frequencies! occurs at d
50 degrees, where the source points directly at the right ear.
As expected, the response is generally large on the ipsilateral
side (290 degrees,d,90 degrees) and small on the con-
tralateral side (90 degrees,d,270 degrees). However, on
the contralateral side the sphere exhibits a ‘‘bright spot,’’
which appears in Fig. 4~a! as a bright vertical streak centered
at d5180 degrees. The dark bands on each side of thisAlgazi et al.: Geometric head-related transfer function models
streak are interference patterns whose regularity is due to the
perfect symmetry of the sphere; more irregularly shaped sur-
faces have the same general behavior, but the interference
patterns become smeared.
Figure 4~b! is a useful alternative remapping of the in-
formation in Fig. 4~a!. In this polar plot, frequency ranges
from 0 to 5 kHz along any radial line. The center of the
image corresponds to f 50, where the response is exactly 0
dB. The frequency response for incident sound waves arriv-
ing at an angle d is found along the radial line at the angle d
as shown. This puts the HRTF display into direct correspon-
dence with the coordinate system shown in Fig. 3.
The HRIR, which includes both the magnitude and the
phase response of the HRTF, is particularly useful for reveal-
ing multipath components of the response. Figure 5~a! shows
a family of HRIR curves corresponding to Fig. 4. Note that
the ipsilateral response (290 degrees,d,90 degrees) is
not only stronger than the contralateral response
(90 degrees,d,270 degrees), but it also occurs sooner.
The approximately 0.7 ms difference in the arrival times at
d50 degrees and d5180 degrees is the maximum ITD. The
FIG. 4. Image representations of the magnitude of the HRTF for an ideal
rigid sphere. The magnitude in dB is represented by brightness. The data is
for the right ear of an 8.75-cm-radius sphere. The images are for the frontal
plane ~see Fig. 3!. In ~a!, the left half of the image corresponds to the
ipsilateral side, and the right half to the contralateral side. Note the bright
spot that appears as a vertical streak at d5180 degrees. ~b! shows the same
data in polar coordinates. The elevation angle d corresponds directly to the
frontal view in Fig. 3. Thus, once again the left half corresponds to the
ipsilateral side and the right half to the contralateral side, but the bright spot
appears as a broad horizontal streak.J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002bright spot appears as a local maximum in the response at
d5180 degrees. In the vicinity of the bright spot, one can
see a second pulse that follows the first pulse @see Fig. 5~b!#.
It is this second pulse that is the source of the interference
patterns seen in the frequency domain. A rough interpretation
is that one pulse is composed of wave components traveling
around the ipsilateral side of the sphere, and the other is
composed of components traveling around the contralateral
side; their in-phase confluence at d5180 degrees is the
source of the bright spot.3
B. The physical snowman model
We now examine the effects produced by the introduc-
tion of the torso. Using the same 8.75-cm head radius, a
23-cm spherical torso is added directly below and tangent to
the head. This results in a ratio of head size to torso size that
is the same as that for the physical snowman shown in Fig. 2.
The frontal plane HRTF computed by the multipole re-
expansion method is shown in Fig. 6. Comparison of Figs.
4~a! and 6~a! reveals two major differences. First, three arch-
shaped notches centered near d580 degrees appear on the
ipsilateral side. The lowest-frequency notch occurs around 1
kHz at d580 degrees, where the response dips to 25 dB. As
was shown in Algazi et al. ~2001a!, these elevation-
dependent notches are comb-filter interference patterns
FIG. 6. The computed HRTF for the physical snowman model shown in Fig.
2, scaled for a head radius of 8.75 cm. The arch-shaped notches that are
symmetric about d590 degrees are due to specular reflections from the
upper torso. The deeper notches around 210 to 250 degrees are caused by
torso shadow. A torso bright spot can be seen around d5255 degrees.FIG. 5. ~a! The HRIR for the sphere.
The waveforms have a 5-kHz band-
width, and the spectrum was smoothed
with a Hamming window before inver-
sion. The bright spot appears as a local
maximum at d5180 degrees. ~b! An
expanded plot of the impulse response
at d5150 degrees. This illustrates that
near the bright spot the impulse re-
sponse is bimodal. The weaker peak
can be attributed to waves that travel
around the contralateral side of the
sphere. This second pulse is the source
of the interference patterns seen in
Fig. 4.2057Algazi et al.: Geometric head-related transfer function models
caused by torso reflection. They extend throughout the au-
dible frequency range, and provide cues for elevation away
from the median plane.
A second major difference is the appearance of deeper
and more closely spaced notches on the contralateral side
below the horizontal plane, where d ranges from roughly 195
to 250 degrees. These low-elevation notches, which form a
pattern of parallel lines in Fig. 6~b!, fall in the torso-shadow
cone; combined with head shadow, they cause the response
for frequencies above 1 kHz to be much lower on the con-
tralateral side than on the ipsilateral side.
Somewhat surprisingly, the lowest response does not oc-
cur when the source is directly below (d5290 or
1270 degrees). Instead, another bright spot appears at very
low elevations. This ‘‘torso bright spot’’ is particularly clear
in Fig. 6~b!, where it forms a bright radial ridge near d
5255 degrees. Thus, the snowman model exhibits two
bright spots, one due to the head around d5180 degrees, and
one due to the torso around d5255 degrees.
There is a simple explanation for the torso bright spot. If
a sound source below the torso were directed along a line
from the center of the torso to the location of the right ear,
and if the head did not disturb the sound field, a bright spot
would be formed on the contralateral side of the torso and
would strongly ‘‘illuminate’’ the right ear. For the dimen-
sions of the physical snowman, the elevation angle for this
line is 254.6 degrees, which is consistent with this interpre-
tation.
The torso-shadow cone for the physical snowman is
shown drawn to scale in Fig. 7~a!. The ipsilateral limit is
defined by the ray AE tangent to the torso on the ipsilateral
side, and the contralateral limit is defined by the ray CE
tangent to the torso on the contralateral side. BE, the ray
through the center of the torso to the right ear, bisects the
torso-shadow region. Sources in the ipsilateral zone are shad-
owed by just the torso, while sources in the contralateral
zone are shadowed by both the torso and the head. In Fig.
7~b! these three rays are shown superimposed on the polar
FIG. 7. Boundaries of the torso-shadow cone for the physical snowman
model. The bisecting ray BE through the center of the torso to the right ear
shown in ~a! defines the direction of the torso bright spot. The tangent rays
AE and CE are shown superimposed on the computed HRTF in ~b!. There is
a close correspondence between the geometrical boundaries and the region
of reduced response.2058 J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002HRTF plot of Fig. 6~b!. Although the correspondence is not
perfect, AE is closely aligned with the edge of reduced ipsi-
lateral response, BE is closely aligned with the torso bright
spot, and CE is roughly aligned with the edge of the even
more reduced contralateral response. Thus, the geometric
torso-shadow cone is in good agreement with the zones of
reduced response. A similar geometric argument helps to ex-
plain why the torso reflection notches attain their lowest fre-
quencies near d580 degrees. If the head is removed, the
diagram in Fig. 7~a! is symmetric about the ray from B to E.
Outside of the torso shadow cone, a pulse of sound directed
to the ear at E is followed by a subsequent torso reflection.
For pulses directed along the tangent ray from A to E or
along the tangent ray from C to E, the delay between the
initial pulse and the reflection is zero. By symmetry, the
maximum time delay occurs for an overhead ray directed
from E to B, and this leads to the lowest frequency for the
interference notch. For the dimensions of the physical snow-
man, this overhead ray would be found at d574.6 degrees.
Although the head disturbs the symmetry, this argument ex-
plains why the angle for the lowest notch frequency is biased
below 90 degrees.
Additional insight can be obtained by comparing the
HRIRs for the sphere and the snowman. The 5-kHz band-
width HRIR, computed by inverting the multipole reexpan-
sion, is shown in Fig. 8. Comparing these results to those for
the isolated sphere @Fig. 5~a!#, three prominent differences
can be seen. First, the torso reflection is clearly present in the
snowman HRIR in the general range of elevations from
about 230 to 1150 degrees. The maximum time delay be-
tween the main pulse and the torso reflection occurs when
the source is overhead, and is approximately DT50.7 ms. In
the frequency domain, this corresponds to the first notch that
occurs at f 051/(2DT)5700 Hz. This value is in good
agreement with the location of the lowest frequency arch at
d580 degrees in Fig. 6~a!.
Second, the response in the interval from 200 to 250
FIG. 8. The computed HRIR for the physical snowman. The torso reflection
is prominent when the elevation d is between 230 and 150 degrees. The
head bright spot can be seen near d5180 degrees, and the torso bright spot
near d5255 degrees. The response for d between 200 and 250 degrees is
flattened and broadened by torso shadow. The long thin ‘‘tail’’ in this region
is responsible for the strong interference notches seen in Fig. 6~b!. A sym-
metric tail for d between 290 and 240 degrees is barely visible.Algazi et al.: Geometric head-related transfer function models
degrees is significantly broader and flatter for the snowman
than for the isolated sphere. This corresponds to the presence
of torso shadowing on the contralateral side. Third, in this
same interval there is a long, thin ‘‘tail’’ whose arrival time
changes rapidly with elevation. Like the torso reflection, this
second pulse produces notch filter interference patterns, and
is the source of the deep notches that appear in the contralat-
eral torso shadow zone in Fig. 6. This presence for this tail
can be explained by imagining that waves traveling over the
torso from the contralateral side of the torso-shadow cone
can be divided into two groups. The group that arrives first
travels over the contralateral side @along the line CE in Fig.
7~a!#, where it is further shadowed by the head, while the
group that arrives later takes a longer path over the ipsilateral
side @along the line AE in Fig. 7~a!#, and is not subject to
head shadow. Although this is a crude explanation of a com-
plicated diffraction and scattering phenomenon, it also ex-
plains why the same ‘‘tail’’ is much less prominent when the
source is on the ipsilateral side, where the first arriving group
of waves is not subject to head shadow but the second arriv-
ing group ~the ‘‘tail’’! is attenuated by head shadow.
IV. VALIDATION OF THE MULTIPOLE REEXPANSION
TECHNIQUE
To confirm the validity of the multipole reexpansion
method and of the characteristics of the snowman HRTF just
presented, we now compare those results to the results of
FIG. 9. The measured HRTF for the physical snowman model shown in Fig.
2, scaled for a head radius of 8.75 cm. These results should be compared
with the computational results in Fig. 6.J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002acoustic measurements of the physical snowman model
shown in Fig. 2. Figure 9 shows the measured HRTFs, scaled
in frequency to match the standard 8.75-cm head radius. As
was mentioned in Sec. II A, experimental constraints limited
the elevation angles to the interval from 281.6 to
1261.6 degrees; regions for which no data are available are
shown in solid black. Ignoring those regions, a comparison
of Figs. 6 and 9 shows a generally very good correspondence
between the computational and the acoustic results.
In particular, the torso reflections and the bright spot for
the head are in excellent agreement. There is also good gen-
eral agreement regarding the behavior in the contralateral
torso shadow region, including the torso bright spot. The
main difference is that the interference notches are a bit
deeper and more closely spaced in the computational data
than in the measured results. Because such interference pat-
terns are quite sensitive to small changes in path lengths, this
difference could be caused by any of a number of imperfec-
tions in the experimental conditions, such as the presence of
a supporting rod, the presence of the collar, or small angular
misalignments.
Comparison of the HRIRs reveals some differences that
are not as evident in the frequency domain. As was men-
tioned in Sec. II A, it was not possible to compensate for the
low response of the loudspeakers below 500 Hz without ex-
posing low-frequency noise. The measured data is effectively
a high-pass-filtered version of the true responses, with a
3-dB corner frequency around 500 Hz. This is revealed by a
slight darkening at the top of Fig. 9~a! that is not visually
prominent in the frequency domain, but that shows up
clearly in the time domain as a negative overshoot following
the main pulse. The high-pass filtering hides the low-
frequency noise that is present in the measured data.
Thus, in the comparison of the computed and the mea-
sured impulse responses shown in Fig. 10, the computed
response was filtered by a single-pole high-pass filter with a
500-Hz corner frequency to introduce a comparable distor-
tion to the curve @see Fig. 10~a!#. In addition, a Hamming
window was used to band-limit the measured impulse re-
sponses to 5 kHz to account for the lack of high-frequency
energy in the computed results @see Fig. 10~b!#. With these
corrections understood, there is again very good agreement
between the computed and the measured data. This gives
confidence that the multipole reexpansion technique is pro-
viding correct HRTF values in both magnitude and phase.FIG. 10. Comparison of the ~a! com-
puted and ~b! measured impulse re-
sponses for the physical snowman.
The computed HRIR was high-pass
filtered to simulate the effects of loss
of low-frequency information in the
measured data. This accounts for the
negative overshoot following the main
pulse. Similarly, the measured HRIR
was low-pass filtered ~bandlimited to 5
kHz! to simulate the absence of high-
frequency information in the com-
puted results. The range of elevations
is limited to the range for which mea-
surements are available.2059Algazi et al.: Geometric head-related transfer function models
V. EVALUATING THE SNOWMAN MODEL
To investigate how well a human HRTF can be approxi-
mated by the HRTF of the snowman model, we decided to
compare the HRTF for the KEMAR mannequin shown in
Fig. 1 to two snowman models, one with a spherical torso
and one with an ellipsoidal torso. This process involves two
steps: ~a! geometrically fitting the snowman models to KE-
MAR, and ~b! comparing the resulting HRTFs. Each process
is explained in turn.
A. Fitting the snowman model to KEMAR
The optimum snowman model for KEMAR is the one
whose HRTF best matches KEMAR’s HRTF. However, there
is no obvious or well-established measure of error in com-
paring two HRTFs. As a consequence, it was decided simply
to match anthropometric characteristics. The head and torso
components were fit separately, placing more emphasis on
fitting the upper torso than the lower torso. Although better
results could be obtained with a more sophisticated fitting
procedure, the method used had the virtue of being easy to
understand and apply.
The spherical head is defined by its center and radius.
The center was located at the center of a bounding box for
KEMAR’s head ~see Fig. 11!. When the regression equation
in Algazi et al. ~2001b! was used to estimate the optimum
head radius, a value of 8.70 cm was obtained, which is re-
markably close to the standard 8.75-cm value. To fit the
torso, the five control points shown as open circles in Fig. 11
were used.4 This was almost sufficient to define an ellipsoi-
dal torso model whose principal axes were parallel to the
coordinate axes, but left one degree of freedom free. This
was resolved by arbitrarily placing the center of the ellipsoid
at the intersection of the lines joining the left/right and front/
back control points.
The resulting spherical head and ellipsoidal torso are
shown in Fig. 11. The dimensions for this ‘‘best-fitting’’
model were as follows:
Head radius, a 8.7 cm
Torso half height, bh 19.3 cm
Torso half width, bw 21.5 cm
Torso half depth, bd 11.6 cm
Torso geometric mean radius, b 16.9 cm
FIG. 11. Fitting a spherical head and ellipsoidal torso to the KEMAR man-
nequin.2060 J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002Torso displacement from head, back, Db 1.7 cm
Torso displacement from head, down, Dd 30.9 cm.
The resulting snowman model provides just a first approxi-
mation to KEMAR. The spherical head is wider, shorter, and
shallower than the real head. The ellipsoidal torso matches
the real torso fairly well on top, but is badly mismatched
below the control points. This was an intentional compro-
mise, and was made for three reasons. First, an ellipsoid that
would provide a better match to the lower torso would nec-
essarily sacrifice the more important upper region. Second,
in the torso shadow region where the match is poor, KEMAR
is no longer a realistic model for a human. Third, at very low
elevations, the wavelengths that are unattenuated by torso
shadow are sufficiently long that there is reason to hope that
a crude fit will be adequate and that the specific shape is
relatively unimportant. Finally, the head is not tangent to the
torso, leaving a gap where the neck should be. Although a
more realistic model would include a neck component, it was
omitted in the interest of simplicity.
For an even simpler approximation, the head was cen-
tered over the torso, and the ellipsoid was approximated by a
sphere whose radius ~16.9 cm! was the geometric mean of
the semiaxes of the ellipsoid, so that the volume was un-
changed. The resulting spherical torso is a coarser approxi-
mation, exhibiting a symmetry about the vertical polar axis
that is not realistic. However, it provides a model that is easy
to understand and evaluate.
B. Comparing the KEMAR and the snowman HRTFs
We now compare the pinnaless KEMAR HRTF to that
of the spherical-torso and ellipsoidal-torso models. In all
cases, the KEMAR HRTFs were measured acoustically, the
spherical-torso results were computed using the multipole
reexpansion method, and the ellipsoidal-torso results were
computed using the boundary-element method. We compare
frontal-plane results in some detail, and compare horizontal-
plane and median-plane results more briefly. We start by
comparing the KEMAR HRTF to the HRTF for the
spherical-torso approximation, and then examine the im-
provement that the ellipsoidal-torso model can provide.
1. Frontal plane
The frontal-plane KEMAR HRTF is shown in Fig.
12~a!, and the corresponding spherical-torso HRTF is shown
in Fig. 12~b!. The gross characteristics are very similar. In
particular, in both cases one can see the presence of a strong
response on the ipsilateral side, torso reflection notches at
upper elevations, head shadowing on the upper contralateral
side, and even stronger torso shadowing on the lower con-
tralateral side. Thus, the model provides an approximation to
KEMAR that captures important, first-order effects. How-
ever, there are numerous differences as well, caused either by
the simplicity of the model or the choices made in fitting the
model to KEMAR.
On the upper contralateral side, the head bright spot is
almost as well defined for KEMAR as it is for the model.
However, it occurs around d5155 degrees for KEMAR ver-
sus 180 degrees for the model, which is a 25-degree shift.Algazi et al.: Geometric head-related transfer function models
The reason for this shift can be traced to the way that the
spherical head was fit to KEMAR’s head. The actual top of
KEMAR’s head is about 3 cm above the top of the sphere
~see Fig. 11!. If the spherical head were to be shifted up 3 cm
without moving the z coordinate of the ears in space, the ears
would no longer be across a diameter, but would be down by
sin21(3/8.7)’20 degrees, which would introduce the corre-
sponding shift in the position of the bright spot and would
account for most of the discrepancy. However, shifting the
head up results in a poorer fit to the data at low elevations. If
this difference is important, a better solution would be to use
an ellipsoidal head model ~Duda et al., 1999!.
On the upper ipsilateral side, the torso-reflection arches
for KEMAR and the model are very similar, with the
highest-frequency fifth arch being even better defined for
KEMAR than for the model. However, there is a systematic
shift in the elevation at which the notches reach their lowest
frequency, being around d595 degrees for KEMAR and
around 75 degrees for the model. This shows up clearly as a
20-degree rotation of the torso reflection notches in the polar
plots. Using the dimensions for the model, the heuristic ar-
gument given in Sec. III B predicts that the elevation for the
lowest frequency should appear at d590 degrees
2tan21(8.7/30.9)’74 degrees, which is in close agreement
FIG. 12. Measured and computed frontal-plane HRTFs. ~a! KEMAR with
the pinnae removed. ~b! The spherical-torso snowman approximation. ~c!
The ellipsoidal-torso snowman approximation.J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002with what is observed. The exact reason why this point is
different for KEMAR is not completely understood, but it is
probably a combination of the effect of the neck and a mis-
match between the surface orientation of the ellipsoid and
the top of the torso in the vicinity of the neck.
Although a small zone directly below KEMAR could
not be measured, the ipsilateral torso shadow that is visible
matches the model well. The contralateral torso shadow is
more complex for KEMAR than it is for the model, and—not
surprisingly—there is no sign of a torso bright spot. The new
interference patterns that appear for d.240 degrees are un-
doubtedly due to scattering from the truncated lower torso,
and are not expected to be encountered in human HRTFs.
However, the general presence of strong torso shadow on the
contralateral side for both KEMAR and the snowman model
presents a strong contrast with the behavior of the spherical
head model alone ~cf. Fig. 4!.
The boundary-element method was used to compute the
frontal-plane HRTF for the ellipsoidal-torso model, and the
results are shown in Fig. 12~c!. As might be expected, the
results are closer to those for the spherical-torso model than
to KEMAR. There are two primary effects of stretching the
spherical torso into an ellipsoid: ~a! introducing angular an-
isotropy, and ~b! breaking up the perfect symmetry that leads
to the torso bright spot. Because there is little difference
between the height and width of the ellipsoid, the first effect
is not very prominent in a frontal-plane response. The second
effect can be seen, however, in that the interference patterns
in the contralateral torso shadow region are not as sharply
defined for the ellipsoidal torso as for the spherical torso.
Indeed, in this region, the polar plot for the ellipsoidal torso
seems to be intermediate between that for the spherical torso
and that for KEMAR.
2. Horizontal plane
The torso has relatively little effect on the HRTF in the
horizontal plane. The HRTF for the isolated spherical head
looks exactly the same in the horizontal plane as it does in
the frontal plane ~see Fig. 4!. The horizontal-plane results for
KEMAR, the spherical-torso snowman, and the ellipsoidal-
torso snowman are shown in Fig. 13. The effects of torso
reflection are more irregular in the KEMAR data than in the
models. The difference between torso width and torso depth
for the ellipsoidal-torso snowman introduces an anisotropy
that can be seen as a flattening of the torso reflection arches
in Fig. 13~c!, but the effect is small. Perhaps the greatest
difference between KEMAR and the models is the relative
weakness of the head bright spot in KEMAR. As was ex-
plained in the discussion of frontal-plane results, this can be
attributed to the fact that KEMAR’s ears are displaced below
the center of the head.
3. Median plane
In the median plane, the HRTF for the isolated spherical
head is uninteresting, because there is no variation with the
elevation angle, f. The median-plane results for KEMAR,
the spherical-torso snowman, and the ellipsoidal-torso snow-
man are shown in Fig. 14. Above the horizontal plane, all2061Algazi et al.: Geometric head-related transfer function models
three results are very similar, with the slightly flatter torso
reflection arches for the ellipsoidal model providing a
slightly better fit to the KEMAR data. At lower elevations,
the differences between the spherical torso and the ellipsoi-
dal torso models are greater than might be expected. In par-
ticular, the ellipsoidal-torso model exhibits two moderately
deep interferences notches, with a bright spot at the point
directly below, while the spherical-torso model exhibits only
a general shadowing. The low-elevation shadowing is rela-
tively weak compared to what is observed in the frontal
plane. This is explained by the fact that head and torso
shadow both occur in the frontal plane, while only torso
shadowing occurs in the median plane. The ellipsoidal-torso
results, although less easily explained, seem to be closer to
what is observed in the KEMAR data. However, once again
KEMAR’s sharply truncated torso introduces some complex
interference patterns at low elevations that are not really rel-
evant to human HRTFs.
VI. DISCUSSION AND CONCLUSIONS
The results of this investigation show that simple models
of the head and torso can explain the major features found in
the pinnaless KEMAR HRTF for distant sources. The addi-
FIG. 13. Measured and computed horizontal-plane HRTFs. ~a! KEMAR
with the pinnae removed. ~b! The spherical-torso snowman approximation.
~c! The ellipsoidal-torso snowman approximation.2062 J. Acoust. Soc. Am., Vol. 112, No. 5, Pt. 1, Nov. 2002tion of either a spherical or an ellipsoidal torso to the stan-
dard spherical-head model changes the HRTF significantly,
bringing the behavior of the model substantially closer to
that of a pinnaless KEMAR. In particular, the torso intro-
duces reflections when the source is at high elevation, and
shadow when the source is at low elevations. These phenom-
ena are not seen with the isolated spherical head model.
More elaborate geometric models should produce even better
approximations, but the simplicity of the spherical-torso
snowman model facilitates systematic studies.
Our previous work showed that torso reflections provide
relatively weak but genuine elevation cues, particularly when
the source is away from the median plane ~Algazi et al.,
2001a!. The elevation cues provided by torso shadow have
not been subjected to systematic psychoacoustic tests, but
informal listening experiments using HRIRs generated by the
models indicate that torso shadow does increase the sense
that a virtual auditory source is at a low elevation. Because
these elevation cues occur at low frequencies, they are par-
ticularly important for sources such as footsteps or thunder
that have little high-frequency energy.
Simple head and torso models have uses in addition to
providing insight into HRTF behavior. As part of a structural
model of the HRTF, they can be customized to particular
FIG. 14. Measured and computed median-plane HRTFs. ~a! KEMAR with
the pinnae removed. ~b! The spherical-torso snowman approximation. ~c!
The ellipsoidal-torso snowman approximation.Algazi et al.: Geometric head-related transfer function models
individuals by matching their parameters to anthropometry
~Algazi et al., 2001d!. In addition, they can be used to com-
pensate acoustically measured HRTFs, filling in important
low-frequency information that is difficult to measure experi-
mentally.
There are several open issues that need further investi-
gation. Perhaps most important, it is clear that the detailed
behavior of human HRTFs at low elevations is sensitive to
posture. However, relatively little is known as to how sensi-
tive people are to the acoustic changes that accompany pos-
tural changes. Another open question concerns the effect of
the neck on the HRTF and its perceptual importance. Finally,
the sensitivity of the results to displacements of the head
relative to the torso and displacements of the ears relative to
the center of the head need to be better understood, particu-
larly because these displacements have been found to be
quite substantial for human subjects ~Algazi et al., 2001c!.
Although the geometric modeling approach cannot answer
the perceptual questions, it offers an attractive way to inves-
tigate the effects of different components of the body on
HRTFs.
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