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REGULARITY OF BINOMIAL EDGE IDEALS OF CHORDAL
GRAPHS
M. ROUZBAHANI MALAYERI, S. SAEEDI MADANI, D. KIANI∗
Abstract. In this paper we prove the conjectured upper bound for Castelnuovo-
Mumford regularity of binomial edge ideals posed in [23], in the case of chordal
graphs. Indeed, we show that the regularity of any chordal graph G is bounded
above by the number of maximal cliques of G, denoted by c(G). Moreover, we
classify all chordal graphs G for which L(G) = c(G), where L(G) is the sum
of the lengths of longest induced paths of connected components of G. We call
such graphs strongly interval graphs. Moreover, we show that the regularity of a
strongly interval graph G coincides with L(G) as well as c(G).
1. Introduction
The binomial edge ideal of a graph was introduced in 2010 by Herzog, Hibi,
Hreinsdo´ttir, Kahle and Rauh in [8], and at the same time by Ohtani in [18].
Let G be a graph with the vertex set V (G) = {1, . . . , n} and the edge set E(G).
Let S = K[x1, . . . , xn, y1, . . . , yn] be the polynomial ring over a field K. Then the
binomial edge ideal of G, denoted by JG is an ideal in S whose generators are all
quadrics of the form fij = xiyj −xjyi, where {i, j} ∈ E(G) and 1 ≤ i < j ≤ n. This
ideal can be seen as a determinantal ideal generated by a collection of 2-minors of
a generic (2× n)-matrix whose entries are all indeterminates.
Many of algebraic and homological properties and invariants of JG were investi-
gated by several authors, see e.g. [5, 6, 8, 14, 15, 17, 21, 22].
One of the most interesting invariants arising from the minimal graded free res-
olution of
S
JG
is the Castelnuovo-Mumford regularity, (or regularity for simplicity),
namely,
reg
S
JG
= max{j − i : βi,j(
S
JG
) 6= 0}.
In [22], all graphs G for which reg
S
JG
= 1 were characterized. Later in [24], the
authors gave a characterization of graphs G in which reg
S
JG
= 2. In [17], Matsuda
and Murai showed that L(G) ≤ reg
S
JG
≤ n − 1, where L(G) is the sum of the
lengths of longest induced paths of connected components of G. In addition, they
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conjectured that reg
S
JG
≤ n − 2 if G 6= Pn (i.e. the path on n vertices). Later, in
[15], this conjecture was proved by the second and the third authors of this paper.
On the other hand, in [22] it was shown that reg
S
JG
≤ c(G), for any closed graph G,
where c(G) denotes the number of maximal cliques of G. Recall that G is a closed
graph if JG has a quadratic Gro¨bner bases. Afterwards, it was conjectured in [23]
that the latter bound also holds in general. More precisely,
Conjecture 1.1. [23, page 12] Let G be a graph. Then reg
S
JG
≤ c(G).
Note that in the case of triangle-free graphs, Conjecture 1.1 holds by the afore-
mentioned result of Matsuda and Murai, in [17]. Indeed, if G is a triangle-free graph
with r connected components, then the number of maximal cliques is at least n− r
which confirms the conjecture for G.
Recall that a chordal graph is a graph with no induced cycle of length greater
than 3. In [6], Ene and Zarojanu verified Conjecture 1.1 for a class of chordal graphs,
called block graphs (i.e. chordal graphs in which any two maximal cliques intersect
in at most one vertex). This result was slightly improved for a larger class of chordal
graphs in [13]. Very recently, in [12], Conjecture 1.1 was proved for the so-called fan
graphs of complete graphs, another subclass of chordal graphs.
In this paper, we prove Conjecture 1.1 for all chordal graphs. Moreover, among
other results, we classify all chordal graphsG with L(G) = c(G) which gives a precise
formula for this class of graphs. We call such graphs strongly interval graphs.
This paper is organized as follows. In Section 2, we recall some definitions, facts
and notations which are used throughout the paper. In Section 3, first we obtain
an upper bound for the number of maximal cliques of chordal graphs. Then as
the main result of this paper, using some lemmata, we prove Conjecture 1.1 for all
chordal graphs in Theorem 3.5. This section ends with discussing some examples of
chordal graphs G for which reg
S
JG
attains one of L(G), c(G), or none of them. In
Section 4, we introduce a subclass of interval graphs and call them strongly interval
graphs. Later, in Theorem 4.1, we classify all chordal graphs in which L(G) = c(G).
More precisely, for a chordal graph G we show that G is a strongly interval graph
if and only if L(G) = c(G). Using this classification and Theorem 3.5, we get
reg
S
JG
= L(G) = c(G), for any strongly interval graph G. Finally, at the end of
Section 4, we show that there are many strongly interval graphs for which some other
regularity bounds settled in [15] and [17] could be far away from being sharp. We
also discuss a very recent conjectured upper bound for reg
S
JG
by Hibi and Matsuda
in [9] for a class of strongly interval graphs. More precisely, for both above purposes,
applying join product of graphs, we construct an infinite family {Gt}
∞
t=1 of strongly
interval graphs for which
lim
t→∞
c(Gt)
|V (Gt)| − 2
= lim
t→∞
c(Gt)
deg hGt(λ)
= 0.
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2. Preliminaries
In this section we recall some notions and known facts which are used throughout
the paper. In this paper, all graphs are simple (i.e. with no loops, directed and
multiple edges).
A simplicial complex ∆ on the vertex set V = {1, . . . , n} is a collection of subsets
of V with the following properties:
(1) for every v ∈ V , {v} ∈ ∆, and
(2) F ∈ ∆ and E ⊆ F imply that E ∈ ∆.
The elements of ∆ are called faces of ∆ and the maximal faces of ∆ are called facets
of ∆. We denote the set of all facets of ∆ by F(∆).
Let G be a graph. The clique complex of G, denoted by ∆(G), is the simplicial
complex whose faces are cliques (i.e. complete subgraphs) of G. We say that v ∈
V (G) is a free vertex of ∆(G), if v belongs to exactly one maximal clique of G.
Let G be a graph and T ⊆ V (G). A subgraph H of G on the vertex set T is said
to be an induced subgraph of G, whenever for any two vertices v1, v2 ∈ T , one has
{v1, v2} ∈ E(H) if {v1, v2} ∈ E(G). Now by G− T , we mean the induced subgraph
of G on the vertex set V (G)\T . When T = {v} ⊆ V (G), for simplicity, we use G−v
instead of G − {v}. A vertex v ∈ V (G) is said to be a cut vertex of G whenever
G−v has more connected components than G. We say that T has cut point property
for G, whenever each v ∈ T is a cut vertex of the graph G− (T\{v}). In particular
the empty set ∅, has cut point property for G.
The neighborhood of a vertex v ∈ V (G), denoted by NG(v), is the set of all
vertices adjacent to v. Moreover, we set NG[v] := NG(v) ∪ {v}.
Let G1 and G2 be two graphs on the disjoint vertex sets V (G1) and V (G2),
respectively. Then we mean by the join product of G1 and G2, denoted by G1 ∗G2,
the graph on the vertex set V (G1) ∪ V (G2) and the edge set
E(G1) ∪ E(G2) ∪ {{u, v} : u ∈ V (G1) and v ∈ V (G2)}.
Let G be a graph and T ⊆ V (G). Suppose that G1, . . . , Gc(T ) are connected
components of G − T . Let G˜1, . . . , G˜c(T ) be complete graphs on the vertex sets
V (G1), . . . , V (Gc(T )), respectively, and let
PT (G) = (xv, yv)v∈T + JG˜1 + · · ·+ JG˜c(T ) .
Then by [8, Theorem 3.2], it is known that JG =
⋂
T⊆V (G)
PT (G). Moreover, in [8,
Corollary 3.9], all the minimal prime ideals of JG were described. Indeed, it was
shown that PT (G) ∈ Min(JG) if and only if T has cut point property for G.
3. regularity of chordal graphs
In this section we prove a conjecture posed in [23], in the case of chordal graphs,
(see [23, page 12]). This conjecture asserts that the Castelnuovo-Mumford regularity
of
S
JG
is bounded above by c(G), for any graph G. Before that, in the following
proposition we give an upper bound for the number of maximal cliques of a chordal
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graph. This bound strengthens a bound given in [4, Theorem A]. This also yields
that in the case of non-tree chordal graphs with no isolated vertices, the upper
bound c(G) is a tighter bound than the aforementioned upper bounds in [15] and
[17]. More precisely,
Proposition 3.1. Let G be a chordal graph on n vertices which has a maximal
clique with t + 1 vertices for some t ≥ 1. Then c(G) ≤ n− t.
Proof. Let F be a maximal clique of G with |F | = t+ 1. We prove the assertion by
using induction on n. Note that if G is a complete graph, then the assertion is clear.
If n = 2, then t = 1, and hence G is complete and the assertion holds. Now we may
assume that G is not complete. So, ∆(G) has two non-adjacent free vertices v1 and
v2, by [1, Theorem 2.1], (see also [2] and [10]). Thus {v1, v2} * F . We may assume
that v1 /∈ F . We show that c(G) ≤ c(G− v1)+ 1. Indeed, since v1 is a free vertex of
∆(G), we have |F(∆(G−v1))| ≥ |F(∆(G))|−1, and hence c(G) ≤ c(G−v1)+1. On
the other hand, G − v1 is chordal and F ∈ F(∆(G− v1)), since v1 /∈ F . Therefore
by induction hypothesis, c(G− v1) ≤ n− 1− t. So we get
c(G) ≤ c(G− v1) + 1 ≤ n− 1− t + 1 = n− t.

Now, we introduce a graph which plays an important role in our proofs. Let G be
a graph and v ∈ V (G). Associated to the vertex v we define a new graph, denoted
by Gv, with the vertex set V (G) and the edge set
E(G) ∪ {{u, w} : {u, w} ⊆ NG(v)}.
In the following lemma, we show how the minimal prime ideals of JG, JGv and
JG−v are related.
Lemma 3.2. Let G be a graph, T ⊆ V (G) and v ∈ V (G). Then the following
statements hold:
(a) [20, Proposition 2.1] If v ∈ T is a free vertex of ∆(G), then PT (G) /∈
Min(JG).
(b) If v /∈ T , then PT (G) = PT (Gv).
(c) If v ∈ T , then PT (G) = (xv, yv) + PT\{v}(G− v).
Proof. (a) For convenience of the reader we also give a short proof for this statement
here. Suppose on contrary that PT (G) ∈ Min(JG). Then, by [8, Corollary 3.9], T
has cut point property for G. Thus v is a cut vertex of the graph G − (T\{v}).
So G − T has two connected components H1 and H2 where {v, v1} ∈ E(G) and
{v, v2} ∈ E(G) for some vertices v1 ∈ V (H1) and v2 ∈ V (H2). Since v is a free
vertex of ∆(G), it follows that v1 and v2 are adjacent, which contradicts the fact
that v1 and v2 belong to different connected components of G− T .
(b) It is clear that those connected components of G − T and Gv − T which do
not contain v are exactly the same. Since v /∈ T , by definition of Gv it follows that
the vertex set of the connected component of G − T which contains v is the same
as the one for Gv − T . Therefore the result follows.
(c) Since (G− v)− (T\{v}) = G− T , the assertion is clear. 
4
In the following lemma, we compare the number of maximal cliques of G and
G− v, for any vertex v of a graph G.
Lemma 3.3. Let G be a graph and v ∈ V (G). Then c(G− v) ≤ c(G).
Proof. Let X = {F\{v} : F ∈ F(∆(G))}. We denote by X
′
the set of all maximal
elements ofX with respect to inclusion. It is enough to show that F(∆(G−v)) ⊆ X
′
,
because then we have
c(G− v) = |F(∆(G− v))| ≤ |X
′
| ≤ |F(∆(G))| = c(G).
Now let E ∈ F(∆(G−v)). So, clearly E ∈ ∆(G) and v /∈ E. We show that E ∈ X
′
.
First, suppose that E ∪ {v} ∈ ∆(G). Then E ∪ {v} is a facet of ∆(G) and
hence E ∈ X . Moreover we show that E ∈ X
′
. Indeed, let T ∈ X with E ⊆ T .
Then T = T
′
\{v} for some T
′
∈ F(∆(G)). It follows that v ∈ T
′
, since otherwise
T = T
′
∈ F(∆(G − v)) and hence T
′
= E. This is a contradiction, because T
′
and E ∪ {v} are both facets of ∆(G). Since E ⊆ T
′
\{v}, we have E ∪ {v} = T
′
.
Therefore E = T
′
\{v} = T , so that E ∈ X
′
.
Next suppose that E ∪{v} is not a face of ∆(G). Therefore E ∈ F(∆(G)), which
clearly implies that E ∈ X
′
. 
In the next lemma, we show that for any chordal graph G, c(Gv) is smaller than
c(G), for any vertex v which is not a free vertex of ∆(G). Note that this does not hold
for all graphs in general, see for example Figure 1. Nevertheless, our computational
experiments by Macaulay2 show that reg
S
JG
= 4 which confirms Conjecture 1.1 for
this example.
Figure 1. A non-chordal graph G with c(Gv) = c(G) = 4 for any
vertex v of G.
Lemma 3.4. Let G be a chordal graph and v be a vertex of G which lies in t maximal
cliques of G. Then
c(Gv) ≤ c(G)− t+ 1.
In particular, if t ≥ 2, then c(Gv) < c(G).
Proof. Let c = c(G) and F(∆(G)) = {F1, . . . , Fc}. Without loss of generality assume
that F1, . . . , Ft are all facets of ∆(G) that contain v. Let Y = {F¯ , Ft+1, . . . , Fc},
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where F¯ is the clique on the vertex set
t⋃
j=1
Fj. It suffices to show that F(∆(Gv)) ⊆ Y .
This then implies that
c(Gv) = |F(∆(Gv))| ≤ |Y | = c− t + 1.
First note that F¯ ∈ F(∆(Gv)), since F¯ = NG[v]. Now suppose there exists
F ∈ F(∆(Gv)) with F /∈ Y . In particular, F 6= F¯ , so that there exists j ∈ F with
j /∈ NG[v]. On the other hand, since F /∈ {Ft+1, . . . , Fc}, there exist l, k ∈ F with
l 6= k such that l, k ∈ NG(v) and {l, k} /∈ E(G). So we get the 4-cycle j, l, v, k, j in
G which contradicts chordality of G. Therefore F(∆(Gv)) ⊆ Y . 
The following theorem is the main result of this section.
Theorem 3.5. Let G be a chordal graph. Then reg
S
JG
≤ c(G).
Proof. The idea of the proof is based on the proof of [5, Theorem 1.1]. We prove the
assertion by using induction on n + c(G), where n = |V (G)|. If n + c(G) = 3, then
n = 2 and c(G) = 1. Therefore, G is complete, and hence by [22, Theorem 3.2],
reg
S
JG
= 1. If G is a disjoint union of complete graphs, then the result follows by
[25, Proposition 3.1.33], [11, Lemma 2.1] and [22, Theorem 3.2]. Otherwise G has a
vertex v which is not a free vertex of ∆(G).
First we show that Gv is chordal. Let C : j1, j2, . . . , jm, j1 be an induced cycle
of Gv where m ≥ 4. Then E(C) * E(G), since G is chordal. Then we may
assume that {j1, jm} ∈ E(C)\E(G). Moreover, for each t, with 1 < t < m we have
{jt, v} /∈ E(G), since G is chordal. Therefore the cycle C
′
: v, j1, j2, . . . , jm, v is an
induced cycle in G, which contradicts chordality of G, and hence Gv is chordal.
Let Q1 =
⋂
T⊆V (G)
v/∈T
PT (G). We have
JGv = (
⋂
T⊆V (G)
v∈T
PT (Gv)) ∩ (
⋂
T⊆V (G)
v/∈T
PT (Gv)).
Since v is a free vertex of ∆(Gv), it follows from Lemma 3.2, part(a), that JGv =⋂
T⊆V (G)
v/∈T
PT (Gv). Also by Lemma 3.2, part(b), we have
⋂
T⊆V (G)
v/∈T
PT (Gv) =
⋂
T⊆V (G)
v/∈T
PT (G).
Therefore JGv = Q1. On the other hand, by Lemma 3.4 and induction hypothesis,
we have reg
S
JGv
≤ c(Gv) < c(G). So,
(1) reg
S
Q1
< c(G).
Now let Q2 =
⋂
T⊆V (G)
v∈T
PT (G). We show that Q2 = (xv, yv)+JG−v. Clearly we have
(xv, yv) + JG−v ⊆ Q2. Now suppose that f ∈ Q2. Then Lemma 3.2, part(c) implies
that f ∈ (xv, yv) + PT\{v}(G− v), for every T ⊆ V (G) with v ∈ T . So f = hT + gT
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for some hT ∈ (xv, yv) and gT ∈ PT\{v}(G−v). We may assume that gT ∈ Sv, where
Sv = K[xi, yi | i ∈ V (G)\{v}]. Indeed, we have gT = (r1 + r
′
1)g1 + · · ·+ (rs + r
′
s)gs,
where gi = fliki for some li, ki ∈ V (G)\{v}, ri ∈ Sv and r
′
i ∈ (xv, yv) for i = 1, . . . , s.
Let g
′
T = r1g1 + · · ·+ rsgs and g
′′
T = r
′
1g1 + · · ·+ r
′
sgs. Then g
′
T ∈ Sv ∩ PT−v(G− v),
g
′′
T ∈ (xv, yv) and gT = g
′
T + g
′′
T . Therefore, f = (hT + g
′′
T ) + g
′
T .
In particular, f = h{v} + g{v} = hT + gT , for any T ⊆ V (G) with v ∈ T . Now
by putting xv = yv = 0 in both sides of the last equality, we get g{v} = gT . Then
g{v} ∈ PT\{v}(G− v) for every T ⊆ V (G) with v ∈ T . Hence
g{v} ∈
⋂
T⊆V (G)
v∈T
PT\{v}(G− v) =
⋂
W⊆V (G)\{v}
PW (G− v) = JG−v.
So, f ∈ (xv, yv) + JG−v, and hence Q2 = (xv, yv) + JG−v. Thus, reg
S
Q2
= reg
Sv
JG−v
.
By induction hypothesis, reg
Sv
JG−v
≤ c(G− v), since G− v is chordal. This implies
that reg
Sv
JG−v
≤ c(G), since c(G− v) ≤ c(G), by Lemma 3.3. Therefore
(2) reg
S
Q2
≤ c(G).
Next, we have Q1 + Q2 = (xv, yv) + JGv−v. Therefore, reg
S
Q1 +Q2
= reg
Sv
JGv−v
.
By induction hypothesis, reg
Sv
JGv−v
≤ c(Gv− v), since Gv − v is chordal. Therefore,
by Lemma 3.3 and Lemma 3.4, we have
(3) reg
S
Q1 +Q2
< c(G).
Now consider the following short exact sequence:
0 −→
S
JG
−→
S
Q1
⊕
S
Q2
−→
S
Q1 +Q2
−→ 0.
By [19, Corollary 18.7], we have
reg
S
JG
≤ max{reg
S
Q1
, reg
S
Q2
, reg
S
Q1 +Q2
+ 1}.
Finally by (1),(2) and (3), we get
reg
S
JG
≤ c(G).

We would like to remark that Theorem 3.5 together with [24, Theorem 2.1] also
provide many non-chordal graphs for which Conjecture 1.1 is valid. In fact, if G
is the join product of two non-complete chordal graphs G1 and G2, then G is not
chordal and reg
S
JG
≤ c(G), (see also [24, page 171]).
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Note also that the upper bound c(G) in Theorem 3.5 can be sharp. See for
example Figure 2. In addition, there are some graphs G where reg
S
JG
attains the
lower bound L(G) with L(G) 6= c(G). For instance, any caterpillar tree, which is
not a path, has this property by [3, Theorem 4.1]. Recall that a caterpillar tree is
a tree which has a path P such that any vertex of the tree has distance at most
one from P . On the other hand, if G is a tree which is not a caterpillar, then
L(G) < reg
S
JG
< c(G) by [3, Theorem 4.1] and [15, Theorem 3.2].
Figure 2. A chordal graph G with L(G) = 2 and reg
S
JG
= c(G) = 4.
4. strongly interval graphs
At the end of the previous section, we provided some examples of chordal graphs
G where reg
S
JG
attains one of L(G), c(G), or none of them. To complete that
discussion, in this section we give a characterization of chordal graphs G for which
reg
S
JG
= L(G) = c(G).
The class of graphs with the above property is indeed a subclass of the well-studied
so-called interval graphs. Recall that a graph G is called an interval graph if every
vertex v ∈ V (G) can be labeled with a real closed interval Iv = [av, bv] in such a way
that two distinct vertices v, w ∈ V (G) are adjacent if their corresponding intervals
have non-empty intersection. We identify the vertices of an interval graph G with
the corresponding intervals, namely we set V (G) = {I1, . . . , Ir}, where Ij = [aj , bj]
with aj ≤ bj for every 1 ≤ j ≤ r.
Here we denote N ∪ {0} by N0.
Definition 4.1. Let k ∈ N and r ∈ N0. Also, let J0 = [0], Ji = [i − 1, i] for
i = 1, . . . , k and Ij = [aj , bj] such that aj ∈ N0 and Ij ⊆ [0, k]\{k}, for all j =
1, . . . , r. Then we call the interval graph on the vertex set {Ji}
k
i=0 ∪ {Ij}
r
j=1 a
connected strongly interval graph. Moreover, we call a graph, a strongly interval
graph, if every connected component of it is isomorphic to a connected strongly
interval graph.
Note that in the above definition, if k = 1, then for every r ≥ 0 we get the
complete graph on r + 2 vertices, and if r = 0, then for every k ≥ 1 we get the path
Pk+1.
Now we are ready to state the main theorem of this section.
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Theorem 4.2. Let G be a chordal graph. Then the following are equivalent:
(a) L(G) = c(G).
(b) G is a strongly interval graph.
Proof. Without loss of generality we may assume that G is connected.
To show (a) ⇒ (b), suppose that L(G) = c(G). For simplicity, we set ℓ =
L(G). We may assume that P : 0, 1, . . . , ℓ is a longest induced path in G and
W = V (G)\V (P ) = {u1, . . . , ur}. If W = ∅, then the assertion is clear. So, assume
that W 6= ∅. Notice that since P is an induced path in G and ℓ = c(G), it follows
that F(∆(G)) = {F0, F1, . . . , Fℓ−1}, where for every 0 ≤ t ≤ ℓ− 1, Ft is the unique
maximal clique of G which contains the edge {t, t+ 1}.
Let ui ∈ W . We set ai = min{j ∈ V (P ) : {ui, j} ∈ E(G)}, di = max{j ∈ V (P ) :
{ui, j} ∈ E(G)} and Ii = [ai, di − 1 +
1
2r−i+1
]. Also we can assume that ai ≤ aj
whenever i ≤ j. Let J0 = [0] and Jt = [t− 1, t] for t = 1, . . . , ℓ. We show that G is
an interval graph on the vertex set {Jt}
ℓ
t=0 ∪ {Ii}
r
i=1, where Ii
, s correspond to ui
, s,
and Jt
, s correspond to the elements of V (P ).
Suppose that Ii ∩ Ij = ∅ for some 1 ≤ i < j ≤ r. So di ≤ aj , since ai ≤ aj . If
di = aj, then {ui, uj} /∈ E(G), since otherwise for the clique {di, ui, uj}, we have
{di, ui, uj} ⊆ Fdi−1 or {di, ui, uj} ⊆ Fdi . Therefore, {uj, di − 1 = aj − 1} ∈ E(G) or
{ui, di + 1} ∈ E(G), which is impossible by the choice of aj and di. If di < aj, then
{ui, uj} /∈ E(G), since G is chordal.
Next suppose that Ii ∩ Ij 6= ∅ for some 1 ≤ i < j ≤ r. Hence aj ≤ di − 1, since
aj , di ∈ N0. So we have ai ≤ aj < aj + 1 ≤ di, and hence {ui, aj} ∈ E(G) and
{ui, aj + 1} ∈ E(G), since G is chordal. On the other hand, we have {uj, aj + 1} ∈
E(G), since {uj, aj} ⊆ Faj . Therefore {ui, aj , aj+1} ⊆ Faj and {uj, aj , aj+1} ⊆ Faj .
This implies that ui is adjacent to uj.
Let 1 ≤ i ≤ r and 0 ≤ t ≤ ℓ. Assume that Ii ∩ Jt = ∅. Then t < ai or t > di. If
t < ai, then clearly {ui, t} /∈ E(G). If t > di, then we have {ui, t} /∈ E(G).
Let Ii ∩ Jt 6= ∅. So we have ai ≤ t ≤ di and hence {ui, t} ∈ E(G), since G is
chordal.
Finally, it is clear that for any i 6= t, Ji ∩ Jt = ∅ if and only if {i, t} /∈ E(G),
since P is an induced path in G. Therefore, we deduce that G is a strongly interval
graph, as desired.
Now we prove (b) ⇒ (a). Suppose that G is a strongly interval graph. So,
there exist k ∈ N and r ∈ N0 such that G is an interval graph on the vertex set
{Ji}
k
i=0 ∪ {Ij}
r
j=1, where J0 = [0], J1 = [0, 1], . . . , Jk = [k − 1, k] and Ij = [aj , bj ] ⊆
[0, k]\{k} for some ai and bj , where aj ∈ N0 for every j = 1, . . . , r.
Let Fi = {Ji, Ji+1}∪{It : i ∈ It}, for all 0 ≤ i ≤ k− 1. We show that F(∆(G)) =
{F0, F1, . . . , Fk−1}.
First we have {F0, F1, . . . , Fk−1} ⊆ F(∆(G)). In fact, suppose on contrary that
there exists 0 ≤ i ≤ k − 1, in which Fi /∈ F(∆(G)). So, there exists F ∈ F(∆(G))
such that Fi $ F . Hence, It ∈ F\Fi, for some 1 ≤ t ≤ r. Also, It∩Ji+1 6= ∅, since G
is an interval graph on the vertex set {Ji}
k
i=0∪{Ij}
r
j=1. This implies that at = i+1,
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since i /∈ It and at ∈ N0. On the other hand, It ∩ Ji 6= ∅, namely, [i+ 1, bt] ∩ Ji 6= ∅,
a contradiction.
Next we show that F(∆(G)) ⊆ {F0, F1, . . . , Fk−1}. Suppose on contrary that
there exists F ∈ F(∆(G))\{F0, F1, . . . , Fk−1}. We consider the following cases:
First, suppose that F ∩ {J0, J1, . . . , Jk} 6= ∅. If this intersection contains two
elements like Ji and Ji+1, then the above argument shows that any It in F should
contain i, and hence F = Fi, a contradiction. So, assume that F ∩{J0, J1, . . . , Jk} =
{Jj} for some j = 0, . . . , k. Without loss of generality assume that F = {Jj , I1, . . . , Is}.
Then j /∈
⋂
1≤i≤s
Ii, since otherwise we have F ⊆ Fj, which is a contradiction. So,
j /∈ It for some 1 ≤ t ≤ s. Therefore j > bt, since Jj ∩ It 6= ∅. Similarly, there
exists 1 ≤ t
′
≤ s such that j − 1 /∈ It′ . So, j = at′ , since Jj ∩ It′ 6= ∅ and at′ ∈ N0.
Therefore we get at′ > bt, which contradicts the fact that It ∩ It′ 6= ∅.
Next suppose that F ∩ {J0, J1, . . . , Jk} = ∅. Without loss of generality assume
that F = {I1, . . . , Is} and a1 ≤ · · · ≤ as. Let bm = min{bi : 1 ≤ i ≤ s}. Thus
as ≤ bm, since Im ∩ Is 6= ∅. Therefore for every 1 ≤ i ≤ s, we have ai ≤ bm ≤ bi,
and hence ⌊bm⌋ ∈
⋂
1≤i≤s
Ii, because ai ∈ N0 for all i = 1, . . . , s. So, F ⊆ F⌊bm⌋
which is a contradiction. Therefore F(∆(G)) = {F0, F1, . . . , Fk−1}, which implies
that c(G) = k.
Finally, P : J0, J1, . . . , Jk is an induced path in G, since G is an interval graph.
So, k ≤ L(G), which together with the fact that L(G) ≤ c(G), yields L(G) = c(G),
as desired. 
It is noteworthy that according to Theorem 4.2 it is crucial in the definition of
strongly interval graphs to take all of the left endpoints of the intervals Ij to be
integers. For example, Figure 3 shows an interval graph G with L(G) = 3 and
c(G) = 4. This by the above theorem implies that G is not a strongly interval
graph. In this figure we see a labeling of the vertices of the graph for which all of
the conditions of Definition 4.1 is full filled, except that [1/3, 2] has a non-integer
left endpoint.
[0, 1/2] [1/3, 2]
[0] [0, 1] [1, 2] [2, 3]
Figure 3. An interval graph which is not strongly interval.
By Theorem 3.5 and [17, Theorem 1.1], we have L(G) ≤ reg
S
JG
≤ c(G), for
any chordal graph G. Combining this together with Theorem 4.2, we obtain the
following characterization:
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Corollary 4.3. Let G be a chordal graph. Then the following are equivalent:
(a) reg
S
JG
= L(G) = c(G).
(b) G is a strongly interval graph.
J0
J1
J2
J3 J4
J5 J6 J7 J8 J9 J10 J11 J12 J13 J14
J15
[2, 11 + 1/28]
[0, 14 + 1/26]
[3, 7 + 1/25] [4, 9 + 1/24]
[8, 12 + 1/23]
[7, 14 + 1/2]
[11, 11 + 1/27] [11, 11 + 1/2
2]
Figure 4. A strongly interval graph G with reg
S
JG
= L(G) = c(G) = 15.
We end this section by a brief discussion on a recent conjectured upper bound by
Hibi and Matsuda in [9] with a special comparison with c(G) for a class of strongly
interval graphs.
Recall that for a graph G the Hilbert series of
S
JG
has the unique presentation of
the form
HilbS/JG(λ) =
hG(λ)
(1− λ)d
,
where hG(λ) ∈ Z[λ] and d = dim
S
JG
. The polynomial hG(λ) is called the h-
polynomial of
S
JG
. Recently in [9] it was conjectured that reg
S
JG
≤ deg hG(λ),
for any graph G. In the sequel, using join product of graphs, we construct an
infinite family {Gt}
∞
t=1 of strongly interval graphs with
(4) lim
t→∞
c(Gt)
deg hGt(λ)
= 0.
More precisely, for every t ∈ N, let Gt = Pm ∗ Kt, where m ≥ 3 and Kt is the
complete graph on t vertices. It is observed that c(Gt) = m− 1. On the other hand,
11
dim
S
JGt
= m+ t+1, by [14, Proposition 4.1, part (c)]. Applying [16, Theorem 4.13]
we get
HilbS/JGt (λ) =
(1− λ)t
(
(1 + λ)m−1 −mλ+ λ− 1
)
+ (m+ t− 1)λ+ 1
(1− λ)m+t+1
.
Therefore, deg hGt(λ) = t +m− 1, and hence (4) follows.
In addition, one can see that
(5) lim
t→∞
c(Gt)
|V (Gt)| − 2
= 0.
In fact, (4) and (5) show that for some chordal graphs G on n vertices the upper
bound c(G) could be extremely tighter than deg hG(λ) and n− 2.
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