IV. CONCLUSION
In this note, a new method termed the successive method is proposed for solving the general multiple linear-quadratic control problem. The formal convergence analysis in this paper reveals that a) when J is convex function of J 1 ; J 2 ; 1 11;J k , the successive method converges to the global optimal point of (1), and b) when J is a nonconvex function of J1; J2; 1 11;J k , the successive method globally converges to a local optimal point of (1). It is also worth to point out here that a) the derived control, given in (22), generated by the successive method during the iteration process (before reaching the final converging point) is of a form of partial feedback linear control law, and b) the final optimal control generated by the successive method, characterized by (36) and (37), is of a form of closed-loop optimal nonlinear control law. The optimal control at any time t depends on the entire control policy and state trajectory.
While discrete-time optimal control problems can be always solved by nonlinear programming methods such as the successive quadratic programming method (see [1] ), these methods usually do not generate a feedback-control policy that is indispensable for control design in uncertain situations. Via exploring the special structure of (1), the successive method proposed in this note achieves an analytical feedback policy. Further, based on the analysis in [10] , it can be verified that the successive method only takes O(T ) flops per iteration. The convergence property, simplicity, and low computational cost of the successive method make the method attractive. A future research subject is to extend the results to the general multiple control problems that do not possess a linear-quadratic structure.
I. INTRODUCTION
Consider the following smooth affine nonlinear control system:
(1) Many authors have studied the problem of linearization of the system (1) using static-state feedback in terms of vector fields and distributions [8] , [10] , [17] , and in terms of differential forms [6] . However, the necessary and sufficient conditions for static feedback linearizability are quite restrictive. By this reason, linearizing the nonlinear system via dynamic feedback, which is more powerful than static feedback, is attractive. The conditions for dynamic feedback linearizability are less restrictive than those for static one and thus larger class of the nonlinear systems can be linearized. The problem of dynamic feedback linearization is stated as follows: If there exists a regular dynamic feedback (2) such that the extended system (3) with dynamic feedback (2)
is (static) feedback linearizable in the (x; z) coordinates, then the system (1) is said to be dynamic feedback linearizable. However, the checkable necessary and sufficient conditions for the linearization using the general dynamic feedback (2) are not easy to obtain directly. The problem via a class of restricted dynamic feedback whose states are the inputs and their differentiations is often considered as an intermediate step for the problem using the general dynamic feedback. Charlet et al. [2] , [3] obtained sufficient conditions for the above restricted linearization problem. Their results depend on the notions of vector fields and distributions, which are known to be very effective in studying static problem. Other interesting results on the dynamic feedback linearization can also be found in [1] , [4] , [5] , [7] , [11] , and [13] - [16] , and most of them use different mathematical tools (e.g., exterior differential forms, differential algebra, etc.) from the one used in [2] and [3] .
In this note, we deal with the linearization of the nonlinear systems via the restricted class of dynamic feedback in the vector field formulation, and obtain the bound on the number of integrators needed in the restricted dynamic compensator, which results in the checkable necessary and sufficient conditions. Our bound on the number of integrators is less than that of Sluis and Tilbury [16] when n 0 2 m 3. Finally, we show that our bound is also sharp when n 0 2 m 2.
II. PRELIMINARIES AND DEFINITIONS
We consider the following restricted class of the dynamic feedback [2] , [3] , which is composed of ki number of the pure integrators to each input channel of system (1) with new inputs w i : 
Then, the extended system of system (1) with the above pure dynamic extension is
where the constant matrices D; E ; L, and H are simple to find. Here f and g are considered as the vector fields of f and g being defined on the extended state space. In other words, for a vector field V (x) on R n , we denote the vector field V (x; z) on the extended state space
Definition 1: If the extended system (7) is (static) feedback linearizable, then system (1) is said to be linearizable via the restricted class of the dynamic feedback with the index fk 1 ; k 2 ; 111 ; k m g.
For system (7), we define a nested sequence of distributions, which all depend on the index fk1; k2; 11 1; kmg and play a crucial role in the proof of the main results, by Q0 = span fg i j ki = 0g (11) Q i+1 = Q i + ad F Q i + span g j k j i + 1 ; i 0: (12) With (7), we have by simple calculations the following relation which is used in Section III:
Moreover, it is easy to see that 
Actually, the dimension of distribution Qi is bounded up to that of the state of system (1).
Notations and some basic knowledge of differential geometry used, but not defined in this note can be easily found in [9] , [12] , and other papers in references.
III. MAIN RESULTS
In this section, we obtain the necessary and sufficient conditions for the local linearization problem of the nonlinear system via the restricted class of the dynamic feedback.
Lemma 1 [8] , [11] : System (1) 
and, using (13) and (17) 
Hence, we have
and complete the proof. By Theorem 1, we can say that if system (1) is linearizable via the restricted class of the dynamic feedback, then it is linearizable without a pure integrator for at least one of the input channels (i.e., kmin = 0).
Obviously, the converse of Theorem 1 also holds. The result of Theorem 1 has also been shown by Sluis [15] , using differential forms. (46) and (47). Now we will show that (48) 
It follows from (38) and (60) 
When Q k = Q k +1 , we can also obtain the following results. We state them without proof which is quite similar to that of Theorem 2. 
then system (1) 
Noticing that the dimension of the distributions Q i is nondecreasing and bounded, we obtain the following theorem. 
Then system (1) 
When n m + 2, it is not difficult to show that it is linearizable not with k 1 = 0 and k i < 2n 0 3 for some i (2) but with k 1 = 0 and k i = 2n 0 3; 2 i m.
Due to Theorems 1 and 4, only the finite set of indexes is enough to be considered for us to check the linearizability via the restricted class of the dynamic feedback. Hence we have obtained the checkable necessary and sufficient conditions.
IV. CONCLUSION
We have considered in the vector field formulation the problem of linearization of nonlinear systems via a restricted class of dynamic feedback where the states that are added are derivatives of inputs.
We have shown that if a nonlinear system is linearizable, it is also linearizable with no integrator for at least one of inputs, which was shown in terms of differential forms [15] . We have also obtained upper bounds on the number of integrators to each input channel that do not depend on the number of inputs. This also gives the sharp bound on the total number of integrators when n 0 2 m 2. Our bound is less than the one in [16] 
Hence we conclude from (98), (99), and (102) that (38) also holds for i k q + 2.
