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MULTIPLE VECTOR-VALUED, MIXED NORM ESTIMATES
FOR LITTLEWOOD-PALEY SQUARE FUNCTIONS
CRISTINA BENEA CAMIL MUSCALU
Abstract. We prove that for any LQ-valued Schwartz function f defined on
Rd, one has the multiple vector-valued, mixed norm estimate
‖f‖LP (LQ) . ‖Sf‖LP (LQ)
valid for every d-tuple P and every n-tuple Q satisfying 0 < P,Q <∞ compo-
nentwise. Here S := Sd1 ⊗ ... ⊗ SdN is a tensor product of several Littlewood-
Paley square functions Sdj defined on arbitrary Euclidean spaces Rdj for 1 ≤ j ≤
N , with the property that d1 + ...+ dN = d. This answers a question that came
up implicitly in our recent works [BM16], [BM17a], [BM17b] and completes in
a natural way classical results of the Littlewood-Paley theory. The proof is
based on the helicoidal method introduced by the authors in the aforementioned
papers.
1. Introduction
Let us start by recalling that a sequence of L1-bounded Schwartz functions
(ψk)k∈Z defined on the Euclidean space Rm is called a Littlewood-Paley sequence,
if its Fourier transform satisfies 1
(1) 0 /∈ supp ψ̂k, |∂αψ̂k(ξ)| . 2−αk
(
1 +
|ξ|
2k
)−100m
for every ξ ∈ Rm and sufficiently many multi-indices α, and if one also has
1 =
∑
k∈Z
ψ̂k.
In particular, any Schwartz function f defined on Rm admits the following Littlewood-
Paley decomposition
f =
∑
k∈Z
f ∗ ψk.
To any Littlewood-Paley sequence, one can also associate a Littlewood-Paley
square function Smf , defined by
(2) Smf(x) :=
(∑
k∈Z
|f ∗ ψk(x)|2
)1/2
.
Moreover, for any N ≥ 1 such Littlewood-Paley sequences (ψjk)k∈Z defined on Rdj
for 1 ≤ j ≤ N , one defines an N -parameter one (Ψk)k∈ZN on Rd := Rd1× ...×RdN
2000 Mathematics Subject Classification. 42B20.
1Here and throughout the article we use the standard notation A . B meaning that A ≤ CB
for some constant C > 0 which can be universal, or depending on several implicit parameters,
coming from the specific context.
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by
(3) Ψk := ψ
1
k1
⊗ ...⊗ ψNkN
for k = (k1, ..., kN), where
ψ1k1 ⊗ ...⊗ ψNkN (x1, ..., xN) := ψ1k1(x1) · ... · ψNkN (xN).
Here we think of the generic variable x ∈ Rd as being identified with the vector
(x1, ..., xN) with xj ∈ Rdj for 1 ≤ j ≤ N .
In particular, any Schwartz function on Rd admits the decomposition
f =
∑
k∈ZN
f ∗Ψk.
One can then also define the N -parameter square function Sf by the formula
(4) Sf(x) :=
( ∑
k∈ZN
|f ∗Ψk(x)|2
)1/2
for x ∈ Rd. This is the square function that will be studied in the present article.
To complete the presentation of the main notations that we will use, we also
recall that given any n ≥ 1 σ-finite measurable spaces (Sj,Σj, µj) for 1 ≤ j ≤ n
and R = (r1, ..., rn) an n-tuple of positive real numbers, one can define the iterated
(or mixed norm) Lebesgue space LR(S,Σ, µ) to be the space containing those
functions g which are measurable on the product space
(S,Σ, µ) := (
n∏
j=1
Sj,
n∏
j=1
Σj,
n∏
j=1
µj)
and for which the (quasi)-norm ‖g‖R defined by
‖g‖R := ‖...‖g(s1, ..., sn)‖Lrn (Sn,Σn,µn)...‖Lr1 (S1,Σ1,µ1)
is finite.
The classical Littlewood-Paley theory states that the following inequalities
(5) ‖f‖Lp(Rm) . ‖Smf‖Lp(Rm) . ‖f‖Lp(Rm)
are true, provided that 1 < p <∞ and that, in addition, the left hand side of (5)
(6) ‖f‖Lp(Rm) . ‖Smf‖Lp(Rm)
is in fact available in the whole range 0 < p < ∞, see for instance [MS13] and
[S93].
Standard duality and vector-valued arguments for singular integrals allow one
to extend (5) very easily to the setting of mixed norm spaces and N -parameter
square functions. This implies that the inequalities
(7) ‖f‖LP (LQ) . ‖Sf‖LP (LQ) . ‖f‖LP (LQ)
are true for LQ-valued Schwartz functions defined in Rd for every n-tuple Q and
d-tuple P satisfying 1 < P,Q <∞ componentwise.
To be more specific, the space LP above is considered with respect to the product
Lebesgue measure in Rd, and as before, by ‖h‖LP (LQ) one means the mixed (quasi)-
norm given by
‖h‖LP (LQ) := ‖ ‖h(x, s)‖LQ(S,Σ, µ) ‖LP (Rd).
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The main result of the present article is to show that a similar extension can be
proved for the estimate (6).
Theorem 1.1. The following estimate
(8) ‖f‖LP (LQ) . ‖Sf‖LP (LQ)
is true, for every LQ-valued Schwartz function f on Rd, as long as the n-tuples Q
and the d-tuples P satisfy the condition 0 < P,Q <∞ componentwise.
As we will see, unlike (7), the proof of Theorem 1.1 is far from being routine, and
it is based on the helicoidal method developed by the authors in [BM16], [BM17a],
[BM17b] . The question addressed and answered by Theorem 1.1 surfaced out
quite naturally in our recent works [BM16], [BM17a] and it is related to an open
problem of Kenig on mixed norm estimates for paraproducts on polydisks. See
also our recent expository work [BM18], in particular Theorem 5 there.
Some particular cases of (8) were known in the scalar case, that is when LQ = C.
The case when all the entries of the d-tuple P are equal to each other is the well
known multi-parameter case studied by Gundy and Stein in [GS79]. More recently,
Hart, Torres and Wu have proved the case when N = 1 and d = 2, again, in the
scalar situation [HTW17].
The central point of the paper will be the proof of our main Theorem 1.1 based
on techniques from [BM16], [BM17a] and [BM17b]. We split the presentation into
two distinct parts. In the first part, we consider the case when all the square
functions Sdj for 1 ≤ j ≤ N are one dimensional, that is when d1 = ... = dN = 1.
Notice that in this case N = d. The proof of this case represents the core of the
present article.
Under this assumption, we first show in Section 2, that the estimate (8) follows
easily, by induction, from its particular case d = 1. Notice that in this situation,
(8) becomes a multiple vector-valued extension of the well known (scalar) inequal-
ity (6). Then, in Section 3, we explain how this multiple vector-valued case is
implied by a certain discrete analogue of it.
Next, in Section 4, which is more involved, we describe the proof of this discrete
case, by using ideas that lie at the heart of our helicoidal method in [BM16],
[BM17a], [BM17b]. In Section 5 we explain how one can modify the proof in part
one to handle the general, mixed norm case, of Theorem 1.1.
Lastly, in the final Section 6, we will see how Theorem 1.1 can also be obtained
through extrapolation from a weighted, scalar version of Theorem 1.1, which ap-
peared in the context of weighted Hardy spaces in [DHLW12]. Since we are outside
the Banach setting, the extrapolation needed concerns A∞ weights and pairs of
functions. For the mixed-norm estimates, we need to adapt a result of Kurtz
[Kur07].
That the vector-valued result of Theorem 1.1 allows also for a proof based on
extrapolation and weighted theory should not be surprising: the helicoidal method
yields vector-valued results that can be obtained also through extrapolation, once
weighted estimates for the correct class of weights is known. This was the case also
with the bilinear Hilbert transform (see [BM16], [BM17b], [CUM17], [LMO18]).
For completeness, in Section 6.2 we show how to deduce the weighted version of
Theorem 1.1 by using the helicoidal method: the same maximal inequality used
in Section 4 plays a central role, and only the stopping time algorithm changes.
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2. Reduction to the multiple vector-valued case
As mentioned above, we first study the case when d1 = ... = dN = 1. From now
on, until the last section of the paper, we work under this assumption.
And as also mentioned in the introduction, in this section we show that Theorem
1.1 follows by induction, from its particular case d = 1. Recall also that d = N
now. Let us therefore assume that Theorem 1.1 is true for dimensions smaller or
equal than d− 1 and we will explain how to deduce the d dimensional case. The
argument is based on the following identity
(9) Sf =
(∑
k∈Z
|S(x1,...,xd−1)(f ∗ ψdk)|2
)1/2
where S(x1,...,xd−1)(g) denotes the d − 1 dimensional part of the square function,
taken with respect to the variables x1, ..., xd−1, and explicitly given by
(10) S(x1,...,xd−1)(g)(x) :=
( ∑
k1,...,kd−1
|g ∗ (ψ1k1 ⊗ ...⊗ ψd−1kd−1)(x)|2
)1/2
for x ∈ Rd. The first convolution in (9) is a one dimensional one, taken with
respect to the last variable xd, while the convolution in (10) is a d−1 dimensional
one, taken with respect to the first d− 1 variables x1, ..., xd−1 . Using (9) one can
write
‖Sf‖LP (LQ) =
∥∥(∑
k∈Z
|S(x1,...,xd−1)(f ∗ ψdk)|2
)1/2∥∥
LP (LQ)
=
∥∥(S(x1,...,xd−1)(f ∗ ψdk))k∥∥LP (LQ(`2)) = ∥∥(S(x1,...,xd−1)(f ∗ ψdk))k∥∥LP˜ (Lpd (LQ(`2))),
where P˜ := (p1, ..., pd−1).
Here, one can use the induction hypothesis in the (d − 1) dimensional case to
conclude that the above expression is larger than∥∥(f ∗ ψdk)k∥∥LP˜ (Lpd (LQ(l2))) = ∥∥(∑
k
|f ∗ ψdk|2
)1/2∥∥
LP˜ (Lpd (LQ))
.
Finally, by using the one dimensional case and Fubini, we see that this is also
greater than
‖f‖LP˜ (Lpd (LQ)) = ‖f‖LP (LQ),
which ends the argument.
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3. The discrete multiple vector-valued case
Now that we know that Theorem 1.1 (in the special situation when d1 = ... =
dN = 1) can be reduced to its d = 1 particular case, we show in this section that
a further reduction is possible. The multiple vector-valued d = 1 case can be
reduced to a discrete variant of it, that will be described next.
Let us pause briefly and recall that a sequence of Schwartz functions (φI)I on
the real line, indexed by dyadic intervals I, is called an Lp normalized lacunary
sequence (for some p ∈ (0,∞]), if and only if the following estimates hold
(11) |∂αφI(x)| . 1|I|1/p
1
|I|α
(
1 +
dist(x, I)
|I|
)−100
for x ∈ R, 0 ≤ α ≤ 10 and also if ∫R φI(x)dx = 0.
Let now (φ1I)I and (φ
2
I)I be two L
2-normalized such lacunary sequences, indexed
by a finite arbitrary subset of dyadic intervals. The following discrete variant of
the one dimensional case of Theorem 1.1 is true.
Theorem 3.1. For every 0 < p <∞ and tuple Q as before, one has
(12) ‖
∑
I
〈f, φ1I〉φ2I‖Lp(LQ) .
∥∥∥(∑
I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp(LQ)
.
Observation 3.1. The function f above depends on the variables (s1, ..., sn) ∈ S
and on x ∈ R. Sometimes we will write this explicitly as f(s1,...,sn)(x). It is
important to emphasize that, as we will see from the proof of Theorem 3.1, the
estimate (12 ) holds also in the more general case when the families (φ1I)I and
(φ2I)I depend on the variables (s1, ..., sn) ∈ S as well, in a uniform manner, with
respect to the implicit constants of (11).
We explain now why Theorem 3.1 implies the one dimensional case of Theorem
1.1. The argument is based on an idea that we learned from the article [HTW17],
and which goes back to the work of Frazier and Jawerth [FJ90].
Proposition 3.1. There exists a large universal constant N such that, given any
sequence of intermediate points xI ∈ I, there exists (ψI)I an L∞ normalized lacu-
nary sequence, so that every Schwartz function h on the real line can be decomposed
as
(13) h =
∑
k
∑
|I|=2−k
(h ∗ ψk−N)(xI)ψI .
In (13), the sequence (ψl)l is any a priori fixed Littlewood-Paley sequence. We
prove Proposition 3.1 in detail later on. In what follows, we describe how it helps
reducing the d = 1 case of Theorem 1.1 to its discrete analogue from Theorem 3.1.
Fix f(= f(s1,...,sn)(x)). For every (s1, ..., sn) ∈ S pick xI ∈ I a number with the
property that
inf
y∈I
∣∣(f(s1,...,sn) ∗ ψk−N)(y)∣∣ = ∣∣(f(s1,...,sn) ∗ ψk−N)(xI)∣∣
where I is a dyadic interval with |I| = 2−k. Clearly, xI depends on f and also,
implicitly, on (s1, ..., sn) ∈ S.
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Using Proposition 3.1, one can write
(14) ‖f‖Lp(LQ) = ‖
∑
k
∑
|I|=2−k
(f(s1,...,sn) ∗ ψk−N)(xI)ψI,(s1,...,sn)(x)‖Lp(LQ).
Using now the general form of Theorem 3.1 (see Observation 3.1 that followed it)
one can majorize the above expression (14) further by∥∥∥(∑
k
∑
|I|=2−k
|(f(s1,...,sn) ∗ ψk−N)(xI)|21I(x)
)1/2∥∥∥
Lp(LQ)
and using the definition of the sequence (xI)I above, one can immediately see that
this is smaller than∥∥∥(∑
k
|(f(s1,...,sn) ∗ ψk−N)(x)|2
)1/2∥∥∥
Lp(LQ)
=
∥∥∥(∑
k
|f ∗ ψk|2
)1/2∥∥∥
Lp(LQ)
as desired.
3.1. Proof of Proposition 3.1. We now describe the proof of Proposition 3.1
using the ideas from [FJ90].
Start by writing, for a generic function of one variable f :
f =
∑
k
f ∗ ψk =
∑
k
f ∗ ψk−N .
We will prove that for every k ∈ Z, a family of functions (ψI)I as in Proposition
3.1 exists2, so that
(15) f ∗ ψk−N =
∑
|I|=2−k
(f ∗ ψk−N)(xI)ψI .
Clearly, this would be enough. Since the argument is scale invariant, we will prove
this in the particular case when k = N . In this case, (15) becomes
(16) f ∗ ψ0 =
∑
|I|=2−N
(f ∗ ψ0)(xI)ψI .
Consider now ψ˜ a Schwartz function so that
̂˜
ψ = 1 on the support of ψ̂0 and
having the property that supp
̂˜
ψ ⊆ [1/2, 4].
Then, one can write
f ∗ ψ0(x) = (f ∗ ψ0) ∗ ψ˜(x) =
∫
R
f ∗ ψ0(y)ψ˜(x− y)dy =
∑
|I|=2−N
∫
R
f ∗ ψ0(y)ψ˜(x− y)1I(y)dy
=
∑
|I|=2−N
f ∗ ψ0(xI)
∫
R
ψ˜(x− y)1I(y)dy + Rest1(x) =
∑
|I|=2−N
f ∗ ψ0(xI)
∫
R
ψ˜(x− y)1I(y)dy + Rest1(x),
where φ1I := ψ˜ ∗ 1I(x) and
(17)
Rest1(x) =:
∑
|I|=2−N
Rest1,I(x) =
∑
|I|=2−N
∫
R
[f ∗ ψ0(y)− f ∗ ψ0(xI)]ψ˜(x− y)1I(y)dy.
2This time all the intervals I have the same length, |I| = 2−k.
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The above inner expression can be estimated by
f ∗ ψ0(y)− f ∗ ψ0(xI) =
∫
R
f(z)[ψ0(y − z)− ψ0(xI − z)]dz
=
∫
R
f(z)ψ′0(#− z)(y − xI)dz,
where # is a point lying inside the interval I and depending on y, xI and z. Since
both y and xI belong to I, it is easy to see that the above expression is at most
C 2−N‖f‖∞. Using this in (17) we obtain that
|Rest1,I(x)| ≤ CM2−N‖f‖∞(1 + dist(x, I))−M |I|
which implies further
|Rest1(x)| ≤ C‖f‖∞2−N .
We see these calculations as providing a first approximation towards the desired
(16). To summarize, so far we showed that
(18) f ∗ ψ0(x) =
∑
|I|=2−N
f ∗ ψ0(xI)φ1I(x) + Rest1(x)
where |Rest1(x)| ≤ C ‖f‖∞2−N and (φ1I)I is a lacunary family.
We now iterate this fact carefully. Fix J with |J | = 2−N and recall the following
expression
(19) Rest1,J(x) =
∫
R
[f ∗ ψ0(y)− f ∗ ψ0(xJ)]ψ˜(x− y)1J(y)dy.
Using (18) for x = y and x = xJ in (19) we obtain a decomposition of Rest1,J(x)
of type ∑
|I|=2−N
f ∗ ψ0(xI)
∫
R
[φ1I(y)− φ1I(xJ)]ψ˜(x− y)1J(y)dy
+
∑
|I|=2−N
∫
R
[Rest1,I(y)− Rest1,I(xJ)]ψ˜(x− y)1J(y)dy.
Summing over |J | = 2−N , we obtain the formula
Rest1(x) =
∑
|I|=2−N
f ∗ ψ0(xI)φ2I + Rest2(x)
where
φ2I(x) :=
∑
|J |=2−N
∫
R
[φ1I(y)− φ1I(xJ)]ψ˜(x− y)1J(y)dy
while
Rest2(x) =
∑
|I|=2−N
Rest2,I(x)
and
Rest2,I(x) :=
∑
|J |=2−N
∫
R
[Rest1,I(y)− Rest1,I(xJ)]ψ˜(x− y)1J(y)dy.
Arguing exactly as before, given that both y and xJ belong to the interval J , it is
not difficult to see that (φ2I)I is a lacunary family satisfying
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‖φ2I‖∞ ≤ C2−N , while ‖Rest2‖∞ ≤ C22−2N‖f‖∞
where as always, C is a universal constant. In other words, at our second approx-
imation step, we obtain the decomposition
f ∗ ψ0(x) =
∑
|I|=2−N
f ∗ ψ0(xI)(φ1I(x) + φ2I(x)) + Rest2(x).
Iterating this an arbitrary number of times, we obtain that f ∗ψ0(x) can be written
as
(20) f ∗ ψ0(x) =
∑
|I|=2−N
f ∗ ψ0(xI)(φ1I(x) + ...+ φlI(x)) + Restl(x)
where (φjI)I is a lacunary family satisfying
‖φjI‖∞ ≤ Cj−12−(j−1)N while ‖Restl‖∞ ≤ C l2−lN‖f‖∞.
Thus, if N is large enough so that C 2−N < 1, by letting l go to ∞ in (20), we
obtain the desired decomposition (16) with ψI given by
ψI(x) :=
∞∑
l=1
φlI(x).
Strictly speaking, the families (φlI)I are naturally associated to intervals of length
one not 2−N , but since N is a fixed universal constant, it is not difficult to see
that they satisfy the estimates (11) as well, at the expense of loosing a harmless
constant of type 21000N . This completes the proof of Proposition 3.1.
4. Proof of Theorem 3.1
Recall that our goal now is to prove that
(21) ‖
∑
I∈I
〈f, φ1I〉φ2I‖Lp(LQ) .
∥∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp(LQ)
.
for every 0 < p < ∞ and every n-tuple Q of positive real numbers. Also, I is
a fixed finite collection of dyadic intervals. Of course, the implicit constant in
(21) is meant to be independent of the cardinality of I. We also denote by I the
collection of all dyadic intervals J having the property that there exists I ∈ I
so that I ⊆ J and satisfying |J | ≤ 2M for some large fixed positive integer M .
Sometimes, we refer to the intervals in I as being the relevant dyadic intervals.
Let now E ⊆ R be a measurable subset. To prove (21) it is necessary to prove
a more careful version of it given by
(22) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E‖Lp(LQ) .
∥∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp(LQ)
· (size I1E)1/p−
where  > 0 is arbitrarily small while
(23) size I1E := sup
I∈I
1
|I|
∫
R
1E(x)
(
1 +
dist(x, I)
|I|
)−100
dx
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is essentially the supremum over all L1 averages of 1E(x) over the intervals of
I. The reader familiar with our earlier “helicoidal papers” [BM16], [BM17a] and
[BM17b] will find our desire to prove (22) natural.
Clearly, (22) implies (21) since one can take E to be the whole real line R.
Using interpolation arguments (see Proposition 4.1), it is enough to prove a
weaker version of (22), namely
(24) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E‖Lp,∞(LQ) .
∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
Lp(LQ)
· (size I1E)1/p−.
Such interpolation arguments will in fact be freely used throughout the section,
until the end of it, when they will be proved in detail.
Let us denote by P(n) the statement which says that (24) holds in full generality,
for 0 < p < ∞ and Q n-tuple of positive real numbers. We will prove P(n) by
induction for every n ≥ 0.
4.1. Proof of P(0). This is the scalar case which now reads as
(25) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E‖Lp,∞ .
∥∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp
· (size I1E)1/p− .
Let s be any positive real number with the property s ≤ min(1, p). To estimate
the left hand side of (25) we dualize the expression through Ls, as explained in
[BM17a]. Given also the scale invariance of the inequality, this amounts to prove
that for every F ⊆ R measurable set with |F | = 1, there exists a subset of it
F˜ ⊆ F with |F˜ | > 1/2 so that
(26) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E1F˜‖Ls .
∥∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp
· (size I1E)1/p− .
To construct the subset F˜ , we start by defining an exceptional set Ω as follows.
First, for every integer k ≥ 0 we define
Ωk := {x : Sf(x) > C210k/p‖Sf‖p}.
Here, and from now on, by Sf(x) we mean the“discrete” Littlewood-Paley square
function given by
(27) Sf(x) :=
(∑
I∈I
|〈f, φ1I〉|2
|I| 1I(x)
)1/2
.
When we need to emphasize that the square function above depends on the col-
lection I, we write SI .
It is not difficult to see that
|Ωk| ≤ 1
210k
1
Cp
.
After that we set
Ω˜k := {x : M(1Ωk)(x) > 1/2k}
where M is the Hardy-Littlewood maximal operator, and finally
Ω :=
∞⋃
k=0
Ω˜k.
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Clearly,
|Ω˜k| ≤ C˜ 2k|Ωk| ≤ C˜ 2k 1
210k
1
Cp
=
C˜
Cp
1
29k
and in particular this implies that |Ω| < 1/10 if C is a large enough constant3.
In the end we set F˜ := F \Ω which is a major subset of F , in the sense that it
satisfies |F˜ | ∼ 1. Now, using a result from [MPTT06], we decompose the functions
φ2I as
(28) φ2I =
∞∑
`=0
2−M `φ2I,`,
where M is arbitrarily large and for each ` ≥ 0, (φ2I,`)I is still a lacunary family
with the additional property that
suppφ2I,` ⊆ 2`I.
In particular, one can estimate the left hand side of (26) by
(29) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E1F˜‖ss .
∞∑
`=0
2−Ms`‖(
∑
I∈I
〈f, φ1I〉φ2I,`)1E1F˜‖ss.
The right hand side of (29) can be also rewritten as
∞∑
`=0
2−Ms`/2‖(
∑
I∈I
〈f, φ1I〉φ˜2I,`)1E1F˜‖ss
where φ˜2I,` := 2
−M `/2φ2I,`. We will see in what follows that for each ` ≥ 0 one has
(30) ‖(
∑
I∈I
〈f, φ1I〉φ˜2I,`)1E1F˜‖ss . 2L`‖Sf(x)‖sp · (size I1E)(1/p−)s
where L is some constant depending on s and p. However, because of the large
constant M in (29), this will be enough to complete our proof. We will prove (30)
in detail in the main case when ` = 0 and then we will explain how to modify the
argument to obtain (30) in general.
In other words, the goal for us now is to prove that
(31) ‖(
∑
I∈I
〈f, φ1I〉φ˜2I,0)1E1F˜‖ss . ‖Sf(x)‖sp · (size I1E)(s/p−) .
Recall that now, since
supp φ˜2I,0 ⊆ I
one must have I ∩ Ωc 6= ∅ which in particular implies that I ∩ Ωc0 6= ∅. From
the definition of Ω0, one can see that this set admits a natural decomposition as
a disjoint union of maximal dyadic intervals denoted by Imax. In particular, our
dyadic intervals I have the property that they are either disjoint from all these
Imax, or they contain strictly at least one of them. In either case, it is not difficult
to see that one has the pointwise estimate
(32)
( ∑
I∈I:I∩Ωc0 6=∅
|〈f, φ1I〉|2
|I| 1I(x)
)1/2 ≤ C˜‖Sf‖p
3The constant C˜ is the boundedness constant of M : L1 → L1,∞.
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where C˜ is a universal constant. To prove (31) we will combine two stopping time
arguments, one performed with the help of averages of the type
(33)
1
|I0|1/p
∥∥∥(∑
I⊆I0
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp
and the other with the help of averages of type
(34)
1
|I0|
∫
R
1E∩F˜ (x)
(
1 +
dist(x, I0)
|I0|
)−100
dx.
The latter will be denoted from now on ave1I0(1E∩F˜ ). Clearly, because of the
pointwise bound (32), averages such as the ones in (33) cannot be larger than
C˜ ‖Sf‖p, while averages of type (34) cannot be larger than size I(1E∩F˜ ).
We describe now in detail the first stopping time.
We start by selecting maximal dyadic intervals I0 ∈ I with the property that
I0 ∩ Ωc0 6= ∅ and so that
(35)
1
|I0|1/p
∥∥∥(∑
I⊆I0
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp
≥ C˜
2
‖Sf‖p.
Of course, as pointed out before, we implicitly assume that all the intervals I
that participate in the summation above have the property I ∩ Ωc0 6= ∅. It is
also important to observe that these selected intervals I0 are all disjoint, as a
consequence of their maximality. Then, we ignore all the relevant dyadic intervals
that lie inside one of these selected intervals and consider only those that are left.
They are either disjoint from the selected ones, or they contain at least one of the
selected ones.
After this, among those that are left, we pick those maximal ones, still denoted
by I0 for which
(36)
1
|I0|1/p
∥∥∥(∑
I⊆I0
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp
≥ C˜
22
‖Sf‖p
and so forth. The maximal intervals selected at the first step are collected in
I(1)1 , those selected at the second step are collected in I(1)2 and so on, obtaining
the collections (I(1)n1 )n1 . Clearly, there are only finitely many such steps, since our
initial collection of intervals was finite.
After that, independently, we perform a similar stopping time, but one that
involves the averages ave1I0(1E∩F˜ ) instead. We start by selecting those maximal
intervals I0 for which
ave1I0(1E∩F˜ ) >
1
2
size I(1E∩F˜ )
then, among those that are left (more specifically, those that are not inside any of
the previously selected I0) we pick again those maximal I0 for which
ave1I0(1E∩F˜ ) >
1
22
size I(1E∩F˜ )
and so on, exactly as before. In this way, one obtains a sequence of collections of
maximal dyadic intervals I0 denoted by (I(2)n2 )n2 .
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In the end, we combine them to be able to estimate (31). One can write
‖(
∑
I∈I,I∩Ωc0 6=∅
〈f, φ1I〉φ˜2I,0)1E1F˜‖ss ≤
∑
n1,n2
∑
I1∈I(1)n1 ,I2∈I
(2)
n2
‖(
∑
I∈I(1)n1 (I1)∩I
(2)
n2
(I2)
〈f, φ1I〉φ˜2I,0)1E1F˜‖ss
(37)
where I(1)n1 (I1) contains all the relevant dyadic intervals I with the property that
I ⊆ I1 but such that I is not contained in any of the previously selected intervals
in I(1)l for 0 ≤ l ≤ n1 − 1, and similarly for I(2)n2 (I2). Clearly, any interval I
participating in the summation (37) must satisfy I ⊆ I1∩ I2. Now, for every I1, I2
as before, the corresponding Ls quasi-norm in (37) can be estimated by
(38) ‖(
∑
I⊆I1∩I2
〈f, φ1I〉φ˜2I,0)1E1F˜‖1 · |E ∩ F˜ ∩ I1 ∩ I2|
1−s
s
by using Ho¨lder, since s ≤ 1. The L1 norm in (38) can be dualized and estimated
by ∑
I⊆I1∩I2
〈f, φ1I〉〈1E∩F˜ g, φ˜2I,0〉
for some function g with the property ‖g‖∞ = 1. Using Cauchy-Schwartz this can
be further estimated by
1
|I1 ∩ I2|1/2
∥∥( ∑
I⊆I1∩I2
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
2
· 1|I1 ∩ I2|1/2
∥∥( ∑
I⊆I1∩I2
|〈1E∩F˜ g, φ˜2I,0〉|2
|I| 1I
)1/2∥∥
2
·|I1∩I2|.
Using John-Nirenberg now twice (see Theorem 2.10 in [MS13] for this robust, dis-
crete, variant of it) together with the standard local estimate of weak-L1 averages
(which can be found in Lemma 2.16 of [MS13] for instance), this can be further
majorized by
(39)
(
sup
J1⊆I1∩I2
1
|J1|1/p
∥∥(∑
I⊆J1
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
p
)
·( sup
J2⊆I1∩I2
ave1J2(1E∩F˜ )
) · |I1∩ I2|.
If one raises these estimates to the power s, as required by (37), one can see
that the corresponding expression there is smaller than
(
sup
J1⊆I1∩I2
1
|J1|1/p
∥∥(∑
I⊆J1
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
p
)s
· ( sup
J2⊆I1∩I2
ave1J2(1E∩F˜ )
)s · |I1 ∩ I2|s
(40)
· ( ave1I1∩I2(1E∩F˜ ))1−s · |I1 ∩ I2|1−s,
which is smaller still than
(41)
(
sup
J1⊆I1∩I2
1
|J1|1/p
∥∥(∑
I⊆J1
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
p
)s
·( sup
J2⊆I1∩I2
ave1J2(1E∩F˜ )
)·|I1∩I2|.
Using these estimates in (37) the expression there can be estimated further by
(42)
∑
n1,n2
∑
I1∈I(1)n1 , I2∈I
(2)
n2
2−n1s2−n2|I1 ∩ I2|.
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On the other hand the expression ∑
I1∈I(1)n1 , I2∈I
(2)
n2
|I1 ∩ I2|
is smaller than ∑
I1∈I(1)n1
|I1| . 2n1p‖Sf‖pp
and also smaller than ∑
I2∈I(2)n2
|I2| . 2n2
given that |F˜ | ∼ 1. This implies that∑
I1∈I(1)n1 , I2∈I
(2)
n2
|I1 ∩ I2| . 2n1pθ1‖Sf‖pθ1p 2n2θ2
for every 0 ≤ θ1, θ2 ≤ 1 so that θ1 + θ2 = 1. Using this in (42) one can majorize
that expression by
(43)
∑
n1,n2
2−n1(s−pθ1)2−n2(1−θ2)‖Sf‖pθ1p .
But now, we recall that 2−n1 . ‖Sf‖p while 2−n2 . size I1E and in particular this
means that (43) is smaller than
‖Sf‖s−pθ1p · ‖Sf‖pθ1p ·
(
size I1E
)1−θ2
provided that θ1 < s/p which is the condition that guarantees the convergence of
the geometric series over n1. If θ1 is taken very close to s/p, this gives an upper
bound of type
‖Sf‖sp ·
(
size I1E
)s/p−
as desired in (31).
To prove (30) for arbitrary ` > 0 one proceeds similarly. The observation now
is that since supp φ˜2I,` ⊆ 2`I one must have
2`I ∩ Ωc 6= ∅
and it is not difficult to see that this implies that
I ∩ Ωc` 6= ∅.
Indeed, if this was not true, then I ⊆ Ω`, which means that 2`I ⊆ Ω˜` ⊆ Ω, a
contradiction.
Now one simply repeats the argument before. One difference is that the first Lp
averages of the square function can be as large as C210`/p‖Sf‖p, a bound which
is responsible for the positive constant L in (30). Another difference is in the
estimate (38), whose analogue now contains a factor of type
|E ∩ F˜ ∩ 2`(I1 ∩ I2)| 1−ss .
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However, the small constant 2−M`/2 in the definition of φ˜2I,` gets multiplied by it,
and this allows one to write
2−M`/2|E ∩ F˜ ∩ 2`(I1 ∩ I2)| 1−ss .
( ∫
R
1E∩F˜ (x)
(
1 +
dist(x, I1 ∩ I2)
|I1 ∩ I2|
)−100
dx
) 1−s
s
and everything continues as before, if M is large enough. This completes the proof
of P(0).
4.2. Proof of P(n− 1) implies P(n). Recall that what we need to prove now is
the estimate
(44) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E‖Lp,∞(LQ) .
∥∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥∥
Lp(LQ)
· (size I1E)1/p−
for every 0 < p < ∞ and Q an n-tuple of positive real numbers, assuming that
even the stronger version of it, namely (22), holds true for (n−1)-tuples Q. Again,
here we are implicitly assuming that the proof of the strong Lp(LQ) estimate in
(44) will follow by standard interpolation arguments, which we will describe later
on, as promised.
Define qj0 := min
1≤j≤n
qj and let s be any positive real number so that s ≤
min(1, p, qj0). Then, one can dualize the weak-L
p quasi-norm on the left hand
side of (44) through Ls, as explained in [BM17a]. As before, this amounts to
prove that for every F ⊆ R measurable set with |F | = 1, there exists a subset
F˜ ⊆ F with |F˜ | > 1/2 so that
(45) ‖‖(
∑
I∈I
〈f, φ1I〉φ2I)1E1F˜‖Q‖s . ‖Sf‖Lp(LQ) · (size I1E)1/p− .
To construct F˜ , one first constructs an exceptional set Ω, as in the scalar case,
with the only difference that the corresponding Ωk is given now by
Ωk := {x : ‖Sf(x)‖Q > C 210k/p‖‖Sf‖Q‖p}.
After that, one defines F˜ := F \ Ω exactly as before, which is clearly a major
subset of F , in the sense that it has a comparable measure. Then, one uses again
the decomposition (28) to reduce matters to proving the analogue of (30) which
is now given by
(46) ‖‖(
∑
I∈I
〈f, φ1I〉φ˜2I,k)1E1F˜‖Q‖ss . 2Lk‖‖Sf‖Q‖sp · (size I1E)(1/p−)s .
Recall from [BM17a] that s ≤ min(1, p, qj0) implies that the expression on the left
hand side of (46) is sub-additive now. As before, we will describe the proof of (46)
in the main case k = 0, the changes in the general case being similar to the ones
in the scalar case. We therefore want to show that
(47) ‖‖(
∑
I∈I
〈f, φ1I〉φ˜2I,0)1E1F˜‖Q‖ss . ‖‖Sf‖Q‖sp · (size I1E)(1/p−)s .
To estimate the left hand side of (47) we combine as before, two stopping times.
The first one, selects iteratively maximal dyadic intervals I0 for which one has
(48)
1
|I0|1/p
∥∥∥∥∥(∑
I⊆I0
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
Q
∥∥∥
Lp
>
C˜
2l
‖Sf‖Lp(LQ)
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for various l ≥ 0, while the second is identical to the one used in the scalar case.
This allows us to estimate the left hand side of (47) by
(49)
∑
n1,n2
∑
I1∈I(1)n1 ,I2∈I
(2)
n2
‖‖(
∑
I∈I(1)n1 (I1)∩I
(2)
n2
(I2)
〈f, φ1I〉φ˜2I,0)1E1F˜‖Q‖ss.
Fix now I1 and I2 and consider the corresponding term on the right hand side
of (49). Given variables (s1, ..., sn) ∈ S denote by s˜ := (s2, ..., sn) and given
Q = (q1, ..., qn) denote by Q˜ := (q2, ..., qn). Using these notations, the expression
becomes∫
R
∥∥(∑
I
〈f, φ1I〉φ˜2I,0)1E1F˜
∥∥s
Q
(x)dx =
∫
R
( ∫
S1
‖(
∑
I
〈f(s1,s˜), φ1I〉φ˜2I,0)1E1F˜ ‖q1LQ˜
s˜
(x)ds1
)s/q1
dx
=
∫
R
( ∫
S1
‖(
∑
I
〈f(s1,s˜), φ1I〉φ˜2I,0)1E1F˜ ‖q1LQ˜
s˜
(x)ds1
)s/q1
1E(x)1F˜ (x)dx.
Since s/q1 ≤ 1 one can apply Ho¨lder and estimate the above expression by
(50)
[ ∫
R
∫
S1
‖(
∑
I
〈f(s1,s˜), φ1I〉φ˜2I,0)1E1F˜‖q1LQ˜
s˜
(x)ds1dx
]s/q1 · |E ∩ F˜ ∩ I1 ∩ I2|(1−s/q1)
using also the fact that all the intervals I are now inside I1 ∩ I2. Then, one can
use Fubini and integrate first with respect to the x variable in (50). This allows
one to use the induction hypothesis locally (i.e. with respect to the collection
I(1)n1 (I1) ∩ I(2)n2 (I2) ) in the case p = q1, and estimate (50) by
(51)( ∫
R
∫
S1
‖Sf(x)‖q1
Q˜
ds1dx
) s
q1 ·(size I(1)n1 (I1)∩I(2)n2 (I2)(1E∩F˜ ))( sq1−) · |E∩ F˜ ∩I1∩I2|(1− sq1 ).
We emphasize that in (51) the implicit sum in the definition of the square function
Sf(x) runs over the intervals I inside the local collection I(1)n1 (I1) ∩ I(2)n2 (I2).
It is then not difficult to see that the last expression in (51) can be rewritten
and majorized by
( 1
|I1 ∩ I2|1/q1
∥∥∥∥( ∑
I⊆I1∩I2
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
Q
∥∥
Lq1
)s · (size I(1)n1 (I1)∩I(2)n2 (I2)(1E∩F˜ ))1− · |I1 ∩ I2|.
(52)
Using once again the John-Nirenberg inequality from [MS13] (which works
equally well in our multiple vector-valued setting), we find that (52) is smaller
than
(53)
sup
J⊆I1∩I2
( 1
|J |1/p
∥∥∥∥∥(∑
I⊆J
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
Q
∥∥∥
Lp
)s
·(size I(1)n1 (I1)∩I(2)n2 (I2)(1E∩F˜ ))1−·|I1∩I2|.
Using these, we can come back to (49) and majorize that expression by∑
n1,n2
2−n1s2−n2(1−)
∑
I1∈I(1)n1 ,I2∈I
(2)
n2
|I1 ∩ I2|.
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As before, one can estimate ∑
I1∈I(1)n1 ,I2∈I
(2)
n2
|I1 ∩ I2|
in two distinct ways, by taking advantage of the stopping time decompositions
performed earlier.
First, we can estimate it by 2n1p‖‖Sf‖Q‖pp and second, by 2n2 given that |F˜ | ∼ 1.
In particular, this allows one to estimate the whole expression by∑
n1,n2
2−n1(s−pθ1)2−n2(1−−θ2)‖Sf‖pθ1
Lp(LQ)
as in the scalar case, for every 0 ≤ θ1, θ2 ≤ 1 with θ1 +θ2 = 1. Then, if one chooses
θ1 < s/p but very close to it, this double sum becomes smaller than
‖Sf‖s−pθ1
Lp(LQ)
· (size I1E)s/p− · ‖Sf‖pθ1Lp(LQ)
as desired. And this completes our proof.
The only thing left is the interpolation argument that we used implicitly several
times.
4.3. Interpolation. Our interpolation result of somewhat unusual, in the sense
that the collection I of dyadic intervals is as important as the operator it defines,
the square function associated to it from (27). The result and its proof generalize
straight away to collections of cubes in Rd, and to arbitrary measures.
Proposition 4.1. Consider 0 < p1 < p < p2 < ∞. Assume that, for any
collection I of dyadic intervals and any LQ-valued Schwartz function f on R, we
have for j = 1, 2,
(54) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E‖Lpj,∞(LQ) .
∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
Lpj (LQ)
with the implicit constant independent on I. Then we have the strong bound
(55) ‖(
∑
I∈I
〈f, φ1I〉φ2I)1E‖Lp(LQ) .
∥∥(∑
I∈I
|〈f, φ1I〉|2
|I| 1I
)1/2∥∥
Lp(LQ)
.
Proof. To start with, we don’t pay a particular attention to the dependence of
the strong bounds in (55) on the boundedness constants coming from the weak
estimates (54) (recall the earlier (22) and (24) here). We will discuss this important
issue in the end.
Let f be an LQ-valued Schwartz function and consider the set
{x : ‖Sf(x)‖Q > α}
for α > 0. As before, we can decompose this set as a disjoint union of maximal
dyadic intervals
{x : ‖Sf(x)‖Q > α} =
L⋃
j=1
Ijmax.
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Then, all the intervals I ∈ I for which there exists 1 ≤ j ≤ L such that I ⊆ Ijmax
are collected into a new family called I1. All the other intervals are collected into
another family called I2. In this way, one can decompose
∑
I∈I
〈f, φ1I〉φ2I as∑
I∈I1
〈f, φ1I〉φ2I +
∑
I∈I2
〈f, φ1I〉φ2I =: f1 + f2.
Then, observe that
(56) {x : ‖
∑
I∈I
〈f, φ1I〉φ2I(x)‖Q > α} ⊆ {x : ‖f1(x)‖Q >
α
2CQ
} ∪ {x : ‖f2(x)‖Q > α
2CQ
},
where CQ is the constant for which the quasi-triangle inequality
‖g1 + g2‖Q ≤ CQ(‖g1‖Q + ‖g2‖Q)
holds true.
Using the hypotheses, one has
(57) |{x : ‖f1(x)‖Q > α
2CQ
}| . 1
αp1
‖SI1f‖p1Lp1 (LQ) .
1
αp1
∫
{‖Sf(x)‖Q>α}
‖Sf(x)‖p1Q dx.
Similarly, the second term in (56) can be estimated by
(58) |{x : ‖f2(x)‖Q > α
2CQ
}| . 1
αp2
∫
{‖SI2f(x)‖Q<α}
‖SI2f(x)‖p2Q dx.
Using these two estimates, one can conclude the argument in a standard way, as
follows :
‖
∑
I∈I
〈f, φ1I〉φ2I‖pLp(LQ) =
∫ ∞
0
pαp−1λ(α)dα
where
λ(α) := |{x : ‖
∑
I∈I
〈f, φ1I〉φ2I(x)‖Q > α}|.
Using (57) and (58) this can be majorized by∫ ∞
0
αp−1(
1
αp1
∫
{‖Sf(x)‖Q>α}
‖Sf(x)‖p1Q dx)dα
+
∫ ∞
0
αp−1(
1
αp2
∫
{‖SI2f(x)‖Q<α}
‖SI2f(x)‖p2Q dx)dα.
Using Fubini, the first expression can be written as∫
R
∫ ∞
0
‖Sf(x)‖p1Q (
∫ ‖Sf(x)‖Q
0
αp−1−p1dα)dx . ‖Sf‖p
Lp(LQ)
while the second one can be estimated by∫
R
∫ ∞
0
‖SI2f(x)‖p2Q (
∫ ∞
‖SI2f(x)‖Q
αp−1−p2dα)dx . ‖SI2f‖pLp(LQ) ≤ ‖Sf‖pLp(LQ)
which ends our proof.
Finally, it is also not difficult to see from the above argument that if C1 and C2
denote the implicit constants of (54), then the implicit constant of (55) is at most
(Cp11 + C
p2
2 )
1/p.
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In particular, this also proves that (22) follows immediately from (24) after in-
terpolating carefully in a small neighborhood of the desired index 0 < p < ∞.

5. Proof of Theorem 1.1 in the general case
Recall that our goal is to prove that
(59) ‖f‖LP (LQ) . ‖Sf‖LP (LQ)
where the d-tuple P = (p1, ..., pd) and the n-tuple Q = (q1, ..., qn) satisfy 0 <
P,Q <∞ componentwise. Recall also that the N -parameter square function S is
defined by
S := Sd1 ⊗ ...⊗ SdN
while d1 + ... + dN = d. So far we have proved this in the particular situation
when d1 = ... = dN = 1. The goal of this section is to explain that similar ideas
can handle the general case as well. First of all, let us observe that using a similar
inductive argument to that in Section 2, it is enough to prove the particular case
when N = 1. In other words, from now on, our square function Sf is a one
parameter square function in Rd and the task is to prove multiple vector-valued,
mixed norm estimates for it, in the form of
(60) ‖f‖LP (LQ) . ‖Sdf‖LP (LQ).
It is now important to observe that when p1 = ... = pd = p, then (60) becomes
a multiple vector-valued Lp(Rd) estimate, which can be proved exactly as in the
one dimensional case d = 1 treated before. This is because all of our previous
arguments have natural higher dimensional analogues. Instead of doing analysis
with dyadic intervals, one does analysis with dyadic cubes of the corresponding
dimension, in precisely the same way.
It will be more convenient to modify a bit the notation, in order to obtain a
statement more suitable to the upcoming inductive argument. We will think of
the Euclidean space Rd as being decomposed into
(61) Rd = Rn1 × ...× RnM
and consequently the mixed norm space LP (Rd) being unfolded as
(62) LP (Rd) = Lp1(Rn1)(Lp2(Rn2)(...(LpM (RnM ))...)).
In other words, we implicitly assume that the first n1 indices of the d-tuple P are
all equal to p1, the next n2 indices of P are all equal to p2, and so on, until the
last nM set of indices of P which are all equal to pM .
The plan is to prove the corresponding (60) by induction with respect to the
parameter M . As pointed out before (60) is already known when M = 1 and we
aim to show that it is also true for M = d, when all the entries of P are possibly
different from each other.
As in the one dimensional case, it is not difficult to see that things can be
reduced to proving a discrete analogue of (60) namely
(63) ‖
∑
R∈R
〈f, φ1R〉φ2R‖LP (LQ) .
∥∥∥(∑
R∈R
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
LP (LQ)
.
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The families (φ1R)R and (φ
2
R)R in (63) are two lacunary families, L
2 normalized,
indexed by a finite collection R of dyadic cubes in Rd. And also as in the one
dimensional case, the statement of Observation 3.1 remains valid, in the sense that
the two families of functions may depend on the implicit variables (s1, ..., sn) of
the space LQ.
Using a higher dimensional analogue of (28) we decompose each φ2R as
(64) φ2R =
∞∑
k=0
2−#kφ2R,k =:
∞∑
k=0
2−(#/2)kφ˜2R,k
where
supp(φ2R,k) ⊆ 2kR
as before and where # is arbitrarily large. Using this in (63), it will be enough to
show
(65) ‖
∑
R∈R
〈f, φ1R〉φ˜2R,k ‖LP (LQ) . 2Lk
∥∥∥(∑
R∈R
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
LP (LQ)
for some large but fixed number L. The main case is when k = 0 and we will
concentrate on it from now on (by this we mean that the general case follows by
standard modifications as in the one dimensional situation). Then (65) reads as
(66) ‖
∑
R∈R
〈f, φ1R〉φ˜2R,0‖LP (LQ) .
∥∥∥(∑
R∈R
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
LP (LQ)
.
We think of the dyadic cubes R as being of the form
R = R1 × ...×RM
to match the decomposition (61), where each Rj is a dyadic cube in Rnj of the
same side length as R itself for 1 ≤ j ≤M .
Following the same earlier strategy for the estimate (66), one needs in fact to
prove a more localized variant of it given by
(67)
‖
∑
R∈R
〈f, φ1R〉φ˜2R,01E‖LP (LQ) .
∥∥∥(∑
R∈R
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
LP (LQ)
· (sizeR11E)1/p−
where
R1 := {R1 : R = R1 × ...×RM ∈ R}
and sizeR11E is the corresponding n1-dimensional size generalizing naturally the
one dimensional (23). In (67) the set E is an arbitrary measurable subset of Rn1 .
The plan is to prove (67) by induction with respect to the parameter M . Notice
that when M = 1, then R1 = R and the corresponding (67) is known, as we
pointed out before (its proof is identical to the one in the one dimensional case).
In particular, all one has to do is to prove that the case M − 1 implies the case
M , for every M ≥ 2. We claim that this can de done by an argument similar to
the one used earlier in the proof of “P(n− 1) implies P(n)” (see Section 4.2).
First of all, we like to see the left hand side of (67) as being
(68) ‖
∑
R∈R
〈f, φ1R〉φ˜2R,01E‖Lp1 (LP˜ (LQ))
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where for P = (p1, ..., pM) we define P˜ := (p2, ..., pM). As before, by interpolation
it would be enough to estimate the weaker analogue of it, namely
(69) ‖
∑
R∈R
〈f, φ1R〉φ˜2R,01E‖Lp1,∞(LP˜ (LQ))
by the same right hand side of (67). As explained previously, we dualize the Lp1,∞
quasi-norm through Ls, where s is a positive real number smaller than all the
entries of P , of Q, and also than 1. By scale invariance (in the ambient space Rd)
this amounts to prove that for every subset F ⊂ Rn1 with |F | = 1 there exists a
major subset F˜ ⊆ F with |F˜ | ≥ 1/2 so that
(70) ‖
∑
R∈R
〈f, φ1R〉φ˜2R,01E1F˜‖Ls(LP˜ (LQ)) . RHS(67).
The subset F˜ is defined as usual by F˜ := F \ Ω for a certain exceptional set
Ω ∈ Rn1 . This exceptional set is constructed as before with the only difference
that the corresponding Ωk are now given by
(71) Ωk := {x1 ∈ Rn1 : ‖Sf(x1)‖LP˜ (LQ) > C210k/p1‖Sf‖LP (LQ)}.
In the above (71), by Sf one denotes the discrete square function given by the
inner expression in the right hand side of (63). Also, we now think of a generic
variable in Rd as being of the form (x1, ..., xM) with xj ∈ Rnj for 1 ≤ j ≤ M . In
particular, Sf(x1) can be thought of as a function depending on the rest of the
variables (x2, ..., xM) in an obvious way
Sf(x1)(x2, ..., xM) := Sf(x1, x2, ..., xM).
To estimate (70) one needs to perform (again) two carefully designed stopping
times. The second one involves averages over dyadic cubes, and it is essentially a
higher dimensional analogue of the one before. The first one on the other hand,
selects maximal dyadic cubes R01 in Rn1 for which the corresponding averages
(72)
1
|R01|1/p1
∥∥∥( ∑
R∈R:R1⊆R01
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
Lp1 (LP˜ (LQ))
are large, also as in the one dimensional multiple vector-valued case. The way one
uses these two together is similar to the way explained in the earlier “P(n − 1)
implies P(n)” situation. At some point, exactly as before, one uses Ho¨lder locally,
to be able to rely on the induction hypothesis (as in the previous (50)) in the
particular case when p1 = p2. More precisely, this amounts to estimate expressions
of type
‖
∑
R
〈f, φ1R〉φ˜2R,01E‖Lp2 (LP˜ (LQ))
locally, and here the induction hypothesis can be applied since the new P tuple
now is P = (p2, p2, ..., pM) and in particular, one can think of Rd as being split
as Rd = Rn1+n2 × ...× RnM and this contains now only M − 1 factors. There are
only two observations that one needs to make in order to realize that the earlier
argument goes through smoothly in our case as well.
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The first is that the John-Nirenberg inequality is still available in this context.
More explicitly, this means that the supremum over R01 of averages of type
1
|R01|1/p2
∥∥∥( ∑
R∈R:R1⊆R01
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
Lp2 (LP˜ (LQ))
,
which appear naturally after one applies the induction, is controlled by the corre-
sponding supremum of averages of type
1
|R01|1/p1
∥∥∥( ∑
R∈R:R1⊆R01
|〈f, φ1R〉|2
|R| 1R
)1/2∥∥∥
Lp1 (LP˜ (LQ))
,
which are the ones needed to capitalize on the stopping time procedure. To prove
this, one just has to observe that the above inner expressions can also be seen as∑
R∈R:R1⊆R01
|〈f, φ1R〉|2
|R| 1R(x1, x2, ..., xM) =
∑
R1⊆R01
|aR1(x2, ..., xM)|2
|R1| 1R1(x1)
where in general
aC(x2, ..., xM) :=
( ∑
R:R1=C
|〈f, φ1R〉|2
|R2 × . . .×RM |1R2×···×RM (x2, ..., xM)
) 1
2
and after that to realize that BMO expressions of type
(73) sup
C0
1
|C0|1/q
∥∥∥( ∑
C⊆C0
|aC |2
|C| 1C
) 1
2
∥∥∥
Lq(B)
are all equivalent to each other for every 0 < q <∞ even when B is a quasi-Banach
lattice.
And the second observation is that
sizeR1×21E . sizeR11E
as one can easily check. By R1×2 one means
R1×2 := {R1 ×R2 : R = (R1, R2, ..., RM) ∈ R}
and they appear naturally after the application of the induction hypothesis in
Rd = Rn1+n2 × . . .× RnM . This concludes our proof of the weaker estimate (70).
After that the induction argument works exactly as before, allowing one to
complete the proof of the desired discrete estimate (67).
6. Connections to weighted theory and extrapolation
In the present section we discuss a certain weighted version of inequality (6),
which eventually yields an alternative proof of Theorem 1.1, upon adapting ex-
isting extrapolation results. Assuming such a weighted estimate, in Section 6.1,
we detail this proof by extrapolation. In the second part, Section 6.2, we review
the weighted estimates (which are indispensable for extrapolation) and provide
a proof for them based on a sparse domination result implied by the helicoidal
method.
A weighted, scalar version of Theorem 1.1 can be formulated in the following
way: if f is a Schwartz function and w is “regular enough”,
(74) ‖f‖Lp(w) . ‖Sf‖Lp(w).
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For 0 < p ≤ 1, this inequality is related to the theory of weighted Hardy spaces
and it was stated in [DHLW12]. There, the authors study the boundedness of sin-
gular integrals on such spaces, which was known previously under more stringent
conditions on the weights (they were assumed to be A1 weights). In [DHLW12],
a theory of weighted Hardy spaces and boundedness of singular integrals is devel-
oped for A∞ weights. Central to their theory is the inequality (74), which is stated
for A∞ weights. Starting from this and using a certain type of extrapolation (re-
garding collections of pairs of functions, rather than operators, and A∞ weights),
we recover the multiple vector-valued results of Theorem 1.1; the mixed-normed
estimates are obtained through a generalization of a result of Kurtz [Kur07].
On the other hand, we will see once again that a local estimate similar to
(22) and a change in the direction of the stopping time will yield a (multiple
vector-valued) sparse estimate, and in consequence, also (multiple vector-valued)
weighted estimates, in the one-parameter case. The weighted estimates obtained
in this way are similar to (74) and to those of [DHLW12], and hence they are
interconnected to weighted Hardy spaces.
Before proceeding, we briefly recall a few definitions and results about weights:
if 1 < p < ∞, the measurable function w : Rm → [0,∞] belongs to the Ap(Rm)
class provided
[w]Ap := sup
Q⊂Rm
Q cube
(−∫
Q
w(x)dx
) (−∫
Q
w1−p
′
(x)dx
)p−1
< +∞.
If p = 1, then w ∈ A1(Rm) provided there exists a constant C such that Mw(x) ≤
C w(x) for almost every x ∈ Rm. Then A∞(Rm) is defined as
A∞(Rm) :=
⋃
1≤p<∞
Ap(Rm).
For the classes Ap,Rectangle(Rd1 × . . . × RdN ), the collection of cubes in replaced
by the collection of rectangles with sides parallel to the coordinate axes, and
in the case p = 1, the Hardy-Littlewood maximal function is replaced by the
strong maximal function MS. For p > 1, it is well known that w(x1, . . . , xN) ∈
Ap,Rectangle(Rd1 × . . .× RdN ) if and only if
w(·, x2, . . . , xN) ∈ Ap(Rd1), . . . , w(x1, . . . , xN−1, ·) ∈ Ap(RdN ),
uniformly with respect to the fixed variables.
6.1. Weighted Hardy spaces and extrapolation. Let 0 < p < ∞. If w ∈
A∞(Rm), then the weighted Hardy space Hpw consists of
(75) Hpw := {f : Rm → C : Sm(f) ∈ Lpw(Rm)}.
Setting ‖f‖Hpw := ‖Sm(f)‖Lpw , Hpw becomes a quasi-Banach space, for which we
have, whenever s ≤ min(p, 1)
‖f + g‖sHpw ≤ ‖f‖sHpw + ‖g‖sHpw .
By making use of a certain discrete Caldero´n reproduction formula, it was shown
in [DHLW12, Theorem 3.5] that, for any w ∈ A∞(Rm) and any 0 < p ≤ 1,
(76) ‖f‖Lpw(Rm) ≤ C‖f‖Hpw(Rm) = C ‖Sm(f)‖Lpw(Rm).
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The method of the proof doesn’t immediately generalize to the case p > 1.
Instead, in this situation the Lpw(Rm) boundedness (which requires the stronger
condition that w ∈ Ap) of the square function Sm is invoked to deduce, by means
of duality, an estimate similar to (76). Hence, for p > 1, Ding et al. [DHLW12]
state the inequality (76) only for weights w ∈ Ap.
Alternatively, one can use the A∞ extrapolation developed in [CUMP04] (sim-
ilarly, see [CUMP11, Corollary 3.15]) applied to the pairs of functions (f, Sm(f)).
This will imply that (76) is valid for any 0 < p < ∞, and for any w ∈ A∞(Rm).
The same extrapolation result yields multiple vector-valued weighted inequalities:
for any 0 < p <∞, any n-tuple Q, and any weight w ∈ A∞(Rm),
(77) ‖f‖Lp(LQ)(w) ≤ C ‖Sm(f)‖Lp(LQ)(w).
Theorem 3.5 in [DHLW12] remains valid in the context of multi-parameter
Hardy spaces, and Theorem 2.1 in [CUMP04] holds for weights associated to
Muckenhoupt bases. As a result, the multi-parameter multiple vector-valued in-
equality holds:
(78) ‖f‖Lp(LQ)(w) ≤ C‖Sd1 ⊗ . . .⊗ SdN (f)‖Lp(LQ)(w),
where 0 < p < ∞, Q = (q1, . . . , qn) with 0 < qj < ∞ for all 1 ≤ j ≤ n, and
w ∈ A∞,Rectangle(Rd1 × . . .× RdN ).
In order to obtain the full mixed-norm estimates of Theorem 1.1, we need an
extrapolation result from [Kur07] suited for mixed-norm spaces. The result ex-
tends without any important modification to pairs of functions, in which case the
operator T is being disregarded. Once inequality (78) is deduced as above, the
plan is to apply it to product weights and deduce the mixed norm estimates from
Theorem 6.1 below.
We have the following reformulation of Kurtz’s result, in a slightly more general
setting, although the proof remains the same:
Theorem 6.1 (Similar to Theorem 2 of [Kur07]). Let 0 < s0 < ∞ and assume
that there exists s0 < s <∞ such that
(79)
∫
Rd1×Rd2
|f(x, y)|sw(x, y) dy dx ≤ C
∫
Rd1×Rd2
|g(x, y)|sw(x, y) dy dx
for all pairs (f, g) in a certain collection of functions F , and for all w ∈ A s
s0
, Rectangle(Rd1×
Rd2), with a constant depending only on [w]A s
s0
, Rectangle
. Then for any s0 < p, q <
∞, and any weights w(x, y) of the type w(x, y) = u(x) v(y) such that
u
p
q ∈ A p
s0
(Rd1), v ∈ A q
s0
(Rd2),
we have∫
Rd1
( ∫
Rd2
|f(x, y)|qw(x, y) dy) pq dx ≤ C([u]A p
s0
, [v]A q
s0
)
∫
Rd1
( ∫
Rd2
|g(x, y)|qw(x, y) dy) pq dx.
In particular, if w(x, y) ≡ 1, mixed-norm estimates are implied by extrapolation,
once the weighted result (79) is known.
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Remark 6.2. In [Kur07], one is in fact looking for a necessary and sufficient
conditions on weights w(x, y) so that the strong maximal function MS satisfies∫
Rd1
( ∫
Rd2
|MSf(x, y)|qw(x, y) dy
) p
q dx ≤ C
∫
Rd1
( ∫
Rd2
|f(x, y)|qw(x, y) dy) pq dx.
While a necessary condition was found (the classes Ap(Aq) from [Kur07, Def-
inition 2]), sufficiency is proved only in the particular case of product weights
w(x, y) = u(x) v(y). Since we are mainly interested in the unweighted, multiple
vector-valued case, we do not elaborate on the properties of the class of weights
Ap(Aq), but instead focus on the extrapolation result, which is also known to be
true only for product weights.
We also don’t keep track how the constants appearing in the inequalities above
depend on the weights involved or on their characteristics.
Next, we generalize Theorem 6.1 to mixed-norm Lp spaces involving κ variables
(with κ ≥ 2), and A∞ weights.
Theorem 6.3. Assume there exists some 0 < s <∞ so that
(80)∫
Rd1×...×Rdκ
|f(x1, . . . , xκ)|sw(x1, . . . , xκ)dx1 . . . dxκ ≤ C
∫
Rd1×...×Rdκ
|g(x1, . . . , xκ)|sw(x1, . . . , xκ)dx1 . . . dxκ
for all w ∈ A∞,Rectangle(Rd1 × . . .× Rdκ) and for all pairs of functions (f, g) ∈ F .
Then for any 0 < p1, . . . , pκ <∞ and for any weight w(x1, . . . , xκ) = w1(x1) · . . . ·
wκ(xκ) so that w
pl
pκ
l ∈ A∞(Rdl) for all 1 ≤ l ≤ κ, we have( ∫
Rd1
. . .
( ∫
Rdκ
|f(x1, . . . , xκ)|pκw(x1, . . . , xκ)dxκ
) pκ−1
pκ . . . dx1
) 1
p1(81)
≤ C ( ∫
Rd1
. . .
( ∫
Rdκ
|g(x1, . . . , xκ)|pκw(x1, . . . , xκ)dxκ
) pκ−1
pκ . . . dx1
) 1
p1 ,
for all (f, g) ∈ F .
Proof. We present a proof by induction over κ. If κ = 2, the statement is a
reformulation of Theorem 6.1: the assumption that w
p1
p2
1 , w2 ∈ A∞ will be rewritten
so that w
p1
p2
1 ∈ A p1s0 , w2 ∈ A p2s0 , for a suitable 0 < s0 <∞.
Since 0 < p1, p2 < ∞ and w
p1
p2
1 ∈ A∞, w2 ∈ A∞, there exists 1 ≤ s1, s2 < ∞ so
that
w
p1
p2
1 ∈ As1 , w2 ∈ As2 .
We pick s0 with 0 < s0 ≤ s with s1 ≤ p1
s0
, s2 ≤ p2
s0
(these conditions reduce
to s0 ≤ min(p1
s1
,
p2
s2
, s)). Because the weight classes are nested, we have in this
situation w
p1
p2
1 ∈ A p1s0 , w2 ∈ A p2s0 .
The hypothesis (80) holds for all weights w ∈ A∞,Rectangle, and in particular also
for w ∈ A s
s0
,Rectangle; the inequality in (81) then follows from Theorem 6.1.
Next, we assume that the result holds true when κ − 1 variables are involved
and will prove it for κ variables as well. We fix a κ-tuple (p1, . . . , pκ) and weights
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w1, . . . , wκ satisfying w
pl
pκ
l for all 1 ≤ l ≤ κ. Denote by
F (x1, x2) :=
∥∥f(x1, . . . , xκ)∥∥Lp3x3 ...Lpκxκ (w3·...·wκ), G(x1, x2) := ∥∥g(x1, . . . , xκ)∥∥Lp3x3 ...Lpκxκ (w3·...·wκ).
We want to show that∫
Rd1
( ∫
Rd2
|F (x1, x2)|p2w
p2
pκ
1 (x1)w
p2
pκ
2 (x2) dx2
) p1
p2 dx1 ≤ C
∫
Rd1
( ∫
Rd2
|G(x1, x2)|p2w
p2
pκ
1 (x1)w
p2
pκ
2 (x2) dx2
) p1
p2 dx1,
given that w
p1
pκ
1 ∈ A∞ and w
p2
pκ
2 ∈ A∞.
If we denote
W (x1, x2) := w
p2
pκ
1 (x1)w
p2
pκ
2 (x2) := U(x1)V (x2),
we have U
p1
p2 ∈ A∞ and V ∈ A∞. The problem is reduced to the case κ = 2, and
it remains to check that the hypothesis (80) is satisfied. That is, we need to check
that there exists 0 < s <∞ such that
(82)∫
Rd1×Rd2
|F (x1, x2)|sW0(x1, x2)dx1dx2 ≤ C
∫
Rd1×Rd2
|G(x1, x2)|sW0(x1, x2)dx1dx2
for all weights W0 ∈ A∞,Rectangle(Rd1 × Rd2).
The case of (κ−1) iterated Lebesgue spaces, applied to the tuple (p˜2, p3, . . . , pκ)
for some 0 < p˜2 <∞ yields, for weights of the form w(x1, x2, . . . , xκ) = w˜2(x1, x2) ·
w3(x3) · . . . · wκ(xκ) so that w
pl
pκ
l ∈ A∞(Rdl) for all 3 ≤ l ≤ κ and w˜
p˜2
pκ
2 (x1, x2) ∈
A∞(Rd1+d2) the estimate
( ∫
Rd1+d2
. . .
( ∫
Rdκ
|f(x1, x2, . . . , xκ)|pκw(x1, . . . , xκ)dxκ
) pκ−1
pκ . . . dx1dx2
) 1
p˜2
≤ C ( ∫
Rd1+d2
. . .
( ∫
Rdκ
|g(x1, x2, . . . , xκ)|pκw(x1, . . . , xκ)dxκ
) pκ−1
pκ . . . dx1 dx2
) 1
p˜2 .
If the functions f and g and the weights w3, . . . , wκ are precisely those we started
with, we obtain, for any weight w˜2 so that w˜2(x1, x2)
p˜2
pκ ∈ A∞(Rd1+d2) the estimate
(83)∫
Rd1×Rd2
|F (x1, x2)|p˜2w˜2(x1, x2)dx1dx2 ≤ C
∫
Rd1×Rd2
|G(x1, x2)|p˜2w˜2(x1, x2)dx1dx2.
We want (82) for some 0 < s <∞ and all weightsW0(x1, x2) ∈ A∞,Rectangle(Rd1×
Rd2). Instead, the (k − 1) induction case yields the similar estimate (83) for any
0 < p˜2 < ∞ and any weight w˜2 so that w˜2(x1, x2)
p˜2
pκ ∈ A∞(Rd1+d2). We get the
desired estimate by choosing s = pκ and by noting that the class of weights for
which supremum over rectangles is finite is a subcollection the class of weights for
which supremum over cubes is finite:
A∞,Rectangle(Rd1 × Rd2) ⊂ A∞(Rd1+d2).

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Proof of the main Theorem 1.1. Now we want to deduce the general inequality
‖f‖LP (LQ) . ‖S(f)‖LP (LQ).
By extrapolating the scalar result of [DHLW12], we obtain the multiple vector-
valued estimate of (78). Then we apply Theorem 6.3 in the case of d = d1+. . .+dN
variables, to obtain the mixed-norm, multiple vector-valued result.
6.2. Obtaining the weighted result by using the helicoidal method. As
previously mentioned, we can obtain the weighted result directly from a sparse
domination estimate, which follows from a local maximal inequality. A similar
strategy was used in [BM17b].
6.2.1. The Localization Lemma. For the weighted result, it is more suitable to
work with locally integrable functions than with characteristic functions, the rea-
son being that the characteristic function cannot play the role of an A∞ weight.
We recall a few notations, for convenience:
Notation:. If I is a collection of cubes in Rd and I0 ⊆ Rd is a fixed dyadic cube,
then
I(I0) := {I ∈ I : I ⊆ I0} and I+(I0) := I(I0) ∪ {I0}.
For any cube I ⊂ Rd, χ˜I(x) denotes a function that decays fast away from I:
(84) χ˜I(x) :=
(
1 +
dist(x, I)
|I|
)−M
,
where M can be as large as we wish.
Remark 6.4. For statements involving a weight w ∈ A∞, the decaying factor M
in the definition (84) might depend on w. More exactly, if w ∈ A∞, then we know
that w ∈ Aqw for some qw > 1; we will need, in certain situations, to make sure
that d qw < M .
Lemma 6.5. Let 0 < p ≤ 1. Let I be a finite collection of dyadic squares in
Rd, I0 a fixed dyadic square, f : Rd → C a Schwartz function, and w a locally
integrable, positive function. Then
(85)∥∥ ∑
I∈I(I0)
〈f, φ1I〉φ2I
∥∥p
Lp(w)
.
(
sup
J1∈I(I0)
1
|J1|
1
p1
∥∥∥( ∑
I∈I(I0)
I⊆J1
|〈f, φ1I〉|2
|I| ·1I
) 1
2
∥∥∥
p1
)p (
sup
J2∈I+(I0)
1
|J2|
∫
R
w·χ˜J2dx
)·|I0|,
with an implicit constant independent on the collection I and on the functions f
and w.
Proof. If 0 < p < 1, then ‖ · ‖pp is subadditive. In this case, we have for some
0 < τ <∞
1
p
= 1 +
1
τ
.
First, we note that
∥∥ ∑
I∈I(I0)
〈f, φ1I〉φ2I
∥∥
Lp(w)
=
∥∥( ∑
I∈I(I0)
〈f, φ1I〉φ2I
) · w 1p∥∥
Lp
. We
let v1 := w and v2 := w
1
τ , so that
w
1
p = v1 · v2 and
∥∥ ∑
I∈I(I0)
〈f, φ1I〉φ2I
∥∥
Lp(w)
=
∥∥( ∑
I∈I(I0)
〈f, φ1I〉φ2I
)
v1 · v2
∥∥
Lp
.
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We also use the previous decomposition (28) φ2I(x) :=
∑
`≥0
2−
`M
2 φ˜2I,`(x), so that
it suffices to show instead of (85) the similar inequality, for every ` ≥ 0:
(86)
‖(
∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,`) v1·v2‖pLp . 210` d p
(
sup
J1∈I(I0)
1
|J1|
1
p1
∥∥∥( ∑
I∈I(I0)
I⊆J1
|〈f, φ1I〉|2
|I| ·1I
) 1
2
∥∥∥
p1
)p (
sup
J2∈I+(I0)
1
|J2|
∫
Rd
w·χ˜J2dx
)p·|I0|.
We recall that the families
(
φ˜2I,`
)
I∈I are all lacunary, L
2-normalized, and supp φ˜2I,` ⊆
2`I for all I ∈ I. As before, we only present the case ` = 0, since the general case
follows from almost identical arguments.
By Ho¨lder’s inequality and the fact that all the functions φ˜2I,0 are supported on
I ⊆ I0, we have
(87)
∥∥( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,0
)
v1 · v2
∥∥
Lp
.
∥∥( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,0
)
v1
∥∥
L1
· ‖v2 · 1I0‖τ .
The first expression can be rewritten as∫
Rd
( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,0(x)
)
v1(x) · g(x)dx =
∑
I∈I(I0)
〈f, φ1I〉 〈v1 · g, φ˜2I,0〉,
for a certain function g ∈ L∞ satisfying ‖g‖∞ = 1. Next, we will introduce square
functions in order to make use of John-Nirenberg inequality([MS13, Theorem2.7]):
|
∑
I∈I(I0)
〈f, φ1I〉 〈v1 · g, φ˜2I,0〉| =
∣∣∣ ∫
Rd
∑
I∈I(I0)
〈f, φ1I〉
|I|1/2 · 1I(x)
〈v1 · g, φ˜2I,0〉
|I|1/2 · 1I(x)dx
∣∣∣
. 1|I0|1/2
∥∥∥( ∑
I∈I(I0)
I⊆I0
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
2
· 1|I0|1/2
∥∥∥( ∑
I∈I(I0)
I⊆I0
|〈v1 · g, φ˜2I,0〉|2
|I| · 1I
) 1
2
∥∥∥
2
· |I0|
.
(
sup
J1∈I(I0)
1
|J1|
1
p1
∥∥∥( ∑
I∈I(I0)
I⊆J1
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
) · ( sup
J2∈I+(I0)
1
|J2|
1
p2
∥∥∥( ∑
I∈I(I0)
I⊆J2
|〈v1 · g, φ˜2I,0〉|2
|I| · 1I
) 1
2
∥∥∥
p2,∞
) |I0|,
for any 0 < p1, p2 <∞.
Setting p2 = 1 and using the L
1 7→ L1,∞ boundedness of the square function
(see also [MS13, Lemma 2.13]) we obtain∥∥( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,`
)
v1
∥∥
L1
.
(
sup
J1∈I(I0)
1
|J1|
1
p1
∥∥∥( ∑
I∈I(I0)
I⊆J1
|〈f, φ1I〉|2
|I| ·1I
) 1
2
∥∥∥
p1
)·( sup
J2∈I+(I0)
1
|J2|
∫
Rd
v1·χ˜J2dx
)·|I0|.
Recalling that v1 = w and ‖v2 ·1I0‖τ =
( 1
|I0|‖w ·1I0‖1
) 1
τ · |I0| 1τ , the above estimate
and (87) imply that∥∥( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,0
)
v1 · v2
∥∥
Lp
.
(
sup
J1∈I(I0)
1
|J1|
1
p1
∥∥∥( ∑
I∈I(I0)
I⊆J1
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
)
· ( sup
J2∈I+(I0)
1
|J2|
∫
Rd
w · χ˜J2dx
) · |I0| · ( 1|I0|‖w · 1I0‖1) 1τ · |I0| 1τ .
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Raising the inequality to power p we obtain exactly the inequality (86) in the case
` = 0.
For ` ≥ 1, the difference will consist in replacing (87) by∥∥( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,`
)
v1·v2
∥∥
Lp
.
∥∥( ∑
I∈I(I0)
〈f, φ1I〉 φ˜2I,`
)
v1
∥∥
L1
·2 `M1τ ( 1|I0|
∫
Rd
vτ2 ·χ˜I0dx
) 1
τ
and using the L1 7→ L1,∞ boundedness of the modified square function
g 7→ ( ∑
I∈I(I0)
I⊆J2
|〈g, φ˜2I,`〉|2
|I| · 1I
) 1
2 ,
which satisfies the same Lp estimates as the classical disretized square function of
[MS13], uniformly in ` ≥ 0.
The inequality stays true if p = 1; in that case τ = ∞ and there will not be a
second term on the right hand side of (87). 
Remark 6.6. This should be compared to the maximal inequality in Theorem 19
of [BM17b].
6.2.2. The stopping time. Further, Theorem 12 in [BM17b] explains how to deduce
sparse estimates from a local estimate such as (85) of Lemma 6.5. The procedure
in [BM17b] is stated for averages of functions, but the same is true when averages
of square functions are concerned.
A similar algorithm, based on the helicoidal method, was used in [BB17], to
deduce a sparse domination by averages of localized square functions result.
Theorem 6.7. Let I be a collection of dyadic squares, 0 < p <∞ and w a posi-
tive, locally integrable function. Then, for any p > 0 and any Schwartz function
f , there exists a sparse collection S of cubes (which depends on the functions f, w,
the exponent p) so that
(88)
‖(∑
I∈I
〈f, φ1I〉φ2I
)·w 1p ‖pp .∑
Q∈S
( 1
|Q| 1p1
∥∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| ·1I
) 1
2
∥∥∥
p1
)p·( 1|Q|
∫
Rd
w1+p χ˜Q dx
) 1
1+p ·|Q|.
However, if 0 < p ≤ 1, the above inequality is true for p = 0.
Proof. We briefly sketch the proof for completeness, first in the case 0 < p ≤ 1:
per usual, the collection S := ⋃
k≥0
Sk, where the cubes in the sub-collection Sk+1
are to be understood as the “descendants” of the dyadic cubes in the previous
generation Sk:
Sk+1 :=
⋃
Q∈Sk
chS(Q).
To every Q ∈ S, we also associate a subcollection IQ ⊆ I of cubes so that
I :=
⋃
Q∈S
IQ
represents a partition of the initial collection I.
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The bottom-most collection S0 will consist of the maximal dyadic cubes of the
collection I:
S0 := {Q ∈ I : Q maximal with respect to inclusion }.
Next, we assume that S0,S1 up to Sk are known and we will show how to
construct Sk+1, and for every Q0 ∈ Sk, the collections IQ0 .
If Q0 ∈ Sk, then we define
EQ0 : =
{
x ∈ Q0 :
( ∑
I∈I
I⊆Q0
|〈f, φ1I〉|2
|I| 1I(x)
) 1
2
> C
1
|Q0|
1
p1
∥∥∥( ∑
I∈I
I⊆Q0
|〈f, φ1I〉|2
|I| 1I
) 1
2
∥∥∥
p1
}(89)
∪ {x ∈ Q0 : M(w · χ˜I0)(x) > C 1|Q0|
∫
Rd
w · χ˜Q0(y)dy
}
.
It is not difficult to see that, if we choose C > 0 large enough, |EQ0 | >
|Q0|
2
.
Then chS(Q0) will consist of a maximal covering of EQ0 by dyadic cubes:
chS(Q0) := {Q dyadic cube : Q ⊆ EQ0 , maximal with respect to inclusion}
and also, as already stated, Sk+1 :=
⋃
Q0∈Sk
chS(Q0).
On the other hand, for every Q0 ∈ Sk, we define
IQ0 := {I ∈ I : I ⊆ Q0, I * EQ0}.
In consequence, every I ∈ IQ0 has the property that either it is disjoint from the
intervals in chS(Q0), or, if Q ∈ chS(Q0) and I ∩ Q 6= ∅, then necessarily Q ( I.
This implies in particular that the localized square function
(90) SIQ0f(x) :=
( ∑
I∈IQ0
I⊆Q0
|〈f, φ1I〉|2
|I| 1I(x)
) 1
2
is constant on each Q ∈ chS(Q0) and moreover, for every x ∈ EQ0 ,
SIQ0f(x) .
1
|Q0|
1
p1
∥∥∥( ∑
I∈I
I⊆Q0
|〈f, φ1I〉|2
|I| 1I
) 1
2
∥∥∥
p1
.
The same inequality remains true outside of EQ0 , by the definition (89). So that
we have, for every J1 ∈ IQ0
1
|J1|
1
p1
∥∥∥( ∑
I∈IQ0
I⊆J1
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
. 1
|Q0|
1
p1
∥∥∥( ∑
I∈I
I⊆Q0
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
.
Also, all J2 ∈ IQ0 intersect {x ∈ Q0 : M(w · χ˜I0)(x) > C
1
|Q0|
∫
Rd
w · χ˜Q0(y)dy}c,
which implies
sup
J2∈I+Q0
1
|J2|
∫
Rd
w · χ˜J2dx .
1
|Q0|
∫
Rd
w · χ˜Q0 dx
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Using the subadditivity of ‖ · ‖pp and the result in Lemma 6.5, we have
‖(∑
I∈I
〈f, φ1I〉φ2I
) · w 1p‖pp .∑
Q∈S
‖( ∑
I∈IQ
〈f, φ1I〉φ2I
) · w 1p‖pp
.
∑
Q∈S
(
sup
J1∈IQ
1
|J1|
1
p1
∥∥∥( ∑
I∈IQ
I⊆J1
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
)p (
sup
J2∈I+Q
1
|J2|
∫
Rd
w · χ˜J2dx
) · |Q|
.
∑
Q∈S
( 1
|Q| 1p1
∥∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
)p · ( 1|Q|
∫
Rd
w · χ˜Q dx
) · |Q|.
If p > 1, we invoke a procedure that has already appeared in Proposition 20 of
our previous [BM17b]. In this situation, we can use duality:
‖(∑
I∈I
〈f, φ1I〉φ2I
) · w 1p‖p = ‖(∑
I∈I
〈f, φ1I〉φ2I
) · w 1p u‖1,
for some function u ∈ Lp′ with ‖u‖Lp′ = 1. Now we can apply the result of
Theorem 6.7 for p = 1 to deduce the existence of a sparse collection S so that
‖(∑
I∈I
〈f, φ1I〉φ2I
)·w 1p u‖1 .∑
Q∈S
( 1
|Q| 1p1
∥∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| ·1I
) 1
2
∥∥∥
p1
) ( 1
|Q|
∫
Rd
w
1
p u·χ˜Q dx
)·|Q|.
Ho¨lder’s inequality, first with respect to the measure χ˜Q dx and with exponents
p+  and (p+ )′ yields
‖(∑
I∈I
〈f, φ1I〉φ2I
) · w 1p u‖1 . ∑
Q∈SS
( 1
|Q| 1p1
∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥
p1
)
( 1
|Q|
∫
Rd
w
p+
p · χ˜Q dx
) 1
p+
( 1
|Q|
∫
Rd
u(p+)
′ · χ˜Q dx
) 1
(p+)′ · |Q|.
Then we use again Ho¨lder’s inequality with respect to the discrete measure `p(S)
to estimate the above expression by(∑
Q∈S
( 1
|Q| 1p1
∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥
p1
)p ( 1
|Q|
∫
Rd
w
p+
p · χ˜Q dx
) p
p+ · |Q|
) 1
p
·
(∑
Q∈S
( 1
|Q|
∫
Rd
u(p+)
′ · χ˜Q dx
) p′
(p+)′ · |Q|
) 1
p′
.
For the last term, use take advantage of the sparseness property, more exactly,
we use the disjointness of the sets {E(Q)}Q∈S :(∑
Q∈S
( 1
|Q|
∫
Rd
u(p+)
′ · χ˜Q dx
) p′
(p+)′ · |Q|
) 1
p′ .
(∑
Q∈S
( 1
|Q|
∫
Rd
u(p+)
′ · χ˜Q dx
) p′
(p+)′ · |E(Q)|
) 1
p′
.
∥∥M(p+)′u∥∥p′ . ‖u‖p′ = 1.
We are losing an  (as small as we wish) in making sure that the maximal operator
M(p+)′ is bounded on L
p′ . We can choose  so that p =
p+ 
p
. 
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Such a sparse estimate allows us to recover the weighted estimates from [DHLW12],
in the one-parameter case.
Proposition 6.1. Let 0 < p < ∞, w ∈ A∞ and f a Schwartz function on Rd;
then
(91) ‖f‖Lp(w) . ‖Sf‖Lp(w).
Proof. The weighted estimate follows easily once we prove a strengthening of the
sparse estimate (88): there exists a sparse collection of dyadic cubes S so that
(92) ‖(∑
I∈I
〈f, φ1I〉φ2I
) · w 1p‖pp .∑
Q∈S
( 1
|Q| 1p1
∥∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
)p
w(E(Q)).
If such an estimate were true, we could deduce that
‖(∑
I∈I
〈f, φ1I〉φ2I
)‖pLp(w) .∑
Q∈S
(
inf
y∈Q
M(|S f |p1)(y)) pp1 · w(E(Q)),
and in consequence,
‖
∑
I∈I
〈f, φ1I〉φ2I‖pLp(w) .
∫
Rd
M(|S f |p1)(x)) pp1 w(x) dx.
So far, no information was required on p1; it suffices to choose p1 < p and so
that w ∈ A p
p1
(this will assure that M is bounded on L
p
p1 (w)) to obtain that
‖
∑
I∈I
〈f, φ1I〉φ2I‖Lp(w) . ‖Sf‖Lp(w).
This is possible since w ∈ A∞ =
⋃
q>1
Aq. The final inequality (91) is deduced
thanks to formula (13).
We are left with showing how (88) implies (92). We recall that( 1
|Q|
∫
Rd
w1+p χ˜Q dx
) 1
1+p ≤
∑
`≥0
2−`M
( 1
|Q|
∫
2`Q
w1+p dx
) 1
1+p ≤
∑
`≥0
2−`M2
`d
1+p
( 1
|2`Q|
∫
2`Q
w1+p dx
) 1
1+p .
Now we use the Reverse Ho¨lder property of the weight w: there exists w so
that ( 1
|2`Q|
∫
2`Q
w1+w dx
) 1
1+w . 1|2`Q|
∫
2`Q
w dx.
If we pick p < w, then the L
1+p average in (88) can be replaced by an L1
average (note that, for 0 < p ≤ 1, we have from the start p = 0). Hence, we have
‖(∑
I∈I
〈f, φ1I〉φ2I
) · w 1p ‖pp .∑
`≥0
2−`M2
`d
1+p
∑
Q∈S
( 1
|Q| 1p1
∥∥∥(∑
I∈I
I⊆Q
|〈f, φ1I〉|2
|I| · 1I
) 1
2
∥∥∥
p1
)p
2−`dw(2`Q).
All we need to do is compare w(2`Q) and w(E(Q)). We know that |Q| <
2 |E(Q)| and w ∈ A∞. Then w ∈ Aqw for some qw > 1 and in consequence (see
inequality (7.2) of [D01])
w(2`Q)
( |E(Q)|
|2`Q|
)
. w(E(Q)) ⇐⇒ w(2`Q) . 2` d qww(E(Q)).
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If M , the decaying exponent of the auxiliary weights χ˜Q (see Definition 84)
satisfies d qw < M , then we can sum in ` ≥ 0 and we are done. Since M can be as
large as we wish, we can arrange for this condition to be satisfied. 
We note that the sparse domination result (88) of Theorem 6.7 implies, for any
collection I of dyadic squares and any fixed dyadic square I0:
(93) ‖( ∑
I∈I(I0)
〈f, φ1I〉φ2I
)‖pLp(w) . ( sup
J2∈I+(I0)
1
|J2|
∫
Rd
w(x) χ˜J2dx
) ∥∥SI(I0)f∥∥pp.
This observation will be useful shortly, as we will show that it is possible to prove
a multiple vector-valued, weighted result without making use of extrapolation.
Proposition 6.2. Let 0 < p < ∞, 0 < Q < ∞ and w ∈ A∞; then for any
LQ-valued Schwartz function f on Rd, we have
‖f‖Lp(LQ;dw) . ‖S f‖Lp(LQ;dw).
The proof combines together all the previous techniques used for deducing mul-
tiple vector-valued estimates in Section 4 and weighted estimates. We sketch the
proof of the crucial maximal inequality (the equivalent of (85) of Lemma 6.5) in
the case of `q-valued functions, where q < 1. The case q ≥ 1 is in fact easier, since
duality is available. The general multiple vector-valued case, corresponding to a
general n-tuple Q, follows by induction over n.
Lemma 6.8. Let 0 < q < 1 and 0 < p ≤ q; let I be a finite collection of dyadic
squares in Rd, I0 a fixed dyadic square, f : Rd → C a Schwartz function and w a
locally integrable, positive function. Then for any 0 < p1 <∞,
∥∥(∑
k
∣∣ ∑
I∈I(I0)
〈fk, φ1I〉φ2I
∣∣q) 1q ∥∥
Lp(w)
(94)
.
(
sup
J1∈I(I0)
1
|J1|
1
p1
∥∥∥(∑
k
|( ∑
I∈I(I0)
I⊆J1
|〈fk, φ1I〉|2
|I| · 1I
) q
2
) 1
q
∥∥∥
p1
) (
sup
J2∈I+(I0)
1
|J2|
∫
R
w · χ˜J2dx
) 1
p · |I0| 1p ,
with an implicit constant independent of the collection I and of the functions f
and w.
Proof. We note that ‖·‖pLp(`q ;dw) is subadditive, and hence, using the decomposition
(28),∥∥(∑
k
∣∣ ∑
I∈I(I0)
〈fk, φ1I〉φ2I
∣∣q) 1q∥∥p
Lp(w)
.
∑
`≥0
2−` pM
∥∥(∑
k
∣∣ ∑
I∈I(I0)
〈fk, φ1I〉 φ˜2I,`
∣∣q) 1q∥∥p
Lp(w)
.
Since p ≤ q and all the functions φ˜2I,` are supported inside 2`I0:∥∥(∑
k
∣∣ ∑
I∈I(I0)
〈fk, φ1I〉 φ˜2I,`
∣∣q) 1q∥∥
Lp(w)
.
∥∥(∑
k
∣∣ ∑
I∈I(I0)
〈fk, φ1I〉 φ˜2I,`
∣∣q) 1q∥∥
Lq(w)
·‖12` I0‖Lτ (w),
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where 1
p
= 1
q
+ 1
τ
. For the first term on the right hand side, we use Fubini and the
known scalar version of Lemma 6.8 (more precisely, inequality (93) above):
∥∥(∑
k
∣∣ ∑
I∈I(I0)
〈fk, φ1I〉 φ˜2I,`
∣∣q) 1q ∥∥q
Lq(w)
=
∑
k
∥∥ ∑
I∈I(I0)
〈fk, φ1I〉 φ˜2I,`
∥∥q
Lq(w)
.
∑
k
∥∥SI(I0)fk∥∥qq ( sup
J2∈I+(I0)
1
|J2|
∫
Rd
w(x) χ˜J2dx
)
.
( 1
|I0|
1
q
∥∥(∑
k
|SI(I0)fk|q
) 1
q
∥∥
q
)q
· ( sup
J2∈I+(I0)
1
|J2|
∫
Rd
w(x) χ˜J2dx
) · |I0|
By a vector-valued version of John-Nirenberg’s inequality, which was also used
in proving the multiple vector-valued version of Theorem 1.1, the above can be
estimated by(
sup
J1∈I(I0)
1
|I0|
1
p1
∥∥(∑
k
|SI(I0)fk|q
) 1
q
∥∥
p1
)q
· ( sup
J2∈I+(I0)
1
|J2|
∫
Rd
w(x) χ˜J2dx
) · |I0|,
where 0 < p1 <∞ is any Lebesgue exponent.
On the other hand,
2−`pM/2‖12` I0‖pLτ (w) .
( 1
|I0|
∫
Rd
w(x) χ˜I0dx
) p
τ |I0|
p
τ .
After summing in ` ≥ 0, we get the inequality (94).

Applying the usual stopping time, the maximal inequality of Lemma 6.8 will
imply a vector-valued version of Theorem 6.7. We leave the details to the interested
reader. Although Lemma 6.8 is stated for p ≤ q, a vector-valued version of
Theorem 6.7 is valid for any Lebesgue exponents, as we can pass from lower
Lebesgue exponents to larger ones at the expense of loosing an .
6.2.3. The multi-parameter case. The multi-parameter version of Proposition 6.1
follows easily from the properties of the weights A∞,Rectangle(Rd1 × . . . × RdN ).
We will only illustrate the scalar bi-parameter case, but state the result in its
generality.
Proposition 6.3. Let 0 < p <∞, 0 < Q <∞; then for any w ∈ A∞,Rectangle(Rd1×
. . .× RdN ) and any LQ-valued Schwartz function f ,
‖f‖Lp(LQ)(w) ≤ C ‖Sd1 ⊗ . . .⊗ SdN (f)‖Lp(LQ)(w).
Proof. In fact, we will prove that
(95) ‖f‖Lp(w) ≤ C‖Sd1 ⊗ Sd2(f)‖Lp(w),
for any w ∈ A∞,Rectangle(Rd1 × Rd2). An important property of the weights in
the class A∞,Rectangle(Rd1 × . . . × RdN ) is that if we fix one of the variables, we
still obtain an A∞ weight in the other variable and we can use the one-parameter
result:
(96)
wy(x) = w(x, y) ∈ A∞(Rd1) for a.e. y ∈ Rd2 , wx(y) = w(x, y) ∈ A∞(Rd2) for a.e. x ∈ Rd2 .
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We start by fixing the variable y ; then fy(x) := f(x, y) is a function on Rd1 .
By Proposition 6.1,∫
Rd1
|f(x, y)|pw(x, y)dx .
∫
Rd1
|Sd1fy(x)|dx =
∫
Rd1
(∑
k
|Qk(fy)(x)|2
) p
2w(x, y)dx.
Above,
(97) Qk(fy)(x) := Q
1
kf(x, y) := Q
x
kf(y) :=
∫
Rd1
f(x− s, y)ψk(s)ds.
If we integrate with respect to y and use Fubini, we have∫
Rd1
∫
Rd2
|f(x, y)|pw(x, y)dydx .
∫
Rd1
∫
Rd2
(∑
k
|(Qxkf)(y)|2
) p
2w(x, y)dy dx.
Now we consider x fixed and we apply Proposition 6.1 (or more specifically an
`2-valued extension which follows also from a well-known result of Marcinkiewicz
and Zygmund [MZ39]) to the sequence of functions (Qxkf)k∈Z:∫
Rd2
(∑
k
|(Qxkf)(y)|2
) p
2w(x, y) dy .
∫
Rd2
(∑
k
|Sd2(Qxkf)(y)|2
) p
2w(x, y) dy =
∫
Rd2
(∑
k
|
∑
l
Ql(Q
x
kf)(y)|2
) p
2w(x, y) dy.
Here it is useful that we can interchange the role played by the variables: if x is
fixed, w(x, ·) is still an A∞ weight and vice-versa.
We need to understand the last expression:
Ql(Q
x
kf)(y) =
∫
Rd2
(Qxkf)(y−t)ψl(t)dt =
∫
Rd2
( ∫
Rd1
f(x−s, y−t)ψk(s)ds
)
ψl(t)dt = f∗(ψk⊗ψl)(x, y),
so that(∑
k
|Sd2(Qxkf)(y)|2
) p
2 =
(∑
k
|
∑
l
Ql(Q
x
kf)(y)|2
) 1
2 = Sd1 ⊗ Sd2(f)(x, y).
Integrating in x we obtain (95). Note that here it is important that we can use
Fubini, fix one of the variable and perform the usual one-parameter analysis; in
particular, the properties (96) are critical. For mixed-norm estimates most of the
weighted results are known only for weights that tensorize: w(x, y) = u(x) v(y),
the reason being that Fubini and property (96) do not hold any longer. 
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