Webs are combinatorial diagrams used to encode homomorphisms between representations of Lie (super)algebras and related objects. This paper extends the theory of webs to the quantum group of type Q. We define a monoidal supercategory of quantum type Q webs and show it admits a full, essentially surjective functor onto the monoidal supercategory of Uq(qn)-modules generated by the quantum symmetric powers of the natural representation and their duals. We also show that a certain subcategory of the web category is a ribbon category and discuss applications to the representation theory of Uq(qn) and to invariants of oriented, framed links.
1. Introduction 1.1. Background. Let q n denote the complex Lie superalgebra of type Q. In 1992 Olshanski introduced a corresponding quantized enveloping superalgebra, U q (q n ), over the field of rational functions C(q) [Ols92] . This is a Hopf superalgebra and so one can consider V ⊗d n , the d-fold tensor product of the natural supermodule for U q (q n ). At the same time Olshanski introduced the Hecke-Clifford superalgebra HC d (q), defined an action on V ⊗d n , and proved HC d (q) is in Schur-Weyl duality with U q (q n ). In this way Olshanski provided a quantized version of Sergeev's results for the complex Lie superalgebra q n [Ser84] . Generalizing Olshanski's work, Benkart-Guay-Jung-Kang-Wilcox introduced the quantum walled Brauer-Clifford superalgebra BC r,s (q), showed it acts on mixed tensor space V ⊗r n ⊗ (V * n ) ⊗s and again established a Schur-Weyl duality with U q (q n ) [BGJ + 16]. More recently Chang-Wang obtained a Howe duality for U q (q n ) [CW18] .
In a somewhat different direction, the authors of [GJKK10, GJK + 15] investigated the polynomial representations of U q (q n ). In particular, they proved these representations are semisimple, they admit a classical limit which yields the polynomial representations of q n , and their characters coincide with their classical limits. One of the main results of those papers is a theory of crystals (in the sense of Kashiwara) for polynomial representations which includes a combinatorial rule for tensor products. The polynomial representations of U q (q n ) were also studied in [GJKK17, DW18] .
Despite these important results, the representation theory of U q (q n ) is still mysterious. Even fundamental questions like the existence of canonical isomorphisms M ⊗ N → N ⊗ M for finite-dimensional U q (q n )supermodules remain open. For polynomial representations the fact M ⊗ N and N ⊗ M are isomorphic can be extracted from character considerations and the results of [GJKK10, GJK + 15]. However obtaining a canonical family of isomorphisms or, more generally, a universal R-matrix, remains an open problem. Similarly, there is little known about the characters of the non-polynomial simple supermodules, what happens when q is specialized to a root of unity, and so on.
1.2. Main Results. The category of finite-dimensional U q (q n )-supermodules is closed under tensor products and hence is a monoidal supercategory. Here the adjective "super" reflects the fact the Hom-spaces have a Z 2 = Z/2Z-grading and the category obeys a graded version of the interchange law. For details see (2.1) and the adjoining discussion. The main goal of the present paper is to provide a complete combinatorial model for several natural monoidal supercategories of representations for U q (q n ).
In Definition 5.2.1 we introduce a diagrammatic supercategory q-Web ↑ . It is defined as a monoidal supercategory via generators and relations. The objects are words from the set
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The generating morphisms are certain diagrams which we call dots, merges, and splits. The Z 2 -grading on morphisms is given by declaring dots to have parity1 and the merges and splits to have parity0. As customary for diagrammatic categories, composition is given by vertical concatenation and tensor product is given by horizontal concatenation. A diagram obtained by a finite sequence of these operations is called a web and a general morphism is a linear combination of webs. Note, our convention is to read diagrams from bottom to top. For example, the following web is a morphism from ↑ 4 ↑ 9 ↑ 6 ↑ 7 to ↑ 6 ↑ 5 ↑ 1 ↑ 4 ↑ 8 ↑ 2 : Morphisms are subject to an explicit list of diagrammatic relations. See Definition 5.2.1 for details.
Let S d q (V n ) denote the dth quantum symmetric power of the natural U q (q n )-supermodule V n . Let U q (q n ) -Mod S denote the full subcategory of finite-dimensional U q (q n )-supermodules consisting of arbitrary tensor products of S d q (V n ) for various d ≥ 0, where by definition S 0 q (V n ) is understood to be the trivial supermodule and S 1 q (V n ) ∼ = V n . Also, we have Λ d q (V n ) ∼ = S d q (V n ) for all d ≥ 0 so the quantum exterior powers are covered by our setup. In what follows it is convenient to write S ↑ d q (V n ) for S d q (V n ) and S ↓ d q (V n ) for the dual supermodule S d q (V n ) * . Our first main result is contained in Proposition 6.2.1 and Theorem 6.4.1 and shows there exists a full functor of monoidal supercategories, Ψ n : q-Web ↑ → U q (q n ) -Mod S , for every n ≥ 1. The functor is given on the object ↑ a :=↑ a1 · · · ↑ at by Ψ n (↑ a ) = S ↑a 1 q (V n ) ⊗ · · · ⊗ S ↑a t q (V n ). That is, there is a single diagrammatic category q-Web ↑ which describes tensor products of symmetric powers of the natural supermodule for U q (q n ) for all n ≥ 1.
In Definition 7.1.1 we introduce the diagrammatic supercategory of oriented webs, q-Web ↑↓ . It is again defined as a monoidal supercategory via generators and relations. Objects in q-Web ↑↓ are words from the set {↑ k , ↓ k | k ∈ Z ≥0 } . The generating morphisms are dots, merges, and splits, along with leftward oriented cups and caps. Dots are again declared to have parity1 and the other generating morphisms are declared to have parity0. Dots, merges, and splits satisfy the defining relations of q-Web ↑ . We require cups and caps to satisfy a straightening rule which makes ↑ k and ↓ k dual to each other (see (7.1)) and require clockwise oriented circles labelled by 1 to be equal to zero (see (7.5)). The final key relation is the requirement certain leftward oriented crossing morphisms be invertible (see (7.2)). That is, we assume the existence of additional generating morphisms which provide two-sided inverses to leftward crossings under composition. The existence of these inverses force the additional relations we require in q-Web ↑↓ .
Let U q (q n )-Mod S,S * be the full subcategory of finite-dimensional U q (q n )-supermodules consisting of arbitrary tensor products of S d q (V n ) for d ≥ 0 along with their duals. Extending the previous result, we prove in Theorem 8.1.1 the single diagrammatic category q-Web ↑↓ admits a full functor of monoidal supercategories Ψ n : q-Web ↑↓ → U q (q n )-Mod S,S * for every n ≥ 1. On generating objects the functor is given by Ψ n (↑ k ) = S ↑ k q (V n ) and Ψ n (↓ k ) = S ↓ k q (V n ) . Because Ψ n is monoidal, an arbitrary object in q-Web ↑↓ is then sent to the corresponding tensor product of S k q (V n )'s and their duals. For example, Ψ n (↓ 6 ↓ 2 ↑ 9 ) = S ↓6↓2↑9
Our third main result gives a precise description of the kernel of Ψ n . Namely, for a fixed n ≥ 1 set ℓ = (n + 1)(n + 2)/2. In Section 8.2 we fix a parity0 element e λ(n) ∈ End q-Web ↑ ↑ ⊗ℓ 1 ∼ = End q-Web ↑↓ ↑ ⊗ℓ 1 , which can be made explicit using the construction given in [JN99] (the isomorphism follows from Theorem 7.5.1.) Define q(n)-Web ↑ and q(n)-Web ↑↓ to be q-Web ↑ and q-Web ↑↓ , respectively, with the additional relation e λ(n) = 0.
In Theorem 8.2.2 we prove the functors Ψ n induce functors which we call by the same name, Ψ n : q(n)-Web ↑ → U q (q n ) -Mod S , Ψ n : q(n)-Web ↑↓ → U q (q n )-Mod S,S * .
Moreover, these functors are equivalences of monoidal supercategories. In short, q(n)-Web ↑ and q(n)-Web ↑↓ are complete combinatorial models for U q (q n ) -Mod S and U q (q n )-Mod S,S * , respectively. Before describing some applications of our main theorems, we would like to mention we first learned the trick of defining monoidal categories via inverting morphisms from Jon Brundan. Certainly the definition of our diagrammatic categories, many of the diagrammatic calculations, and the verification of the existence of the functors Φ n would all be much less pleasant if we were to instead use the full set of relations implied by this inversion. We also remark our webs are analogous to those used elsewhere in the literature to describe monoidal (super)categories. For example, see [CKM14, TVW17, RT16] and the references therein for recent examples. While some of our results and calculations have obvious parallels with those in the literature, we also encounter new difficulties which require different techniques.
1.3. Applications. Given a tuple of nonnegative integers c = (c 1 , . . . , c t ), set |c| = c 1 + · · · + c t and let | c = | c1 | c2 · · · | ct be an object of q-Web ↑↓ , where | denotes either a ↑ or ↓. In Theorem 8.4.1 we prove the map induced by the functor,
is a surjective superalgebra homomorphism. Moreover this map is an isomorphism whenever |c| < (n+1)(n+ 2)/2. When the object is ↑ k 1 , then by Proposition 6.3.2 the superalgebra End q-Web ↑↓ ↑ k 1 is isomorphic to the Hecke-Clifford superalgebra. When it is ↑ r 1 ↓ s 1 , then by Theorem 8.4.3 the superalgebra End q-Web ↑↓ (↑ r 1 ↓ s 1 ) is isomorphic to the quantum walled Brauer-Clifford superalgebra. In this way our results generalize those of [Ols92, BGJ + 16]. Moreover, in these cases our bound on when Ψ n is an isomorphism is sharp and improves on those given previously. It would be interesting to describe other endomorphism superalgebras in q-Web ↑↓ , say by generators and relations.
Let q-Web ↑↓,ev be the subcategory consisting of all objects and all morphisms which can be written as a linear combination of webs with no dots. We prove in Theorem 7.3.1 this is a ribbon category. Pushing this structure forward with the functor Ψ n yields a ribbon category of U q (q n )-supermodules. In particular, for any two tuples of nonnegative integers a and b we have isomorphisms | a ⊗ | b → | b ⊗ | a in q-Web ↑↓ . Thus we may apply the functor Ψ n to obtain an isomorphism
. This gives isomorphisms for all U q (q n )-supermodules which are arbitrary tensor products of symmetric powers of the natural supermodule and their duals. As far as we are aware this is the first instance of canonical braiding-type isomorphisms for U q (q n )-supermodules beyond tensor products of the natural supermodule and its dual. Moreover, as these are not necessarily polynomial supermodules, this establishes isomorphisms not covered by the results of [GJKK10, GJK + 15].
Given a ribbon category such as q-Web ↑↓,ev there are established techniques for defining invariants of oriented, framed links and other objects in low-dimensional topology (e.g. see [Tur94] ). As a consequence of setting the clockwise oriented circle equal to zero in relation (7.5), the objects in q-Web ↑↓,ev have categorical dimension zero and, hence, give trivial invariants. Undaunted, we show there are two ways to obtain nontrivial invariants from q-Web ↑↓,ev . In Section 8.5 we prove q-Web ↑↓,ev admits an essentially unique family of modified traces in the sense of [GKPM11] . Using these we describe how to define topological invariants. In particular, we explain how to recover the colored HOMFLY-PT polynomials where edges are colored by partitions with one part. In Section 8.6 we see we could choose to omit the left relation in (7.5) and instead declare the clockwise oriented circle equal to 2/(q − q −1 ). This specialization defines a monoidal supercategory which, while no longer related to the representations of U q (q n ), does naturally lead to a ribbon category with nonzero categorical dimensions and, hence, to nontrivial topological invariants. We leave calculating these invariants as an open question. Interestingly, the calculations in Section 8.6 show 0 and 2/(q − q −1 ) are the only possible specialization of the clockwise oriented circle labelled by 1.
Notation and Preliminaries
2.1. Notation and Preliminaries. Unless otherwise stated, the ground field is K = C((q)) the field of formal Laurent series in the variable q. In Section 8.3 we will describe how to obtain our main results over C(q). We fix a primitive fourth root of unity √ −1 ∈ C. For short we setq = q − q −1 . Given positive integers a, b and t ∈ K not a root of unity, define elements of K by
When t = q these are the quantum integers, factorials, and binomial coefficients, respectively. Unless otherwise stated, throughout we work in the category of K-superspaces, svec, where by definition a superspace is a Z 2 -graded K-vector space. We refer to the degree of a homogeneous element w ∈ W = W0⊕W1 as its parity and write |w| ∈ Z 2 for the parity. An element of W0 (resp. W1) is often called even (resp. odd ) for short. We view K as a superspace concentrated in parity0. Given two superspaces V and W , the space of K-linear maps Hom
We assume the reader is familiar with the basics of super mathematics and the use of the sign rule: whenever two homogenous elements trade positions in a formula, a sign given by the product of the parities of the elements should be included. For example, if A and B are superalgebras, then A ⊗ B is again a superalgebra with the product given by (a 1 ⊗ b 1 )(a 2 ⊗ b 2 ) = (−1) |a2||b1| a 1 a 2 ⊗ b 1 b 2 for all homogeneous a 1 , a 2 ∈ A and b 1 , b 2 ∈ B. Similarly, the braiding isomorphism V ⊗ W → W ⊗ V in the category of Ksuperspaces is given by the graded flip map v ⊗ w → (−1) |v||w| w ⊗ v for all homogeneous v ∈ V and w ∈ W . Here and elsewhere unlabelled tensor products are taken over the relevant ground field. Also, as we did here, we commonly give a formula for homogeneous elements only. The general case is obtained by linearity.
By a supercategory we mean a category enriched in svec. Similarly, a superfunctor is a functor enriched in svec. Unless otherwise stated, all functors in this paper will be superfunctors which preserve the parity of homogeneous morphisms. Given two supercategories A and B, there is a supercategory A ⊠ B whose objects are pairs (a, b) of objects a ∈ A and b ∈ B and whose morphisms are given by the tensor product of superspaces Hom A⊠B ((a, b), (a ′ , b ′ )) = Hom A (a, a ′ ) ⊗ Hom B (b, b ′ ) with composition defined using the braiding in svec.
By a monoidal supercategory we mean a supercategory A equipped with a functor − ⊗ − : A ⊠ A → A, a unit object 1, and even supernatural isomorphisms
called coherence maps satisfying certain axioms analogous to the ones for a monoidal category. In particular, if f and g are homogenous morphisms in a monoidal supercategory, then the super-interchange law is the identity
A monoidal supercategory is called strict if its coherence maps are identities. A monoidal functor between two monoidal supercategories A and B is a functor F : A → B equipped with an even supernatural isomorphism (F −) ⊗ (F −) ∼ −→ F (− ⊗ −) and an even isomorphism 1 B ∼ −→ F 1 A satisfying axioms analogous to the ones for a monoidal functor.
3. The quantized enveloping superalgebra of type Q 3.1. The Lie superalgebra q n . For n ≥ 1, define an index set I n|n = {±i | 1 ≤ i ≤ n}. Given i ∈ I n|n , define its parity |i| ∈ Z 2 by |i| =0 if i > 0, and |i| =1 otherwise. We also order I n|n via the usual ordering on integers. Fix a complex superspace V = V0 ⊕ V1 with dim C (V0) = dim C (V1) = n. Fix a homogeneous basis v i | i ∈ I n|n for V with |v i | = |i| for all i ∈ I n|n . Realized as matrices with respect to our choice of basis, q n is the set of all 2n × 2n matrices of the following form:
The Z 2 -grading is given by declaring q n,0 (resp. q n,1 ) to be the subspace of all such matrices with B = 0 (resp. A = 0). The Lie bracket is given by the graded commutator bracket. That is, for homogeneous x, y ∈ q n , [x, y] = xy − (−1) |x||y| yx. Observe q n has a homogenous basis given by e0 i,j := e i,j + e −ı,− and e1 i,j := e −ı,j + e i,− for 1 ≤ i, j ≤ n, where e i,j denotes the corresponding matrix unit for all i, j ∈ I n|n .
Observe, |e ε i,j | = ε for all 1 ≤ i, j ≤ n and ε ∈ Z 2 . Fix the Cartan subalgebra of h ⊆ q n consisting of matrices as in (3.1) with A and B diagonal. For i = 1, . . . , n, let ε i : h0 → C be defined by ε i (e0 j,j ) = δ i,j . Then ε 1 , . . . , ε n gives a basis for h * 0 . It is convenient for later calculations to set the notation ε −i = ε i for any i ≥ 0. Define a bilinear form on
Fix the Borel subalgebra b ⊆ q n consisting of matrices as in (3.1) with A and B upper triangular. Corresponding to our choices the set of roots, positive roots, and simple roots are
where the action of U (q n ) on M is compatible with grading in the sense that if x ∈ U (q n ) r and m ∈ M s , then x.m ∈ M r+s . We allow for all U (q n )-supermodule homomorphisms, not just those which preserve the Z 2 -grading. However, using the rule for superspaces (see Section 2.1) there is a Z 2 -grading on Hom-spaces which makes the category of U (q n )-supermodules a supercategory. Since U (q n ) is a Hopf superalgebra the category of U (q n )-supermodules is a monoidal supercategory.
3.2. The quantized enveloping superalgebra U q (q n ). For n ≥ 1 let U q (q n ) denote the quantized enveloping algebra of the Lie superalgebra q n . This is an associative K-superalgebra originally defined by Olshanski in [Ols92] . We describe it using the presentation given in [GJK + 15]. As an associative algebra U q (q n ) has homogeneous generators E i ,Ē i , F i ,F i (1 ≤ i ≤ n − 1) and K j , K −1 j ,K j (1 ≤ j ≤ n). The generators E i , F i , K j , K −1 j are even, and their barred counterpartsĒ i ,F i ,K j are odd. The generators satisfy a rather lengthy list of relations which we omit; see [GJK + 15, Definition 1.1] for details. We will introduce an idempotent version in Section 4.1. When comparing our algebra to the one in [GJK + 15] the reader should note we write K ±1 i andK i for their elements q ±ki and kī, respectively. It is also useful to note it is remarked at the end of [GJK + 15, Definition 1.1] that U q (q n ) is generated by its even generators together withK 1 . In particular, superalgebra homomorphisms need only be specified on this smaller list of generators.
By definition, the natural supermodule for U q (q n ) is the K-superspace, V n = V q,n , with fixed homogeneous basis v i | i ∈ I n|n and Z 2 -grading given by |v i | = |i| for all i ∈ I n|n . The action of the generators of U q (q n ) are given by:
As shown in [Ols92] , the superalgebra U q (q n ) is actually a Hopf superalgebra. The coproduct ∆ : U q (q n ) → U q (q n ) ⊗ U q (q n ), counit ε : U q (q n ) → K, and antipode S : U q (q n ) → U q (q n ) are given as follows. In the presentation used here the coproduct given on the generators of U q (q n ) by:
The value of the coproduct on the other odd generators is rather complicated (see [GJKK10, Section 2]). Since we will not need these values, we omit them. The counit is given by
The value of the antipode on the generators is given by:
Again, the value of the antipode on the other generators is complicated and not needed for our purposes so we omit them. We remind the reader the map S is an anti-automorphism of superalgebras, meaning S(ab) = (−1) |a||b| S(b)S(a) for all homogeneous a, b ∈ U q (q n ). As we do for U (q n ), when studying U q (q n )-supermodules we consider all supermodule homomorphisms, not just those which preserve the Z 2 -grading. Using the same rule as for K-superspaces (see Section 2.1) there is a Z 2 -grading on the Hom-spaces for the category of U q (q)-supermodules which makes it a supercategory. Moreover, the Hopf superalgebra structure on U q (q n ) makes this a monoidal supercategory.
A check using the presentation in [GJK + 15] verifies there is a superalgebra homomorphism τ : U q (q n ) → U q (q n ) given on generators by:
Since τ has order four it is an isomorphism. Moreover τ satisfies ∆
Given a U q (q n )-supermodule M we can define a new action by x · τ m = τ (x)m for all x ∈ U q (q n ) and m ∈ M . This equips the superspace M with a new U q (q n )-supermodule structure. We call the resulting supermodule the τ -twist of M and denote it by M τ .
Since the antipode S also satisfies ∆
3.3. Polynomial Representations of U (q n ). Let T q denote the category of polynomial representations of U q (q n ). By definition this is the full Serre subcategory generated by all finite-dimensional U q (q n )supermodules whose composition factors appear as composition factors of V ⊗d q for various d ≥ 0 (where V ⊗0 q = K is the trivial supermodule by definition). The Cartan subalgebra of U q (q n ) is defined to be the subsuperalgebra generated by K ±1 i ,K i for i = 1, . . . , n. Given a polynomial representation M and λ ∈ X(T n ), the λ-weight space of M with respect to this choice of Cartan subalgebra is
For any polynomial supermodule M we have
Given λ = n i=1 λ i ε i ∈ X(T ) ≥0 , define the total weight of λ to be |λ| = n i=1 λ i . Given d ≥ 0 we say a supermodule in T q is a polynomial representation of degree d if all of its weights have total weight d. This is equivalent to requiring the composition factors which occur in M also occur in V ⊗d n . Recall, if d ≥ 0, then a partition of d is a weakly decreasing sequence of nonnegative integers which sums to d. A partition is strict if the positive integers strictly decrease. Let Λ + n denote the set of strict partitions with no more than n nonzero parts. We identify Λ + n as a subset of X(T ) via the map (λ 1 , . . . , λ n ) → n i=1 λ i ε i . Combining results from [GJKK10, GJK + 15] we have the following theorem. When comparing with the results therein, the reader is reminded we are working over the field of formal Laurent series. (a.) The category T q is completely reducible and the Hopf superalgebra structure on U q (q n ) makes T q into a monoidal supercategory. (b.) For each λ ∈ Λ + n there exists a simple U q (q n )-supermodule labelled by λ, L q (λ) = L q,n (λ). The set L q (λ) | λ ∈ Λ + n is a complete irredundant set of simple supermodules in T q . (c.) Each L q (λ) admits a q = 1 specialization, L q=1 (λ), which is a U (q n )-supermodule and the characters and dimensions of L q (λ) and L q=1 (λ) coincide. Moreover, L q=1 (λ) is isomorphic to L(λ), the simple U (q n )-supermodule labelled by λ.
(d.) Supermodules in T q are completely determined by their characters. In particular, the multiplicity of L q (ν) in L q (λ) ⊗ K L q (µ) equals the multiplicity of L(ν) as a summand of L(λ) ⊗ C L(µ).
If M is a polynomial supermodule of U q (q n ), the antipode S of U q (q n ) affords a supermodule structure on the dual space M * = Hom K (M, K) and, in turn, on M ⋆ := (M * ) τ . Explicitly, the action of a homogeneous x ∈ U q (q n ) on a homogeneous f ∈ M ⋆ is given by (xf )(v) = (−1) |x||f | f (S(τ (x))v). Since the characters of M ⋆ and M coincide, the following is immediate from the fact polynomial representations are completely reducible and the simple supermodules in T q are determined by their characters.
3.4. Schur-Weyl-Sergeev-Olshanski Duality. If A and B are split semisimple superalgebras and S and T are simple A-and B-supermodules, respectively, then their outer tensor product, S ⊠ T , is the direct sum of at most two simple A ⊗ B-supermodules and all summands are isomorphic. As a matter of notation we write S ⊛ T for the simple A ⊗ B-supermodule which appears as a direct summand in S ⊗ T .
For each k ≥ 1 Olshanski introduced the Hecke-Clifford superalgebra HC k (q) and showed it satisfies a double centralizer theorem with respect to the U q (q n )-supermodule V ⊗k n [Ols92] . By definition it is the associative K-superalgebra generated by the elements T 1 , . . . , T k−1 , c 1 , . . . , c k subject to the relations listed in Lemma 5.4.2. The Z 2 -grading is given by declaring T 1 , . . . , T k−1 to be even and c 1 , . . . , c k to be odd. The following theorem summarizes the results we will need.
Theorem 3.4.1. Let k ≥ 1 be fixed.
(a.) There is a surjective superalgebra homomorphism
This map is an isomorphism if n ≫ k.
5)
where Λ + n,k is the set of all strict partitions of k with not more than n parts, and where
is the set of simple HC k (q)-supermodules appearing in V ⊗k n . Proof. These results are already known so we only point to the relevant places in the literature. Statement (a.) can be found in [BGJ + 16, Theorem 3.28]. The first part of statement (b.) holds by [JN99, Proposition 2.1]. Since K is known to contain the square roots of [a] q 2 for all a ≥ 1 (e.g. see the remark after [GJK + 15, Proposition 1.7]) it follows from [JN99, Theorem 6.7] that HC k (q) is split semisimple. That a direct sum of the form given in (c.) holds follows from the theory of double centralizers for superalgebras; see [CW12, Proposition 3.5] for details. That the listed simple supermodules are the ones which occur in this direct sum can be deduced by specializing to q = 1 and applying Theorem 3.3.1 and the analogous statement in classical Sergeev duality (e.g. see [CW12, Theorem 3.46]).
Let SP(k) be the set of strict partitions of k. Since ψ is an isomorphism for n sufficiently large it follows from the previous theorem that the simple HC k (q)-supermodules are parameterized by SP(k). The super analogue of the Artin-Wedderburn theorem (e.g. see [CW12, Chapter 3]) implies there is an isomorphism of superalgebras,
where E λ equals K or a Clifford algebra on one generator and, if we forget the Z 2 -grading, M (E λ ) is a matrix ring with entries from E λ . For our purposes the important point is each M (E λ ) is a simple superalgebra and so is generated as an ideal by any nonzero homogeneous element. Elements of M (E λ ) are distinguished by the fact they act nontrivially on an HC k (q)-supermodule if and only if the D λ -isotypic component of the supermodule is nontrivial. In particular, consider V ⊗k n . In this case it follows from (3.5) that if L q,n (λ) appears in V ⊗k n , then a nonzero element of M (E λ ) will act nontrivially on V ⊗k n and the image under the action of this element will be a direct sum of L q,n (λ)'s as a U q (q n )-module. On the other hand, given a ∈ HC k (q), if a = γ∈SP(k) x γ with x γ an element of M (E γ ), then the image of a on V ⊗k n will contain a nontrivial L q,n (γ)-isotypic component if and only if x γ is nonzero. For each λ ∈ SP(k), fix e λ ∈ HC k (q) to be an even nonzero element of M (E λ ). Such elements are constructed in [JN99] . Since their precise form is not needed here we do not describe them explicitly. As the M (E λ ) are simple superalgebras, the two-sided ideal generated by any nonzero homogeneous element will contain and be generated by e λ . Combining this discussion with Theorem 3.4.1 yields the following result. Given a strict partition λ let ℓ(λ) equal the number of nonzero parts in λ.
Proposition 3.4.2. Let ψ : HC k (q) → End Uq(qn) V ⊗k n be the superalgebra homomorphism given in Theorem 3.4.1. The kernel of ψ is generated by the set
In particular, ψ is injective if and only if k < (n + 1)(n + 2)/2. 3.5. Quantum symmetric powers. For any mathematical statement P we adopt the convention δ P = 1 if the statement P is true and δ P = 0 otherwise. For example δ i=j = δ i,j is the usual Kronecker delta function. Given a, b ∈ I n|n , let ϕ(a, b) = (−1) |b| δ a=±b .
(3.7)
Let T ∈ End Uq(qn) (V ⊗2 n ) denote the image of T 1 ∈ HC 2 (q) under the superalgebra homomorphism ψ from Theorem 3.4.1. A formula for this map can be found in [BGJ + 16, Theorem 3.16]. Explicitly, for any a, b ∈ I n|n the action of T is given by
denote the tensor superalgebra for V n . Let I denote the two-sided ideal of T (V n ) generated by all elements of the form qv a ⊗ v b − T (v a ⊗ v b ). We call S q (V n ) = T (V n )/I the quantum symmetric superalgebra. Since T (V n ) is Z-graded by total degree and I is homogenous, it follows the quantum symmetric superalgebra admits a Z-grading, S q (V n ) = d≥0 S d q (V n ). For d ≥ 0 we call S d q (V n ) the d-th quantum symmetric power of V n . Since the action of U q (q n ) respects the Z-grading, it follows S d q (V n ) is a U q (q n )-supermodule for all d ≥ 0.
For brevity in what follows we write v a1 · · · v a d for the image of v a1 ⊗ · · · ⊗ v a d under the canonical map
Lemma 3.5.1. As an associative superalgebra S q (V n ) has a presentation given by the generators {v a | a ∈ I n|n } with parity given by |v a | = |a| and subject to the relation
Moreover, the set
where the product is taken in the order on I n|n fixed in Section 2.1.
Proof. In light of the explicit description of the action of T given in (3.8) the description of S q (V n ) by generators and relations is nothing but a reformulation of the definition of S q (V n ). A straightforward argument using the given relation along with induction on Z-degree shows the given monomials span S q (V n ).
Remark 3.5.2. In Proposition 3.6.4(e.) it will be shown the above set is a basis for S q (V n ). As a consequence S q (V n ) is a flat deformation of the supersymmetric algebra S(V n ) and S d q (V n ) ∼ = L q ((d)) as U q (q n )supermodules where (d) is the partition of d with one part.
3.6. The superalgebra A q and Quantum Howe Duality of Type Q. Definition 3.6.1. Fix m, n ≥ 1. Let A q = A q (V m ⊛ V n ) be the associative K-superalgebra generated by the set t a,b | (a, b) ∈ I m|m × I n|n with the parity of t a,b given by |t a,b | = |a| + |b| ∈ Z 2 . These generators are subject to the following relations for all a, b ∈ I n|n :
(3.10)
Remark 3.6.2. For calculations it is helpful to observe relation (3.10) is equivalent to the following list of relations. For a, b, c, d > 0 and a ≤ c let
The superalgebra A q appears as a deformation of the polynomial functions on q(n) in [BGJ + 16, Definition 5.3]. It is isomorphic to the algebra A q (q m , q n ) which is used by [CW18] to establish a Howe duality between U q (q m ) and U q (q n ), where the isomorphism is established below. We summarize their results here.
Set s = max(m, n) and r = min(m, n).
, and z ∈ U q (q s ). In the product S(x)zy, view x and y as elements of U q (q s ) via the embeddings U q (q m ), U q (q n ) ֒→ U q (q s ) given by sending generators to elements of the same name.
Theorem 3.6.3. [CW18, Theorem 3.5] There is a degree preserving isomorphism of Z-graded U q (q m ) ⊗ U q (q n )-supermodules:
where the Z-degree d subspace of the supermodule on the right is λ∈Λ + r ,|λ|=d L q,m (λ) * ⊛ L q,n (λ). The following proposition summarizes what we need to know about A q and establishes the isomorphism
Proposition 3.6.4. The following statements hold true for A q .
(a.) The superalgebra A q is a Z-graded superalgebra where the generators are in degree one and the direct summands are finite-dimensional K-vector spaces.
where the product is taken with respect to the lexicographic order, is a K-basis for A q .
(e.) For each k ∈ {1, . . . , m} there is an injective superalgebra homomorphism ρ k :
. Moreover the set given in Lemma 3.5.1 forms a homogenous basis for S q (V n ). (f.) There is a parity preserving vector space isomorphismρ :
Proof. Statement (a.) is immediate from the fact the defining relations are homogeneous when the generators are declared to have integer degree one. Statement (b.) follows from a straightforward calculation using (3.14). We prove (c.) and (d.) simultaneously. First, an argument by induction on the Z-degree using the defining relations along with (b.) shows the set given in (3.17) spans A q . By [CW18, Proposition 3.3] there is a surjective map of Z-graded superalgebras η :
, where abs(a) = a when a > 0, and −a when a < 0.
Since the map η is surjective and preserves Z-degree, this implies the elements of Z-degree d in B are linearly independent, so B is a basis for A q . This proves (d.) and also shows η is a superalgebra isomorphism, proving (c.).
To verify (e.), compare the relations from Lemma 3.5.1 and (3.10) to verify that ρ k is a well-defined superalgebra homomorphism. Since the distinct monomials in the spanning set given in Lemma 3.5.1 map to distinct elements of the basis B, which are linearly independent, it follows that ρ k is injective and that the monomials in the set Lemma 3.5.1 are actually a basis of S q (V n ) as claimed in Remark 3.5.2.
Finally, (f.) follows from the observation the linear mapρ defines a bijection between a basis for S q (V n ) ⊗m and B.
Transporting the action of U q (q m ) ⊗ U q (q n ) on A q (q m , q n ) from (3.15) through the isomorphism given in Proposition 3.6.4(c.) gives a U q (q m ) ⊗ U q (q n )-supermodule structure to A q . Twisting this action via the algebra automorphism τ ⊗ 1 yields a new U q (q m ) ⊗ U q (q n )-supermodule structure on A q . From here forward, we use this τ -twisted structure.
Combining [CW18, Theorem 4.2] with Proposition 3.3.2 yields the following result.
Theorem 3.6.5. Let r = min(m, n). There is a multiplicity-free decomposition of U q (q m ) ⊗ U q (q n )supermodules:
In what follows we identify U q (q m ) and U q (q n ) with the subsuperalgebras U q (q m ) ⊗ 1 and 1 ⊗ U q (q n ) of U q (q m ) ⊗ U q (q n ). Via this identification, we consider A q as a supermodule for both U q (q m ) and U q (q n ), where the actions commute in the graded sense. In order to avoid confusing elements of U q (q m ) and U q (q n ), we decorate the generators of U q (q n ) with primes (e.g. E ′ r , F ′ r , . . . ). The action of the generators of U q (q m ) on the generators of A q is given below. For indices 1 ≤ r < m,
The formulas above can be calculated as follows. For E r , F r , K s , andK 1 , use the values of S and τ given in Section 3.2 to directly calculate the action on t a,b . Next, for every b ∈ I n|n , there is an injective linear map
Because the elements E r , F r , K s , andK 1 generate U q (q m ) as an algebra, their action on t a,b given above can be used to verify that ξ b is a U q (q m )-module homomorphism. The action ofĒ r ,F r , andK s (s > 1) on t a,b can be calculated by pushing their action on v a across the homomorphism ξ b .
The action of the generators of U q (q n ) on the generators of A q can be calculated directly and is given below. For all indices 1 ≤ r ≤ n − 1 and 1 ≤ s ≤ n, for every (a, b) ∈ I m|m × I n|n ,
. This action on the generators of A q extends to the general case as follows. If f and g are homogeneous elements of A q , given some element x of U q (q m ) or U q (q n ), the action of x on the product f g is given by
where we write ∆(x) = x (1) ⊗ x (2) using Sweedler notation. In the case where x ∈ U q (q n ), this can be verified by just considering the definition of the action. For x ∈ U q (q m ), one also needs (3.4).
Lemma 3.6.6. Let
be the decomposition into weight spaces with respect to the Cartan subalgebra of U q (q m ).
It is straightforward to check this is an isomorphism of U q (q n )-supermodules. By decomposing each S q (V n ) as a direct sum of symmetric powers, we have a U q (q n )-supermodule decomposition
Furthermore, under the isomorphismρ the image of S λ1 q (V n ) ⊗ · · · ⊗ S λm q (V n ) is precisely the λ-weight space for the action of U q (q m ) on A q . Let us consider an example which will play a role in what follows. For any fixed m ≥ 1, consider the weight λ = ε 1 + · · · + ε m for U q (q m ). Using Remark 3.5.2 we identify V n with S 1 q (V n ) and, hence, V ⊗m n ⊂ S q (V n ) ⊗m . The restriction ofρ from Proposition 3.6.4(f.) then defines a U q (q n )-homomorphism V ⊗m
A direct calculation using the fact B is a basis of weight vectors for A q shows the image of this homomorphism is precisely the λ-weight space with respect to the action of U q (q m ). That is, for every m ≥ 1 the above map defines a parity preserving isomorphism of U q (q n )-supermodules
We end this section by recording a lemma which will be used later. The proof is a straightforward calculation using the action of U q (q m ) on A q . Lemma 3.6.7. Fix m, n, fix 1 ≤ r < m, and let x 1 , . . . , x b ∈ I n|n . Then for any 1 ≤ a ≤ b the action of E
where the sum is over all tuples (i 1 , . . . , i b ) ∈ {r, r + 1} b consisting of precisely a r's and b − a r + 1's. The function γ : {r, r + 1} b → Z is given by
4.1. The supercategoryU q (q m ). We now introduce a K-linear supercategoryU q (q m ) via generators and relations. When writing compositions of morphisms we often write them as products (e.g. f g for f • g).
To lighten notation we use the same name for morphisms between different objects and leave the objects implicit when there is no risk of confusion. As an application of this convention we can define the divided powers of the even generating morphisms by E (r) i
When a statement requires we specify the domain and/or range, we do so by pre-and/or post-composing with the relevant identity morphisms. In what follows we use the notation established in Section 3.1.
Definition 4.1.1. LetU q (q m ) be the K-linear supercategory with set of objects X(T m ) and with the morphisms generated by
For all i, j the parities of E i and F i are even and the parities ofĒ i ,F i , and K j are odd. We write 1 λ : λ → λ for the identity morphism.
The morphisms inU q (q m ) are subject to the following relations for all objects λ and all admissible i, j:
From the supercategoryU q (q m ) we can define a locally unital superalgebra,
Comparing with the presentation given in [GJKK10] , the superalgebraU q (q m ) is seen to be an idempotent version of the quantized enveloping superalgebra U q (q m ).
be the corresponding locally unital algebra.
If M is a U q (q m )-supermodule which has a weight space decomposition M = ⊕ λ∈X(Tm) M λ , then M is naturally aU q (q m )-supermodule. The action of an idempotent is given by declaring 1 λ m = δ λ,µ m for all µ ∈ X(T m ) and all m ∈ M µ . The action of E i 1 λ ,Ē i 1 λ , F i 1 λ ,F i 1 λ ,K i 1 λ on M λ is given by the action
, respectively, and by zero on M µ for µ = λ. Furthermore, if M = ⊕ λ∈X(Tm) M λ is a supermodule for the idempotented superalgebraU q (q m ), then there is a functor of monoidal supercategories F :U q (q m ) → svec defined on objects by F (λ) = M λ . These three concepts are known to be equivalent (for example see [BK18, Section 2.4] for further details in a similar setting). Going forward we freely use whichever is convenient.
. This is the full subcategory of U q (q n )-supermodules consisting of objects of the form
By convention both the empty tensor product and S 0 q (V n ) are the trivial supermodule, K.
For every m, n ≥ 1,
with weights lying in X(T m ) ≥0 and, hence, defines a representation ofU q (q m ) ≥0 . Since the actions of U q (q m ) and U q (q n ) mutually commute it follows the action of any element ofU q (q m ) ≥0 is by a U q (q n )-linear map. Write
for this representation. As discussed in the previous section, having such a representation is equivalent to having a functorU q (q m ) ≥0 → svec. Since the action ofU q (q m ) ≥0 on A q commutes with the action of U q (q n ), this implies the functor can be viewed as having codomain the category of U q (q n )-supermodules. The existence of this functor is summarized in the following result. 
The following stability result lets us be flexible in choosing our domain category.
Remark 4.2.2. Let m ′ , m be positive integers with m ′ ≥ m. Given an element λ = (λ 1 , . . . , λ m ) ∈ X(T m ) we view λ ∈ X(T m ′ ) by extending by m ′ − m zeros: λ = (λ 1 , . . . , λ m , 0, . . . , 0). With this convention there is a functor of supercategories,
given by sending the objects and generating morphisms ofU q (q m ) to the objects and morphisms of the same name inU q (q m ′ ). This induces a functor which we call by the same name,
For any fixed n ≥ 1, the functors Φ m,n and Φ m ′ ,n are compatible in the sense Φ m ′ ,n • Θ m,m ′ and Φ m,n are canonically isomorphic.
More generally for every
where there are a zeros before λ 1 and the generators oḟ U q (q m ) are sent to the generators of the same name inU q (q m ′ ) with an a added to the subscript. These functors also have an obvious compatiblity with the functors Φ m,n and Φ m ′ ,n .
Upward Webs
5.1. String calculus for monoidal supercategories. Going forward we will make extensive use of the diagrammatic calculus for monoidal supercategories described in [BE17] and used in, for example, [BK18] . Other than the appearance of odd morphisms it is very similar to the well-known diagrammatic calculus for monoidal categories (e.g. see [Tur94] ). We only briefly describe it here and refer the reader to [BE17] for details.
or simply as f when the objects are left implicit. The convention used in this paper is to read diagrams from bottom to top. On morphisms f ⊗ g and f • g are given by horizontal and vertical concatenation, respectively:
Pictures involving multiple products should be interpreted by first composing horizontally, then composing vertically.
For example,
because of the super-interchange law given in (2.1). Diagrammatically the super-interchange law becomes the identity
Upward Webs of Type Q. We use the diagrammatic calculus to introduce the following supercategory. Recall,q = q − q −1 .
Definition 5.2.1. Let q-Web ↑ be the K-linear monoidal supercategory generated by the objects {↑ k | k ∈ Z ≥0 } and by the generating morphisms for k, l ∈ Z >0 . We call these dots, merges, and splits, respectively. The Z 2 -grading is given by declaring merges and splits to have parity0 and dots to have parity1. The morphisms in q-Web ↑ are subject to the relations (5.4)-(5.9), (5.11), and (5.12) and Section 5.2.
Before giving the defining relations for q-Web ↑ , let us set some notation and terminology. Objects in q-Web ↑ are words from the set {↑ k | k ≥ 0}. We write ↑ t a for the t-fold tensor product of ↑ a with itself. The empty word is the unit object and we write 1 for this object. Given a sequence of integers a = (a 1 , . . . , a r ), for short we write ↑ a for ↑ a1 · · · ↑ ar . We frequently use sans serif (e.g. a) to denote an object of q-Web ↑ with the same letter in the ordinary font then denoting the corresponding sequence of integers. For example, a = (a 1 , . . . , a r ) is the tuple corresponding to the object a =↑ a =↑ a1 · · · ↑ ar . When it will not cause confusion we may abuse notation by writing a when referring to the corresponding sequence of integers.
As we did with the generating morphisms above, we label the edges of a diagram by nonnegative integers to indicate the relevant object. For short we sometimes say an edge has thickness k if it is labelled by k. Since vertical concatenation is composition and horizontal concatenation is tensor product, any finite sequence of these operations applied to merges, splits, and dots yields a diagram which is a morphism in q-Web ↑ . We call such a diagram a web. If a and b are objects in q-Web ↑ , then we say a web is of type a → b if it is a morphism from a to b For example, the generating merge depicted above is of type ↑ k ↑ l →↑ k+l .
We identify any two webs which are related by a planar isotopy which fixes the top and bottom boundaries and all dots. We adopt the convention an edge labeled by zero is understood to mean the edge is omitted. We declare any web containing an edge labeled by a negative integer to be the zero morphism. When no confusion is possible we sometimes choose to suppress edge labels. In particular, edges labelled by 1 frequently have their labels omitted.
An arbitrary morphism from a to b is a linear combination of webs of type a → b. To write the defining relations for q-Web ↑ it is convenient to set the following shorthand. A ladder is a web which is finite sequence of vertical and horizontal concatenations of identities, dots, and webs of the form
for k, l ∈ Z >0 and j ∈ Z ≥0 . The edge which connects two vertical strands is called a rung. By choosing a suitable k, l, and j every merge and split is itself a ladder. A rung with a dot denotes the same web but with a dot placed on the strand labelled by j in the above diagrams.
The morphisms in q-Web ↑ are subject to the following relations for all nonnegative integers h, k, l. We also impose the relations obtained by reflecting the webs in (5.7) across a vertical axis while also exchanging q and q −1 , and by reversing all rung orientations of the ladders in (5.11) and (5.12) (where edge labels at the top of the diagram are changed as needed to make a valid web). la 
As a shorthand we declare the following diagram of type ↑ k 1 →↑ k to be understood as the vertical composition of k merges:
(5.13) By (5.4) the resulting morphism is independent of how this is done. In particular, it will frequently happen in calculations that several merges will be composed and by (5.4) the result will equal the above diagram. We use this observation (and its doppelgänger for splits) without comment in what follows. Finally, in later calculations we frequently save work by implicitly making use of the self-isomorphism of q-Web ↑ given on morphisms by reflecting diagrams across a vertical line through the center and exchanging q and q −1 . 5.3. Additional Relations. The defining relations of q-Web ↑ imply the following additional relations. 
where in (5.16) the left and right diagrams have k parallel strands labelled by 1. Moreover, these diagrams are equal to any of the other, similar diagrams consisting of k parallel strands labelled by 1 with exactly one of those strands having a dot.
Proof. The first relation follows by vertically composing the left side of (5.14) with (5.5), rewriting the result using In addition we have the equations obtained by reversing all rung orientations of the ladders in (5.17) and relabelling the tops of diagrams as needed to make a valid web. We also have the equations obtained from (5.22) by reversing all rung orientations, reflecting across the vertical line through the middle arrow, and both reversing and reflecting. In this way (5.22), for example, actually represents four relations.
Proof. The proof of (5.17) follows from (5.4) and (5.5).
To prove (5.18) we rewrite the first web on the left-hand side of (5.18) using (5.9) as follows:
Similarly we rewrite the second web on the left-hand side using (5.8) and (5.9) as follows:
Adding the two and simplifying yields the right hand side of (5.18), as desired.
To prove (5.19) one argues via induction using (5.9) and (5.17). The proof of (5.20) and (5.21) both follow from writing the rungs as merges and splits and applying (5.4).
The proof of (5.22) follows by showing the middle diagram equals the sum of the other two webs and is as follows: The first web is the middle diagram of (5.22) where the ladders have been drawn using merges and splits, the first equality follows from using (5.4) on the two leftmost merges, the second equality is obtained by drawing the merges and splits which form the closed loop as ladders, the next equality is an application of (5.19), the last equality given by writing ladders as merges and splits and, finally, these two diagrams are seen to be the other two diagrams in (5.22) after writing those ladders in terms of merges and splits. An identical series of calculations also proves (5.23).
Entirely similar arguments along with the use of the symmetry of q-Web ↑ when reflecting across a vertical line yield the other relations. We leave those to the reader. where the dot in c i is on the ith strand and T j is the crossing of the jth and (j + 1)st strands.
Drawing the morphisms T i as crossings is justified by the following lemma.
Lemma 5.4.2. For any k ≥ 1 the following relations hold in q-Web ↑ for all admissible i, j:
Proof. Statements (b.) and (e.) follow immediately from the super-interchange law, while the rest may be verified by direct calculations involving (5.5) and (5.9) and Section 5.2.
The Hecke-Clifford superalgebra introduced by Olshanski in [Ols92] has even generators T 1 , . . . , T k−1 , odd generators c 1 , . . . , c k , and defining relations precisely those listed in the previous lemma. Thus there is a homomorphism of superalgebras,
for any k ≥ 1 which sends the generators of HC k (q) to the morphisms in End q-Web ↑ (↑ k 1 ) of the same name 1 . In Section 6.3 we will see this map is an isomorphism. Meanwhile, for x ∈ HC k (q) we abuse notation by writing x ∈ End q-Web ↑ (↑ k 1 ) for ξ k (x). In particular, if w = s i1 · · · s it is a reduced expression for w ∈ Σ k , then there is a well-defined element T w := T i1 · · · T it ∈ HC k (q) and we write T w for ξ k (T w ) in End q-Web ↑ (↑ k 1 ). From part (a.) of the lemma it follows that T −1 j = T j −q. Consequently we extend our notation to include the upward under-crossing morphism in End q-Web ↑ (↑ 2 1 ), defined as Given an element of the symmetric group on k letters, w ∈ S k , let ℓ(w) denote its length.
Lemma 5.4.3. Let k ∈ Z >0 and w ∈ S k . Then,
1 To be precise, in [Ols92] the elements c i square to −1. Scaling those generators by √ −1 yields the presentation used here.
Proof. First, note
The first equality is by definition and the second follows from (5.5). Since T w = T i1 · · · T i l for any reduced expression w = s i1 · · · s i ℓ , a straightforward calculation using (5.4) and (5.28) proves the statement in general.
If one instead uses under-crossings a similar calculation yields the same formula with q replaced by q −1 . Similar formulas also hold when crossings are above a split instead of below a merge.
5.5. The clasp idempotents. We now introduce an important family of morphisms which we call clasps.
Definition 5.5.1. For k ∈ Z ≥1 , the k-th clasp Cl k ∈ End q-Web ↑ (↑ k 1 ) is given by
A calculation using (5.5) shows Cl k is an idempotent for all k ∈ Z ≥1 . The following lemma shows clasps admit a recursion formula similar to the Jones-Wenzl projectors in the Temperley-Lieb algebra (e.g., see [Wen87] ).
Proof. The formula follows from an inductive argument and a calculation using (5.9). See [RT16, Lemma 2.13] and [TVW17, Lemma 2.12] for similar arguments in other settings. Those proofs carry over essentially unchanged.
We also have the following closed formula for clasps.
Lemma 5.5.3. For k ≥ 1 we have
Proof. The result follows from an inductive argument using (5.24) and Lemma 5.5.2, the fact the T w 's are defined using only over-crossings, and straightforward but somewhat delicate calculations. See [KL94, Section 3.2] for a similar argument. Since all which is needed for this paper is the fact clasps can be written as a linear combination of T w 's and this follows easily from the recursion formula, we omit the details of this calculation.
The following result immediately follows from Lemma 5.5.3 and the fact that equivalent braids give equal morphisms in q-Web ↑ .
Lemma 5.5.4. For k ∈ Z >0 , we have
along with the relations obtained by reflecting the above about a vertical axis and/or by replacing all overcrossings with under-crossings.
5.6. Braidings in q-Web ↑ . We now introduce braidings between arbitrary objects of q-Web ↑ . We first define the braiding between two generating objects and also introduce a shorthand diagram for this morphism.
This morphism is the over-crossing of type ↑ k ↑ l →↑ l ↑ k . There is an obvious under-crossing analogue which is the two-sided inverse to β ↑ k ,↑ l under composition, thanks to Lemma 5.5.4.
Lemma 5.6.2. The following relations hold in q-Web ↑ for all h, k, l ∈ Z >0 . In addition the relations obtained by reflecting the above about a vertical axis and/or by replacing all overcrossings with under-crossings also hold.
Proof. Relations (a.) and (b.) follow by applying Definition 5.6.1 to the crossings, using (5.31) to reduce to the case of strands of thickness 1 on which the analogous relation from Lemma 5.4.2 can be used and, finally, (5.5) to simplify. In the case of (c.) we explain the equation on the left, as the one on the right and their under-crossing analogues are similar. By replacing the over-crossing with its definition from Definition 5.6.1 and by exploding the two legs of the clasp into strands of thickness 1 (see the proof of Lemma 6.3.1 for another time when something similar is done), this reveals a scalar multiple of the clasp Cl h+k below a series of over-crossing by strands of thickness 1. Using Lemma 5.5.4 to move the clasp through these crossings along with (5.5) to simplify as needed yields the desired result. Finally, (d.) follows by using Definition 5.6.1, (5.16), and part (c.). The other cases follow by applying the left-right symmetry of webs and/or by similar calculations using under-crossings.
We now define the braiding for arbitrary objects in q-Web ↑ .
Definition 5.6.3. Let a = (a 1 , . . . , a r ) and b = (b 1 , . . . , b s ) be tuples of nonnegative integers and let a =↑ a and b =↑ b be the corresponding objects of q-Web ↑ . Define β a,b = · · · · · · · · · · · · a1 ar b1 bs b1 bs a1 ar
We refer to the above diagram as the over-crossing of type ab → ba. There is an obvious under-crossing analogue which is the two-sided inverse under composition. Let q-Web ↑,ev denote the monoidal subcategory of q-Web ↑ consisting of all objects, and all morphisms which are linear combinations of diagrams with no dots. Lemma 5.6.2 implies the following result.
Theorem 5.6.4. The family of morphisms β ±1 ↑a,↑ b define a braiding on the monoidal category q-Web ↑,ev .
From Lemma 5.6.2 we see dots move freely through crossings as long as they travel on the over-crossing strand. However, Lemma 5.4.2 already shows this fails if the dot travels along the under-crossing strand. One might hope for a "thick strand" version of the Hecke-Clifford relation given in Lemma 5.4.2(g.) which describes how to move a dot under a crossing when the strands have thickness greater than 1. Small examples hint at such a formula. As it is beyond the scope of this paper we leave it as an open question.
6. Functors Π m and Ψ, and End q-Web ↑ (↑ k 1 ) We now relate the diagrammatic supercategory q-Web ↑ to the supercategoryU q (q m ) ≥0 introduced in Section 4.1 and to the category of U q (q n )-supermodules U q (q n ) -Mod S introduced in Section 4.2.
6.1. The Functor Π m . Proposition 6.1.1. For every m ≥ 1 there exists a functor of monoidal supercategories
and on the divided powers of the generating morphisms by
Moreover, Π m is a full functor onto the full subcategory of q-Web ↑ consisting of objects ↑ a | a ∈ Z m ≥0 .
Proof. To show Π m is well-defined it suffices to verify the defining relations ofU q (q(m)) ≥0 hold in q-Web ↑ . This follows by direct calculations using the defining relations of q-Web ↑ along with the identities proven in Section 5.3, as we briefly explain. In Definition 4.1.1, the relation listed in the first line follows from (5.11) when i = j ± 1, by (5.9) when i = j, and by the super-interchange law for the other cases, the relations in the second line hold by the super-interchange law, the Serre relations in the third and fourth lines hold by (5.11) and its reflection across a vertical line through the center, the relation on the fifth line follows by the super-interchange law when i = j and by (5.6) when i = j, the relations on the sixth and eighth lines follow by an application of (5.7) (or the version obtained by reflecting it across its vertical axis), the relations on the seventh and ninth lines follows from the super-interchange law, the relations on the tenth and eleventh rows follow from (5.12) when i = j ± 1, Section 5.2 when i = j, and from the super-interchange law for the other cases, the relations on the twelveth line follow from (5.4) and (5.15), the relations on the thirteenth and fourtenth lines follow from (5.11) or its reflection across the vertical line through its center, the "odd" Serre relations on the fifteenth and sixteenth lines follows from (5.23) That the image of Π m lies in the given subcategory is immediate. Since every merge and split is a special case of a ladder it follows we can obtain every possible diagram which is a merge, split, or dot tensored on the left and right by identity morphisms and which lies in this subcategory. Since every web which is a morphism in this subcategory is a composition of such diagrams, it follows Π m is full. 6.2. The Functor Ψ. Going forward it will be convenient to write S ↑ d q (V n ) = S d q (V n ) for d ≥ 0 and, more generally,
Proposition 6.2.1. For every n ≥ 1 there exists an essentially surjective functor of monoidal supercategories,
, where we choose m ≥ t and λ = (λ 1 , . . . , λ t ) is identified with the weight (λ 1 , . . . , λ t , 0, . . . , 0) for U q (q m ) where there are m − t zeros. The functor is independent of this choice of m.
On morphisms the functor is defined by sending the dot, merge, and split, respectively, to the following maps:
Moreover, for any m, n ≥ 1 we have Ψ n • Π m = Φ m,n .
Proof. We first observe it follows from the action of U q (q m ) on A q that, for all a, b, c ≥ 0 and all 1 ≥ r ≥ b,
. Similar statements hold for the other generators of U q (q m ).
Using the mapρ in Proposition 3.6.4(f.) when m = 2 we identify S k q (V n ) ⊗ S l q (V n ) with the subspace of A q spanned by the monomials 1 1 (0,h+k,l) E (h+k) 2 1 (0,0,h+k+l) on A q coincide. This follows from a calculation using Lemma 3.6.7. Relation (5.5) follows from the fact the left hand side is given by the action of
on A q along with Lemma 3.6.7. Relation (5.8) follows by a direct calculation using (3.19). The reader can find the relevant generating morphisms computed in Lemma 6.2.3. That the remaining relations defining q-Web ↑ are satisfied follows from using the observation at the beginning of the proof, expressing the relations terms of the action ofU q (q m ) on A q , and showing the relations hold thanks to known relations ofU q (q m ). For example, relation (5.6) follows immediately from the fifth defining relation ofU q (q m ). Relation 5.7 follows from an inductive argument using the seventh and twelfth relations ofU q (q m ). For the other relations we first observe the maps on A q given by the ladders (5.2) and (5.3) are given by the action of E (j) 1 1 (k,l) and F (j) 1 1 (k,l) , respectively (c.f. Remark 6.2.2 for the latter case). This along with the observation at the beginning of the proof allows us to deduce relation (5.9) from the first relation forU q (q m ). The remaining q-Web ↑ relations drawn with ladders follow from the even and odd Serre relations. The other relations obtained by reflection and/or rung reversal are similarly verified. Taken all together the defining relations of q-Web ↑ hold and hence the functor Φ is well-defined.
Finally, that the functor is essentially surjective is clear.
Remark 6.2.2. The astute reader will have noticed the functor Ψ could have instead been defined on merges and splits via the action of the appropriate divided powers of F 1 . As discussed in [RT16, Remark 2.19] for type A, doing so yields the same maps and, hence, the same functor.
In what follows, we will need explicit formulas for the the U q (q n )-module homomorphisms which Ψ n associates to merges, splits, crossings, and dots of thin strands. We record these homorphisms in the following lemma and in the proof we illustrate the techniques required to calculate these homorphisms.
Lemma 6.2.3. Passing through the isomorphisms given in Lemma 3.6.6 yields the following statements:
(a.) The morphism
for all a, b ∈ I n|n , where T is the U q (q n )-homomorphism from (3.8).
for all a, b ∈ I n|n .
Proof. Note that (d.) and (e.) can be deduced directly from (b.) and (c.), along with (5.24) and (5.26). The formula for (b.) is deduced in the proof of Proposition 6.2.1. Parts (a.) and (c.) can be verified by direct calculations using the explicit formulas for the action of U q (q m ) on A q given in Section 3.6 along with the identifications given in (3.19) and Lemma 3.6.6. We verify (c.). From (6.3), the supermodule homomorphism in (c.) is defined by calculating the morphism Φ 2,n (E 1 1 (0,2) ). From the definition of the functor Φ 2,n , this is the unique homomorphism making the following diagram commute:
where the arrow labeled by E 1 is the U q (q n )-module homomorphism induced by the action of
, and the vertical isomorphisms are both given by Lemma 3.6.6. Using the formulas from Section 3.6,
The monomial t 2,a t 1,b is not in the order specified in Proposition 3.6.4. Applying the defining relations for A q we write this monomial in terms of monomials in the specified order: t 2,a t 1,b = −qt 1,a t 2,b + (−1) ϕ(a,b) (−1) |a||b| t 1,b t 2,a +qδ a<b t 1,a t 2,b + δ −b<d (−1) |b| t 1,−a t 2,−b .
Hence, E 1 · t 2,a t 2,b = q −1 t 1,a t 2,b + q ϕ(a,b) (−1) |a||b| t 1,b t 2,a +qδ a<b t 1,a t 2,b + δ −b<d (−1) |b| t 1,−a t 2,−b .
After identifying A q,2ε2 with S 2 q (V n ) and A q,ε1+ε2 with V n ⊗ V n , it follows that Φ 2,n (E 1 1 (0,2) ) is the
Remark 6.2.4. By comparing with [BGJ + 16, Section 3] we see the formulas obtained above in (a.), (d.), and (e.) define the same U q (q n )-supermodule homomorphisms used therein and in [Ols92]. 6.3. Description of End q-Web ↑ (↑ k 1 ). We next describe the endomorphism algebra End q-Web ↑ (↑ k 1 ) and show it is isomorphic to the Hecke-Clifford superalgebra. Lemma 6.3.1. The superalgebra End q-Web ↑ (↑ k 1 ) is generated by c 1 , . . . , c k , T 1 , . . . , T k−1 .
Proof. It suffices to prove every web w ∈ End q-Web ↑ (↑ k 1 ) can be written as a linear combination of webs consisting solely of strands of thickness one which are upward over-and under-crossings and dots. Given a web w, by (5.15) we may assume without loss of generality every dot in w is on a 1-strand. Next, every merge and split in w can have its edges expanded into 1-strands using (5.5). For example, here is an expanded merge:
As discussed at the end of Section 5.2, the web enclosed by the dashed rectangle above is [h + l] q ! Cl h+l . Having used this technique at every merge and split, the only edges labelled by k > 1 begin and end with explosions into strands of thickness 1. Moreover, like the one in the dashed rectangle above, these are scalar multiples of clasps. By Lemma 5.5.3 each such clasp can be rewritten as a sum of upward crossings. That is, we have rewritten w as a linear combination of webs involving strands of thickness 1 involving only upward crossings and dots, as desired.
Proposition 6.3.2. For every k ∈ Z >0 the map ξ k : HC k (q) → End q-Web ↑ (↑ k 1 ) of (5.25) is a superalgebra isomorphism. Moreover, the map obtained by composing this homomorphism with Ψ n : End q-Web ↑ (↑ k 1 ) → End q(n) V ⊗k coincides with the map ψ given in Theorem 3.4.1. Proof. As discussed before (5.25), ξ k gives a well-defined homomorphism. By Lemma 6.3.1 ξ k is surjective.
We now prove injectivity. Fix n > k. Since by (3.19) A q,ε1+···ε k ∼ = V ⊗k n , the functor Ψ n induces a map of superalgebras End q-Web ↑ (↑ k 1 ) → End Uq(qn) (V ⊗k n ) which we call by the same name. Taken together with the superalgebra map ψ : HC k (q) → End Uq(qn) (V ⊗k n ) from Theorem 3.4.1 we have the following diagram of superalgebra maps.
As discussed in Remark 6.2.4, the calculations in Lemma 6.2.3 imply this diagram commmutes. The injectivity of ξ k follows from the fact that ψ is an isomorphism by Theorem 3.4.1 and Proposition 3.4.2.
6.4. The fullness of Ψ n . Given a tuple of integers a = (a 1 , . . . , a r ), let |a| = a 1 + · · · + a r .
Theorem 6.4.1. For every n ≥ 1, the functor Ψ n : q-Web ↑ → U q (q n ) -Mod S is full.
Proof. Let a = (a 1 , . . . , a r ) and b = (b 1 , . . . , b s ) be tuples of nonnegative integers. We first observe Hom q-Web ↑ (↑ a , ↑ b ) = 0 unless |a| = |b|. Likewise, by weight considerations Hom Uq(qn) S ↑a q (V n ), S ↑ b q (V n ) = 0 unless |a| = |b|. Thus we may assume |a| = |b| in what follows.
There is a map of superspaces
given by pre-and post-composing with merges and splits to explode all the boundary strands:
· · · · · · u b1 a1 bs ar → · · · · · · u b1 a1 bs ar · · · · · · · · · · · · 1 1 1 1 1 1 1 1 . This map is an embedding. Up to a scalar the left inverse is given by applying a complementary set of splits and merges to rejoin the strands and applying relation (5.5). Since the map is given by composing and tensoring diagrams, via the functor there is corresponding mapα which makes the following diagram of superspace maps commute:
Furthermore, e a = Cl a1 ⊗ · · · ⊗ Cl ar , e b = Cl b1 ⊗ · · · ⊗ Cl bs ∈ End q-Web ↑ (↑ |a| k l l k .
(7.2)
We impose on q-Web ↑↓ the requirement every leftward under-and over-crossing be invertible. In other words, for every k, l ≥ 1 we assume the existence of two additional generating morphisms of type ↑ l ↓ k →↓ k ↑ l which are two-sided inverses under composition to the leftward over-and under-crossing morphisms, respectively.
.
Having over-and under-crossings of strands of arbitrary orientation and labels we can mimic Definition 5.6.3 to define mutually inverse over-and under-crossing morphisms for arbitrary pairs of objects in q-Web ↑↓ . Using these definitions it is straightforward to verify the relations in Lemma 5.6.2 hold for all possible orientations. As merges and splits go through upward crossings by Lemma 5.6.2(c.), this implies they go through leftward, rightward, and downward crossings as well. Also, by applying leftward cups and caps to (5.4)-(5.9), (5.11), and (5.12) and Section 5.2 one obtains a parallel set of relations on downward oriented diagrams. We freely use these in what follows. When computing these the reader is advised to keep in mind the effect of the super interchange law when diagrams have multiple dots. For example, (5.6) becomes (7.6)
Since dots move freely across leftward cups and caps, and dots also move freely along the over strand in upward crossings by Lemma 5.6.2(d) it follows dots freely travel along the over-strand in leftward, rightward, and downward crossings as well. However, we remind the reader when a dot moves through a crossing by traveling along the under-strand there is the Hecke-Clifford relation so some care must be taken when moving dots around web diagrams.
For calculations it is useful to know the following relations involving strands of thickness 1. (7.21)
Proof. To prove (7.7) and (7.9) apply leftward cup(s) and cap(s) to (5.26). To prove (7.8), vertically compose a rightward under-crossing and a rightward over-crossing above and below, respectively, on (7.7). Relation (7.13) is precisely the Hecke-Clifford relation from Lemma 5.4.2(g.). Relation (7.14) follows from this one by composing on the top and bottom with the upward oriented under-crossing. To prove (7.10) compose a leftward cup and cap on the bottom and top, respectively, of (7.8). Doing so yields = −q .
(7.22)
This equation along with (7.5) implies (7.10). Both equalities in (7.11) follow from applying a leftward cap or cup to (7.8) and using (7.5) or (7.10) to simplify. Using the fact dots move freely through overcrossings and leftward cups and caps, (7.11) and (7.5) imply (7.12).
To prove (7.15) and (7.19) apply leftward cups and caps to (7.13) and (7.14). Using relation (7.14) instead of (7.13) and making similar arguments verifies all the remaining relations except (7.21). Applying a leftward cap (resp. a leftward cup) to (7.17), the fact that dots move freely over leftward cups, caps, and over-crossings along with the previous parts of the lemma yields the left (resp. right) equality in (7.21). Proof. The second equality of (7.23) follows from the definition of the rightward cap and the fact the rightward over-crossing is the inverse of the leftward under-crossing, along with applications of (7.1). Similarly, the left equality in (7.24) follows from the fact the rightward under-crossing is the inverse of the leftward overcrossing.
For the other equalities of parts (a.) and (b.), we argue via induction on k. The case k = 1 follows from using (5.26) to replace the over-crossing with an under-crossing and then applying the case considered in the previous paragraph and the fact undotted bubbles labelled by 1 are zero. We explain the inductive step for the left equality of (7.23). The right equality of (7.24) is entirely similar. First, use (5.5) to explode the strand of this leftward under-twist into two strands, one strand of thickness k − 1 and one strand of thickness 1. The fact merges and splits freely move over cups, caps, and through crossings allows us to draw the left most diagram of (7.23) as a pair of parallel strands of the same shape as the original diagram along with a split at the bottom and a merge at the top. Applying the inductive assumption to simplify, the result is a web with upwards over-crossings between a merge and split. Using Lemma 5.4.3 to remove these crossings and (5.5) to close up the strands results in a scalar multiple of an upward arrow labelled by k. After simplification, the scalar which results is on the one given in (7.23).
To prove (c.) we induct on k with the base case of k = 1 given by rewriting the rightward cup and cap according to (7.4), then dragging the dot along the over-strand of the leftward crossing and the leftward cup or cap. To pull the dot along the under-strand of the crossing, we use (7.15) or (7.16). We explain the inductive step for the left equality and leave the similar right equality to the reader. For k > 1, we proceed by exploding the thickness k strand just above the dot on the leftmost diagram into strands of thickness 1 and k − 1 and use (5.15)(b.) to move the dot onto these strand labelled by 1. Since the merge and split can be moved freely over rightward cap and since by the base case the dot can as well, we can move each of these to the right hand side of the cap. Applying leftward cups and caps to (5.15)(b.) shows there is an analogous relation for downward oriented strands and, consequently, we can close up our exploded strands to obtain the right hand side of the first equality.
To prove the left equality in (d.), we draw the leftward over-crossing using the definition given in (7.2), use (7.1) to simplify, and the result is the desired equality. Similar arguments apply for the other versions of the left equality which involve a leftward cap. To prove those which involve a rightward cap, we draw the rightward cap using the definition given in (7.4) and the desired equality then follows from the previously proven leftward cap cases along with applications of the appropriately oriented analogues of the relations given in Lemma 5.6.2. The various versions of the second equality involving a cup are proved identically.
To prove (e.), draw the rightward cups and caps according to their definitions as in (7.4) and use the previous parts of the lemma along with (7.1) to straighten.
Given a crossing of a strand labelled by k and a strand labelled by l, we say it has crossing degree kl regardless of the orientation of the strands or which strand is the over-crossing strand. More generally, the total crossing degree of a web is the sum of the crossing degrees of all the crossings in the web. The total crossing degree does depend on how the web is drawn.
In what follows we adopt the convention that orientations of edges are omitted whenever the statement is true regardless of orientation. where ( * * * ) is a linear combination of diagrams of total crossing degree strictly less than hk.
Proof. Consider the diagram on the left side of the equality in (7.28). Using (5.15) or its downward analogue, we can replace the dot with a split into strands labelled by k − 1 and 1, a dot on the strand labelled by 1, followed by a merge. We can then move the merge through the crossing using the appropriately oriented version of Lemma 5.6.2(c.). On the other hand, after scaling by 1/[h] q ! the strand labelled by h can blown apart into strands of thickness 1 at a point below the initial crossing thanks to the appropriately oriented version of (5.5). The merge which was just created can also be moved over the parallel strands labelled by 1 and k − 1. Having done so the result is a web which consisting of a strand labelled by k − 1 passing under l parallel strands labelled by 1 along with a strand with a dot labelled by 1 and parallel to the strand labelled by k − 1 also passing under those same l strands labelled by 1. Furthermore, the strand labelled by 1 which is parallel to the strand labelled by k − 1 has a dot which is to the northwest of all the crossings. Note that the resulting diagram still has total crossing degree kl.
Using the appropriately oriented Hecke-Clifford relation given by Lemma 7.2.1 the dot can be moved successively through the crossings of strands of thickness 1 modulo linear combinations of diagrams with total crossing degree kl − 1. After moving the dot through all the crossings, the result will one web with total crossing degree kl which can be simplified to the first diagram on the right hand side of the equality in (7.28) plus a linear combination of diagrams of total crossing degree strictly less than kl, as claimed.
The second equality is argued similarly.
Proposition 7.2.4. If d is a nonempty web of type 1 → 1, then d = 0. In particular, End q-Web ↑↓ (1) = K.
Proof. Let d be a nonempty web of type 1 → 1. We will show d = 0 in End q-Web ↑↓ (1). Throughout we will ignore the scalars which appear as they will not play a role. Using (5.5) and (7.1) we can "explode" each strand of thickness k > 1 into strands of thickness 1. For the moment let us assume there are no dots. Since merges and splits move freely through crossings, cups, and caps it follows the merge at the top of the point of explosion can be freely moved around d until it arrives at the bottom of a merge or split. Similarly, the split at the bottom of each point of explosion can moved freely moved around d until it arrives at the top of a merge or split. As discussed at the end of Section 5.2, after moving all merges and splits until they are adjacent to other merges and splits, the end result is a collection of clasp idempotents connected together by strands of thickness 1. Applying Lemma 5.5.3 to these clasp idempotents reduces d to a linear combination of webs consisting solely of strands of thickness 1. See Lemma 6.3.1 for another example of this technique. If there are dots on strands, then (5.7) allows us first to move dots past merges and splits and onto the strands of thickness one. Thereafter we can argue as above as dots on strands of thickness 1 can remain fixed and one can still apply the above argument. Thus we may reduce all webs to a linear combination of webs with strands of thickness 1. We have reduced ourself to showing d = 0 when d is a link constructed of oriented strands of thickness 1, possibly labelled with dots. Using the relations established in Lemmas 5.4.2, 7.2.1, and 7.2.2, such a web can have over-crossings changed to under-crossings, have twists straightened, and have dots moved through crossings, all modulo linear combinations of similar diagrams but with fewer crossings. Arguing by induction on the number of crossings shows d can be reduced to a linear combination of products of concentric circles consisting of oriented strands of thickness 1, possibly labelled with dots. But any such web is zero by (7.5) and (7.10).
7.3.
A Ribbon Category. The objects of q-Web ↑↓ are words in {↑ k , ↓ k | k ≥ 0}. We extend our earlier notation by writing a for an object in q-Web ↑↓ (e.g. a =↑ a1 ↓ a2 ↓ a3 ). Since a tuple of integers does not determine an object of q-Web ↑↓ , it is convenient to write | k for either ↑ k or ↓ k when the orientation is not important. More generally, for any tuple of nonnegative integers a = (a 1 , . . . , a r ) we write | a = | a1 | a2 · · · | ar for an object in q-Web ↑↓ when the orientation of the objects is not needed.
Given a nonnegative integer a, define the twist morphism θ a = q a(a−1) Id |a . More generally, recursively define the twist morphism θ c : c → c for an arbitrary object c to be the unique morphism which satisfies the formula
for all objects a, b. Given k ≥ 1, let | ′ k denote the object with the orientation reversed (ie., ↑ ′ k =↓ k and ↓ ′ k =↑ k ). Given a tuple of nonnegative integers (a 1 , . . . , a t ) there are obvious morphisms (| ′ at · · · | ′ a1 )(| a1 · · · | at ) → 1, (| a1 · · · | at )(| ′ at · · · | ′ a1 ) → 1, and 1 → (| a1 · · · | at )(| ′ at · · · | ′ a1 ), 1 → (| ′ at · · · | ′ a1 )(| a1 · · · | at ), given by drawing a "rainbow" of appropriately oriented caps and cups, respectively. One can easily check they satisfy analogues of the straightening rules given in (7.1) and (7.27).
Since we have crossings of any two strands of arbitrary orientation and thickness, given a tuple of nonnegative integers a = (a 1 , . . . , a t ) and b = (b 1 , . . . , b u ) we can use the self-evident generalization of Definition 5.6.3 to define a braiding morphism between arbitrary objects in q-Web ↑↓ , β a,b : ab → ba.
Since the individual crossings satisfy the analogue of Lemma 5.6.2, it is not hard to verify these new morphisms satisfy the multi-strand analogue of Lemma 5.6.2. In short, for arbitrary objects in q-Web ↑↓ we have constructed over-and under-crossings, twist maps, cups, and caps. Theorem 7.3.1. Let q-Web ↑↓,ev be the subcategory of q-Web ↑↓ consisting of all objects and all morphisms which can be written as linear combinations of webs without dots. Then q-Web ↑↓,ev is a ribbon category.
Moreover, any two webs in q-Web ↑↓ which are equal via planar isotopies which leave dots fixed along with applications of the relations given in 7.2.2 are equal as morphisms in q-Web ↑↓ .
Proof. The category q-Web ↑↓,ev is a monoidal category with braidings, twists, and dualities. By the relations verified above these morphisms satisfy the axioms of a ribbon category as given in, for example, [Tur94, Section 1.4] and this proves the first statement. As described in [Tur94, Section 3] there is a diagrammatic calculus for such categories. Since q-Web ↑↓,ev satisfies the relations listed in [Tur94, Lemma 3.4], it follows this calculus applies to q-Web ↑↓,ev where we use the blackboard framing to view webs as ribbon graphs. In particular, by working locally and leaving dots fixed, this implies any two webs which are equal via planar isotopies which leave dots fixed are equal as morphisms in q-Web ↑↓ , as claimed.
7.4. Isomorphisms between morphism spaces in q-Web ↑↓ . The symmetric group on t letters, S t , has a right action by place permutation on the set of all objects of q-Web ↑↓ which are the tensor product of t generating objects. Namely, a · σ = | a · σ = | a σ −1 (1) | a σ −1 (2) · · · | a σ −1 (t) for a = | a = | a1 | a2 · · · | at and σ ∈ S t . Moreover, if a is the tensor product of t generating objects and σ ∈ S t , then we can use a reduced expression for σ and appropriately oriented over-crossings to define a morphism d σ ∈ Hom q-Web ↑↓ (a, a · σ). The morphism d σ is invertible with the inverse given by using a reduced expression for σ −1 and the undercrossing braidings.
More generally, given objects a and b which are the tensor product of t and u generating objects, respectively, and any σ ∈ S t and τ ∈ S u , then the map
(7.30)
Given objects of the form a =↓ a1 · · · ↓ ar ↑ ar+1 · · · ↑ at and b =↑ b1 · · · ↑ bs ↓ bs+1 · · · ↓ bu , there is a parity preserving superspace isomorphism,
given on diagrams by w ar+1 at a1 · · · · · · ar bs+1 · · · · · · bu b1 bs
The inverse is given by a similar map thanks to relation (7.1). As in the proof of Theorem 6.4.1, whenever a morphism between Hom-spaces in q-Web ↑↓ is defined by applying a combination of compositions and tensor products of morphisms we can apply the functor Ψ given by Theorem 8.1.1 to obtain a corresponding homomorphism of U q (q n )-supermodules. In particular, commuting diagrams go to commuting diagrams and isomorphisms go to isomorphisms. 7.5. Relating the two diagrammatic supercategories. Theorem 7.5.1. There is a fully faithful functor of monoidal supercategories q-Web ↑ → q-Web ↑↓ which takes objects and morphisms in q-Web ↑ to objects and morphisms of the same name in q-Web ↑↓ .
Proof. By construction the defining relations of q-Web ↑ hold in q-Web ↑↓ . Consequently there is a welldefined functor of monoidal supercategories. We next consider the question of the functor being full and faithful. Say a and b are objects of q-Web ↑ and say d is a web in Hom q-Web ↑↓ (a, b). That is, d is an oriented web of type a → b where its bottom and top are upward oriented. Between the bottom and top, d will consist of dots, merges, splits, cups, caps, and crossings, and some of the internal edges in d may well be downward oriented.
Merges and splits can freely move through crossings, cups, and caps. Dots can move freely over cups and caps. These facts along with an argument by induction on the total crossing number of a diagram shows every morphism in q-Web ↑↓ of type a → b can be written as a linear combination of diagrams where all merges, splits, and dots are upward oriented and above all crossings, cups, and caps. That is, d is equal to a linear combination of diagrams of type a → b where each diagram is the vertical composition of two diagrams: both have upward oriented bottoms and tops, the upper diagrams consist of only upward oriented merges, splits, and dots, and the lower diagrams consist of only cups, caps, and crossings.
In particular, the upper diagrams are morphisms in q-Web ↑ . On the other hand, the lower diagrams are (labelled) braids which lie in the subcategory q-Web ↑↓,ev . However, this is a ribbon category and so satisfies the Reidemeister moves (where Lemma 7.2.2(a.) and (b.) stands in for the first Reidemeister move). Thus, up to scaling by a power of q, the lower diagrams can be replaced with any diagram which is isotopic via boundary preserving isotopies. In particular, the strands in the lower diagrams can be replaced by diagrams consisting solely of upward oriented crossings. Thus each lower diagram is equal to a scalar multiples of some web which lies in q-Web ↑ .
In short, every diagram in q-Web ↑↓ of type of a → b can written as a linear combination of diagrams of type a → b which lie in q-Web ↑ . Since every morphism in Hom q-Web ↑↓ (a, b) can be expressed as a linear combination of webs which lie in Hom q-Web ↑ (a, b), fullness follows. Similarly, any relation among morphisms in Hom q-Web ↑↓ (a, b) can be expressed using morphisms in Hom q-Web ↑ (a, b) and so faithfulness also follows.
We will identify q-Web ↑ as a full subcategory of q-Web ↑↓ via this functor.
Main Theorems and Applications
8.1. The oriented Ψ functor. Let U q (q n )-Mod S,S * denote the full monoidal subsupercategory of U q (q n )supermodules generated by the objects
These are U q (q n )-supermodule maps and are known to be independent of choice of basis. We call them evaluation and coevaluation, respectively.
It is convenient to extend our earlier notation by writing
More generally, given an object in q-Web ↑↓ , a = | a = | a1 · · · | ar , we write
. The following result shows the functor Ψ n : q-Web ↑ → U q (q n ) -Mod S can be extended to Ψ n : q-Web ↑↓ → U q (q n )-Mod S,S * .
Theorem 8.1.1. There is an essentially surjective, full functor of symmetric monoidal supercategories Ψ n : q-Web ↑↓ → U q (q n )-Mod S,S * given on generating objects by To prove the functor given in Theorem 8.1.1 is well-defined requires verifying the defining relations of q-Web ↑↓ . To do so it is helpful to first compute what happens on strands of thickness 1.
Lemma 8.1.2. The following statements hold:
Moreover this map is invertible.
Proof. The formulas in statements (a.) and (b.) follow by straightforward calculations which we leave to the reader. In both cases the formulas show we can choose an appropriate ordering of the indices so the maps are upper triangular matrices with ±q ±1 on the diagonal when written as a matrices with respect to this ordered basis. Consequently both maps are invertible. We now prove (c.). In [BGJ + 16, Lemma 3.13] it is shown the formula given in (c.) defines a U q (q n )supermodule homomorphism. Precomposing this with the map given in (a.) yields the evaluation map Ψ n ( ) : V * n ⊗ V n → K. From this and the definition of the rightward cap we deduce this morphism is the rightward cap on a strand labelled by 1.
We now prove Theorem 8.1.1.
Proof. Since Ψ n is already known to preserve the defining relations of q-Web ↑ it suffices to verify relations (7.1) and (7.5) and the invertibility of (7.2). Since leftward cups and caps go to coevaluation and evaluation, a standard calculation verifies (7.1).
The second equality in (7.5) follows from parity considerations since the trivial U q (q)-module has no nontrivial odd endomorphisms. To verify the first equality requires we compute the composite Ψ n 1 • coev 1 : K → V n ⊗ V * n → K. That this is zero is verified in the proof of [BGJ + 16, Theorem 3.16]; more specifically, it follows from Lemma 8.1.2(c.) and an identity given in [BGJ + 16, Lemma 3.11].
We next verify the leftward crossings defined by (7.2) are sent to invertible maps in U q (q n )-Mod S,S * . From Lemma 8.1.2(a.) and (b.) this is true when the strands are labelled by 1's. We define Ψ n on the rightward over-crossing (resp. rightward under-crossing) of strands labelled by 1 by sending it to the inverse of the map in Lemma 8.1.2(a.) (resp. Lemma 8.1.2(b.)).
We now consider the general case. Definẽ
This diagram is constructed from the tensor product and composition of upward and downward merges and splits, as well as rightward crossings on strands labelled by 1's. As the functor Ψ n is defined on these we can construct a morphism in U q (q n )-Mod S,S * by taking the corresponding tensor product and composition of the images under Ψ n of these constituent morphisms. One can verify the resulting map is the inverse under composition for the leftward over-crossing given in (7.2) by computing diagrammatically and noting the calculation only uses relations which have already been verified. That is,
That the functor is essentially surjective is obvious. It remains to prove the functor is full. Using the isomorphisms defined in Section 7.4 it suffices to prove fullness for objects which lie in q-Web ↑ . By Theorem 7.5.1 we have Hom q-Web ↑ (↑ a , ↑ b ) ∼ = Hom q-Web ↑↓ (↑ a , ↑ b ) for any pair of objects ↑ a , ↑ b which lie in q-Web ↑ . Fullness of Ψ n then follows from the fullness of Ψ n proven in Theorem 6.4.1 for the upward oriented case. 8.2. Equivalences of Categories. Recall in Section 3.4 we fixed an even element e λ ∈ HC k (q) ∼ = End q-Web ↑ ↑ k 1 for each strict partition λ ∈ SP(k). Applying the isomorphisms given by Proposition 6.3.2 and Theorem 7.5.1, we abuse notation by writing e λ ∈ End q-Web ↑ ↑ k 1 ∼ = End q-Web ↑↓ ↑ k 1 for any λ ∈ SP(k). In particular, for n ≥ 1 let λ(n) be the strict partition of k = (n+ 1)(n+ 2)/2 given by λ(n) = (n+ 1, n, n− 1, . . . , 1) and let e λ(n) ∈ End q-Web ↑↓ ↑ k 1 be the corresponding morphism. Definition 8.2.1. Define q(n)-Web ↑ (resp. q(n)-Web ↑↓ ) to be the monoidal supercategory given by the same generators and relations as q-Web ↑ (resp. q-Web ↑↓ ) along with the relation e λ(n) = 0.
We are now prepared to state and prove one of the main theorems of the paper.
These functors are equivalences of monoidal supercategories.
Proof. In both cases Ψ n : q-Web ↑ → U q (q n ) -Mod S and Ψ n : q-Web ↑↓ → U q (q n )-Mod S,S * are full functors of monoidal categories. Furthermore, in both cases Ψ n (e λ(n) ) = 0 by Proposition 3.4.2. Therefore in both cases Ψ n induces a full functor of monoidal categories as in the statement of the theorem. We abuse notation by also calling these functors Ψ n . By construction they are essentially surjective.
It remains to show it is faithful in both cases. Using the isomorphisms in Section 7.4 we may assume without loss of generality that both objects consist of only upward oriented arrows. Combining Theorems 6.4.1 and 7.5.1 we may assume without loss of generality we are in the case of Ψ n : q-Web ↑↓ → U q (q n )-Mod S,S * .
Let I be the tensor ideal of q-Web ↑↓ generated by e λ(n) . Since q(n)-Web ↑↓ = q-Web ↑↓ /I, to show faithfulness amounts to showing if f ∈ Hom q-Web ↑↓ (↑ a , ↑ b ) and Ψ n (f ) = 0 for tuples a = (a 1 , . . . , a r ) and b = (b 1 , . . . , b s ), then f ∈ I(↑ a , ↑ b ). Just as in the proof of Theorem 6.4.1, we may assume |a| = |b| since otherwise Ψ n is trivially faithful. Set d = |a| = |b|.
As in the proof of Theorem 6.4.1, we can compose with merges and splits to induce the following commutative diagram of morphisms:
Once the claim is proven, the proof of faithfulness will follow from the fact α has a left inverse given by composing by merges and splits and so, since I is a tensor ideal, the left inverse of α takes elements of I(↑ d 1 , ↑ d 1 ) to I(↑ a , ↑ b ). In particular, we will have f ∈ I(↑ a , ↑ b ) as desired. Therefore we have reduced ourselves to showing the claim that Ψ n (α(f )) = 0 implies α(f ) ∈ I ↑ d 1 , ↑ d 1 . If Ψ n (α(f )) = 0, then from Propositions 3.4.2 and 6.3.2 it follows
where the sum is over all strict partitions γ i of d with ℓ(γ i ) > n and g i ,
That is, we have reduced ourselves to proving if γ is a strict partition of d with ℓ(γ) > n, then e γ ∈ I(↑ d 1 , ↑ d 1 ). Fix such a partition γ. Let k = |λ(n)| = (n + 1)(n + 2)/2. Since γ is a partition of d with ℓ(γ) > n, we have d ≥ k. Also, from [BK18, Corollary 8.1.5] we know in the classical setting L(γ) appears as a direct summand of L(λ(n)) ⊗ V ⊗(d−k) n . By Theorem 3.3.1(d.) the same is true in the quantum setting. It follows from considering the total weight that L q ((λ(n)) is a direct summand of V ⊗k n and, hence, L q (γ) appears as a direct summand in L q (λ(n)) ⊗ V x µ , with x µ an even element in M (E µ ), then the discussion after (3.5) shows x γ = 0. Let ι γ ∈ HC k (q) denote the idempotent corresponding to the identity of M (E γ ). Then ι γ e λ(n) ⊗ Id
Putting these together yields
Recall, I is a tensor ideal which contains e λ(n) . Since it is closed under tensor products, compositions, and linear combinations, the previous equation demonstrates e γ ∈ I(↑ d 1 , ↑ d 1 ), as desired.
8.3. The field of rational functions. Before continuing we explain how to deduce analogues of our main results for the ground field k = C(q) of rational functions in the variable q. We first observe that all the mathematical objects introduced so far can be defined over k. In this section we write a subscript k or K to indicate the relevant base field. For example, U q (q n ) k and U q (q n ) K , HC q (k) k and HC q (k) K , A q,k and A q,K , q-Web ↑,k and q-Web ↑,K , q-Web ↑↓,k and q-Web ↑↓,K , and so on. In nearly every case base change behaves well in the sense there are canonical isomorphisms U q (q n ) k ⊗ k K ∼ = U q (q n ) K , A q,k ⊗ k ⊗K ∼ = A q,K , q-Web ↑,k ⊗ k K ∼ = q-Web ↑,K , and so forth. There is one crucial exception. By character considerations and the discussion in [GJKK10, GJK + 15] it follows that L q (λ) k ⊗ k K is isomorphic to the direct sum of one or two simple U q (q n ) K -supermodules, both isomorphic to L q (λ) K . However, there is an important exception to the exception: the results of
for any object a ∈ q-Web ↑↓,k . A base change argument shows Lemma 3.6.6 also holds over k and since the relevant algebraic and diagrammatic calculations could have been done over k one can define the functors Φ m,n , Π m , and Ψ n over k without difficulty. By [JN99, Proposition 2.1] HC k (q) k is semisimple and by Olshanki's double centralizer theorem (e.g. see [BGJ + 16, Theorem 3.28]) the map
is surjective and an isomorphism if n ≫ k. Consequently the functor Ψ n is still essentially surjective and full.
Moreover, by a standard result regarding base change (c.f. [CR06, Lemma 29.3]) and (8.2) we have, for all objects a and b in q-Web ↑,k , the following isomorphisms of superspaces:
From these it follows a morphism is in the kernel of the functor Ψ n : q-Web ↑↓,k → U q (q n )-Mod S,S * ,k if and only if it is in the kernel of Ψ n : q-Web ↑↓,K → U q (q n )-Mod S,S * ,K after base change.
Since HC q (k) k is semisimple but not split semisimple, a decomposition as in (3.6) still holds by the graded version of the Artin-Wedderburn theorem, but now each simple summand is of the form M (Ẽ λ ) for some division superalgebraẼ λ (that is, a superalgebra in which every homogeneous element is invertible). Nevertheless, one can still define the even elements e λ ∈ M (Ẽ λ ) k as before. Since under base change M (Ẽ λ ) ⊗ k K ∼ = M (E λ ) for all λ ∈ SP(k), we could just as well have used the elements e λ ⊗ 1 ∈ M (E λ ) when we worked over K. If we define q(n)-Web ↑,k and q(n)-Web ↑↓,k as before by imposing the relation e λ(n) = 0, then again Ψ n induces well-defined essentially surjective functors Ψ n : q(n)-Web ↑,k → U q (q n ) -Mod S,k and Ψ n : q(n)-Web ↑↓,k → U q (q n )-Mod S,S * ,k . Applying the discussion in the previous paragraph along with base change arguments show these are equivalences of monoidal supercategories, as desired.
We remark the defining relations of q-Web ↑ only require coefficients from Z[q, q −1 ]. One could choose to define q-Web ↑ as a Z[q, q −1 ]-linear monoidal supercategory. Moreover, the crossing morphisms can be defined in this category using formulas analogous to those in [CKM14, Corollary 6.2.3] and, hence, q-Web ↑↓ can also be defined as a Z[q, q −1 ]-linear monoidal supercategory. These supercategories would then relate to the Z[q, q −1 ]-form for U q (q n ) introduced in [DW18, Section 8].
8.4. Endomorphism superalgebras and the quantum walled Brauer-Clifford superalgebra. Recall, given an object a in q-Web ↑↓ we write S a q (V n ) for Ψ n (a). If a = | a1 · · · | at , then we writeã for the object | at · · · | a1 and write |a| for
Theorem 8.4.1. Let c be an arbitrary object of q-Web ↑↓ . Then
is a surjective superalgebra homomorphism. Moreover this map is an isomorphism whenever |c| < (n+1)(n+ 2)/2.
Proof. That the map is a surjective superalgebra homomorphism follows from the fact Ψ n is a full superfunctor. The only thing which needs to be verified is injectivity. Recalling our convention that edges labelled by 0 may be included or omitted at will, we may choose tuples of nonnegative integers a = (a 1 , . . . , a r ) and b = (b 1 , . . . , b r ) so the object can be written in the form (a.) For i = 1, . . . , r − 1 and j = 1, . . . , s − 1, define morphisms T i , T * j ∈ End q-Web ↑ (↑ r 1 ↓ s 1 ) by
where the upward crossing is between the i and (i + 1)-st upward strands and the downward crossing is between the j and (j + 1)-st downward strands. (b.) For i = 1, . . . , r and j = 1, . . . , s, define C i , C * j ∈ End q-Web ↑ (↑ r 1 ↓ s 1 ) by C i = · · · · · · · · · , C * j = · · · · · · · · · , where the dot in C i is on the ith upward strand and the dot in C * j is on the jth downward strand.
Theorem 8.4.3. There is a superalgebra isomorphism
It is straightforward using the relations given in Lemmas 5.4.2 and 7.2.1 to verify the defining relations of BC r,s (q) hold in End q-Web ↑↓ (↑ r 1 ↓ s 1 ). Thus φ gives a well-defined superalgebra homomorphism. We next prove φ is surjective. Arguing as in the proof of Lemma 6.3.1, every web in End q-Web ↑↓ (↑ r 1 ↓ s 1 ) can be written as a linear combination of webs consisting of only thickness 1 strands. Using Lemma 7.2.1 and arguing by induction on the number of crossings it follows any such web can be written as a linear combination of webs where all strands have thickness 1 and are of the form AXB where (1) A = a ↓ s for some web a of type ↑ r 1 →↑ r 1 , (2) X =↑ r−p 1
x 2 x 1 ↓ s−p 1 where 0 ≤ p ≤ min(r, s) and x 1 is of type ↑ p 1 ↓ p 1 → 1, x 2 is of type 1 →↑ p 1 ↓ p 1 and neither have dots or crossings, and (3) B =↑ r b for some web b of type ↓ s 1 →↓ s 1 . Applying Lemma 6.3.1 to a it follows A can be written as a linear combination of compositions of T i 's and C i 's. Similarly, applying leftward cups and caps to Lemma 6.3.1 yields an analogous theorem for downward arrows which can be applied to b. From this we see B can be obtained as a linear combination of compositions of T * i 's and C * i 's. It remains to observe the web X can be obtained by pre-and post-composing p E's along with T i 's and T * i 's. In short, every element of End q-Web ↑↓ (↑ r 1 ↓ s 1 ) can be written as a linear combination of webs generated by E's, T i 's, C i 's, T * i 's, and C * i 's. Consequently, φ is surjective. Using the superspace isomorphisms established in Section 7.4 along with Proposition 6.3.2 it follows the dimension of End q-Web ↑↓ (↑ r 1 ↓ s 1 ) equals the dimension of HC r+s (q), which is known to equal (r + s)!2 r+s . But by [BGJ + 16, Corollary 3.25] this is the dimension of BC r,s (q). Therefore φ is an isomorphism.
The superalgebra BC r,s (q) is given a combinatorial description in [BGJ + 16, Section 4] whose diagrammatics essentially agrees with the one used here for End q-Web ↑↓ (↑ r 1 ↓ s 1 ). Combining the previous two theorems shows there is a surjective superalgebra map BC r,s (q) → End Uq(qn) (V ⊗r n ⊗ (V * n ) ⊗s ) which is an isomorphism when r + s < (n + 1)(n + 2)/2. This recovers [BGJ + 16, Theorem 3.28] with an improved bound for when injectivity holds. Moreover, an examination of the proof of Theorem 8.4.1 shows this bound is sharp. 8.5. Modified traces. Recall the ribbon category q-Web ↑↓,ev from Section 7.3. This is the subcategory of q-Web ↑↓ consisting of all objects and the morphisms which can be written as a linear combination of webs with no dots. For a K-linear ribbon category such as q-Web ↑↓,ev there is a notion of modified trace functions or m-traces for short. We first summarize the relevant definitions and results from [GKPM11] as they apply to q-Web ↑↓,ev .
Given a subcategory I of q-Web ↑↓ and an object a in q-Web ↑↓,ev , we write a ∈ I as a shorthand for the assertion that a is an object of I. A thick tensor ideal or just ideal of q-Web ↑↓,ev is a full subcategory I which satisfies the following two conditions:
• If a ∈ I and b ∈ q-Web ↑↓,ev , then a ⊗ b ∈ I.
• The subcategory I is closed under retracts; that is, if a ∈ I, b ∈ q-Web ↑↓,ev , and there are morphisms α : b → a and β : a → b such that β • α = Id b , then b ∈ I.
Given an object a the ideal generated by a is the full subcategory with objects
That this is an ideal is a straightforward check. Similarly, it is straightforward to check I b is a full subcategory of I a for all b ∈ I a .
Let I be an ideal of q-Web ↑↓,ev . An m-trace on I is a family of K-linear functions t a : End q-Web ↑↓,ev (a) → K a∈I which satisfy the following two conditions:
• For all a ∈ I and b ∈ q-Web ↑↓,ev and all g ∈ End q-Web ↑↓,ev (a ⊗ b),
Here and below we draw an unoriented cup/cap labelled by b to represent the appropriately oriented "rainbow" morphisms defined in Section 7.3. • For all a, b ∈ I and all f ∈ Hom q-Web ↑↓,ev (a, b) and g ∈ Hom q-Web ↑↓,ev (b, a),
Given an object a in q-Web ↑↓,ev , we call a K-linear map t : End q-Web ↑↓,ev (a) → K an ambidextrous trace if for all g ∈ End q-Web ↑↓,ev (a ⊗ a) the map satisfies Combining [GKPM11, Theorems 3.3.1 and 3.3.2] yields the following result.
Theorem 8.5.1. If I is an ideal of q-Web ↑↓,ev and t a : End q-Web ↑↓,ev (a) → K a∈I is an m-trace on I, then each t a is an ambidextrous trace. On the other hand, if a is an object with ambidextrous trace t : End q-Web ↑↓,ev (a) → K, then there is a unique m-trace on I a such that t a = t.
Given an m-trace t on an ideal I, define the modified dimension of an object b ∈ I to be
We call a ∈ q-Web ↑↓,ev absolutely irreducible if End q-Web ↑↓,ev (a) = K Id a and call the K-linear map t : End q-Web ↑↓,ev (a) → K defined by g = t(g) Id a the canonical trace. If a is an absolutely irreducible object of q-Web ↑↓,ev with ambidextrous canonical trace, then by the previous theorem this extends uniquely to an m-trace t b : End q-Web ↑↓,ev (b) → K b∈Ia . Applying [GKPM11, Lemma 4.2] in this context yields the following result. Proof. The case of ↓ k follows directly from the ↑ k case by the application of leftward cups and caps and (7.1) so we only prove the ↑ k case. We may assume without loss d is a web of type ↑ k →↑ k . Using (5.5) yields the first equality and the others are explained below: In the middle of the second diagram we see a web of type ↑ k 1 →↑ k 1 . By Theorem 7.5.1 we may assume this web can be rewritten as a linear combination of upward oriented webs and since d did not have dots these upward oriented webs will not have dots. By Proposition 6.3.2 these webs may be written as a linear combination of upward oriented crossings. By Lemma 5.4.3 these crossings can be replaced with scalars and the end result is the third diagram (where c ∈ K). Finally, using (5.5) yields the last equality and shows the web d lies in K Id ↑ k , as desired.
Theorem 8.5.4. For all k ≥ 1 we have
Proof. Consider the morphisms ↑ k →↑ k−1 ↑ 1 and ↑ k−1 ↑ 1 →↑ k given by the upward oriented split and merge, respectively. Using an appropriate rescaling of these maps and applying (5.5) shows ↑ k is a retract of ↑ k−1 ↑ 1 and, hence, ↑ k ∈ I ↑ k−1 and I ↑ k ⊆ I ↑ k−1 . On the other hand, for k ≥ 2 let α k−1 :↑ k−1 →↑ k ↓ 1 and β k−1 :↑ k ↓ 1 →↑ k−1 be given by Computing β k−1 • α k−1 , using (5.9) for the second equality, (5.24) and (7.5) for the third equality, 7.23 for the fourth equality, and (5.5) for the last equality yields: This proves ↑ k−1 is a retract of ↑ k ↓ 1 , hence ↑ k−1 ∈ I ↑ k and I ↑ k−1 ⊆ I ↑ k . In short, we have proven I ↑ k−1 = I ↑ k for all k ≥ 2.
Similar but easier arguments using (7.1) and (7.27) show I ↑ k = I ↓ k for all k ≥ 1. Taking this together with the previous paragraph proves the claimed result.
Theorem 8.5.5. The canonical trace for ↑ 1 is ambidextrous. In particular, it extends uniquely to an m-trace on I = I ↑1 and the induced K-linear maps t ↑ k : End q-Web ↑↓,ev (↑ k ) → K and t ↓ k : End q-Web ↑↓,ev (↓ k ) → K are nontrivial ambidextrous traces for all k ≥ 1.
Proof. Since the canonical trace is K-linear it suffices to check the ambidextrous condition on a basis for End q-Web ↑↓,ev ↑ 2 1 . By Theorem 7.5.1 this space is spanned by upward oriented webs of type ↑ 2 1 →↑ 2 1 . By Proposition 6.3.2 it is spanned by the identity and the upward oriented over-crossing. But in both cases the ambidextrous condition is easily seen to be satisfied using (7.5), (7.10), and (7.23).
By Theorem 8.5.1 the canonical trace extends to an m-trace on I. Combining Proposition 8.5.2 and Theorem 8.5.4 proves t ↑ k (Id ↑ k ) = d I (↑ k ) = 0 and, hence, the induced ambidextrous trace t ↑ k is nontrivial. The same argument applies to t ↓ k as well.
Note that since ↑ k and ↓ k are absolutely irreducible the maps t ↑ k and t ↓ k are necessarily nonzero scalar multiples of the canonical trace. In particular, up to scaling by a constant one could use the canonical traces in what follows.
One important application of the existence of a nontrivial m-trace on an ideal of a ribbon category is their use in defining invariants of knots, links, 3-manifolds, and other objects in low-dimensional topology. We give one example of this below following [GPMV13] , referring the reader therein for further details. Let C denote the category of q-Web ↑↓,ev -colored ribbon graphs in R × [0, 1]. Let F : C → q-Web ↑↓,ev be the canonical functor. We say such a q-Web ↑↓,ev -colored ribbon graph Γ is I-admissible if there is a 1-1 q-Web ↑↓,ev -colored ribbon graph T Γ which is an endomorphism in C for some object a ∈ I and in C we have
By [GPMV13, Theorem 5] we have the following result.
Theorem 8.5.6. Let Γ be a q-Web ↑↓,ev -colored ribbon graph which is I-admissible. Then the function
is a well-defined (i.e. does not depend on the choice of a or T Γ ) isotopy invariant of I-admissible graphs.
For example, if K is an oriented link diagram given as the closure of a braid with edges labelled by 1, then by cutting the rightmost edge of the diagram and bending the upper free strand upward and the other free strand downward, we obtain T K , a 1-1 q-Web ↑↓,ev -colored ribbon graph T Γ which is an endomorphism of ↑ 1 in q-Web ↑↓,ev . The function
is then an isotopy invariant. In this case, since the unknot is sent to 1 and relation (7.9) is the standard skein relation, this is precisely the Alexander-Conway polynomial of K evaluated atq. More generally, if K is a framed, oriented link diagram given as the closure of a braid with edges labelled by positive integers, then by cutting the rightmost edge of the diagram and bending the upper free strand upward and the other free strand downward, we obtain T K , a 1-1 q-Web ↑↓,ev -colored ribbon graph T Γ which is an endomorphism of ↑ k in q-Web ↑↓,ev for some k ≥ 1. The function
is an isotopy invariant. A comparison with the web-calculus description of the colored HOMFLY-PT polynomial given in [TVW17, Section 4] shows the above invariant recovers the renormalized version of the colored HOMFLY-PT invariant where the edges are colored by partitions with one part.
We briefly sketch the procedure for recovering the colored HOMFLY-PT invariant. Given a strand of K labelled by an integer greater than 1, we can pick a point on the strand just below the braid which defines K and explode it into strands of thickness 1 thanks to relation (5.5). Since merges and splits can be freely moved through crossings, cups, and caps, the top half of the exploded diagram (which looks like (5.13)) can be moved around the strand until it is just below the bottom half of the explosion. In this way each strand labelled by an integer k > 1 can be replaced with the kth cabling of the strand containing a single upwardoriented clasp idempotent, Cl k , just below the braid. The end result of this procedure is the closure of a braid consisting of strands labelled by 1. Comparing the formula given in (5.30) with the formula given for the red clasps in [TVW17, Remark 2.21] we see this procedure yields the same final result as the procedure described in [TVW17, Section 4]. Therein they denote the braid which results by ρ K ′ bK ′ D e q (k 1 , . . . , k r ), where k 1 , . . . , k r are the labels of the strands at the bottom of the initial braid, read left to right and viewed as single-row partitions. If we write tr for the Jones-Ocneanu trace, then the colored HOMFLY-PT polynomial is given in [TVW17, Definition 4.2] as tr ρ K ′ b K ′ D e q (k 1 , . . . , k r ) .
On the other hand, by 8.5.6 we have t ↑ k (F (T K )) = t ↑1 F T ρ K ′ (b K ′ D )eq(k1,...,kr) .
A direct calculation verifies b → t ↑1 (F (T b )) satisfies the defining properties of the Jones-Ocneanu trace and, hence, the resulting invariants coincide. We end this discussion by recalling the m-trace is defined for all objects of I = I ↑1 . Consequently, we could label the strands by any non-unit object of q-Web ↑↓,ev to define further isotopy invariants. More generally one could use cablings and the elements e λ ∈ HC k (q) discussed in Section 3.4 to define invariants indexed by strict partitions. It would be interesting to describe them. 8.6. An alternate specialization of the undotted bubble. In the classical case the left equality of (7.5) can be omitted as it follows from the other relations (see [BK18, Lemma 6.2.1]). As we explain, if we attempt a similar argument a second possible specialization of the clockwise bubble reveals itself.
If we do not assume (7.5), then (7.17) becomes At this point we assume the clockwise dotted bubble is zero (i.e. the second equality of (7.5) holds) and continue to assume the clockwise undotted bubble equals κ. Then 7.12 still holds. Finally, (7.21) becomes = − and = − . Denote by q-Web ↑↓ (κ) the monoidal supercategory defined with the same generators and relations as q-Web ↑↓ but with the left equality in 7.5 replaced with the relation that the clockwise undotted circle labelled by 1 is equal to κ. Let q-Web ↑↓,ev (κ) denote the full subcategory of q-Web ↑↓ (κ) consisting of all objects and all morphisms without dots, and let q-Web ↑↓,ev (κ) 2 denote the monoidal subcategory of q-Web ↑↓,ev (κ) generated as a monoidal category by {↑ 2k , ↓ 2k | k ∈ Z ≥0 } and by all morphisms which can be written as a linear combination of diagrams which have all strands labelled by even integers. Then q-Web ↑↓,ev (κ) 2 is again a ribbon category.
We end with a calculation in q-Web ↑↓ (κ). In this category we have the following recursive formulas:
We sketch how to obtain the above formulas. First, use (5.5) to explode the upward oriented part of the circle into strands labelled by 1's and then move the merges around the circle until they are below the splits. This expresses the clockwise oriented circled labelled by k as the clasp Cl k closed up by k clockwise oriented arcs labelled by 1's. The first equality then follows by using the clasp recursion given in Lemma 5.5.2 followed by rewriting Cl 2 in terms of crossings using 5.24, and simplifying. The second equality follows from the first by algebraic manipulations. This recursive formula along with (8.4) yields the following formula for all k ≥ 1:
It would be interesting to investigate q-Web ↑↓ (κ) further as well as the topological invariants coming from q-Web ↑↓,ev (κ) 2 .
