We de ne a bi-Hamiltonian formulation for the relativistic Toda lattice with a recursion operator on IR 2n . We use a theorem of W. Oevel to generate higher order Poisson tensors and master symmetries for the relativistic Toda lattice. These Poisson tensors and master symmetries reduce to IR 2n?1 .
Introduction
The relativistic Toda lattice (RTL) was introduced by S. N. Ruijsenaars 1] and has been studied by many authors, in particular M. Bruschi and O. Ragnisco 2, 3] , W. Oevel et al. 4] , Yu. B. Suris 5] and P. Damianou 6] . It is a nite-dimensional completely integrable bi-Hamiltonian system. Its bi-Hamiltonian formulation and its complete integrability were proven by using various methods: Lax representation 3], 6], master symmetries 4], 6], recursion operators 2], 4].
Master symmetries were introduced by A. S. Fokas and B. Fuchssteiner 9] and were also studied by W. Oevel and B. Fuchssteiner 10] and B. Fuchssteiner 11] .
In this paper we obtain a bi-Hamiltonian formulation for the RTL by introducing two compatible Poisson tensors on IR 2n which, by a suitable projection map onto IR 2n?1 , reduce to the two compatible Poisson tensors of the RTL. Since one of the Poisson structures introduced on IR 2n is nondegenerate, we have a recursion operator and the bi-Hamiltonian structure of the RTL is in fact multi-Hamiltonian. Then, using a method introduced by R. L. Fernandes 7] for the non-relativistic Toda lattice, based on a theorem due to W. Oevel 
The relativistic Toda lattice is a nite-dimensional integrable system. The equations of motion of the RTL are The RTL is a bi-Hamiltonian system with respect to the following compatible Poisson tensors on IR 2n?1 ,
! ; (6) and the bi-Hamiltonian vector eld
with Hamiltonians
where, by convention, c 0 = c n = 0 in (6), (7) and (8).
We 
Then, (i 2 Master symmetries for the relativistic Toda lattice Now, we want to nd master symmetries for the bi-Hamiltonian system built above, in order to use the method of R. L. Fernandes 7] , which is based on the following theorem. We have to de ne a vector eld that satis es conditions (10) of theorem 2.1. We take (12), (13), (14) and (15) 
