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Computational models are essential tools for prediction and planning in
water resources systems to ensure human water security and environmental
health. Water systems models merely approximate the processes by which wa-
ter moves through natural and built environments; their value depends on as-
sumptions regarding climate, demand, land use, and other uncertain factors
that may influence decision making. Numerical techniques to explore the role
of these uncertain factors, known as diagnostic methods, can highlight opportu-
nities to improve the accuracy of prediction as well as identify influential uncer-
tainties to inform additional research and policy. This dissertation advances di-
agnostic methods for water resources models to identify (1) time-varying dom-
inant processes driving modeled hydrologic predictions in flood forecasting,
and (2) tradeoffs and vulnerabilities to changing climate and demands in re-
gional urban water supply systems planning for drought. This work proposes
diagnostic methods as a key element of a posteriori decision support, in which
decision alternatives and vulnerable scenarios are identified following compu-
tational modeling and data analysis. Consistent with this theme, this work
follows a multi-objective approach in which stakeholders can analyze trade-
offs between conflicting objectives as part of an iterative constructive learning
process. For a spatially distributed flood forecasting model, results show that
dominant uncertainties vary in space and time, and can inform model-based
scientific inference as well as decision making. Similarly, the results of the
urban water supply study indicate that sensitivity analysis can suggest cost-
effective paths to mitigate vulnerability to deeply uncertain future scenarios, for
which likelihoods remain unknown or disputed. The multi-objective approach
allows stakeholders to explore tradeoffs in their modeled robustness to inform
intra-regional policies such as transfer contracts and shared infrastructure in-
vestments. Bridging the areas of hydrology and water systems planning is in-
creasingly valuable, as hydrologic modelers begin to incorporate anthropogenic
influences on the water cycle, and water systems planners begin to explore un-
certainty in hydrologic process representation. In summary, this work develops
diagnostic methods to identify time-varying dominant processes in distributed
flood forecasting as well as tradeoffs and vulnerabilities under change in re-
gional urban water supply, ultimately seeking to improve model-based plan-
ning for extreme floods and droughts in water resources systems.
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CHAPTER 1
INTRODUCTION
1.1 Current Challenges for Model-Based Decision Support in
Water Resources Systems
Computational models are essential tools for prediction and planning in water
resources systems to ensure human water security and environmental health.
Water systems models by definition only approximate the processes by which
water moves through natural and built environments; as Rosenblueth and
Wiener (1945) noted, “partial models, imperfect as they may be, are the only
means developed by science for understanding the universe”. Therefore, the
value of computational models for decision making depends on assumptions
regarding climate, demand, land use, and other uncertain factors that may in-
fluence planning and management decisions. Numerical techniques to explore
the role of these uncertain factors in a model—i.e., sensitivity analysis, or more
generally, model diagnostics—can highlight opportunities to improve the accu-
racy of prediction as well as identify influential uncertainties to direct additional
research and inform policy (Saltelli and Funtowicz, 2013). This dissertation ad-
vances diagnostic methods for water resources prediction and planning models
to identify (1) time-varying dominant processes driving modeled hydrologic
predictions in flood forecasting, and (2) tradeoffs and vulnerabilities to chang-
ing climate and demands in regional urban water supply systems planning for
drought. In doing so, this work seeks to strengthen model-based decision sup-
port in water resources systems in the presence of conflicting objectives and
uncertain extreme events.
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In general, a simulation model of an environmental system can be thought
of as a function mapping decision variables, forcing data, and parameters to
one or more performance objectives. A model may range in complexity from a
simple empirical relationship, such as the rational formula for estimating peak
runoff (Dooge, 1957), to physically-based watershed models with spatially dis-
tributed storage elements (Abbott et al., 1986; Beven, 1989). Regardless of com-
plexity, water resources models are typically calibrated to historical observa-
tions, yet must maintain fidelity under as-yet-unobserved forcing conditions
to offer value to decision makers. To address this problem, model diagnostic
methods such as sensitivity analysis can be used to discover the parameters
and processes most responsible for changes in the performance objectives, to
identify the causes of model deficiencies and ultimately improve process repre-
sentation. Once stakeholders trust model predictions under forcing conditions
outside the range of historical observations, the type and degree of uncertain
parameters can be expanded to discover scenarios in which the system may fail
(i.e., extreme events such as floods and droughts). Furthermore, water resources
systems must consider multiple stakeholders with potentially conflicting objec-
tives (Maass et al., 1962; Cohon and Marks, 1973; Haimes and Hall, 1974). These
challenges to model-based decision support will be described in detail in the
following subsections for operational flood forecasting and regional portfolio
planning to improve robustness to droughts in urban water supply systems.
1.1.1 Hydrologic Process Representation in Flood Forecasting
Watershed models are valuable tools for forecasting flood events, particularly
when historical rainfall-runoff relationships are available for calibration. How-
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ever, the extent to which a particular model structure can adequately capture
the true watershed processes remains a challenge (Gupta et al., 2008; Wagener
et al., 2010; Ehret et al., 2013; Gupta and Nearing, 2014; Mendoza et al., 2015).
This task is vital for predictions under changing hydrologic conditions, where a
modeler must rely on process fidelity rather than an observed input-output re-
lationship (Ewen and Parkin, 1996; Van Werkhoven et al., 2008a; Wagener et al.,
2010). In other words, while a model can be made to reproduce historical obser-
vations, it must also do so “for the right reasons” to be of value (Kirchner, 2006).
The sensitivity of uncertain model parameters can be used to identify dominant
processes in a model, serving as a diagnostic tool to trace the causes of undesir-
able performance and improve the representation of the system. Importantly,
modeled dominant processes vary across space (e.g., van Griensven et al., 2006;
Tang, 2007; Van Werkhoven et al., 2008a) and time (McCuen, 1973; Reusser et al.,
2009; Reusser and Zehe, 2011). Efforts to analyze the spatiotemporal dynamics
of parameter sensitivity have been limited by computational and methodolog-
ical constraints, and have typically attempted to aggregate parameter values
across the model grid (e.g., Carpenter et al., 2001; Sieber and Uhlenbrook, 2005;
Cuo et al., 2011; Guse et al., 2013) or to aggregate temporally based on hydro-
logic events (Tang, 2007; Van Werkhoven et al., 2008b; Wagener et al., 2009b).
Furthermore, such analyses are rarely performed at a timescale commensurate
with the needs of flood forecasting applications (typically a 6-hour resolution or
finer). This dissertation contributes a novel approach to time-varying sensitivity
analysis of a spatially distributed flood forecasting model, first advancing meth-
ods capable of analyzing a high-dimensional parameter space (Chapter 3), then
providing conceptual support to explore the dynamic model processes driving
the prediction of flood events (Chapter 4).
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1.1.2 Urban Water Supply Planning under Change
A need for novel model diagnostic methods also exists in the field of urban
water supply planning, where traditional planning methods based on histor-
ical drought frequency are challenged by long-term changes in climate (Milly
et al., 2008; IPCC, 2013) and demand (Frederick and Major, 1997). While pro-
cess accuracy is not guaranteed, a larger concern is the inability to predict the
climate and demand conditions under which a system will be expected to pro-
vide reliable water supply. With sufficient data, it may be possible to account
for these uncertainties probabilistically, such as an expected cost-benefit analy-
sis (Schoemaker, 1982; Banzhaf, 2009). However, it is often the case in long-term
systems planning that the distributions of uncertain variables are themselves
uncertain, a condition referred to as deep uncertainty (Knight, 1921; Langlois
and Cosgel, 1993; Lempert, 2002). Deep uncertainty may appear even assum-
ing stationary conditions, albeit to a lesser extent, since the distribution family
and parameter values can never be known exactly. Nonstationarity is a long-
recognized concept (Matalas and Fiering, 1977) which, while not fully invalidat-
ing the historical record (Matalas, 2012), has nevertheless motivated the discus-
sion of deep uncertainty in the literature and the development of new decision
analysis frameworks to address it.
Deep uncertainty does not reflect a state of complete ignorance, since it is
possible to generate plausible states of the world and potentially rank them in
order of likelihood following additional analysis (Kwakkel and Pruyt, 2013).
However, we would prefer to do so a posteriori, after identifying the most vulner-
able states of the world for which likelihoods should be derived. This “scenario-
neutral” (Prudhomme et al., 2010) or “bottom-up” approach (Weaver et al., 2013;
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Nazemi and Wheater, 2014) has been advocated by several recent frameworks
for decision making under uncertainty, including Many-Objective Robust Deci-
sion Making (MORDM) (Kasprzyk et al., 2013), which is extended in this work.
Bottom-up frameworks stand in contrast to a “top-down” approach, in which
analysts seek to predict future climate and demand conditions prior to assessing
their impact on the system. This dissertation reviews the field of bottom-up de-
cision analysis frameworks under deep uncertainty, and advances the method-
ology for multi-stakeholder urban water supply systems (Chapters 5 and 6).
1.1.3 Navigating Tradeoffs in Multi-Objective, Multi-Stakeholder
Systems
An additional outstanding challenge in water resources systems is the need to
balance conflicting objectives across multiple stakeholders. Multiple objectives
may be aggregated a priori with weighted preferences (Reuss, 2003; Banzhaf,
2009), an approach which allows simple solution techniques but requires deci-
sion makers to accurately assign preference weighting prior to reviewing alter-
natives (Bond et al., 2008, 2010), which cannot be guaranteed. An alternative
approach is to seek the full set of tradeoff solutions which cannot improve one
objective without degrading another, also known as the Pareto set (Pareto, 1896).
Stakeholder preferences can then be discussed a posteriori with knowledge of
which candidate solutions are approximately Pareto-optimal. This a posteriori
approach to decision support, reviewed by Tsoukias (2008), allows constructive
learning with stakeholder feedback (Roy, 1971, 1990), in which problem for-
mulations may compete as multiple working hypotheses (Chamberlin, 1890).
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Modern search tools such as multi-objective evolutionary algorithms (MOEAs)
allow the approximation of the Pareto set in a single optimization run. This
dissertation employs MOEAs to discover promising portfolios of drought mit-
igation strategies, balancing objectives such as volumetric reliability and cost
across multiple water utilities in a region (Chapters 5 and 6).
In summary, this work addresses the outstanding challenges of hydrologic
process fidelity, water supply vulnerability to deeply uncertain change, and
multi-objective decision support under uncertainty through the common thread
of model diagnostics. The following chapters will develop diagnostic meth-
ods to explore the representation of dominant hydrologic processes and iden-
tify vulnerabilities to nonstationary model assumptions, ultimately seeking to
improve model-based planning for extreme floods and droughts in water re-
sources systems.
1.2 Scope & Organization
1.2.1 Chapter 2: Methodological Components
Chapter 2 will provide technical background on the computational methods ex-
tended in this dissertation. These include: methods for sensitivity analysis to
identify input factors, such as Sobol variance decomposition and Morris screen-
ing analysis; concepts and methods for multi-objective optimization using evo-
lutionary algorithms; and concepts dealing with decision support under deep
uncertainty. The rationale for employing these methods is to identify the most
influential uncertainties in a system along with candidate solutions to balance
6
tradeoffs between conflicting objectives.
1.2.2 Chapter 3: Efficient Sensitivity Analysis for Spatially Dis-
tributed Flood Forecasting
Chapter 3 seeks a computationally efficient approach to identifying dominant
processes in a spatially distributed flood forecasting model. Despite the in-
creased use of spatially distributed models in hydrology, there remains a need
for diagnostic methods capable of identifying dominant processes in complex,
highly parameterized models without aggregating parameter values. Sobol sen-
sitivity analysis (Section 2.1.1) has proven to be a valuable tool for diagnostic
analyses of hydrologic models; however, for many spatially distributed mod-
els, the Sobol method requires a prohibitive number of model evaluations to
reliably decompose output variance across the full set of parameters. We inves-
tigate the potential of the method of Morris (Section 2.1.2), a screening-based
sensitivity approach, to provide results sufficiently similar to those of the Sobol
method at a greatly reduced computational expense. The methods are bench-
marked on the Hydrology Laboratory Research Distributed Hydrologic Model
(HL-RDHM) model (Koren et al., 2004) over a six-month period in the Blue
River Watershed, Oklahoma, USA. Results of this comparison indicate that the
method of Morris correctly identifies sensitive and insensitive parameters with
300 times fewer model evaluations than the Sobol method. Method of Mor-
ris proves to be a promising diagnostic approach for global sensitivity analysis
of highly parameterized, spatially distributed hydrologic models. Chapter 3 is
drawn from Herman et al. (2013a), published in Hydrology & Earth System Sci-
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ences.
1.2.3 Chapter 4: High-Resolution Time-Varying Sensitivity
Analysis for Spatially Distributed Watershed Models
Chapter 4 builds on the results of the previous chapter to perform a time-
varying sensitivity analysis of a spatially distributed flood forecasting model,
seeking to align diagnostic methods with the models’ operational and scien-
tific goals (i.e., dynamic responses to spatially variable precipitation at sub-daily
timescales). Chapter 4 contributes a novel approach for computing and visual-
izing time-varying global sensitivity indices for spatially distributed model pa-
rameters. The high-resolution model diagnostics developed in this chapter em-
ploy the method of Morris to identify evolving patterns in dominant model pro-
cesses at sub-daily timescales over a six-month period. The method is demon-
strated on the HL-RDHM model in the Blue River watershed. Three hydrologic
events are selected from the six-month period to investigate the patterns in spa-
tiotemporal sensitivities that emerge as a function of forcing patterns as well as
wet-to-dry transitions. Events with similar magnitudes and durations exhibit
significantly different performance controls in space and time, indicating that
the diagnostic inferences drawn from representative events will be biased by the
a priori selection of those events. By contrast, this chapter demonstrates high-
resolution time-varying sensitivity analysis, requiring no assumptions regard-
ing representative events and allowing modelers to identify transitions between
sets of dominant parameters or processes a posteriori. The proposed approach
details the dynamics of parameter sensitivity in nearly continuous time, provid-
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ing decision-relevant diagnostic insights into the underlying model processes
driving predictions. Furthermore, the approach offers the potential to identify
transition points between dominant parameters and processes in the absence of
observations, such as under nonstationarity. Chapter 3 is drawn from Herman
et al. (2013b), published in Hydrology & Earth System Sciences.
1.2.4 Chapter 5: Robustness-Based Portfolio Planning for Re-
gional Drought Management under Deep Uncertainty
Chapter 5 advances diagnostic methods for water supply planning models,
moving from the traditional approach of seeking optimal solutions in the pro-
jected future toward seeking robust solutions capable of acceptable performance
across a range of possible futures. While optimality is a foundational mathe-
matical concept in water resources planning and management, “optimal” solu-
tions may be vulnerable to failure if deeply uncertain future conditions devi-
ate from those assumed during optimization. These vulnerabilities may pro-
duce asymmetric impacts across a region, making it vital to evaluate the robust-
ness of management strategies as well as their impacts for regional stakehold-
ers. Chapter 5 contributes a multi-stakeholder many-objective robust decision
making (MORDM) framework that blends many-objective search and uncer-
tainty analysis tools to discover tradeoffs between water supply alternatives
and their robustness to deep uncertainties (e.g., population pressures, climate
change, financial risks, etc.). The proposed framework is demonstrated for four
interconnected water utilities representing major stakeholders in the “Research
Triangle” region of North Carolina, USA. The utilities supply well over one mil-
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lion customers and have the ability to collectively manage drought via transfer
agreements and shared infrastructure. Results show that water portfolios for
this region that compose optimal tradeoffs (i.e., Pareto-approximate solutions)
under projected future conditions may suffer degraded performance with only
modest changes in deeply uncertain hydrologic and economic factors. We then
use the Patient Rule Induction Method (PRIM, Section 2.1.3) to identify which
uncertain factors drive the individual and collective vulnerabilities for the four
cooperating utilities. The framework identifies stakeholder dependencies and
robustness tradeoffs associated with cooperative regional planning, which illu-
minate the tensions between individual versus regional water supply goals. Co-
operative demand management was found to be the key factor controlling the
robustness of regional water supply planning, dominating other hydroclimatic
and economic uncertainties through the 2025 planning horizon. Results suggest
that a modest reduction in the projected rate of demand growth (from approxi-
mately 3% per year to 2.4%) will substantially improve the utilities’ robustness
to future uncertainty and reduce the potential for regional tensions. The pro-
posed multi-stakeholder MORDM framework offers model-based insights into
the risks and challenges posed by rising water demands and hydrological un-
certainties, providing a planning template for regions now forced to confront
rapidly evolving water scarcity risks. Chapter 5 is drawn from Herman et al.
(2014), published in Water Resources Research.
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1.2.5 Chapter 6: How Should Robustness be Defined for Water
Systems Planning under Change?
While Chapter 5 develops a methodology for discovering robust solutions un-
der deep uncertainty, Chapter 6 reviews other emerging methods in the field
of bottom-up decision analysis frameworks and compares the implications of
their recommendations. Bottom-up approaches identify vulnerable scenar-
ios prior to assigning likelihoods; examples include Robust Decision Making
(RDM), Decision Scaling, Info-Gap, and Many-Objective Robust Decision Mak-
ing (MORDM). Chapter 6 proposes a taxonomy of robustness frameworks to
compare and contrast these approaches, based on their methods of (1) alterna-
tive generation, (2) sampling of states of the world, (3) quantification of robust-
ness measures, and (4) sensitivity analysis to identify important uncertainties.
Building from the proposed taxonomy, we use a regional urban water supply
case study in the Research Triangle region of North Carolina to illustrate the
decision-relevant consequences that emerge from each of these choices. Results
indicate that the methodological choices in the taxonomy lead to the selection of
substantially different planning alternatives, underscoring the importance of an
informed definition of robustness. Moreover, the results show that some com-
monly employed methodological choices and definitions of robustness can have
undesired consequences when ranking decision alternatives. For the demon-
strated test case, recommendations for overcoming these issues include: (1) that
decision alternatives should be searched rather than prespecified; (2) dominant
uncertainties should be discovered via sensitivity analysis rather than assumed;
and (3) that a carefully elicited multivariate satisficing measure of robustness al-
lows stakeholders to achieve their problem-specific performance requirements.
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This work emphasizes the importance of an informed problem formulation for
systems facing challenging performance tradeoffs, and provides a common vo-
cabulary to link the robustness frameworks widely used in the field of water
systems planning. Chapter 6 is drawn from Herman et al. (2015), forthcoming
in Journal of Water Resources Planning & Management.
1.2.6 Chapter 7: Contributions & Future Work
Finally, Chapter 7 summarizes the findings of this dissertation and its contribu-
tions to model-based decision support in water resources systems under uncer-
tainty. Recommendations for future work are provided, including the potential
for new software tools to facilitate stakeholder interaction, real-time informa-
tion and data assimilation to reduce uncertainty and improve model predic-
tions, and the design of policies based on decision triggers to improve adaptabil-
ity to future change. This work contributes to ongoing computational and con-
ceptual improvements in water systems modeling to overcome the challenges to
decision making posed by conflicting objectives and uncertain extreme events.
1.2.7 Author Contributions for Published Work
Chapters 3 and 4: Jonathan Herman conceived the studies and led the modeling,
data analysis, and writing. Joshua Kollat led the parallel computing formulation
and assisted with the data analysis and writing. Patrick Reed and Thorsten
Wagener supervised the experiments and contributed to the data analysis and
writing.
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Chapters 5 and 6: Jonathan Herman conceived the studies and led the com-
putational experiments, data analysis, and writing. Harrison Zeff led the de-
sign of financial instruments and contributed to the modeling, data analysis
and writing. Patrick Reed and Greg Characklis supervised the experiments and
contributed to the data analysis and writing.
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CHAPTER 2
METHODOLOGICAL COMPONENTS
2.1 Sensitivity Analysis
2.1.1 Sobol sensitivity analysis
Sobol sensitivity analysis (Sobol, 1993; Sobol, 2001; Saltelli, 2002) is a global,
variance-based method that attributes the total variance of output Y to indi-
vidual inputs and their interactions, following an ANOVA-like decomposition
(Efron and Stein, 1981; Iooss and Lemaıˆtre, 2014):
Var(Y) =
∑
i
Di(Y) +
∑
i< j
Di j(Y) +
∑
i< j<k
Di jk(Y) + D12...n(Y) (2.1)
where Di is the first-order variance contribution of the ith parameter, Di j is the
second-order contribution of the interaction between parameters i and j, Di jk
represents the third-order interaction between parameters i, j, and k, and D12...n
contains all interactions higher than third-order, up to n total inputs. The first-
order and total-order sensitivity indices are defined as follows:
S i =
Var[E(Y |Xi)]
Var(Y)
=
Di
Var(Y)
(2.2)
S Ti =
Var[E(Y |X∼i)]
Var(Y)
=
D∼i
Var(Y)
(2.3)
The first-order index represents the expected reduction in variance if input i
were fixed, not accounting for interactions with other inputs. The total-order
index represents the reduction in variance (D∼i) that would occur if all inputs
except i were fixed. The total-order index incorporates estimates of all inter-
actions with other parameters. The difference between a parameter’s first and
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total order indices represents the effects of its interactions with other parame-
ters.
Estimators for S i and S Ti are reviewed by Saltelli et al. (2010); here, we follow
the Monte Carlo scheme proposed by Sobol (2001) and Saltelli (2002); Saltelli
et al. (2008). First, a global sample of the parameter space is taken using a quasi-
random Sobol sequence (Sobol, 2001) in place of standard uniform sampling to
improve convergence. For a sample size n and number of parameters p, two
(n × p) matrices A and B are sampled. The samples from matrix A are evaluated
in the model, and the result is used to estimate the mean and variance of the
output Y :
µˆY =
1
n
n∑
s=1
f (θs) , σˆ2Y =
1
n
n∑
s=1
f 2(θs) − µˆY2. (2.4)
Here, f is the function representing the model and θs represents the parameter
set associated with sample s. For adaptations to equation 2.4 which aim to im-
prove the convergence of Sobol indices, the reader is referred to (Saltelli, 2002)
and (Nossent and Bauwens, 2012b).
The estimated variance contributions Dˆi and Dˆ∼i are calculated according to
Sobol (2001) and Saltelli et al. (2008). The second sample matrix B is used to
“cross-sample” each parameter value to compute the variance contributions as
follows:
Dˆi =
1
n
n∑
s=1
f
(
θAs
)
f
(
θB∼is, θ
A
is
)
− µˆY2 (2.5)
Dˆ∼i =
1
n
n∑
s=1
f
(
θAs
)
f
(
θA∼is, θ
B
is
)
− µˆY2. (2.6)
In Equations 2.5 and 2.6, the parameter sets θi are superscripted to indicate
which parameters are sampled from which set. The sample set is denoted by
the superscript A or B; the parameters taken from that set are denoted either by
i (the i-th parameter) or ∼ i (all parameters except i). This results in a total of
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n(p + 2) model evaluations that must be performed, representing the computa-
tional cost of the method. A suitable sample size n is often not known a priori;
bootstrap confidence intervals are developed to assess the convergence of the
sensitivity indices (Efron, 1979). The estimators described above require a spe-
cific sampling technique and cannot be applied to given (arbitrary) input-output
data. Following Plischke et al. (2013), it is also possible to estimate first-order
Sobol indices from given data, noting that the calculation of total-order indices
from given data remains an open question.
2.1.2 Method of Morris
The method of Morris (1991) derives measures of global sensitivity from a set
of local derivatives, or elementary effects, sampled on a grid throughout the
parameter space. It is based on one-at-a-time (OAT) methods, in which each
parameter xi is perturbed along a grid of size ∆i to create a trajectory through
the parameter space. For a given model with p parameters, one trajectory will
contain a sequence of p such perturbations. Each trajectory yields one estimate
of the elementary effect for each parameter (i.e., the ratio of the change in model
output to the change in that parameter). Equation (2.7) shows the calculation of
a single elementary effect for the i-th parameter.
EEi =
f (x1, . . . , xi + ∆i, . . . , xp) − f (x)
∆i
(2.7)
where f (x) represents the prior point in the trajectory. In alternative formula-
tions, both the numerator and denominator are normalized by the values of the
function and parameter xi, respectively, at the prior point x (van Griensven et al.,
2006). Using the single trajectory shown in Eq. (2.7), one can calculate the ele-
mentary effects of each parameter with only p+ 1 model evaluations. However,
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by using only a single trajectory, this OAT method is highly dependent on the
location of the initial point x in the parameter space and does not account for
interactions between parameters. For this reason, the method of Morris (1991)
performs the OAT method over N trajectories through the parameter space. This
study employs the sampling approach originally proposed by Morris (1991), in
which trajectories through the parameter space are generated by randomly per-
turbing one factor at a time. Recent advances in this area by (Campolongo et al.,
2007, 2011) and (Ruano et al., 2012) provide trajectories which maximize cover-
age of the parameter space, ensuring that the sampled elementary effects yield
accurate estimates of global sensitivity. These improvements suggest promis-
ing directions for future investigation. Once trajectories are sampled, the re-
sulting set of elementary effects is then averaged to give µ, which serves as an
estimate of total-order effects. Similarly, the standard deviation of the set of ele-
mentary effects σ describes the variability throughout the parameter space and
thus the extent to which parameter interactions are present. This study uses the
improvement of (Campolongo et al., 2007) in which an estimate of total-order
sensitivity of the i-th parameter, µ∗i , is computed from the mean of the abso-
lute values of the elementary effects over the set of N trajectories as shown in
Eq. (2.8).
µ∗i =
1
N
N∑
j=1
|EE ji | (2.8)
2.1.3 Patient Rule Induction Method
The Patient Rule Induction Method (PRIM) (Friedman and Fisher, 1999) is a data
mining technique to identify ranges of uncertain input factors that are likely
to cause a particular outcome. In sensitivity analysis parlance, PRIM may be
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thought of as a “factor mapping” approach (Saltelli et al., 2008) given its focus
on finding sensitive ranges in the input space. The outcome of interest may be
based on a single value (e.g., reliability below 99%), the intersection of multiple
outcomes (reliability below 99% and cost above $30 million), or the union of
multiple outcomes (reliability below 99% or cost above $30 million).
Consider a sample of N states of the world comprised of k uncertain factors
xi, i ∈ (1, . . . , k) and a simulation model y = f (s, x) that computes an output of
interest y for a particular strategy s. We additionally define a vector Y∗ contain-
ing m policy-relevant thresholds that will be met in a set of “cases of interest”
(Bryant and Lempert, 2010):
Iall = {x | f (s, x) ≥ Y∗1 } ∩ . . . ∩ {x | f (s, x) ≥ Y∗m} (2.9)
Equation 2.9 refers to the cases of interest Iall for which all thresholds Y∗ are
satisfied. Note that the thresholds can, in general, be expressed as any combina-
tion of greater-than or less-than requirements. It is also possible to define cases
of interest for which any of the conditions Y∗ are satisfied:
Iany = {x | f (s, x) ≥ Y∗1 } ∪ . . . ∪ {x | f (s, x) ≥ Y∗m} (2.10)
Following Bryant and Lempert (2010), PRIM seeks to discover a set of box con-
straints B = {x | a ≤ x j ≤ b, j ∈ L}, where L ⊆ {1, . . . , k}, to best describe the
occurrence of cases of interest I. Uncertain factors x j<L are not constrained by B.
Defining cases of interest allows PRIM to consider a binary simulation out-
put: y′i = 1 if xi ∈ I and y′i = 0 otherwise. A good candidate box B must serve
several purposes. First, it must contain a high proportion of cases of interest,
i.e., it should maximize coverage:
C =
∑
xi∈B
y′i
/ ∑
xi∈I
1 (2.11)
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Additionally, the states of the world xi captured by the box must be primarily
cases of interest, i.e., it should maximize density:
D =
∑
xi∈B
y′i
/ ∑
xi∈B
1 (2.12)
Coverage and density are conflicting metrics. For example, wide constraints
will cover nearly all of the cases of interest, but will also contain many other
cases, leading to a poor density. Similarly, a set of narrow constraints could
contain exclusively cases of interest, but would fail to capture many of them,
leading to a poor coverage metric.
PRIM works by “peeling” away layers of the uncertainty space by constrain-
ing one dimension at a time, based on the constraint that will maximize the
mean value of y′ for x ∈ B1. Once the candidate box B1 is defined, the points
{(x, y′) | x ∈ B1} are removed from the dataset and PRIM continues to define a
new box B2 using the same approach. Friedman and Fisher (1999) refer to the
set of candidate boxes as the “peeling trajectory”. The coverage and density are
calculated for each box, and the conflict between these two metrics is addressed
by the user interactively selecting a candidate box B from the coverage-density
tradeoff. The result is a set of box constraints on the uncertain factors deter-
mined to be influential; factors with little or no influence are ignored. PRIM has
been adopted as a key component of the Robust Decision Making framework
(Lempert, 2002; Lempert et al., 2006) given its ability to identify multivariate
vulnerabilities even when the model mapping inputs to outcomes is nonlinear
or otherwise challenging. In this work, we employ an open-source implemen-
tation of PRIM written in the R language, which is distributed with the Scenario
Discovery Toolkit (Bryant, 2009).
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2.2 Multi-Objective Evolutionary Optimization
Multi-objective Evolutionary Algorithms (MOEAs) belong to a broader class of
population-based metaheuristics which employ structured randomness to ex-
plore the search space and locate near-optimal solutions (Maier et al., 2014).
They draw inspiration from biological evolution, including the concepts of mu-
tation, crossover, and selection based on “fitness” (i.e., performance in one or
more objective values) (Nicklow et al., 2010). These concepts are implemented
using one or more operators, such as polynomial mutation or simulated binary
crossover, to create potentially promising new solutions from existing ones. The
algorithms are, in general, designed to solve multi-objective (vector) optimiza-
tion problems of the following type, with D objectives, M inequality constraints,
and N equality constraints:
min
x∈Ω
F(x) = [ f1(x), f2(x), . . . fD(x)]
s.t. gi(x) ≤ 0,∀i ∈ (1, ..,M)
h j(x) = 0,∀ j ∈ (1, ..,N)
where fi(x) are the objective functions and x are the decision variables. Impor-
tantly, problems of this type do not result in a single optimal solution, but rather
a set of solutions that are identified as “Pareto-optimal” or “non-dominated”, as
will be described in Section 2.2.1. Initial efforts to solve problems of this type
relied on repeated solving of weighted linear programming problems by iter-
atively adjusting the weights (Cohon and Marks, 1973, 1975), which required
the problems to be linearly separable (i.e., where the objective function is a
weighted sum of decision variables) and convex. Because classical optimization
relies on the gradient of the function, it becomes untenable when faced with un-
known analytical derivatives, nonsmooth functions, and/or a high-dimensional
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search space, forcing the analyst to simplify the problem to accommodate the
solution method rather than vice versa. Particularly in water resources sys-
tems, it cannot be assumed that an optimization problem will be linear, convex,
or continuous since the field deals with stochastic systems, discrete decisions,
and complex relationships between decisions and outcomes (Reed et al., 2013).
For this reason, evolutionary optimization has become increasingly popular in
the water resources field since the initial applications developed by, for exam-
ple, Goldberg (1989), Dougherty and Marryott (1991), and McKinney and Lin
(1994). Potential drawbacks include the corresponding increase in computa-
tional power required for evolutionary algorithms to succeed relative to classi-
cal approaches, and the guarantee only of an approximately optimal solution
rather than an exact one. However, evolutionary methods advocate solving
the exact problem approximately rather than solving the approximate prob-
lem exactly (Maier et al., 2014). Nicklow et al. (2010) and Maier et al. (2014)
provide reviews of single and multi-objective evolutionary algorithms in water
resources. Coello Coello (2007) provides an extensive review of MOEA appli-
cations across many scientific and engineering fields. Finally, Reed et al. (2013)
provide a comprehensive diagnostic assessment of the efficiency and reliability
of modern MOEAs.
2.2.1 Pareto Dominance and ε-Dominance
MOEAs aim to find the Pareto-optimal set of solutions. For a D-objective min-
imization problem, an objective vector F(x) dominates another vector F(y), de-
noted F(x)  F(y), if and only if fi(x) ≤ fi(y) ∀i ∈ (1, . . . ,D) and there exists a
j ∈ (1, . . . ,D) for which f j(x) < f j(y) (Reed et al., 2013). In other words, F(x)
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Figure 2.1: A two-objective minimization problem illustrating the concept
of epsilon dominance, adapted from Kasprzyk (2013). The ep-
silon resolution for each objective is indicated. Only one solu-
tion is allowed per grid box, and other solutions are eliminated
via intra-box sorting (e.g., solution C dominates solution D).
Inter-box sorting is performed with respect to entire grid boxes
(e.g., solution B box-dominates solution A). In this example,
the non-dominated members of the set are B, C, and E (green),
while solutions A and D (red) are dominated.
performs at least as well as F(y) in all objectives, so the decision vector y can
be removed from consideration regardless of the decision maker’s preference.
The Pareto-optimal set of objective vectors contains the solutions which are not
dominated by any other solution. In practice, it is not possible to enumerate all
possible solutions in order to identify those that are Pareto-optimal. Instead, for
engineering applications it is common to use MOEAs to identify the best-known
approximation to the Pareto set (a set of vectors termed “Pareto-approximate”)
which are not dominated by any solution found during search.
Desirable properties of MOEAs include convergence to the true Pareto-
optimal set and diversity across the set. The process of ε-dominance (Laumanns
et al., 2002) guarantees both properties provided sufficient search time, and also
provides a theoretical upper bound for the size of the Pareto-approximate set, a
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valuable contribution from a decision making standpoint. ε-dominance requires
a resolution (or tolerance) εi > 0 to be defined for all objectives i ∈ (1, . . . ,D),
which creates a grid in the objective space as shown in Figure 2.1. An objec-
tive vector F(x) ε-dominates another vector F(y), denoted F(x) ε F(y), if and
only if (1 − εi) fi(x) ≤ fi(y) ∀i ∈ (1, . . . ,D) (Laumanns et al., 2002). The set of ε-
nondominated vectors can be approximated numerically by allowing only one
solution to survive in each grid box, then performing a Pareto sort on the grid
boxes themselves (see Figure 2.1). The concept of ε-dominance limits the size
of the Pareto-approximate set, improving the rate of convergence and also the
interpretability of the results for decision making—most decision makers will
be able to specify a significant precision for each objective within which small
variations are considered inconsequential.
2.2.2 Borg MOEA
In practice, the crossover and mutation search operators used in MOEAs (in-
troduced in Section 2.2) must be parameterized by the user. These may in-
clude the probability of crossover, the magnitude of allowable mutations, etc.,
where a suitable value is unknown a priori. For this reason, recent algorithm
development has focused on adaptive operators which can alter the parame-
ter values or the operators used during the course of the search (Vrugt and
Robinson, 2007; Vrugt et al., 2009). The Borg MOEA (Hadka and Reed, 2013)
extends this concept by combining multiple operators to search the solution
space, selecting operators adaptively based on their demonstrated probability
of improvement during the optimization. The search operators encompassed
by Borg include: simulated binary crossover (SBX; Deb and Agrawal, 1994), dif-
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ferential evolution (DE; Storn and Price, 1997), parent-centric crossover (PCX;
Deb et al., 2002), unimodal normal distribution crossover (UNDX; Kita et al.,
1999), simplex crossover (SPX; Tsutsui et al., 1999), polynomial mutation (PM),
and uniform mutation (UM) applied to each of D objectives with probability
1/D (Hadka and Reed, 2013; Reed et al., 2013). Example distributions of the
new solutions produced by these operators are shown in Figure 2.2 (Hadka and
Reed, 2013). Borg also assimilates several recent advances in the evolutionary
algorithms literature, including epsilon-dominance archiving (Laumanns et al.,
2002), adaptive population sizing (Kollat and Reed, 2007a), and a steady-state
algorithm structure (Deb et al., 2005), which refers to the replacement of only
one solution in the population per iteration (in contrast to generational algo-
rithms, which replace the entire population). Borg has shown superior per-
formance on challenging nonlinear, non-convex, multimodal problems (Hadka
and Reed, 2012; Hadka et al., 2012; Reed et al., 2013). In this work, the Borg
MOEA is used to identify multi-objective tradeoffs in water resources problems.
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Uniform Mutation
Unimodal Normal
Distribution CrossoverParent-Centric Crossover Simplex Crossover
Figure 2.2: Example distributions of new candidate solutions produced by
the recombination operators of the Borg algorithm, in a hy-
pothetical two-dimensional space of decision variables. The
initial “parent” solutions are indicated by larger circles. From
Hadka and Reed (2013).
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CHAPTER 3
EFFICIENT SENSITIVITY ANALYSIS METHODOLOGY FOR SPATIALLY
DISTRIBUTED FLOOD FORECASTING
This chapter is drawn from the following peer-reviewed journal article:
Herman, J.D., Kollat, J.B., Reed, P.M., and Wagener, T. (2013). Technical Note: Method
of Morris effectively reduces the computational demands of global sensitivity analysis
for distributed watershed models. Hydrol. Earth Syst. Sci., 17(7), 2893-2903.
This work was partially supported by the U.S. National Science Foundation under
grants EAR-0838357 and OCI-0821527. The opinions, findings, and conclusions are
solely those of the authors.
3.1 Abstract
The increase in spatially distributed hydrologic modeling warrants a corre-
sponding increase in diagnostic methods capable of analyzing complex models
with large numbers of parameters. Sobol sensitivity analysis has proven to be a
valuable tool for diagnostic analyses of hydrologic models. However, for many
spatially distributed models, the Sobol method requires a prohibitive number of
model evaluations to reliably decompose output variance across the full set of
parameters. We investigate the potential of the method of Morris, a screening-
based sensitivity approach, to provide results sufficiently similar to those of the
Sobol method at a greatly reduced computational expense. The methods are
benchmarked on the Hydrology Laboratory Research Distributed Hydrologic
Model (HL-RDHM) model over a six-month period in the Blue River Water-
shed, Oklahoma, USA. The Sobol method required over six million model eval-
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uations to ensure reliable sensitivity indices, corresponding to more than 30 000
computing hours and roughly 180 gigabytes of storage space. We find that the
method of Morris correctly identifies sensitive and insensitive parameters with
300 times fewer model evaluations, requiring only 100 computing hours and 1
gigabyte of storage space. Method of Morris proves to be a promising diagnos-
tic approach for global sensitivity analysis of highly parameterized, spatially
distributed hydrologic models.
3.2 Introduction: Diagnostics for Spatially Distributed Water-
shed Models
Distributed hydrologic models aim to improve simulations of watershed behav-
ior by allowing forcing data and model parameters to vary across a spatial grid.
Recent advances in hydrologic data collection and computing power have in-
creased the appeal of distributed models while also allowing further increases
in complexity (Smith et al., 2004, 2012). This added complexity is not without
cost; a typical distributed model usually contains thousands more parameters
than a lumped model, causing a commensurate leap in computational require-
ments as well as challenges in diagnosing model behavior (van Griensven et al.,
2006; Gupta et al., 2008). Calibration of such highly parameterized models re-
mains difficult, not only due to the computation involved, but also because of
their highly interactive parameter spaces and nonlinear, multimodal objective
spaces (Gupta et al., 1998; Carpenter et al., 2001). To address these challenges,
this study explores diagnostic methods capable of characterizing the complex
relationships between distributed model parameters and objectives efficiently
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and accurately.
Sensitivity analysis has long been used to derive diagnostic insight from hy-
drologic models by identifying the input factors controlling model performance
(Hornberger and Spear, 1981; Franchini et al., 1996; Freer et al., 1996; Wagener
et al., 2001; Muleta and Nicklow, 2005; Sieber and Uhlenbrook, 2005; Bastidas
et al., 2006; Demaria et al., 2007; Cloke et al., 2008; Van Werkhoven et al., 2008a,
2009; Wagener et al., 2009a; Reusser et al., 2011; Reusser and Zehe, 2011; Her-
man et al., 2013c). The most common applications of sensitivity analysis include
factor fixing, in which insensitive inputs are assigned fixed values to simplify
further analysis; factor prioritization, in which the most sensitive inputs are
identified; and factor mapping, which identifies the regions of the input space
in which a particular input is most sensitive (Saltelli et al., 2008). A number
of input factors can be explored in sensitivity analysis, including forcing vari-
ables, but in diagnostic applications it is common to analyze model parameters
directly. In this study, we aim to analyze the ranking of sensitive model param-
eters (i.e., both those that are sensitive and insensitive) as well as to compare
their quantitative measures of sensitivity.
Sensitivity methods can be broadly divided into local methods and global
methods. Local methods provide measures of importance around a single point
in the parameter space. Global methods aim to reflect the importance of a pa-
rameter throughout the full multivariate space of a model. Relatively few stud-
ies have performed global sensitivity analysis for spatially distributed mod-
els due to the severe computational demands posed by sampling their high-
dimensional parameter spaces. Distributed sensitivity studies in hydrology and
land surface modeling have often addressed this problem by aggregating pa-
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rameter values across the model grid or subgrids (e.g., Carpenter et al., 2001;
Hall et al., 2005; Sieber and Uhlenbrook, 2005; Zaehle et al., 2005; Alton et al.,
2006). Fewer still are studies which have performed sensitivity analysis on a
full set of spatially distributed parameters (e.g., Muleta and Nicklow, 2005; van
Griensven et al., 2006; Tang et al., 2007a; Van Werkhoven et al., 2008b). These
studies clearly show the benefits of performing global sensitivity analysis on a
distributed model without sacrificing resolution in the parameter space. This
study hypothesizes that the need for such sacrifices (i.e., to reduce computa-
tional demands) can be reduced with a careful choice of the sensitivity analysis
method.
This study compares the efficiency and effectiveness of two state-of-the-
art global sensitivity analysis methods, Sobol sensitivity analysis (Sobol, 2001;
Saltelli, 2002) and the method of Morris (1991). Sobol sensitivity analysis is a
variance-based method that attributes variance in the model output to individ-
ual parameters and their interactions. In a comparison of several widely-used
sensitivity methods, the Sobol method was found to provide the most accu-
rate and robust sensitivity indices, particularly in nonlinear models with strong
parameter interactions (Tang et al., 2007b; Yang, 2011). However, the number
of model evaluations required by the Sobol method increases rapidly with the
number of parameters, making its efficiency questionable in the distributed
case. The method of Morris (1991) measures global sensitivity using a set of
local derivative approximations (elementary effects) taken at points sampled
throughout the parameter space. The method of Morris can estimate parame-
ter interactions by considering both the mean and variance of the elementary
effects. Full descriptions of the Sobol and Morris method are given in Sections
2.1.1 and 2.1.2, respectively.
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We implement the two sensitivity analysis methods for the Hydrology Labo-
ratory Research Distributed Hydrologic Model (HL-RDHM) (Koren et al., 2004;
Reed et al., 2004; Smith et al., 2004; Moreda et al., 2006), developed by the
United States National Weather Service (NWS). The model is used to simu-
late the Blue River Watershed, Oklahoma, USA, over a six-month period using
hourly timesteps and forcing data. Sensitivity results from the Sobol and Mor-
ris methods are compared spatially and statistically to determine the extent to
which the method of Morris provides computational savings while maintaining
sensitivity indices sufficiently similar to those of the Sobol method. In turn, we
investigate whether the method of Morris is a promising candidate to overcome
the challenges to diagnostic analysis posed by the high-dimensional parameter
spaces of distributed hydrologic models.
3.3 Model and study area
3.3.1 HL-RDHM model
The HL-RDHM, developed by the United States NWS, is a modeling framework
for building lumped, semi-distributed, and fully distributed hydrologic models
(Koren et al., 2004; Reed et al., 2004; Smith et al., 2004; Moreda et al., 2006). The
model is structured using a 4 km × 4 km grid resolution derived from the Hy-
drologic Rainfall Analysis Project (HRAP), which corresponds to the NEXRAD
precipitation products developed by the US NWS. The water balance in each
grid cell is modeled with the Sacramento Soil Moisture Accounting (SAC-SMA)
model (Burnash and Singh, 1995). Figure 3.1c shows the water balance com-
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ponents of the SAC-SMA model in each grid cell, including impervious area
parameters (PCTIM and ADIMP), the upper and lower storage zones (UZ– and
LZ–), and the percolation functions connecting the upper and lower zones (ZPerc,
RExp, and PFree).. Routing between grid cells is modeled with a kinematic wave
approximation to the St. Venant equations. This study performs sensitivity anal-
ysis on 14 parameters of the SAC-SMA model in each cell of the HRAP grid as
shown in Fig. 3.1c. Since the model contains 78 grid cells, a total of 78×14= 1092
parameters are required to perform sensitivity analysis without spatial aggre-
gation. The sampling ranges for these parameters are derived from prior work
(Van Werkhoven et al., 2008b) and in consultation with the National Weather
Service. Note that the choice of plausible sampling ranges is critical to ensure
representative model performance (Sobol, 2001; Nossent and Bauwens, 2012a).
3.3.2 Study area: Blue River, Oklahoma
The computational experiments in this study were performed for the Blue River
Basin in southern Oklahoma, USA, one of the basins included in the Distributed
Model Inter-comparison Project Phase 2 (DMIP2) (Smith et al., 2012). Figure 3.1a
shows the location of the Blue River. The watershed is represented by 78 HRAP
grid cells, as shown in Fig. 3.1b, resulting in a total basin area of 1248 km2. The
model was forced using hourly NEXRAD precipitation data over the 6 month
period from 16 November 2000 to 15 May 2001, preceded by a 3 week warmup
period. Figure 3.2 shows the hourly precipitation and streamflow data for the
Blue River during the selected simulation period. As Fig. 3.2 indicates, the Blue
River remains at low flow during much of the simulation period, punctuated by
a series of large rainfall events.
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Figure 3.1: (A) Location of the Blue River Basin in southern Oklahoma,
USA. (B) The 78 HRAP grid cells of the Blue River Basin
(shaded). (C) The Sacramento Soil Moisture Accounting (SAC-
SMA) model, which simulates the water balance in each grid
cell.
3.4 Computational Experiment
The sensitivity analyses were performed on the 14 SAC-SMA model parame-
ters as indicated in Fig. 3.1. The lower and upper bounds for each parameter
are based on the a priori gridded parameter values derived by the NWS (Ko-
ren et al., 2004) and extended for sensitivity analysis by (Van Werkhoven et al.,
2008b). These parameter ranges are included in Table 3.1. Parameter values for
each grid cell were sampled separately from uniform distributions. Rather than
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Figure 3.2: The hourly hydrograph of the 6 month simulation period for
the Blue River Basin, with a 3 week warmup period. The pre-
cipitation amounts are based on the mean value across the 78
HRAP grid cells in the basin. The colors of the precipitation
bars indicate the fraction of grid cells receiving more than 0.1
mm precipitation, representing the spatial distribution of each
hourly rainfall value.
measure the sensitivity of the output streamflow directly, we measure the sensi-
tivity of the root mean squared error (RMSE) metric, calculated using the known
hourly streamflow values over the 6 month simulation period. This ensures that
our sensitivity indices are grounded relative to the observed streamflow and de-
scribe the controls on model performance.
The sample sizes and corresponding number of model evaluations required
for both the Sobol and Morris methods are shown in Table 3.2. For the Sobol
method, sample sizes of N = 1000 and N = 6000 were used, resulting in just over
1 million and 6 million model evaluations, respectively. The latter value repre-
sents the limit of computational feasibility for this model at an hourly timestep,
to derive maximally accurate baseline values of the sensitivity indices. We chose
the two sample sizes to verify convergence of the Sobol indices. Confidence in-
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Table 3.2: Sample sizes and number of model runs performed for each of
the sensitivity analysis methods.
Method Sample size Model evaluations
Sobol′
1000 1 094 000
6000 6 564 000
Morris
20 21 840
40 43 680
60 65 520
80 87 360
100 109 200
tervals for the sensitivity indices derived from the bootstrap method (Archer
et al., 1997) were monitored to ensure convergence of the Sobol method at the
N = 6000 level. We considered convergence acceptable if the 95% confidence in-
terval represented less than 10% of the sensitivity index value for the most sen-
sitive parameters. For the method of Morris, sample sizes ranging from N = 20
to N = 100 were chosen to determine if the approach can provide suitable results
with orders of magnitude fewer model evaluations. The sensitivity analyses
were performed using the CyberSTAR high-performance cluster at Penn State
University, which contains a combination quad-core AMD Shanghai processors
(2.7 Ghz) and Intel Nehalem processors (2.66 Ghz). Approximately 50 000 com-
puting hours were required to complete the experiment.
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3.5 Results and discussion
The results of the sensitivity analyses can be addressed through the lens of two
primary questions: (1) what is the sample size required for the Sobol method to
return reliable sensitivity indices; and (2) how suitable are the indices returned
by the method of Morris relative to the baseline created by the Sobol method.
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Figure 3.3: Maps of the total-order Sobol sensitivity indices for the four
most sensitive parameters as well as the total sum in each grid
cell. The maps are shown for the N = 1000 and N = 6000 sample
sizes. The lower sample size shows a coarse identification of
sensitive and insensitive cells. The N = 6000 sample size shows
smoother spatial patterns of sensitivity indices, suggesting that
this level of sampling is required for reliable Sobol indices.
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3.5.1 Convergence of Sobol indices
Figure 3.3 shows the spatial maps of total-order Sobol sensitivity indices for the
sample sizes N = 1000 and N = 6000. The four most sensitive parameters of the
SAC-SMA model are shown, as well as the cell-level sum of sensitivity indices.
The total-order indices vary over a small range since the output variance must
be distributed across the full set of distributed parameters, 1092 in total.
Figure 3.3 shows several interesting spatial patterns of sensitivity. First, the
most sensitive parameters are primarily upper and lower storage zone max-
ima. The lower-zone storage maxima, LZFPM and LZFSM, are most sensitive
in the headwater portion of the basin, while the upper-zone storage maximum
UZFWM is most sensitive toward the outlet of the basin. The resulting sum-
mation of sensitivity indices shows a division of the most active cells, with one
group in the headwaters and another near the outlet.
From Fig. 3.2, it is clear that most precipitation events during the simula-
tion period are distributed across nearly all grid cells in the watershed. This
suggests that much of the spatial variability of sensitivity in Fig. 3.3 is due to
processes within the model itself rather than forcing patterns. The RMSE metric
is most sensitive to errors in peak flows, so the sensitivity indices in Fig. 3.3 can
be interpreted in the context of the several high-flow events shown in the hydro-
graph in Fig. 3.2. Toward the outlet of the basin, the primary runoff-generating
mechanisms in the model are overflow from the upper-zone free water storage
(UZFWM) and flow out of the upper zone (controlled by UZK). The fact that the
lower zone rate constants, LZPK and LZSK, are not sensitive indicates that they
act on a slower timescale and thus do not affect RMSE. In the headwaters, the
lower zone storage maxima (LZFPM and LZFSM) and the rate constant UZK
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are most sensitive, likely because these parameters must not allow too much di-
rect runoff from the headwater region to prevent the model from overshooting
the observed flow peaks and causing poor RMSE performance. While the tem-
poral distribution of forcing can affect the sensitivity indices shown in Fig. 3.3,
the spatial distribution can be restricted to the processes occurring within the
model.
Also visible in Fig. 3.3 is the difference in Sobol sensitivity indices as a func-
tion of sample size. At a sample size of N = 1000, the most sensitive cells are
identified, but it is clear that cells with intermediate sensitivity values largely
remain unidentified. For example, it is common to see sensitive cells (red)
adjacent to insensitive cells. Intuitively, we should expect to see a smoother
spatial gradient of sensitivity in which the most sensitive cells are adjacent to
intermediate-sensitivity cells, which in turn are adjacent to low-sensitivity cells.
This is achieved to a larger extent with a sample size of N = 6000. Here, the sen-
sitivity indices vary more smoothly in space, indicating that the N = 6000 case
provides a baseline for total-order sensitivity indices. The bootstrap confidence
intervals confirm convergence for the N = 6000 sample size. The N = 1000 case
would not be sufficient to capture the full range of sensitivity, a fact which un-
derscores the high computational requirements of the Sobol method. It is worth
noting that the slow convergence of the Sobol method for this model is related
to the large number of parameters over which variance must be decomposed,
leading to small sensitivity values and a correspondingly narrow range of ac-
ceptable confidence bounds (Nossent et al., 2011).
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3.5.2 Comparison of Sobol and Morris indices
The Sobol sensitivity indices from the N = 6000 case form a set of target values
against which the method of Morris will be compared. Figure 3.4 compares this
target to the lowest-sample Morris experiment, N = 20, for all 14 of the SAC-
SMA parameters and the sums of parameter indices for each of the 78 grid cells.
The Sobol indices offer a quantitative interpretation as a fraction of total vari-
ance, but the Morris indices do not; the latter are normalized to avoid this mis-
interpretation.
Figure 3.4 shows that the total-order indices calculated by the method of
Morris with only N = 20 samples successfully capture the spatial patterns of the
Sobol indices with N = 6000 samples. The Morris indices are able to isolate the
most sensitive parameters, along with their correct locations in the watershed:
LZFPM, LZFSM, and UZK in the headwaters, and UZFWM, UZK, and ADIMP
near the outlet. It also correctly identifies the parameters that are insensitive
over the simulation period: LZTWM, PCTIM, PFREE, UZTWM, and RIVA. The
sums of indices are comparable between the Sobol and Morris methods, as well,
with sensitive areas near the headwaters and outlet, and intermediate sums of
sensitivity in the rest of the basin. In general, the Morris indices follow smooth
spatial patterns, which aligns with intuition regarding sensitive regions of the
watershed. From the sensitivity maps in Fig. 3.4, The method of Morris with
a sample size of N = 20 is able to correctly identify sensitive and insensitive pa-
rameters, as well as their spatial patterns, at greatly reduced computational ex-
pense relative to the Sobol method.
The Morris sensitivity indices can also be compared statistically to the Sobol
indices for the N = 6000 case to ensure sufficient similarity. Figure 3.5 compares
40
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Figure 3.5: Statistical comparison of sensitivity indices and sensitivity
ranks (1–1092) between the Sobol method (N = 6000) and the
method of Morris with sample sizes from N = 20 to N = 100. The
sensitivity indices are compared using a nonlinear Spearman
correlation coefficient (ρ), while the rankings are compared
with a linear correlation coefficient (R2). Each plot contains all
14 parameters from each grid cell, for a total of 1092 points.
the sensitivity indices for each method, as well as the sensitivity ranks (1–1092),
for all of the Morris sample sizes from N = 20 to N = 100. The sensitivity in-
dices are compared using a nonlinear Spearman correlation coefficient, because
a one-to-one correspondence between Sobol and Morris indices is not necessary.
The rankings are compared with a linear correlation coefficient, because these
ideally will exhibit a one-to-one correspondence.
The top row of Fig. 3.5 shows that the Morris µ* values for all sample sizes
are well-correlated with the Sobol indices with a sample size of N = 6000. Im-
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portantly, there appears to be little benefit in running the method of Morris for
sample sizes greater than N = 20, since the correlation remains similar for higher
sample sizes. The relationship between Morris µ* values and Sobol indices is
approximately linear for low-sensitivity parameters. However, the relationship
becomes nonlinear for high-sensitivity parameters, where the Morris µ* values
appear to flatten out. This suggests that the Sobol method can better distinguish
between the most sensitive parameters, whereas the method of Morris cannot.
Still, the method of Morris successfully distinguishes sensitive from insensitive
parameters, and a sample size of N = 20 is clearly sufficient to achieve this.
The bottom row of Fig. 3.5 shows that the sensitivity rankings given by the
method of Morris are well-correlated with those given by the Sobol method with
N = 6000. Again, a sample size of N = 20 for the method of Morris appears suffi-
cient to achieve a good correlation, and little is gained by increasing the sample
size further. Of particular interest are the clusters of highly correlated param-
eters ranked near the most and least sensitive (ranks 1 and 1092, respectively).
This indicates that the method of Morris can isolate the most and least sensitive
parameters with high reliability, reinforcing its utility as a screening method.
The outliers in the bottom row of Fig. 3.5 reinforce the difficulty for the method
of Morris to distinguish between sensitive parameters; it correctly identifies
them as sensitive, but struggles to rank them quantitatively. The largest out-
liers occur in the upper-left of each plot, where the method of Morris attributes
erroneously high rankings to certain parameters. These outliers correspond to
parameters of average rank, whose low (but non-zero) sensitivity values are ex-
tremely difficult to differentiate from one another. Thus, these points highlight
the limitations of the method of Morris for this model, but they do not detract
from the success of the approach in correctly classifying the parameters with the
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Figure 3.6: Computation time (hours) and storage (gigabytes) required for
each experiment. The method of Morris with N = 20 represents
a factor of 300 computational savings compared to the Sobol
method with N = 6000.
highest and lowest sensitivity values.
Given that both the spatial and statistical comparisons between the Sobol
and Morris sensitivity indices indicate the success of the method of Morris, it is
worth exploring the amount of computation saved to achieve a highly similar
set of sensitivity results. Figure 3.6 shows the location of each experiment in
the space defined by the computation time and storage required. The largest
Sobol experiment, with N = 6000, required over 6 million model evaluations,
leading to more than 30 000 hours of computation time and approximately 180
gigabytes of storage space to store the model output. By contrast, the small-
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est Morris experiment, with N = 20, required roughly 100 hours of computation
and 1 gigabytes of storage space. This represents a factor of 300 savings in both
the runtime and storage dimensions relative to the Sobol method. As shown in
Figs. 3.4 and 3.5, the sensitivity indices calculated by this lowest-sample Mor-
ris experiment are spatially and statistically comparable to those calculated by
the highest-sample Sobol experiment, indicating that the method of Morris pro-
vides significant computational savings without significant degradation of so-
lution quality.
3.6 Conclusions
The method of Morris is able to correctly identify sensitive and insensitive pa-
rameters for a highly parameterized, spatially distributed watershed model
with 300 times fewer model evaluations than the Sobol method. Even for this
complex model, the efficient factorial sampling scheme of the method of Morris
is sufficient to isolate the controls on model performance without any prior as-
sumptions on the form of the model output. The Sobol method confers several
advantages, including the first order sensitivity indices, and a large ensemble
of model evaluations to be used in an uncertainty analysis or likelihood-based
optimization framework, which the method of Morris does not provide. How-
ever, for many distributed modeling applications, the Sobol method requires
a prohibitive number of model evaluations. In light of these results, the method
of Morris proves to be a promising way forward for efficent global sensitivity
analysis of distributed models. It also holds promise as a screening technique,
identifying parameters to remove prior to more complex analyses such as the
Sobol method or model calibration. Future work will include an investigation
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of time-varying sensitivity to determine the extent to which spatial sensitivity
patterns change during wet and dry periods. The increasing use of spatially
distributed hydrologic models requires that diagnostics such as these sensitiv-
ity analysis methods be evaluated not only in terms of their statistical effective-
ness but also by their efficiency, to ensure that hydrologic modelers can obtain
maximally reliable diagnostic insights at a reasonable computational cost.
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CHAPTER 4
HIGH-RESOLUTION TIME-VARYING SENSITIVITY ANALYSIS FOR
SPATIALLY DISTRIBUTED WATERSHED MODELS
This chapter is drawn from the following peer-reviewed journal article:
Herman, J.D., Kollat, J.B., Reed, P.M., and Wagener, T. (2013). From maps to movies:
high-resolution time-varying sensitivity analysis for spatially distributed watershed
models. Hydrol. Earth Syst. Sci., 17(12), 5109-5125.
This work was partially supported by the U.S. National Science Foundation under
grants EAR-0838357 and OCI-0821527. The opinions, findings, and conclusions are
solely those of the authors.
4.1 Abstract
Distributed watershed models are now widely used in practice to simulate
runoff responses at high spatial and temporal resolutions. Counter to this
purpose, diagnostic analyses of distributed models currently aggregate per-
formance measures in space and/or time and are thus disconnected from
the models’ operational and scientific goals. To address this disconnect, this
study contributes a novel approach for computing and visualizing time-varying
global sensitivity indices for spatially distributed model parameters. The high-
resolution model diagnostics employ the method of Morris to identify evolving
patterns in dominant model processes at sub-daily timescales over a six-month
period. The method is demonstrated on the United States National Weather
Service’s Hydrology Laboratory Research Distributed Hydrologic Model (HL-
RDHM) in the Blue River watershed, Oklahoma, USA. Three hydrologic events
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are selected from within the six-month period to investigate the patterns in spa-
tiotemporal sensitivities that emerge as a function of forcing patterns as well
as wet-to-dry transitions. Events with similar magnitudes and durations ex-
hibit significantly different performance controls in space and time, indicating
that the diagnostic inferences drawn from representative events will be heavily
biased by the a priori selection of those events. By contrast, this study demon-
strates high-resolution time-varying sensitivity analysis, requiring no assump-
tions regarding representative events and allowing modelers to identify transi-
tions between sets of dominant parameters or processes a posteriori. The pro-
posed approach details the dynamics of parameter sensitivity in nearly con-
tinuous time, providing critical diagnostic insights into the underlying model
processes driving predictions. Furthermore, the approach offers the potential
to identify transition points between dominant parameters and processes in the
absence of observations, such as under nonstationarity.
4.2 Introduction: Parameter uncertainty in time and space
Distributed rainfall-runoff models allow model parameters and forcing data to
vary on a spatial grid, aiming to better represent the spatial variability of water-
shed processes at the cost of increasing model complexity. This added complex-
ity poses several key challenges, most notably: (1) the difficulty of identifying
appropriate parameter sets in a highly interactive, nonlinear, multimodal objec-
tive space (Gupta et al., 1998; Carpenter et al., 2001), and (2) the related difficulty
of tracing the causes of desirable or undesirable model performance (i.e., diag-
nosing model behavior) (van Griensven et al., 2006; Gupta et al., 2008; Reusser
et al., 2009). Considering the widespread operational use of distributed water-
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shed models, there remains a need for diagnostic methods capable of studying
such models at their full spatial and temporal complexity by avoiding aggrega-
tion in either dimension to the extent permitted by computational constraints.
Sensitivity analysis is a foundational diagnostic approach in the hydrologic
modeling literature, (e.g., Hornberger and Spear, 1981; Franchini et al., 1996;
Freer et al., 1996; Wagener et al., 2001; Muleta and Nicklow, 2005; Sieber and
Uhlenbrook, 2005; Bastidas et al., 2006; Demaria et al., 2007; Cloke et al., 2008;
Van Werkhoven et al., 2008a, 2009; Wagener et al., 2009a; Reusser et al., 2011;
Reusser and Zehe, 2011; Herman et al., 2013a,c)). However, very few studies
have performed global sensitivity analysis for spatially distributed watershed
models due to the computational demands posed by the high dimension of their
parameter spaces. Sensitivity analyses of distributed hydrologic and land sur-
face models have frequently addressed this problem by aggregating parameter
values across the model grid or subgrids (e.g., Carpenter et al., 2001; Hall et al.,
2005; Sieber and Uhlenbrook, 2005; Zaehle et al., 2005; Alton et al., 2006; Cuo
et al., 2011; Guse et al., 2013). Few studies have performed global sensitivity
analysis on a full set of spatially distributed parameters. The studies that do
exist have been limited to event-scale analyses, which reported highly complex
spatial sensitivities arising from the interplay between forcing heterogeneity,
proximity to observations, and the timescale of model performance metrics ex-
plored (e.g., Muleta and Nicklow, 2005; van Griensven et al., 2006; Tang et al.,
2007a; Van Werkhoven et al., 2008b; Yatheendradas et al., 2008). Although these
studies suggest the potential for time-varying spatial sensitivity analyses, com-
putational demands have limited their exploration of this issue.
More recent studies have explored time-varying sensitivities at predefined
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intervals throughout the model simulation, revealing the dynamics of model
controls under changing conditions (Wagener et al., 2003; Van Werkhoven et al.,
2008a; Reusser and Zehe, 2011; Reusser et al., 2011; Herman et al., 2013c). This
approach has largely been limited to lumped models, with the exception of
(Reusser et al., 2011) which analyzed a spatially explicit model. The stud-
ies that have focused on event-scale spatial sensitivities (Tang et al., 2007a;
Van Werkhoven et al., 2008b; Wagener et al., 2009b; Herman et al., 2013a) have
proposed using observations to identify representative events for a watershed,
a valid concept as long as such representative events exist. However, if the dy-
namics of a watershed cannot be accurately restricted to one of several event
classifications, the a priori selection of representative events introduces diagnos-
tic biases that fail to account for the full range of process variability. In this work,
we aim to extend the event scale approach to explore the dynamic controls of
a distributed watershed model at a finely resolved sub-daily timestep, as well
as to advance methods capable of computing and visualizing the results of this
analysis.
This study proposes high-resolution time-varying sensitivity analysis for a
spatially distributed rainfall-runoff model, avoiding the biases introduced by
representative event selection by identifying key transitions between dominant
parameters and processes a posteriori.These parameters dominate the perfor-
mance of the model at a particular time, distinct from the true dominant water-
shed processes independent of our modeling efforts. Our high-resolution global
sensitivity analysis employs the method of Morris (1991), which has recently
been shown to attain accurate spatially distributed sensitivities at substantially
lower computational expense than Sobol variance decomposition over a tem-
porally aggregated six-month time period (Herman et al., 2013a). The high-
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resolution sensitivity analysis is applied to the Hydrology Laboratory Research
Distributed Hydrologic Model (HL-RDHM) (Koren et al., 2004; Reed et al., 2004;
Smith et al., 2004; Moreda et al., 2006), developed by the United States National
Weather Service (NWS). The model test case focuses on the Blue River Basin,
Oklahoma, USA, over a six-month period using hourly timesteps and spatially
gridded forcing data. The sensitivity of model performance metrics is com-
puted for the full period, the event scale, and a high-resolution moving win-
dow with a 3-hour timestep to demonstrate the benefit of investigating the full
dynamics of spatially distributed model controls. This approach represents a
novel, computationally efficient contribution to identify the dynamics of dom-
inant model drivers under changing hydrologic conditions for highly parame-
terized distributed watershed models.
4.3 Model & Study Area
The HL-RDHM is a distributed rainfall-runoff model with surface-connected
grid cells, where the water balance in each grid cell is modeled with the Sacra-
mento Soil Moisture Accounting (SAC-SMA) model. A full description of the
HL-RDHM is given in Section 3.3.1. This study performs sensitivity analysis
on the 14 parameters defined in Table 3.1 for the SAC-SMA model. These 14
parameters are allowed to vary independently within each of the 78 cells of the
HRAP grid shown in Fig. 3.1c, yielding 1092 parameters in total for the diag-
nostic analysis.
Herman et al. (2013c) showed that time-varying parameter sensitivity can be
linked to the underlying mechanisms of a model. Here, studying the formula-
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tion of the SAC-SMA model allows the development of hypotheses regarding
the expected parameter sensitivities, and how these might change in space and
time. At each timestep, evaporation first occurs from the additional impervious
store, both upper zone stores, and the lower zone tension store. In all cases,
evaporation is proportional to the saturation level of the storage element. Next,
direct runoff occurs from the impervious area, specified by PCTIM, and the ad-
ditional impervious area due to saturation, specified by ADIMP. Precipitation
not assigned to direct runoff enters the upper zone free water store. Gravity
drainage occurs from the upper and lower zones according to the rate constants
UZK, LZPK, and LZSK, and is linearly proportional to the amount of water in
each respective store. Finally, runoff is also generated when the storage capacity
of the upper zone (UZFWM) is exceeded. The same process occurs when all of
the lower zone storage capacities are exceeded (LZTWM, LZFSM, and LZFPM),
but otherwise excess from any of the lower zones will spill into another.
After the runoff generation mechanisms have occurred, each timestep of the
model concludes with a redistribution of water between stores according to
their saturation levels. First, any deficiencies in the upper and lower tension
stores are filled by the free water in their respective zones. Next, percolation oc-
curs from the upper zone free water store to the lower zone based on the satura-
tion level of the lower zone. It is important to note that the lower zone controls
percolation in the SAC-SMA model, unlike many other water balance models
where percolation is equivalent to spillover from the upper zone. The amount
of percolation varies with the parameters ZPerc, the maximum percolation rate
under dry conditions, and RExp, the unitless exponent of the percolation equa-
tion (Koren et al., 2004). Finally, the parameter PFree determines the fraction of
percolation that enters the primary and secondary free water stores in the lower
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zone.
From this description of model mechanisms, we can hypothesize which pa-
rameters might be most sensitive in space and time. During and immediately af-
ter precipitation events, the parameters associated with quick responses should
be most sensitive. This includes the impervious area parameters and the up-
per and lower zone storage maxima, which can cause direct runoff via over-
flow. We might expect these sensitive parameters to be spatially concentrated
near the outlet of the watershed, since only this area will have sufficient time
to contribute to streamflow while the event is occurring. Between precipitation
events, the primary streamflow generation mechanism will be drainage from
the storage zones, controlled by the rate constants UZK, LZPK, and LZSK; we
would expect these to be most sensitive in the time following an event, and
with a broader spatial distribution to reflect their slower response. As found
in prior work (Herman et al., 2013c), the percolation parameters are unlikely to
be highly sensitive at any time, for two reasons. First, the amount of percola-
tion is controlled by the moisture deficiency in the lower zone, so the parameter
LZTWM (for example) has more influence on the magnitude of percolation than
do the percolation parameters themselves. Second, the percolation parameters
do not contribute directly to streamflow, so their signature may be obscured
by intermediate processes. In general, we expect the lower zone parameters
to exhibit higher sensitivity over the course of the simulation than upper zone
parameters, because the lower zone deficiencies are filled first during the re-
distribution routine. It is important to note that the spatiotemporal parameter
sensitivities will depend on the metric chosen. For example, the sensitivity of
the root mean squared error metric on a short timescale will emphasize transi-
tions between quick-response processes, while a water balance error metric on
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Figure 4.1: Hourly streamflow and precipitation values during the 6
month simulation period for the Blue River Basin. The y-axis
on the left side of each plot represents abstracted spatial infor-
mation, where the 78 grid cells of the basin model are sorted
from the outlet cell (1) to the cell furthest from the outlet (78).
The y-axis on the right side of each plot shows the magnitude
of streamflow. The color corresponds to the amount of precip-
itation at each hourly timestep. Time periods (1), (2), and (3)
are highlighted for further analysis, with (1) and (2) represent-
ing large events with different spatial distributions of precipi-
tation, and (3) representing a low-flow period. Note that hours
with high precipitation are more visible in time periods (1)-
(3) than in the 6 month simulation period due to the reduced
width of hourly intervals when plotting over the full period.
a longer timescale will capture the integrated effects of interacting states and
fluxes.
This study focuses on the Blue River Basin in southern Oklahoma, USA,
building on its inclusion in the Distributed Model Inter-comparison Project
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Figure 4.2: Maps of precipitation in the Blue River Basin over the full six-
month simulation period and the three sub-periods defined in
Figure 4.1. Over the full period, precipitation is roughly even
across the watershed. The event during Period 1 is focused
in the headwaters, while the event during Period 2 is more
evenly spread. Finally, Period 3 represents a dry period with
little streamflow.
Phase 2 (DMIP2) (Smith et al., 2012). Figure 3.1a shows the location of the Blue
River in Oklahoma. The watershed is represented by 78 HRAP grid cells, as
shown in Figure 3.1b, resulting in a total basin area of 1248 km2. The model was
forced using hourly NEXRAD precipitation data over the 6 month period from
16 November 2000 to 15 May 2001, preceded by a 3 week warmup period. Fig-
ure 4.1 shows the hourly precipitation and streamflow data for the Blue River
during the selected simulation period. The selected period reflects a significant
wet-to-dry transition during the 6-month period, increasing the efficacy of the
model warmup. The time period selection was also influenced by the availabil-
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ity of hourly NEXRAD data. The vertical axis of Fig. 4.1 contains the 78 HRAP
grid cells of the watershed, arranged according to distance from the outlet cell.
As Fig. 4.1 indicates, the Blue River basin experiences a series of large rainfall
events early in the period before entering a long dry period in the late spring.
We begin by computing parameter sensitivity over the full simulation pe-
riod. Then, in order to explore the potential consequences of event scale di-
agnostics, we select a priori three sub-periods to represent watershed dynam-
ics. These are highlighted in Fig. 4.1 for further analysis: (1) a large rainfall
event with the highest intensity precipitation focused in the headwaters; (2) a
large rainfall event with similar cumulative precipitation but uniform intensity
throughout the basin, and (3) a prolonged dry period with low flow. Figure
4.2 shows the spatial distribution of forcing for each of the three selected sub-
periods. We utilize these three sub-periods to explore the relationship between
parameter sensitivities over the full period and those derived for shorter events.
We then advance this comparison by computing spatially distributed parame-
ter sensitivities at a high-resolution moving window with a 3-hour timestep.
In summary, the experiment consists of sensitivity analysis at three temporal
resolutions: the full 6-month period, three representative sub-periods, and the
high-resolution moving window. We seek to understand the similarities and
differences in dominant model behavior at each of these temporal resolutions.
In the absence of process-level watershed data, our diagnostic analysis focuses
on the transitions between dominant modeled processes under changing hy-
drologic conditions.
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4.4 Computational Experiment
The method of Morris (described in Section 2.1.2) was performed on the 14 SAC-
SMA model parameters in each grid cell of the HL-RDHM model as indicated
in Fig. 3.1. The uniform sampling bounds for each parameter given in Table 3.1
are based on the a priori gridded parameter values derived by the NWS (Koren
et al., 2004) and extended for the event-scale sensitivity analysis performed by
(Van Werkhoven et al., 2008b). Parameter values for each grid cell were sam-
pled separately, resulting in a total of 78 × 14= 1092 total sampled parameters.
Rather than measure the sensitivity of the output streamflow directly, we mea-
sure the sensitivity of model performance metrics, calculated using the known
hourly streamflow values over the 6-month simluation period. This ensures that
our sensitivity indices properly incorporate measures of model accuracy, an ap-
proach strongly supported by recent literature (van Griensven et al., 2006; De-
maria et al., 2007; Cloke et al., 2008; Pappenberger et al., 2008; Van Werkhoven
et al., 2008a; Reusser et al., 2011; Rosolem et al., 2012). We compute sensitiv-
ity indices at the event scale using the root mean squared error (RMSE) and
runoff coefficient error (ROCE) metrics. The RMSE metric represents the sum of
squared residuals over a particular time window:
RMSE =
√
1
n
n∑
i=1
(Qs,i − Qo,i)2 (4.1)
where Qs and Qo are the simulated and observed flows, respectively. The ROCE
metric represents the error in the water balance, calculated as a percentage bias:
ROCE =
∣∣∣∣∣ n∑
i=1
Qs,i −
n∑
i=1
Qo,i
∣∣∣∣∣
n∑
i=1
Qo,i
(4.2)
The RMSE metric focuses on quick responses, while the ROCE metric
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highlights the long-term bias of the water balance calculated by the model
(Van Werkhoven et al., 2008a). These two metrics combine to provide a com-
prehensive understanding of model response at the event scale. The high-
resolution sensitivity analysis is performed using a 24-hour moving window
with a 3-hour timestep; only the sensitivity of the RMSE metric is computed
here, since a water balance metric would be inappropriate for such a short
timescale. With this high-resolution moving window, the sensitivity indices of
all 1092 parameters are calculated at a total of 1457 intervals over the course of
the 6-month simulation period.
We calculate sensitivity indices using a sample size of N = 20, correspond-
ing to 21, 860 model evaluations. This represents a significant computational
savings compared to a typical global sensitivity analysis method. Herman et al.
(2013a) showed that the method of Morris using N = 20 for the full simulation
period of this study was capable of providing sensitivity results comparable
to the Sobol method using N = 6, 000, which required over 6.5 million model
evaluations. The high-resolution sensitivity analysis investigated here is only
computationally tractable due to the demonstrated efficiency of the method of
Morris (Herman et al., 2013a).
The sensitivity analyses were performed using the NSF CyberSTAR high-
performance cluster at Penn State University, which contains a combination of
quad-core AMD Shanghai processors (2.7 Ghz) and Intel Nehalem processors
(2.66 Ghz). An open-source implementation of the method of Morris was used
from the R Sensitivity Package (Pujol et al., 2013), which includes the method-
ological improvement of Campolongo et al. (2007). Approximately 100 comput-
ing hours were required for the model evaluations at the N = 20 sample size,
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with an additional 100 hours needed to compute the sensitivity indices for each
of the nearly 1500 sub-intervals.
4.5 Results and Discussion
Sensitivity results are presented in order of increasing temporal resolution. We
begin with the full period and event scale sensitivity indices (Figs. 4.3-4.4) before
proceeding to the high-resolution results (Figs. 4.5-4.7). These results can be
interpreted in the context of the precipitation patterns shown in Figs. 4.1-4.2.
This sequence of results is designed to explore the potential shortcomings of
the aggregated approaches along with the additional insights provided by the
high-resolution approach.
4.5.1 Full Period and Event-Scale Sensitivity Analysis
The sensitivity indices for the root mean squared error (RMSE) metric are shown
in Figure 4.3 for the full simulation period and the three selected events. The µ∗
values from the method of Morris are normalized to the range [0, 1] to facili-
tate comparison across experiments, from an initial range of [0, 0.08]. For the
full six-month period, the spatial distribution of parameter sensitivity appears
bimodal: a concentrated high-sensitivity area occurs in the headwaters, partic-
ularly for the lower zone storage maxima LZFPM and LZFSM, and a second
concentration occurs near the outlet of the watershed, particularly for the upper
zone parameters UZFWM and UZK. Considering the forcing patterns shown
in Fig. 4.2, the RMSE for the full period is likely dominated by several large
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events, some of which are concentrated in the headwaters of the basin such as
the event during Period 1. This explains the bimodal division of RMSE sensitiv-
ity between the headwaters (due to concentrated forcing during large events)
and the outlet cells (due to gauge proximity). Note that both the upper zone
storage maximum, UZFWM, and its associated drainage coefficient, UZK, are
sensitive during this period, whereas only the storage maxima in the lower
zone are sensitive. This difference indicates that flow from the upper zone is
generated from a combination of storage overflow and gravity drainage, while
flow from the lower zone is primarily generated by storage overflow alone. This
result highlights the importance of understanding which flow generation mech-
anisms dominate model performance during peak events over the course of the
simulation.
Period 1 exhibits a strong concentration of parameter sensitivity in the head-
water cells of the basin. As illustrated in Fig. 4.2, the large precipitation event
during this period occurs primarily in the headwaters, so this result is expected.
Even the upper zone parameters are most sensitive in the headwaters during
Period 1 (with the exception of UZFWM), despite the typical dependence of up-
per zone sensitivity on gauge proximity. This result contrasts with Period 2,
which exhibits very little sensitivity in the headwaters. In Period 2, the ma-
jority of high-sensitivity cells appear near the watershed outlet, even for the
lower zone parameters. The contrast between Periods 1 and 2 reveals the effect
of the spatial distribution of forcing on parameter sensitivity. The headwater
cells of the model are only activated when precipitation is concentrated in this
region, and flow is generated by exceeding storage maxima in both the upper
and lower zones. Conversely, when precipitation is distributed across the basin,
model performance is dominated only by the cells near the outlet gauge where
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flow is generated in the upper zone by a combination of storage exceedance
and gravity drainage. These differences in the responses of Periods 1 and 2 are
potentially complicated by internal model states, such as antecedent moisture
conditions, which could alter the response signatures. However, as shown in
the supplemental material, zooming in to the time-varying sensitivity of Pe-
riods 1 and 2 clearly reveals the differences in the spatial distribution of pre-
cipitation between the two events. The sensitivity responses to each event be-
gin almost immediately following the precipitation, and thus their differences
may be traced primarily to the precipitation distribution over the watershed.
With no information regarding the “true” watershed processes, it is worth not-
ing that a significant portion of the model remains insensitive during both large
events. The differences between sensitivity patterns in Periods 1 and 2 would be
very difficult to predict in advance, and thus underscore the need for diagnostic
methods that do not depend on spatial aggregation.
Finally, the dry Period 3 exhibits very different sensitivity patterns from any
of the other periods. Here, sensitivity is effectively concentrated in the lower
zone secondary storage element, with maximum LZFSM and drainage coeffi-
cient LZSK. The lower zone secondary storage is very likely to be the last ele-
ment containing water during dry periods, as it has the slowest drainage con-
stant as shown in Table 3.1. Therefore, this element controls model performance
after the other storage zones have drained or evaporated. The sensitivities of
parameters LZFSM and LZSK are distributed across the entire watershed, un-
like during Periods 1 and 2 where the most sensitive parameters only occur in
concentrated areas. This suggests that dry periods may provide valuable identi-
fiability information for cells which are otherwise inactive, particularly for these
slow-draining storage elements in the lower zone of the model.
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At the event scale, it is valuable to assess the sensitivity of multiple diag-
nostic measures to obtain a more thorough understanding of controls on model
performance. In general, model error can be decomposed into bias and vari-
ance (Gupta et al., 2009). The RMSE metric, with its dependence on quick
runoff response, is most closely related to variance; we also investigate the
runoff coefficient error (ROCE), a water balance metric related to model bias
(Van Werkhoven et al., 2008a). The event-scale sensitivity indices for the ROCE
metric are shown in Figure 4.4. Compared to the RMSE metric shown in Figure
4.3, the sensitivity of ROCE is spread across a larger number of parameters, and
more evenly distributed across the spatial extent of the watershed. Whereas
RMSE is controlled by a few cells depending on their proximity to precipitation
and/or the outlet gauge, the water balance error depends on the soil moisture
calculations in all cells. In general, many of the same lower and upper zone
parameters dominate the ROCE and RMSE performance metrics: the storage
maxima LZFPM, LZFSM, and UZFWM, and the drainage constants LZPK and
UZK. Similar to RMSE, the ROCE metric depends on flow generation via stor-
age exceedance as well as gravity drainage processes in the model. Compared
to Fig. 4.3, the differences between Periods 1 and 2 are far less pronounced in
Fig. 4.4, indicating that the spatial distribution of precipitation does not affect
the water balance error as much as it does peak flows. Period 3 shows the most
similarity to the corresponding RMSE result, as its ROCE metric is still con-
trolled primarily by the secondary storage parameters LZFSM and LZSK. The
apparent independence of the ROCE metric to forcing and gauging locations
suggests that this measure of performance succeeds in extracting information
from a larger spatial area of the model, potentially providing benefits for iden-
tifiability. However, the ROCE metric alone will not account for the timing of
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flow peaks, and is therefore best applied in conjunction with a timing-based
metric such as RMSE.
The event-scale sensitivity results shown in Figs. 4.3 and 4.4 provide use-
ful diagnostic insight for the full simulation period and selected sub-periods.
These findings align with previous work: spatially concentrated precipitation
will cause parameter sensitivity to appear in a similar pattern as the precipita-
tion, whereas uniformly distributed precipitation will cause sensitivity in cells
near the outlet (Tang et al., 2007a; Van Werkhoven et al., 2008b). However,
the event-scale analysis also contains several weaknesses. First, the results are
highly dependent on the choice of events to study, as illustrated by the differ-
ences in controls across the selected periods. It would be prohibitively difficult
to design or select representative events which fully capture the range of model
responses. Instead, it is beneficial to analyze the emergent model responses in
nearly-continuous time, and select sub-periods of interest a posteriori. Second,
the event-scale results do not indicate when these parameters become sensitive
relative to changing hydrologic conditions. Consequently, the sensitivity in-
dices shown in Figs. 4.3 and 4.4 for the full simulation period are strongly influ-
enced by only a few large events, with their dynamics obscured by aggregation.
It has been noted in previous work that the value of streamflow observations for
identifying distributed model parameters may be limited by the location and in-
tensity of forcing, particularly if the period of analysis is defined to include only
a single rainfall event (Van Werkhoven et al., 2008b). We hypothesize that al-
lowing distributed parameter sensitivity to vary in nearly-continuous time will
extract more value from streamflow observations by highlighting parameter ac-
tivation across a much broader range of hydrologic conditions.
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Figure 4.5: Time-varying sensitivity of the RMSE metric for the five lower
zone parameters of the HL-RDHM model. The indices are cal-
culated for a 24-hour moving window with a 3-hour timestep.
The y-axis arranges the 78 grid cells based on their distance
from the watershed outlet, from the outlet (y = 1) to the fur-
thest headwater cell (y = 78). The µ∗ values from the method
of Morris are scaled to the range [0, 1] from an initial range of
[0, 0.2]. The lower zone parameters maintain a consistent, mod-
erate level of sensitivity throughout the simulation. Exceptions
occur during large events, when the lower zone parameters are
mostly insensitive. The secondary storage parameters, LZFSM
and LZSK, are particularly sensitive during low-flow periods.
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4.5.2 High-Resolution Distributed Sensitivity
This study aims to elucidate the time-varying nature of these distributed pa-
rameter sensitivities by performing global sensitivity analysis using a high-
resolution moving window with a sub-daily timestep. Parameter sensitivity
is calculated on a 24-hour moving window with a 3-hour timestep, resulting in
1457 intervals over the six-month simulation period.
The choice of window size contains two competing considerations: it must
be large enough to smooth out any noise in the performance metric calcula-
tions, yet also small enough to capture dominant model processes that occur
on fast timescales. The moving window size and timestep used in this study
reflect a balance between these two issues. Since the model runs on an hourly
timestep, a 24-hour window size (with significant overlap due to the 3-hour
timestep) will smooth noise in the calculation of the RMSE metric. Addition-
ally, since most large events during the simulation period are approximately
48-72 hours in length, the 24-hour window is also sufficiently small to capture
quick responses, which is critical from a flood forecasting standpoint.
Thus, each parameter has a time series of sensitivity indices for each grid cell
(i.e., the results summarize time-evolving sensitivity maps across all spatial grid
cells in the model). These sensitivity indices are shown in Figures 4.5, 4.6, and
4.7, corresponding to the lower zone parameters, upper zone parameters, and
remaining parameters, respectively. Each of the three plots contains the same
hourly precipitation data in the top panel, as well as the same hourly hydro-
graph data superimposed on each subplot. The sensitivity indices are aligned
at the center of each moving window interval. The µ∗ values from the method
of Morris are normalized to the range [0, 1] to facilitate comparison across ex-
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Figure 4.6: Time-varying sensitivity of the RMSE metric for the five upper
zone parameters of the HL-RDHM model. The indices are cal-
culated for a 24-hour moving window with a 3-hour timestep.
The y-axis arranges the 78 grid cells based on their distance
from the watershed outlet, from the outlet (y = 1) to the fur-
thest headwater cell (y = 78). The µ∗ values from the method
of Morris are scaled to the range [0, 1] from an initial range of
[0, 0.2]. The parameters controlling the upper zone free water
element, UZFWM and UZK, are highly sensitive during large
events. The high sensitivity of these parameters typically be-
gins near the watershed outlet during the rising limb of the hy-
drograph, and transitions toward the headwater cells during
the falling limb.
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periments, from an initial range of [0, 0.2]. While these figures are designed for
journal format, animations of time-varying sensitivity indices are available as a
multimedia supplement.
In Figures 4.5, 4.6, and 4.7, the two spatial dimensions of the watershed are
compressed into the y-axis, where the 78 grid cells are arranged according to
their distance from the watershed outlet. The bottom of each subplot (y = 1)
represents the outlet cell, while the top of each subplot (y = 78) represents the
headwater cell furthest from the outlet. This configuration allows us to visualize
both space and time on the same axes without drawing a large number of maps
of the watershed. This plotting approach is particularly effective for the Blue
River basin, which has a long, narrow shape.
Figure 4.5 shows that the lower zone parameters maintain a moderate level
of sensitivity throughout the simulation. The influence of all lower zone pa-
rameters clearly recedes during large events, except for the parameters LZFPM
and LZFSM in the cells nearest to the watershed outlet. This indicates that the
only contribution to large streamflow events from the lower zone occurs due to
exceeding the storage maxima, not due to gravity drainage. The drainage pro-
cesses occur on slower timescales and would not contribute significantly to peak
flows. The effect of slow drainage processes is clear from the high sensitivity of
the secondary storage parameters, LZFSM and LZSK during low-flow periods,
after other storage elements have been emptied. These insights largely align
with those found at the event scale in Figures 4.3 and 4.4. However, when com-
paring sensitivity indices across temporal resolutions, it is important to note
that parameter sensitivity is measured relative to other parameters. Thus, a
larger time window may cause some parameters to appear insensitive at cer-
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Figure 4.7: Time-varying sensitivity of the RMSE metric for the four re-
maining parameters of the HL-RDHM model. The indices
are calculated for a 24-hour moving window with a 3-hour
timestep. The y-axis arranges the 78 grid cells based on their
distance from the watershed outlet, from the outlet (y = 1) to
the furthest headwater cell (y = 78). The µ∗ values from the
method of Morris are scaled to the range [0, 1] from an ini-
tial range of [0, 0.2]. These parameters influence model perfor-
mance significantly less than the lower zone parameters (Fig-
ure 4.5) or the upper zone parameters (Figure 4.6), and never
appear highly sensitive during the course of the simulation.
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tain locations due to the dominance of others. This phenomenon is visible, for
example, for the LZSK parameter near the outlet of the watershed, where it is
sensitive in Figure 4.5 but not in Figure 4.3.Compared to the event scale analy-
sis, the high temporal resolution in Figure 4.5 has the advantage of clarifying the
timing of parameter activation. For example, it has been noted in prior studies
that the lower zone parameters frequently control the performance of the SAC-
SMA model (Van Werkhoven et al., 2008a; Herman et al., 2013c), from which it
might be concluded that the lower zone contributes significantly to flow peaks.
However, Figure 4.5 indicates that the lower zone contributes to performance
primarily during non-peak periods, which, when aggregated, may yield higher
levels of sensitivity depending on the period studied.
By contrast, the upper zone parameters are clearly activated during and af-
ter streamflow events, as shown in Figure 4.6. In particular, the upper zone free
water parameters (UZFWM and drainage coefficient UZK) become dominant
during large events. The propagation of sensitivity upward through the water-
shed is clear for these parameters, starting at the outlet cells during the rising
limb of each event and moving toward the headwaters during the falling limb.
As expected, there is a lag between the time at which the event begins and the
time at which the headwater cells begin to affect the model performance due to
routing. Similarly, the timing of activation for the outlet cells depends on the
event; compare the parameters UZFWM and UZK during Period 1, where the
outlet cells are activated midway through the event, to Period 2, where UZK
is activated immediately during the rising limb of the hydrograph. The lag in
parameter sensitivity during Period 1 is likely due to the headwater–focused
precipitation event, while in Period 2 the precipitation occurs closer to the out-
let. Interestingly, Figure 4.6 shows that the additional impervious area param-
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eter, ADIMP, is only sensitive for cells near the outlet during events, but this
signal does not propagate to the headwaters. The impervious area only affects
model performance in cells close to the outlet, since these directly control the
quick response during the rising limb of each event. As Figure 4.6 indicates,
the upper zone parameters typically do not control model performance during
low-flow periods and small events. There are two interesting exceptions to this,
however. First, the drainage rate UZK remains sensitive for several hours after
each event as the upper zone drains its storage. That is, gravity drainage from
the upper zone typically occurs slowly enough such that it continues to release
water well into the low-flow periods. Second, the parameters UZTWM (upper
zone tension storage) and PCTIM (percent impervious area) are most sensitive
following rainfall events which do not lead to large streamflow events. In other
words, these parameters are most important when model performance requires
the absence of a response. If impervious area is too high (causing high direct
runoff), or tension storage capacity too low (causing runoff via overflow), the
model may overestimate streamflow and create significant errors in the RMSE
metric. This phenomenon is not visible for the events analyzed in Figure 4.3 be-
cause it would be difficult to predict at the time of a priori event selection. When
a large streamflow response is required, the parameters UZFWM and UZK dom-
inate instead, as these become the primary mechanism by which large events are
generated. An additional difference between Figures 4.3 and 4.6 is that, while
the UZK parameter is sensitive throughout the watershed at the event scale (e.g.,
during Period 1), it only appears sensitive near the outlet at the high-resolution
timescale. This could be due to the dominance of other parameters in the upper
region of the watershed at the high-resolution timescale, or simply a difference
in the sensitivity of the upper zone drainage response at different timescales.
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Finally, the UZFWM parameter during Period 2 is only sensitive near the water-
shed outlet when considered at the event scale, but the high-resolution results
in Figure 4.6 show that the sensitivity of UZFWM propagates to the headwaters
during the falling limb of the event. Since the RMSE metric focuses on peak
flows, the falling limb does not play a significant role in the calculation of ag-
gregated sensitivity for each period, even though these are clearly visible at the
high-resolution timescale.
Finally, Figure 4.7 shows the time-varying sensitivity indices for the four re-
maining parameters in the model. These parameters rarely dominate the up-
per and lower zone parameters shown in Figures 4.5 and 4.6. The percola-
tion parameters ZPerc and RExp maintain a low, but non-zero, level of sensitivity
throughout the simulation, which decreases to zero during streamflow peaks.
The percolation parameter PFree follows a similar trend, but becomes inactive
during the dry Period 3. The riparian vegetation area, RIVA, is only activated in
the late spring season when evapotranspiration becomes more pronounced, as
expected. Comparing to the event scale results in Figure 4.3, these parameters
are generally much less sensitive at the high-resolution timescale. For exam-
ple, the RExp parameter modifies the rate of percolation from the upper to lower
zone but does not cause runoff directly, which makes it less likely to influence
model performance during the 24-hour moving window than over the course
of an aggregated event. The parameters shown in Figure 4.7 play a small role in
model performance, as evidenced by their moderate but non-zero sensitivities
through time. However, the sensitivities of the upper and lower zone parame-
ters are typically much larger (see Figures 4.5 and 4.6) and thus these remaining
parameters rarely control model performance. This result suggests a potential
identifiability problem for these less-sensitive parameters, as they are rarely ac-
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Summary of Sensitivity Indices
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Figure 4.8: Qualitative summary of sensitivity indices for the RMSE met-
ric at increasing temporal resolutions, from the aggregated
simulation period (top), to the event scale (middle), and the
high-resolution moving window (bottom). Each classifica-
tion includes spatial maps showing where upper zone and
lower zone parameters are sensitive in the watershed, along
with a model diagram highlighting the most sensitive param-
eters during the defined periods. Results shown for the high-
resolution sensitivity analysis are a qualitative summary of in-
sights gleaned from Figures 4.5–4.7 and thus do not reflect the
dependence of time-varying sensitivity on the spatial distribu-
tion of precipitation.
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tivated in any of the model grid cells.
4.5.3 Discussion
The event-scale sensitivity maps shown in Figures 4.3 and 4.4 represent a tra-
ditional approach to diagnostic analysis of a spatially distributed watershed
model, on the relatively few occasions that such analyses have been performed.
The event-scale approach shows the spatial distribution of sensitivity for se-
lected intervals, which may change dramatically from one event to another, as
the results show for Periods 1, 2, and 3. The choice of representative events for
a diagnostic analysis can therefore strongly bias the outcome, particularly con-
sidering the complex dependencies between parameter sensitivity, the spatial
distribution of forcing of an event, and the proximity of a given cell to the outlet
gauge. These results suggest the severe difficulty of selecting a priori a set of pre-
cipitation events which capture the full range of potential model responses, the
approach suggested in prior studies (Tang et al., 2007a; Van Werkhoven et al.,
2008b). For example, this difficulty is demonstrated by our inability to foresee
the phenomenon in which parameters UZTWM and PCTIM are most sensitive
when modeled responses require attenuation to match observations. Further-
more, the temporal aggregation involved in the event-scale analysis obscures
the underlying dynamics of parameter sensitivity. When full temporal resolu-
tion is allowed, parameter sensitivity indices show clear patterns of activation
before, during, and after streamflow events, as shown in Figures 4.5, 4.6, and 4.7.
The high-resolution approach improves on the event-scale analysis by isolating
the time and location at which individual parameters and cells are activated,
allowing a larger fraction of the model to contribute to its performance mea-
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sures throughout the simulation and thus making better use of the information
content contained in streamflow observations. Within each event, parameter
sensitivity clearly represents a dynamic rather than static quantity, and should
be analyzed accordingly as computational costs permit.
A qualitative summary of sensitivity indices at increasing temporal resolu-
tion is shown in Fig. 4.8. At the highest resolution (i.e., the moving window), the
spatiotemporal sequence of influential parameters in Fig. 4.8 reflects the transi-
tions between sets of dominant parameters and processes. In general, the high-
lighted sensitive parameters and cells are those with a scaled value of µ∗ > 0.5.
For the high-resolution timescale, the four cases shown (rising limb, falling limb,
small response, and dry period) are intended to reflect general insights from
Figures 4.3-4.7. These cases do not necessarily reflect all timesteps in the simu-
lation period, but rather the most interesting classifications that were observed
in the results. However, since the Blue River watershed is driven primarily by
infrequent large events without significant temperature or elevation effects, it
is possible to broadly separate the hydrograph into these four classifications, as
shown in the supplemental material.
As Figure 4.8 shows, the dominant controls for the full aggregated period
are a combination of lower zone parameters in the headwaters of the basin, and
upper zone parameters near both the headwaters and outlet. The full period
sensitivities are clearly influenced by the wet periods at the event scale, which
exhibit the same responses, indicating that the aggregate period is biased to-
ward these large events (a result consistent with the focus of the RMSE metric).
By contrast, dry periods at the event scale exhibit very different sensitivity pat-
terns, centered around slow drainage from the lower zone supplemental store.
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The summarized high-resolution sensitivity results in the bottom row of Fig. 4.8
provide a more detailed understanding of model behavior than the full period
or the event scale. In general, the parameters that appear most sensitive at the
event scale are also the most active for the high-resolution moving window.
These primarily include the upper zone parameters UZFWM and UZK and the
lower zone parameters LZFPM and LZPK. This finding aligns with our initial
hypotheses, since gravity drainage and overflow from exceeding storage max-
ima represent two of the primary runoff generation mechanisms in the model.
The most sensitive cells during the rising and falling limbs of large events rep-
resent a decomposition of the event scale sensitivity during wet period, which
may be particularly valuable depending on the part of the hydrograph being
analyzed. As anticipated, the upper zone and impervious area parameters dom-
inate model performance during and immediately following large events, since
these create the quick response required to reproduce observed streamflow. The
high-resolution dry period exhibits largely the same sensitivities as the event
scale, which would be expected considering the lack of dynamic behavior dur-
ing these dry periods. Finally, the small response reflects the common scenario
in which quick runoff must be avoided to achieve good performance, a behav-
ior which remains invisible at the event scale unless a small response event is
explicitly chosen for analysis a priori.
The high-resolution results in the bottom panel of Fig. 4.8 can also be in-
terpreted to identify transitions between dominant parameters and processes
in the model. During the rising limb of streamflow events, the dominant pro-
cesses in the model are typically direct runoff from impervious area, and over-
flow/drainage from the upper zone free water store. As might be expected,
these processes are most dominant near the outlet of the watershed, reflecting
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the need for a quick response to match the observed hydrograph. During the
falling limb, the model transitions to a dominant process comprising slower
drainage responses from the upper and lower zone. These processes are domi-
nant in the headwaters as well in addition to the cells near the outlet, since the
longer time lag allows cells further from the outlet to contribute to streamflow.
During small responses, the dominant process consists of direct runoff from im-
pervious area and overflow from upper zone tension water, both of which must
be properly attenuated to avoid overshooting the observed peak. Finally, dur-
ing dry periods, a dominant process consisting of slow release from the lower
zone often dominates model performance. These types of insights regarding
transitions between modeled processes are not attainable from a priori selec-
tion of events assumed to be broadly representative. The coarser event scale
sensitivities are typically obscured, and are not necessarily consistent even for
seemingly similar events (as highlighted in Figures 4.3 and 4.4).
It should be emphasized that even though Fig. 4.8 represents a qualita-
tive aggregation of the high-resolution sensitivity patterns, this aggregation is
drawn a posteriori from the full range of dynamic parameter activation charac-
terized using the three-hour moving window. The value of the high-resolution
approach, as shown in Figs. 4.5-4.7, is its ability to isolate parameter activa-
tion in space and time while avoiding the potential biases introduced by a priori
event selection and aggregation. The high-resolution analysis removes these bi-
ases by reducing the size of the interval window such that peak flows do not
accumulate undue influence relative to the rest of the examined interval. In the
high-resolution results, the dynamic transitions between upper and lower zone
sensitivity become clear: the lower zone maintains a fairly constant level of con-
trol over model performance throughout the simulation, while the upper zone
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dominates during large events. The upper zone storage elements are the first
to receive precipitation during large events and therefore exert the most control
over the timing and magnitude of the quick response. The lower zone elements
release water more slowly and are most responsible for model performance in
the absence of large events. In prior analysis of the SAC-SMA model (a spatially
lumped version of HL-RDHM), it was found that the lower zone parameters al-
most exclusively control the RMSE metric at the monthly timescale (Herman
et al., 2013c). By zooming in to a 3-hour timestep, the high-resolution method
identifies the importance of the upper zone parameters for properly reproduc-
ing quick responses. This approach is able to identify sensitive cells which were
not visible at the event scale as well as the timing of their activation, making it
a valuable addition to traditional diagnostic approaches.
The high-resolution sensitivity approach presented here requires several
important considerations. First, as with any sensitivity analysis, the results
strongly depend on the choice of performance metric. Figures 4.3 and 4.4 show
the substantial differences in sensitivity indices that occur when changing from
the RMSE metric to the ROCE metric. We focus on the RMSE metric in this
study because its emphasis on large events is consistent with our goal of under-
standing model behavior in the context of quick-response flood forecasting. In-
terestingly, as the window size of the analysis decreases, different performance
metrics begin to behave similarly (i.e., in the limit as window size approaches
zero, most metrics reduce to a percent error at a single point). This leads to the
second important consideration, the choice of window size. Modeled processes
which dominate performance at one timescale may be invisible at another, so it
is crucial to choose a window size commensurate with the purpose of the anal-
ysis. Our moving window size of 24 hours (with a 3-hour timestep) reflects the
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need to capture dominant processes on a fast timescale while also containing a
sufficient number of timesteps to smooth out any noise in the performance met-
ric. Finally, the visualization approach presented in Figures 4.5-4.7 (in which the
spatial dimensions are compressed into a single distance measure on the y-axis)
is readily applicable to the narrow Blue River watershed, but may be difficult
to extend to other watersheds. This is particularly true if significant spatial het-
erogeneity exists in land cover or soil storage properties. In such instances, it
may be preferable to represent the y-axis as, for example, the soil storage ca-
pacity of each grid cell, or whichever characteristic is expected to govern grid
cell sensitivity. For this case study, the primary characteristic of interest is sim-
ply the distance from the watershed outlet, but this may not hold true for all
applications.
This high-resolution approach is intended to complement, rather than re-
place, the insights derived from an event-scale analysis. In this case, neither the
event-scale results nor the high-resolution results could have been predicted
from the other. The event-scale analysis provides performance controls for se-
lected intervals of interest; the high-resolution analysis contributes clear details
of parameter dynamics across the simulation period without focusing on any
particular interval. The need for complementary approaches at different tem-
poral resolutions is further highlighted by the fact that a given parameter may
only be sensitive at a certain timescale, considering these sensitivity measures
describe the effect of a parameter relative to the others, and these relative effects
are extremely likely to change depending on the scope of the analysis.
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4.6 Conclusions
High-resolution sensitivity analysis explores the full spatial and temporal vari-
ability of distributed watershed model controls, highlighting the importance of
avoiding confounding aggregation to the extent permitted by computational
constraints. The complexity of spatially distributed models typically causes a
significant fraction of parameters to be inactive at any particular time, a phe-
nomenon clearly shown in the event-scale results of this study. This sparsity
of activation can lead to needless complexity and inappropriate modification
of inactive parameters. However, it also presents a valuable opportunity to
overcome the complexity of distributed parameter identification by restricting
search to only those parameters which are active at a specific time and location.
It also suggests an opportunity to identify locations and timing for optimal data
collection to improve the modeled representation of hydrogic processes, partic-
ularly under nonstationary conditions in which dominant watershed processes
fall outside observed ranges. For example, the results of this study indicate that
large streamflow events in the model are controlled primarily by upper zone
fluxes quite close to the watershed outlet; collecting flux data in only this area
during a large event could provide justification to falsify the internal processes
of the model, and to improve them by calibrating against the new observations.
As demonstrated in this study, spatial variability can easily be visualized as
a time series and provides valuable information for analyzing model behav-
ior. In light of these opportunities, it is imperative for diagnostic analyses of
distributed models to explore parameter activation at the spatial and temporal
scales for which the model was designed. This study represents a novel step
in this direction by visualizing spatially explicit, time-varying watershed model
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sensitivity. As computational power continues to increase, such methods im-
prove the potential for efficiently isolating distributed model behaviors at high
spatial and temporal resolutions, an area which remains largely unexplored rel-
ative to similar analyses of simpler lumped models.
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CHAPTER 5
ROBUSTNESS-BASED PORTFOLIO PLANNING FOR REGIONAL
DROUGHT MANAGEMENT UNDER DEEP UNCERTAINTY
This chapter is drawn from the following peer-reviewed journal article:
Herman, J.D., Zeff, H.B., Reed, P.M., and Characklis, G.W. (2014). Beyond Optimality:
Multi-stakeholder robustness tradeoffs for regional water portfolio planning under deep
uncertainty. Water Resources Research, 50(10), 7692-7713.
Sections 5.4.2, 5.4.3, and 5.5.2 have been augmented with material from the supplement
of the journal article, available from the publisher’s website.
This work was supported by the Sectoral Applications Research Program (SARP) of the
United States National Oceanic and Atmospheric Administration (NOAA) Climate
Program Office under grant NA110AR4310144. The opinions, findings, and conclu-
sions are solely those of the authors.
5.1 Abstract
While optimality is a foundational mathematical concept in water resources
planning and management, “optimal” solutions may be vulnerable to failure
if deeply uncertain future conditions deviate from those assumed during opti-
mization. These vulnerabilities may produce asymmetric impacts across a re-
gion, making it vital to evaluate the robustness of management strategies as
well as their impacts for regional stakeholders. In this study, we contribute
a multi-stakeholder many-objective robust decision making (MORDM) frame-
work that blends many-objective search and uncertainty analysis tools to dis-
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cover key tradeoffs between water supply alternatives and their robustness to
deep uncertainties (e.g., population pressures, climate change, financial risks,
etc.). The proposed framework is demonstrated for four interconnected wa-
ter utilities representing major stakeholders in the “Research Triangle” region
of North Carolina, USA. The utilities supply well over one million customers
and have the ability to collectively manage drought via transfer agreements and
shared infrastructure. We show that water portfolios for this region that com-
pose optimal tradeoffs (i.e., Pareto-approximate solutions) under projected fu-
ture conditions may suffer significantly degraded performance with only mod-
est changes in deeply uncertain hydrologic and economic factors. We then use
the Patient Rule Induction Method (PRIM) to identify which uncertain factors
drive the individual and collective vulnerabilities for the four cooperating util-
ities. Our framework identifies key stakeholder dependencies and robustness
tradeoffs associated with cooperative regional planning, which are critical to
understanding the tensions between individual versus regional water supply
goals. Cooperative demand management was found to be the key factor con-
trolling the robustness of regional water supply planning, dominating other hy-
droclimatic and economic uncertainties through the 2025 planning horizon. Re-
sults suggest that a modest reduction in the projected rate of demand growth
(from approximately 3% per year to 2.4%) will substantially improve the utili-
ties’ robustness to future uncertainty and reduce the potential for regional ten-
sions. The proposed multi-stakeholder MORDM framework offers critical in-
sights into the risks and challenges posed by rising water demands and hydro-
logical uncertainties, providing a planning template for regions now forced to
confront rapidly evolving water scarcity risks.
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5.2 Introduction: Regional water supply planning under un-
certainty
Cooperative regional water portfolio planning, in which adaptive management
strategies are coordinated across multiple water utilities, is a core component
of the “soft path” approach for utilizing existing infrastructure more efficiently
(Gleick, 2002, 2003). Such portfolios may combine conservation measures (e.g.
Renwick and Green, 2000), water transfers (Lund and Israel, 1995; Wilchfort and
Lund, 1997; Hadjigeorgalis, 2008), and financial instruments (Brown and Car-
riquiry, 2007; Zeff and Characklis, 2013; Zeff et al., 2014) to diversify the man-
agement of scarcity risks in a flexible manner. Regional water portfolios provide
an innovative approach to offset future demand and climate risks, yet their po-
tential vulnerabilities to deep uncertainties must be recognized. Deep uncertainty
acknowledges that decision makers may not be able to enumerate all sources of
uncertainty in a system nor their associated probabilities (Langlois and Cosgel,
1993; Lempert, 2002; Lempert et al., 2003; Polasky et al., 2011; Kasprzyk et al.,
2013). Also referred to as Knightian uncertainty (Knight, 1921), a core concern
is providing appropriate risk management actions despite the uncertainties in
correctly specifying all probability distributions (Friedman, 1976). Deep uncer-
tainty is especially prevalent in complex economic and environmental systems,
where rapidly evolving systems may cause management policies to produce
severe unintended consequences on stakeholders. These traits have long been
recognized in water supply planning, making it a classic example of a “wicked”
problem (Rittel and Webber, 1973; Liebman, 1976; Reed and Kasprzyk, 2009). Ef-
fectively, the problem of deep uncertainty means that complex water resources
systems cannot be designed and managed based on narrow definitions of opti-
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mality tied to a single most probable future scenario.
Robust Decision Making (RDM) addresses the problem of deep uncertainty
by shifting the focus of policy design from seeking a single optimal solution to
seeking a robust solution which provides satisfactory performance across many
plausible states of the world (Lempert, 2002; Bankes et al., 2001; Bankes, 2002).
By assuming that future states of the world are deeply uncertain, RDM does
not attempt to assign probabilities to them, nor choose which is most likely.
Instead, the ensemble of states of the world is viewed as a set of “computa-
tional experiments” (Bankes et al., 2001), used to identify ranges of deeply un-
certain variables for which a particular policy or system design performs poorly
(Groves and Lempert, 2007; Lempert and Groves, 2010). The RDM approach
eliminates the need to identify a small set of future scenarios a priori, as is of-
ten the case in the expected value maximization approaches in classical deci-
sion theory (Clemen, 1996; Lempert and Collins, 2007). Instead, the emphasis
is placed on identifying threshold values for the deeply uncertain variables that
will most strongly affect the performance of a policy design, leaving decision
makers to discuss possible likelihoods a posteriori with the knowledge of which
scenarios matter most (Bryant and Lempert, 2010). Decision makers can then
select a robust strategy which performs well across a range of plausible states of
the world.
In recent work, the RDM approach was extended for many objectives
(MORDM) by Kasprzyk et al. (2013). A key contribution of MORDM is the use
of global optimization with multiobjective evolutionary algorithms (MOEAs) to
discover tradeoffs across a diverse set of planning alternatives. The complexity
of water resources systems often means that a randomly chosen solution will
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be infeasible or severely suboptimal; the use of MOEAs to discover alternatives
overcomes this weakness by intelligently searching for high-quality solutions
prior to assessing their robustness (Kasprzyk et al., 2013; Reed et al., 2013). Ad-
ditionally, MORDM employs interactive visual analytics (Thomas and Cook,
2006; Keim et al., 2006; Kollat and Reed, 2007b; Thomas and Kielman, 2009;
Woodruff et al., 2013; Reed and Kollat, 2013) to facilitate the iterative feedback
loop between problem formulation, scenario discovery, and the selection of ro-
bust solutions. Similar to the scenario discovery process in the RDM frame-
work (Groves and Lempert, 2007), MORDM employs a statistical rule induc-
tion algorithm to identify the threshold values of deeply uncertain variables
beyond which system performance falls below user-defined constraints in one
or more objectives. This represents an important advancement given the long-
recognized need to help decision makers understand the critical tradeoffs, de-
pendencies, and vulnerabilities in their management decisions (Maass et al.,
1962; Haimes and Hall, 1977; Brill, 1979). MORDM seeks to discover tradeoff
solutions whose expected performance is optimal for our best available projec-
tion of the future, and whose performance degrades minimally with errors in
our assumptions for deeply uncertain factors (i.e., robust satisficing behavior).
Several recent studies in the water resources literature have emphasized
the importance of evaluating candidate strategies according to their robustness
against future uncertainty. Hine and Hall (2010) perform information gap analy-
sis to assess the sensitivity of flood management decisions to model uncertainty,
determining the cost of achieving robustness to floods of different magnitudes.
Hall et al. (2012) compare the RDM and Info-Gap (Ben-Haim, 2004) methods
for identifying robust climate policies. Matrosov et al. (2013b) perform a sim-
ilar methodological comparison for water supply infrastructure expansion in
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the Thames Basin, UK. Both the RDM and Info-Gap methods focus on identify-
ing the amount of uncertainty that can be tolerated while ensuring a specified
level of performance; while RDM begins with a sample of the entire uncertainty
space, Info-Gap proceeds outward from an initial “best-estimate” until it iden-
tifies thresholds causing poor performance (Matrosov et al., 2013b). Thus, in
sensitivity analysis parlance, Info-Gap may be thought of as a local analysis cen-
tered at a particular reference policy or design, while RDM is a global analysis
over plausible ranges of uncertainty. Finally, Brown et al. (2012) have proposed
Decision Scaling, where future climate information is considered when esti-
mating the subjective probabilities of impacts most relevant to water resources
decision makers. Whereas traditional assessment of climate risks begins with
a “top-down” downscaling of Atmospheric-Ocean General Circulation Model
(AOGCM) projections and their associated uncertainties, Decision Scaling ad-
vocates a “bottom-up” analysis in which hydrologic and socioeconomic systems
are first assessed to identify key climate thresholds that would trigger decision-
relevant risks. Then, AOGCM projections can be employed in the final step of
the analysis to assess the likelihood of these thresholds being crossed (Brown
et al., 2012). For water resources planning in general, mapping climate change
scenarios to probabilistic likelihoods remains a severely challenging technical
question that has not been resolved (see Leung et al. (2013)). Decision Scal-
ing assumes that discrete management alternatives have been specified a priori
and, like traditional RDM and Info-Gap, provides a sense of robustness relative
to decision-makers’ key thresholds. Decision Scaling has successfully demon-
strated the importance of robustness indicators for climate-related uncertainty
(Moody and Brown, 2013), and has served as an example of bridging decision
making and climate modeling (Weaver et al., 2013). MORDM distinguishes it-
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self from the above methods by broadening decision-makers’ abilities to dis-
cover new planning alternatives, understand their tradeoffs, and, in this study,
quantify multi-stakeholder robustness dependencies.
This study advances the MORDM framework to evaluate the robustness of
coordinated regional water supply portfolios for four water utilities in the “Re-
search Triangle” region of North Carolina, USA, which contains the cities of
Chapel Hill/Carrboro, Cary, Raleigh, and Durham. Facing increasing hydro-
logic uncertainty and rapid population growth, this region of nearly two mil-
lion residents exemplifies the growing concern for water scarcity in the eastern
USA. In prior work, Zeff et al. (2014) perform multi-objective optimization to
explore tradeoffs between reliability and financial objectives in this region, con-
cluding that a combination of demand management, transfers, and financial
instruments are needed for the region to meet the cooperating utilities’ require-
ments for supply reliability and financial stability. These financial instruments
are intended to reduce the risk associated with the revenue and cost fluctua-
tions that occur as a result of demand management during supply shortages;
they include the option for self-insurance via annual payments into a contin-
gency fund, as well as the option for third-party insurance contracts.
This study aids the four Research Triangle utilities in evaluating and im-
plementing regional water supply portfolios combining demand management,
transfers, and financial instruments as identified by Zeff et al. (2014). This study
exposes those water supply portfolios to a wide range of hydroclimatic and eco-
nomic uncertainties to determine vulnerabilities for the overall region as well
as the individual utilities. After identifying these vulnerabilities, we identify
key drivers and inter-utility dependencies that maximally impact the robustness
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of the region’s water supply through 2025. We propose MORDM for multiple
stakeholders as a subset of Many-Objective Visual Analytics (MOVA), a decision
aiding framework designed to facilitate iterative learning feedbacks between
problem formulation and stakeholder preferences. MOVA and MORDM are
described in full in Section 5.3. Figure 5.1 formally illustrates the four compo-
nents of our proposed a posteriori multi-stakeholder strategy for evaluating and
selecting regional water portfolios: (1) definition of stakeholders’ multivariate
performance thresholds (or requirements), (2) identification of deeply uncer-
tain factors which may affect performance, (3) evaluation of the vulnerabilities,
tradeoffs, and inter-stakeholder dependencies in planning alternatives, and (4)
evaluative selection of robust solutions that balance individual and collective
stakeholder interests. Importantly, the performance criteria used to define ro-
bustness in our study are developed in consultation with decision makers from
the four water utilities in the Research Triangle region.
This study represents the first extension of the MORDM framework to a re-
gional system with multiple interacting stakeholders. We employ performance
requirements elicited directly from decision makers within the utilities to de-
fine the robustness of their shared regional water resources. Furthermore, it
advances the MORDM approach to explore the improvements in robustness
made possible by managing key uncertainties in the system. This is particularly
valuable in a regional system, where the actions of each utility will affect the
future robustness of the others. As water demand continues to grow in heavily
populated urban centers and drought-induced supply shocks remain a threat,
robust cooperative agreements between water utilities offer a promising path
for managing water supply risks more efficiently.
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5.3 Methodological Framework
5.3.1 Many-Objective Visual Analytics
Decision-making for “wicked” water resources problems, in which the problem
formulations themselves are uncertain, requires iterative learning feedbacks
across competing problem framing hypotheses and emerging stakeholder pref-
erences as they discover what is possible in the systems being managed. Many-
Objective Visual Analytics (MOVA) (Woodruff et al., 2013) provides a deci-
sion theoretic foundation to achieve this, in which problem formulation, many-
objective optimization, design selection, and interactive visualization combine
to provide learning feedbacks between modelers and stakeholders. MOVA for-
malizes the concept of constructive decision aiding, in which problem fram-
ing is performed interactively with stakeholder feedback (Roy, 1971; Tsoukias,
2008). In this study, we focus on two core components of the MOVA framework
in particular: negotiated design selection and interactive visualization (Figure
5.1). These processes are critical to balancing optimality in our best available
projections of the future state of the world versus robustness to deep uncertain-
ties (Hitch, 1960; Clı´maco, 2004), particularly for systems with multiple stake-
holders. Figure 5.1 formally illustrates the four components of our proposed a
posteriori multi-stakeholder strategy for evaluating and selecting regional wa-
ter portfolios: (1) definition of stakeholders’ multivariate performance thresh-
olds (or requirements), (2) identification of deeply uncertain factors which may
affect performance, (3) evaluation of the vulnerabilities, tradeoffs, and inter-
stakeholder dependencies in planning alternatives, and (4) evaluative selection
of robust solutions that balance individual and collective stakeholder interests.
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Figure 5.1: Many-Objective Robust Decision Making (MORDM) viewed as
sub-processes of the broader Many-Objective Visual Analytics
(MOVA) constructive decision support framework. MORDM
focuses on two stages of the MOVA framework in particular:
negotiated design selection and interactive visualization. The
proposed approach consists of four interacting components, to
identify a balance between individual and collective robust-
ness for cooperating stakeholders.
Figure 5.1 illustrates that these four components are facilitated by interactive
visualization and learning feedbacks.
In this work, we evaluate robustness as a posterior analysis step using a
set of solutions discovered with multi-objective optimization in the projected
future state of the world, following the MORDM approach (Kasprzyk et al.,
2013). This must be distinguished from robust multi-objective optimization ap-
proaches (Deb and Gupta, 2006), such as (1) using the expected value of perfor-
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mance across plausible scenarios, and (2) using the original objective function,
subject to constraints on its deviation from the baseline. In robust optimiza-
tion, the sampled uncertain values are understood to be based on some form
of likelihood or probability distribution, since they are evaluated either in ex-
pectation or, conservatively, by guarding against extreme cases. This is suitable
for well-characterized uncertainty, but perhaps not deep uncertainty: when the
probability distributions themselves are uncertain, actions constrained to per-
form well across all states of the world may be overly conservative, leading to
high opportunity costs or regrets. Assuming high fidelity model projections un-
der well-characterized uncertainties, Pareto approximate solutions provide an
optimal balance for competing performance objectives. MORDM performs a
posterior sensitivity analysis on the Pareto set to identify those solutions whose
performance degrades minimally if the future deviates from the assumptions
used during optimization (i.e., they are Pareto satisficing).
5.3.2 Elicited Stakeholder Thresholds
In order to determine the acceptability of a solution’s performance in alternative
future states of the world, stakeholders must provide a set of minimum accept-
able performance requirements. An advantage of the MORDM framework is
that these requirements can be elicited while interactively showing stakeholders
their attainable performance tradeoffs (i.e., a posteriori decision aiding). These
requirements would typically be given relative to problem objectives (Figure
5.1) but may also include requirements for decision variables, internal system
states, etc. In this work, we focus on requirements associated with specific ob-
jective values. The requirement thresholds may be expressed either as the mini-
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mum acceptable level of performance, or a value of some variable below which
failure occurs; the two need not necessarily intersect. A candidate solution is
then given a binary evaluation with respect to these requirements. Further-
more, since MORDM allows performance thresholds to be defined on multiple
variables, decision makers can specify whether the set of requirements should
be evaluated as a union (where any of the criteria are met) or an intersection
(where all criteria must be met).
5.3.3 Identification of Deep Uncertainties
The MORDM framework (Kasprzyk et al., 2013) builds on RDM (Lempert, 2002)
to identify potential vulnerabilities in a system. In the prior RDM literature, a
problem formulation is abstracted using “XLRM” notation: the deep uncertain-
ties (“X”), levers (“L”), relationship (“R”), and measures (“M”) (Lempert et al.,
2003, 2006). Here, we substitute conventional optimization terminology: “de-
cisions, model, and objectives” in lieu of “levers, relationship, and measures”,
respectively. The deep uncertainties (“X”) represent exogenous factors with as-
sumed (or estimated) likelihoods in the best available projections of the future
state of the world, but which may vary significantly if projections are incorrect
(e.g., population demands, climate, price elasticities, etc.). Thus, the key con-
cern is that solutions found to be optimal in the expected state of the world may
fail if the future state of the world deviates from modeled projections (i.e., how
wrong can we be before it matters?). Following Bryant and Lempert (2010), we
construct alternative future states of the world by sampling these deeply un-
certain factors over plausible ranges. Each Pareto-approximate point from the
many-objective search based on the expected state of the world is re-evaluated
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in these alternative states of the world to evaluate the changes in performace
that result from incorrect assumptions or unforeseen changes in the system.
Thus, MORDM may be thought of as a type of global sensitivity analysis, in
which we seek the deeply uncertain factors most responsible for changes in mul-
tiobjective performance. In this study, the projected future state of the world is
captured by a baseline Monte Carlo simulation (i.e., our best available projec-
tions of expected performance). Deep uncertainties are explored using a Latin
hypercube sampling (LHS) of the exogenous factors that had to be specified
in our baseline state of the world. Each member of the LHS sample specifies
the information needed for new Monte Carlo simulations of alternative future
states of the world. More details on this step of the MORDM framework can be
referenced in Kasprzyk et al. (2013).
5.3.4 Evaluation of Vulnerabilities, Dependencies, and Trade-
offs
The vulnerabilities in a system are the ranges of deeply uncertain factors ob-
served to cause performance degradation in excess of the elicited requirements.
Following Lempert et al. (2008), we apply the Patient Rule Induction Method
(PRIM) (Friedman and Fisher, 1999) to identify ranges of uncertain factors
which are likely to cause poor performance (see Section 2.1.3). Once the sys-
tem vulnerabilities have been identified, we assess which of these, if any, might
be mitigated. Extending this concept, special consideration must be taken in
the case of a multi-stakeholder system. Given a method to quantify the robust-
ness of a solution (which will be discussed in the following subsection), we
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would like to select solutions which provide future robustness for all stakehold-
ers to the extent possible. However, in complex regional water supply systems,
dependencies between stakeholders are often poorly understood, limiting de-
cision makers’ understanding of the benefits and key drivers associated with
cooperative planning. PRIM provides a mechanism to help identify decision
paths and critical deep uncertainties that highlight potential competitive ten-
sions. Thus, the tradeoffs and dependencies between the stakeholders must
be explored, acknowledging that robust solutions for one stakeholder may de-
grade the robustness of others. A core goal of our multi-stakeholder MORDM
framework is to provide solutions that are maximally robust and acceptable for
a region’s major stakeholders.
5.3.5 Selection of Robust Solutions
Building on prior RDM applications (Lempert, 2002; Bankes et al., 2001; Bankes,
2002), the alternative future states of the world are constructed from deeply un-
certain factors for which probability distributions are uncertain or unknown.
Under this restriction, an appropriate measure of robustness is simply “satisfic-
ing over a wide range of futures” (Lempert and Collins, 2007). Hall et al. (2012)
describe satisficing as “performing reasonably well compared to the alternatives
over a wide range of plausible futures”. This approach links to the satisficing
criterion of Simon (1959) and to Starr’s domain criterion (Starr, 1962; Schneller
and Sphicas, 1983), which aims to minimize the volume of the scenario space in
which a solution fails (or conversely, to maximize the volume in which a solu-
tion performs well). Following this logic, we formally define robustness as the
fraction of sampled states of the world in which a solution satisfies all performance re-
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quirements. This is similar to the robustness indicators proposed by Moody and
Brown (2013), except (1) the performance criteria can be defined for many objec-
tives, and (2) the scenarios are summed over an ensemble of discrete evaluations
rather than integrated over a continuous space, since the simulation model in
this case cannot be stated as a continuous function. Importantly, this satisficing
criterion is not intended to reflect a probability or likelihood, only the fraction
of sampled states of the world for which one or more requirements are met.
Because the performance requirements can be defined on multiple objectives,
including cost, this definition offers flexibility to avoid overly conservative solu-
tions commonly associated with robustness defined in terms of reliability alone.
5.4 Model & Study Area
5.4.1 Research Triangle, North Carolina
The Research Triangle region is located in the state of North Carolina in the
southeast U.S. (Figure 5.2a). The region’s increased water stress reflects a
broader trend across the eastern USA, where rapidly growing urban demand
combined with the threat of climate-induced droughts have necessitated a tran-
sition in water planning to carefully address apparent water scarcity (Frederick
and Schwarz, 1999; Lane et al., 1999; Seager et al., 2009; Griffin et al., 2013). The
region’s nearly two million residents are served by four major water utilities:
Raleigh, Durham, Cary, and the Orange Water and Sewer Authority (OWASA,
serving the towns of Chapel Hill and Carrboro), operating a total of nine reser-
voirs as shown in Table 5.1. Durham and OWASA operate their own reservoirs,
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Table 5.1: Reservoirs and total storage capacities for the four Research Tri-
angle Water utilities (adapted from Zeff et al. (2014)). Allocation
refers to the total fraction of the capacity that has been allocated
to the utility; Raleigh’s 42.4% allocation to Falls Lake reflects
100% of the municipal supply allocation, while Cary’s 12.7% of
Jordan Lake reflects 39% of the municipal supply allocation.
Utility Reservoirs Total Capacity (BG) Allocation
Durham
Little River
6.4 100%
Lake Michie
OWASA
Cane Creek
3.0 100%Stone Quarry
University Lake
Raleigh
Falls Lake
34.7 42.4%Lake Wheeler
Lake Benson
Cary Jordan Lake 45.8 12.7%
while Raleigh and Cary receive municipal supply allocations from reservoirs
operated by the U.S. Army Corps of Engineers (USACE). These are Falls Lake
and Jordan Lake, respectively. The total supply capacity of each water utility
is shown in Figure 5.2b, with projected demand (to 2025) shown in Figure 5.2c.
This is the minimum period over which the utilities are expected to remain with-
out any supply expansion, given the increased difficulty of developing new in-
frastructure in the region (Postel, 2000; Scudder, 2005). Currently, a significant
portion of the Jordan Lake municipal supply is unallocated, making it a valu-
able resource to help meet growing demands in the region (for details regarding
current allocations, please see (Palmer and Characklis, 2009) and (Caldwell and
Characklis, 2014). Cary has sole access to the water supply in Jordan Lake, but
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Overview of ‘Research Triangle’ Water Utilities: North Carolina, USA
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Figure 5.2: Overview of water supplies in the Research Triangle region,
North Carolina, USA. (A) Location of the Research Triangle re-
gion in the southeast United States. (B) Four water utilities in
the region, sized according to their respective supply capacities
(BG). Transfer connections are noted with arrows. (C) Projected
demand, 2013-2025 (MGD) for each of the four utilities.
as Figure 5.2 indicates, Cary does not experience nearly the largest demand.
Thus, Cary has the opportunity to transfer surplus (treated) water from Jordan
Lake to the other utilities in times of scarcity. Future allocations from Jordan
Lake will represent an important policy decision, for which this type of regional
portfolio analysis can propose potential solutions. For a detailed description of
water supply in the Research Triangle region, please refer to (Zeff et al., 2014).
5.4.2 Simulation
The Research Triangle water supply model, introduced by (Zeff et al., 2014),
simulates the water balance for each reservoir in the region on a weekly timestep
over the period 2013-2025. The water balance for reservoir r is defined as fol-
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lows:
∆S r
∆t
= Inr + Itr − Dr − Er −Cr −Wr (5.1)
where ∆t = 1 week, Inr are the natural inflows, Itr are the inflows from transfers,
Dr are the consumptive demands, Er is evaporative flux from the reservoir, Cr is
the required environmental flows, and Wr represents spillage:
Wr =

S r − S max, S r > S max
0, S r ≤ S max
(5.2)
Natural inflows Inr and evaporation Er are generated synthetically based on 80
years of historical data. Each model evaluation is performed over 1,000 realiza-
tions of these synthetic time series to compute expected (baseline) performance
accounting for hydrologic uncertainty within historical bounds. The synthetic
series are generated using a modified Fractional Gaussian Noise method, which
aims to reproduce the standard moments and seasonal variation in autocorrela-
tion that define the dynamics of extreme events (Kirsch et al., 2013). Each term
of the water balance is described in detail in the Technical Supplement to this
paper.
Weekly demand for each utility Du is computed by combining projected an-
nual growth (provided by each water utility) with seasonal trends (with multi-
pliers derived from historical data). The seasonal multipliers reflect, for exam-
ple, increased demand in the summer months due to municipal outdoor use.
Mandatory environmental flows Cr exist to protect the areas downstream of the
reservoirs. These are implemented in the water balance model as required re-
leases from the reservoirs, prior to any supply considerations.
In the model, the utilities have several options to manage water supply and
financial risk. They can implement water use restrictions on consumers, which
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preserves supply but causes revenue loss. They can also request water transfers
from Jordan Lake, via Cary, in times of shortage. Restrictions and transfers are
formulated as decision triggers on the perceived risk-of-failure for each utility.
The risk-of-failure, ROF ∈ [0, 1], is defined as the expected probability that a util-
ity’s reservoir storage will fall below 20% of total capacity at any point over the
following 12 months. Thus, the metric depends on the current level of reservoir
storage as well as the time of year. The ROF calculations have been provided by
the utilities. In the event that transfer requests are triggered by multiple utili-
ties simultaneously, the available treatment and conveyance capacity is divided
proportional to the utilities’ risk-of-failure levels as described by (Caldwell and
Characklis, 2014). Thus, a utility facing a higher risk-of-failure will receive a
larger proportion of the available transfer capacity.
The financial variability caused by these restrictions and transfers can be
mitigated with two forms of insurance: either a self-insured contingency fund,
or a third-party contract. Each utility’s revenue is modeled based on monthly
billing data from the period 2008-2011, where consumption patterns are divided
by customer class (residential, commercial, etc.) (Zeff and Characklis, 2013). The
relative usage in each tier is a function of seasonal water use patterns, so utility
revenues are determined from a weighted average across all pricing tiers. Rev-
enue losses from demand management are calculated as the difference between
the revenues from restricted and unrestricted water use. As specified by the
utilities, transfer water is currently assumed to have a constant price of $3,000
(USD) per million gallons, the same price charged by Cary to their lowest tier
of residential consumers. The amount set aside for both types of insurance is
defined as a percentage of annual volumetric revenue (AVR), which keeps the
cost of insurance relative to the size of each utility.
100
5.4.3 Problem Formulations
(Zeff et al., 2014) optimize the Research Triangle water supply model for four
problem formulations (sets of decision variables, objectives, and constraints),
seeking to balance the tradeoffs between the utilities’ reliability and financial
objectives. In the most complex problem formulation, the utilities seek to opti-
mize a vector of five objectives F(x) using decision variables x:
F(x) = ( fREL, fRF, fJLA, fEC, fWCC) (5.3)
xu = (Tru ,Ttu , JLAu,SIu,TPIu), u = (1, 2, 3, 4) (5.4)
where fREL is the utility storage reliability (maximize), fRF is the frequency of wa-
ter use restrictions (minimize), fJLA is the total allocation to Jordan Lake (min-
imize), fEC is the expected cost of drought management (minimize), and fWCC
is the “worst-case” cost, i.e., the cost in the highest 1% of Monte Carlo realiza-
tions (minimize). The decision variables xu for utility u are: Tr, the risk-of-failure
(ROF) value that triggers restrictions; Tt, the ROF value to trigger transfer pur-
chases; JLA, the Jordan Lake allocation (% of available capacity); SI, the annual
contribution to self-insurance (contingency fund, % of annual revenue); and
TPI, the percentage of annual revenue with which to purchase third-party in-
surance. Each term in the problem formulation is described in detail in the
Technical Supplement to this paper.
The use of multiple problem formulations represents a constructive ap-
proach to problem framing (Roy, 1971; Tsoukias, 2008). We adapt the same
four problem formulations to explore the sources of vulnerability potentially
impacting the utilities. The problem formulations provide increasing levels of
complexity to explore how regional cooperation and financial decisions impact
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the utilities’ objectives. The objectives are calculated as a min-max formula-
tion such that the worst-performing utility in the region is optimized, ensuring
that the other utilities perform at least as well. The purpose of this formula-
tion is to push the search toward regions of better performance for all utilities
simultaneously; while this optimization focuses on utilities facing more severe
demand pressures, the results (to be described in Section 5.6) generally indicate
that all utilities outperform the status quo with this strategy. The objectives are
averaged over the 1,000 Monte Carlo simulations to account for potential vari-
ability in reservoir inflows and evaporation. Note that these Monte Carlo simu-
lations represent the baseline projected future state of the world, since they are
intended to reproduce the standard moments and autocorrelation of historical
hydrology. This ensemble should not be confused with the sampling of deeply
uncertain climate and economic variables that comprises MORDM, since these
are intended to represent alternative future states of the world to explore deeply
uncertain assumptions in our baseline model.
Tables 5.2 and 5.3 summarize the decisions and objectives for each problem
formulation. In Formulation I, the utilities may only implement usage restric-
tions in the event of supply shortfall. In this formulation, they seek to maximize
reliability, minimize restriction frequency, and minimize the average cost of mit-
igation. Formulation I captures the current drought management practices em-
ployed by the four water utilities. Formulation II adds the option to transfer
water from Cary to the other utilities, with the additional objective of minimiz-
ing the total fraction of Jordan Lake allocated for this purpose. The allocation
of Jordan Lake is minimized to reflect the utilities’ concern for environmental
quality, since this is the primary supply in the region with significant surplus
capacity. Formulation III enables the utilities to implement a contingency fund,
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where a chosen fraction of annual revenue is saved to mitigate future revenue
losses due to drought-related conservation. Finally, Formulation IV adds the
option of third-party insurance against drought-induced revenue losses. Both
Formulations III and IV contain the additional objective of minimizing worst-
case costs (the worst-performing 1% of Monte Carlo simulations for a given
water portfolio alternative). The sequence of four formulations was carefully
designed to provide a constructive sequence of results to distinguish the effects
of demand management using risk-of-failure thresholds, inter-utility transfers,
and alternative cost mitigation strategies (see (Zeff et al., 2014) for additional
details).
5.5 Computational Experiment
5.5.1 Multiobjective Optimization
To discover the tradeoffs in Formulations I-IV for managing the Research Tri-
angle water supply system, (Zeff et al., 2014) employ the Borg multiobjective
evolutionary algorithm (MOEA) (Hadka and Reed, 2013), which is described in
detail in Section 2.2.2. The optimization was performed using 50 random seeds
with 1 million function evaluations (NFE) per seed to ensure the best possible
approximation to the Pareto-optimal set.
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5.5.2 Identification of Deep Uncertainties
A key component of the MORDM approach is the identification of the deeply
uncertain variables used to construct the ensemble of alternative future states
of the world. For the Research Triangle baseline water supply model, we iden-
tified thirteen deeply uncertain factors and assigned sampling ranges to each,
as summarized in Table 5.4. These hydroclimatic and economic variables were
selected to reflect critical assumptions in the baseline Monte Carlo model used
in the many-objective optimization. Note that these factors could vary signif-
icantly with unforeseen changes in the system (i.e., if current projections are
accurate, but the system changes) or errors in the projections themselves; the
RDM framework does not distinguish between the two. The variable ranges
in Table 5.4 represent plausible rather than probable values. They provide a
mechanism for understanding “how wrong” our baseline model assumptions
can be before significant vulnerabilities to deep uncertainties occur. In order to
perform an initial screening of the robustness of candidate solutions, we sam-
ple scenarios from the uncertain factors in Table 5.4 using an uncorrelated Latin
Hypercube sample.
The uncertain factors listed in Table 5.4 can be described mathematically as
follows. The uncertain factors are assigned to di, i = (1, 2, . . . , 13), respectively.
In general, the uncertainties modify several terms in the water balance:
∆S r
∆t
= I˜nr + Itr − D˜r − E˜r −Cr − W˜r (5.5)
where the spillage depends on the modified capacities S˜ max:
W˜r =

S r − S˜ max, S r > S˜ max
0, S r ≤ S˜ max
(5.6)
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Table 5.4: Uncertainty factors and sampling ranges for Many-Objective Robust
Decision Making
Category Name Current Lower Upper
Climate
Inflows Multiplier 1.0 0.8 1.2
Evaporation Multiplier 1.0 0.8 1.2
Demand
Consumer Reductions Multiplier 1.0 0.8 1.2
Consumer Reductions Lag (weeks) 0 0 4
Mean Peaking Factor 1.0 0.5 2.0
Demand Growth Multiplier 1.0 0.5 2.0
Standard Deviation of Demand Variations 1.0 0.5 2.0
Capacity
Falls Lake Municipal Supply Allocation 1.0 0.8 1.2
Jordan Lake Municipal Supply Allocation 1.0 0.8 1.2
Cary Treatment Capacity Multiplier 1.0 1.0 2.0
Transfer Connection Capacity Multiplier 1.0 1.0 2.0
Costs
Transfer Cost ($/MG) 3000 2500 5000
Insurance Premium Multiplier 1.2 1.1 1.5
The following subsections will describe how the uncertain factors in Table 5.4
modify the individual terms in Equation 5.5.
Climate & Hydrology
The scaling factors d1 and d2 on the reservoir inflows and evaporation, respec-
tively, are used as a simple proxy for near-term changes in climate through 2025.
They are simply multiplied by the baseline inflows and evaporation each week
for each reservoir; the same multipliers are used for all reservoirs in the region.
I˜nr = d1 ∗ Inr ∀r (5.7)
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E˜r = d2 ∗ Er ∀r (5.8)
Demand
The magnitude of the restrictions depends on the consumer reductions factor,
CRFs,t ∈ [0, 1] which in turn depends on the restriction stage s and season t.
In reality, the reduction in water use under restrictions is uncertain—it may be
higher or lower than the utilities’ estimates. Thus we modify the consumer re-
ductions factor such that C˜RFs,t = d3 ∗CRFs,t. Similarly, the modified demand for
each utility is calculated from the unrestricted demand as D˜u = C˜RFs,t ∗UDu. In
the baseline model, we assume that when a utility stops water use restrictions,
the consumers instantly resume their unrestricted water use. This is a best-case
assumption for the utilities, as they will resume their expected revenue stream
as quickly as possible. A potential concern is “demand hardening”, where con-
sumers adjust their water use to comply with restrictions and are slow to resume
their normal use patterns when restrictions are stopped. For this reason, we ex-
plore the impact of the consumer reductions lag, d4 ∈ [0, 4], which specifies the
number of weeks after stopping restrictions before consumers resume their nor-
mal water use. In the baseline model, d4 = 0. The baseline model developed by
(Zeff et al., 2014) employs mean unit demand factors δ¯u,w for utility u in week
w, which are sample averages of historical data. The mean unit demand fac-
tors average to one over the year, i.e., 152
∑52
w=1 δ¯u,w = 1. These factors incorporate
seasonal fluctuations in demand such that the weekly demand for each utility
is:
Duw = Duy(sδw + δ¯u,w) (5.9)
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where sδw is the sample standard deviation of the historical unit demand in week
w, and  is a random number drawn from the joint inflow-demand distribution.
Since seasonal demand fluctuations are uncertain, we explore the impact of the
“mean peaking factor” d5, which modifies the unit demand value such that:
˜¯δuw = (δ¯u,w − 1)d5 + 1 (5.10)
A higher value of d5 increases the emphasis on seasonal demand peaks; since
demand in the region is typically higher during irrigation season, this has the ef-
fect of biasing the distribution of demand toward summer months. Importantly,
it does not change the total annual demand Duy , only its weekly distribution
throughout the year. Similarly, the standard deviation of demand variations is
scaled by the factor d7 to explore the impact of wider fluctuations:
s˜δw = sδwd7 (5.11)
The demand growth multiplier d6 is used to scale the slope of demand growth.
Each utility u has provided projections Duy of demand in year y through 2025,
assuming linear growth. We modify the slope of this projection as follows:
D˜uy = Du0 + (Duy − Du0)d6 (5.12)
where Du0 is the projected demand in year 0 of the simulation.
Capacity
Infrastructure uncertainties facing a utility may include: loss of storage capacity
due to infrastructure failure, changing infrastructure for other utilities (since the
region is connected via transfer agreements), and environmental legislation re-
ducing the available fraction of municipal supply from existing sources, among
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others. These uncertainties are captured in the factors d8, d9, d10, and d11. The
baseline municipal supply of Falls Lake, 14.7 BG, is scaled by the factor d8. Sim-
ilarly, the factor d9 is used to scale the municipal supply of Jordan Lake, which
in the baseline model is 14.9 BG under current conditions with the majority
unallocated. The Cary treatment capacity multiplier (d10) is multiplied by the
current treatment capacity (56 MGD) to reflect a potential increase or decrease
in treatment capacity. Finally, the transfer connection capacity multiplier (d11) is
multiplied by all three transfer connections in the region.
Costs
In the baseline model developed by (Zeff et al., 2014), water transfers have a
fixed cost of $3,000/MG. This is the price currently charged by Cary to their
lowest tier of residential consumer. The price of transfers may fluctuate in the
future, and can be considered a significant uncertainty for Durham and Raleigh,
which plan to rely on Cary for transfers during shortfalls. In this work, the cost
of transfers is sampled over the range $2,500/MG–$5,000/MG, represented by
the uncertainty factor d12. Finally, the insurance premium paid by the utilities
for third-party insurance to protect against the cost of drought mitigation is
considered uncertain. (Zeff et al., 2014) considered an insurance premium of
20%; here, we sample the uncertain factor d13 over the range 10%–50% to explore
its impact on the financial stability of the utilities.
It is useful to visualize how the deep uncertainty ensemble modifies the sta-
tistical distributions of key factors relative to our baseline Monte Carlo simula-
tion. Figure 5.3 shows an example of these impacts for Raleigh. The top panel
contains the range of flow duration curves describing the inflows to Falls Lake.
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The black line represents the historical flow duration curve. The yellow area
represents the range of inflows generated by the baseline Monte Carlo simu-
lation performed by (Zeff et al., 2014). Finally, the blue area shows the range
of flow duration curves constructed by sampling the inflows multiplier shown
in Table 5.4. The latter provides a dramatically larger range of inflows, with
increased frequency of extreme values. The bottom panel of Figure 5.3 con-
tains a similar plot for demand growth. The current baseline demand projection
for Raleigh is shown in black, while the projections associated with each sam-
pled value of the demand growth multiplier (Table 5.4) are colored according
to their value of that multiplier. Again, the sampled range of potential demand
growth is quite large; simulations performed over this range will identify the
point above which performance degrades significantly. The remaining deeply
uncertain factors in Table 5.4 produced similar effects to those illustrated in Fig-
ure 5.3.
5.5.3 Experiment Design
The deeply uncertain factors defined in Table 5.4 were used to construct a 13-
dimensional Latin Hypercube Sample of 10,000 alternative future states of the
world. This is not to be confused with the Monte Carlo ensembles of streamflow,
evapotranspiration, and demand endogenous to each model evaluation, which
represents relatively well-characterized uncertainty compared to the deeply un-
certain factors in Table 5.4. Each of the Pareto-approximate water portfolios
found by (Zeff et al., 2014) was evaluated in each of these 10,000 deeply uncer-
tain states of the world. The individual performance objectives for each wa-
ter utility were recorded for each evaluation. An open-source implementation
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Figure 5.3: Example impacts of sampling deeply uncertain inflow and de-
mand factors. The top panel shows the ranges of flow duration
curves for inflows into Falls Lake, where the baseline Monte
Carlo samples used by (Zeff et al., 2014) are represented by the
yellow range, and the extended ranges for MORDM samples
are shown in blue. The bottom panel shows the sampled range
of future demand growth for Raleigh, colored according to the
demand growth multiplier given in Table 5.4.
of PRIM (Bryant, 2009) was then used for scenario discovery to identify the
thresholds of deeply uncertain factors responsible for critical system failures.
The model evaluations were performed in parallel using 400 processors of the
CyberSTAR high-performance cluster at Penn State University, which contains
a combination of quad-core AMD Shanghai processors (2.7 GHz) and Intel Ne-
halem processors (2.66 GHz).
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5.6 Results
5.6.1 Multiobjective Optimization
The Pareto-approximate solutions for each of the four problem formulations
found by (Zeff et al., 2014) are displayed on parallel axes in Figure 5.4. The x-
axis shows the four regional objectives in the min-max formulation. The Jordan
Lake allocation objective is omitted from this plot because it is also a decision
variable. The y-axis of each subplot indicates the value of the objective, where
ideal performance would be represented by a horizontal line intersecting the
bottom of the Reliability, Restriction Frequency, Average Cost, and Worst-Case
Cost axes. Diagonal lines across the axes represent strong conflicts between the
respective objectives. Figure 5.4 indicates that the more complex formulations,
which include financial instruments, provide a more diverse set of options for
the decision maker, particularly regarding the ability to reduce worst-case costs.
These Pareto-approximate solutions serve as a starting point for our robustness
analysis in this study. We aim to facilitate the utilities’ selection of robust portfo-
lio instruments (i.e., problem formulations) as well as their specific implemen-
tations (i.e., specific solutions).
In a practical decision context, the full range of Pareto-approximate solu-
tions may not be of interest to the stakeholders. For example, several of the
solutions in Figure 5.4 contain reliability values near 92%, far lower than the
water utilities would tolerate. We can restrict the solutions shown by filtering
(or “brushing”) the solutions according to a set of constraints. The Research
Triangle water utilities have expressed the following set of performance crite-
ria: reliability greater than 99%, restriction frequency less than one in five years
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D
Figure 5.4: Pareto-approximate solutions for each problem formulation as
optimized by (Zeff et al., 2014), shown on a parallel coordinate
plot. The x-axis shows the four regional objectives in the min-
max formulation. The y-axis shows the value of the objective,
with the ideal point along the bottom. These solutions rep-
resent the non-dominated strategies for the region in the pro-
jected future state of the world, and thus provide a valuable
starting point for the robustness analysis. Solutions in color
satisfy the performance criteria specified by the water utilities:
Reliability > 99%, Restriction Frequency < 20%, and Worst-
Case Costs < 5%. Solutions failing to satisfy any of these cri-
teria are shown in gray. Four solutions (A–D) are highlighted
for further analysis, along with a representative status quo so-
lution (SQ) for the system without transfers or cost mitigation.
Note that the simpler problem formulations (which do not in-
clude financial instruments) are unable to produce any solu-
tions satisfying the performance criteria.
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(20%), and worst-case costs below 5% of annual volumetric revenue. The so-
lutions satisfying these conditions are shown in color Figure 5.4, while those
failing to meet the conditions are shown in gray in the background. Figure
5.4 suggests several salient points. First, only Formulations III and IV (which
contain financial instruments) are capable of satisfying the utilities’ expressed
preferences for the region as a whole. This underscores the importance of the
financial instruments introduced by (Zeff and Characklis, 2013) and extended
by (Zeff et al., 2014). Second, the high-reliability solutions typically have high
average cost, since this forms a tradeoff against the other objectives. We select
four high-reliability solutions (A–D) in Figure 5.4 to be studied in more depth
in our robustness analysis. These solutions represent regional water portfolios
that the utilities would likely choose when only considering baseline Monte
Carlo evaluations (i.e., the projected future state of the world).
Here, we investigate whether these solutions are robust to uncertainty in
addition to being optimal. A core contribution of this work is the MORDM
framework’s ability to falsify competing formulation hypotheses (Popper, 1963)
while also providing a formal mechanism for selecting one or more appropri-
ate solutions from the Pareto approximate sets for further consideration. The a
posteriori multiobjective decision support literature dating back to (Cohon and
Marks, 1973) has assumed that solutions should be selected based solely on their
relative tradeoffs, but has failed to consider how multi-stakeholder robustness
varies throughout the Pareto-approximate set as addressed here.
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Figure 5.5: Distribution of solution performance across the 10,000 alterna-
tive states of the world sampled in the MORDM framework.
Five solutions are shown: (A–D), representing high-reliability
solutions found in Figure 5.4, along with the status quo solu-
tion (SQ) representing no transfers or mitigation. The perfor-
mance in the expected state of the world is shown with a dot,
and the thresholds specified by the water utilities are shown as
dashed lines. Across the sampled states of the world, perfor-
mance degrades dramatically, with a large fraction of the sim-
ulations falling well below the performance criteria expressed
by the utilities. This indicates that even the solutions which are
Pareto-approximate in the projected future remain vulnerable
to deep uncertainties.
5.6.2 Solution Degradation under Uncertainty
Solutions (A–D), selected in Figure 5.4, represent an advanced approach to
multi-objective decision making, in which the set of Pareto-approximate solu-
tions is filtered a posteriori subject to stakeholder preferences. However, because
these solutions were optimized according to the baseline Monte Carlo simula-
tion, they may be biased to a particular set of model assumptions. The first
task of our robustness analysis is simply to explore the changes in performance
that occur as a result of sampling the sources of deep uncertainty given in Ta-
ble 5.4 to create alternative future states of the world. Figure 5.5 shows the
cumulative distributions of four performance objectives across the 10,000 states
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of the world. The expected performance (i.e., the Pareto-approximate perfor-
mance obtained in the baseline state of the world) is shown with a dot for each
objective. Five solutions are shown: A–D, which represent high-reliability so-
lutions, and the status quo solution (SQ), representing the current system with
no transfers or financial mitigation. The performance thresholds elicited from
the water utilities are shown with dashed lines. Clearly, the alternative states of
the world sampled here create significant vulnerabilities for the regional water
supply system in all objectives. The high-reliability solutions A–D outperform
the status quo solution in all objectives (except average cost) in almost all states
of the world, yet their performance in many states of the world would not be
acceptable to the water utilities. Reliability falls well below 80% for many of the
scenarios, with worst-case costs exceeding 20% of annual volumetric revenue.
Figure 5.5 clearly indicates that even the solutions found via advanced multi-
objective optimization methods—which are Pareto-approximate in the baseline
Monte Carlo simulation—may degrade significantly when exposed to sources
of deep uncertainty.
5.6.3 Robustness for Individual Stakeholders
The robustness of each solution can be determined using the approach de-
scribed in Section 5.3.5 (i.e., the fraction of states of the world in which each so-
lution meets the utilities’ expressed performance criteria). Although (Zeff et al.,
2014) performed the initial multi-objective optimization using a min-max ap-
proach for the region, we can further explore the robustness of each solution for
each utility to better understand the multi-stakeholder tradeoffs. In this study,
we are primarily interested in the Pareto-optimal solutions from Formulations
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Figure 5.6: Robustness of all Pareto-approximate solutions from Formula-
tions 3 and 4 (299 solutions in total), for each of the four wa-
ter utilities. Robustness, in this case, is defined as the fraction
of sampled states of the world in which a solution meets the
utilities’ expressed performance criteria, which should not be
interpreted as a probability or likelihood. Solutions of interest
are highlighted: A–D, from Figures 5.4 and 5.5, and the most
robust solutions for each utility (RD, RO, RR, and RC). The max-
imum achievable robustness varies significantly between util-
ities despite their geographic proximity. Furthermore, the ro-
bustness of each utility trades off against the others, creating
challenges for regional portfolio planning.
3 and 4 (299 solutions in total), since these offer the potential for water transfer
and financial mitigation. In addition, they are the only formulations capable of
meeting the performance criteria in the baseline Monte Carlo simulation (see
Figure 5.4).
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Figure 5.6 shows the robustness of these solutions for each of the four water
utilities. Robustness values range from 0%, where the solution fails to meet the
performance criteria in all alternative future states of the world, to 100%, where
the solution satisfies the criteria in all alternative future states of the world. The
solutions are ranked in descending order of robustness for each utility. Sev-
eral solutions of interest are highlighted. First, the solutions A–D identified in
Figures 5.4 and 5.5 are shown. While solutions A–D provide near-optimal per-
formance in the baseline Monte Carlo simulation, they are clearly not the most
robust to uncertainty, and none of them provides a high degree of robustness for
all utilities simultaneously. Second, using the results of this plot, we identify the
most robust solution for each utility, denoted with a subscript (RD for Durham,
RO for OWASA, etc.). The highlighted solutions are colored according to their
average cost, following Figure 5.4, where blue represents low average cost and
red indicates high average cost.
Perhaps the most striking feature of Figure 5.6 is the large difference in
achievable robustness for each utility, if the conditions in the region deviate
from those assumed in the baseline Monte Carlo simulation. For example,
OWASA demonstrates very high robustness across the sampled states of the
world, nearing 100% for many of the solutions. Durham achieves a maximum
of 40% robustness for its best solution, RD. Raleigh only achieves roughly 20%
robustness for its best solution, RR. Finally, Cary shows the potential to achieve
100% robustness for several solutions, but falls in the range 40-60% for the ma-
jority of solutions. It is clear that despite their geographic proximity, the four
utilities face very different challenges going forward. Particularly for the large
urban areas of Raleigh and Durham, significant vulnerabilities may occur. This
finding underscores the need to consider the robustness of candidate water
119
portfolios in addition to their optimality in the baseline Monte Carlo simula-
tion.
Figure 5.6 also shows significant inter-utility robustness tradeoffs. For ex-
ample, the most robust solution for Durham (RD) is one of Cary’s least robust
solutions, because Cary must transfer large amounts of water for Durham to
attain this performance. As the supplier of water transfers to the region, Cary
has the potential to suffer significant reductions in robustness if the larger cities
(i.e., Durham or Raleigh) encounter significant shortages. Meanwhile, Raleigh’s
most robust solution (RR) provides reasonable, but not optimal, performance for
the other utilities. This raises interesting questions, such as whose robustness
should be considered foremost when the utilities agree to act as a regional co-
operative, and what are the consequent risks and costs for this priority. Would
utilities accept a small reduction in robustness in order to achieve a large im-
provement for another utility? These issues, critical to the regional planning
context, are exemplified in Figure 5.6.
5.6.4 Identification of Key Uncertainties
A first step for improving the solution robustness values shown in Figure 5.6 is
to identify the key sources of vulnerability and attempt to mitigate them. Fol-
lowing the MORDM framework, we use the Patient Rule Induction Method
(PRIM) (Friedman and Fisher, 1999) for this purpose. PRIM identifies the un-
certain variables most responsible for causing performance failures in one or
more criteria, along with the ranges of those variables most likely to cause fail-
ure. Figure 5.7 summarizes the results from PRIM for selected solutions of inter-
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est. The two deeply uncertain variables most responsible for causing failure in
one or more objectives are the demand growth scaling factor, and the Falls Lake
municipal supply scaling factor. Of these, the former is most important for all
tested solutions, while the latter only appears for solutions C, D, and RO. The
vulnerable ranges for the demand growth multiplier indicate that essentially
any regional demand growth in excess of the current projections will render the
regional performance goals unachievable. Notable for their absence here are the
climate uncertainties, the inflow and evaporation multipliers. The results from
PRIM indicate that demand growth is the most critical uncertainty in this sys-
tem, and the one which must be addressed first if the robustness of the regional
portfolio and the individual utilities is to be improved.
5.6.5 Cooperative Demand Reduction
Given that demand growth is the key uncertainty facing water utilities in the
Research Triangle region, we analyze the impact of restricting demand growth
on the robustness of each utility. The original robustness values shown in Figure
5.6 reflected exposure to demand growth multipliers up to a maximum value of
2.0 (double the current projection). Here, we filter the tested states of the world
according to decreasing maximum values of demand growth: 1.5, 1.1, 1.0, 0.9,
and 0.8. For example, the latter of these limits examines only the deeply uncer-
tain states of the world with demand growth multipliers less than or equal to
80% of the current projection (i.e., a reduction in demand growth from approx-
imately 3% to 2.4%). The rate of demand growth dominates the other hydrocli-
matic and economic uncertainties over the 2025 planning horizon. A reduction
in growth rate from 3% to 2.4% is relatively modest and should prove feasible
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Figure 5.7: Results from the Patient Rule Induction Method (PRIM), per-
formed for a set of selected solutions. The two key uncertain-
ties identified for the regional system are the demand growth
multiplier (left) and the Falls Lake municipal supply multi-
plier (right). The other uncertainties listed in Table 5.4 were
not identified as having a significant influence on performance
failure, including the climate uncertainties (inflow and evap-
oration). The vulnerable ranges for each uncertainty are indi-
cated by the shaded bars. Importantly, for all tested solutions,
demand growth in excess of the current projection (i.e., greater
than 1.0) is likely to cause vulnerability.
for the utilities to achieve collectively. The potential benefits of implementing
these limits are shown in Figure 5.8. Note here that we do not evaluate the abil-
ity of the water utilities to achieve these limits; we simply state the potential
gains in robustness made possible under each restriction level. However, the
utilities believe that such a reduction in projected demand growth is achievable
given construction of new homes and improved water use efficiency. In each
subplot of Figure 5.8, the solutions are ranked from left to right along the x-
axis in descending order of their original robustness values (i.e., with demand
growth multipliers up to 2.0) for each utility.
Figure 5.8 indicates substantial improvements in robustness for all utilities,
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Figure 5.8: Solution robustness for each utility at different levels of re-
striction on the demand growth scaling factor. These demand
growth values could represent cooperative actions taken by the
utilities to mitigate the vulnerabilities associated with uncer-
tainty in demand growth. Comparing to Figure 5.6, restricting
demand growth causes clear benefits for all utilities. Under this
strategy, Durham has the opportunity to achieve robustness
values greater than 90%, and Raleigh can exceed 60%. Again,
these robustness values reflect the fraction of sampled states of
the world in which criteria are met, and should not be inter-
preted as a probability or likelihood. Cary shows the most con-
sistent improvement, as solutions which demonstrated poor
robustness in Figure 5.6 are now greater than 90%.
particularly if demand growth were to be restricted below the currently pro-
jected rate (a scaling factor of 1.0). The yellow bars in Figure 5.8 reflect the ro-
bustness under a maximum demand growth multiplier of 2.0, which is the orig-
inal setting shown in Figure 5.6. The ordering of solutions on the x-axis reflects
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this original setting, and the reductions in demand growth may improve the so-
lutions by different amounts based on their unequal dependence on particular
decision instruments. Durham shows an improvement in maximum achievable
robustness from roughly 60% to over 90%, if demand growth were to be con-
fined below 80-90% of the currently projected rate. Raleigh improves from a
maximum of only 20% to roughly 60%. Cary shows consistent improvement,
with the majority of solutions exceeding 90% robustness. OWASA ostensibly
benefits least from these restrictions, but only because their robustness in the
absence of demand growth mitigation already measures close to 100% for the
majority of solutions. Importantly, the robustness improvements shown in Fig-
ure 5.8 reflect cooperative demand reduction. The demand growth multipliers
are applied to all utilities equally, and thus mitigation strategies on the part
of any utility could potentially create benefits for all others depending on the
transfer agreements contained in a given portfolio. There is currently no incen-
tive system in place to encourage utilities for whom robustness is easily attained
to reduce demand growth to benefit others. However, our results indicate that
such incentives could be designed to improve the robustness of regional water
supply.
5.6.6 Robustness Tradeoffs between Utilities
The improved robustness values shown in Figure 5.8 provide a basis for se-
lecting recommended regional water portfolios in conjunction with demand
growth mitigation efforts. However, it is clear from Figure 5.8 that the robust-
ness of each utility trades off against the others—that is, the selection of a so-
lution may be complicated by competitive effects between the utilities. There-
124
fore, these tradeoffs should be explored directly when choosing a solution, as
shown in Figure 5.9. Recall in Figure 5.4 we selected solutions A–D according
to their performance in the baseline Monte Carlo simulation, which represents
traditional a posteriori multiobjective decision support that ignores inter-utility
robustness tradeoffs. Alternatively, Figure 5.9 illustrates the selection of re-
gional water portfolios based on their demonstrated multi-stakeholder robust-
ness across alternative states of the world.
Figure 5.9 illustrates the robustness tradeoffs between water utilities using
parallel axes (5.9a) and glyph views (5.9b-c). Instead of performance objectives,
the four metrics under consideration are the robustness values for each of the
utilities. The candidate portfolios are plotted six times, once for each demand
growth restriction level, with colors corresponding to each level. For exam-
ple, the tradeoffs between utility robustness values are visible in the parallel
axis plot in Figure 5.9a. Each line represents a candidate portfolio, and trade-
offs between utilities are indicated by crossing lines. A sharp tradeoff exists
between Cary and both Raleigh and Durham, particularly when the demand
growth is not limited (up to 2.0). This is a sensible result since Cary provides
water transfers to both Durham and Raleigh, and will be stressed if regional
demand growth continues unabated with transfer agreements in place. As seen
in Figure 5.8, OWASA performs well regardless of the demand growth rate.
Durham and Raleigh show a moderate tradeoff, although not as sharp as might
be expected given their large demands. The Durham and Raleigh robustness
tradeoffs become more pronounced for cooperative regional demand reduction
scenarios with growth rate multipliers below 1.0.
Figures 5.9b and 5.9c provide an alternative glyph view of the significant
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Figure 5.9: Tradeoffs between the robustness values for the four water
utilities under different levels of demand growth mitigation,
shown as (A) a parallel axis plot, (B) a glyph plot containing
all solutions, and (C) a glyph plot containing only the non-
dominated solutions in each subset. Clear improvements in
robustness are visible as demand growth is restricted to pro-
gressively lower values. Solutions of interest are highlighted in
panel (C), along with a compromise solution (CM) to balance
robustness between the utilities. The solutions highlighted in
panel (C) occur in conjunction with demand growth mitigation
below 80% of the current projection (blue), as these solutions
dominate all other subsets.
gains in robustness made possible by limiting the rate of demand growth.
Figure 5.9b contains all solutions, while Figure 5.9c contains only the non-
dominated solutions in each subset. “Non-dominated” in this case refers to the
robustness space, rather than the objective space (i.e., the solutions that cannot
improve the robustness of one utility without decreasing that of another). De-
creasing the maximum demand growth multiplier from a value of 2.0 to a max-
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Table 5.5: Robustness values for selected solutions, with the demand
growth multiplier restricted to values below 0.8. CM represents
the compromise solution indicated in Figure 5.9.
Solution Durham OWASA Raleigh Cary
A 53% 100% 55% 97%
RD 88% 100% 53% 62%
RR 46% 100% 65% 97%
RC 81% 100% 38% 100%
CM 86% 100% 49% 96%
imum of 0.8 causes the solutions to traverse nearly the entire robustness space,
toward the ideal point (i.e., 100% robustness for all utilities). In Figure 5.9c, se-
lected solutions which survived the non-domination sort are highlighted, along
with a compromise solution (CM). The robustness values for these selected so-
lutions are shown in Table 5.5.
Another implicit tradeoff exists in Figure 5.9, which is the relationship
between the demand growth limitation and the multi-stakeholder benefit
achieved. Figure 5.9 does not consider, for example, the expense or the fea-
sibility of enforcing the limits on the rate of demand growth. However, any
limitation on the upper bound of demand growth will offer improvements in
robustness. If the utilities are able to achieve a reduction below 80% of the cur-
rent projection, the benefits are clear: Table 5.5 shows that the compromise so-
lution (CM) offers robustness values above 85% for all utilities except Raleigh
(49%). All of these values are greatly improved compared to the baseline robust-
ness values shown in Figure 5.6. Although the individual utilities may achieve
slightly higher robustness values with other portfolios, the compromise solu-
tion attempts to balance robustness equitably across the region, given the im-
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portance of regional cooperation for transfer and financial agreements.
5.6.7 Robust Portfolio Selection
The compromise solution (CM) selected in Figure 5.9 reflects an acceptable bal-
ance of robustness across the four water utilities, in combination with efforts
to limit the rate of regional demand growth. It is useful to explore this solu-
tion in the decision space to determine the steps necessary for achieving it. The
decision profile corresponding to the compromise solution is shown in Figure
5.10, in relation to the decisions for all other solutions from the original Pareto-
approximate set (Figure 5.4). Figure 5.10 indicates, for each utility, the extent
to which each available portfolio option is used. These include restrictions (R),
transfers (T), Jordan Lake allocation (JLA), self-insurance (SI), and third-party
insurance (TPI). Decisions for which all Pareto-approximate solutions (repre-
sented by gray lines) cluster near a particular value may be inferred to be influ-
ential, since other values are unlikely to yield Pareto optimality. For example,
Durham and Raleigh show highly active transfer strategies for all of the selected
solutions, meaning that they will initiate transfers at the first sign of supply risk.
Likewise, Jordan Lake allocations tend to be minimized for all utilities, since
this was one of the original optimization objectives. The exceptions are Raleigh,
which consistently shows a low but non-zero allocation, and Cary, for which
some solutions require a large allocation to offset the impact of revenue losses
caused by restrictions. OWASA shows few patterns in its decision profiles, in-
dicating that regional performance and robustness are largely insensitive to its
decisions (i.e., OWASA performs well in the majority of simulations regardless
of its decisions).
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Figure 5.10: Decision profiles for the compromise solution, in relation to
all other solutions from the original Pareto-approximate set.
The parallel axis plots indicate the extent to which each de-
cision is used in the portfolio: restrictions (R), transfers (T),
Jordan Lake allocation (JLA), self-insurance (SI), and third-
party insurance (TPI). The top row of plots contains the high-
reliability solutions found in the projected future state of the
world. The bottom row of plots contains solutions found us-
ing robustness values for the utilities.
The compromise solution, shown in blue in Figure 5.10, contains high trans-
fer requirements for Raleigh and Durham. Durham contains a low restriction re-
quirement, while OWASA and Raleigh use restrictions moderately, thus satisfy-
ing the performance criterion of implementing restrictions less frequently than
once every five years. Cary utilizes restrictions frequently in the compromise
solution, for two reasons: first, it cannot request transfers from others, since it
controls the Jordan Lake water supply; and second, by placing restrictions on
its own consumers, Cary allows a larger portion of Jordan Lake to be used for
transfers to the rest of the region. The limits on water transfers from Cary are
primarily due to treatment plant capacity, which provides an opportunity for
future work to explore the potential benefits of a jointly financed treatment ex-
pansion relative to the cost of developing new reservoir supply. Importantly, the
issue of allocations to Jordan Lake represents a political challenge to distribute
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restriction requirements acceptably between Cary and the broader region. With
sole access to the Jordan Lake supply, Cary is likely to be stressed by popu-
lation growth in the region even though its own demand growth is projected
to be moderate. These issues highlight a key role for robustness analysis—to
identify key sources of vulnerability, even absent a precise prediction of future
conditions. Robustness is achievable in this region, but the transfer agreements
between utilities must be designed carefully to avoid undue stress on any indi-
vidual utility.
Synthesizing the results shown in Figures 5.9 and 5.10, a recommended re-
gional portfolio can be formed. First, robustness for the region is unlikely to be
attained without measures in place to limit the rate of demand growth at or be-
low the current projection. Regional robustness largely depends on Durham
and Raleigh having access to water transfers, which includes active transfer
triggers for both cities, as well as a small allocation to Jordan Lake for Raleigh.
Simulations suggest that providing this transfer volume may stress Cary’s treat-
ment plant capacity, underscoring the need to carefully design transfer agree-
ments. OWASA demonstrates robust performance with a moderate balance of
conservation and financial measures. Finally, self-insurance and third party in-
surance allow the utilities to mitigate worst-case costs, as shown by (Zeff et al.,
2014), without which robust performance would not be possible.
5.7 Conclusions
This study extends the MORDM framework to a regional system with multi-
ple cooperating water utilities, the “Research Triangle” region of North Car-
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olina, USA. We compare the robustness of Pareto-approximate water portfolios
in combination with strategies to manage the rate of future demand growth,
identified as the key vulnerability facing the region. Results indicate that the
rate of demand growth represents the key uncertainty for this regional sys-
tem through the 2025 planning horizon, dominating other hydroclimatic and
economic uncertainties. Additionally, actions taken by any utility to achieve a
modest reduction in the projected rate of demand growth (from approximately
3% per year to 2.4%) will augment the robustness of the regional water supply
as a whole. Clear multi-stakeholder tradeoffs emerge for attaining robustness
across the utilities, and a compromise solution is highlighted to balance per-
formance in the projected future state of the world and robustness to sources
of future uncertainty. Importantly, these insights are obscured by a traditional
multiobjective optimization under projected future conditions, highlighting the
importance of evaluating the candidate solutions across alternative plausible
future states of the world as espoused by the MORDM framework.
The dependence of robustness on regional demand growth presents several
important questions for future investigation. First, the utilities would need to
explore strategies to control the rate of demand growth in the region, while
population grows at different rates in each of the four municipalities. Nego-
tiating the responsibility for controlling demand growth while accounting for
variable populations presents an important challenge. Second, the definition of
robustness as presented in this study hinges on the risk-averse preferences ex-
pressed by the utilities; the optimal strategies to achieve robustness may be al-
tered under different risk attitudes. Third, the results of this study indicate that
even with Pareto-optimal portfolios and demand control measures, Raleigh in
particular may remain vulnerable to future sources of uncertainty using “soft-
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path” management approaches. Future research will explore the potential for
infrastructure improvements to provide additional protection against uncertain
climate and demand scenarios. Finally, there is the overarching question of the
value of robustness: how should utilities assign worth to protecting against these
sampled scenarios, for which the probabilities remain unknown? Measures to
control demand growth will incur new costs as well as potential revenue losses,
which must be compared to the evaluated benefit of the robustness achieved by
doing so. Questions such as these continue to challenge the field of water man-
agement under uncertainty, and provide promising avenues for future work.
By designing regional cooperative water portfolios, water utilities have the
potential to manage existing supply capacity more efficiently. This study sup-
ports regional cooperative portfolio planning by advancing methods to identify
future vulnerabilities to water scarcity and the strategies capable of properly
managing them. The increased efficiency of regional cooperation is particularly
needed in urban areas in the eastern U.S., where continually growing demand
and hydrologic uncertainties are compounded by the undesirability (or infea-
sibility) of traditional infrastructure-based solutions to risk. These factors in
concert suggest a transition to a paradigm of water scarcity in the eastern U.S.,
which must be managed with a thorough exploration of available strategies and
their associated vulnerabilities across a range of uncertain futures.
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CHAPTER 6
HOW SHOULD ROBUSTNESS BE DEFINED FOR WATER SYSTEMS
PLANNING UNDER CHANGE?
This chapter is drawn from the following peer-reviewed journal article:
Herman, J.D., Reed, P.M., Zeff, H.B., and Characklis, G.W. (2015). How should robust-
ness be defined for water systems planning under change? Journal of Water Resources
Planning & Management, In-Press.
Portions of this work were funded under grants from the Sectoral Applications Research
Program (SARP) of the United States National Oceanic and Atmospheric Administra-
tion (NOAA) Climate Program Office (Award no. NA110AS2310144), the National
Science Foundation through the Network for Sustainable Climate Risk Management
(SCRiM) (NSF cooperative agreement GEO-1240507), as well as the National Insti-
tute of Food and Agriculture, U.S. Department of Agriculture (WSC Agreement No.
2014-67003-22076). The views expressed in this work represent those of the authors
and do not necessarily reflect the views or policies of NOAA, NSF, or the USDA.
6.1 Abstract
Water systems planners have long recognized the need for robust solutions ca-
pable of withstanding deviations from the conditions for which they were de-
signed. Robustness analyses have shifted from expected utility to exploratory
“bottom-up” approaches, which identify vulnerable scenarios prior to assign-
ing likelihoods; examples include Robust Decision Making (RDM), Decision
Scaling, Info-Gap, and Many-Objective Robust Decision Making (MORDM). We
propose a taxonomy of robustness frameworks to compare and contrast these
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approaches, based on their methods of (1) alternative generation, (2) sampling
of states of the world, (3) quantification of robustness measures, and (4) sensi-
tivity analysis to identify important uncertainties. Building from the proposed
taxonomy, we use a regional urban water supply case study in the Research Tri-
angle region of North Carolina to illustrate the decision-relevant consequences
that emerge from each of these choices. Results indicate that the methodologi-
cal choices in the taxonomy lead to the selection of substantially different plan-
ning alternatives, underscoring the importance of an informed definition of ro-
bustness. Moreover, the results show that some commonly employed method-
ological choices and definitions of robustness can have undesired consequences
when ranking decision alternatives. For the demonstrated test case, recom-
mendations for overcoming these issues include: (1) that decision alternatives
should be searched rather than prespecified; (2) dominant uncertainties should
be discovered via sensitivity analysis rather than assumed; and (3) that a care-
fully elicited multivariate satisficing measure of robustness allows stakeholders
to achieve their problem-specific performance requirements. This work empha-
sizes the importance of an informed problem formulation for systems facing
challenging performance tradeoffs, and provides a common vocabulary to link
the robustness frameworks widely used in the field of water systems planning.
6.2 Introduction: a posteriori decision support
Decision makers in water resources systems aim to achieve multiple perfor-
mance objectives in the projected future while remaining robust to deviations
from these projections. Extensive studies have demonstrated the willingness
of decision makers to sacrifice expected performance in order to improve ro-
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bustness to uncertainty (Hitch, 1960; Maass et al., 1962; Bonder, 1979; Schneller
and Sphicas, 1983; Walker et al., 2001; Lempert, 2002; Clı´maco, 2004; Walker
et al., 2013; DiFrancesco and Tullos, 2014), signaling a departure from tradi-
tional decision theory requiring a priori aggregation of costs and benefits. The
challenge of simultaneously navigating these goals in complex systems has led
to the rise of a posteriori decision support, reviewed by Tsoukias (2008), in which
the identification of decision alternatives and vulnerable states is preceded by
data gathering, numerical modeling, and optimization. This process represents
constructive learning with stakeholder feedback (Roy, 1971, 1990), in which
problem formulations compete as multiple working hypotheses (Chamberlin,
1890). Given a set of alternatives shown to be near-optimal in the best available
projections of the projected future state of the world, it remains a challenge to
perform a posteriori alternative selection according to a defensible robustness cri-
terion; several competing criteria have been proposed, and their consequences
for decision making warrant comparison.
The term a posteriori decision support is drawn from the multi-objective
optimization literature, referring to the generation of decision alternatives via
computational search before imposing stakeholder preference on the problem
(Cohon and Marks, 1973, 1975), also known as “Generate-First-Choose-Later”
(GFCL) in the systems engineering literature (e.g., Hwang et al., 1979; Crossley
et al., 1999; Balling and Richard, 2000; Messac and Mattson, 2002; Reynoso-Meza
et al., 2014). Historically, this approach has stood in contrast to a priori weighted
preference aggregation (Reuss, 2003; Banzhaf, 2009), which allows simpler so-
lution techniques but requires decision makers to accurately assign preference
weighting prior to reviewing alternatives (Bond et al., 2008, 2010). The salient
implication for robustness analysis is that a single decision alternative produced
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by weighted aggregation, while promising in the projected future, may fail un-
der deviations from this projection. A multi-objective, a posteriori approach pro-
vides a flexible set of alternatives that may be evaluated according to their ro-
bustness.
In a related context, the concept of a posteriori decision support can be ex-
tended to the selection of scenarios, or states of the world, for decision mak-
ing under uncertainty. In a traditional scenario analysis, uncertain states of
the world are prespecified and assigned likelihoods based on model results
or stakeholder expertise (e.g., climate change scenarios guiding the Intergov-
ernmental Panel on Climate Change (Moss et al., 2010; IPCC, 2013)). Decision
makers may then seek the alternative with the optimal expected performance
across states of the world (e.g., Schoemaker, 1982) or the alternative which min-
imizes the probability of an undesirable outcome (e.g., Hashimoto et al., 1982).
In the former case, expected value often fails to adequately capture stakeholder
preferences under uncertainty. Maass et al. (1962) note that an alternative with
higher expected value “is not invariably to be preferred”, citing insurance as a
common example of sacrificing expected cost in favor of reducing vulnerabil-
ity to uncertainty. But the larger issue with a priori specification of probabilities
on uncertain states of the world is that the distributions themselves are uncer-
tain, a condition known as “deep” or “Knightian” uncertainty (Knight, 1921;
Langlois and Cosgel, 1993; Lempert, 2002; Lempert et al., 2003; Polasky et al.,
2011; Kasprzyk et al., 2013; Dessai et al., 2013). The challenges posed by deep
uncertainty have long confounded water systems planning, making it a classic
example of a “wicked” problem (Rittel and Webber, 1973; Liebman, 1976; Reed
and Kasprzyk, 2009). Deep uncertainty does not reflect a state of complete ig-
norance, since it is possible to generate plausible states of the world and poten-
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tially rank them in order of likelihood following additional analysis (Kwakkel
and Pruyt, 2013). However, we would prefer to do so a posteriori, after identi-
fying the most vulnerable states of the world for which likelihoods should be
derived. This “scenario-neutral” (Prudhomme et al., 2010) or “bottom-up” ap-
proach (Weaver et al., 2013; Nazemi and Wheater, 2014) has been advocated
by several recent frameworks for decision making under uncertainty, including
Decision Scaling (Brown et al., 2012), Robust Decision Making (RDM) (Lem-
pert, 2002; Lempert et al., 2003), Information-Gap (Info-Gap) (Ben-Haim, 2004),
and Many-Objective Robust Decision Making (MORDM) (Kasprzyk et al., 2013).
The components of these frameworks will be compared in the following section,
along with the extent to which they align with the concepts of a posteriori deci-
sion support.
In this paper, we explore the idea of selecting alternatives from a Pareto-
approximate set according to their robustness, focusing on the definitional chal-
lenges that arise in the process. Using model simulations from recent work in
multi-objective urban water supply portfolio planning (Zeff et al., 2014; Her-
man et al., 2014), we illustrate the decision-relevant consequences that emerge
from each of these choices. This may be seen as a generalization of the MORDM
approach (Kasprzyk et al., 2013), in which alternatives are first generated by
multi-objective search prior to their evaluation in deeply uncertain states of the
world. Several robustness frameworks instead focus on discrete alternatives
prespecified by stakeholders, the potential consequences of which will be dis-
cussed. In this work, we caution against a priori assumptions throughout the
analysis: the prespecification of alternatives, preference weighting, the most im-
portant (sensitive) factors, or performance thresholds may produce unintended
consequences for decision making. By contrast, this work will demonstrate the
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potential for a posteriori robustness analysis of decision alternatives to inform
and achieve stakeholders’ performance requirements.
6.3 A taxonomy of robustness frameworks
We propose a taxonomy of robustness frameworks to compare existing ap-
proaches, based on their methods of (1) identifying alternatives, (2) sampling
states of the world, (3) quantification of robustness measures, and (4) identification
of key uncertainties (or robustness controls) using sensitivity analysis. Figure 6.1
outlines the methodological choices that can be made within each of these cate-
gories, which will be detailed in the following subsections. Table 6.1 describes
current robustness frameworks according to these classifications. It should be
noted that the frameworks share many similarities and potentially offer inter-
changeable components. Table 6.1 simply represents a summary of published
work to date under each heading; it is hoped that this comparison allows future
studies to draw key ideas more freely from these innovative frameworks.
6.3.1 Alternatives
Planning analyses begin with the identification of decision alternatives to be
considered. In the simplest case, a set of discrete alternatives may be prespeci-
fied by the decision maker. This reflects a high degree of knowledge about sys-
tem performance under uncertainty, and is commonly used in the Decision Scal-
ing, Info-Gap, and RDM frameworks (e.g., Hine and Hall, 2010; Hall et al., 2012;
Moody and Brown, 2013; Matrosov et al., 2013b; Lempert et al., 2006; Lempert
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Figure 6.1: Taxonomy of robustness frameworks, based on (1) the selection
of decision alternatives, (2) the selection and sampling of the
uncertain factors which make up plausible future states of the
world, (3) the quantification of robustness measures by which
to rank candidate alternatives, and (4) the identification of un-
certain factors controlling robustness via sensitivity analysis.
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and Collins, 2007; Bryant and Lempert, 2010; Tingstad et al., 2014), though sev-
eral Decision Scaling studies have focused on characterizing the risks of an ex-
isting system rather than choosing between planning alternatives (Brown, 2010;
Li et al., 2014; Turner et al., 2014; Ghile et al., 2014), as have several RDM studies
(e.g. Groves et al., 2014). Conversely, alternatives may arise as the result of com-
putational search. This may take the form of a Latin Hypercube sample or an
enumeration of the decision space (Korteling et al., 2013; Matrosov et al., 2013a),
or a full multi-objective optimization, as proposed by MORDM (Kasprzyk et al.,
2013). Alternatives to be optimized may include binary infrastructure decisions
(Matrosov et al., 2013b), continuous variables such as decision triggers or trans-
fer allocations (Zeff et al., 2014), functions mapping observed states to actions
(Giuliani et al., 2014), or a combination thereof. The use of optimization to de-
velop alternatives allows decision makers to augment their expertise with com-
putational simulation to compare the estimated future performance of candi-
date solutions.
When optimization is employed, solutions may be optimized over a range
of scenarios defined by well-characterized uncertainty (i.e., where probability
distributions can be approximated with reasonable confidence), or over deeply
uncertain scenarios (i.e., optimizing for robustness to deep uncertainty directly).
The former approach is advocated by MORDM (Kasprzyk et al., 2013) and Pa-
ton et al. (2014), while the latter approach is taken by Robust Optimization
(RO). Watkins and McKinney (1997), following Mulvey et al. (1995), develop
a framework for RO consisting of robust solutions which remain nearly optimal
and satisfy stakeholder requirements across scenarios. Later multi-objective RO
methods proposed by Deb and Gupta (2006) suggest optimizing with multi-
variate constraints on the deviation of a solution from its expectation. Similarly,
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McInerney et al. (2012) optimize a weighted sum of the expected and worst-
case outcomes, while Hamarat et al. (2014) propose an approach for optimizing
robustness according to a “signal-to-noise” ratio, which reflects the ratio of the
mean performance divided by its standard deviation. However, the applicabil-
ity of these approaches under deep uncertainty remains unclear. In a thorough
review of RO methods, Beyer and Sendhoff (2007) distinguish probabilistic un-
certainty, focused on likelihood, from “possibilistic” or epistemic uncertainty,
focused on plausibility and arising from lack of knowledge. Beyer and Send-
hoff (2007) note that RO methods for the latter type of uncertainty remain rel-
atively unexplored in the literature, and that the measures of expectation and
dispersion commonly seen in RO require the analyst to treat the uncertainty as
probabilistic, even when this may not be appropriate. For RO under deep un-
certainty, constraint violations may be penalized unduly, as these are expected
in extreme future states of the world, and the signal-to-noise ratio implicitly as-
sumes some familiarity with the distribution of future scenarios. Robust multi-
objective optimization under deep uncertainty remains an open question; the
MORDM framework evaluates robustness a posteriori to ensure approximate
Pareto optimality in the best projection of the future state of the world under
well-characterized uncertainty.
6.3.2 States of the World
Whether alternatives are prespecified or optimized, robustness frameworks typ-
ically proceed by evaluating their performance across a set of uncertain states of
the world. The exception is RO, which essentially combines the “alternatives”
and “states of the world” categories in Figure 6.1 into a single optimization. In
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the remaining frameworks, the states of the world expand the uncertain factors
beyond the ranges considered when determining the alternatives. The uncer-
tain factors may be considered well-characterized if a probability distribution
can be identified, but are typically treated as deep uncertainties. This designa-
tion acknowledges that any probability distributions assumed when determin-
ing alternatives (whether explicitly or implicitly) are themselves uncertain.
One major aim of robustness analyses is to isolate the deeply uncertain fac-
tors responsible for system vulnerabilities. If decision makers have reason to
believe a priori that a certain subset of uncertain factors will be most relevant,
these may be prespecified. Alternatively, many uncertain factors may be sam-
pled, with the understanding that some may later be found to be noninfluential.
For example, several Decision Scaling studies limit the risk analysis to climate
factors only (Brown et al., 2012; Moody and Brown, 2013), while recent work
extends Decision Scaling to include hydroeconomic factors (Ghile et al., 2014;
Lownsbery, 2014), noting that demand pressures may pose equal or greater risk
than climate factors depending on the planning horizon (Frederick and Ma-
jor, 1997; Lins and Stakhiv, 1998; Vorosmarty, 2000).The Info-Gap, RDM, and
MORDM frameworks all typically assume that many factors will be sampled
rather than prespecifying only a few.
Once the uncertain factors are identified, specific combinations of them can
be sampled to create states of the world. Again, these may be prespecified in
the case of traditional scenario analysis, (e.g., Liu et al., 2008; Mahmoud et al.,
2009) or sampled, in the case of all robustness frameworks considered here. This
sampling is typically performed over noninformative priors, reflecting the ex-
ploratory nature of deep uncertainty analyses; however, a well-characterized
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probability distribution can be used if known. The manner of sampling differ-
entiates the robustness frameworks considered here. Decision Scaling, RDM,
and MORDM typically perform an exploratory “global” sample of uncertain
factors over plausible ranges (Lempert et al., 2006; Groves and Lempert, 2007;
Bryant and Lempert, 2010). By contrast, Info-Gap samples radially outward
from the projected future state in the uncertainty space until it encounters a
state that causes failure (Hipel and Ben-Haim, 1999; Ben-Haim, 2004; Matrosov
et al., 2013b), with the option to specify a covariance between related factors
(Hall et al., 2012). The radius of uncertainty considered is defined by a parame-
ter α, which expands the range of all uncertain factors simultaneously.
6.3.3 Robustness Measures
Given a set of decision alternatives evaluated in a set of states of the world, it
remains to quantify their robustness to facilitate the decision making process.
The choice of a robustness measure is not straightforward; Schneller and Sph-
icas (1983) refer to this as “the metaproblem of how to decide how to decide”.
Figure 6.1 defines the overarching categories of regret and satisficing measures,
adopted from (Lempert and Collins, 2007). Both measures can be employed in
either a univariate or multivariate context. Broadly, “regret” quantifies the cost
(not necessarily monetary) of choosing incorrectly. It can be defined for a single
solution as the deviation from its baseline (expected) performance, for example
as employed by Kasprzyk et al. (2013). In this case, the measure of regret focuses
on incorrect assumptions regarding the future state of the world. Alternatively,
regret may be defined as the difference between a solution’s performance and
that of the best solution in the prevailing state of the world. Here, the measure
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of regret focuses on the incorrect choice of decision alternative, as proposed by
Savage (1951).
“Satisficing” refers to the tendency of decision makers to seek outcomes that
meet one or more requirements but may not achieve optimal performance (Si-
mon, 1959). One option for a satisficing-based robustness measure is the do-
main criterion, a variant of which was first introduced by Starr (1962) and fur-
ther analyzed by Schneller and Sphicas (1983). The domain criterion quantifies
the volume of the uncertain factor space in which a solution meets the deci-
sion makers’ performance requirements. In practice, this is done by calculating
the fraction of sampled states of the world in which a solution satisfies one or
more performance thresholds, as done by Herman et al. (2014). The domain
criterion is also similar to the threshold-based loss function proposed by Brown
et al. (2012) and extended by Moody and Brown (2013). Conversely, the Info-
Gap framework quantifies robustness according to the “uncertainty horizon”,
that is, the value of the outward sampling parameter α that can be withstood
before the system fails to meet the performance threshold (Hall et al., 2012; Ko-
rteling et al., 2013). This approach assumes a continuous region of acceptable
performance centered at the projected future state of the world, which must be
known or estimated. Finally, these satisficing measures also relate to visualiza-
tion techniques such as “Robust regions visualization” (Lempert, 2002; Bankes
et al., 2001; Bankes, 2002), or the “climate sectors” decision rules demonstrated
by Brown et al. (2012), which show the regions of the uncertainty space in which
a particular solution is preferred over competing alternatives.
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6.3.4 Robustness Controls
After quantifying the robustness of candidate alternatives, a last crucial step of
decision support under uncertainty is to isolate the uncertain factors most re-
sponsible for failure to satisfy stakeholder requirements (i.e., “robustness con-
trols”). This can be viewed as a consequence-oriented sensitivity analysis. The
Info-Gap framework does not provide sensitivity information at the factor level,
since all information about the robustness of a solution is contained in the ag-
gregate parameter α. The remaining frameworks largely aim to identify sensi-
tive ranges of uncertain factors likely to cause failure. In the sensitivity analysis
literature, this is known as “factor mapping” (Saltelli et al., 2008). For this pur-
pose, the RDM and MORDM frameworks advocate the Patient Rule Induction
Method (Friedman and Fisher, 1999), a data mining technique that identifies
ranges (or more generally, hypercubes) in the uncertainty space where failures
are likely to occur (Groves and Lempert, 2007; Lempert et al., 2008; Bryant and
Lempert, 2010). Decision Scaling also aims to identify sensitive ranges of un-
certain climate factors using the Climate Response Function (e.g. Brown et al.,
2012; Turner et al., 2014). The purpose of a sensitivity analysis in this context
is to help decision makers target specific vulnerable factors for adaptation, an
issue addressed in the “Dynamic Adaptive Pathways” approach developed by
Haasnoot et al. (2013).
One rather unexplored area in the current robustness frameworks is factor
prioritization, or the ranking of all uncertain factors in order of their sensitivity
(Saltelli et al., 2008). In its simplest form, this can be done using local partial
derivatives of each factor independently, known as “one-at-a-time” or OAT (see
Dessai and Hulme, 2007). More thorough and informative are global variance
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decomposition techniques such as Sobol sensitivity analysis (Sobol, 1993; Sobol,
2001; Saltelli, 2002). Significant potential exists to incorporate such methods into
robustness analyses in water systems planning, particularly those which require
the ranking of many uncertain factors. Lownsbery (2014) apportions total out-
put uncertainty to its constituent factors using an ANOVA decomposition over
time for a water resources system, similar to the partitioning of prediction un-
certainty developed in the climate literature (Hawkins and Sutton, 2009, 2011).
Sensitivity analysis can provide decision-relevant information on par with the
recommendation itself, often leading to a modification of alternatives to account
for the controlling uncertainties, as in Herman et al. (2014). Recent studies have
called for sensitivity analysis to become a required tool to improve the trans-
parency of model assumptions in policy contexts (Borgonovo and Peccati, 2008;
Saltelli and Funtowicz, 2013; Saltelli et al., 2013), an apt recommendation for
water systems planning problems.
6.4 Methods
We illustrate the decision-relevant consequences that emerge from the analysis
choices in the taxonomy of Figure 6.1 using model results from recent work in
multi-objective urban water supply portfolio planning. The portfolio planning
approach to balance supply-side and demand-side strategies has been devel-
oped extensively in conjunction with multi-objective optimization and iterative
problem formulation (Kasprzyk et al., 2009, 2012). In prior work, Zeff et al.
(2014) develop an urban water supply model for the “Research Triangle” re-
gion of North Carolina and formulate a multi-objective portfolio optimization
problem. Herman et al. (2014) then analyze the robustness of the resulting set
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of near-optimal (non-dominated) solutions using an extension of the MORDM
approach. Key details of these methods are summarized below; the reader is
referred to the references above for full details.
6.4.1 North Carolina Research Triangle
The Research Triangle region is located in the state of North Carolina in the
southeast U.S., where nearly two million residents are served by four major wa-
ter utilities: Raleigh, Durham, Cary, and the Orange Water and Sewer Authority
(OWASA, serving the towns of Chapel Hill and Carrboro). Here we develop a
simulation of the Research Triangle water supply, with synthetic reservoir in-
flows and weekly consumptive demand data provided by each utility. We seek
to optimize the utilities’ water supply portfolios over the period 2013–2025, with
the following decision instruments: restrictions, transfers, self-insurance (con-
tingency fund), and third-party insurance. The Research Triangle water supply
model, data, and optimization problem are described in detail in Section 5.4.
6.4.2 Experiments: Alternatives and States of the World
Following the taxonomy provided by Figure 6.1, we begin by comparing the ro-
bustness of decision alternatives found during the multi-objective search with
that of a prespecified solution. In this case, the prespecified solution reflects the
utilities’ status quo prior to the analysis performed by Zeff et al. (2014). The pre-
specified solution allows utilities to impose water use restrictions, but they may
not use water transfers or any financial instruments. We compare this solution
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to the Pareto set of solutions resulting from the multi-objective optimization by
considering the cumulative distributions of objective values across states of the
world; a solution which provides improved performance across many states of
the world will, in general, be considered more robust. This approach explores
the benefits gained by optimizing the portfolio instruments under considera-
tion, rather than limiting the analysis to a decision alternative prespecified by
the utilities.
The second major methodological choice highlighted in Figure 6.1 involves
states of the world comprising either prespecified factors, representing a priori
assumptions of importance, or many sampled factors, with no such assump-
tions. To represent prespecified factors, we show the success or failure of can-
didate alternatives in a two-dimensional projection of the uncertainty space fo-
cusing solely on the inflows and evaporation, serving as a proxy for a climate
change analysis in which precipitation and temperature might be assumed to
control solution performance. We contrast this with a similar two-dimensional
projection of multipliers on inflow and demand growth, the latter of which was
found to dominate the performance of decision alternatives by Herman et al.
(2014) through the 2025 planning horizon. This comparison highlights the im-
portance of avoiding a priori assumptions regarding the most sensitive factors,
since the results of the analysis may confound expectations.
6.4.3 Comparison of Robustness Measures
Using the approximately Pareto-optimal set of decision alternatives identified
by Zeff et al. (2014), we quantify and rank their robustness according to four
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Quantifying Robustness under Deep Uncertainty
Regret-Based
R1: Deviation
from baseline
state of the world
R2: Deviation from
“best” solution in each
state of the world
S1: Fraction of states
of the world in which 
solution meets criteria
S2: Uncertainty horizon
before any state of the
world violates criteria
Satisficing-Based
III
Figure 6.2: Four measures for quantifying robustness. The categories of
regret and satisficing categories are adapted from Lempert and
Collins (2007). Measure R2 is a variant of Savage regret (Sav-
age, 1951), while S1 links to Starr’s domain criterion (Starr,
1962; Schneller and Sphicas, 1983). The uncertainty horizon,
S2, is drawn from the Info-Gap method (Ben-Haim, 2004).
different measures as shown in Figure 6.2. The measures include two variants
of “regret” and two variants of “satisficing”, the categories described by Lem-
pert and Collins (2007). For brevity, the two regret-based measures are named
R1 and R2, while the satisficing-based measures are named S1 and S2. First,
measure R1 calculates regret as a solution’s deviation from its performance in
the baseline (expected) state of the world. This is an individual measure that
does not depend on other solutions in the set; it was demonstrated, for exam-
ple, by (Kasprzyk et al., 2013). Here, we define R1 for each decision alternative
as the 90th percentile deviation of the worst-case objective:
R1 = max
i
{Di,90 : P[ Di ≤ Di,90 ] = 0.90} (6.1)
Di, j =
|F(x)i, j − F(x)∗i |
F(x)∗i
(6.2)
where F(x)∗i represents the value of objective i in the baseline state of the world,
and F(x)i, j represents the value of objective i calculated in state of the world j.
Similarly, measure R2 calculates regret as the deviation from the “best” so-
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lution in each state of the world:
R2 = max
i
{Di,90 : P[ Di ≤ Di,90 ] = 0.90} (6.3)
Di, j =
|F(x)i, j −mins F(xs)i, j|
F(x)i, j
(6.4)
The “best” value of each objective i is taken across solutions s. Clearly, this
measure depends on the other solutions in the set, as it incorporates all of them.
The deviation Di, j in Equation 6.4 is normalized by the objective value itself
rather than the “best” value, since the latter often approaches zero. The 90th
percentile value for the regret-based measures is intended to reflect the tail end
of poor performance while reducing susceptibility to outliers.
Measure S1 is defined as the fraction of N states of the world in which a so-
lution meets stakeholders’ performance requirements in one or more objectives.
S1 =
1
N
N∑
j=1
Λs, j (6.5)
where Λs, j = 1 if solution s meets requirements in state of the world j and
Λs, j = 0 otherwise. An important component of this measure is the elicitation
of requirements from stakeholders. In this case study, the utilities indicated the
following requirements: reliability above 99%, restriction frequency less than
20% (once every 5 years), and worst-case cost less than 5% of annual volumetric
revenue (Herman et al., 2014). Controlling the worst-case cost is critical for util-
ities operating under the “cost-recovery” budget model, where stable revenues
are required to recoup large infrastructure investments (Hughes and Leurig,
2013). The use of multivariate requirements has been advocated in the MORDM
framework (Kasprzyk et al., 2013) and elsewhere (e.g., Gerst et al., 2013).
151
Finally, measure S2 represents the uncertainty horizon that can be withstood
prior to system failure. Following the Info-Gap approach, the uncertainty hori-
zon (or “robustness”) can be defined as (Hall et al., 2012):
S2 = αˆ = max{α : min
j∈U(α)
F(x) j ≥ r∗} (6.6)
αˆ is the maximum level of uncertainty, measured outward from a baseline point,
that can be tolerated without performance falling below r∗. The inner minimiza-
tion term is applied over all states of the world j that are sampled in the radius
α, meaning that the calculation of αˆ does not allow any violation of the perfor-
mance requirement. The Info-Gap framework defines a univariate requirement
r∗; while this could be extended to include multivariate thresholds, applications
of this method in the literature have not done so. In this study, we use the util-
ities’ reliability requirement to compute S2 (i.e., a univariate value of r∗ = 0.99.)
Because many of the deeply uncertain factors in this study are scaling factors,
the baseline point is simply defined where these are equal to one. However, in
general it may not be straightforward to define this baseline point.
The robustness calculations in this study are based on an ensemble eval-
uation of 10,000 alternative states of the world, defined by 13 dimensions of
deep uncertainty including climatic and economic factors. Each of 299 Pareto-
approximate solutions was evaluated across this ensemble of states of the world
to determine the impact of uncertain factors on performance. For details of the
experimental setup, please refer to Herman et al. (2014).
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6.4.4 Comparison of Robustness Controls
As an illustration of different sensitivity analysis approaches to identify im-
portant uncertain factors in the system, we compare the Patient Rule Induc-
tion Method, PRIM (Friedman and Fisher, 1999) with Sobol sensitivity analysis
(Sobol, 1993; Sobol, 2001; Saltelli, 2002). PRIM is a factor mapping approach
aiming to identify sensitive ranges of uncertain factors that are likely to cause
a particular outcome, and is described in detail in Section 2.1.3. Sobol sen-
sitivity analysis (Sobol, 1993; Sobol, 2001; Saltelli, 2002) is a global, variance-
based method that attributes the total variance of output Y to individual inputs
and their interactions, described in detail in Section 2.1.1. The two approaches
are complementary: PRIM provides the vulnerable ranges of uncertain factors,
while Sobol provides a full ranking of sensitive factors.
6.5 Results
6.5.1 Alternatives and States of the World
Figure 6.3 shows the cumulative distributions of performance in four objectives
for the prespecified alternative and those found via multi-objective optimiza-
tion by Zeff et al. (2014). This relates to the first block of the taxonomy in Fig-
ure 6.1, the selection of alternatives. The performance values shown are for
Durham, one of the larger water utilities in the region. The prespecified solu-
tion, which does not use water transfers or financial instruments, is shown in
red. This represents the strategy that the utilities currently follow in the ab-
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Figure 6.3: Cumulative distributions for Durham’s four objectives using
the prespecified alternative (red) and those found via multi-
objective optimization (gray) by Zeff et al. (2014). An example
of a robust solution is shown in yellow, identified by Herman
et al. (2014) using a satisficing measure, and further improved
(green) by controlling the rate of demand growth, the most in-
fluential uncertainty. The Pareto set resulting from optimiza-
tion provides options for stakeholders to select a robust deci-
sion alternative.
sence of an optimized portfolio. An example of a robust solution is shown in
yellow, identified by Herman et al. (2014) using a satisficing measure. Finally,
the distributions drawn in green represent the same robust solution after per-
forming sensitivity analysis and mitigating the most important uncertainty, the
rate of demand growth. The utilities’ performance requirements are drawn as
vertical black lines. Figure 6.3 highlights several salient points. First, multi-
objective optimization greatly improves on the performance of the prespecified
solution, not only in the projected future under well-characterized uncertainty,
but also across the distribution of plausible states of the world under deep un-
certainty. The resulting Pareto set, shown in gray in Figure 6.3, provides options
for stakeholders to improve the robustness of the decision alternative. Second,
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Figure 6.4: States of the world in which the robust solution from Fig-
ure 6.3 fails to meet the utilities’ performance requirements.
Green points indicate success, and gray points indicate fail-
ure. Plotting only climate factors (left) does not indicate sensi-
tivity, whereas plotting the sensitive factors identified by Her-
man et al. (2014) shows a clear separation between states of the
world in which the solution succeeds and fails.
robustness can be further improved by augmenting the optimized decision al-
ternatives with actions taken to reduce the impact of key uncertainties, iden-
tified with sensitivity analysis. Limiting this analysis to prespecified decision
alternatives or prespecified uncertain factors would not provide stakeholders
with the same degree of flexibility as the a posteriori approach shown here.
To compare the decision consequences of selecting states of the world, Fig-
ure 6.4 assesses where, in the space of uncertain factors, the robust solution from
Figure 6.3 fails to meet the utilities’ performance requirements. It contains a pair
of two-dimensional projections of the 13-dimensional uncertainty space. Green
points indicate states of the world where the solution successfully meets the
requirements; light gray points indicate states of the world where the solution
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fails. We would like to identify the uncertainties that are responsible for these
differences. On the left, the uncertainties considered are the scaling factors on
reservoir inflows and evapotranspiration. This represents the a priori assump-
tion that climate factors—for example, precipitation and temperature—can be
prespecified as the only factors of interest. As the left panel of Figure 6.4 sug-
gests, these uncertainties do not reveal much information about the successes
and failures of this solution. By contrast, the right panel of Figure 6.4 shows
the same states of the world in the two-dimensional projection defined by the
scaling factors on demand growth and inflows, the first of which was identified
by Herman et al. (2014) as the most influential uncertainty in the system. This
result suggests that, through the 2025 planning horizon, the utilities may have
significantly more control over system vulnerabilities than previously assumed.
This plot shows a clear separation between states of the world in which the solu-
tion succeeds and fails, reinforcing the sensitivity of the demand growth factor
and the importance of withholding assumptions about sensitive factors when
sampling states of the world. In this case study, sampling many uncertain fac-
tors allow the utilities to understand their vulnerabilities without a potentially
limiting focus on climate factors.
6.5.2 Comparison of Robustness Measures
Using the four robustness measures defined in Figure 6.2, we compute the rank-
ings of the Pareto-approximate solutions identified by Zeff et al. (2014). Figure
6.5 shows the “best” solution according to each measure (i.e., a ranking of 1),
along with where these fall when solutions are ranked according to the other
measures. The status quo solution, or the prespecified solution highlighted in
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Figure 6.5: Ranking the “best” solution according to each measure, along
with where these solutions fall when ranked according to other
measures. The status quo (prespecified) solution is shown in
gray. The choice of robustness measure will significantly affect
the ranking of decision alternatives and thus the recommenda-
tion from an analysis.
Figure 6.3, is shown in gray. Figure 6.5 indicates that the choice of robustness
measure will significantly affect the choice of decision alternatives. For exam-
ple, the best solution according to measures R1 (green) and R2 (orange) ap-
pear very similar to one another, suggesting that the two regret-based metrics
provide similar rankings of solutions. However, these perform poorly when
solutions are ranked according to the satisficing measures S1 and S2. Further-
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more, these latter two measures tend to offer conflicting rankings, indicated by
crossing lines. The metric S1 (satisficing according to absolute criteria) has been
widely used in the literature, and this conflicts sharply with the other metrics,
particularly the percent deviation measure R1. In summary, Figure 6.5 shows
that the four robustness measures provide very different rankings of solutions,
underscoring the importance of choosing a measure appropriate to a particular
study.
The robust solutions according to each measure can be mapped back into the
original objective space (i.e., in the best available projection of the future state
of the world under well-characterized uncertainty) to understand the decision
consequences of the choice of robustness measure. Figure 6.6 shows where these
robust solutions fall in the objective space, using a 4-dimensional scatter plot
(top) and a parallel axis plot (bottom). The full Pareto set is shown in gray,
while the robust solutions are highlighted in colors consistent with Figure 6.5.
The directions of preference are indicated with arrows on the scatter plot, and
are directed toward the bottom of each axis in the parallel axis plot.
Figure 6.6 indicates that the four different robustness measures may lead de-
cision makers to very different regions of the objective space, with some of these
differences caused by mathematical artifacts rather than system properties. For
example, measure R1 (percent deviation relative to the baseline scenario) selects
a solution with generally poor performance in the baseline scenario in order to
minimize its deviation in other states of the world. Measure R2 (deviation from
the best solution in each state of the world) selects a solution with mediocre per-
formance in all objectives, seeking to avoid severe underperformance in any sin-
gle objective. The satisficing measure S1 places utilities’ performance require-
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Figure 6.6: The most robust solutions according to each measure, mapped
back into the original objective space in the projected future
state of the world. The objective space is plotted using a 4-
dimensional scatter plot (top) and a parallel axis plot (bottom).
The full Pareto set is shown in gray, while the robust solutions
are highlighted in colors consistent with Figure 6.5. The di-
rections of preference are indicated with arrows on the scatter
plot, and are toward the bottom of each axis in the parallel axis
plot. The four different robustness measures may lead decision
makers to very different regions of the objective space.
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ments on all objectives except average cost; as a result, the solution selected
by S1 requires a high average cost in order to achieve the requirements, which
reflects the preferences elicited from the utilities. Finally, measure S2 (the un-
certainty horizon) selects for high reliability, its single requirement, leaving it
vulnerable to poor performance in the other objectives. In general, S1 is the only
measure that chooses a solution in line with the utilities’ preferences, showing
the value of a multivariate satisficing approach. The resulting average cost of
3-4% is not onerous for the utilities, as it can be planned for in order to reduce
the worst-case cost in excess of this average (Herman et al., 2014). Figure 6.6
suggests that the choice of robustness measure may produce unintended conse-
quences for recommendations if it does not consider stakeholders’ preferences.
Importantly, these insights are only possible with a Pareto-approximate set of
solutions for comparison, which gives decision makers a clear understanding
of the tradeoffs and consequences of each near-optimal alternative in the pro-
jected future.
6.5.3 Univariate and Multivariate Satisficing Thresholds
Out of these choices shown in Figure 6.6, only the satisficing measure S1 pro-
vides solutions with acceptable performance for the utilities in the projected fu-
ture state of the world. It is useful to further explore the decision consequences
of the individual constraints that compose the multivariate measure. Figure 6.7
shows a parallel axis plot of the solutions that would be chosen if the satisfic-
ing measure were only composed of individual requirements. The combined
requirement (matching solution S1 from Figure 6.6) is shown in purple. The
consequence of satisficing based on a univariate requirement is, of course, that
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Figure 6.7: Individual compared to multivariate performance require-
ments for the satisficing measure. Colors indicate which so-
lutions would be chosen if the satisficing measure were only
composed of individual requirements. The combined require-
ment (matching solution S1 from Figure 6.6) is shown in pur-
ple. Satisficing based on a single objective will sacrifice perfor-
mance in the others.
other objectives will be ignored. Despite the simplicity of this fact, it is not
widely done; many robustness analyses in the literature could benefit from a
multivariate performance requirement to more accurately capture the interests
of stakeholders in the system. Satisficing based solely on reliability (red solu-
tion in Figure 6.7) yields poor performance in restriction frequency and worst-
case cost, and using either restriction frequency or worst-case cost requirements
(blue and green, respectively) sacrifices reliability. Given stakeholders’ diffi-
culty in correctly specifying all performance requirements a priori (Bond et al.,
2008), it is important for a robustness measure to maintain the flexibility to ad-
just multivariate preferences after exploring the alternatives. Moreover, these
results emphasize the importance of exploring multiple competing robustness
measures to better understand their potential impacts.
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6.5.4 Comparison of Robustness Controls
Figure 6.4 demonstrated a qualitative, visual approach to identifying the uncer-
tain factors responsible for system vulnerabilities. However, robustness anal-
yses are strengthened by formal, quantitative sensitivity analyses. Figure 6.8
illustrates the results from a factor mapping sensitivity analysis (PRIM) com-
pared to a factor prioritization (Sobol). PRIM identifies the ranges of one or
more sensitive factors likely to cause a particular outcome, seeking the mini-
mum set of rules needed to capture the maximum number of instances of that
outcome. For this problem, the method identifies the demand growth scaling
factor as the only sensitive uncertainty, and suggests that a value greater than
one (i.e., if demand grows faster than projected) will most likely cause system
failures. It does not provide information about the sensitivity of the other un-
certain factors, other than designating them as noninfluential. By contrast, the
Sobol indices shown in the bottom panel of Figure 6.8 provide a full ranking of
sensitive factors, since it analyzes the variance contribution of each factor. The
impact of the uncertain factors (x-axis) on each of the objectives (y-axis) is quan-
tified with the first-order sensitivity index, where white is insensitive and dark
blue is sensitive. An additional objective named “Failures” has been added,
which is a binary variable indicating whether any of the failure conditions de-
fined for PRIM have been violated. Sobol identifies the most sensitive factor as
the rate of demand growth, which agrees with the PRIM result. Other influential
factors include the inflows multiplier, the peaking factor (controlling seasonality
of demand) and the uncertainty on the fraction of certain reservoirs allocated for
municipal supply. This ranking information complements the ranges identified
by PRIM and would be a useful addition to the robustness analyses performed
in the water systems field.
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Figure 6.8: Results from a factor mapping sensitivity analysis (PRIM, top)
compared to a factor prioritization (Sobol, bottom). PRIM iden-
tifies the ranges of one or more sensitive factors likely to cause
a particular outcome, while Sobol indices provide a full rank-
ing of sensitive factors. The two approaches complement each
other in robustness analyses.
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6.6 Conclusions
The need for water systems planning in a deeply uncertain future has chal-
lenged many classical approaches to decision support, including discrete pre-
specified alternatives, expected cost minimization, and probabilistic treatment
of risk. Several robustness frameworks have evolved to meet this challenge,
offering different approaches to identifying alternatives, sampling states of
the world, quantifying robustness measures, and isolating robustness controls
via sensitivity analysis. This study examines and classifies the key ideas in
each of these frameworks, providing a common vocabulary to promote inter-
changeability of ideas and illustrating the consequences for decision making
that emerge from each choice. Based on data from a recent study in multi-
objective urban water supply portfolio planning, results indicate that method-
ological choices in the robustness analysis may lead to significantly different
recommendations from the Pareto set of candidate alternatives. Alternatives
prespecified by stakeholders rather than searched may prove suboptimal, both
in the projected future and in other plausible states of the world (i.e., under both
well-characterized and deep uncertainty). Similarly, an a priori restriction of the
space of uncertain factors—for example, an analysis only considering climate
factors—may prevent stakeholders from identifying the true vulnerabilities in
the system. Decision alternatives and uncertain factors are best evaluated a pos-
teriori, following optimization and sensitivity analysis, respectively. Finally, a
multivariate satisficing measure of robustness allows stakeholders to achieve
their problem-specific performance requirements.
Many open questions remain in the area of “bottom-up” or vulnerability-
based robustness analyses. First, analyses must solidify the link to “top-down”
164
projections such as climate forecasts to better constrain the range of plausible
future states of the world, including estimates of likelihoods where appropri-
ate. Related to this point, it may be possible to predict failure points in the
space of plausible futures to reduce the computational expense of a naive sam-
pling. There remains the potential to better integrate the concept of deep uncer-
tainty into optimization and the study of decision makers’ risk attitudes. Given
the often wide range of plausible futures, it may be prudent to move toward
providing decision recommendations as a function of observed states or sign-
posts. This study contributes an analysis of the benefits of a posteriori decision
support and the importance of careful problem formulation, drawing concepts
from multiple innovative frameworks to guide water systems planning under
deep uncertainty.
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CHAPTER 7
CONTRIBUTIONS & FUTURE WORK
7.1 Conclusions & Contributions
The value of computational models for decision making is challenged by un-
certain assumptions regarding climate, demand, land use, and other factors es-
sential to water resources planning and management. This dissertation has ad-
vanced diagnostic methods for water resources prediction and planning mod-
els to identify (1) time-varying dominant processes driving modeled hydrologic
predictions in flood forecasting, and (2) tradeoffs and vulnerabilities to chang-
ing climate and demand in regional urban water supply systems planning for
drought. Bridging these two areas is increasingly valuable, as hydrologic mod-
elers begin to incorporate anthropogenic influences on the water cycle (e.g.,
Sivapalan et al., 2012), and water systems planners facing potential climate and
land use change begin to explore uncertainty in hydrologic process representa-
tion (e.g., Steinschneider et al., 2012, 2014). In doing so, this work has sought
to strengthen model-based decision support in water resources systems in the
presence of conflicting objectives and uncertain extreme events.
(1) Dominant uncertainties vary in space and time, and inform model-based scientific
inference as well as decision making.
One of the primary goals of model diagnostics is to identify the uncertain
assumptions that dominate model performance. This dissertation contributes
a novel approach to time-varying sensitivity analysis of a spatially distributed
flood forecasting model, first advancing methods capable of efficiently analyz-
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ing a high-dimensional uncertainty space (Chapter 3), then providing concep-
tual support to explore the dynamic model processes driving the prediction of
flood events (Chapter 4). Results indicate that the method of Morris (1991),
a screening approach, can identify sensitive and insensitive parameters with
accuracy similar to the substantially more expensive Sobol sensitivity analysis
(Sobol, 2001; Saltelli, 2002). The time-varying approach provides a foundation
for model-based inference of hydrologic processes. For example, flood events in
the model explored in Chapter 4 are controlled primarily by upper zone fluxes
near the watershed outlet, where data collection could provide justification to
falsify the internal processes of the model and improve their representation by
calibrating against the new observations. Furthermore, the approach presents
a valuable opportunity to overcome the complexity of distributed parameter
identification by restricting search to only those parameters which are active at
a specific time and location. This work contributes to the ongoing discussion of
reconciling models with observations (e.g., Gupta et al., 2008), and represents
a step toward the use of process-focused diagnostic methods to inform predic-
tions in the absence of observations (such as ungauged basins or changing hy-
drologic conditions), where fidelity is vital (Wagener et al., 2010).
This work has also demonstrated the benefit of diagnostic methods to iden-
tify dominant uncertainties in model-based water systems planning. Traditional
decision theory (e.g., von Neumann and Morgenstern, 1944; Raiffa, 1969) re-
quires prespecification of policy alternatives, likelihood of future scenarios, and
stakeholder preference over those scenarios, making the decision process vul-
nerable to error or contention if these prove inaccurate. Such methods are par-
ticularly challenged by the potential for long-term changes in climate (Milly
et al., 2008; IPCC, 2013) and demand (Frederick and Major, 1997). Consider-
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ing the deep uncertainties involved in predicting future states of the world
(Lempert, 2002; Brown and Wilby, 2012), many water systems planning stud-
ies have moved toward bottom-up decision support frameworks, which focus
on exploratory modeling to identify vulnerabilities prior to assessing the like-
lihood of specific scenarios. Chapter 6 of this dissertation has provided a thor-
ough survey and comparison of the methods in this area. Chapter 5 advanced
the Many-Objective Robust Decision Making (MORDM) framework (Kasprzyk
et al., 2013) to account for multiple stakeholders, exploring tradeoffs between
the robustness of four water utilities in the Research Triangle region of North
Carolina, USA. Results indicated that the rate of demand growth could place
far more pressure on this system through 2025 than changes in water availabil-
ity, a finding which simplifies the utilities’ planning process. This work repre-
sents a type of diagnostic method, though it is not commonly framed as such
in the literature. The identification of vulnerabilities developed in this disser-
tation relates to the idea of sensitivity auditing (Saltelli et al., 2013) and seeks
to strengthen model-based inference in water systems planning despite deeply
uncertain parameters and forcing variables.
(2) Constructive learning and a posteriori decision support identify solutions and deci-
sion instruments that may be obscured by single-objective deterministic analysis.
Constructive learning, reviewed by Tsoukias (2008), refers to the iterative re-
finement of the problem definition and model structure based on elicited stake-
holder feedback. This approach is consistent with multi-objective a posteriori
decision support, in which stakeholders are presented with a set of approxi-
mately non-dominated alternatives prior to imposing preferences (Cohon and
Marks, 1975). The MORDM framework combines constructive learning with
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an a posteriori approach to identify solutions that may be obscured by deci-
sion frameworks that are non-iterative, single-objective, require a priori speci-
fication of preferences, or a combination thereof (Kasprzyk et al., 2013; Herman
et al., 2014). This dissertation employs multi-objective evolutionary algorithms
to discover promising portfolios of drought mitigation strategies, balancing ob-
jectives such as volumetric reliability and cost across multiple water utilities in
a region (Chapters 5 and 6). A constructive learning approach is used to it-
eratively improve the set of decision instruments considered in the portfolio,
building on the utilities’ status quo policy to improve expected performance
and robustness. Specifically, while the utilities had been considering only wa-
ter use restrictions to mitigate the effects of drought, this work demonstrated
the potential for a combination of water transfers and financial insurance to im-
prove robustness substantially beyond what could be achieved with restrictions
alone (Herman et al., 2014). This work has advanced the MORDM framework
to incorporate multiple stakeholders, incorporating elements of Many-Objective
Visual Analytics (Woodruff et al., 2013) with elicited stakeholder feedback.
The term a posteriori decision support traditionally refers to the discovery
of solutions prior to imposing preference. This dissertation has broadened the
scope of this approach to include the discovery of sensitive uncertainties and
vulnerable scenarios via computational modeling rather than assuming them
a priori. Chapter 4 demonstrated the ability of time-varying sensitivity analy-
sis at sub-daily timescales to highlight dominant model processes relevant to
flood forecasting applications that were obscured by temporal aggregation at
the event scale (i.e., a prior assumption). Chapters 5-6 showed that the rate of
demand growth was the primary vulnerability for the Research Triangle water
supply system, which contrasts the potential prior assumption that climate fac-
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tors would dominate. Each of these applications underscore the idea that sensi-
tive uncertain factors should be discovered via computational modeling rather
than assumed at the outset of an analysis. By incorporating model diagnostics
as an element of a posteriori decision support under uncertainty, this disserta-
tion seeks to elevate the role of sensitivity analysis in water systems planning
for extreme events, informing policy decisions with model-based inference of
dominant processes and vulnerable scenarios.
The contributions of this dissertation have been disseminated through sev-
eral peer-reviewed journal articles. Chapters 3 and 4 were drawn from Herman
et al. (2013a,b), published in Hydrology & Earth System Sciences. Chapter 5 was
drawn from Herman et al. (2014), following the initial problem formulations de-
veloped by Zeff et al. (2014), both published in Water Resources Research. Chapter
6 was adapted from Herman et al. (2015), forthcoming in Journal of Water Re-
sources Planning & Management. In addition, results from the Research Triangle
water supply study have been presented to representatives from the Raleigh,
Durham, Cary, and OWASA water utilities over a series of meetings. Finally,
this work has contributed to ten conference presentations, including: six pre-
sentations at the American Geophysical Union Fall Meeting (four poster, two
oral); three presentations at the ASCE World Environmental & Water Resources
Congress; and one presentation at the International Congress on Environmental
Modelling & Software.
Other publications external to this dissertation have supported and con-
tributed to the concepts explored here. Chapters 3 and 4 build on Herman et al.
(2013c), published in Water Resources Research, which considers the parameter
sensitivity of three conceptual hydrologic models across a hydroclimatic gra-
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dient of twelve U.S. watersheds. The findings confirm that the models repre-
sent processes differently under the same forcing, and that the changes to these
dominant processes in wet versus dry catchments (for example) are difficult to
predict prior to the analysis. The evolutionary optimization work presented
in Chapters 5 and 6 is supported by Reed et al. (2013) (to which the author
contributed), a comprehensive diagnostic assessment of multi-objective evolu-
tionary algorithms for a suite of test problems including watershed model cali-
bration, groundwater monitoring, and water supply planning. Finally, Giuliani
et al. (2014) (to which the author contributed) advance the many-objective a pos-
teriori approach for reservoir management problems on a sub-daily timescale,
using a novel Direct Policy Search approach to optimize the storage-release
curves for the Conowingo Reservoir in the Susquehanna River Basin. The col-
laborative work external to this dissertation provides a methodological founda-
tion in sensitivity analysis, high-performance computing, and multi-objective
systems planning to inform the work presented here, bridging the fields of hy-
drology and water supply planning.
7.2 Future Work
This dissertation ties to several burgeoning ideas across the fields of hydrol-
ogy and water systems planning. This section highlights three promising areas
in particular: process-based modeling of coupled human-environmental sys-
tems; interactive multi-objective decision support systems; and dynamic adap-
tive policies to improve robustness.
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7.2.1 Process-Based Modeling of Coupled Human-Environmental
Systems
There remains a need to improve the process representation not only of hy-
drologic models, but of coupled human-environmental systems. To the extent
that water systems planning models consider hydrology, it usually serves as the
forcing to the planning problem without a feedback loop to the environment.
Likewise, hydrologic and ecological models often consider anthropogenic in-
fluences as inputs, but may ignore return effects. The field of sociohydrology
(Sivapalan et al., 2012; Thompson et al., 2013) aims to incorporate these feedback
loops in model development, tracing its lineage to studies of human-water in-
teraction such as Falkenmark (1977). Studies in this field have drawn on system
dynamics (Forrester, 1968) to better understand processes and feedback loops
(e.g., Elshafei et al., 2014). Sociohydrologic models are generally descriptive
with a focus on processes and behavior, which serves as a useful complement
to optimization-focused models of human water systems.
The diagnostic methods put forth in this dissertation, with a combined focus
on hydrology and water systems planning, can better explore the dominant pro-
cesses in sociohydrologic models over a range of parameterizations and model
structures. This relates to ongoing efforts in which improved process represen-
tation and the commensurate reduction of epistemic uncertainty are addressed
with an information theoretic approach (e.g., Gong et al., 2013, 2014). This work
also ties to the idea that the primary value of models is to understand dynamics
and behavior rather than prediction at a particular time and place (Gupta and
Nearing, 2014). Importantly, while most diagnostic methods (including those
explored here) focus on uncertain parameters of a model, recent studies have
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emphasized uncertainty in model structure (e.g., Fenicia et al., 2006; Clark et al.,
2008), which can be thought of as a preconditioning that affects the sensitivity
of model parameters (Gupta and Nearing, 2014). This dissertation can provide
a foundation for diagnostic methods to explore process consistency in models
of coupled human-environmental systems.
7.2.2 Interactive Multi-Objective Decision Support Systems
A posteriori decision support for multi-objective problems relies on the deter-
mination of stakeholder preferences after discovering the set of approximately
non-dominated alternatives. This process greatly benefits from software for vi-
sual analytics (Thomas and Cook, 2006; Thomas and Kielman, 2009), or interac-
tive data exploration, to navigate the set of alternatives. In the water resources
area, Kollat and Reed (2007b) propose the VIDEO framework (Visually Inter-
active Decision-Making and Design using Evolutionary Optimization), demon-
strated for a groundwater monitoring problem to allow stakeholders to forecast
the value of investments in new observations for multiple objectives simultane-
ously. Visual analytics have been further developed in the water resources field
by Reed and Kollat (2013) in combination with high performance computing
to discover promising solutions and explore the efficiency and reliability with
which they can be identified by evolutionary algorithms. There remains a need
for visual analytics software capable of tracking the performance of candidate
alternatives across uncertain states of the world. Hadka et al. (2015) seek to ad-
dress this challenge with the OpenMORDM framework, an open-source library
written in the R programming language to support Many-Objective Robust De-
cision Making. This work, in review in Environmental Modelling & Software, rep-
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resents one of the first efforts to simplify and standardize the components of
bottom-up decision frameworks under deep uncertainty into a single software
library. OpenMORDM provides visualizations of multi-objective tradeoffs as
well as tools for sensitivity analysis and model diagnostic methods to under-
stand which candidate solutions are likely to be robust to uncertainty. The soft-
ware and accompanying publication (to which the author contributed) is sup-
ported by the conceptual classification of methods proposed by Herman et al.
(2015) and reviewed in Chapter 6 of this dissertation.
7.2.3 Dynamic Adaptive Policies to Improve Robustness
The current state of the art in model-based optimization and sensitivity anal-
ysis involves structuring policy instruments and parameterizing them prior to
the simulation. In other words, the policy or decision variables are expected to
remain static over the course of the simulation. This may not be a reasonable
assumption for long-term simulations of water resources systems, because deci-
sion makers will respond to observed conditions as they change. Several recent
studies have acknowledged that for solutions to be robust, they must be flexi-
ble (DiFrancesco and Tullos, 2014) or adaptive (Walker et al., 2001). However,
it remains an open question how to achieve this in practice. To model adaptive
responses to changing conditions, stakeholder action must be treated as a func-
tion of observed system states, whether continuous variables or binary trigger
variables (i.e. ”signposts”, Dewar, 2002; Lempert et al., 2006). This approach
has recently led to the Dynamic Adaptive Policy Pathways framework (Haas-
noot et al., 2013; Hamarat et al., 2013, 2014), which seeks to model triggers that
lead to a change in policy. Notably, the goal of designing adaptive policies—
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to model and plan human response to changes in the environment—is only a
slightly more prescriptive variation on the coupled feedback modeling pursued
by sociohydrology, as described in Section 7.2.1. The common components of
these approaches include system dynamics modeling and the presence of ”load-
bearing assumptions” (Dewar, 2002), or the processes and parameters assumed
in the model that may significantly influence the outcome. The role of sensitivity
analysis as described in this work is to computationally identify these important
assumptions and, in the case of adaptive policy design, attempt to design trig-
ger values for a particular action such as infrastructure investment. Methods for
model diagnostics are likely to expand their role in decision support as hydrol-
ogists and water planners seek to represent the complex interactions between
human stakeholders and the environment.
This dissertation advances model diagnostics as a key element of a posterori
decision support for multi-objective water resources systems under uncertainty.
The value of computational models for decision making is limited by uncertain
assumptions regarding climate, demand, land use, and other factors essential
to water resources planning and management; it is the task of diagnostic meth-
ods to locate vulnerable assumptions and design strategies to mitigate them.
This work contributes a novel approach to time-varying sensitivity analysis of
a spatially distributed flood forecasting model, identifying dominant processes
responsible for model error with the goal of improving predictions in the ab-
sence of observations, such as ungauged basins or under changing hydrologic
conditions. This work has also demonstrated the benefit of diagnostic meth-
ods to identify dominant uncertainties in model-based water systems planning,
specifically, changing climate and demands in regional urban water supply sys-
tems planning for drought. This represents a broader class of bottom-up deci-
175
sion support frameworks, which focus on exploratory modeling to identify vul-
nerabilities under deep uncertainty prior to assessing the likelihood of specific
scenarios. As computational models of increasing complexity are called upon
to inform policy recommendations, understanding the relative importance of
uncertain assumptions will continue to be an essential component of water re-
sources planning. Although no model can be considered complete or correct,
a structured approach to interrogate its credibility, vulnerabilities, and trade-
offs can strengthen model-based decision support in the presence of conflicting
objectives and uncertain extreme events.
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