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Abstract
A new characteristics of the exponential type Orlicz spaces generated by the
functions exp(|x|p) − 1 (p ≥ 1) is given. We define norms for centered random
variables belonging to these spaces. We show equivalence of these norms with the
Luxemburg norms. On the example of Hoeffding’s inequality we present some
application of these norms in a probabilistic context.
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1 Introduction
The most important class of exponential type Orlicz spaces form spaces generated by
the functions ψp(x) = exp(|x|p)− 1 (p ≥ 1). In probability theory, for p = 1, we have
the space of sub-exponential random variables and, for p = 2, the space of sub-gaussian
random variables.
For any p ≥ 1 the Luxemburg norm of a random variable X has the form
‖X‖ψp = inf
{
K > 0 : E exp(|X/K|p) ≤ 2}.
The Orlicz space Lψp = Lψp(Ω,Σ,P) consists of all random variables X on the proba-
bility space (Ω,Σ,P) with finite Luxemburg norm, i.e.
Lψp :=
{
X : ‖X‖ψp <∞
}
.
Let us note that Lψp1 ⊂ Lψp2 , if p1 ≥ p2, and moreover L∞ ⊂ Lψp ⊂ Lr (p, r ≥ 1),
where L∞, Lr denote the classical Lebesgue spaces. In other words spaces Lψp form
increasing family, by decreasing p, smaller than all of Lp spaces but larger than the
space of bounded random variables L∞.
Centered sub-gaussian random variables have another important classical char-
acteristics (see Kahane [4]): a random variable X is sub-gaussian if there exists a
positive constant K such that E exp(tX) ≤ exp(K2t2/2) for all t ∈ R. In other
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words when the moment generating function of X is majorized by the moment gen-
erating function of centered Gaussian variable g with the variation K2; recall that
E exp(tg) = exp(K2t2/2) for g ∼ N (0, K2). Estimates of moments generating func-
tions play a crucial role in the theory of concentration inequalities as in the proofs of
Hoeffding’s [3] and Azuma’s [1] inequalities, for instance.
It is possible to introduce the other norm, equivalent to ‖ · ‖ψ2 in the space of
centered sub-gaussian random variables, of the form
τ(X) = inf
{
K > 0 : ∀t∈R E exp(tX) ≤ exp(K2t2/2)
}
;
see Buldygin and Kozachenko [2, Th. 1.1.2].
In general it is a problem to define norms in the above form for any p ≥ 1. In
Definition 2.3 we propose some standardization ϕp of the function |x|p of the form:
ϕp(x) = x
2/2 if |x| ≤ 1 and ϕp(x) = |x|p/p− 1/p+ 1/2 if |x| > 1.
Similarly as in the sub-gaussian case, one can define a norm of centered random
variables as follows:
τϕp(X) = inf{K > 0 : ∀t∈R E exp(tX) ≤ expϕq(Kt)} (q = p/(p− 1)).
Let us note that for p = 2 the norm τϕ2 coincides with τ .
Let L0ψp denote the space of centered random variables belonging to Lψp , i.e. L
0
ψp
=
{X ∈ Lψp : EX = 0}. In the main Theorem 2.7 we show equivalence of the norms
‖ · ‖ψp and τϕp(·) on L0ψp.
2 Norms on L0ψp-spaces
Before we pass to a more detailed characterization of the norm τϕp , we first present a
certain lemma about the elements in the spaces Lψp.
Lemma 2.1. Let X be a random variable and p ≥ 1. There exist positive constants
K,L,M such that the following conditions are equivalent:
1. E exp{|X/K|p} ≤ 2;
2. P(|X| ≥ t) ≤ 2 exp{−(t/L)p} for all t ≥ 0;
3. E|X|α ≤ 2MαΓ(α
p
+ 1
)
for all α ≥ 1.
Proof. 1.⇒ 2. Using exponential Markov’s inequality and then property 1 we get
P(|X| ≥ t) = P
(
e|X/K|
p ≥ e(t/K)p
)
≤ e−(t/K)pEe|X/K|p ≤ 2e−(t/K)p .
It means that assuming property 1 the property 2 follows with L = K.
2.⇒ 3. Using property 2 we get
E|X|α =
∫ ∞
0
P(|X| ≥ t)αtα−1dt ≤ 2α
∫ ∞
0
e−(t/L)
p
tα−1dt.
2
After change of variables u = (t/L)p we obtain that
2α
∫ ∞
0
e−(t/L)
p
tα−1dt ≤ 2Lαα
2
∫ ∞
0
e−uu
α
p
−1du = 2LαΓ
(α
p
+ 1
)
Property 3 follows with M = L and in consequence equals K.
3.⇒ 1. Using the Taylor expansion for the exponential function, Lebesgue’s mono-
tone convergence theorem and property 3 we obtain the following estimate
Ee|X/K|
p
= 1 +
∞∑
α=1
E|X/K|pα
α!
≤ 1 + 2
∞∑
α=1
MpαΓ(α + 1)
Kpαα!
= 1 + 2
∞∑
α=1
(Mp
Kp
)α
,
which is less or equal 2 for K ≥ 31/pM .
Remark 2.2. Condition 1 in the above lemma means the X belongs to the exponential
type Orlicz space Lψp and its norm ‖X‖ψp ≤ K. Moreover if condition 2 is satisfied
with some constant L then ‖X‖ψp ≤ 31/pL.
Let us define some family of functions on R.
Definition 2.3. Let for p ≥ 1
ϕp(x) =
{
x2
2
, if |x| ≤ 1,
1
p
|x|p − 1
p
+ 1
2
, if |x| > 1.
We define ϕ∞(x) = x
2/2 for |x| ≤ 1 and ϕ∞(x) =∞ if |x| > 1.
The functions ϕp for p ∈ [1,∞) are examples of C-functions (see [2, Def. 2.2.1])
that satisfied quadratic condition (are quadratic functions in a neighborhood of zero;
compare Buldygin and Kozachenko [2, Def. 2.4.1]).
Let us recall now the notion of equivalence of functions. Let f1 and f2 be even
real-valued functions. We say that f1 is weaker than f2 (f1 ≺ f2) if there exist x0 ≥ 0
and k > 0 such that f1(x) ≤ f2(kx) for all x ≥ x0. Functions f1 and f2 are said to be
equivalent if f1 ≺ f2 and f2 ≺ f1 (compare [2, Def. 2.2.5]).
Remark 2.4. Let us observe that if ϕ1 and ϕ2 are equivalent C-functions then equiv-
alent are the C-functions exp ◦ϕ1− 1 and exp ◦ϕ2− 1. Moreover let us emphasize that
equivalent C-functions generate the same Orlicz space; see [2, Th. 2.3.2].
Lemma 2.5. The functions | · |p and ϕp(·) are equivalent for all p ≥ 1.
Proof. In the case of p ≥ 2, the function |x|p/p ≤ x2/2 = ϕp(x) for |x| ≤ 1 and
|x|p/p ≤ |x|p/p− 1/p+ 1/2 = ϕp(x) for |x| ≥ 1. That is
|x|p/p ≤ ϕp(x) for all x ∈ R. (1)
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Let us observe now that |x|p/2 ≥ |x|p/p for all x ∈ R but
|x|p/2 ≥ |x|p/p− 1/p+ 1/2 = ϕp(x) only for |x| ≥ 1. (2)
The inequalities (1) and (2) mean that for p ≥ 2 the functions | · |p and ϕp(·) are
equivalent. In the case of 1 ≤ p ≤ 2, conversely, but similarly as above, one can show
that
|x|p/p ≥ ϕp(x) for all x ∈ R. (3)
and
|x|p/2 ≤ |x|p/p− 1/p+ 1/2 = ϕp(x) for |x| ≥ 1. (4)
It means that the functions | · |p and ϕp(·) are equivalent for all p ≥ 1.
It is known that the convex conjugate (the Legendre-Fechel transform) of | · |p/p is
equal to | · |q/q, where 1/p+1/q = 1. We show that also the convex conjugate ϕ∗p = ϕq
even for p = 1 and q =∞.
Lemma 2.6. Let p ≥ 1. Then ϕ∗p = ϕq, where 1/p+ 1/q = 1 (ϕ∗1 = ϕ∞).
Proof. Since ϕp are even, convex and differentiable functions, it suffices to consider
x ≥ 0 and use the classical Legendre formula to get form of ϕ∗p for p > 1. And so
ϕ′p(x) =
{
x, if 0 ≤ x ≤ 1,
xp−1, if x > 1.
Solving the equation ϕ′p(x) = y we get
[ϕ′p]
−1(y) =
{
y, if 0 ≤ y ≤ 1,
y
1
p−1 , if y > 1.
Legendre’s transform of ϕp equals ϕ
∗
p(y) = y[ϕ
′
p]
−1(y)− ϕp([ϕ′p]−1(y)). For 0 ≤ y ≤ 1,
we get ϕ∗p(y) = y
2 − y2/2 = y2/2 and for y > 1 we obtain
ϕ∗p(y) = yy
1
p−1 − 1
p
y
p
p−1 +
1
p
− 1
2
=
(
1− 1
p
)
y
p
p−1 +
1
p
− 1
2
=
1
q
yq − 1
q
+
1
2
,
since 1− 1/p = 1/q, p/(p− 1) = q and 1/p− 1/2 = −1/q + 1/2.
For p = 1 and 0 ≤ y ≤ 1 we get ϕ∗1(y) = y2/2 in the same manner as above. When
y > 1 by the definition of the convex conjugate we have ϕ∗1(y) = supx∈R{xy−ϕ1(x)} =
∞.
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Similarly as in Buldygin and Kozachenko [2, (4.3) of Ch.2], let us define the norm
on the spaces L0ψp of the form
τϕp(X) = inf
{
K > 0 : ∀t∈R E exp(tX) ≤ expϕq(Kt)
}
,
where q = p/(p− 1) if p > 1 and q =∞ for p = 1.
Theorem 2.7. The norms ‖ · ‖ψp and τϕp(·) are equivalent on the space L0ψp .
Proof. Let K ≥ ‖X‖ψp. Since Eξ = 0, we get
E exp(tX) = 1 +
∞∑
α=2
EXα
α!
tα ≤ 1 +
∞∑
α=2
E|X|α
α!
|t|α
≤ 1 + 2
∞∑
α=2
Γ(α/p+ 1)
α!
Kα|t|α (by property 3 of Lemma 2.1)
≤ 1 + 2
∞∑
α=2
Kα|t|α (since Γ(α/p+ 1) ≤ α! for p ≥ 1 and α ≥ 2)
≤ 1 + 2K2t2/(1−K|t|) ≤ 1 + 4K2t2
for |t| ≤ 1/(2K). Using the elementary estimate 1 + x ≤ exp x (x ≥ 0), we get
E exp(tX) ≤ exp(4K2t2)
for |t| ≤ 1/(2K). Since ϕq(x) = x2/2 if |x| ≤ 1, we obtain for any q ∈ [1,∞]
E exp(tX) ≤ exp(4K2t2) = exp (ϕq(2√2Kt)) (5)
if |t| ≤ 1/(2√2K). Because ϕ∞(x) =∞ for |x| > 1 then, in the case p = 1, the above
inequality is valid for any t. Taking K = ‖X‖ψ1, by the definition of τϕ1 , we get
τϕ1(X) ≤ 2
√
2‖X‖ψ1 . (6)
From now on let p > 1. Similarly as above, by the Taylor expansion of the expo-
nential function, property 3 of Lemma 2.1 and elementary inequalities, one can show
that for s ∈ R
E exp(|s|p|X|p) = 1 +
∞∑
α=1
E|X|pα
α!
|s|pα ≤ 1 + 2
∞∑
α=1
Γ(α+ 1)
α!
Kpα|s|pα
= 1 + 2
∞∑
α=1
Kpα|s|pα ≤ exp(4Kp|s|p)
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for |s| ≤ 1/(21/pK). Let us note that if |s| ≤ 1/(81/pK) then
E exp(|s|p|X|p) ≤ exp(1/2). (7)
Let L > 0. By the elementary Young inequality xy ≤ |x|p/p+ |y|q/q (p, q > 1) we
get that for all t ∈ R the following estimate holds
E exp(tX) ≤ exp (Lq|t|q/q)E exp (|X|p/(pLp)).
Assuming that L ≥ (8/p)1/pK, by (7), we get
E exp
(
|X|p/(pLp)
)
≤ exp(1/2)
and, in consequance,
E exp(tX) ≤ exp (Lq|t|q/q + 1/2)
for all t ∈ R. Because for |t| > 1/(2√2K) the function
ϕq(2
√
2Kt) = |2
√
2Kt|q/q − 1/q + 1/2 > 1/2
then we get
E exp(tX) ≤ exp
(
Lq|t|q/q + ϕq(2
√
2Kt)
)
= exp
([
Lq + (2
√
2K)q
]|t|q/q − 1/q + 1/2)
for |t| > 1/(2√2K). Let us notice now that for |t| > 1/[Lq + (2√2K)q]1/q we get the
following estimate
E exp(tX) ≤ exp
(
ϕq
(
[Lq + (2
√
2K)q
]1/q
t
))
. (8)
Since [Lq + (2
√
2K)q
]1/q ≥ 2√2K, by (8) and (5), the inequality (8) is valid for all
t ∈ R. Taking K = ‖X‖ψp and L = (8/p)1/p‖X‖ψp, by the definition of the norm τϕp,
we obtain
τϕp(X) ≤ [(8/p)q/p + (2
√
2)q
]1/q‖X‖ψp.
By the above and (6) we get that the norm ‖ · ‖ψp is stronger than the norm τϕp(·) for
any p ≥ 1.
Now we prove the opposite relation. From now on let K ≥ τϕp(X). Let us take
s > 0. Using exponential Markov’s inequality and then the definition of τϕp we get
P(X ≥ t) = P
(
esX ≥ est
)
≤ e−stEesX ≤ e−steϕq(Ks)
= e−{st−ϕq(Ks)}.
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Taking now infimum over s > 0 we obtain
P(X ≥ t) ≤ e− sups>0{st−ϕq(Ks)} = e−ϕp(t/K),
since ϕq is an even function, it follows that sups>0{st−ϕq(Ks)} = ϕ∗q(t/K) = ϕp(t/K).
In similar way we obtain that P(−X ≥ t) ≤ exp{−ϕp(t/K)} and, in consequence, the
following estimate
P(|X| ≥ t) ≤ 2e−ϕp(t/K)
holds.
In the case of p ≥ 2, the function |x|p/p ≤ ϕp(x) for all x ∈ R, hence
P(|X| ≥ t) ≤ 2e−ϕp(t/K) ≤ 2e−
(
t/(p1/pK)
)p
for all t > 0. It means that in property 2 of Lemma 2.1 one can take L = p1/pK. Recall
that for 1 ≤ p < 2, the function |x|p/p ≥ ϕp(x) but |x|p/2 ≤ ϕp(x) for x ≥ 1. It gives
that
P(|X| ≥ t) ≤ 2e−ϕp(t/K) ≤ 2e−
(
t/(21/pK)
)p
for t ≥ K. Observe that for t = K the above right hand side equals 2e−1/2 and is
greater than 1 and it follows that the above estimate is valid also for 0 < t < K that
is held for all t. It means that for 1 ≤ p < 2 in property 2 of Lemma 2.1 one can take
L = 21/pK. By Remark 2.2 we get
‖X‖ψp ≤ 31/pLpτp(X),
where Lp = p
1/p if p ≥ 2 and Lp = 21/p for 1 ≤ p < 2. It finishes the proof.
Remark 2.8. In Vershynin [6, Prop. 2.5.2 and Prop. 2.7.1] one can find some forms
of equivalence relations of the Luxemburg norms to norms defined by estimates of
moment generating functions on the spaces L0ψ2 and L
0
ψ1
. We have shown the equiva-
lence relations on L0ψp spaces for any p ≥ 1. In the following example we present an
application of our approach to complementing classical Hoeffding’s inequality.
Example 2.9. Let X be a centered bounded by some constant a random variable; i.e.
P(|X| ≤ a) = 1 and EX = 0. The Hoeffding Lemma gives inequality
E exp(tX) ≤ exp(a2t2/2), (9)
which means that τϕ2(X) ≤ a. This inequality leads to tails estimate of the form
P(|X| ≥ t) ≤ 2 exp (− t2/(2a2)), (10)
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which is not sharp. Let us observe that for t > a we have P(|X| ≥ t) = 0. We propose
new form of such estimates. Recall that bounded random variables belong to Lψp for all
p ≥ 1. Since ϕq(x) ≥ x2/2 = ϕ2(x), for q ≥ 2, we have that E exp(tX) ≤ exp(ϕq(at)),
for all t ∈ R. Suppose now 1 < q < 2 (p > 2). Mimicking the proof of Theorem 2.7,
the inequality (9) implies that for all q ∈ (1, 2) and only |t| ≤ 1/a
E exp(tX) ≤ exp (ϕq(at));
compare (5). The function E exp(|s|p|X|p) is less or equal exp(|s|pap) for all s ∈ R and
for |s| ≤ 1/(21/pa) is less or equal exp(1/2). Similarly as in (8) we get
E exp(tX) ≤ exp
(
ϕq
(
[(2/p)q/p + 1
]1/q
at
))
,
which means that τϕp(X) ≤ [(2/p)q/p + 1
]1/q
a. Let us observe that for p > 2 we have
[(2/p)q/p + 1
]1/q ≤ 2 that is τϕp(X) ≤ 2a. It gives
E exp(tX) ≤ exp (ϕq(2at)) (1 < q < 2)
and, in consequence, tail estimates of the form
P(|X| ≥ t) ≤ 2 exp (− ϕp(t/(2a)))
for p > 2. Letting p to ∞ we get
P(|X| ≥ t) ≤ 2 exp (− ϕ∞(t/(2a))) =
{
t2
8a2
if |t| ≤ 2a,
0 if |t| > 2a. (11)
This estimate for |t| ≤ 2a has a slightly worse character than in Hoeffding’s case but
for |t| > 2a it becomes accurate.
The Hoeffding inequality for sum of independent, zero-mean random variables (Xk)
such that P(|Xk| ≤ ak) = 1, k = 1, 2, ..., n, is based on the estimate
τϕ2
( n∑
k=1
Xk
)
≤
( n∑
k=1
a2k
)1/2
,
see [2, Cor. 1.1.3]. Taking in (10) and (11) X =
∑n
k=1Xk and a = (
∑n
k=1 a
2
k)
1/2 we
get the classical Hoeffding inequality and its complementary form, respectively.
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