ABSTRACT In this paper, a numerical solution of 2-D time-dependent coupled nonlinear system is discussed. Both Crank-Nicholson and alternating direction implicit methods were used to address the problems associated with nonlinear system. These schemes depict the second-order accuracy in space and time. Moreover, system of these equations that is concerned with the implicit scheme is very efficient and reliable for solving 2-D nonlinear coupled convection diffusion equations. In this system, algebraic difference equations are solved at each time level. In fact, in this paper, these methodologies were unified with iterative methods to resolve nonlinear systems. The procedures have been analyzed for their stability and convergence. Numerical results showed that the proposed alternating direction implicit scheme was very efficient and reliable for solving 2-D nonlinear coupled convection diffusion equations. The proposed methods can be implemented for fixing nonlinear problems arising in engineering and physics.
I. INTRODUCTION
The convection diffusion equation has remained a continuous fascination for the researchers owe to its potential significance as well as possession of broad spectrum of practical applications. Particularly these practical implications involve turbulence, fluid flow, heat transfer, modeling of gas dynamics and traffic flow [1] . Numerical forecast of the convection diffusion equation have a key role in computational fluid dynamics for parallel flow problems [2] , [3] . To get accurate and stable difference images, convection diffusion equations have significant importance [4] . The matched asymptotic expansions method is used for the situation where the diffusive (dissipate) mechanism could be due to viscosity, thermal conductivity, chemical reaction and radiation [5] , [6] . The most important feature of this equation is to be a prototype for establishing the balance between the nonlinear convective term, uu x + vu y , and the diffusive term, 1 Re [u xx + u yy ]. The first idea to solve convection-diffusion equation analytically was given by Batman, [7] who derived the steady solution for a simple one dimensional convection-diffusion equation, which was used by Srivastava et al. [5] and Burger [8] for turbulence model. The ability to handle this balance efficiently, is probably the single most difficult aspect of computing fluid dynamic problems [9] , [10] . Two dimension coupled convection -diffusion system is given by the following equations:
where (x, y, t) ∈ × (0 T ] with initial conditions · u(x, y, 0) = u 0 (x, y), (x, y) ∈ · v(x, y, 0) = v 0 (x, y), (x, y) ∈ The Dirichlet boundary conditions are given by · u(x, y, t) = g 1 (x, y, t), (x, y, t) ∈ × (0 T ] · v(x, y, t) = g 2 (x, y, t), (x, y, t) ∈ × (0 T ] where is a rectangular domain in R 2 , ∂ is the boundary of , (0, T] is the time interval, u 0 , v 0 , g 1 , g 2 are given sufficiently smooth functions (known functions without loss of generally) and u(x, y, t), v(x,y,t) may represent heat, vorticity, etc. Re is the Reynolds number.
A. MOTIVATING PROBLEM:1
The exact solution of nonlinear coupled time dependent convection-diffusion [9] , [11] equations is given by u(x, y, t) = Reference [6] , numerical results compared with the analytical results. While in second test problem results compared with the approximate result of Srivastava et al. [5] , Bahadir [12] , Mittal and Jiwari [21] , and Jain and Holla [15] . Computational solutions of two dimensiional Convection diffusion equations using ADI scheme enhanced the accuracy by reducing the time [35] . The accuracy in terms of convergence using Maple and stability of these schemes is determined using Von-Neuman stability analysis. where
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. The initial and the boundary conditions are taken from the exact solutions. Extensive research has been conducted in recent past to demonstrate the practical implications of convection diffusion equations [12] - [14] . To some extent this equation (1) is similar to incompressible Navier-strokes equations without pressure gradient terms. Jain and Holla [15] have solved these equations numerically by adopting a fractional step, cubic spline approach. In addition to this, Cole [9] and Ames [16] generalized the convection-diffusion equations up to multi-dimensions. Coupled convection diffusion equations is a more appropriate form of the Navier-Stokes equations having the exact solutions [17] . Fletcher and Srinivas obtained exact and numerical solutions by using Cole-Hopf transformation. While El-Sayed and Kaya proposed a Adomian decomposition method to obtain the approximate and exact solutions [18] of this equation. Furthermore Khater defined a spectral collocation method based on Chebyshev polynomials, describing approximate solution of two dimensional convection -diffusion equations in both single and coupled form. Bahadir dictated a fully implicit finite-difference scheme [12] . On the other hand, Radwan compared the approximate solutions gained from higher-order accurate finite-difference schemes and described compact schemes for solving 2D convection -diffusion equations [19] . Dehghan et al. have obtained approximate solutions of 2D coupled convection-diffusion equations [20] . However, Mittal and Jiwari proposed differential quadrature methods to obtain numerical solutions of 2D convection-diffusion equations [21] - [23] . Some previous studies authors used collocation method, spectral methods and Cubic B-spline functions to obtain approximate solutions of various partial differential equations. In fact it has the same convection and diffusion form as the incompressible NavierStokes equations and simple model for understanding various physical flows and problems [24] .
A consistent mathematical model must have the ability to simulate transport phenomenon precisely, while existence to conquer mathematical instability arising in the development of discretization. Using less number of mesh points the second-order central difference (CD) scheme or the first-order upwind difference (UD) scheme, cant approach the exact solution. To get better accuracy it is required to use higher order numerical methods. In this framework of high order finite differences, compact finite difference methods feature high-order accuracy and smaller stencils [2] . For steady-state 2D convection-diffusion problems, Vineet Kumar Srivastava [25] , Bahadir [12] , Mittal [21] employed to develop a second-order five -point compact Finite Difference formula, which was shown to be able for yielding highly accurate numerical solutions. Similar higher-order compact finite difference have been developed by others authors [26] , [27] having accuracy of 2nd order in time and space, which are unconditionally stable and agrees a significant saving in computing time (time efficient). Presently we interested in Crank-Nicholson and Alternating Direction Implicit method, since they are highly efficient methods for solving parabolic and hyperbolic phenomena initial and boundary value problems [2] , [28] . As it was shown in [2] , the efficiency of ADI methods is based on reducing problems in numerous space variables to assemblies in one-dimensional problems and solve tri-diagonal coupled systems. This paper is principally directed to present ADI method with high level of efficiency, accuracy, stablity [29] and strength for solving unsteady two dimensional coupled convection diffusion equations [30] , [31] . The Crank-Nicholson method is used for the time discretization and second order difference formula. For the steady-state, 2D coupled convection-diffusion equations is used for the space discretization. In this paper by solving Crank-Nicholson method is used in each solution step corresponding to a block pent a -diagonal matrices (not exactly Penta but its similar like pent a-diagonal matrices) [32] , while the ADI finite difference method is used in each step corresponding to a tri -diagonal matrix, Crout algorithm is used to get time efficient [33] , [34] results. The software Mat lab (2015.b) was used to solve two test problems. In first problem we compare the absolute error, L 2 , L ∞ errors norms and Rms (root mean square value). [6] The obtained numerical results were compared with the Analytical results to minimize the effect of error, however in case of second test problem we compared our results with the approximate result of Vineet [5] , Bahadir [12] , Mittal [21] , John and Holla [15] . Numerical solutions of the 2-D Convection-diffusion equations using the ADI scheme enhanced the accuracy by reducing the time [35] . The accuracy in terms of convergence was determined by using Maple, while the stability of these schemes can also be determined by using Lyapunov function (globally) [36] , [37] . The Reynolds number is speckled to control its effect on the resolution.
B. MOTIVATING PROBLEM:2
In this problem the rectangular domain of coupled nonlinear convection-diffusion equations (1)(2) is given as
with initial conditions
The Dirichlet boundary conditions are given by
where is a rectangular domain in R 2 . The main objective of the paper to find accurate numerical scheme to give solution to u(x, t), v(x, t). Defined two examples to understand the numerical solution with two finite difference schemes.
II. 2ND ORDER Crank-Nicholson FINITE DIFFERENCE METHOD
In order to construct the Numerical method for the coupled nonlinear system given in (1), (2) The real domain
with a rectangular grid with coordinates,
we place a rectangular mesh of spacing h on the region with respect to the corresponding plane, it is assumed that the distance between any two consecutive mesh points on the grid line is uniform to h. where h x = h y = h is the grid size in space and k is the time increment. we discrete the system in (1), (2) in the compact way:
h 2 when substitute these terms into (1)(2), the Crank-Nicholson Scheme for coupled system is given by
We use notations as described above. First, 2 , Secondly we use the notations (U l,m , V l,m ) and (u l,m v l,m ) denoting the exact and numerical solution at the mesh point(x l , y m , t n ) respectively. Next for stability we perform Von-Neumann stability analysis of scheme (5) (6) which shows that the Crank-Nicholson scheme is unconditionally stable. The scheme shows that the accuracy is of O(k 2 + h 2
x + h 2 y ). A nonlinear matrix is now Penta-diagonal, but unfortunately the bandwidth is large since it extends from the diagonal at least n entries away in each direction, but alternative methods have been developed (discussed later) as the bandwidth is so large. Indeed due to large bandwidth the calculation become difficult if many grid points are used [32] . Clearly another solution method is needed. Newton iterative method is used to do this task that will be discussed later. The scheme is computationally inefficient.
III. DERIVATION OF A COMPUTATIONALLY EFFICIENT AD I METHOD
To derive a scheme that reduced to the Crank-Nicholson Scheme, has the same order of truncation error. A magnificent contribution by computational researchers is to find such schemes, which are unconditionally stable and could be applicable in a time -efficient manner. In the ADI method, the Computations are divided in two steps. We used alternatively two different finite difference techniques for the accomplishment of this task. In the first step we applied implicit method in the x-direction and explicit in y-direction [28] to improve our calculations from level n to a level n * and in the second step we used implicit method in y-direction and explicit method in x-direction from level n * to a level n+1.
Parameters, operators and notations that are used in above method will be used for ADI method. The compact ADI scheme of two dimensional coupled nonlinear equations is given by:
where
The notations U * l,m and U n+1 l,m are defined in the same way. This scheme is unconditionally stable. The method has accuracy of 2nd order both in space and time, and requires the number of operations per time step that is proportional to the number of unknowns [28] however iterative method is used to solve this tri-diagonal system will be discussed later. The compact family of linear system in x-direction as: The compact family of linear system in y-direction as: 
IV. Newton's ITERATIVE METHOD
To formulate Newton iterative scheme for the two dimensional coupled Convection-diffusion equations. The system in vector form can be written as:
where 
where J(Z) is the block tri-diagonal Jacobian Matrix of F(Z), So the approximate equation of the linear system and the Newton,s iterative scheme [38] , [39] for getting the solution of the nonlinear coupled system we introduce a transitional vector X s.t.
we have to solve this resulting system for X, at each iteration using Crout algorithm method, Where we need only one LU factorization is required for the block tri-diagonal matrix at the start and the solution of lower and upper block tridiagonal matrix is required, after finding X we have
To improve the initial guess vector X (s) we apply this method will one of the following condition satisfied.
where ''tol'' is a compact prescribed value. And s = 0,1......... until the conditions satisfied this method converges quadratic ally for Z (s) .
It is summarized that computational results make a good agreement with the exact solutions as in table 1. The unconditionally stable schemes yield good computational results for the nonlinear -coupled convection diffusion equations at Reynolds number Re = 100. In both figures 1, and 2, the used schemes elaborate steady state solution obtained at t=0.5 with uniform grid spacing in each direction, but equations analysis has shown that Crank-Nicholson method is computationally inefficient as compared to Alternating Direction Implicit method as Crank-Nicholson requires more CPU time. The convergence criteria, accuracy of the proposed schemes in both space and time, defined in the form of error norms, Relative error and root mean square (RMS) errors given by the following formulas: (16) where u(x,y,t) and U(x,y,t) denote the exact and numerical solutions at the mesh point (x l , y m , t n ). In this experiment ρ(u i,j − U i,j ) = max(λ) and λ is an eigenvalue of (u i,j − U i,j ) respectively.
V. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we implemented numerical treatment to demonstrate the efficiency of the proposed 2nd order CrankNicholson(CN) and Alternating Direction Implicit (ADI) method. Numerically these methods are applied on two test problems having exact solution are given. For these test problems we will associate numerical results of proposed Crank-Nicholson scheme, PeacemanRachford ADI schemes containing the 2nd order five point stencil. [2] The ADI method frequently executed a series of triangular linear systems, we used Crout method for solving such triangular linear system. The Crank-Nicholson system of the algebraic equations fits to be a block penta-diagonal form and therefore [32] the transposition for the implicit scheme skilled with efficient algorithm. The numerical solutions have been performed using the same number of grid points in both x and y directions.
A. PROBLEM:1
In problem 1, we have shown that the numerical results compared with the exact typical values of u and v given in above tables. In Table 3 and 4 the deviation of unknown U and V with respect to time t=0.5, 2 for fixed Reynolds number Re=500, for fixed grid size 20×20 and Reynolds number with very small time step size k=0.0001 yields very good computed results. In table 2 and 5 by changing Reynolds no Re=100 at time = 2 and 0.1 with L × M = 20, in this case the convection-diffusion equations by changing Reynolds number up and down, the solution become more and more inviscid and it is difficult for finding the approximate solution of the equation. The computed solution of U and V at Re=100,500 wit time=0.5,2 presenting the performance of convection-diffusion equations as shown in figs.5-6. Numerical results of Crank-Nicholson at Re=500 and time = 0.5 and analytical results of ADI with fixed grid size=20×20, are shown in fig.3 fig.4 respectively. While fig.7 shows very refine results at time step k=0.01 and time=0.01 with grid size = 20×20, Re=100. In this problem the solution is performed using ADI and Crank-Nicholson and computed good results but found that ADI reduces to the Crank-Nicholson scheme and has the same truncation error, As Reynolds number is increased truncation error increases simultaneously as shown in fig.3 and fig.6 because the equation become more and more inviscid.
In Problem 1 we calculated relative error norm, L 2 , L ∞ norm and root mean square error, for convergent test. To find the accuracy different Reynolds number and grid sizes with changing step were taken. Moreover, their accuracy was matched under the Relative error, L 2 , L ∞ and RMS. In addition norm error of the computed solution was compared with the exact solution. In Table 6 , grid size 41×41 and 7144 VOLUME 5, 2017 FIGURE 6. Numerical results of ADI at t=0.5, Re=500, k=0.0001, grid size=20×20. problem 1. time=1 were taken and it has been found that by changing Reynolds number with fixed time step and grid size, error increases and the computational solution of equation is becoming further difficult. In table.7, described that error increases proportionally w.r.t time when gird size is fixed and Re=50. It is found that CPU self-timing is 1.047s at t=0.01, however CPU timing increases with increase in time. Table 8 -9 illustrate that error reduces with the change in grid size at k=0.001, while norms error on 4×4 grid nodes are almost same in L 2 and RMS. The reduction in time step k for fixed gird size 25×25 and Re=10, shows more refined results. Table 10 describes the comparison of ADI and Crank-Nicholson methods using L∞ norm by selecting different space grid size (h) at time (t) = 0.01, time step (k)=0.001, Reynolds number (Re)=100 and fixed grid size = 25×25. The results approves that Alternating Direction Implicit scheme has highly accurate, good convergence comparing with Crank-Nicholson. In this case, the results of the ADI method become more and more accurate with the reduction in time step. Furthermore CPU results depicts that ADI method is more efficient than the Crank-Nicholson. The results in Tables explicate that the ADI scheme is time efficient over the Crank-Nicholson scheme. grid size 20×20 are shown in fig 8-11 . Steady state solution for unknown U and V are also plotted at k=0.0001. It is observed that by changing the grid size, and time step the value of time remained almost same. The method would work for higher values of Reynolds numbers, and the time for achieving the steady state, if they exist by changing the higher values. The results of ADI and CN method were compared by choosing typical mesh sizes ((0.1,0.1),(0.4,0.2),(0.3,0.3),(0.15,0.1),(0.15,0.4) ), etc [5] , ILFDM [25] . Numerical results were computed for Re=50 and 500 with time step k=0.0001, time=0.625 in a uniform grid. It is observed that the computed solution makes a good agreement with the corresponding available solutions. The computed results give accuracy of 2nd order in space and time, but comparing all other methods, ADI numerical results are in complete agreement with the corresponding solutions due to time reduction. To test the rate of convergent in both space and time of the schemes defined above is calculated by the following formula
Numerical calculations have been done with the help of Matlab(2015.b). Table 13 shows the rate of convergence in space by taking the step size 0.0005. It is found that in both L 2 and L ∞ error decreases on proceeding towards zero by refining mesh size. The rate of convergent is 2 at increasing step size which shows that our scheme is stable and consistent. In fig 12 we plot error of both unknown U and V at k=0.0001 and grid size=20×20 with time=1. Two graphs of U and V give clear overview which shows smooth behavior with Reynolds number (Re)=100. Critical values of U(x,y,t) and V(x,y,t) can be seen from the following data at different location along x-axis and y-axis.The results gives us the comparison of Crank-Nicholson and ADI for unknown U and V at the final time of computation. Problem 2. 
C. CPU PERFORMANCE
In fig.13 demonstrates the performance of CPU, usage history and physical memory usage history. The extension with the band width was observed when the Crank-Nicholson scheme was executed in Maltab. . [32] The number of multiplication is needed to solve such implicit equations is BW (BW+1) N, where BW is the half bandwidth and N is the total number of terms. The half bandwidth is n, in two dimensions while the 
because of the large bandwidth the calculations become difficult. By increasing grid size we found that at 200 mesh points, the two dimensional Crank-Nicholson calculation take an hour in Matlab. Current study showed that Alternating Direction Implicit method makes a good agreement to produce better results with small time interval. The number of operations per time step is proportional to the number of unknowns, which confirms that both schemes give us accuracy of 2nd order in time and space but ADI give excellent and efficient numerical results.
VI. CONCLUSIONS
In this research work, two numerical methods have been discussed for solving two dimensional nonlinear coupled convection-diffusion equations. The efficiency, accuracy and stability of the schemes has been explained by considering two motivating test examples. All schemes are unconditionally stable and highly accurate. Error norms progressed towards zero when grid size was increased. The numerical results elucidated Alternating Direction Implicit (ADI) and Crank-Nicholson (CN) scheme were consistent but ADI method performed efficiently. The proposed method is highly accurate as compared to the other numerical methods and interpreted excellent agreement with the exact solution. The derived methods might be used to solve similar nonlinear problems arising in engineering and physics.
