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Abstract
We show, in a borderline case which was not covered before, the validity of nonlinear Caldero´n-
Zygmund estimates for a class of non-uniformly elliptic problems driven by double phase energies.
1 Introduction
The aim of this paper is to complete the Caldero´n-Zygmund type theory obtained in [11], achieving a
delicate borderline case that has been left open there. Let us briefly summarize the situation. In [2, 4, 9, 10]
the authors have provided a basic regularity theory for minimizers of double phase functionals of the type
P(v,Ω) :=
∫
Ω
(|Dv|p + a(x)|Dv|q) dx , (1.1)
where
1 < p < q , 0 ≤ a(·) ∈ C0,α(Ω) , α ∈ (0, 1] . (1.2)
Here, as in the rest of the paper, Ω ⊂ Rn is a bounded open subset of Rn and n ≥ 2; we refer to Section 2
below for more notation. The functional P is characterized by the fact that it changes the rate of ellipticity
according to the positivity of the coefficient a(x): when a(x) > 0 the integrand has q-polynomial behaviour
with respect to the gradient, otherwise it shows p-polynomial one. Needless to say, when a(x) ≡ 0 the func-
tional P reduces to the standard p-Laplacean functional (we refer to the papers [21, 22] for a recent update of
regularity theory in the standard p-case and to [33, 34] for the beginnings). This kind of functional has been
introduced by Zhikov in a series of remarkable papers [36, 37, 38]. He was motivated by speculations on
theoretical aspects of the Calculus of Variations such as the Lavrentiev phenomenon, and by some problems
arising in the Homogenization of composite and strongly anisotropic materials. We refer the reader to the
introductory sections of [9, 10], and especially, of [3], for a comprehensive discussion on the subject and its
role in the setting of non-uniformly elliptic problems and modern regularity theory.
Recently, Colombo and the second-named author of the present paper have investigated the validity of
Caldero´n-Zygmund estimates for solutions to non-homogenous equations that are naturally connected to the
Euler-Lagrange equations of the functional in (1.1). The model equations is in this case given by
− div (p|Du|p−2Du + a(x)q|Du|q−2Du) = −div (|F|p−2F + a(x)|F|q−2F) . (1.3)
which is in fact the Euler-Lagrange equation of the functional
v→ P(v,Ω) −
∫
Ω
〈|F|p−2F + a(x)|F|q−2F,Dv〉 dx
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where F : Ω→ Rn is a given vector field. For this situation one of the main results of [11] claims the validity
of the sharp implication
|F|p + a(x)|F|q ∈ L
γ
loc
(Ω) =⇒ |Du|p + a(x)|Du|q ∈ L
γ
loc
(Ω) ∀ γ > 1 , (1.4)
under the main assumption
q
p
< 1 +
α
n
. (1.5)
As in fact shown in [16], (1.4) fails to hold in the case q/p > 1 + α/n. In this paper we show that (1.4) still
holds in the delicate limiting case q/p = 1 + α/n, thereby replacing (1.5) by
q
p
≤ 1 +
α
n
. (1.6)
Borderline cases are always delicate, and, indeed, in this paper we shall exploit a few subtle facts that
have been overlooked in [11]. We again refer to the Introduction of [11] for a description of the problems
concerning the type of results in (1.4) and their place in what is nowadays called Nonlinear Caldero´n-
Zygmund theory. We just confine ourselves to remark that, in view of the example in [16], the condition in
(1.6) is necessary to obtain the main result of this paper, that is Theorem 1 below. We also remark that, in
the standard case a(·) ≡ 0 or p = q, the results in (1.4) gives back the classical Caldero´n-Zygmund estimate
for p-Laplacean type operators.
Our result here actually holds for a class of equations that are more general of the one in (1.3) – and in
fact this has already been dealt with in [11]. We shall consider equations of the type
− div A(x,Du) = − divG(x, F) in Ω ⊂ Rn . (1.7)
The assumptions on the continuous vector field A : Ω × Rn → Rn are now as follows:

A ∈ C(Ω × Rn,Rn) and z 7→ A(·, z) ∈ C1(Rn \ {0},Rn)
|A(x, z)| + |∂A(x, z)||z| ≤ L
(
|z|p−1 + a(x)|z|q−1
)
ν
(
|z|p−2 + a(x)|z|q−2
)
|ξ|2 ≤ 〈∂A(x, z)ξ, ξ〉
|A(x1, z) − A(x2, z)| ≤ L|a(x1) − a(x2)||z|
q−1
, (1.8)
for all z ∈ Rn \ {0}, ξ ∈ Rn, x, x1, x2 ∈ Ω, where 0 < ν ≤ L < ∞ are fixed ellipticity constants. The
coefficient a(·) and the numbers p, q, α have already been specified in (1.2). As for the right-hand side, the
Carathe´odory regular vector fieldG : Ω×Rn → Rn is instead assumed to verity the following natural growth
conditions:
|G(x, z)| ≤ L
(
|z|p−1 + a(x)|z|q−1
)
. (1.9)
Assumptions (1.8)-(1.9) perfectly cover the case displayed in (1.3) and are in fact modelled on them. Finally,
before going on, let us mention that in the rest of the paper we shall use the compact notation
data ≡ data
(
n, p, q, α, ν, L, ‖a‖L∞ , [a]α, ‖H(·,Du)‖L1(Ω)
)
, (1.10)
including several data of the problem considered. In the rest of the paper we shall denote
H(x, z) := |z|p + a(x)|z|q (1.11)
whenever x ∈ Ω and z ∈ Rn; we shall, with some abuse of notation, keep on denoting as in (1.11) also in the
case z ∈ R. We then have the following main result of the paper:
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Theorem 1 Let u ∈ W1,1(Ω) be a distributional solution to (1.7), such that H(x,Du),H(x, F) ∈ L1(Ω) and
under the assumptions (1.2), (1.6), (1.8), (1.9). Then (1.4) holds. Moreover, fix open subsets Ω0 ⋐ Ω˜0 ⋐ Ω
with dist(Ω0, ∂Ω˜0) ≈ dist(Ω˜0, ∂Ω) ≈ dist(Ω0, ∂Ω); for every γ > 1, there exist a radius r > 0 and a constant
c ≥ 1, both depending on data, dist(dist(Ω0, ∂Ω), γ and ‖F‖Lγ(Ω˜0), such that the inequality

∫
B̺/2
[H(x,Du)]γ dx

1/γ
≤ c
∫
B̺
H(x,Du) dx + c

∫
B̺
[H(x, F)]γ dx

1/γ
(1.12)
holds for every ball B̺ ⊂ Ω0 such that ̺ ≤ r.
We remark that the previous theorem has been obtained in [11] assuming (1.5). In this paper, starting from
the approach considered in [11], we are able to achieve the limiting case in (1.6) by using an improved
approach of the fractional estimates originally developed in [9]. These are estimates aimed at proving that
the gradient of solutions to homogeneous equations as
− div A(x,Dw) = 0 , (1.13)
under assumptions as (1.6) and (1.8) belong to suitable fractional Sobolev spaces. See Theorem 3 below. Let
us remark that fractional differentiability properties of solutions to various types of potentially degenerate
elliptic equations are a powerful tool in regularity theory (see for instance [28] where these are employed to
estimate singular sets of solutions), and have been recently the object of investigation in different settings for
both local and nonlocal operators including rough data too [1, 21, 23]. The improvement in the arguments of
[9] then comes from a further application of a preliminary higher integrability result for solutions to (1.13),
that uses certain classical self-improving properties of reverse Ho¨lder inequalities. Once this improvement
is reached we can revisit the proof given in [11] to get the statement of Theorem 1. Let us finally observe
that the type of problems considered in this paper are related to so called functionals with (p, q)-growth
conditions. These have been extensively treated in the literature over the last years starting by the papers
of Marcellini [26, 27]. Eventually, several contributions have been given in this direction, see for instance
[12, 13, 14, 18, 19, 20, 24, 25, 29, 30, 31, 32] amongst the most closely related to the setting we are
considering, that is the one of non-autonomous functionals with non-standard growth conditions.
2 Notation and preliminaries
In the rest of the paper we shall denote by c a general positive constant, possibly varying from line to line;
special occurrences will be denoted by c1, c∗, c¯ or the like. All such constants will always be larger or equal
than one; relevant dependencies on parameters will be emphasised using parentheses, i.e., c1 ≡ c1(n, p, q)
means that c1 depends on n, p, q. We denote by Br(x0) := {x ∈ R
n : |x− x0| < r} the open ball with center x0
and radius r > 0; when no confusion will arise, we shall omit denoting the centre as follows: Br ≡ Br(x0).
Given a ball B and γ > 0, we shall often denote by γB (B/γ) the concentric ball with radius magnified of
order γ (1/γ). Unless otherwise stated, different balls in the same context will have the same centre. With
B ⊂ Rn being a measurable subset with positive measure 0 < |B| < ∞, and with g : B → Rk, k ≥ 1, being a
locally integrable map, we shall denote by
(g)B ≡
∫
B
g(x) dx :=
1
|B|
∫
B
g(x) dx
its integral average. Whenever B ⊂ Ω being non-empty, we shall also denote, as usual
[a]0,α ≡ [a]0,α;B := sup
x,y∈B,x,y
|a(x) − a(y)|
|x − y|α
,
3
and [a]0,α ≡ [a]0,α;Ω. We shall use the auxiliary vector fields Vp,Vq : R
n → Rn defined by
Vp(z) := |z|
(p−2)/2z and Vq(z) := |z|
(q−2)/2z
whenever z ∈ Rn. As a consequence of (1.8)3, it holds that
|Vp(z1) − Vp(z2)|
2 + a(x)|Vq(z1) − Vq(z2)|
2 ≤ c〈A(x, z1) − A(x, z2), z1 − z2〉
H(x, z) ≤ c〈A(x, z), z〉
(2.1)
whenever z, z1, z2 ∈ R
n, x ∈ Ω, and with c ≡ c(n, ν, p, q). where the implied constants still depend on n ∈ N
and t ∈ {p, q} (see [9] and related references). Let us recall some basic terminology about generalized Orlicz-
Sobolev spaces, i.e., Sobolev spaces defined by the fact that the distributional derivatives lie in a suitable
Orlicz-Musielak space. We are mainly interested in spaces related to the Young type function defined in
(1.11) and its constant coefficients variants (see for instance (2.4) below). These are defined by
W1,H(Ω) :=
{
u ∈ W1,1(Ω) : H(·,Du) ∈ L1(Ω)
}
, (2.2)
with the local variant being defined in the obvious way andW1,H
0
(Ω) = W1,H(Ω)∩W
1,p
0
(Ω). For more details
we refer to [4] and related references. Next to equations as in (1.7) and (1.13), we shall consider boundary
value problems involving operators with constant coefficients of the type

− div A0(Dv) = 0 in B
v ∈ w +W
1,H0
0
(B) ,
(2.3)
where B ⊂ Rn is a ball, w ∈ W1,H0(B) and
H0(z) := |z|
p + a0|z|
q , (2.4)
for some a0 ≥ 0. We consider the following assumptions on A0(·), that are parallel to those in (1.8) (and
actually coincide with (1.8) when a(x) ≡ a0)) and indeed follow a notation similar to the one in (1.8):

A0 ∈ C(R
n,Rn) ∩ C1(Rn \ {0},Rn)
|A0(z)| + |∂A0(z)||z| ≤ L(|z|
p−1 + a0|z|
q−1)
ν(|z|p−2 + a0|z|
q−2)|ξ|2 ≤ 〈∂A0(z)ξ, ξ〉 .
(2.5)
Solvability of (2.3) follows using monotonicity methods as described in [11]. We then have the following
result obtained in [11, Section 5]. We only mention that in the next statement no restriction occurs on the
ratio q/p; the proof is exactly the same as the one presented in [11].
Theorem 2 Under assumptions (2.5) with 1 < p < q, let v ∈ W1,H0(B) be the unique distributional solution
to (2.3) with w ∈ W1,H0(B). Then
H0(Dw) ∈ L
γ(B)⇒ H0(Dv) ∈ L
γ(B) holds for every γ > 1 .
Moreover, for every γ > 1, there exists a constant c ≡ c(n, p, q, ν, L, γ), which is a non decreasing function
of |B| and, in particular, it is independent of a0, such that the following inequality holds:∫
B
[H0(Dv)]
γ dx ≤ c
∫
B
[H0(Dw)]
γ dx . (2.6)
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The following approximation property extends the ones already exploited in [9, 16].
Lemma 1 Under assumptions (1.2) and (1.6), if v ∈ W1,H(Ω) is such that H(·,Dv) ∈ L1+δ
loc
(Ω) for some
δ ≥ 0, then there exists a sequence of smooth functions {vk}k∈N ⊂ W
1,∞
loc
(Ω) such that, for all B ⋐ Ω with
radius r, r ≤ 1, there holds that
vk → v strongly inW
1,p(1+δ)
loc
(Ω) and
∫
B
[H(x,Dvk)]
1+δ dx →
∫
B
[H(x,Dv)]1+δ dx .
Proof. Let us define Hδ(x, z) :=
(
|z|p + a(x)|z|q
)1+δ
≈ |z|p(1+δ) + [a(x)]1+δ |z|q(1+δ). It is sufficient to show that
vk → v strongly inW
1,p(1+δ)
loc
(Ω) and
∫
B
Hδ(x,Dvk) dx →
∫
B
Hδ(x,Dv) dx .
This is now a consequence of the arguments in [9, 16] since the function x 7→ [a(x)]1+δ is still C0,α-regular
and the newly defined integrand Hδ(·) satisfies the conditions detailed in [9, Section 4], with p and q replaced
by p(1 + δ) and q(1 + δ), respectively. 
The next lemma has been proved in [11, Proposition 3.1] assuming (1.5), but for its proof the bound in (1.6)
is actually sufficient.
Lemma 2 Under assumptions (1.2) and (1.6), let B ⋐ Ω be a ball and let S : B → Rn be a measurable
vector field such that H(x, S ) ∈ L1(B) and which is a distributional solution to the equation −div T (x, S ) = 0
in B. Here we assume that the vector field T : B × Rn → Rn satisfies the growth conditions
|T (x, z)| . |z|p−1 + a(x)|z|q−1
for every x ∈ B and z ∈ Rn. Then every ϕ ∈ W
1,1
0
(B) such that H(x,Dϕ) ∈ L1(B) satisfies
∫
B
〈T (x, S ),Dϕ〉 dx = 0 .
We conclude with a classical iteration lemma (see [17, Chapter 6] for a proof).
Lemma 3 B Let h : [̺0, ̺1] → R be a nonnegative and bounded function, and let θ ∈ (0, 1) and A, B ≥ 0,
γ1, γ2 ≥ 0 be numbers. Assume that
h(t) ≤ θh(s) +
A
(s − t)γ1
+
B
(s − t)γ2
holds for ̺0 ≤ t < s ≤ ̺1. Then the following inequality holds with c ≡ c(θ, γ1, γ2):
h(̺0) ≤
cA
(̺1 − ̺0)γ1
+
cB
(̺1 − ̺0)γ2
.
3 Higher integrability estimates
In this section we fix a ball B, with radius r > 0, such that B ⋐ Ω and r ≤ 1, and we provide a few existence
results and regularity estimates for solutions w ∈ W1,H(B) to Dirichlet boundary value problems of the type

− div A(x,Dw) = 0 in B
w ∈ w0 +W
1,H
0
(B) ,
(3.1)
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where w0 ∈ W
1,H(B) is given boundary datum such that
H(x,Dw0) ∈ L
1+δ(B) for some δ > 0 (3.2)
and
‖H(·,Dw0)‖L1(B) ≤ L1 , (3.3)
for some finite constant L1 ≥ 0. Needless to say, in (3.1) and for the rest of the section, the vector A(·)
satisfies the assumptions of Theorem 1, that is (1.2), (1.6) and (1.8). We start introducing the perturbed
vector fields Ak : Ω × R
n → Rn as
Ak(x, z) := A(x, z) + εk|z|
s−2z , (3.4)
where s > q and {εk} is a sequence of positive numbers such that εk → 0. Moreover, with B ⋐ Ω, let us
consider a sequence {w˜k} ⊂ W
1,∞(B) such that
∫
B
H(x,Dw˜k) dx →
∫
B
H(x,Dw0) dx and
∫
B
[H(x,Dw˜k)]
1+δ dx →
∫
B
[H(x,Dw0)]
1+δ dx . (3.5)
The existence of such a sequence is ensured by Lemma 1 and by (3.2). Beside the functions w˜k, we consider
another sequence {wk} ⊂ W
1,s(B) in such a way that for every k ∈ N, wk is the unique solution to the Dirichlet
problem

− div Ak(x,Dwk) = 0 in B
wk ∈ w˜k +W
1,s
0
(B) .
(3.6)
We start with a first higher integrability result extending those originally found in [9, 10].
Lemma 4 Under assumptions (1.2), (1.6) and (1.8), assume also that
sup
k∈N
‖H(·,Dwk)‖L1(B) ≤ c˜ (3.7)
holds for a positive constant c˜. Then there exist two positive constants δ1 > 0 and c, both depending on
c˜, n, p, q, ν, L, s, [a]0,α and α, but otherwise independent of k, such that

∫
B̺
[H(x,Dwk) + εk |Dwk|
s]1+δ1 dx

1
1+δ1
≤ c
∫
B2̺
H(x,Dwk) + εk|Dwk |
s dx . (3.8)
holds for every ball B2̺ ⊂ B and every k ∈ N.
Proof. The proof combines a suitable Caccioppoli type estimate with the Sobolev-Poincare´ type inequalities
obtained in [9, 10, 30]. Let B2̺ ⋐ B be a ball and η ∈ C
1
c (B2̺) be so that χB̺ ≤ η ≤ χB2̺ and |Dη| ≤ 4̺
−1.
We test the weak formulation of (3.6) against ϕ = ηs(wk − (wk)B2̺), which is admissible since wk ∈ W
1,s(B),
(s > q) for all k ∈ N. By means of (2.1), Young inequality, and recalling that
s <
q(s − 1)
q − 1
<
p(s − 1)
p − 1
,
we obtain, for ε ∈ (0, 1)
∫
B2̺
ηs
[
H(x,Dwk) + εk |Dwk|
s] dx
6
≤ c
∫
B2̺
ηs−1
(
|Dwk |
p−1 + a(x)|Dwk |
q−1 + εk|Dwk |
s−1
) ∣∣∣∣∣∣
wk − (wk)B2̺
̺
∣∣∣∣∣∣ dx
≤ ε
∫
B2̺
ηs
[
H(x,Dwk) + εk |Dwk|
s] dx
+ cε
∫
B2̺
H
x, wk − (wk)B2̺
̺
 + εk
∣∣∣∣∣∣
wk − (wk)B2̺
̺
∣∣∣∣∣∣
s
dx .
Choosing ε small enough and reabsorbing terms, we can conclude that
∫
B̺
H(x,Dwk) + εk|Dwk |
s dx ≤ c
∫
B2̺
H
x, wk − (wk)B2̺
̺
 + εk
∣∣∣∣∣∣
wk − (wk)B2̺
̺
∣∣∣∣∣∣
s
dx (3.9)
holds for c ≡ c(n, p, q, ν, L, s). We can then use the intrinsic Sobolev-Poincare´’s inequality developed in
[9, 29], to get
∫
B2̺
H
x, wk − (wk)B2̺
̺
 dx ≤ c

∫
B2̺
[H(x,Dwk)]
d dx

1/d
, (3.10)
with c ≡ c(n, p, q, α, [a]0,α, c˜) ≥ 1 and d ≡ d(n, p, q, α, [a]0,α) < 1. Moreover, defining s∗ = max
{
1, ns
n+s
}
, we
obtain
∫
B2̺
εk
∣∣∣∣∣∣
wk − (wk)B2̺
̺
∣∣∣∣∣∣
s
dx ≤ c

∫
B2̺
(εk |Dwk |
s)s∗/s dx

s/s∗
, (3.11)
with c ≡ c(n, s). Let d˜ := max{s∗/s, d} < 1 and combine (3.10) and (3.11) with Ho¨lder’s inequality to obtain
∫
B2̺
H
x, wk − (wk)B2̺
̺
 + εk
∣∣∣∣∣∣
wk − (wk)B2̺
̺
∣∣∣∣∣∣
s
≤ c

∫
B2̺
[H(x,Dwk) + εk |Dwk|
s]d˜ dx

1/d˜
, (3.12)
where c ≡ c(n, p, q, ν, L, s, [a]0,α, α, c˜) and d˜ = d˜(n, p, q, s). From (3.9) and (3.12) we obtain
∫
B̺
H(x,Dwk) + εk |Dwk|
s dx ≤ c

∫
B2̺
[H(x,Dwk) + εk|Dwk |
s]d˜ dx

1/d˜
, (3.13)
so we can apply a standard variant of Gehring’s lemma to conclude with the statement. 
We then obtain a global version of the above result.
Lemma 5 Under the assumptions (1.2), (1.6), (1.8), (3.2), (3.3), (3.7), assume also that
sup
k∈N
‖H(·,Dw˜k)‖L1(B) ≤ c¯ (3.14)
holds for a positive constant c¯. Then there exist a positive exponent δ2 ≤ δ1, and constant c, both depending
only on c˜, c¯, n, p, q, α, ν, L, [a]0,α, such that
(∫
B
[H(x,Dwk) + εk |Dwk|
s]1+σ dx
) 1
1+σ
≤ c
(∫
B
[H(x,Dw˜k) + εk|Dw˜k |
s]1+σ dx
) 1
1+σ
holds whenever σ ∈ [0, δ2), for every k ∈ N.
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Proof. We first test (3.6) against φ := wk − w˜k to obtain by (2.1) (arguing for instance as in (see again [11,
Theorem 3.1]))
∫
B
H(x,Dwk) + εk |Dwk|
s dx ≤ c
∫
B
H(x,Dw˜k) + εk|Dw˜k |
s dx , (3.15)
with c ≡ c(n, p, q, ν, L, s). Now, for x0 ∈ B, let B2̺(x0) ⊂ R
n be any ball such that |B2̺(x0)\B| > |B2̺(x0)|/10
and let ϕ := ηs(wk − w˜k), with η ∈ C
1
c (B2̺) so that χB̺ ≤ η ≤ χB2̺ and |Dη| ≤ 4̺
−1. Notice that ϕ is
admissible for testing and supp ϕ ⊂ B ∩ B2̺(x0). From the weak formulation of (3.6) and (2.1), we obtain
∫
B∩B2̺(x0)
ηs[H(x,Dwk) + εk|Dwk |
s] dx ≤ c
∫
B∩B2̺(x0)
ηs−1|Ak(x,Dwk)|
∣∣∣∣∣∣
wk − w˜k
̺
∣∣∣∣∣∣ dx
+ c
∫
B∩B2̺(x0)
ηs|Ak(x,Dwk)||Dw˜k | dx =: (I) + (II) , (3.16)
with c ≡ c(n, p, q, ν, L, s). Again Young inequality gives, for any ε ∈ (0, 1)
|(I)| ≤ ε
∫
B∩B2̺(x0)
ηs[H(x,Dwk) + εk |Dwk|
s] dx + cε
∫
B∩B2̺(x0)
H
(
x,
wk − w˜k
̺
)
+ εk
∣∣∣∣∣∣
wk − w˜k
̺
∣∣∣∣∣∣
s
dx ,
where cε ≡ cε(n, p, q, ν, L, s, ε) and, similarly,
|(II)| ≤ ε
∫
B∩B2̺(x0)
ηs[H(x,Dwk) + εk |Dwk|
s] dx + cε
∫
B∩B2̺(x0)
H(x,Dw˜k) + εk|Dw˜k |
s dx ,
where cε ≡ cε(n, p, q, ν, L, s, ε). Taking ε small enough and inserting the content of the last two displays in
(3.16), we obtain
∫
B∩B̺(x0)
H(x,Dwk) + εk |Dwk|
s dx ≤ c
∫
B∩B2̺(x0)
H
(
x,
wk − w˜k
̺
)
+ εk
∣∣∣∣∣∣
wk − w˜k
̺
∣∣∣∣∣∣
s
dx
+ c
∫
B∩B2̺(x0)
H(x,Dw˜k) + εk |Dw˜k|
s dx .
Applying Sobolev-Poincare´’s inequality as follows
∫
B∩B2̺(x0)
H
(
x,
wk − w˜k
̺
)
dx ≤ c

∫
B∩B2̺(x0)
[H(x,Dwk − Dw˜k)]
d dx

1/d
≤ c

∫
B∩B2̺(x0)
[H(x,Dwk)]
d dx

1/d
+ c
∫
B∩B2̺(x0)
H(x,Dw˜k) dx ,
with c, d as in (3.10) (this holds with the proof given in [9, 30]) and additionally depending on constant c¯
appearing , after standard manipulations as in the proof of Lemma 4, we get
∫
B∩B̺(x0)
H(x,Dwk) + εk |Dwk|
s dx ≤ c

∫
B∩B2̺(x0)
[H(x,Dwk) + εk |Dwk|
s]d˜ dx

1/d˜
+ c
∫
B∩B2̺(x0)
H(x,Dw˜k) + εk|Dw˜k |
s dx
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with c ≡ c(c˜, n, p, q, α, ν, L, s, [a]0,α). We next consider the situation when it is B2̺(x0) ⋐ B. In this case we
can proceed as for the interior case treated in Lemma 4 getting (3.8), thereby getting (3.13). The two cases
can be combined via a standard covering argument. More precisely, upon defining
Vk(x) :=

[H(x,Dwk) + εk |Dwk|
s]d˜ B
0 Rn \ B
and Uk(x) :=

H(x,Dw˜k) + εk|Dw˜k |
s B
0 Rn \ B
we easily get
∫
B̺(x0)
[Vk(x)]
1/d˜ dx ≤ c


∫
B2̺(x0)
Vk(x) dx

1/d˜
+
∫
B2̺(x0)
Uk(x) dx
 ,
with c = c(c˜, n, p, q, ν, L, s, [a]0,α, α) and 0 < d˜ < 1. At this point the conclusion follows once again by the
usual variant of Gehring’s lemma. 
We proceed with a fractional differentiability result, following a strategy that has been initially implemented
in [9].
Theorem 3 Under assumption (1.2), (1.6), (1.8), (3.2) and (3.3), there exists a unique solution w ∈ w0 +
W
1,H
0
(B) to (3.1) and it satisfies
Dw ∈ L
np
n−2β
loc
(B) ∩W
min{2β/p,β},p
loc
(B) (3.17)
for every β < α. In particular, it follows
Dw ∈ L
2q−p
loc
(B) . (3.18)
The energy estimate
∫
B
H(x,Dw) dx ≤ c1
∫
B
H(x,Dw0) dx (3.19)
holds for a constant c1 ≡ c1(n, ν, L, p, q), while the global higher integrability estimate∫
B
[H(x,Dw)]1+σ dx ≤ c2
∫
B
[H(x,Dw0)]
1+σ dx (3.20)
holds for positive constants c2, σ ≡ c2, σ(n, p, q, α, ν, L, [a]0,α, L1) and it is σ < δ . Moreover, in (3.20) the
exponent σ can be replaced by any smaller positive number. Finally, the solution w can be obtained as the
limit of solutions {wk} to problems (3.6) in the sense that, up to relabelled subsequences, it holds that
wk ⇀ w in W
1,p(1+σ)(B) and wk → w in W
1,
np
n−2β
loc
(B) , (3.21)
for every β < α. In particular, we can choose β such that
p(1 + σ) < 2q − p <
np
n − 2β
.
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Proof. Step 1: Approximation. We preliminary recall that w˜k ∈ W
1,∞(B) for every integer k; for a number
σ > 0 which is yet to be defined, the quantity
εk :=
(
k + ‖Dw˜k‖
3(2q−p)
L2q−p(B)
+ ‖Dw˜k‖
3(1+σ)(2q−p)
L(1+σ)(2q−p)(B)
)−1
(3.22)
is well-defined and finite. Moreover, observe that the convergence
lim
k
εk
∫
B
|Dw˜k|
2q−p dx = 0
happens to be uniform with respect to the choice of σ ≥ 0. We take this choice of {εk} in (3.4), where we
also choose s := 2q − p. We later specify the actual value of σ. The weak form of (3.6) is∫
B
Ak(x,Dwk) · Dϕ dx = 0 for all ϕ ∈ W
1,2q−p
0
(B) (3.23)
and (3.15) becomes ∫
B
H(x,Dwk) + εk |Dwk|
2q−p dx ≤ c
∫
B
H(x,Dw˜k) + εk |Dw˜k|
2q−p dx (3.24)
with c ≡ c(n, ν, L, p, q), so that, recalling (3.22) we also have, for k large enough, we have
∫
B
H(x,Dw˜k) dx
(3.5)
≤ 2
∫
B
H(x,Dw0) dx ≤ 2L1 := c¯ , (3.25)
and ∫
B
H(x,Dwk) dx
(3.5)
≤ 2
∫
B
H(x,Dw0) dx + c
(3.3)
≤ c(L1 + 1) := c˜ , (3.26)
again for c ≡ c(n, ν, L, p, q). This now fixes the choice of the numbers c˜ and c¯ appearing in (3.7) and (3.14),
respectively, and therefore this ultimately reflects in the value of the two higher integrability exponents
δ2 ≤ δ1, appearing in Lemmas 4 and 5, respectively, that are independent of the number σ > 0 introduced in
(3.22). Needless to say, and with no loss of generality, we shall consider always the indexes k large enough
for which (3.25)-(3.26) hold. We fix a positive σ such that
σ <
δ2
2
, p(1 + σ) < 2q − p and σ <
2α
n
, (3.27)
and this finally fixes the choice in (3.22); observe that σ exhibits the following dependence:
σ ≡ σ
(
n, p, q, α, ν, L, [a]0,α, L1
)
. (3.28)
Similarly, using this time Lemma 5, and again (3.22) we estimate∫
B
|Dwk|
p(1+σ) dx ≤
∫
B
[H(x,Dwk)]
1+σ dx ≤
∫
B
[H(x,Dwk) + εk|Dwk |
2q−p]1+σ dx
≤ c
∫
B
[H(x,Dw˜k) + εk|Dw˜k |
2q−p]1+σ dx ≤ c
∫
B
[H(x,Dw0)]
1+σ dx + c , (3.29)
for c ≡ c(n, p, q, α, ν, L, [a]0,α, L1), for k large enough. We can therefore assume that, up to passing to not
relabelled subsequences, wk ⇀ w inW
1,p(1+σ)(B) for some w ∈ w0 +W
1,p(1+σ)
0
(B). By lower semicontinuity
in (3.24) and (3.29), and again recalling (3.22), we find:∫
B
H(x,Dw) dx ≤ c1
∫
B
H(x,Dw0) dx and
∫
B
[H(x,Dw)]1+σ dx ≤ c2
∫
B
[H(x,Dw0)]
1+σ dx , (3.30)
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with c1 ≡ c1(n, ν, L, p, q) and c2 ≡ c2(n, p, q, α, ν, L, [a]0,α, L1).
Step 2: Fractional Sobolev embedding and interpolation. Here we modify the arguments of [9, Section
5]. Let us take a ball B2̺ ⋐ B (not necessarily concentric to B); the computations made in [9, Section 5, p.
470], which hold when assuming (1.6) too, give that, for 0 < ̺ ≤ t < s ≤ 2̺ (and after scaling back in the
proof given in [9])
‖Vp(Dwk)‖
2
L
2n
n−2β (Bt)
+ [Vp(Dwk)]
2
Wβ,2(Bt)
≤
c
(s − t)2β
‖Dwk‖
p
Lp(Bs)
+
c
(s − t)2β
(
‖a‖2L∞(Bs) + ̺
2α[a]20,α;Bs + εk
)
‖Dwk‖
2q−p
L2q−p(Bs)
, (3.31)
for every β < α and k ∈ N, with c ≡ c(n, p, q, ν, L, α, β). In the above display we are using the standard
notation for the Gagliardo seminorm
[Vp(Dwk)]
2
Wβ,2(Bt)
:=
∫
Bt
∫
Bt
|Vp(Dwk(x)) − Vp(Dwk(y))|
2
|x − y|n+2β
dx dy .
We refer to [15] for basic properties about fractional Sobolev spaces, and to [9, 16] for the specific ones that
are relevant here. We now aim at estimating the second term in the right-hand side of (3.31). In particular
there holds:
‖Dwk‖
p
L
np
n−2β (Bt)
≤
c‖Dwk‖
p
Lp(Bs)
(s − t)2β
+
cTk‖Dwk‖
2q−p
L2q−p(Bs)
(s − t)2β
(3.32)
for β ∈ (0, α), where
Tk := ‖a‖
2
L∞(B̺)
+ ̺2α[a]20,α;B̺ + εk (3.33)
and c ≡ c(n, p, q, ν, L, α, β). Notice that this last constant blows-up when β→ α. Next, we start taking β < α
such that
2q − p <
np
n − 2β
(3.34)
which is implied, by virtue of (1.6), by
α
1 + 2α/n
< β < α
which is in particular satisfied by choosing
α
1 + σ
< β < α (3.35)
in view of the last inequality in (3.27). Keeping (3.27) and (3.34) in mind, we now look for θ ∈ (0, 1) such
that
1
2q − p
=
1 − θ
p(1 + σ)
+
(n − 2β)θ
np
(3.36)
and this gives
θ =
n(2q − 2p − pσ)
[2β − (n − 2β)σ](2q − p)
.
We notice that, keeping also (1.6) in mind,
θ(2q − p) < p⇔
n(2q − 2p − pσ)
2β − (n − 2β)σ
< p⇔ 2n(q − p) < 2βp(1 + σ)⇐ α < β(1 + σ) , (3.37)
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and the last inequality is true by virtue of the choice made in (3.35). By the choices made above, and in
particular by (3.36), we use the interpolation inequality
‖Dwk‖L2q−p(Bs) ≤ ‖Dwk‖
(1−θ)
Lp(1+σ)(Bs)
‖Dwk‖
θ
L
np
n−2β (Bs)
.
In (3.37), we saw that (2q − p)θ < p, so we may apply Young’s inequality with conjugate exponents
t1 =
p
θ(2q − p)
and t2 =
p
p − (2q − p)θ
,
to obtain, for ε ∈ (0, 1)
Tk
(s − t)2β
‖Dwk‖
2q−p
L2q−p(Bs)
≤
Tk
(s − t)2β
‖Dwk‖
(1−θ)(2q−p)
Lp(1+σ)(Bs)
‖Dwk‖
θ(2q−p)
L
np
n−2β (Bs)
≤ ε‖Dwk‖
p
L
np
n−2β (Bs)
+ cε
[
Tk
(s − t)2β
‖Dwk‖
(1−θ)(2q−p)
Lp(1+σ)(Bs)
] p
p−(2q−p)θ
. (3.38)
Merging (3.38) with (3.32) and choosing
ε ≡ ε(n, p, q, ν, L, α, β, σ) ≡ ε
(
n, p, q, α, ν, L, [a]0,α, β, L1
)
(3.39)
small enough, we conclude that
‖Dwk‖
p
L
np
n−2β (Bt)
≤
1
2
‖Dwk‖
p
L
np
n−2β (Bs)
+
c
(s − t)2β
‖Dwk‖
p
Lp(Bs)
+ c
[
Tk
(s − t)2β
‖Dwk‖
(1−θ)(2q−p)
Lp(1+σ)(Bs)
] p
p−(2q−p)θ
,
where c exhibits the same dependence on the constants appearing in (3.39) as an effect we also determining
the value of cε in (3.38). From Lemma 3, we have
‖Dwk‖
p
L
np
n−2β (B̺)
≤
c
̺2β
‖Dwk‖
p
Lp(B2̺)
+
[
Tk
̺2β
‖Dwk‖
(1−θ)(2q−p)
Lp(1+σ)(B2̺)
] p
p−(2q−p)θ
, (3.40)
again with c depending as in (3.39) and for every k ∈ N. Recalling (3.34) so, by (3.40), Ho¨lder’s inequality,
(3.26) and (3.29), and recalling that ̺ ≤ 1, we can conclude that
‖Dwk‖L2q−p(B̺) + ‖Dwk‖L
np
n−2β (B̺)
≤
c
̺2β/p
‖Dwk‖Lp(B2̺) + c
[
Tk
̺2β
‖Dwk‖
(1−θ)(2q−p)
Lp(1+σ)(B2̺)
] 1
p−(2q−p)θ
≤
c
̺2β/p
[
‖H(·,Dw0)‖
1/p
L1(B)
+ 1
]
+ c
[
Tk
̺2β
(
‖H(·,Dw0)‖
1/p
L1+σ(B)
+ 1
)(1−θ)(2q−p)] 1p−(2q−p)θ
,
holds with c ≡ c(n, p, q, α, ν, L, [a]0,α, L1) and for sufficiently large k. All in all, we deduce that
‖Dwk‖L2q−p(B̺) + ‖Dwk‖L
np
n−2β (B̺)
≤ c̺−λ , (3.41)
holds for c, λ ≡ c, λ(n, p, q, ν, L, ‖a‖∞ , [a]0,α, α, β, L1), which is independent of k. This last estimate used
together with (3.31) and a standard covering argument (keep again the proof of [11, Theorem 3.1] in mind),
allows to get the new bound
‖Dwk‖Wmin{2β/p,β},p(U) + ‖Vp(Dwk)‖Wβ,2(U) ≤ c (3.42)
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for any open subset U ⋐ B and any β < α, with c depending as in (3.41), and additionally on dist(U, ∂B).
By (3.29) and (3.42) we can use the standard compact embedding theorems of fractional Sobolev spaces
and again a standard diagonal argument allows to conclude that, up to (not relabelled) subsequence, it holds
that Dwk → Dw strongly in L
2q−p
loc
(B) and a.e. (this completely proves (3.21)). This allows to let k → ∞
in (3.23), obtaining that w is a distributional solution to (3.1). Using lower semicontinuity in (3.42) then
yields (3.17)-(3.18), while (3.19)-(3.20) are a consequence of (3.30). Finally, let w˜ be another distributional
solution to (3.1) such that w˜ ∈ W1,H(B). By Lemma 2 it follows that we can use ϕ = w − w˜ as test function
in the weak formulation ∫
B
(A(x,Dw) − A(x,Dw˜)) · (Dw − Dw˜) dx = 0 .
At this point, the strict monotonicity (2.1) of the vector field A(·) gives that w˜ = w. 
4 Another higher integrability estimate
This is in the following:
Theorem 4 Let u ∈ W1,H(Ω) be a solution to the equation (1.7), under the assumptions (1.6) and (1.8)-
(1.9). Assume, moreover, that H(·, F) ∈ L
γ
loc
(Ω), for some γ > 1. There exists a positive higher integrability
exponent δ < γ − 1, depending only on data, such that H(·,Du) ∈ L1+δ
loc
(Ω); moreover, the reverse Ho¨lder
type inequality

∫
B̺
[H(x,Du)]1+δ dx

1
1+δ
≤ c
∫
B2̺
H(x,Du) dx + c

∫
B2̺
[H(x, F)]1+δ dx

1
1+δ
(4.1)
holds for every ball B2̺ ⊂ Ω, where the constant c depends again only on data. In particular, in the case
F ≡ 0, for every open subset Ω0 ⋐ Ω there exists a constant c ≡ c(data, dist(Ω0, ∂Ω)) ≥ 1 such that
‖H(x,Du)‖L1+δ(Ω0) ≤ c .
Moreover, in (4.1) the exponent δ can be replaced by any smaller number.
Proof. The proof is similar to the one of Lemma 4 and to the one offered in [9, Theorem 1.1], and we shall
report only a brief sketch. Let B2̺ ⋐ Ω. We test the weak formulation of (1.7) against ϕ := η
q(u − (u)B2̺),
where η ∈ C1c (B2̺), χB̺ ≤ η ≤ χB2̺ and |Dη| ≤ 4/̺. Notice that ϕ is admissible by Lemma 2. Using
(1.8)-(1.9), the fact that q <
p(q−1)
p−1
, and Young inequality we get
∫
B2̺
H(x,Du)ηq dx ≤ c
∫
B2̺
H
x, u − (u)B2̺
̺
 dx + c
∫
B2̺
H(x, F) dx , (4.2)
with c ≡ c(n, ν, L, p, q). Now we apply Sobolev-Poincare´’s inequality to the first term on the right-hand side
of (4.2) to have
∫
−
B̺
H(x,Du) dx ≤ c

∫
−
B2̺
[H(x,Du)]d dx

1/d
+ c
∫
−
B2̺
H(x, F) dx ,
with c ≡ c(data) and d ≡ d(n, p, q) ∈ (0, 1). Now, since H(·, F) ∈ L
γ
loc
(Ω) and γ > 1, by a variant of
Gehring’s Lemma we can conclude with (4.1) for a number δ as described in the statement of the theorem,
and the proof is complete. 
13
5 Proof of Theorem 1: A conditional reverse Ho¨lder inequality
In this section we start the proof of Theorem 1. Our aim is to prove the reverse type inequality in Theorem 5
below. This extends a similar fact obtained in [9, Theorem 5.1] under the assumption (1.5); we now replace
this by (1.6). The result we are going to develop here is in fact a technical tool in the forthcoming proof of
Theorem 1 contained in the next section. We start considering the original solution u from Theorem 1. By
Theorem 4 and a standard covering argument, we know that for every choice of open subset Ω0 ⋐ Ω˜0 ⋐ Ω
(with dist(Ω0, ∂Ω˜0) ≈ dist(Ω˜0, ∂Ω) ≈ dist(Ω0, ∂Ω)) as in the statement of Theorem 1, there exists a constant
c ≥ 1 such that
‖H(·,Du)‖L1+δ(Ω0) ≤ c
(
data, dist(Ω0, ∂Ω), ‖H(·, F)‖Lγ(Ω˜0)
)
(5.1)
holds for some exponent δ depending only on data and which is such that δ < γ−1. We then use the setting
of Section 3 with w0 ≡ u, by considering problems of the type
− div A(x,Dw) = 0 in B4̺
w ∈ u +W
1,H
0
(B4̺) ,
(5.2)
where B4̺ is a ball such that B8̺ ⊂ Ω0 and 8̺ ≤ 1, with the number δ coming from (5.1) as the one fixed
in (3.2); the constant L1 appearing in is obviously fixed by L1 := ‖H(·,Du)‖L1(B4̺). Moreover, by (3.19), we
have
‖H(·,Dw)‖L1(B4̺) ≤ c(n, p, q, ν, L)‖H(·,Du)‖L1 (B4̺) . (5.3)
In view of this last inequality and by Theorem 4, this time applied with F ≡ 0, we obtain that Dw ∈ L
1+δ0
loc
(4B)
for some δ0 ≡ δ0(data) > 0. Moreover, recalling that in Theorem 3 we can take σ ∈ (0, δ] as small as we
like, and in particular σ ≤ δ0, we have the following reverse Ho¨lder type inequality:

∫
B2̺
[H(x,Dw)]1+σ dx

1
1+σ
≤ c
∫
B4̺
H(x,Dw) dx , (5.4)
for a constant c ≡ c(data) and for a final number σ depending only on data. The main result of this section
is now
Theorem 5 Let w ∈ W1,H(B4̺) be a solution to (5.2) under the assumptions (1.6), (1.8). Assume that
sup
x∈B̺
a(x) ≤ K[a]0,α̺
α (5.5)
holds for some K ≥ 1. Then, for any q¯ < np/(n − 2α) (= ∞ when α = 1 and n = 2) there exists a positive
constant c ≡ c(data, q¯,K), such that the following reverse Ho¨lder type inequality holds:

∫
B̺
|Dw|q¯ dx

1/q¯
≤ c

∫
B4̺
H(x,Dw) dx

1/p
. (5.6)
Moreover, let 1 < γ1 < γ2 ≤ 4, the inequality

∫
Bγ1̺
|Dw|2q−p dx

1
2q−p
≤ c

∫
Bγ2̺
H(x,Dw) dx

1/p
(5.7)
holds for a constant c additionally depending on γ1, γ2.
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Proof. We shall revisit the arguments in the proof of Theorem 3, and we keep the notation introduced there;
in particular, we shall retain and (3.27) and (3.35) concerning β and σ (and of course σ obeys the smallness
conditions enumerated before the statement). Given the reference ball B4̺ mentioned in the statement of
the theorem, all the remaining balls will be concentric unless otherwise stated. We go back to the proof
of Theorem 3, Step 2, where we consider this time concentric balls B̺ ⊂ B4̺ ≡ B, and the approximate
solutions {wk} defined in (3.6) with the choice w0 = u; ultimately, this means we are considering problems
(5.2). Theorem 3 implies, in particular, that Dwk → Dw strongly in L
p(1+σ)(B2̺); letting k → ∞ in (3.40)
and recalling the definition (3.33), we conclude with
‖Dw‖
L
np
n−2β (B̺)
≤
c
̺2β/p
‖Dw‖Lp(B2̺) + c
[
1
̺2β
(
‖a‖2L∞(B2̺) + c̺
2α[a]20,α;B2̺
)
‖Dw‖
(1−θ)(2q−p)
Lp(1+σ)(B2̺)
] 1
p−(2q−p)θ
, (5.8)
with c ≡ c(data, β). Notice now that condition (5.5) is stable when the radius increases for nested balls. In
fact, (5.5) and the α-Ho¨lder continuity of a(·) imply
sup
x∈BM̺
a(x) ≤ (K + 3M)̺α[a]0,α , ∀ M ∈ (1, 4) , (5.9)
so, with (5.9), (5.8) becomes (recall K ≥ 1)
‖Dw‖
p
L
np
n−2β (B̺)
≤
c
̺2β
‖Dw‖
p
Lp(B2̺)
+ c
(
̺2(α−β)[a]20,α;B2̺K
2‖Dw‖
(1−θ)(2q−p)
Lp(1+σ)(B2̺)
) p
p−(2q−p)θ
. (5.10)
Define
b1 :=
p
p − (2q − p)θ
and b2 :=
(1 − θ)(2q − p)
(1 + σ)[p − (2q − p)θ]
.
In these terms, after averaging and making a few elementary manipulations, (5.10) reads as

∫
B̺
|Dw|
np
n−2β dx

n−2β
np
≤ c

∫
B2̺
|Dw|p dx

1/p
+ c
(
[a]20,α;B2̺K
2
)b1/p
̺
2(α−β)b1+2β+n(b2−1)
p

∫
B2̺
|Dw|p(1+σ) dx

b2/p
.
Let us re-write the last term in the above inequality as follows:

∫
B2̺
|Dw|p(1+σ) dx

b2/p
=

∫
B2̺
|Dw|p(1+σ) dx

b2(1+σ)−1
p(1+σ)

∫
B2̺
|Dw|p(1+σ) dx

1
p(1+σ)
= ω
1−b2(1+σ)
p(1+σ)
n ̺
−n
b2(1+σ)−1
p(1+σ) ‖Dw‖
b2(1+σ)−1
p(1+σ)
Lp(1+σ)(B2̺)

∫
B2̺
|Dw|p(1+σ) dx

1
p(1+σ)
,
where ωn is the measure of the n-dimensional unit ball. Now notice that
1
p
[
2(α − β)b1 + 2β + n(b2 − 1) − nb2 +
n
(1 + σ)
]
≥
1
p
(
2β −
nσ
1 + σ
)
(3.35)
≥
2α − nσ
p(1 + σ)
(3.27)
> 0 ,
so, merging the content of the previous three displays and using Ho¨lder’s inequality, we conclude with

∫
B̺
|Dw|
np
n−2β dx

n−2β
np
≤ c
1 +
(
[a]20,α;B2̺K
2
)b1/p
‖Dw‖
b2(1+σ)−1
p(1+σ)
Lp(1+σ)(B2̺)


∫
B2̺
|Dw|p(1+σ) dx

1
p(1+σ)
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(5.3)
≤ c

∫
B2̺
|Dw|p(1+σ) dx

1
p(1+σ) (5.4)
≤ c

∫
B4̺
H(x,Dw) dx

1
p
, (5.11)
with c ≡ c(data, β,K). We have therefore proved (5.6) for the values of q¯ such that np/(n − βp) ≤ q¯, where
β is such that α/(1 + σ) < β < α, and with σ coming from Theorem 3 as specified at the beginning of the
proof; the same obviously follows using Ho¨lder’s inequality. In particular, (5.6) follows for a suitable choice
of β. As for the (5.7), this follows by a variant of a standard covering argument starting from the validity of
(5.6); let us briefly recall it. We can cover B̺ by a finite number k ≡ k(n, γ) of balls {Bi}i≤k touching Bγ1̺ and
with radius ˜̺ = (γ2 − γ1)̺/100. Obviously, it is 2Bi ⋐ Bγ2̺ and these balls are not necessarily concentric to
the starting ball B̺. Notice that, for every i ≤ k, it is
sup
x∈Bi
a(x) ≤ sup
x∈Bγ̺
a(x) ≤ (K + 3γ)[a]0,α̺
α ≤
[
100(K + 3γ2)
γ2 − γ1
]
[a]0,α ˜̺
α .
We can therefore apply (5.6) to each of the balls Bi, thereby getting

∫
Bi
|Dw|q¯ dx

1/q¯
≤ c

∫
2Bi
H(x,Dw) dx

1/p
,
for a constant c now depending also on γ. By summing up the above inequalities with respect to i and again
increasing the involved constant in a way that depends only on n, γ, we finally arrive at (5.7) and the proof
is complete. 
6 Proof of Theorem 1: Exit time arguments and conclusion
The general scheme of the proof of Theorem 1 is the same one of [11, Theorem 1.1]. We ask the reader to
have [11] at hand since we shall essentially indicate the relevant modifications and we shall follow exactly
the same steps as described there, reporting them with the same titles.
Step 1: Exit time and covering of the level set. We recall that with open subset Ω0 ⋐ Ω˜0 ⋐ Ω as in the
statement of the theorem, we have that (5.1) holds. Then we consider BR ⊂ Ω0, where R ≤ r (and r is the
small radius appearing in the statement of Theorem 1 and to be determined at the end of the proof). We
proceed with the exit time and covering argument as in the proof of [11, Theorem 1.1]. In particular, this
yields the family of balls {Bi} ≡ {B̺i(xi)} ≡ {5B˜i} as indicated in [11, (4.9)-(4.11)]. All the balls in question
are contained in BR. Before going on, similarly to (1.10), we set
data0 ≡ data0
(
n, p, q, α, ν, L, ‖a‖L∞ , [a]α, ‖H(·,Du)‖L1(Ω), dist(Ω0, ∂Ω), ‖H(·, F)‖Lγ(Ω˜0), γ
)
.
Step 2: A first comparison function. We recover the setting of Sections 3 and 5. By (5.1) we use the
setting of Section 3 with this choice of δ in (3.2); in this way we are also ready to use the setting of Section 5
and Theorem 5. We are therefore able to apply Theorem 3 that, in turn, allows to define wi ∈ u +W
1,H
0
(4Bi)
as the solutions to the Dirichlet problem
− div A(x,Dwi) = 0 in 4Bi
wi ∈ u +W
1,H
0
(4Bi) .
(6.1)
where the balls Bi are from Step 1. Again, by Theorem 3 with w0 ≡ u as explained in the previous section,
we have
wi ∈ W
1,2q−p
loc
(4Bi), Dwi ∈ L
np
n−2β
loc
(4Bi) for all β < α (6.2)
16
and 
∫
4Bi
H(x,Dwi) dx ≤ c1
∫
4Bi
H(x,Du) dx
∫
4Bi
[H(x,Dwi)]
1+σ dx ≤ c2
∫
4Bi
[H(x,Du)]1+σ dx
(6.3)
hold for positive constants c1 ≡ c1(n, ν, L, p, q), c2, σ ≡ c2, σ(data). As in [11, (4.17)], we gain that for
every ε ∈ (0, 1) there exists a constant cε, depending also by n, ν, L, p, q, such that∫
4Bi
|Vp(Du) − Vp(Dwi)|
2 + a(x)|Vq(Du) − Vq(Dwi)|
2 dx
≤ ε
∫
4Bi
H(x,Du) dx + cε
∫
4Bi
H(x, F) dx . (6.4)
Step 3: A second comparison function. As in [11], we consider a point xi,m ∈ 2Bi such that
a(xi,m) = sup
x∈2Bi
a(x) . (6.5)
By (6.2) we have in particular that wi ∈ W
1,q(2Bi) so that, by setting
Hi,m(z) := H(xi,m, z) , (6.6)
we have that wi ∈ W
1,Hi,m(2Bi), and, in particular wi ∈ W
1,2q−p(2Bi). We can therefore use Theorem 3 for
the special case of H-function in (6.6). This yields vi ∈ W
1,H(2Bi) ∩W
1,Hi,m(2Bi) as the unique solution to
the Dirichlet problem

− div A(xi,m,Dvi) = 0 in 2Bi
vi ∈ wi +W
1,Hi,m
0
(2Bi) ,
for which we get
∫
2Bi
H(xi,m,Dvi) dx ≤ c
∫
2Bi
H(xi,m,Dwi) dx , (6.7)
with c ≡ c(n, ν, L, p, q). Notice that the right-hand side of (6.7) is finite, sice Dwi ∈ L
q(2Bi) (by (6.2)). The
weak form of the equations solved by wi and vi respectively can be rewritten as∫
2Bi
(A(xi,m,Dvi) − A(xi,m,Dwi)) · Dϕ dx =
∫
2Bi
(A(x,Dwi) − A(xi,m,Dwi)) · Dϕ dx , (6.8)
that holds for every choice of smooth test function ϕ ∈ C∞c (2Bi). As in [11], the function ϕ := vi − wi is
admissible in (6.8) and this gives, via (2.1) and (1.8)4 (see also [11, (4.26)]),∫
2Bi
|Vp(Dvi) − Vp(Dwi)|
2 + a(xi,m)|Vq(Dvi) − Vq(Dwi)|
2 dx
≤ c
(
osc2Bi a
) ∫
2Bi
|Dwi|
q−1|Dvi − Dwi| dx =: (I) , (6.9)
where c ≡ c(n, ν, L, p, q).
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Step 4: Two different phases. We are now aiming at estimating the term (I) appearing in the last display.
For this, following [9, 11], we distinguish the two phases, that is
inf
x∈2Bi
a(x) > K[a]0,α̺
α
i , (6.10)
which is called, as in [9], the (p, q)-phase, and
inf
x∈2Bi
a(x) ≤ K[a]0,α̺
α
i . (6.11)
The number K ≥ 4 is to be determined towards the proof as a quantity depending only on n, p, q, ν, L, γ.
Step 5: Estimates in the (p, q)-phase. We consider the case (6.10) holds. Notice that
osc2Bi a ≤ 4[a]0,α̺
α
i ≤
4a(x)
K
for every x ∈ 2Bi ,
so that, by Young’s inequality yields
(I) ≤
c
K
∫
2Bi
a(x)|Dwi |
q−1|Dvi − Dwi| dx ≤
c
K
∫
2Bi
a(x)(|Dwi |
q + |Dvi|
q) dx , (6.12)
with c ≡ c(n, p, q, ν, L, [a]0,α). Observing that
a(xi,m) ≤ a(x) + 4[a]0,α̺
α
i ≤ a(x) +
4a(x)
K
≤ 2a(x) , (6.13)
we estimate
∫
2Bi
a(x)(|Dwi |
q + |Dvi|
q) dx
(6.5)
≤ c
∫
2Bi
a(xi,m)
(
|Dwi|
q + |Dvi|
q) dx
≤ c
∫
2Bi
H(xi,m,Dwi) dx + c
∫
2Bi
H(xi,m,Dvi) dx
(6.7)
≤ c
∫
2Bi
H(xi,m,Dwi) dx
(6.13)
≤ c
∫
2Bi
H(x,Dwi) dx
(6.3)
≤ c
∫
4Bi
H(x,Du) dx ,
with c ≡ c(n, p, q, ν, L, [a]0,α). Using this with (6.12) in (6.9) yields∫
2Bi
|Vp(Dvi) − Vp(Dwi)|
2 + a(xi,m)|Vq(Dvi) − Vq(Dwi)|
2 dx ≤
c
K
∫
4Bi
H(x,Du) dx , (6.14)
for a constant c ≡ c(n, p, q, ν, L, [a]0,α) which is independent of K. We single out the following estimate
from the second-last display
∫
2Bi
H(xi,m,Dwi) dx ≤ c
∫
4Bi
H(x,Du) dx , (6.15)
for c ≡ c(n, p, q, ν, L).
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Step 6: Estimates in the p-phase. Here we consider the case in which (6.11) is in force. In this case it is
a(xi,m) ≤ 4[a]0,α̺
α
i + inf
x∈2Bi
a(x) ≤ (4 + K)[a]0,α̺
α
i . (6.16)
Therefore, as described in Step 2, we apply Theorem 5, estimate (5.7), that gives

∫
2Bi
|Dwi|
q dx

1/q
≤ c

∫
4Bi
H(x,Dwi) dx

1/p
, (6.17)
with c ≡ c(data0,K). Back to the estimation of the last term in (6.9), Young’s inequality gives
(I) ≤ ca(xi,m)
∫
2Bi
(|Dwi| + |Dvi|)
q−1 |Dwi − Dvi| dx
≤ c
∫
2Bi
a(xi,m)|Dvi |
q dx + c
∫
2Bi
a(xi,m)|Dwi|
q dx , (6.18)
for c ≡ c(n, ν, L, p, q). We start estimating the last term in (6.18) as follows
∫
2Bi
a(xi,m)|Dwi|
q dx
(6.16)
≤ c̺αi
∫
2Bi
|Dwi|
q dx
(6.17)
≤ c̺αi

∫
4Bi
H(x,Dwi) dx

q−p
p
∫
4Bi
H(x,Dwi) dx
Ho¨lder
≤ c̺αi

∫
4Bi
[H(x,Dwi)]
1+σ dx

q−p
p(1+σ)
∫
4Bi
H(x,Dwi) dx
≤ c‖H(·,Dwi)‖
q−p
p(1+σ)
L1+σ(4Bi)
̺
α−
n(q−p)
p(1+σ)
i
∫
4Bi
H(x,Dwi) dx
(6.3)
≤ c‖H(·,Du)‖
q−p
p(1+σ)
L1+σ(4Bi)
̺
α−
n(q−p)
p(1+σ)
i
∫
4Bi
H(x,Dwi) dx
(5.1)
≤ c̺
α−
n(q−p)
p(1+σ)
i
∫
4Bi
H(x,Dwi) dx
(6.3)
≤ c̺
α−
n(q−p)
p(1+σ)
i
∫
4Bi
H(x,Du) dx
for c ≡ c(data0,K). Letting
κ1 := α −
n(q − p)
p(1 + σ)
> α − n
(
q
p
− 1
)
(1.6)
≥ 0 (6.19)
and we conclude with
̺αi
∫
2Bi
|Dwi|
q dx +
∫
2Bi
a(xi,m)|Dwi|
q dx ≤ c̺
κ1
i
∫
4Bi
H(x,Du) dx . (6.20)
In order to estimate the remaining term in the last line of (6.18), the one featuring vi, we need to make use
of Theorem 2. Precisely, we aim to apply it with the choice γ = q/p and then combine the outcome with
Theorem 5 for (2q − p) = q2/p. We first show that q2/p enters in the range of exponents covered by (3.17).
For this, we notice that
nα(α + 2n)
2(n + α)2
< β < α =⇒
q2
p2
(1.6)
≤
(
1 +
α
n
)2
<
n
n − 2β
<
n
n − 2α
.
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The last quantity in the previous display is meant to be ∞ when α = 1 and n = 2. Therefore we have that
wi ∈ W
1,q2/p(2Bi) and the reverse inequality holds as a consequence of (5.1)

∫
2Bi
|Dwi|
q2/p dx

p/q2
≤ c

∫
4Bi
H(x,Dwi) dx

1/p
, (6.21)
where c ≡ c(data,K). Estimate (2.6) (applied with γ = q/p and a0 = a(xi,m), so that H0(z) = H(xi,m, z))
reads as ∫
2Bi
[H(xi,m,Dvi)]
q/p dx ≤ c
∫
2Bi
[H(xi,m,Dwi)]
q/p dx , (6.22)
for c ≡ c(n, ν, L, p, q) and with a finite right-hand side. We then argue as follows:
∫
2Bi
a(xi,m)|Dvi |
q dx
(6.16)
≤ c̺αi
∫
2Bi
|Dvi|
q dx
≤ c̺αi
∫
2Bi
[H(xi,m,Dvi)]
q/p dx
(6.22)
≤ c̺αi
∫
2Bi
[H(xi,m,Dwi)]
q/p dx
(6.16)
≤ c̺αi
∫
2Bi
|Dwi|
q dx + c̺
α(1+q/p)
i
∫
2Bi
|Dwi|
q2/p dx
(6.20)
≤ c̺
κ1
i
∫
4Bi
H(x,Dwi) dx + c̺
α(1+q/p)
i
∫
2Bi
|Dwi|
q2/p dx , (6.23)
with c ≡ c(data0,K). Notice that, upon defining
κ2 := α
(
1 +
q
p
)
−
n
1 + σ

(
q
p
)2
− 1
 >
(
1 +
q
p
) α − n
(
q
p
− 1
) (1.6)≥ 0 , (6.24)
we have
̺
α(1+q/p)
i
∫
2Bi
|Dwi|
q2/p dx
(6.21)
≤ c̺
α(1+q/p)
i

∫
4Bi
H(x,Dwi) dx

q2/p2−1 ∫
4Bi
H(x,Dwi) dx
Ho¨lder
≤ c̺
α(1+q/p)
i

∫
4Bi
[H(x,Dwi)]
1+σ dx

q2/p2−1
1+σ
∫
4Bi
H(x,Dwi) dx
≤ c̺
α(1+q/p)−n
q2/p2−1
1+σ
i
‖H(·,Dwi)‖
q2/p2−1
L1+σ(4Bi)
∫
4Bi
H(x,Dwi) dx
(6.3)
≤ c̺
κ2
i
‖H(·,Du)‖
q2/p2−1
L1+σ(4Bi)
∫
4Bi
H(x,Dwi) dx
≤ c̺
κ2
i
∫
4Bi
H(x,Dwi) dx
(6.3)
≤ c̺
κ2
i
∫
4Bi
H(x,Du) dx , (6.25)
where c ≡ c(data0,K). Collecting estimates (6.23), (6.25) yields∫
2Bi
a(xi,m)|Dvi|
q dx ≤ c̺
κ2
i
∫
4Bi
H(x,Du) dx .
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Using this last estimate and (6.20) in (6.18), we again obtain
(I) ≤ c̺
κ1
i
∫
4Bi
H(x,Du) dx ,
with c ≡ c(data0,K). We have also used that κ1 < κ2 (compare (6.19) and (6.24)) and that ̺i ≤ 1. Finally,
this last estimate and (6.9) lead to
∫
2Bi
|Vp(Dvi) − Vp(Dwi)|
2 + a(xi,m)|Vq(Dvi) − Vq(Dwi)|
2 dx ≤ c∗̺
κ1
i
∫
4Bi
H(x,Du) dx , (6.26)
for c∗ ≡ c∗(data0,K). We also observe that, by first using (6.20) and then (6.3) we obtain the following
analog of (6.15):
∫
2Bi
H(xi,m,Dwi) dx ≤ c
∫
4Bi
H(x,Du) dx , (6.27)
where this time it is c ≡ c(data0,K).
Step 7: Matching the two phases and comparison estimates. Summarizing the content of (6.14) and
(6.26), we have in both cases (6.10) and (6.11) that the following inequality holds:
∫
2Bi
|Vp(Dwi) − Vp(Dvi)|
2 + a(x)|Vq(Dwi) − Vq(Dvi)|
2 dx
≤
∫
2Bi
|Vp(Dwi) − Vp(Dvi)|
2 + a(xi,m)|Vq(Dwi) − Vq(Dvi)|
2 dx ≤
(
c¯
K
+ c∗̺
κ1
i
) ∫
4Bi
H(x,Du) dx ,
with c¯ ≡ c¯(n, ν, L, p, q) and c∗ ≡ c∗(data0,K), where K ≥ 4 is still to be chosen and κ1 has been defined in
(6.19). This last estimate and (6.4) (recall that the ε in (6.4) is arbitrary) then give
∫
2Bi
|Vp(Dvi) − Vp(Du)|
2 + a(x)|Vq(Dvi) − Vq(Du)|
2 dx
≤
(
2ε + 2c∗r
κ1 +
2c¯
K
) ∫
4Bi
H(x,Du) dx + 2cε
∫
4Bi
H(x, F) dx , (6.28)
for all ε ∈ (0, 1), where again it is c¯ ≡ c¯(n, ν, L, p, q) and c∗ ≡ c∗(data0,K), where K ≥ 4, while cε ≡
cε(n, p, q, ν, L, ε) and κ1 > 0 has been defined in (6.19). Here we also used the fact that ̺i ≤ r (see Step 1).
We now adopt the notation
S (ε, r,K,M) := 2ε + 2c∗r
κ1 +
2c¯
K
+
2cε
M
and, using the information contained in [11, (4.14)2] in (6.28), we establish that for every K ≥ 4 the estimate∫
2Bi
|Vp(Dvi) − Vp(Du)|
2 + a(x)|Vq(Dvi) − Vq(Du)|
2 dx ≤ S (ε, r,K,M)λ (6.29)
holds for all the balls Bi from the covering displayed in [11, (4.11)]. Notice that at this stage this in an
estimate which is phase-independent: no matter of which among (6.10) and (6.11), we have that occurs
(6.29) holds in any case. Moreover, we are still free to choose K ≥ 4.
Step 8: The two phases at a different threshold. The goal here is to show that the estimate
∫
2Bi
H(xi,m,Dvi) dx =
∫
2Bi
|Dvi |
p + a(xi,m)|Dvi|
q dx ≤ cλ, (6.30)
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holds for c ≡ c(data0). For this we simply consider the two alternatives
inf
x∈2Bi
a(x) > 10[a]0,α̺
α
i and inf
x∈2Bi
a(x) ≤ 10[a]0,α̺
α
i , (6.31)
which are nothing but (6.10) and (6.11) with K = 10 respectively. We start considering the case in which
the first inequality in (6.31) holds; by using (6.7) first and then (6.15) we get that
∫
2Bi
H(xi,m,Dvi) dx ≤ c
∫
4Bi
H(x,Du) dx , (6.32)
for c ≡ c(n, ν, L, p, q). At this stage (6.30) follows recalling the setting of [11, (4.14)2]. In case the second
inequality in (6.31) holds, we similarly use (6.7) again and (6.27) with K = 10, that renders (6.32) with a
constant c ≡ c(data0). Therefore, (6.30) follows in every case.
Step 9: A priori estimates for Dvi. The same as in the proof of [11, Theorem 1.1].
Step 10: Estimates involving level sets. The same as in the proof of [11, Theorem 1.1].
Step 11: Integration and conclusion. The same as in the proof of [11, Theorem 1.1] and this concludes
the proof of Theorem 1. We only remark that the peculiar dependence on the constants on data0 comes
from the estimates in Steps 2-8, and finally reflects in (1.12).
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