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Abstract
In this thesis we study first order systems of partial differential equations on manifolds
without boundary. The thesis is, in part, based upon my publications [22, 23, 5, 21].
The importance of analysing first order systems can be seen directly from the
special case, namely, the study of Dirac-type operators.
In the first part, I assume my manifolds to be 4-dimensional and consider the
simplest non-trivial first order linear differential operators on such manifolds. I give a
systematic way of extracting the geometric content encoded within these operators.
More importantly, a new concept called covariant subprincipal symbol is defined and
further employed in the spectral analysis developed in the next chapter.
In the second part, by applying the hyperbolic equation method and using Fourier
Tauberian theorems, I establish the relationship between the Weyl coefficients of an
elliptic self-adjoint first order differential operator and the residues of the corresponding
eta function, which can be easily generalised to the pseudo-differential case. The special
case of this relationship is examined explicitly and it is combined with the analysis of
the first part.
The third part of the thesis involves a detailed analysis of the massless Dirac
operator, whereas the massive case is also investigated with the help of the abstract
adjugation operation on operators.
In contrast to the asymptotics of large eigenvalues, there has not been a systematic
and robust way of analysing the asymptotics of small eigenvalues. The last part
of the thesis gives a rigorous perturbation analysis of the massless Dirac operator
on a topological 3-sphere, which complements the results obtained in the second
part. In particular, explicit asymptotic formulae for small eigenvalues are derived for
general perturbations of the standard metric. These asymptotic formulae are tested on
generalised Berger spheres for which we have explicit expressions for eigenvalues.
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Chapter 1
Introduction
In this chapter I will introduce some basic definitions and basic notation that will be
used throughout this thesis.
First order linear systems
Let the dimension of the manifold is n and we will only deal with the case n ≥ 2.
In this section we consider a first order self-adjoint m×m linear pseudo-differential
operator L which acts on a column of m (complex valued) half-densities on a closed
connected manifold.
Definition 1.0.1. Let (Φ, U, x) and (Ψ, V, y) be two coordinate charts on M , then on
the overlapping set U ∩ V ⊂M , the two representations of a half-density v are related
by the following formula:
vΦ(x) =
∣∣∣ det ∂y
∂x
∣∣∣ 12vΨ(y(x)). (1.1)
There are many advantages in working with half-densities, one is that we can define
an inner product on half-densities without any additional geometric assumptions. This
will allow us to introduce the notion of formal self-adjointness without the need for
a prescribed density. Furthermore, one can always transform a problem on columns
of scalar functions to an equivalent spectral problem on columns of half-densities. So
we will now focus on operators on half-densities and denote the inner product on
half-densities by
⟨v, w⟩ :=
∫
M
w∗v dx , (1.2)
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where v and w are m-columns of half-densities on M and the superscript ∗ denotes
Hermitian conjugation in Cm. For a given linear pseudodifferential operator L on
half-densities with C∞ coefficients, its full symbol can be easily adapted from [29]
σL(f, g) ∼
∞∑
j=0
Lj(f, g) , (1.3)
where f ∈ C∞0 (M), g ∈ C∞(M), supp(f) ⊂ supp(dg) and the Lj(f, g) are given by
e−iλg L
(
f eiλg
)
∼
∞∑
j=0
Lj(f, g)λsj as λ→ +∞ , (1.4)
where {sj} is a strictly decreasing sequence tending to minus infinity. The formal sum
on the LHS of asymptotic expansion (1.3) is known as the full symbol of L and L0 is
called the principal symbol. Note that the expression (1.4) is coordinate independent
and f plays the role of a coordinate cut-off function when we introduce a partition of
unity on M . Once a partition is chosen, we can think of L as acting on a bounded open
subset of Rn and assume that f = 1 in a small neighbourhood of a given point of our
manifold. Furthermore, we can choose g(x) = x · p = xαpα (note that this definition is
coordinate dependent), where the Einstein summation convention is used and will be
used throughout this thesis unless there is an ambiguity about the summation. Thus,
expressions (1.3) and (1.4) become
σL(x, p) ∼
∞∑
j=0
Lj(x, p) , (1.5)
and
e−iλx·p L
(
eiλx·p
)
∼
∞∑
j=0
Lj(x, p)λsj as λ→ +∞ . (1.6)
Here we used (x, p) := (x1, . . . , xn, p1, . . . , pn) to emphasize the dependence of the
symbol on T ∗M\{0} rather than f and g as in expressions (1.3) and (1.4). Note
that when the sequence {sj} is integer-valued, the operator is said to be a classical
pseudo-differential operator. For the case of a first order differential operator acting on
a column of m half-densities, we can write it in local coordinates as
L = Lα0 (x)∂xα + L1(x) , (1.7)
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where ∂xα := ∂∂xα and α = 1, . . . , n . Each L
α
0 is a m×m matrix function and so is the
L1. Now, its symbol is given by
L(x, p) = iLα0 (x)pα + L1(x) , (1.8)
with the principal and subprincipal symbols given by
Lprin(x, p) := iLα0 (x)pα , (1.9)
and
Lsub(x) := L1(x) +
i
2 (Lprin)xαpα (x) , (1.10)
Here the subscripts xα and pα denote the partial derivatives with respect to xα and
pα. Let us explain why the formula for the subprincipal symbol has the particular
structure (1.10). Firstly, using formulae (1.8) and (1.9) we rewrite (1.10) as
Lsub(x) = L1(x)− 12(L
α
0 )xα(x) . (1.11)
Secondly, given a differential operator L, we define its formal adjoint L∗ by means of
the formal identity
⟨Lv,w⟩ = ⟨v, L∗w⟩. (1.12)
Working with the full symbol is inconvenient because the full symbol of a formally
self-adjoint operator is not necessarily Hermitian and because it is not invariant under
changes of local coordinates. The standard way of addressing these issues is by dealing
with Lprin and Lsub which are invariantly defined matrix-functions on T ∗M and M
respectively, see subsection 2.1.3 in [45] for details.
Here and further on in this paragraph we drop, for the sake of brevity, the dependence
on x. The advantage of representing the subprincipal symbol in the form (1.11) is that
the RHS is written explicitly in terms of the matrix-valued coefficients Lα0 and L1 of
the differential operator (1.7). Let us now substitute (1.7) into the LHS of (1.12), use
the formula for our inner product (1.2) and perform integration by parts. We arrive at
the expression for the adjoint operator in local coordinates
L∗ = L̂α0
∂
∂xα
+ L̂1, (1.13)
where
L̂α0 = −(Lα0 )∗, L̂1 = L∗1 − [(Lα0 )∗]xα . (1.14)
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We then calculate the subprincipal symbol of L∗ using formula (1.11) and replacing
matrix-valued coefficients accordingly, compare formulae (1.7) and (1.13). We get
(L∗)sub = L̂1 − 12(L̂
α
0 )xα . (1.15)
Substitution of (1.14) into (1.15) gives us
(L∗)sub = L∗1 −
1
2[(L
α
0 )∗]xα . (1.16)
Comparing formulae (1.11) and (1.16) we conclude that
(L∗)sub = (Lsub)∗. (1.17)
Thus, the whole point of introducing the correction term in (1.10) (last term in the
RHS) is to ensure that we get the identity (1.17). It is also easy to see that our
subprincipal symbol is invariant under changes of local coordinates. Had we defined
the subprincipal symbol as Lsub := L1 we would not have the identity (1.17) and we
would not have invariance under changes of local coordinates.
The definition of the subprincipal symbol (1.10) originates from the classical paper
[20] of J.J. Duistermaat and L. Hörmander: see formula (5.2.8) in this paper. Unlike
[20], we work with matrix-valued symbols, but this does not affect the formal definition
of the subprincipal symbol. In the above text we explained in great detail the concept
of subprincipal symbol because it is not widely known outside the analysis community.
For the principal symbol things are much easier and, obviously, we have an analogue
of formula (1.17):
(L∗)prin = (Lprin)∗. (1.18)
Also, it is easy to see that the principal symbol is invariant under changes of local
coordinates. Examination of formulae (1.7)–(1.10) shows that Lprin and Lsub uniquely
determine the first order differential operator L. Thus, the notions of principal symbol
and subprincipal symbol provide an invariant way of describing a first order differential
operator.
For the sake of clarity, we write down the differential operator L explicitly, in local
coordinates, in terms of its principal and subprincipal symbols:
L = − i2
(
[(Lprin)pα(x)]
∂
∂xα
+ ∂
∂xα
[(Lprin)pα(x)]
)
+ Lsub(x). (1.19)
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Remark 1.0.1. In writing formula (1.19) we used the convention that both operators
of partial differentiation ∂
∂xα
act on all terms which come (as a product) to the right,
including the m-column of complex-valued half-densities v which is present in (1.19)
implicitly. Thus, a more explicit way of writing formula (1.19) is
Lv = −i(Lprin)pα2
∂v
∂xα
− i2
∂((Lprin)pαv)
∂xα
+ Lsub v .
Formulae (1.17) and (1.18) tell us that a first order differential operator is formally
self-adjoint if and only if its principal and subprincipal symbols are Hermitian matrix-
functions.
Now, we would like to define two classes of operators via their principal symbols.
Definition 1.0.2. We say that a formally self-adjoint first order differential operator L
is elliptic if
detLprin(x, p) ̸= 0, ∀(x, p) ∈ T ∗M \ {0}, (1.20)
and non-degenerate if
Lprin(x, p) ̸= 0, ∀(x, p) ∈ T ∗M \ {0}. (1.21)
The ellipticity condition (1.20) is a standard condition in the spectral theory of
differential operators, see, for example, [14]. Our non-degeneracy condition (1.21) is
less restrictive: the class of linear differential operators satisfying this condition includes
hyperbolic operators.
Remark 1.0.2. Ellipticity and the fact that dimension n is greater than or equal to
two imply that m is even. Indeed, let us fix an arbitrary point x ∈ M and consider
Lprin(x, p) as a function of momentum p ∈ T ∗xM . Since L is formally self-adjoint, the
matrix-function Lprin(x, p) is Hermitian, and, hence, detLprin(x, p) is real. For n ≥ 2
the set T ∗xM \ {0} is connected, so the ellipticity condition (1.20) implies that the
polynomial detLprin(x, p) preserves sign on T ∗xM \{0}. But our m×m matrix-function
Lprin(x, p) is linear in p, so detLprin(x,−p) = (−1)m detLprin(x, p), therefore the sign
of detLprin(x, p) can only be preserved if m is even. Of course, the case n = 1 is special
as in this case m, the number of half-densities in our system, can be odd. For instance,
a one dimensional Dirac operator on S1 is well defined.
In order to highlight the difference between the ellipticity condition (1.20) and the
non-degeneracy condition (1.21) we consider two special cases.
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Special case 1: n = 3, m = 2 and trLprin(x, p) = 0. In this case conditions (1.20)
and (1.21) are equivalent.
Special case 2: n = 4 and m = 2. In the proof of Lemma 2.2.1 we will show
that for each x ∈ M there exists a p ∈ T ∗xM \ {0} such that detLprin(x, p) = 0, so
it is impossible to satisfy the ellipticity condition (1.20). However, it is possible to
satisfy the non-degeneracy condition (1.21). In fact, we will derive in Lemma 2.1.1
the necessary and sufficient conditions for a manifold M to admit a non-degenerate
operator L.
There is a crucial mathematical operation on scalar matrix-functions on T ∗M , which
can be generalized further, namely, the Poisson bracket. We will use curly brackets
to denote the Poisson bracket on scalar matrix-functions, {P,R} := PxαRpα − PpαRxα .
Then it can be further generalised to the following:
{F,G,H} := FxαGHpα − FpαGHxα , (1.22)
where the subscripts xα and pα indicate partial derivatives and the repeated index α
indicates summation over α = 1, . . . , n.
Chapter 2
Analysis as a source of geometry
2.1 Introduction
In this chapter we will work on a manifold of dimension four. In the next chapter we
will examine what happens when the dimension is reduced to three. Recall also that
throughout the thesis we assume that our manifold does not have a boundary.
We start with the analysis of simplest non-trivial systems, namely, systems in which
the number of components of half-densities, m, is equal to two. In other words, in this
chapter we will be looking at 2× 2 formally self-adjoint first order linear differential
operators.
We will see that our analytic conditions, the non-degeneracy condition (1.21) and
the standard ellipticity condition (1.20), have far reaching geometric consequences.
Furthermore, we will give a definition of metrics associated with a PDE. More impor-
tantly, the new concept of covariant subprincipal symbol will be introduced, which
extends the usual concept of subprincipal symbol by making it covariant under a wider
group of transformations.
The motivation for analysing such a class of PDEs is twofold. The first motivating
factor is that this is an attempt at developing a relativistic field theory based on the
concepts from the analysis of partial differential equations as opposed to geometric
concepts. The long-term goal of the work presenting in this chapter is to recast quantum
electrodynamics in curved spacetime in such “non-geometric” terms. The potential
advantage of formulating a field theory in “analytic” terms is that there might be a
chance of describing the interaction of different physical fields in a more consistent,
and, hopefully, non-perturbative manner. The second motivating factor comes from
spectral analysis: this issue will be explored in the next chapter.
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Now, let M be a 4-manifold without boundary. It can be shown that not every
4-manifold admits a non-degenerate operator. Indeed, the following lemma establishes
the appropriate criterion.
Lemma 2.1.1. The manifold M admits a non-degenerate self-adjoint operator L if
and only if it is parallelizable.
Proof. Decomposing Lprin(x, p) with respect to the standard basis
s1 :=
0 1
1 0
 , s2 =
0 −i
i 0
 , s3 =
1 0
0 −1
 , s4 =
1 0
0 1
 (2.1)
in the real vector space of 2× 2 Hermitian matrices, we get
Lprin(x, p) = sjejα(x) pα , (2.2)
where the ej, j = 1, 2, 3, 4, are some real-valued vector fields. Here each vector ej(x)
has coordinate components ejα(x), α = 1, 2, 3, 4. Now, let η be the standard Minkowski
metric with signature (+,+,+,−), then we can define another basis for the real vector
space of 2× 2 Hermitian matrices by
sj := ηjksk . (2.3)
Hence, one can define the following:
Ej :=
1
2 tr(sjLprin(x, p)) = ej
α(x) pα . (2.4)
In such a way we obtain a linear map, with matrix coefficients ejα(x), from the vector
space {p = (p1, p2, p3, p4) : pj ∈ R} to the vector space {E = (E1, E2, E3, E4) : Ej ∈ R}.
Of course, the real vector space E is isomorphic to the real vector space of 2 × 2
Hermitian matrices, with the latter being expressed through the basis from formula
(2.1). Therefore (1.21) implies that the linear map ejα has only trivial kernel and,
hence, is bijective. In other words, formulae (2.2) and (2.4) allow us to rewrite the
non-degeneracy condition (1.21) as
det ejα(x) ̸= 0, ∀x ∈M. (2.5)
But condition (2.5) is the condition of linear independence of the vector fields ej .
2.1 Introduction | 9
Let L be a first order linear differential operator acting on 2-columns of complex-
valued half-densities over M . The standard invariant analytic way of describing this
operator is by means of its principal symbol Lprin(x, p) and subprincipal symbol Lsub(x),
see previous chapter.
Further on we assume that our differential operator L is formally self-adjoint and
satisfies the non-degeneracy condition (1.21).
We now take an arbitrary smooth matrix-function
Q :M → GL(2,C) (2.6)
and consider the transformation of our differential operator
L 7→ Q∗LQ. (2.7)
The motivation for looking at such transformations is as follows. Let us write down
the action (variational functional) associated with our operator,
∫
M v
∗(Lv) dx , and let
us perform an invertible linear transformation
v 7→ Qv
in the vector space V := {v :M → C2} of 2-columns of complex-valued half-densities.
Then the action transforms as∫
M
v∗(Lv) dx 7→
∫
M
v∗(Q∗LQv) dx .
We see that the transformation (2.7) of our differential operator describes the transfor-
mation of the integrand in the formula for the action. We choose to interpret (2.7) as
a gauge transformation.
The transformation (2.7) of the differential operator L induces the following trans-
formations of its principal and subprincipal symbols:
Lprin 7→ Q∗LprinQ, (2.8)
Lsub 7→ Q∗LsubQ+ i2 (Q
∗
xα(Lprin)pαQ−Q∗(Lprin)pαQxα) , (2.9)
where the subscripts indicate partial derivatives. Here we made use of formula (9.3)
from [14].
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Comparing formulae (2.8) and (2.9) we see that, unlike the principal symbol, the
subprincipal symbol does not transform in a covariant fashion due to the appearance of
terms with the gradient of the matrix-function Q(x). In order to identify the sources
of this non-covariance we observe that any matrix-function (2.6) can be written as
a product of three terms: a complex matrix-function of determinant one, a positive
scalar function and a complex scalar function of modulus one. Hence, we examine the
three gauge-theoretic actions separately.
Take an arbitrary scalar function
ψ :M → R (2.10)
and consider the transformation of our differential operator
L 7→ eψLeψ. (2.11)
The transformation (2.11) is a special case of the transformation (2.7) with Q = eψI,
where I is the 2× 2 identity matrix. Substituting this Q into formula (2.9), we get
Lsub 7→ e2ψLsub, (2.12)
so the subprincipal symbol transforms in a covariant fashion.
Now take an arbitrary scalar function
φ :M → R (2.13)
and consider the transformation of our differential operator
L 7→ e−iφLeiφ. (2.14)
The transformation (2.14) is a special case of the transformation (2.7) with Q = eiφI.
Substituting this Q into formula (2.9), we get
Lsub(x) 7→ Lsub(x) + Lprin(x, (gradφ)(x)), (2.15)
so the subprincipal symbol does not transform in a covariant fashion. We do not take
any action with regards to the non-covariance of (2.15).
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Finally, take an arbitrary matrix-function
R :M → SL(2,C) (2.16)
and consider the transformation of our differential operator
L 7→ R∗LR. (2.17)
Of course, the transformation (2.17) is a special case of the transformation (2.7): we
are looking at the case when detQ(x) = 1. It turns out that it is possible to overcome
the resulting non-covariance in (2.9) by introducing the covariant subprincipal symbol
Lcsub(x) in accordance with formula
Lcsub := Lsub − f(Lprin), (2.18)
where f is a function (more precisely, a nonlinear differential operator) mapping a
2 × 2 non-degenerate Hermitian principal symbol Lprin(x, p) to a 2 × 2 Hermitian
matrix-function (f(Lprin))(x). The function f is chosen from the condition so that the
transformation (2.17) of the differential operator induces the transformation
Lcsub 7→ R∗LcsubR (2.19)
of its covariant subprincipal symbol and the condition
f(e2ψLprin) = e2ψf(Lprin), (2.20)
where ψ is an arbitrary scalar function (2.10).
The existence of a function f satisfying conditions (2.19) and (2.20) is a nontrivial
fact, a feature specific to a system of two equations in dimension four. The explicit
formula for the function f is formula (2.47).
Let us summarise the results of our gauge-theoretic analysis.
• Our first order differential operator L is completely determined by its principal
symbol Lprin(x, p) and covariant subprincipal symbol Lcsub(x).
• The transformation (2.7) of the differential operator induces the transformation
2.8 of its principal symbol.
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• Transformations (2.11), (2.14) and (2.17) of the differential operator induce
transformations
Lcsub 7→ e2ψLcsub , (2.21)
Lcsub(x) 7→ Lcsub(x) + Lprin(x, (gradφ)(x)) (2.22)
and (2.19) of its covariant subprincipal symbol.
We use the notation
L = Op(Lprin, Lcsub) (2.23)
to express the fact that our operator is completely determined by its principal symbol
and covariant subprincipal symbol. The differential operator L can be written down
explicitly, in local coordinates, via the principal symbol Lprin and covariant subprincipal
symbol Lcsub in accordance with the following formula
L = − i2
(
[(Lprin)pα(x)]
∂
∂xα
+ ∂
∂xα
[(Lprin)pα(x)]
)
− i16
(
gαβ{Lprin, adjLprin, Lprin}pαpβ
)
(x) + Lcsub(x).
See the paragraph above formula (2.64) for details. Indeed, formula (2.23) is shorthand
the above expression. We call (2.23) the covariant representation of the differential
operator L.
Recall now a definition from elementary linear algebra. The adjugate of a 2 × 2
matrix is defined as
P =
a b
c d
 7→
 d −b
−c a
 =: adjP. (2.24)
Using the covariant representation (2.23) and matrix adjugation (2.24) we can
define the adjugate of the differential operator L as
AdjL := Op(adjLprin, adjLcsub). (2.25)
Remark 2.1.1. Note that in the case when the principal symbol does not depend on the
position variable x (this corresponds to Minkowski spacetime, which is the case most
important for applications) the definition of the adjugate differential operator simplifies.
In this case the subprincipal symbol coincides with the covariant subprincipal symbol
and one can treat the differential operator L as if it were a matrix: formula (2.25)
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becomes
L =
L11 L12
L21 L22
 7→
 L22 −L12
−L21 L11
 = AdjL. (2.26)
Observe now that out of the 2 × 2 operator L we can further construct a 4 × 4
operator, denoted by D. In fact, we shall call the operator D the massive Dirac
operator as this is the usual massive Dirac operator defined in an analytic (as opposed
to the geometric) way. A detailed exposition will be provided in Chapter 4. To be
more precise, we can define the operator D as the following differential operator
D :=
 L me I
me I AdjL
 (2.27)
acting on 4-columns v of complex-valued half-densities. Here I is the 2× 2 identity
matrix and the constant me is the electron mass. We claim that the system of four
scalar equations
Dv = 0 (2.28)
is equivalent to the massive Dirac equation in its traditional geometric formulation.
Before proving the above claim in Chapter 4, let us first see that what kind of
geometric information we can extract from formula (2.27). Indeed, one can easily see
that the examination of formula (2.27) raises the following questions.
• Where is the Lorentzian metric?
• Why do not we encounter topological obstructions?
• Where are the Pauli matrices?
• Where are the spinors?
• Where are the connection coefficients for spinor fields?
• Where is the electromagnetic covector potential?
• Where is Lorentz invariance?
These questions will be answered in Sections 2.2–2.8. In Section 4.6 we will collect
together all the formulae from Sections 2.2–2.8 and show, by direct substitution, that
our equation (2.28) is indeed the massive Dirac equation (4.39). This fact will be
presented in the form of Theorem 4.6.1, one of the main results in Chapter 4.
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2.2 Lorentzian metric
Observe that the determinant of the principal symbol is a quadratic form in the dual
variable (momentum) p :
detLprin(x, p) = −gαβ(x) pαpβ . (2.29)
We interpret the real coefficients gαβ(x) = gβα(x), α, β = 1, 2, 3, 4, appearing in formula
(2.29) as components of a (contravariant) metric tensor.
Lemma 2.2.1. Our metric is Lorentzian, i.e. it has three positive eigenvalues and one
negative eigenvalue.
Proof. Decomposing Lprin(x, p) with respect to the standard basis (2.1) as in equation
(2.2):
Lprin(x, p) = sjejα(x) pα .
The quartet of real-valued vector fields ej, j = 1, 2, 3, 4, is called the frame. Note that
Lemma 2.1.1 ensures that the vector fields ej are linearly independent at every point
of our manifold M .
Substituting (2.1) into (2.2), we get
Lprin(x, p) = sjejα(x) pα =
 e4αpα + e3αpα e1αpα − ie2αpα
e1
αpα + ie2αpα e4αpα − e3αpα
 . (2.30)
Calculating the determinant of (2.30) and substituting the result into the LHS of
(2.29), we get gαβ pαpβ = (e1αpα)2 + (e2αpα)2 + (e3αpα)2 − (e4αpα)2
The proof of Lemma 2.2.1 warrants the following remark. We will not encounter
topological obstructions when we construct the Dirac operator via our analytic approach
(see Chapter 4), as condition (1.21) implies that our manifold is parallelizable.
It is also easy to see that our frame defined in accordance with formula (2.30) is
orthonormal with respect to the metric (2.29):
gαβ ej
αek
β =

0 if j ̸= k,
1 if j = k ̸= 4,
−1 if j = k = 4.
(2.31)
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2.3 Geometric meaning of our transformations
In Section 2.1 we defined four transformations of a formally self-adjoint 2 × 2 first
order linear differential operator:
• conjugation (2.11) by a positive scalar function,
• conjugation (2.14) by a complex scalar function of modulus one,
• conjugation (2.17) by an SL(2,C)-valued matrix-function and
• adjugation (2.25).
In this section we establish the geometric meaning of the transformations (2.11), (2.17)
and (2.25). We do this by looking at the resulting transformations of the principal
symbol.
We choose to examine the three transformations listed above in reverse order: first
(2.25), then (2.17) and, finally, (2.11).
We know that Lprin can be written in terms of the standard basis (2.1) and frame
ej as (2.30)). Similarly, adjLprin can be written as
adjLprin(x, p) = sj e˜jα(x) pα =
 e˜4αpα + e˜3αpα e˜1αpα − ie˜2αpα
e˜1
αpα + ie˜2αpα e˜4αpα − e˜3αpα
 , (2.32)
where e˜j is another frame. Examination of formulae (2.24), (2.30) and (2.32) shows
that the two frames, ej and e˜j, differ by spatial inversion:
ej 7→ −ej, j = 1, 2, 3, e4 7→ e4. (2.33)
The transformation (2.17) of the differential operator induces the following trans-
formation of its principal symbol:
Lprin 7→ R∗LprinR. (2.34)
If we recast the transformation (2.34) in terms of the frame ej (see formula (2.30)), we
will see that we are looking at a linear transformation of the frame,
ej 7→ Λjkek , (2.35)
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with some real-valued coefficients Λjk(x). The transformation of the principal symbol
(2.34) preserves the Lorentzian metric (2.29), so the linear transformation of the frame
(2.35) is a Lorentz transformation.
Of course, the transformation (2.33) is also a Lorentz transformation and it can
be written in the form (2.35) with (Λjk) = Diagonal(−1,−1,−1,+1). The difference
between the two Lorentz transformations is that in the case of adjugation (2.25) we
get detΛjk = −1, whereas in the case of conjugation (2.17) by an SL(2,C)-valued
matrix-function we get detΛjk = +1.
Finally, let us establish the geometric meaning of conjugation (2.11) by a positive
scalar function. The transformation (2.11) of the differential operator induces the
following transformation of its principal symbol:
Lprin 7→ e2ψLprin. (2.36)
Comparing formulae (2.29) and (2.36) we see that we are looking at a conformal scaling
of the metric,
gαβ 7→ e4ψgαβ. (2.37)
Remark 2.3.1. We did not examine in this section the geometric meaning of the
transformation (2.14). We did not do it because this transformation does not affect
the principal symbol: one has to look at the subprincipal symbol to understand the
geometric meaning of the transformation (2.14). We will do this later, in Section 2.6:
see formula (2.82).
2.4 Pauli matrices
Definition 2.4.1. We say that the 2× 2 Hermitian matrix-functions σα(x) are Pauli
matrices if these matrix-functions satisfy the identity
σασ˜β + σβσ˜α = −2Igαβ, (2.38)
where I is the 2× 2 identity matrix and the tilde indicates matrix adjugation.
Remark 2.4.1. The identity (2.38) is, of course, equivalent to
σ˜ασβ + σ˜βσα = −2Igαβ. (2.39)
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The principal symbol Lprin(x, p) of our operator L is linear in the dual variable p,
so it can be written as
Lprin(x, p) = σα(x) pα . (2.40)
The four matrix-functions σα(x), α = 1, 2, 3, 4, appearing in (2.40) are, by definition,
our Pauli matrices associated with the operator L.
The adjugate of the principal symbol can be written as
adjLprin(x, p) = σ˜α(x) pα . (2.41)
The matrices σ˜α(x), α = 1, 2, 3, 4, appearing in formula (2.41) are the adjugates of
those from (2.40)
We have
[Lprin(x, p)][adjLprin(x, p)]=[adjLprin(x, p)][Lprin(x, p)]=−Igαβpαpβ, (2.42)
where I is the 2× 2 identity matrix and gαβ is the metric from formula (2.29). Formula
(2.42) implies
[Lprin(x, p)][adjLprin(x, q)] + [Lprin(x, q)][adjLprin(x, p)] = −2Igαβpαqβ ,
[adjLprin(x, p)][Lprin(x, q)] + [adjLprin(x, q)][Lprin(x, p)] = −2Igαβpαqβ .
Substituting (2.40) and (2.41) into the above formulae we arrive at (2.38) and (2.39).
This means that our matrices σα(x) defined in accordance with formula (2.40) satisfy
the abstract definition of Pauli matrices, Definition 2.4.1.
2.4.1 Additional properties of Pauli matrices
Lemma 2.4.1. If P is a 2× 2 matrix then
σαPσ˜
α = −2(trP )I, (2.43)
σαPσ
α = 2adjP. (2.44)
Proof. Formulae (2.30), (2.32), (2.40) and (2.41) imply
σα = sjejα, σ˜α = sj e˜jα, (2.45)
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where the matrices sj are defined in accordance with (2.1). Substituting (2.45) into
(2.43) and (2.44) and using the identities (2.31) and (2.33), we get
σαPσ˜
α = −s1Ps1 − s2Ps2 − s3Ps3 − s4Ps4,
σαPσ
α = s1Ps1 + s2Ps2 + s3Ps3 − s4Ps4.
The rest is a straightforward calculation.
Note that an alternative way of proving formula (2.43) is by means of formula
(1.2.27) from [11].
2.5 Covariant subprincipal symbol
Recall that we defined the covariant subprincipal symbol Lcsub(x) in accordance with
formula (2.18). We need now to determine the function f appearing in this formula.
Let R(x) be as in (2.16). Formulae (2.9) and (2.18) imply that the transformation
(2.17) of the differential operator induces the following transformation of the matrix-
function Lcsub(x):
Lcsub 7→ R∗(Lcsub + f(Lprin))R− f(R∗LprinR)
+ i2 (R
∗
xα(Lprin)pαR−R∗(Lprin)pαRxα) .
Comparing with (2.19) we see that our function f has to satisfy the condition
f(R∗LprinR) = R∗f(Lprin)R +
i
2 (R
∗
xα(Lprin)pαR−R∗(Lprin)pαRxα) (2.46)
for any non-degenerate 2× 2 Hermitian principal symbol Lprin(x, p) and any matrix-
function (2.16). Thus, we are looking for a function f satisfying conditions (2.20) and
(2.46).
Put
f(Lprin) := − i16 gαβ{Lprin, adjLprin, Lprin}pαpβ , (2.47)
where subscripts pα, pβ indicate partial derivatives and {F,G,H} is the generalised
Poisson bracket on matrix-functions defined in (1.22). Note that the matrix-function
in the RHS of formula (2.47) is Hermitian.
Lemma 2.5.1. The function (2.47) satisfies conditions (2.20) and (2.46).
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Proof. Substituting (2.36) into (2.47) we see that the terms with the gradient of the
function ψ(x) cancel out, which gives us (2.20).
To show that the function (2.47) satisfies the condition (2.46), we first note that
formulae (1.22), (2.40) and (2.41) give us
1
2 gαβ{Lprin, adjLprin, Lprin}pαpβ = (σ
α)xγ σ˜ασγ − σγσ˜α(σα)xγ . (2.48)
Note also that if we transform Pauli matrices σα as
σα 7→ R∗σαR, (2.49)
where R(x) is as in (2.16), then the adjugate Pauli matrices σ˜α transform as
σ˜α 7→ R−1σ˜α(R−1)∗, (2.50)
see formula (2.83).
Substituting formulae (2.47), (2.40) and (2.48)–(2.50) into (2.46) we rewrite the
latter as Q+Q∗ = 0, where
Q := − i8
[
R∗σαRxγR−1σ˜ασγR−R∗σγσ˜ασαRxγ
]
+ i2R
∗σαRxα . (2.51)
Hence, in order to prove (2.46) it is sufficient to prove
Q = 0. (2.52)
Formula (2.39) implies that σ˜ασα = −4I, so formula (2.51) becomes
Q = − i8R
∗σαRxγR−1σ˜ασγR. (2.53)
The matrix-functions RxγR−1 are trace-free, so, by formula (2.43),
σαRxγR
−1σ˜α = 0. (2.54)
Formulae (2.53) and (2.54) imply (2.52).
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It is interesting that the generalised Poisson bracket on matrix-functions (1.22) was
initially introduced for the purpose of abstract spectral analysis, see formula (1.17)
in [14]. It has now come handy in formula (2.47).
We will see later, in Section 4.6, that the RHS of (2.47) is just a way of writing the
usual, Levi-Civita, connection coefficients for spinor fields. More precisely, the RHS of
(2.47) does not give each spinor connection coefficient separately, it rather gives their
sum, the way they appear in the Dirac operator.
Remark 2.5.1. The function f is not a function in the usual sense, it is actually a
nonlinear differential operator mapping a 2× 2 non-degenerate Hermitian principal
symbol Lprin(x, p) to a 2× 2 Hermitian matrix-function (f(Lprin))(x). Moreover, the
function (2.47) is not a unique solution of the system of equations (2.20) and (2.46):
one can always add Lprin(x,B(x)), where B is an arbitrary prescribed real-valued
covector field with components Bα(x), α = 1, 2, 3, 4. Thus we arrive at the following
proposition.
Proposition 2.5.1. The function defined in (2.47) satisfying conditions (2.20) and (2.46)
is unique up to the transformation f(Lprin) 7→ f(Lprin) + Lprin(x,B(x)), for some
covector field B on M .
Proof. Let f1 and f2 both satisfy conditions (2.20) and (2.46) . Then their difference,
denoted by f˜ = f1 − f2, satisfies the following identity:
f˜(R∗LprinR) = R∗f˜(Lprin)R . (2.55)
Therefore, we only need to prove that the only solution to equations (2.20) and (2.55)
is of the type f˜(Lprin) = Lprin(x,B(x)), for some covector B on T ∗M .
Now, note that if we choose a frame, say eˆjα(x), then we can define the following
objects:
Lˆprin(x, p) := sj eˆjα(x) pα (2.56)
and
f˜
(
Lˆprin(x, p)
)
:= sj eˆj(x) . (2.57)
In particular, there exists a covector, B on T ∗M , such that
eˆj
α(x)Bα(x) = eˆj(B)(x) = eˆj(x) . (2.58)
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Now, in view of equation (2.2), for every 2 × 2 non-degenerate Hermitian principal
symbol Lprin(x, p), there exists a unique section Λ ∈ C∞(M,SO(3, 1)) such that
Lprin(x, p) = sjΛjk(x)eˆkα(x) pα . (2.59)
Using Robert P. Geroch’s work on the existence of spin structures on a 4-dimensional
space-time [25] and Lemma 2.1.1, we conclude that for every continuous section
Λ ∈ C∞(M,SO(3, 1)), there exists a continuous section RΛ ∈ C∞(M,SL(2;C)) such
that
Lprin(x, p) = R∗Λ(x)Lˆprin(x, p)RΛ(x) . (2.60)
Using equations (2.59) and (2.60), we have
f˜(Lprin) = f˜
(
sjΛjk(x)eˆkα(x) pα
)
= f˜
(
R∗ΛLˆprinRΛ
)
. (2.61)
On the other hand, applying equation (2.55), we also have
f˜
(
R∗ΛLˆprinRΛ
)
= R∗Λf˜(Lˆprin)RΛ . (2.62)
Moreover, contracting (2.59) and (2.60) with the covector B found in (2.58), we thereby
arrive at
R∗Λf˜(Lˆprin)RΛ = sjΛjk(x)eˆk = Lprin(x,B(x)) . (2.63)
Therefore, equations (2.61)–(2.63) yield the desired result.
Remark 2.5.2. Proposition 2.5.1 implies that the function (2.47) is singled out amongst
all solutions of the system of equations (2.20) and (2.46) by the property that it does
not depend on any prescribed external fields.
For the sake of clarity, we write down the differential operator L explicitly, in local
coordinates, it terms of its principal symbol Lprin and covariant subprincipal symbol
Lcsub. Combining formulae (1.19), (2.18) and (2.47), we get
L = − i2
(
[(Lprin)pα(x)]
∂
∂xα
+ ∂
∂xα
[(Lprin)pα(x)]
)
− i16
(
gαβ{Lprin, adjLprin, Lprin}pαpβ
)
(x) + Lcsub(x). (2.64)
Here the covariant symmetric tensor gαβ(x) is the inverse of the contravariant symmetric
tensor gαβ(x) defined by formula (2.29), { · , · , · } is the generalised Poisson bracket on
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matrix-functions defined by formula (1.22) and adj is the operator of matrix adjugation
(2.24). See also Remark 1.0.1 which explains how to read formula (2.64) correctly.
2.5.1 The correction function f and axial torsion
We would like to examine the quantity f(Lprin) in this subsection. Before doing this,
let us first introduce a geometric object that can be constructed out from the quartet
of real-valued vector fields ej , j = 1, 2, 3, 4 (presented in equation (2.2)). We will follow
the conventions used in the paper [15], adapting them to the 4-dimensional Lorentzian
setting.
Definition 2.5.1 (The teleparallel connection). For a given frame ej on a parallelizable
manifold M there exists a metric compatible affine connection induced by the frame,
which is called the teleparallel connection associated with the frame ej. Its connection
coefficients are given by
Γαβγ = ejα
∂
∂xβ
ejγ (2.65)
in local coordinates. By ∇T we denote the corresponding covariant derivative on TM .
Remark 2.5.3. • The teleparallel connection is defined via satisfying the conditions
∇Tej = 0 .
• Although the teleparallel connection has zero curvature, it has, in general, non-
trivial torsion. Its torsion is given in local coordinates by the formula
Tαβγ = Γαβγ − Γαγβ . (2.66)
Definition 2.5.2 (Axial torsion). The axial torsion of {ej}4j=1 is the totally antisymmetric
part of Tαβγ.
Definition 2.5.3 (Hodge dual). For a Lorentzian 4-manifoldM with a metric gµν , there is
a standard (differential) volume form onM , namely ω =
√
| det gµν |dx1∧dx2∧dx3∧dx4
in local coordinates. The Hodge dual of a degree r differential form, R, is defined as
(∗ωR)µr+1...µ4 :=
1
r!
√
| det gµν |Rµ1...µrεµ1...µ4 , (2.67)
where εµ1...µ4 is the totally antisymmetric quantity with ε1234 = 1.
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Remark 2.5.4. The subscript ω in the star symbol, ∗ω, is to indicate the dependence of
the Hodge dual on the volume form ω. When the volume form is the standard volume
form as shown in Definition 2.5.3, we will omit the subscript ω.
Proposition 2.5.2. The correction function f(Lprin) and axial torsion are related as
follows:
f(Lprin) =
3
4(c ∗ T
ax)ασα , (2.68)
where ∗ is the Hodge dual associated with the metric gµν defined in formula (2.29) and
c := sgn(det(eiα)), with the frame ej given by formula (2.2).
Proof. Let the indices {m,n, p, q} run through {1, 2, 3, 4} and the indices {i, j, k, l}
run through {1, 2, 3}. Define sm and sn as in formulae (2.1) and (2.3). Then we have
smsn =
4∑
p=1
[
(δm4ηnp + ηmpδn4 − δm4δn4ηp4)
+(1− δm4 − δn4 + δm4δn4)
(
i(1− δp4)εmnp + δmnηp4
)]
sp , (2.69)
where (δmn) = (δmn) = (δmn) = Diagonal(1, 1, 1, 1) is the 4 × 4 identity matrix and
(ηmn) = (ηmn) = Diagonal(1, 1, 1,−1). Note that the transformation (2.33) gives the
relation between ej and e˜j. Therefore, together with equation (2.69), we obtain
σ˜ασβ = smsne˜mαenβ = (e4αeiβ − eiαe4β)si + e4αe4βs4 − (iεijksk + δijs4)eiαejβ .
After some calculations (see Appendix A.1), we arrive at
σασ˜βσγ =
(
e4
αe4
βem
γsm − e4αemβsme4γ − δijemαsmeiβejγ
+ δijeiαemβsmejγ − δijeiαejβemγsm + eαmsme4βeγ4
)
+ iεijk
(
ei
αej
βek
γs4 − e4αeiβejγsk + eiαe4βejγsk − eiαejβe4γsk
)
, (2.70)
which further implies (see Appendix A.1)
(σα)xγ σ˜ασγ − σγσ˜α(σα)xγ
= 2iεijk
(
(eiα)xγejαekγs4 − (e4α)xγeiαejγsk + (eiα)xγe4αejγsk − (eiα)xγejαe4γsk
)
.
(2.71)
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In order to write equation (2.71) in an elegant way, we introduce the exterior algebra
associated with the vector space of Hermitian matrices V = Span{s1, s2, s3, s4} =
Span{s1, s2, s3, s4}. Also, we equip our vector space with an inner product (·, ·)V
defined as
(sm, sn)V := ηmn .
Now, we have the algebraic volume form ωV on the vector space V defined as
ωV = s1 ∧ s2 ∧ s3 ∧ s4 = −s1 ∧ s2 ∧ s3 ∧ s4 . (2.72)
Observe that for a given frame emα(x) on M we also have another basis for V , namely
{σα(x) = emα(x)sm;α = 1, 2, 3, 4} = {σ1(x), σ2(x), σ3(x), σ4(x)}. Moreover, the
algebraic volume form (2.72) and the new algebraic form are related by
σ1 ∧ σ2 ∧ σ3 ∧ σ4 = ei11si1 ∧ ei22si2 ∧ ei33si3 ∧ ei44si4 = − det(eiα)ωV , (2.73)
where we omit the dependence on x. Now, let c = sgn(det(eiα)) and gρλ as given in
formula (2.31). Then we define a differential volume form on M as
ω−c := − 1det(eiα)σ
1 ∧ σ2 ∧ σ3 ∧ σ4 = −c
√
| det(gρλ)|σ1 ∧ σ2 ∧ σ3 ∧ σ4 . (2.74)
In fact, the differential volume form (2.74) is the same as viewing the quantity (2.72)
as a differential volume form on M . Furthermore, if we identify the exterior algebra
generated by {σα}4α=1 with the one generated by {dxα}4α=1, then we have
ω−c = −cω . (2.75)
Hence, equation (2.71) becomes
(σα)xγ σ˜ασγ − σγσ˜α(σα)xγ = 2i
(
∗ω−c [(emα)xγsm ∧ enαsn ∧ epγsp], σλ
)
V
σλ
= 2i
(
∗ω−c [(emρ)xγemα gρβ σα ∧ σβ ∧ σγ], σλ
)
V
σλ . (2.76)
Now, observe that
g(∇Tepem, en) = g
(
[epγ(emα)xγ + epλemρΓαλρ]
∂
∂xα
, en
β ∂
∂xβ
)
= (emα)xγenαepγ + emρenβepλgαβΓαλρ . (2.77)
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Multiplying both sides of above equation (2.77) by sm ∧ sn ∧ sp and sum over all
repeated indices, one obtains (see Appendix A.1)
g(∇Tepem, en)sm∧sn∧sp = (emρ)xγemα gρβ σα∧σβ∧σγ+3×
1
3!T
ax
αβγσ
α∧σβ∧σγ . (2.78)
Since ∇Tepem = 0, we have, from equations (2.75)–(2.78),
6i(c ∗ T ax)ασα = (σα)xγ σ˜ασγ − σγσ˜α(σα)xγ . (2.79)
Formulae (2.47), (2.48) and (2.79) yield the required result.
2.6 Electromagnetic covector potential
The non-degeneracy condition (1.21) implies that for each x ∈ M the matrices
(Lprin)pα(x), α = 1, 2, 3, 4, form a basis in the real vector space of 2 × 2 Hermi-
tian matrices. Here and throughout this section the subscript pα indicates partial
differentiation.
Decomposing the covariant subprincipal symbol Lcsub(x) with respect to this basis,
we get
Lcsub(x) = (Lprin)pα(x)Aα(x) (2.80)
with some real coefficients Aα(x), α = 1, 2, 3, 4.
Formula (2.80) can be rewritten in more compact form as
Lcsub(x) = Lprin(x,A(x)), (2.81)
where A is a covector field with components Aα(x), α = 1, 2, 3, 4. Formula (2.81) tells
us that the covariant subprincipal symbol Lcsub is equivalent to a real-valued covector
field A, the electromagnetic covector potential.
It is easy to see that our electromagnetic covector potential A is invariant under
Lorentz transformations (2.17) and conformal scalings of the metric (2.11), whereas
formulae (2.22) and (2.81) imply that the transformation (2.14) of the differential
operator induces the transformation
A 7→ A+ gradφ. (2.82)
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2.7 Properties of the adjugate operator
In this section we list gauge-theoretic properties of operator adjugation (2.25).
Matrix adjugation (2.24) has the property
adj(R∗PR) = R−1(adjP )(R−1)∗ (2.83)
for any matrix R ∈ SL(2,C). It is easy to see that operator adjugation (2.25) has a
property similar to (2.83):
Adj(R∗LR) = R−1(AdjL)(R−1)∗ (2.84)
for any matrix-function (2.16).
It is also easy to see that operator adjugation (2.25) commutes with the transfor-
mations (2.11) and (2.14):
Adj(eψLeψ) = eψ(AdjL)eψ, Adj(e−iφLeiφ) = e−iφ(AdjL)eiφ.
Finally, let us observe that the map (2.47) anticommutes with matrix adjugation
(2.24),
adj f(Lprin) = −f(adjLprin).
This implies that the full symbol of the operator AdjL is not necessarily the matrix
adjugate of the full symbol of the operator L.
In the special case when the principal symbol does not depend on the position
variable x we get f(Lprin) = f(adjLprin) = 0, so in this case the full symbol of the
operator AdjL is the matrix adjugate of the full symbol of the operator L. The
definition of the adjugate operator then simplifies and becomes (2.26).
2.8 Lorentz invariance of the operator (2.27)
In this section we show that our Dirac operator (2.27) is Lorentz invariant. Recall that
this operator acts on 4-columns of complex-valued half-densities.
Let R(x) be as in (2.16). Define the 4× 4 matrix-function
S :=
R 0
0 (R−1)∗
 .
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Then
S∗DS =
R∗LR me I
me I R
−1(AdjL)(R−1)∗
 . (2.85)
The operator identity (2.84) tells us that the diagonal terms in (2.85) are adjugates of
each other, so formula (2.85) can be rewritten as
S∗DS =
R∗LR me I
me I Adj(R∗LR)
 . (2.86)
We see that the operator (2.86) has the same structure as (2.27), which proves Lorentz
invariance.
Chapter 3
Spectral asymptotics for first order
systems
The work of this chapter is inspired by the famous Weyl type asymptotic formulae. The
first one of this type was given by Hermann Weyl in 1911 for the counting function of
the Laplace operator with Dirichlet boundary condition on a bounded domain Ω ⊂ Rn.
This formula reads
N(λ) =
[
Vol(Bn)
(2π)n × Vol(Ω)
]
λ
n
2 + o(λn2 ) , as λ→ +∞. (3.1)
Here Bn is the unit ball in Rn. Later on, Weyl conjectured that the remainder
estimate can be improved. Since the conjecture was made, a number of distinguished
mathematicians had and have been working on it, including Richard Courant, Lars
Gårding, T. Carleman, V. G. Avakumovič, Boris Levitan, Lars Hörmander, Robert
T. Seeley, Hans Duistermaat, Victor Guillemin, Richard B. Melrose and Victor Ivrii.
In particular, Lars Gårding generalized Weyl’s law for elliptic systems with constant
coefficients. Later on, Avakumovič and Levitan independently proved a sharp remainder
term estimate, O(λn−12 ), for the counting function of the Laplace–Beltrami operator
on a closed Riemannian manifold. In the same period, inspired by Levitan’s and
Seeley’s works, Hörmander obtained a sharp remainder term estimate for a general
scalar elliptic pseudo-differential operator on a closed manifold.
Weyl also conjectured that the basic asymptotic formula for N(λ) can be improved
by singling out a second asymptotic term. Namely, for the Laplacian in a domain in
Ω ⊂ Rn he conjectured that this second asymptotic term should be proportional to
λ
n−1
2 and the (n− 1)-dimensional measure of the smooth boundary ∂Ω. This became
known as Weyl’s conjecture. In 1980 Victor Ivrii proved [31] Weyl’s conjecture for the
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Laplace–Beltrami operator acting on a Riemannian manifold with smooth boundary,
under the assumption that the starting points of periodic geodesic billiard trajectories
have measure zero on T ∗M . Ivrii also conjectured that the above geometric assumption
is always fulfilled for the Laplace operator in a domain Ω ⊂ Rn, but this has not been
proven to date.
In 1983–1984 D. Vassiliev established [49, 50] a two-term asymptotic formula for
the counting function of a general even order self-adjoint scalar elliptic differential
operator acting on a compact manifold with smooth boundary. A detailed exposition
of this result was later provided in [45].
In 1989, Yu. Safarov performed a comprehensive analysis [44] of “non-classical”
two-term asymptotic formulae for the counting function, i.e. asymptotic formulae
which are not purely polynomial. Such situations occur when there are many periodic
trajectories (measure of their starting points is nonzero),
In 2013 [14], O. Chervova, R. J. Downes and D. Vassiliev derived a two-term
asymptotic formula for first order elliptic systems on closed manifolds, with the second
asymptotic coefficient written out explicitly. Note that the formula for the second Weyl
coefficient of a system is fundamentally different from the well-known scalar formula of
Duistermaat and Guillemin [19].
In this chapter we will give a brief review of a typical methodology used in some
proofs of Weyl-type asymptotic formulae, which is known as the hyperbolic equation
method and was first introduced by Boris Levitan.
3.1 The hyperbolic equation method for the local
counting function
In this section we give an overview of the hyperbolic equation method, which is
also known as the wave equation method. Following Levitan [39], Seeley [46] and
Hörmander [30],we start our analysis with the local counting function. We will be
using Levitan’s hyperbolic equation method which is the only physically meaningful
way of introducing a time coordinate when dealing with an operator which is not
semi-bounded.
Let L be an m×m matrix first order self-adjoint elliptic pseudo-differential operator
acting on half-densities over a closed manifold. It is known that L has a discrete
spectrum but this spectrum is not necessarily semi-bounded. Let λk and vk(x) =
(vk1(x) · · · vkm(x))T be the eigenvalues and orthonormal (in the sense of the inner
product (1.1)) eigenfunctions of the operator. The particular choice of enumeration of
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these eigenvalues (with account of multiplicities) is irrelevant. Consider the expression
∥vk(x)∥, the Euclidean norm of the m-column vk evaluated at the point x ∈ M . Of
course, ∥vk(x)∥2 is a real-valued density. Hence, we can define the positive local
counting function (which is sometimes called the positive spectral function) as
N+(L;x, λ) :=
∑
λk(L)>0
∥vk(x)∥2H(λ− λk(L)) , (3.2)
where H(λ) is the Heaviside step function with H(0) = 0. Integration of formula (3.2)
yields the usual (global) positive counting function:
N+(L;λ) :=
∫
M
N+(L;x, λ) dx =
∑
0<λk<λ
1 . (3.3)
Let us now define the local negative counting function N−(L;x, λ) and the global
negative counting function N−(L;λ). Following [33, 5], we define them as
N−(L;x, λ) :=
∑
λk(L)<0
∥vk(x)∥2H(λ+ λk(L)) (3.4)
and
N−(L;λ) :=
∫
M
N−(L;x, λ) dx . (3.5)
In fact, it is enough to derive an asymptotic formula for the positive counting function
(3.3), as we can describe the negative one by the following relationship.
N−(L;λ) = N+(−L;λ) . (3.6)
Therefore, from now on, we will drop the dependence on L, since we are only focusing
on calculations associated with L rather than with −L. Thus
N±(x, λ) = N±(L;x, λ) and N±(λ) = N±(L;λ) . (3.7)
It is known that the positive local counting function can be recovered from a more
general mathematical object known as the (wave) propagator associated with operator
L. The propagator (see Subsection 3.1.1 for details) is the one-parameter family of
unitary operators
U(t) := e−itL =
∑
k
e−itλk vk(x)
∫
M
[vk(y)]∗( · ) dy , (3.8)
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where t ∈ R is the time variable. Its integral kernel is
u(x, t, y) :=
∑
k
e−itλk vk(x) [vk(y)]∗ . (3.9)
By taking the (matrix) trace of the integral kernel, evaluating it at y = x and then
applying the inverse Fourier transform1 from t to λ, we get
F−1t→λ [tr (u (x, t, x))] =
∑
k
∥vk(x)∥2δ(λ− λk) , (3.10)
where tr stands for the matrix trace. Combing the above formula with the definitions
of local counting functions, one can easily obtain
F−1t→λ [tr (u (x, t, x))] = N ′+(x, λ) +N ′−(x,−λ) +
∑
λk=0
∥vk(x)∥2δ(λ) , (3.11)
where the N ′±(x, λ) are the (distributional) derivatives of the functions N±(x, λ) with
respect to λ. Now, let ϵ to be a positive number which is strictly less than the first
positive eigenvalue. Then integrating from ϵ to some positive λ, we get, from equations
(3.2), (3.4), (3.7) and (3.10), the following:
∫ λ
ϵ
F−1t→µ [tr (u (x, t, x))] dµ = N+(x, λ) . (3.12)
Equations (3.2) and (3.12) suggest that the asymptotic behaviour of N+(λ) as λ
going to positive infinity boils down to understanding the behaviour of singularities of
tr (u (x, t, x)). A rigorous exposition involving Fourier Tauberian theorems is presented
in [45].
Thus, we only need to reconstruct the singularities of tr (u (x, t, x)) and the smooth
contributions are irrelevant. Since oscillatory integrals (also known as Fourier integral
operators, which are abbreviated as FIOs) are used to study singularities of distributions,
we only need to find a FIO approximating to tr (u (x, t, x)) modulo a C∞ function. In
fact, we can do even better by constructing a FIO approximating u (x, t, y), which will
be explained further in this chapter.
1Fλ→t[f(λ)] = fˆ(t) =
∫
e−itλf(λ) dλ and F−1t→λ[fˆ(t)] = f(λ) = 12π
∫
eitλfˆ(t) dt .
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3.1.1 The propagator
From now on we assume that our first order m×m matrix operator L is differential
(as opposed to pseudo-differential). This implies, in particular, that m is even: see
Remark 1.0.2.
Let h(j)(x, p) be the eigenvalues of the matrix-function Lprin(x, p). Throughout this
subsection we assume that these are simple for all (x, p) ∈ T ∗M \ {0}. We enumerate
the h(j)(x, p) in increasing order, using a negative index j = −m/2, . . . ,−1 for negative
h(j)(x, p) and a positive index j = 1, . . . ,m/2 for positive h(j)(x, p). By v(j)(x, p) we
denote the corresponding normalised eigenvectors. Note that as our operator L is
first order and differential (as opposed to pseudo-differential) we have the following
symmetry:
h(−j)(x, p) = −h(j)(x,−p), v(−j)(x, p) = v(j)(x,−p), j = 1, . . . , m2 . (3.13)
Now, let xn+1 ∈ R be the additional ‘time’ coordinate. Consider the Cauchy
problem
w|xn+1=0 = v (3.14)
for the hyperbolic system
(−i∂xn+1 + L)w = 0 (3.15)
onM×R. The m-column of half-densities v = v(x1, . . . , xn) is given and the m-column
of half-densities w = w(x1, . . . , xn, xn+1) is to be found. The solution of the Cauchy
problem (3.14), (3.15) can be written as w = U(xn+1) v, where
U(xn+1) := e−ixn+1L =
∑
k
e−ix
n+1λk vk(x1, . . . , xn)
∫
M
[vk(y1, . . . , yn)]∗( · ) dy1 . . . dyn
(3.16)
is the propagator associated with operator L defined in formula (3.8) with t replaced
by xn+1.
Remark 3.1.1. We chose to denote the ‘time’ coordinate by xn+1 rather than by t
because some constructions presented in the current chapter work in the relativistic
setting, i.e. when there is no distinguished time direction and the coordinates x1, . . . , xn
and xn+1 are ‘mixed up’. Such an approach was pursued in [22] and, to a certain extent,
in [23].
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It was shown by Safarov [44] that the propagator can be constructed explicitly,
modulo C∞, as a sum of m oscillatory integrals (Fourier integral operators)
U(xn+1) modC
∞
=
∑
j
U (j)(xn+1) , (3.17)
where the phase function of each oscillatory integral U (j)(xn+1) is associated with the
corresponding Hamiltonian h(j)(x1, . . . , xn, p1, . . . , pn) and summation is carried out
over all nonzero integers j from −m/2 to +m/2. The notion of a phase function
associated with a Hamiltonian is defined in Section 2 of [14] and Section 2.4 of [45].
Safarov’s initial exposition [44] of the construction leading up to (3.17) was quite
concise. A more detailed exposition was later given in [14].
We will now state the two main results regarding the properties of the oscillatory
integrals U (j)(xn+1) appearing in the RHS of formula (3.17). From this point till the
end of the subsection we assume the index j to be fixed.
The first result concerns the principal symbol of the oscillatory integral U (j)(xn+1).
The notion of the principal symbol of an oscillatory integral is defined in accordance with
Definition 2.7.12 from [45]. The principal symbol of the oscillatory integral U (j)(xn+1)
is a complex-valued m×m matrix-function on M ×R× (T ∗M \ {0}) . We denote the
arguments of this principal symbol by x1, . . . , xn (local coordinates on M), xn+1 (‘time’
coordinate on R), y1, . . . , yn (local coordinates on M) and q1, . . . , qn (variable dual to
y1, . . . , yn).
Further on in this subsection and the next subsection we use x, y, p and q as short-
hand for x1, . . . , xn, y1, . . . , yn, p1, . . . , pn and q1, . . . , qn respectively. The additional
‘time’ coordinate xn+1 will always be written separately.
In order to write down the principal symbol of the oscillatory integral U (j)(xn+1)
we need to introduce some notation.
We define the scalar function f (j) : T ∗M \ {0} → R in accordance with the formula
f (j) := [v(j)]∗Lsubv(j) − i2{[v
(j)]∗, Lprin − h(j), v(j)} − i[v(j)]∗{v(j), h(j)}.
By (x(j)(xn+1; y, q), p(j)(xn+1; y, q)) we denote the Hamiltonian trajectory originating
from the point (y, q), i.e. solution of the system of ordinary differential equations (the
dot denotes differentiation in xn+1)
x˙(j) = h(j)p (x(j), p(j)), p˙(j) = −h(j)x (x(j), p(j))
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subject to the initial condition (x(j), p(j))
∣∣∣
xn+1=0
= (y, q).
Theorem 3.1.2. The formula for the principal symbol of the oscillatory integral
U (j)(xn+1) reads as follows:
[v(j)(x(j)(xn+1; y, q), p(j)(xn+1; y, q))] [v(j)(y, q)]∗
× exp
(
−i
∫ xn+1
0
f (j)(x(j)(τ ; y, q), p(j)(τ ; y, q)) dτ
)
.
This principal symbol is positively homogeneous in momentum q of degree zero.
Theorem 3.1.2 is due to Safarov [44]. It was later confirmed by the more detailed
analysis carried out in [14].
Theorem 3.1.2 is insufficient for the determination of the second term in spectral
asymptotics because one needs information about the lower order terms of the symbol
of the oscillatory integral U (j)(xn+1). Namely, one needs information about terms
positively homogeneous in momentum q of degree −1. The algorithm described in
Section 2 of [14] provides a recursive procedure for the calculation of all lower order
terms, of any degree of homogeneity in momentum q. However, there are two issues
here. Firstly, calculations become very complicated. Secondly, describing these lower
order terms in an invariant way is problematic. It was pointed out by Safarov, a few
months before his untimely death, the concept of subprincipal symbol has never been
defined for time-dependent oscillatory integrals (Fourier integral operators).
We overcome the problem of invariant description of lower order terms of the symbol
of the oscillatory integral U (j)(xn+1) by restricting our analysis to U (j)(0). It turns
out that knowing the properties of the lower order terms of the symbol of U (j)(0)
is sufficient for the derivation of two-term spectral asymptotics. And U (j)(0) is a
pseudo-differential operator, so one can use here the standard notion of subprincipal
symbol of a pseudo-differential operator.
The following result was recently established in [14].
Theorem 3.1.3. We have
tr[U (j)(0)]sub = −i{[v(j)]∗, v(j)}, (3.18)
where tr stands for the matrix trace.
It is interesting that the RHS of formula (3.18) admits a geometric interpretation:
it can be interpreted as the scalar curvature of a U(1) connection on T ∗M \ {0}, see
3.1 The hyperbolic equation method for the local counting function | 35
Section 5 of [14] for details. This connection is to do with gauge transformations of
the normalised eigenvector v(j)(x, p) of the principal symbol Lprin(x, p) corresponding
to the eigenvalue h(j)(x, p). Namely, observe that if v(j)(x, p) is an eigenvector and
φ(j)(x, p) is an arbitrary smooth real-valued function, then eiφ(j)(x,p)v(j)(x, p) is also an
eigenvector. Careful analysis of the gauge transformation
v(j) 7→ eiφ(j)v(j) (3.19)
leads to the appearance of a curvature term.
3.1.2 Mollified spectral asymptotics
In this subsection we will study the integral kernel of the propagator, which is defined
by formula (3.9). Denote by
u(x, xn+1, y) :=
∑
k
e−ix
n+1λkvk(x)[vk(y)]∗ (3.20)
the integral kernel of the propagator (3.16). The quantity (3.20) can be understood as
a matrix-valued distribution in the variable xn+1 ∈ R depending on the parameters
x, y ∈M . Further on in this subsection we will be studying the quantity
fˆ(x, xn+1) := tru(x, xn+1, x) =
∑
k
∥vk(x)∥2e−ixn+1λk . (3.21)
In order to understand the reason for our interest in (3.21), put
f(x, λ) :=
∑
k
∥vk(x)∥2δ(λ− λk), (3.22)
which is essentially the object presented in equation (3.10). Then (3.21) and (3.22)
are related as fˆ = Fλ→xn+1 [f ] and f = F−1xn+1→λ[fˆ ], where the one-dimensional Fourier
transform F and its inverse F−1 are the same as the previous definitions. The quantity
(3.22) contains all the information on the spectrum of our operator L and it also
contains some information on the eigenfunctions.
Let ρˆ : R→ C be a smooth function such that ρˆ(0) = 1, ρˆ′(0) = 0 and the support
of ρˆ is sufficiently small. Here ‘sufficiently small’ means that supp ρˆ ⊂ (−T,T), where
T is the infimum of the lengths of all possible loops. See Section 6 in [14] for details.
Denote also ρ(λ) := F−1xn+1→λ[ρˆ(xn+1)].
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We mollify the distributions (3.21) and (3.22) by switching to ρˆ(xn+1)fˆ(x, xn+1)
and (ρ ∗ f)(x, λ), where the star indicates convolution in the variable λ. It was shown
in [14] that Theorems 3.1.2 and 3.1.3 imply the following result.
Theorem 3.1.4. We have, uniformly over x ∈M ,
(ρ ∗ f)(x, λ) = n a(x)λn−1 + (n− 1) b(x)λn−2 +O(λn−3) as λ→ +∞.
Here the densities a(x) and b(x) are given by formulae
a(x) = (2π)−n
m/2∑
j=1
∫
h(j)(x,p)<1
dp , (3.23)
b(x) = −n(2π)−n
m/2∑
j=1
∫
h(j)(x,p)<1
(
[v(j)]∗Lsubv(j)
− i2{[v
(j)]∗, Lprin − h(j), v(j)}+ i
n− 1h
(j){[v(j)]∗, v(j)}
)
(x, p) dp , (3.24)
where dp = dp1 . . . dpn.
Theorem 3.1.4 warrants the following remarks.
Remark 3.1.5. It is easy to see that the RHS of formula (3.24) is invariant under gauge
transformations (3.19) of the eigenvectors of the principal symbol.
Remark 3.1.6. Let R :M → U(m) be an arbitrary smooth unitary matrix-function. As
one would expect, the RHS of formula (3.24) is invariant under gauge transformations
L 7→ R∗LR of our operator, but establishing this is not that easy. The corresponding
calculations are presented in Section 9 of [14].
Let us now leave in (3.22) only terms with positive λk and define the quantity
f+(x, λ) :=
∑
λk>0
∥vk(x)∥2δ(λ− λk), (3.25)
Note that formula (3.25) is the same as the (distributional) derivative with respect
to λ of local positive counting function described in (3.2). Theorem 3.1.4 implies the
following Corollary.
Corollary 3.1.1. We have, uniformly over x ∈M , the following two results:
(ρ ∗ f+)(x, λ) = n a(x)λn−1 + (n− 1) b(x)λn−2 +O(λn−3) as λ→ +∞
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and (ρ ∗ f+)(x, λ) vanishes faster than any negative power of |λ| as λ→ −∞.
Recall the definitions of local counting functions in (3.2) and (3.4), which can also
be written as
N±(x, λ) :=
0 if λ ≤ 0,∑0<±λk<λ ∥vk(x)∥2 if λ > 0. (3.26)
The function N+(x, λ) counts the eigenvalues λk between zero and λ, whereas the
function N−(x, λ) counts the eigenvalues λk between −λ and zero. In both cases
counting eigenvalues involves assigning them weights ∥vk(x)∥2.
We have (ρ ∗N+)(x, λ) = ∫ λ−∞(ρ ∗ f+)(x, µ) dµ, so Corollary 3.1.1 implies
(ρ ∗ N+)(x, λ) = a(x)λn + b(x)λn−1 +
O(λ
n−2) if n ≥ 3,
O(ln λ) if n = 2,
as λ → +∞.
(3.27)
The asymptotics for (ρ ∗N−)(x, λ) is obtained by applying the above result to the
operator −L and using the symmetries (3.13). This gives
(ρ ∗ N−)(x, λ) = a(x)λn − b(x)λn−1 +
O(λ
n−2) if n ≥ 3,
O(ln λ) if n = 2,
as λ → +∞.
(3.28)
Note that the second terms in the asymptotic formulae (3.27) and (3.28) have
opposite signs and that the remainders are uniform in x ∈M .
Finally, recall the two global counting functions
N±(λ) :=
0 if λ ≤ 0,∑0<±λk<λ 1 if λ > 0. (3.29)
We have N±(λ) =
∫
M N±(x, λ) dx, where dx = dx1 . . . dxn. Therefore, formulae (3.27)
and (3.28) imply
(ρ ∗N±)(λ) = a λn ± b λn−1 +
O(λ
n−2) if n ≥ 3,
O(ln λ) if n = 2,
as λ→ +∞, (3.30)
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where
a =
∫
M
a(x) dx , b =
∫
M
b(x) dx . (3.31)
3.1.3 Unmollified spectral asymptotics
In this subsection we write down asymptotic formulae for the local and global counting
functions without mollification. These can be obtained from the mollified asymptotic
formulae (3.27), (3.28) and (3.30) by applying appropriate Fourier Tauberian theorems,
see Section 8 of [14].
Theorem 3.1.7. We have, uniformly over x ∈M ,
N±(x, λ) = a(x)λn +O(λn−1) as λ→ +∞. (3.32)
Corollary 3.1.2. We have
N±(λ) = aλn +O(λn−1) as λ→ +∞. (3.33)
In particular, applying Corollary 3.1.2 and formula (3.23) to the square root of the
Laplace-Beltrami operator
√−∆, we have
Corollary 3.1.3.
N+(−∆;λ) =
[
Vol(Bn)
(2π)n × Vol(Ω)
]
λ
n
2 +O(λn−12 ) as λ→ +∞. (3.34)
This is the sharp remainder term estimate of Weyl’s conjecture as stated in formula
(3.1).
Theorem 3.1.8. If the point x ∈M is nonfocal then
N±(x, λ) = a(x)λn ± b(x)λn−1 + o(λn−1) as λ→ +∞. (3.35)
Here we call a point x nonfocal if the measure of momenta which serve as starting
directions for loops originating from x and generated by each Hamiltonian h(j) is zero
on T ∗xM \ {0}. See [14, Section 8.2] for precise definition.
Theorem 3.1.9. If the nonperiodicity condition is fulfilled then
N±(λ) = aλn ± bλn−1 + o(λn−1) as λ→ +∞. (3.36)
3.2 The eta function | 39
Here we say that the nonperiodicity condition is fulfilled if the measure of starting
points of periodic trajectories generated by each Hamiltonian h(j) is zero on T ∗M \ {0}.
See [14, Subsection 8.2] for details.
The results presented in this subsection were first obtained by Victor Ivrii [33, 34]
but without an explicit formula for the second asymptotic coefficient.
Asymptotic formulae of the type (3.32)–(3.36) are called Weyl-type formulae and
the coefficients in such formulae are often referred to as Weyl coefficients.
3.2 The eta function
Let L be an elliptic self-adjoint first order differential operator (as opposed to pseudo-
differential defined in Chapter 1). In this section, we will give a picture of the
relationship between the Weyl coefficients of the counting functions and the residues of
the eta function associated with operator L.
As shown in Section 3.1, we have both positive and negative counting functions
associated with operator L. Therefore, we should also have positive and negative
Weyl coefficients correspondingly. To define the Weyl coefficients without imposing
geometric condition on the Hamiltonian flows we take a convolution of our counting
functions with a ‘nice’ function ρ(λ). Namely, let ρˆ : R → C be a smooth function
with support in a sufficiently small neighbourhood, O1, of the point t = 0. Moreover,
suppose that we have ρˆ(t) = 1 in a smaller neighbourhood, O2 ⊂ O1, including the
point t = 0. Note that we can choose O1 so small that the only singularity of the
propagator contained in O1 is at the point t = 0. Let the functions N±(λ) be as defined
in the previous section and let ρ(λ) denote, as usual, the inverse Fourier transform
of ρˆ(t). In line with Subsection 3.1.2 and Theorem 4.1.2 of [45], we define the Weyl
coefficients of the positive and negative counting function as follows.
Definition 3.2.1 (Weyl coefficients). Let ρ be as described above. Then
(ρ ∗N ′±)(λ) = n(a±)0 λn−1 + (n− 1)(a±)1 λn−2 + · · ·+ (a±)n−1 + (a±)n λ−1
+ · · ·+ (n− k)(a±)k λn−k−1 + · · · as λ→ +∞ . (3.37)
We call the coefficients (a+)k and (a−)k the k-th positive and negative Weyl coefficients
respectively.
The validity of formula (3.37) is guaranteed by Theorem 4.1.2 from [45]. For k ̸= n,
the reason for putting factors in front of (a±)k is to have agreement with coefficients
(a±)k appearing in actual (unmollified positive and negative respectively) counting
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functions, see Section 3.1.3 for more details. For k = n, this corresponds to the
logarithmic contribution to the unmollified counting functions. To simplify further
mathematical expressions in this section, we introduce the rescaled Weyl coefficients
as follows:  (b±)k = (n− k)(a±)k for k ̸= n ,(b±)n = (a±)n . (3.38)
The second main object examined in this section is the (global) eta function of our
operator L, which is defined as follows.
Definition 3.2.2 (Eta function).
η(s) :=
∑
λk ̸=0
sgn λk
|λk|s =
∫ +∞
0
λ−s (N ′+(λ)−N ′−(λ)) dλ , (3.39)
where summation is carried out over all nonzero eigenvalues λk of L and s ∈ C is the
independent variable.
According to formula (3.1.2), the series (3.39) converges absolutely for Re s > n
and defines a holomorphic function in this half-plane. Moreover, it is known [4] that
it extends meromorphically to the whole s-plane with simple poles which can only
occur at real integer values of s. The eta function is the accepted way of describing
the asymmetry of the spectrum. Before proving the main theorem in this section, we
first prove the following lemma.
Lemma 3.2.1. Let r be a natural number, s and c be real positive numbers, and
suppose that s > −r − 1. Let ρˆ be a smooth compactly supported cut-off function
satisfying  ρˆ(0) = 1 ,ρˆ(k)(0) = 0 for 1 ≤ k ≤ r . (3.40)
Then ∫ +∞
c
λ−s [δ(λ− ν)− ρ(λ− ν)] dλ = O(ν−s−r−1) as ν → +∞. (3.41)
Proof. We have
∫ +∞
c
λ−s [δ(λ− ν)− ρ(λ− ν)] dλ =
∫ +∞
c−ν
(ν + µ)−s [δ(µ)− ρ(µ)] dµ
= ν−s −
∫ +∞
c−ν
(ν + µ)−s ρ(µ) dµ.
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But Taylor’s formula gives us
(ν + µ)−s = ν−s − sν−s−1µ+ · · ·+ (−1)
r
(r)! [s · · · (s+ r − 1)]ν
−s−rµr
+ (−1)
r+1
(r + 1)! [s · · · (s+ r)](ν + ξ)
−s−r−1µr+1
for some ξ strictly between 0 and µ. Thus, in order to prove (3.41) it is sufficient to
prove ∫ c−ν
−∞
ρ(µ) dµ = O(ν−∞), (3.42)
∫ c−ν
−∞
µk ρ(µ) dµ = O(ν−∞) for 1 ≤ k ≤ r, (3.43)
∫ +∞
c−ν
(ν + ξ)−s−r−1µr+1 ρ(µ) dµ = O(ν−s−r−1). (3.44)
Formulae (3.42) and (3.43) follow immediately from the fact that our function ρ is from
Schwartz space and formula (3.40). In order to prove formula (3.44), it is sufficient to
prove ∫ −ν/2
c−ν
(ν + ξ)−s−r−1µr+1 ρ(µ) dµ = O(ν−∞), (3.45)
∫ +∞
−ν/2
(ν + ξ)−s−r−1µr+1 ρ(µ) dµ = O(ν−s−r−1). (3.46)
Now, in order to prove (3.45) and (3.46) it is sufficient to prove
∫ −ν/2
c−ν
c−s−r−1|µ|r+1 |ρ(µ)| dµ = O(ν−∞), (3.47)
∫ +∞
−ν/2
(ν
2
)−s−r−1|µ|r+1 |ρ(µ)| dµ = O(ν−s−r−1). (3.48)
Again, formula (3.47) follows immediately from the fact that our ρ is from Schwartz
space. For formula (3.48), we see that it follows from the inequality
∫ +∞
−ν/2
|µ|r+1 |ρ(µ)| dµ ≤
∫ +∞
−∞
|µ|r+1 |ρ(µ)| dµ.
Remark 3.2.1. It is easy to see that the remainder term in formula (3.41) is uniform in
s when s takes values from a bounded interval.
We are now ready to prove the following theorem.
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Theorem 3.2.2 (Weyl coefficients and residues of the eta function). Let the Weyl
coefficients (a±) be as defined in Definition 3.2.1. Then the residues of the eta function
associated with operator L are related to the Weyl coefficients as follows:
Res(η , s = n− k) = (b+)k − (b−)k . (3.49)
Proof. First of all, we will find a meromorphic function, denoted by η˜+(s), in C that
differs from the positive part of the eta function by a function, denoted by F+(s) with
the following property: we want F+(s) to be bounded by a holomorphic function on
the real line. Then finding the poles and corresponding residues on the real line of
the positive eta function reduces to finding those of the meromorphic function η˜+(s).
Thereafter, we will apply the same method to the negative eta function.
Let (λ+)k be the positive eigenvalues enumerated in increasing order with account
of multiplicity. Choose a number c > 0 such that all these eigenvalues are greater
than c. Then, we define the following two objects. The first one is the positive part of
the eta function, which is defined as
η+(s) :=
+∞∑
k=1
(λ+)−sk . (3.50)
The second one is the (positive) meromorphic function as given below:
η˜+(s) :=
+∞∑
k=1
∫ +∞
c
λ−sρ (λ− (λ+)k) dλ, (3.51)
where ρ(λ) is the same as defined at the beginning of this section.
Now, we consider the difference of the two quantities defined above, namely
F+(s) := η+(s)− η˜+(s) . (3.52)
Further on we fix a positive number r as in Lemma 3.2.1 and assume that s ∈
[n− r− 1 + δ, n+ r + 1] ⊂ (−r− 1,+∞) for some small positive number δ. In view of
Lemma 3.2.1, we have
|F+(s)| ≤ c1
+∞∑
k=1
(λ+)−s−r−1k
for some constant c1 . From Corollary 3.1.2, we know that
N+(λ) = aλn +O(λn−1) as λ→ +∞,
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which implies
(λ+)k =
(
k
a
)1/n
+O(1) as k → +∞.
Thus, we have (λ+)k ≥ c2k1/n, so
|F+(s)| ≤ c1c2
+∞∑
k=1
k−(s+r+1)/n. (3.53)
The series (3.53) converges if s+r+1
n
> 1, that is, if s > n− r − 1. In other words, F (s)
is holomorphic in s for ℜ(s) > n− r − 1.
Therefore, we have established the fact that the positive eta function η+(s) and the
function η˜+(s) have the same real poles and residues on the half-line s > n − r − 1.
Moreover, note that
∫ +∞
c
λ−s d(ρ ∗N+)(λ)
=
∫ +∞
c
λ−s (ρ ∗N ′+)(λ) dλ =
+∞∑
k=1
∫ +∞
c
λ−sρ (λ− (λ+)k) dλ = η˜+(s) . (3.54)
Examining formulae (3.50), (3.51) and (3.54) we see that if we are looking at the
function (3.50) and are interested in finding its real poles and residues on the interval
s ∈ (n− r − 1,+∞), then we can instead work with the function
∫ +∞
c
λ−s (ρ ∗N ′+)(λ) dλ . (3.55)
Similarly, we can define the negative part of the eta function
η−(s) :=
+∞∑
k=1
(λ−)−sk , (3.56)
where (λ−)k is the absolute value of the negative eigenvalues enumerated in increasing
order with account of multiplicity.
Also, we have the negative meromorphic function as given below:
η˜−(s) :=
+∞∑
k=1
∫ +∞
c
λ−sρ (λ− (λ−)k) dλ . (3.57)
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According to formula (3.4) and the way we define the quantities (λ−)k , we have an
analogue of formula (3.54), which is given as follows:
∫ +∞
c
λ−s (ρ ∗N ′−)(λ) dλ = η˜−(s) . (3.58)
Moreover, we also have
F−(s) := η−(s)− η˜−(s) , (3.59)
which can be bounded analogously as in equation (3.53).
Finally, the total eta function, as defined in formula (3.39), is given by
η(s) = η+(s)− η−(s) . (3.60)
Combining equations (3.52), (3.54), (3.58), (3.59) and (3.60), we have
η(s) =
∫ +∞
c
λ−s
(
ρ ∗ (N ′+ −N ′−)
)
(λ) dλ+ F (s) , (3.61)
where c is less than the absolute values of all non-zero eigenvalues and the correction
term F (s) = F+(s)− F−(s) is holomorphic for ℜ(s) > n− r − 1 (see equation (3.53)
for details). Now, formulae (3.37) and (3.38) yield
(ρ ∗N ′±)(λ) = (b±)0 λn−1 + · · ·+ (b±)r λn−r−1 + r(λ) as λ→ +∞ ,
where r(λ) = O(λn−r−2). Using equation (3.61), we derive that, for ℜ(s) > n,
η(s)− F (s) =
∫ +∞
c
λ−s
(
ρ ∗ (N ′+ −N ′−)
)
(λ) dλ
=
r∑
k=0
∫ +∞
c
((b+)k − (b−)k)λn−s−k−1 dλ+R(s)
=
r∑
k=0
cn−s−k
s− (n− k) ((b+)k − (b−)k) +R(s) , (3.62)
where R(s) =
∫+∞
c λ
−s r(λ) dλ can be extended to a holomorphic function in s for
ℜ(s) > n− r− 1. In fact, from equations (3.62) we obtain a meromorphic extension of
the eta function η(s) to the half-plane ℜ(s) > n− r− 1. More importantly, its residues
are given by
Res(η , s = n− k) = (b+)k − (b−)k for k ≤ r .
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Finally, with the help of the uniqueness of analytic extensions, we see that the extension
is independent of constants c and r, which ends the proof.
Theorem 3.2.2 warrants the following remarks.
Remark 3.2.3.
• Theorem 3.2.2 can be easily extended to the case of pseudo-differential operator
L.
• Let u(x, t, y) be the integral kernel of the propagator defined in accordance
with formula (3.20). It is easy to see that the residues of the eta function are
determined by the singularities of tru(x, t, x) at t = 0. The singularities of
tru(x, t, x) at t ̸= 0 do not contribute to the residues of the eta function. This
fact follows from the analysis performed in Subsection 3.1.2 and the definition of
our cut-off function ρˆ(t).
• A full understanding of the mollified positive counting function (consequently
the negative one) gives a complete picture of the residues of the eta function.
Moreover, formula (3.49) explains how the residues of the eta function reflect the
spectral asymmetry of the operator L.
Now, by setting k = 0, 1 and following equations (3.27), (3.28) and Theorem 3.2.2,
we immediately arrive at the following corollary.
Corollary 3.2.1. The first (from the right) non-trivial residue of the eta function is
given by
Res(η , s = n− 1) = 2(n− 1)b , (3.63)
where b is the coefficient from (3.30).
Thus, for a generic differential operator L the first pole of the eta function is at
s = n− 1 and formulae (3.24) (3.31) and (3.63) give us an explicit expression for the
residue. It is known [4, 26] that the eta function does not have a pole at s = 0. The
real number η(0) is called the eta invariant. It can be interpreted as the number of
positive eigenvalues minus the number of negative eigenvalues. This interpretation is
based on the observation that if we were dealing with an Hermitian matrix L, then
η(0) would indeed be the number of positive eigenvalues minus the number of negative
eigenvalues. Our differential operator L has infinitely many positive eigenvalues and
infinitely many negative eigenvalues, and the concept of the eta function allows us to
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regularise the expression ‘number of positive eigenvalues minus the number of negative
eigenvalues’.
The eta function may have poles at
s = n− 1, . . . , 1,−1,−2, . . . . (3.64)
However, a more careful analysis [10, 40] shows that poles may occur only at values of
s of the form
s = n− 1− 2l, l = 0, 1, . . . . (3.65)
The authors of [40] call values of s from the intersection of the sets (3.64) and (3.65)
admissible. It was shown in [40] that residues of the eta function at positive admissible
integers are generically nonzero. This agrees with our explicit calculation of the residue
at s = n− 1.
3.3 Systems of two equations
From now on we assume that
m = 2 (3.66)
and that
trLprin(x, p) = 0. (3.67)
In other words, we now restrict our analysis to 2× 2 operators with trace-free principal
symbols. The logic behind the assumptions (3.66) and (3.67) is that they single out
the simplest class of first order systems and we expect to extract more geometry out of
our asymptotic analysis and simplify the results.
It is easy to see that formulae (1.20), (3.66) and (3.67) imply that the dimension n
of our manifold M is less than or equal to three. Further on we assume that
n = 3. (3.68)
Remark 3.3.1. It was shown in [15] that a 3-manifold is parallelizable if and only if
there exists a self-adjoint elliptic first order linear differential operator with trace-free
principal symbol acting on 2-columns of complex-valued half-densities over this manifold.
This means that once we restricted our analysis to the special case (3.66)–(3.68) we
are working on a parallelizable manifold.
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Remark 3.3.2. It is well known that a 3-manifold is orientable if and only if it is
parallelizable, see Theorem 1 in Chapter VII of [36].
Use the same observation as in equation (2.29), we see that under the assumption
(3.66) the determinant of the principal symbol is a quadratic form in the dual variable
(momentum) p :
detLprin(x, p) = −gαβ(x) pαpβ . (3.69)
Furthermore, the ellipticity condition (1.20) and (3.67) imply that the quadratic form
gαβ(x) pαpβ is positive definite. We interpret the real coefficients gαβ(x) = gβα(x),
α, β = 1, 2, 3, as components of a (contravariant) metric tensor. Thus, 2× 2 operators
with trace-free principal symbols are special in that the concept of a Riemannian metric
is encoded within such operators. This opens the way to the geometric interpretation
of our analytic results.
Note also that under the assumptions (3.66) and (3.67) the principal symbol of the
operator L2 is automatically proportional to the 2× 2 identity matrix I:
(L2)prin(x, p) = (Lprin)2(x, p) =
(
gαβ(x) pαpβ
)
I . (3.70)
Operators possessing the property (3.70) are called Dirac-type operators.
Now take an arbitrary smooth matrix-function
R :M → SU(2) (3.71)
and consider the transformation of our 2× 2 differential operator
L 7→ R∗LR . (3.72)
We interpret (3.72) as a gauge transformation because it does not affect our counting
functions (3.26), (3.29) and the eta function (3.39). Note also that the transformation
(3.72) preserves the condition (3.67).
The transformation (3.72) of the differential operator L induces the following
transformations of its principal and subprincipal symbols:
Lprin 7→ R∗LprinR , (3.73)
Lsub 7→ R∗LsubR + i2 (R
∗
xα(Lprin)pαR−R∗(Lprin)pαRxα) . (3.74)
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Comparing formulae (3.73) and (3.74) we see that, unlike the principal symbol, the
subprincipal symbol does not transform in a covariant fashion due to the appearance
of terms with the gradient of the matrix-function R(x).
Following the gauge theoretical analysis of Chapter 2 and using the concept of the
covariant subprincipal symbol introduced in Section 2.5, we see that we can overcome
the non-covariance in (3.74) by introducing the covariant subprincipal symbol in the
3-dimensional setting, which we shall also denote by Lcsub(x) . That is,
Lcsub := Lsub − i16 gαβ{Lprin, Lprin, Lprin}pαpβ , (3.75)
where subscripts pα and pβ indicate partial derivatives and curly brackets denote the
generalised Poisson bracket on matrix-functions (1.22).
Lemma 3.3.1. The transformation (3.72) of the differential operator induces the
transformation Lcsub 7→ R∗LcsubR of its covariant subprincipal symbol.
Proof. Consider M˜ =M × R and a non-degenerate operator L˜ := L− i∂4 acting on a
column of m = 2 half-densities over M˜ . In this case, equations (2.48) and (3.67) yield
the desired formula (3.75).
In our 3-dimensional Riemannian setting the correction term in the RHS of (3.75)
turns out to be proportional to the 2× 2 identity matrix I:
i
16 gαβ{Lprin, Lprin, Lprin}pαpβ =
3
4(c ∗ T
ax)I , (3.76)
where c and T ax are the 3-dimensional analogues of those from equation (2.79) and
Definition 2.5.2 respectively. In fact, c is the same as the quantity that will be defined
in formula (3.81).
Theorem 3.3.3. In the special case (3.66)–(3.68) formulae (3.23) and (3.24) read
a(x) = 16π2
√
det gαβ(x) , (3.77)
b(x) = − 14π2
(
(trLcsub)
√
det gαβ
)
(x) . (3.78)
Theorem (3.3.3) was established in [15], though the density b(x) was written in [15]
in a slightly different way. The use of the concept of covariant subprincipal symbol
introduced in [22] allows us to replace formula (1.19) from [15] by the more compact
expression (3.78).
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Formula (3.77) tells us that the first local Weyl coefficient is proportional to the
standard Riemannian density. The first global Weyl coefficient is obtained from the
local one by integration, see formula (3.31), and is proportional to the Riemannian
volume V of our manifold M : a = 16π2 V .
In order to understand the geometric meaning of formula (3.78) we observe that
the covariant subprincipal symbol can be uniquely represented in the form
Lcsub(x) = Lprin(x,A(x)) + IA4(x), (3.79)
where A = (A1, A2, A3) is some real-valued covector field, A4 is some real-valued scalar
field, x = (x1, x2, x3) are local coordinates on M (we are working in the nonrelativistic
setting) and I is the 2×2 identity matrix. Applying the results of [22] to the relativistic
operator appearing in the LHS of (3.15) we conclude that A = (A1, A2, A3) is the
magnetic covector potential and A4 is the electric potential. Note that Lemma 3.3.1
and formulae (3.73) and (3.79) tell us that the magnetic covector potential and electric
potential are invariant under gauge transformations (3.72).
Substituting (3.79) into (3.78) and making use of (3.67) we get
b(x) = − 12π2
(
A4
√
det gαβ
)
(x) . (3.80)
Thus, the second Weyl coefficient is proportional to the electric potential and does not
depend on the magnetic covector potential.
A number of researchers have studied the effect of the electromagnetic field on the
spectrum of the first order differential operator L under the assumptions (3.66)–(3.68)
and our formula (3.80) is a further contribution to this line of research. However, we
believe that such results do not have a physical meaning because our 2× 2 first order
differential operator L describes a massless particle and no known massless particle
has an electric charge. In the absence of an electric charge the particle cannot interact
with the electromagnetic field.
The electron is an example of a charged massive particle but it is described by a
4× 4 first order differential operator. Also, in the case of the electron it is more natural
to do asymptotic analysis in a different setting, with Planck’s constant tending to zero.
Spectral problems for the electron in 3-dimensional Euclidean space in the presence of
magnetic and electric potentials were extensively studied by Ivrii [33, 34]. An analytic
(i.e. based on the concepts of principal symbol and covariant subprincipal symbol)
representation of the massive Dirac equation in curved 4-dimensional Lorentzian
spacetime was given in [22].
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3.4 Spin structure from the operator theoretic per-
spective
Let M be a connected closed oriented Riemannian 3-manifold. Let us consider all
possible self-adjoint elliptic first order 2× 2 linear differential operators L with trace-
free principal symbols corresponding, in the sense of formula (3.69), to the prescribed
metric. See also Remarks 3.3.1 and 3.3.2. In this section our aim is to classify all such
operators L.
We define the topological charge as
c := − i2
√
det gαβ tr
(
(Lprin)p1(Lprin)p2(Lprin)p3
)
, (3.81)
with the subscripts p1, p2, p3 indicating partial derivatives with respect to the compo-
nents of momentum p = (p1, p2, p3). It was shown in Section 3 of [15] that the number
c defined by formula (3.81) is equivalent to the sign of the determinant of ejα. That is
c = sgn det ejα , (3.82)
which can take only two values, +1 or −1, and describes the orientation of the principal
symbol relative to the chosen orientation of local coordinates x = (x1, x2, x3). Of
course, the transformation L 7→ −L inverts the topological charge.
Further on we work with operators whose topological charge is +1.
We say that the operators L and L˜ are equivalent if there exists a smooth matrix-
function (3.71) such that L˜prin = R∗LprinR. The equivalence classes of operators
obtained in this way are called spin structures.
An example of non-equivalent operators L and L˜ on the 3-torus was given in
Appendix A of [15]. Furthermore, using the above definition of spin structure one
can show that there are eight distinct spin structures on the 3-torus whereas the spin
structure on the 3-sphere is unique.
We see that an operator L is uniquely determined, modulo a gauge transformation
(3.72), by the metric, topological charge, spin structure, magnetic covector potential
and electric potential.
We claim that in dimension three our analytic definition of spin structure is
equivalent to the traditional topological definition. We will provide a rigorous proof of
this claim in a separate paper.
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3.5 The massless Dirac operator
In this section we continue dealing with the special case (3.66)–(3.68) but make the
additional assumption that the magnetic covector potential and electric potential vanish.
The resulting operator L is called the massless Dirac operator on half-densities. It is
uniquely determined, modulo a gauge transformation (3.72), by the metric, topological
charge and spin structure.
In practice most researchers work with the massless Dirac operator which acts
on 2-columns of complex-valued scalar fields (components of a Weyl spinor) rather
than on 2-columns of complex-valued half-densities. As we have a Riemannian metric
encoded in the principal symbol of our operator, scalar fields can be identified with
half-densities: it is just a matter of multiplying or dividing by (det gαβ)1/4. Hence, the
‘traditional’ massless Dirac operator and the massless Dirac operator on half-densities
are related by a simple formula, see formula (A.19) in [15], and their spectra are the
same. For spectral theoretic purposes it is more convenient to work with half-densities
because in this case the inner product does not depend on the metric.
The massless Dirac operator describes the massless neutrino. We are looking at a
single neutrino living in a closed 3-dimensional Riemannian universe. The eigenvalues
are the energy levels of the particle. The tradition is to associate positive eigenvalues
with the energy levels of the neutrino and negative eigenvalues with the energy levels
of the antineutrino.
Formula (3.80) tells us that the second Weyl coefficient for the massless Dirac
operator is zero, both locally and globally. Formula (3.63), in turn, tells us that the
eta function of the massless Dirac operator does not have a pole at s = 2.
The natural question is where is the first pole of the eta function? It was shown in
[9] that the eta function of the massless Dirac operator is holomorphic in the half-plane
Re s > −2. This agrees with formulae (3.64) and (3.65).
Furthermore, Branson and Gilkey [10] have shown that generically the eta function
of the massless Dirac operator has a pole at s = −2 and calculated the residue. Consider
the covariant rank three tensor (∇αRicβν)Ricγν , where ∇ stands for the covariant
derivative and Ric for Ricci curvature (both are understood in terms of the Levi-Civita
connection), and antisymmetrize it. This gives a totally antisymmetric covariant rank
three tensor which is equivalent to a 3-form. According to [10], the integral of this
3-form over the 3-manifold M gives, up to a particular nonzero constant factor, the
residue of the eta function of the massless Dirac operator at s = −2.
The fact that the first pole of the eta function of the massless Dirac operator is
at s = −2 indicates that with a very high accuracy the large (in terms of modulus)
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positive and negative eigenvalues are distributed in the same way. This, in turn, means
that the massless Dirac operator is special and has hidden symmetries encoded in it.
We end this section by highlighting one particular symmetry of the massless Dirac
operator. Consider the following antilinear operator acting on 2-columns of complex-
valued half-densities:
v =
v1
v2
 7→
−v2
v1
 =: C(v). (3.83)
The operator C defined by formula (3.83) is called the charge conjugation operator. It is
known, see Appendix A in [15], that the linear massless Dirac operator on half-densities
L and the antilinear charge conjugation operator C commute:
C(Lv) = LC(v). (3.84)
Formula (3.84) implies, in particular, that all eigenvalues of the massless Dirac operator
have even multiplicity.
The addition of an electric potential preserves the symmetry (3.84), but the addition
of a magnetic covector potential destroys it. This follows easily from formulae (3.79)
and (3.83).
3.6 Small eigenvalues
Up till now we dealt with large, in terms of modulus, eigenvalues. In this section we
will deal with small eigenvalues of the massless Dirac operator.
Suppose that we are working on a connected closed oriented Riemannian 3-manifold
and let λ(0) be a double eigenvalue of the massless Dirac operator. As explained
in the end of the previous section, multiplicity two is the lowest possible. We now
perturb the metric, i.e. consider an arbitrary metric gαβ(x; ϵ) the components of which
are smooth functions of local coordinates xα, α = 1, 2, 3, and small real parameter
ϵ; here we assume that for ϵ = 0 we get the original metric. In this case one can
expand the eigenvalue into an asymptotic series in powers of the small parameter ϵ:
λ(ϵ) = λ(0) + λ(1)ϵ+ λ(2)ϵ2 + . . . with some constants λ(1), λ(2), . . . . This asymptotic
construction was described in Sections 3–5 of [17]. The construction is somewhat
nontrivial because we are dealing with a double eigenvalue that cannot split.
We now consider two special cases. In both cases the unperturbed spectrum is
symmetric but symmetry is broken under generic perturbations of the metric.
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3.6.1 The 3-torus with standard spin structure
Here the unperturbed metric is assumed to be Euclidean and standard spin structure
means that our unperturbed massless Dirac operator can be written as an operator
with constant coefficients in the natural 2π-periodic cyclic coordinates parameterizing
the 3-torus, see formula (1.1) in [17].
The spectrum of the unperturbed operator is known, see, for example, Appendix B
in [15] or Section 1 in [17]. The smallest eigenvalue is the double eigenvalue λ(0) = 0.
It was shown in [17] that
λ(ϵ) = λ(2)ϵ2 +O(ϵ3) as ϵ→ 0 (3.85)
with an explicit expression for the constant λ(2). Examination of this explicit expression
shows that under a generic perturbation of the metric we get λ(2) ≠ 0 which is an
indication of spectral asymmetry.
Furthermore, two special families of metrics were identified in [17] for which the
eigenvalue closest to zero, λ(ϵ), can be evaluated explicitly. Formula (3.85) was tested
against explicit results for these two families of metrics.
3.6.2 The 3-sphere
Here the unperturbed metric is obtained by restricting the Euclidean metric from R4
to S3. There is no issue with spin structure because for the 3-sphere the spin structure
is unique.
The spectrum of the unperturbed operator is known, see, for example, Appendix
B in [15]. The smallest, in terms of modulus, eigenvalues are the double eigenvalues
λ
(0)
+ = +32 and λ
(0)
− = −32 . We get
λ±(ϵ) = ±32 + λ
(1)
± ϵ+ λ(2)± ϵ2 +O(ϵ3) as ϵ→ 0. (3.86)
In order to write down the coefficients λ(1)± we consider the Riemannian volume
V (ϵ) of our manifold M and expand it in powers of ϵ:
V (ϵ) = V (0) + V (1)ϵ+O(ϵ2) as ϵ→ 0, (3.87)
where V (0) = 2π2 is the volume of the unperturbed 3-sphere. It turns out that
λ
(1)
± = ∓
1
4π2V
(1). (3.88)
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Formulae (3.86)–(3.88) tell us that in the first approximation in ϵ spectral symmetry is
preserved and the increments of the two eigenvalues closest to zero are determined by
the increment of volume. If the volume increases then the moduli of the two eigenvalues
closest to zero decrease and in the first approximation in ϵ they decrease in the same
way.
Arguing along the lines of [17] one can write down explicit expressions for the
constants λ(2)± . Examination of these explicit expressions shows that under a generic
perturbation of the metric we get spectral asymmetry in the ϵ2 terms: λ(2)+ + λ
(2)
− ̸= 0 .
A detailed exposition will be provided in Chapter 5. Note that there is a family of
metrics for which the two eigenvalues closest to zero, λ+(ϵ) and λ−(ϵ), can be evaluated
explicitly. These are the so-called generalized Berger metrics: see Proposition 3.1 in
[28] or Definition 4 in [27].
3.7 Issue with eigenvalues of the principal symbol
Throughout this chapter we assumed that the eigenvalues of the matrix-function
Lprin(x, p), the principal symbol of our operator L, are simple for all (x, p) ∈ T ∗M \{0}.
In this section we briefly examine the issues that arise if one drops this assumption.
Ivrii showed that Theorem 3.1.7 holds without any assumptions on the eigenvalues
of the principal symbol, see Theorem 0.1 in [32] or Theorem 0.1 in [33]. However,
establishing analogues of Theorems 3.1.8 and 3.1.9 without the assumption that the
eigenvalues of the principal symbol are simple is not, by any means, straightforward
and there are two issues that have to be addressed. These are highlighted in the
following two subsections.
3.7.1 Geometric conditions for the existence of two-term spec-
tral asymptotics
If the multiplicity of eigenvalues of the principal symbol varies as a function of
(x, p) ∈ T ∗M \ {0} then the expectation is that one needs to consider ‘generalised’
Hamiltonian trajectories, with branching occurring at points in the cotangent bundle
where multiplicities of eigenvalues of the principal symbol change.
Ivrii [32, 33] dealt with the issue of variable multiplicities of eigenvalues of the
principal symbol by assuming that the set of Hamiltonian trajectories encountering
points where multiplicities of eigenvalues of the principal symbol change is, in some
sense, small.
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G.V. Rozenblyum [43] and later I. Kamotski and M. Ruzhansky [35] considered
‘generalised’ Hamiltonian trajectories with branching assuming that the principal
symbol of the operator is well behaved at points where multiplicities of eigenvalues of
the principal symbol change. Here good behaviour is understood as smooth microlocal
diagonalisability of the principal symbol plus some conditions on the Poisson brackets
of eigenvalues.
3.7.2 Explicit formulae for the second Weyl coefficient
In the case when the eigenvalues of the principal symbol are not simple explicit formulae
for the second Weyl coefficient are not known.
A good starting point for the derivation of such formulae would be the analysis
of the case when eigenvalues of the principal symbol have constant multiplicities for
all (x, p) ∈ T ∗M \ {0}. Let Lprin(x, p), be our m × m principal symbol and let lj,
j = 1, . . . , k, be the multiplicities of its positive eigenvalues, so that l1+ . . .+ lk = m/2.
Then one can, by analogy with Section 5 of [14], introduce a U(lj) connection associated
with the jth positive eigenspace of the principal symbol. It is natural to conjecture
that the curvature of this U(lj) connection will appear in the explicit formula for the
second Weyl coefficient.
Chapter 4
The massless and massive Dirac
operators
In this chapter we will study both the massless Dirac operator and the corresponding
massive one. In the first half of the chapter we will give two ways of defining the
massless Dirac operator, or abbreviated as the Dirac operator. One approach is widely
known within the geometry community [24, 38] and the other one has been introduced
and promoted by Vassiliev [41, 51, 12, 16]. Both have their own advantages and the
main difference between the two constructions reduces to the definition of connections
(covariant derivatives) on the spin bundle. The geometric approach requires more
abstract tools such as connections on a principal bundle of manifolds and its lifting
to a double covering principal bundle, but this works without any requirement on
the representations of the Clifford algebra and it works for all dimensions and any
Clifford module bundle on a manifold. Although the geometric approach is relatively
abstract, it gives an insight into the subsequent definition of the spin connections by
Vassiliev. Despite the fact that the latter approach only works for a parallelizable
3- or 4-dimensional manifold, it gives an explicit local expression for the covariant
derivatives on spinor fields. This gives substantial advantages when we study the
spectral problem for the Dirac operator, which includes calculating spectra and the
corresponding perturbation theory. More importantly, the latter approach consequently
leads to a new definition of spin structure on the tangent bundle of the manifold. The
new definition of spin structures is a joint work with Zhirayr Avetisyan, Nikolai Saveliev
and Dmitri Vassiliev, and detailed proofs will be published in a separate paper.
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4.1 Motivation and introduction
The first study of the massless Dirac operators dates back to the study of square roots
of the Laplace operator by P. A. M. Dirac. Although the manifold considered by
Dirac was the Minkowski spacetime (the most well-known 4-dimensional Lorentzian
manifold), we will instead focus on the Riemannian setting. As a toy model, let us
first work on Rn (Euclidean space). Now, our Laplacian becomes a vector Laplacian
and it has the following form in local coordinates {xα},
∆ =
n∑
α=1
In
∂2
(∂xα)2 = δ
αβIn
∂2
∂xα∂xβ
.
The simplest form of a square root of the Laplace operator is a constant first order
linear differential operator, which can be written locally as
W = γα ∂
∂xα
, (4.1)
where {γα}nα=1 are matrices. If W 2 = ∆, we would have
γαγβ + γβγα = 2δαβIn , (4.2)
which implies
(γα)2 = In . (4.3)
Equations (4.2) and (4.3) indicate that the γα’s satisfy the Clifford algebra conditions
in Rn, which brings us to a more abstract setting of the Clifford algebra bundle on
manifolds.
4.1.1 Clifford algebras
Let Q be a quadratic form on vector space V over the field K.
Definition 4.1.1. A pair
(
Cl(V,Q), C
)
is called a Clifford algebra for (V,Q) if
1. Cl(V,Q) := T (V )/I(Q) is an associative K-algebra with unity 1Cl(V,Q), where
T (V ) = K ⊕ V ⊕ (V ⊗ V ) ⊕ · · · is the tensor algebra of V and I(Q) is the
two-sided ideal generated by {v ⊗ v −Q(v) · 1T (V ) : v ∈ V }.
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2. C : V → Cl(V,Q) is a linear map, called Clifford map satisfying
C(v)2 = −Q(v) · 1Cl(V,Q)
for all v ∈ V .
3. if A is another K-algebra with unity 1A and u : V → A is a linear map satisfying
u(v)2 = −Q(v) · 1A, then there exists a unique algebra homomorphism u˜ :
Cl(V,Q)→ A such that u = u˜ ◦ C.
The three properties can be described by the following commuting diagram.
V
C ##
i //
u

T (V )
π

A Cl(V,Q)
u˜
oo
where π is the quotient projection of Cl(V,Q) from T (V ).
Example 4.1.1. Let us work in R2 with standard basis {e1, e2} and quadratic form
given by
Q(a1e1 + a2e2) = −(a1)2 − (a2)2.
Then Cl(R2, Q) is the algebra of two by two real matrices, i.e. R2×2 =: R(2).
Proof. Cl(R2, Q) is generated by {1Cl(R2,Q), C(e1), C(e2), C(e1) · C(e2)} such that
C(e1)2 = C(e2)2 = −
(
C(e1) · C(e2)
)2
= 1Cl(R2,Q) .
Let
1Cl(R2,Q) →
1 0
0 1
 , C(e1)→
0 1
1 0
 ,
C(e2)→
1 0
0 −1
 , C(e1) · C(e2)→
0 −1
1 0
 .
It is clear that the above matrices form a basis for R2×2.
Example 4.1.2. Let us work in R2 with standard basis as above but now the quadratic
form is given by
Q′(a1e1 + a2e2) = (a1)2 + (a2)2.
Then Cl(R2, Q′) is the algebra of quaternions, denoted by H.
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Let Clr,s := Cl(Rr+s, qr,s) be the Clifford algebras associated with the quadratic
forms
qr,s(v) = (v1)2 + · · ·+ (vr)2 − (vr+1)2 − · · · − (vr+s)2 . (4.4)
It is easy to see that
Cl1,0 = C Cl0,1 = R⊕ R
Cl2,0 = H Cl0,2 = Cl1,1 = R(2)
(4.5)
where the isomorphisms of Cl0,2 and Cl2,0 are given in the Example 4.1.1 and Exam-
ple 4.1.2 respectively. The following theorem is given in [38].
Theorem 4.1.1. For all n, r, s ≥ 0, we have isomorphisms
Cln,0 ⊗ Cl0,2 ≈ Cl0,n+2 ,
Cl0,n ⊗ Cl2,0 ≈ Cln+2,0 ,
Clr,s ⊗ Cl1,1 ≈ Clr+1,s+1 .
(4.6)
Formula (4.5) and Theorem 4.1.1 immediately imply that the Clifford algebras
Clr,s have either simple or semi-simple algebraic structures. Or, more precisely, the
algebras Clr,s have the forms of either K(p) or K(q)⊕K(q), where K ∈ {R,C,H} and
the numbers p and q depend on r and s only.
In fact, it is more convenient to work with complex Clifford algebras, which are
given by
Cln := Cl(Rn ⊗ C, qn,0 ⊗ C) ≈ Cln,0 ⊗ C , (4.7)
where the quadratic form qn,0 is given by formula (4.4). Moreover, Theorem 4.1.1 and
formulae (4.5) and (4.7) give us
Cln ≈ Cln−2 ⊗C Cl2 ≈ Cln−2 ⊗C C(2) , (4.8)
which can be further simplified as
Cln ≈
 (⊗C)
kC(2)
(⊗C)kC(2)⊕ (⊗C)kC(2)
≈
C(2
k) for n = 2k
C(2k)⊕ C(2k) for n = 2k + 1
(4.9)
where k ∈ N. Now, let { ∂
∂x1 , · · · , ∂∂xn} be local coordinates for the tangent space of Rn,
which is denoted by TRn. Moreover, we choose an orthonormal basis {e1, · · · , en} for
TRn. Let us then equip TRn with the standard quadratic form δαβ, i.e. the Euclidean
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metric. One thereby has a dual basis {e1, · · · , en} of T ∗Rn with respect to the basis
{e1, · · · , en}. For the standard Euclidean metric one also has the Levi-Civita connection
on TRn and T ∗Rn. In this case it is trivial since taking covariant derivatives is the
same as taking partial derivatives. Furthermore, we assume the ‘induced’ connection on
Cl(T ∗Rn, δ) to be also trivial; we will discuss later how to construct such an ‘induced’
connection. Hence, by choosing a representation, equation (4.1) can be rewritten as
W = ρ [C(ej)]∇ej , (4.10)
where ρ is a Cm\Rm-representation of Cl(T ∗Rn, δ) and maps C(dxα) into matrices
{γα}nα=1, satisfying formulae (4.2) and (4.3). In fact, there is a fundamental represen-
tation for Clifford algebras, which is known as the spin representation.
Definition 4.1.2 (Spin representations). Let ρ be a complex irreducible representation:
Cln → HomC(S, S). Then the corresponding complex spin representation of Spin(n)
is given by ∆n := ρ|Spin(n), where we have Spin(n) ⊂ Cln ⊂ Cln.
Remark 4.1.2. • From the isomorphisms (4.9), we know that the complex irre-
ducible module of the Clifford algebra Cln is isomorphic to the vector space C2
k ,
and it is called the vector space of complex n-spinors. The elements of C2k are
called complex spinors.
• Here and in what follows we will mainly focus on the complex representation of
spin groups, whereas the treatments for the real spin representation can be found
in [38].
4.2 Geometric construction of massless Dirac oper-
ators
Let M be a n-dimensional Riemann manifold with metric g. We can construct a
Clifford algebra bundle associated with TM as follows.
• For a given point x on the manifold, we have the corresponding tangent bundle
TxM and quadratic form gx.
• Construct the Clifford algebra associated with the vector space (TxM, gx) and
denote this Clifford algebra by Cl(TxM, gx).
• For each point x ∈M we have a fibre of the algebra Cl(TxM) on top of it. Glue
all the algebras together over the manifold to get the Clifford algebra bundle
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associated with (TM, g) and denote the algebra bundle by Cl(TM, g). Thus,
Cl(TM, g) = ⊔x∈MCl(TxM, gx).
Note that the map Cl(TxM, gx) preserves the linear structure of TxM . For simplicity
we denote Cl(TM, g) by Cl(TM) if the metric is given. Once a Cn\Rn-representation
of a Clifford algebra is given, we can work with the Cn\Rn-vector bundle induced by
the representation. Say, the representation from Example 4.1.1 gives a 2-dimensional
vector bundle structure on a 2-dimensional manifold. Or, in modern terminology, we
shall call this a bundle of (left) Clifford modules.
Let us denote by S a bundle of Clifford modules, which means that at every point
x ∈M the fibre Sx is a left module over Cl(TxM)⊗ C =: Cl(TxM). In order to take
derivatives on S, we need a connection. Here are some compatibility assumptions
defined in [42].
Definition 4.2.1 (Clifford bundle). A bundle of Clifford modules, S, is called a Clifford
bundle if it is equipped with a Hermitian inner product (· , ·) and compatible connection
such that
• The Clifford action of each vector v ∈ TxM on Sx is skew-adjoint:
(C(v)s1, s2) = −(s1, C(v)s2) for ∀s1, s2 ∈ Sx .
• The connection on S is compatible with the Levi-Civita connection on M :
∇X(C(Y )s) = (∇XC(Y ))s+ C(Y )∇Xs ,
for all X, Y ∈ C∞(TM) and all s ∈ C∞(S).
In what follows, we will produce a natural Clifford bundle constructed via the
language of the principal G bundle.
4.2.1 Connection on the Clifford algebra bundle
Let M be orientable. Since we have the Levi-Civita connection on the tangent bundle,
we also have an induced connection on the associated frame bundle, which is a principal
SO(n) bundle and is given (locally) by the following formula
Zs = 12
n∑
i,j=1
g(∇si, sj)Eij . (4.11)
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Here s = (s1, . . . , sn) is a local section of the SO(n) bundle and Eij is the standard
basis for the Lie algebra of SO(n), denoted by so(n). From now on, the summation
symbol will be dropped and the Einstein summation convention will apply. Recall that
the standard two-fold group homomorphism λ : Spin(n)→ SO(n) is induced by the
map λ(x) : Rn → Rn [
λ(x)
]
(v) = C−1
(
xC(v) γ(x)
)
,
where x ∈ Spin(n), v ∈ Rn and γ is the anti-involution of the Clifford algebra. Hence
one has λ∗ : spin(n)→ so(n) with the following property, see [24],
λ∗
(
C(ei)C(ej)
)
= 2Eij .
Thus, we also have an induced connection on the Spin(n) bundle given by
Z˜s = 14g(∇si, sj)C(si)C(sj) .
Furthermore, if the principal SO(n) bundle admits a global section, say, e, then the
connection on the SO(n) bundle and the Spin(n) bundle can be written respectively,
without indicating e, as

Z = 12g(∇ei, ej)Eij ,
Z˜ = 14g(∇ei, ej)C(ei)C(ej) .
(4.12)
Once a connection on a principal G bundle and a representation are given, a con-
nection on the associated vector bundle is also given. If we choose the fundamental
representation for SO(n) and the spin representation for Spin(n), we can easily derive
connections on the corresponding vector bundles. Let V be a section on the vector
bundle associated with the fundamental SO(n) representation and ξ be a section on
the vector (spin) bundle associated with spin representation for Spin(n). One can
compute their covariant derivatives (both denoted by ∇ ) induced by (4.12) as follows:

∇V = dV + 12g(ei,∇ej)EijV ,
∇ ξ = dξ + 14g(ei,∇ej)C(ei)C(ej)ξ .
(4.13)
Remark 4.2.1.
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• The {Eij}1≤i<j≤n in the first equation is the standard basis for the Lie algebra
so(n) and it reads as
(Eij)kl = δikδjl − δilδjk .
• The first covariant derivatives for vector fields should be understood in the
anholonomic sense, which means that Eij acts on the projection of V onto the
frame {ej}nj=1.
• The C(ei) in equation (4.12) is in the abstract Clifford algebra and the C(ei)
in equation (4.13) should be understood as ρspin[C(ei)], where ρspin is the spin
representation. We will continue using C(ei) for ρspin[C(ei)] when considering
the Dirac operator on spin bundles.
The geometric way of defining the Dirac operator, denoted by W , is as follows. It
acts on the spin bundle according to the formula
W := C(ei)∇ei , (4.14)
which is different from equation (4.10) as now we are working on a closed 3-manifold
and the bundle W acts on is not any Clifford module bundle but the irreducible one
corresponding to the spin representation.
4.3 The frame construction
Now suppose we are working on a 3-dimensional Riemannian manifold equipped with
metric g. We also assume that the manifold is orientable, which implies that it is
parallelizable (special feature of 3-manifolds). Then Cl(TxM, gx) is isomorphic to H⊕H
and the corresponding spin group is Spin(3). Hence, by previous analysis, the spin
representations of Cl(TxM, gx) and Spin(3) are the isomorphism representations of
C2×2 and SU(2) respectively. Let {e1, e2, e3} be an orthonormal frame for the tangent
bundle of the manifold.
Definition 4.3.1. The Clifford map for the orthonormal frame {e1, e2, e3} is given by
C(ej) = −i(Sj)ab , (4.15)
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where the Sj’s are the standard constant Pauli matrices defined as
S1 =
0 1
1 0
 , S2 =
0 −i
i 0
 , S3 =
1 0
0 −1
 . (4.16)
Remark 4.3.1.
• The minus sign in equation (4.15) is a convention to match the geometric approach
with Vassiliev’s approach.
• The reason for the imaginary number i in the equation is to make the Clifford
action of a tangent vector on M to be skew-adjoint, see [42] for details.
• Choosing different constant Pauli matrices or, equivalently, {−iSj}3j=1 will only
result in a rigid rotation of the original frames. This is because that by requiring
the skew-adjoint Clifford action and orthonormal conditions, {−iSj}3j=1 can only
be a base for the Lie algebra su(2). In fact, we should view definition (4.15) as a
map from a set of orthonormal bases in TM to a set of orthonormal bases in the
Lie algebra su(2).
The induced connection on spinors
Now we want to show that the second equation of (4.13) in this representation reduces
to the covariant derivatives introduced by Vassiliev. Let {x1, x2, x3} be local coordinates
on our 3-manifold. Then ej = ejα∂α. Since the Clifford map is linear on the tangent
space at x, one has
C(ej) = C(ejα∂α) = ejαC(∂α) ,
which implies
σα : = iC(∂α) = iejαC(ej) = ejα Sj ,
σα : = gαβσβ = ejα Sj .
(4.17)
Note that the σ’s appearing in equations (4.17) are the (generalised) Pauli matrices
defined by Vassiliev. Plugging (4.17) into the second equation (4.13) and contracting
with respect to the vector field that generates xµ, we get
∇µ ξ = ∂µξ + 14eiα∇µej
αC(ei)C(ej)ξ
= ∂µξ +
1
4σα(∂µej
α + { αµν}ejν)C(ej)ξ
= ∂µξ +
1
4σα(∂µσ
α + { αµν}σν)ξ ,
(4.18)
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where the { αµν} are the Christoffel symbols, and this coincides with the covariant
derivative of a spinor field defined by Vassiliev. Thereby, according to equations (4.14)
and (4.17), we have a more explicit definition of the Dirac operator.
Definition 4.3.2 (A frame construction for the Dirac operator).
Wξ = −iσµ
[
∂µ +
1
4σα(∂µσ
α + { αµν}σν)
]
ξ , (4.19)
where the matrix-functions σµ are given by formula (4.17). The operator W is called
the Dirac operator via frames in Vassiliev’s work.
Now, a natural question to ask is that what will happen if we choose a different
frame, say e˜j, for the Dirac operator defined above starting from formula (4.15). Let
us denote by W˜ the Dirac operator associated with the frame e˜j . Firstly, note that for
every two frames on TM , for instance, {ej} and {e˜j}, we have a section of the SO(3)
bundle on M such that
e˜i = Oijej , O ∈ Γ(SO(3)) . (4.20)
It was shown in [15] that the two Dirac operators W and W˜ are related by
W˜ = RW R∗ , (4.21)
where the matrix-function (not necessary a global section of the SU(2) bundle) R :
M → SU(2) is the lift of the section O.
Remark 4.3.2. If we are working in local coordinates, the matrix-function R will be a
local section of the SU(2) bundle. This explains why it does not matter which frame is
chosen locally for the Dirac operator, as they are all locally unitary equivalent. What
prevents R being global is exactly the spin structure.
Note that the fundamental group of SO(3), denoted by π1 (SO(3)), is isomorphic
to Z2, which classifies two classes of loops in SO(3). It is not hard to see from formula
(4.20) that this is equivalent to classifying frames in R3 into two classes. We will see in
the next section how this leads to a new definition of spin structures.
4.3.1 The massless Dirac operator on half-densities
Before discussing spin structures, we will introduce the massless Dirac operator on
half-densities corresponding to the given metric g and denote it by W1/2 . The massless
Dirac operator on half-densities is a particular 2×2 matrix first order linear differential
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operator acting on 2-columns of complex-valued half-densities. It is defined by the
following four conditions:
tr(W1/2)prin = 0 , (4.22)
det(W1/2)prin(y, p) = −gαβ(y) pαpβ , (4.23)
(W1/2)sub =
i
16 gαβ{(W1/2)prin, (W1/2)prin, (W1/2)prin}pαpβ , (4.24)
− i tr
[
((W1/2)prin)p1((W1/2)prin)p2((W1/2)prin)p3
]
> 0 . (4.25)
Here y = (y1, y2, y3) denotes local coordinates, p = (p1, p2, p3) denotes the dual variable
(momentum), (W1/2)prin(y, p) is the principal symbol, (W1/2)sub(y) is the subprincipal
symbol, curly brackets denote the generalized Poisson bracket on matrix-functions, see
formula (1.22) for details.
The massless Dirac operator, W , is defined as
W := (det gκλ)−1/4W1/2 (det gµν)1/4. (4.26)
It acts on 2-columns of complex-valued scalar fields.
The analytic definition of the massless Dirac operator given in this subsection
originates from [5, Section 8].
4.4 Spin structures via classifications of frames
The constructions of the massless Dirac operator from Section 4.3 work for any
connected oriented Riemannian 3-manifold. Note, however, that they do not define
the massless Dirac operator uniquely. Namely, let W be a massless Dirac operator and
let R(y) be an arbitrary smooth 2× 2 special unitary matrix-function (3.71). One can
check that then R∗WR is also a massless Dirac operator.
Let us now look at the issue of non-uniqueness of the massless Dirac operator the
other way round. Suppose that W and W˜ are two massless Dirac operators. Does
there exist a smooth matrix-function (5.3) such that W˜ = R∗WR ? If the operators
W and W˜ are in a certain sense ‘close’ then the answer is yes, but in general there are
topological obstructions and the answer is no. This motivates the introduction of the
concept of spin structure, see [5, Section 7] for details.
Now, we assume that we are working on an n-dimensional parallelizable manifold.
From Definition 4.1.1 of the Clifford algebra associated with a given quadratic form,
one can derive the following property, see [24] for the proof.
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Proposition 4.4.1. Let (A,CA) and (B,CB) be two Clifford algebras associated with
(V,Q). Then there exists a unique algebra isomorphism f : A→ B
V
CA

CB

A f // B
where A and B are both isomorphic to Cl(V,Q).
The uniqueness of f comes from property (3) in Definition 4.1.1. Now let V = TxM
and Q = gx. According to Definition 4.3.1 we have a pointwise Clifford map Ce|x which
is obtained by restricting the Clifford map, C in formula (4.15), to x. Here we use
the subscript e to emphasise the dependence on the chosen frame e. Therefore, for a
different frame, say, e˜, we also have another Clifford map at x, Ce˜|x. In fact, they are
related for all x via a special orthogonal matrix-function Oij(x) and the relationship is
given by
Ce(ej) = OjkCe˜(ek) . (4.27)
Now let CA and CB in (4.4.1) be Ce|x and Ce˜|x respectively. Then, according to
Proposition 4.4.1, we have a unique algebra isomorphism f |x := AdO(x) between Ce|x
and Ce˜|x ,
AdO(x) [Ce|x(ej)] = λO(x) [Ce˜|x(ej)] [λO(x)]−1 , (4.28)
where λO(x) is the lift of Oij(x) to its double cover Spin(n) and AdO(x) is independent
of the lift.
Remark 4.4.1.
• Equation (4.28) is also know as the adjoint representation of Oij(x).
• The spin group Spin(n) can be viewed as a subgroup of SU (m (n)), where the
number m(n) is the dimension of spinors in the spin representation of the Clifford
algebra and the value of m(n) is given by
m(n) = 2k , n = 2k + 1 ,
m(n) = 2k , n = k .
Therefore, Hermitian conjugation can be used to replace the inverse in equation
(4.28). This will be useful when we work in low dimensions. In particular, we
know that Spin(3) ≈ SU(2).
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• Initially one has two choices when lifting the value of Oij at the point x0 to
Spin(n). Once an initial value is chosen, say, p0 , λO(·) becomes a unique
continuous path on the Spin(n) bundle over M . Note that every closed loop at
x0 on M induces a path on the Spin(n) bundle starting from p0 and ending at
p1. More importantly, both p0 and p1 are in the fibre on top of x0. Due to the
double covering property of Spin(n) over SO(n), p1 = ±p0. Thus, in this way,
we construct a map from π1(M) to Z2 depending on the sign of p1 with respect
to p0.
Let fe→e˜ denote that map from M to SO(n) relating e and e˜. Then the map
constructed above is nothing but (fe→e˜)∗ : π1(M)→ π1(SO(n)) , as π1(SO(n)) ≈ Z2 .
Since π1(Spin(n)) is trivial, λ∗[π1(Spin(n))] is trivial as well. Therefore, by the
homotopy lifting criterion, fe→e˜ can be lifted to a continuous function on Spin(n) if
and only if (fe→e˜)∗[π1(M)] is trivial. Thus the following diagram commutes if and only
if (fe→e˜)∗[π1(M)] ≈ 1:
Spin(n)
M SO(n)
ge→e˜ λ
fe→e˜
Here ge→e˜ is a continuous map from M to Spin(n). Now we are ready to give a new
definition of spin structure on a parallelizable manifold.
Definition 4.4.1 (Equivalent frames). Two frames e and e˜ on M are called equivalent if
(fe→e˜)∗[π1(M)] ≈ 1 .
This leads us to a new definition of spin structures on parallelizable manifolds.
Theorem 4.4.2. For a parallelizable manifold equivalence classes of frames are in
one-to-one correspondence with traditional spin structures.
Remark 4.4.3. An immediate consequence of this theorem is that if M is also simply
connected, i.e. if π1(M) ≈ 1 , then all frames are equivalent. Hence, for a simply
connected parallelizable manifold the spin structure is unique.
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4.5 The massive Dirac equation in its traditional
form
The traditional way of writing the massive Dirac equation is as follows. We equip
our manifold M with a prescribed Lorentzian metric and a prescribed electromagnetic
covector potential, and write the Dirac equation using the rules of spinor calculus, see
the text later in this section. In the process of doing this one may encounter topological
obstructions: not every 4-manifold admits a Lorentzian metric and, even if it admits
one, it may still not admit a spin structure.
We give now an analytic representation of the massive Dirac equation which,
for parallelizable manifolds, turns out to be equivalent to the traditional geometric
representation.
For the sake of clarity, prior to describing our analytic construction let us explain
why we will not encounter topological obstructions related to the second Stiefel–Whitney
class. We will work with operators satisfying the non-degeneracy condition (1.21) which
is very natural from the analytic point of view as it is a generalisation (weaker version)
of the standard ellipticity condition (1.20). It turns out that the imposition of the
non-degeneracy condition (1.21) has far reaching geometric consequences: it implies
that our manifold M is parallelizable. Thus, in our construction we deal only with
parallelizable manifolds, but we do not state the parallelizability condition explicitly
because it is automatically encoded in the analytic non-degeneracy condition (1.21).
Before writing down the massive Dirac equation in its traditional form, let us make
several general remarks on the notation that we will be using.
• The notation in this section originates from [8, 11]. Covariant derivatives of
spinor fields are defined in accordance with formulae (24) and (25) from [12],
which is re-established in formulae (4.18). The difference with [8, 11, 12] is that
in the current section we enumerate local coordinates with indices 1, 2, 3, 4 rather
than 0, 1, 2, 3. Also, the difference with [8, 12] is that in the current section we
use opposite Lorentzian signature.
• The construction in this section is a generalisation of that from Appendix A of
[15]: in [15] authors dealt with the massless Dirac operator in dimension three.
• We will write the massive Dirac equation in its spinor representation as opposed
to its standard representation, see Appendix B in [13] for details. The spinors ξa
and ηb˙ that we will be using will be Weyl spinors, i.e. left-handed and right-handed
spinors. Let us note straight away that the 4× 4 matrix differential operator in
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the LHS of formula (B6) from [13] appears to have a structure different from
(2.27). However, it is easy to see that the representation (B6) from [13] reduces
to (2.27) if one multiplies by the constant 4× 4 matrix
0 I
I 0
 from the left.
The construction presented below is local, i.e. we work in a neighbourhood of a
given point of a 4-manifold M without boundary. We have a prescribed Lorentzian
metric gαβ(x), α, β = 1, 2, 3, 4, and a prescribed electromagnetic covector potential
Aα(x), α = 1, 2, 3, 4. The metric tensor is assumed to have three positive eigenvalues
and one negative eigenvalue.
Consider a quartet of 2× 2 Hermitian matrix-functions σαa˙b(x). Here the Greek
index α = 1, 2, 3, 4 enumerates the matrices, whereas the Latin indices a˙ = 1˙, 2˙ and
b = 1, 2 enumerate elements of a matrix. Here and throughout the section the first
spinor index always enumerates rows and the second columns. We assume that under
changes of local coordinates our quartet of matrix-functions transforms as the four
components of a vector. Throughout this section we use Greek letters for tensor indices
and we raise and lower tensor indices by means of the metric.
Define the “metric spinor”
ϵab = ϵa˙b˙ = ϵab = ϵa˙b˙ =
0 −1
1 0
 . (4.29)
We will use the rank two spinor (4.29) for raising and lowering spinor indices. Namely,
given a quartet of 2× 2 Hermitian matrix-functions σαa˙b(x) we define the quartet of
2× 2 Hermitian matrix-functions σ˜αab˙(x) as
σ˜αab˙ := −ϵab ϵa˙b˙ σαa˙b . (4.30)
Note the order of spinor indices in the matrix-functions σ˜αab˙(x): we choose it to be
opposite to that in [12] but in agreement with that in [11].
Examination of formulae (4.29) and (4.30) shows that the 2× 2 matrices σαa˙b and
σ˜αab˙ are adjugates of one another, see formula (2.24) for definition of matrix adjugation.
Hence, we could have avoided the use of the “metric spinor” in our construction of the
Dirac equation, using the mathematically more sensible concept of matrix adjugation
instead. The only reason we introduced the “metric spinor” is to relate the notation of
the current section to that of [8, 11, 12].
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Further on in this section we use matrix notation. This means that we hide
spinor indices and write the matrix-functions σαa˙b(x) and σ˜αab˙(x) as σα(x) and σ˜α(x)
respectively.
Further on we assume that our σα(x) are Pauli matrices.
Consider a pair of spinor fields which we shall write as 2-columns,
ξ =
ξ1
ξ2
 , η =
η1˙
η2˙
 . (4.31)
Using matrix notation, we define the covariant derivatives of these spinor fields as
(see formula (4.18) for details)
∇αξ := ∂ξ
∂xα
− 14 σ˜β
(
(σβ)xα +
{
β
αγ
}
σγ
)
ξ , (4.32)
∇˜αη := ∂η
∂xα
− 14σβ
(
(σ˜β)xα +
{
β
αγ
}
σ˜γ
)
η (4.33)
respectively, where {
β
αγ
}
:= 12g
βδ
(
∂gγδ
∂xα
+ ∂gαδ
∂xγ
− ∂gαγ
∂xδ
)
(4.34)
are the Christoffel symbols.
Formulae (4.32) and (4.33) warrant the following remarks.
• The sign in front of the 14 in formula (4.32) is the opposite of that in formula
(24) of [12]. This is because in the current section we use opposite Lorentzian
signature.
• The RHS of formula (4.32) is a generalization of the expression appearing in
the RHS of formula (A.3) from [15]. This follows from the observation that the
adjugate of a trace-free 2× 2 matrix σβ is −σβ.
• If we multiply formula (4.32) from the left by the “metric spinor” (4.29), apply
complex conjugation and denote ϵξ¯ by η, this gives us (4.33).
The massive Dirac equation reads
σα (−i∇+ A)α ξ +mη = 0 , (4.35)
σ˜α (−i∇˜+ A)α η +mξ = 0 , (4.36)
4.6 The massive Dirac equation in its analytic form | 72
see formulae (B1) and (B2) from [13] or formulae (20.2) and (20.5) from [8].
We define the Dirac operator written in traditional geometric form as
Dtrad :=
σα (−i∇+ A)α meI
meI σ˜
α (−i∇˜+ A)α
 (4.37)
and the bispinor field as the 4-column
ψ :=
ξ
η
 . (4.38)
Formulae (4.35) and (4.36) can then be rewritten as
Dtrad ψ = 0 . (4.39)
4.6 The massive Dirac equation in its analytic form
Formulae (2.64), (2.40), (2.29), (1.22) (2.81), (2.24) and (2.25) allow us to rewrite our
Dirac operator (2.27) in geometric notation — in terms of Lorentzian metric, Pauli
matrices and electromagnetic covector potential. This raises the obvious question: what
is the relation between our Dirac operator (2.27) and the traditional Dirac operator
(4.37)? The answer is given by the following theorem.
Theorem 4.6.1. Our Dirac operator (2.27) and the traditional Dirac operator (4.37)
are related by the formula
D = | det gκλ|1/4Dtrad | det gµν |−1/4 , (4.40)
where the electromagnetic covector field A in the traditional Dirac operator is given by
formula (2.80).
Here, of course, det gκλ = det gµν . We used different subscripts to avoid confusion
because tensor notation involves summation over repeated indices.
Before proving this theorem let us point out that the operators D and Dtrad appear
to be very different. In particular, formula (2.27) does not contain any Pauli matrices,
covariant derivatives or electromagnetic covector portential (at least in explicit form).
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Proof of Theorem 4.6.1 Proving the 4 × 4 operator identity (4.40) reduces to
proving the following two separate 2× 2 operator identities:
L = | det gκλ|1/4 σα (−i∇+ A)α | det gµν |−1/4 , (4.41)
(AdjL) = | det gκλ|1/4 σ˜α (−i∇˜+ A)α | det gµν |−1/4 . (4.42)
Here σα are Pauli matrices (2.40), σ˜α are their adjugates, and ∇α and ∇˜α are covariant
derivatives defined in accordance with formulae (4.32) and (4.33).
We shall prove the operator identity (4.41). The operator identity (4.42) is proved
in a similar fashion.
In the remainder of the proof we work in some local coordinate system. The full
symbols of the left- and right-hand sides of (4.41) read
(Lprin)pαpα −
i
2(Lprin)x
αpα −
i
16 gαβ{Lprin, adjLprin, Lprin}pαpβ + (Lprin)pαAα
and
σαpα +
i
4σ
α(ln | det gµν |)xα + i4σ
ασ˜β
(
(σβ)xα +
{
β
αγ
}
σγ
)
+ σαAα
respectively, where
{
β
αγ
}
denotes Christoffel symbols (4.34); see also formulae (1.7)
and (1.8) for the definition of the full symbol of a differential operator. Comparing
these with account of the fact that (Lprin)pα = σα, we see that the proof of the identity
(4.41) reduces to the proof of the identity
− i2(σ
α)xα − i16 gαβ{Lprin, adjLprin, Lprin}pαpβ
= i4σ
α(ln | det gµν |)xα + i4σ
ασ˜β
(
(σβ)xα +
{
β
αγ
}
σγ
)
. (4.43)
Using the formula (4.34), we have
2
{
β
αβ
}
= gβγ∂xαgβγ = ∂xα tr
(
ln |gµν |
)
= ∂xα(ln | det gµν |),
which means (ln | det gµν |)xα = 2
{
β
αβ
}
. Then we rewrite (4.43) as
1
2 gαβ{Lprin, adjLprin, Lprin}pαpβ = −2 (2Ig
α
β + σασ˜β)
(
(σβ)xα +
{
β
αγ
}
σγ
)
. (4.44)
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Finally, using formula (2.48) we rewrite (4.44) as
(σα)xγ σ˜ασγ − σγσ˜α(σα)xγ = −2 (2Igαβ + σασ˜β)
(
(σβ)xα +
{
β
αγ
}
σγ
)
. (4.45)
Thus, we have reduced the proof of the operator identity (4.41) to the proof of
the identity (4.45) for Pauli matrices. Calculations proving (4.45) are performed in
Subsection 4.6.1. 
It remains only to note that formula (4.40) implies
D = | det gκλ|1/4Dtrad | det gµν |−1/4 . (4.46)
We identify a 4-column of complex-valued half-densities v with a bispinor field ψ by
means of the formula
v = | det gαβ|1/4 ψ . (4.47)
Substituting (4.46) and (4.47) into (2.28) we get
| det gκλ|1/4Dtrad ψ = 0 . (4.48)
Clearly, equation (4.48) is equivalent to equation (4.39).
4.6.1 Technical calculations
In this subsection we prove the identity (4.45).
Let us fix an arbitrary point P ∈M and prove the identity (4.45) at this point. As
the left- and right-hand sides of (4.45) are invariant under changes of local coordinates x,
it is sufficient to prove the identity (4.45) in Riemann normal coordinates, i.e. local
coordinates such that x = 0 corresponds to the point P , the metric at x = 0 is
Minkowski and ∂gµν
∂xλ
(0) = 0. Moreover, as the identity we are proving involves only
first partial derivatives, we may assume, without loss of generality, that the metric is
Minkowski for all x in some neighbourhood of the origin.
Further on we assume that the metric is Minkowski. We need to prove
Q = 0 , (4.49)
where
Q := (σα)xγ σ˜ασγ − σγσ˜α(σα)xγ + 2 (2Igαβ + σασ˜β) (σβ)xα . (4.50)
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Formula (4.50) can be rewritten in more compact symmetric form
Q = (σα)xγ σ˜ασγ + σγσ˜α(σα)xγ + 4(σα)xα . (4.51)
Using formulae (2.38), (2.39) and the fact that the metric is Minkowski we can now
rewrite (4.51) as
Q = (σα)xγ (−2gαγ − σ˜γσα) + (−2gγα − σασ˜γ)(σα)xγ + 4(σα)xα
= −(σα)xγ σ˜γσα − σασ˜γ(σα)xγ = −(σα)xγ σ˜γσα − σασ˜γ(σα)xγ
= σα(σ˜γ)xγσα − (σασ˜γσα)xγ . (4.52)
Formula (2.44) allows us to rewrite formula (4.52) in the form
Q = 2 [adj ((σ˜γ)xγ )− (adj σ˜γ)xγ ] .
As the operations of matrix adjugation (2.24) and partial differentiation commute, we
arrive at (4.49).
Chapter 5
Spectral analysis of the Dirac
operator on a 3-sphere
5.1 Introduction
In this chapter we study the spectrum of the (massless) Dirac operator on a 3-sphere,
S3, equipped with Riemannian metric.
By yα, α = 1, 2, 3, we denote local coordinates. We specify an orientation, see
Appendix B.1, and use only local coordinates with positive orientation.
We will use the following conventions. Sometimes it will be convenient for us to view
the 3-sphere as the hypersurface (B.1) in Euclidean space R4, in which case Cartesian
coordinates in R4 will be denoted by xα, α = 1, 2, 3, 4. Hereinafter we will use bold
script for 4-dimensional objects and normal script for 3-dimensional objects. We will
use Latin letters for anholonomic (frame) indices and Greek letters for holonomic
(tensor) indices. We will use the convention of summation over repeated indices; this
will apply both to Greek and to Latin indices. Also, we will heavily use the analytic
concepts of principal and subprincipal symbol of a differential operator; see definitions
in [45, subsection 2.1.3] for the case of a scalar operator acting on a single half-density
and, more relevantly, [23, Section 1] and [18, Appendix A] for the case of a matrix
operator acting on a column of half-densities.
We equip S3 with a Riemannian metric tensor gαβ(y), α, β = 1, 2, 3, and study the
corresponding (massless) Dirac operator W . The Dirac operator is a particular first
order elliptic linear differential operator acting on 2-columns of complex-valued scalar
fields (components of a Weyl spinor). It is written down explicitly in Chapter 4; note
that the definition depends on the choice of orientation, see formula (4.25) or formula
(B.3). It is known that the Dirac operator W is a self-adjoint operator in L2(S3;C2)
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whose domain is the Sobolev space H1(S3;C2), and that the spectrum of W is discrete,
accumulating to +∞ and to −∞. Here the inner product in L2(S3;C2) is defined as
⟨v, w⟩ :=
∫
S3
(
w∗v
√
det gαβ
)
dy , (5.1)
where the star stands for Hermitian conjugation and dy = dy1dy2dy3. Furthermore, it
is known that all eigenvalues have even multiplicity because the linear Dirac operator
commutes with the antilinear operator of charge conjugation
v =
v1
v2
 7→
−v2
v1
 =: C(v),
see [15, Appendix A] for details.
The Dirac operator W describes the massless neutrino. We are looking at a single
neutrino living in a closed 3-dimensional Riemannian universe. The eigenvalues are
the energy levels of the particle. The tradition is to associate positive eigenvalues with
the energy levels of the neutrino and negative eigenvalues with the energy levels of the
antineutrino. In theoretical physics literature the (massless) Dirac operator is often
referred to as the Weyl operator which explains our notation.
The Dirac operator is uniquely defined by the metric modulo the gauge transforma-
tion
W 7→ R∗WR, (5.2)
where
R : S3 → SU(2) (5.3)
is an arbitrary smooth special unitary matrix-function. Obviously, the transformation
(5.2), (5.3) does not affect the spectrum.
Fortunately, for the purposes of this chapter the issue of spin structure is irrelevant
because it is known [7, Section 5], that the 3-sphere admits a unique spin structure.
In other words, when we work on S3 equipped with a Riemannian metric g the
constructions from Section 4.3 define the massless Dirac operator uniquely modulo
the gauge transformation (5.2), (5.3). See also Section 4.4 for a discussion of spin
structure.
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5.2 Two-term perturbation formulae for small eigen-
values
The standard metric (g0)αβ(y) on S3 is obtained by restricting the Euclidean metric
from R4 to S3. For the standard metric the spectrum of the (massless) Dirac operator
on S3 has been computed by different authors using different methods [47, 48, 6, 7]
and reads as follows: the eigenvalues are
±
(
k + 12
)
, k = 1, 2, . . . ,
with multiplicity k(k + 1).
We now perturb the metric, i.e. consider a metric gαβ = gαβ(y; ϵ) whose components
are smooth functions of local coordinates yα, α = 1, 2, 3, and small real parameter ϵ
and which turns into the standard metric for ϵ = 0:
gαβ(y; 0) = (g0)αβ(y).
Let λ+(ϵ) and λ−(ϵ) be the lowest, in terms of absolute value, positive and negative
eigenvalues of the Dirac operator W (ϵ). Our aim is to derive the asymptotic expansions
λ±(ϵ) = ±32 + λ
(1)
± ϵ+ λ(2)± ϵ2 +O(ϵ3) as ϵ→ 0. (5.4)
Note that λ±(ϵ) are double eigenvalues which cannot split because eigenvalues of the
Dirac operator have even multiplicity. Note also that the arguments presented in
[17] apply to any double eigenvalue of the Dirac operator on any closed orientable
Riemannian 3-manifold, so we know a priori that λ±(ϵ) admit the asymptotic expansions
(5.4). The issue at hand is the evaluation of the asymptotic coefficients λ(1)± and λ(2)± .
Let
V (ϵ) :=
∫
S3
ρ(ϵ) dy , (5.5)
dy = dy1dy2dy3, be the Riemannian volume of our manifold. Here
ρ(ϵ) = ρ(y; ϵ) :=
√
det gµν(y; ϵ)
is the Riemannian density for the perturbed metric.
Then
V (ϵ) = V (0) + V (1)ϵ+O(ϵ2) as ϵ→ 0, (5.6)
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where
V (0) =
∫
S3
ρ0 dy = 2π2 (5.7)
is the volume of the unperturbed 3-sphere,
ρ0 = ρ0(y) :=
√
det(g0)µν(y)
is the standard Riemannian density on the 3-sphere,
V (1) = 12
∫
S3
hαβ (g0)αβ ρ0 dy (5.8)
and
hαβ :=
∂gαβ
∂ϵ
∣∣∣∣∣
ϵ=0
. (5.9)
Theorem 5.2.1. We have
λ
(1)
± = ∓
1
4π2V
(1). (5.10)
We see that the dependence of the two lowest eigenvalues, λ±(ϵ), on the small
parameter ϵ is, in the first approximation, very simple: it is determined by the change
of volume only. As expected, an increase of the volume of the resonator (volume of
our Riemannian manifold) leads to a decrease of the two lowest natural frequencies
(absolute values of the two lowest eigenvalues). Furthermore, formulae (5.6), (5.7) and
(5.10) imply
λ
(1)
±
λ
(0)
±
= −13
V (1)
V (0)
, (5.11)
where by λ(0)± = ±32 we denoted the unperturbed values of the two lowest eigenvalues.
Now put ℓ(ϵ) := (V (ϵ))1/3 = ℓ(0)
(
1 + 13
V (1)
V (0)
ϵ+O(ϵ2)
)
, where ℓ(0) = ℓ(0) = (2π2)1/3.
The quantity ℓ(ϵ) can be interpreted as the characteristic length of our Riemannian
manifold. It is easy to see that formula (5.11) is equivalent to the statement
λ±(ϵ) =
λ
(0)
±
ℓ(ϵ) +O(ϵ
2) as ϵ→ 0,
which shows that in the first approximation the two lowest eigenvalues are inversely
proportional to the characteristic length of our Riemannian manifold.
An important topic in the spectral theory of first order elliptic systems is the issue
of spectral asymmetry [1–4, 17], i.e. asymmetry of the spectrum about zero. From a
physics perspective spectral asymmetry describes the difference between a particle (in
our case massless neutrino) and an antiparticle (in our case massless antineutrino).
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Formulae (5.4) and (5.10) imply
λ+(ϵ) + λ−(ϵ) =
(
λ
(2)
+ + λ
(2)
−
)
ϵ2 +O(ϵ3) as ϵ→ 0,
which means that there is no spectral asymmetry in the first approximation in ϵ but
there may be spectral asymmetry in terms quadratic in ϵ.
We will now evaluate the asymptotic coefficients λ(2)± . We will do this under the
simplifying assumption that the Riemannian density does not depend on ϵ:
√
det gµν(y; ϵ) =
√
det(g0)µν(y) , (5.12)
so that V (1) = 0. In mechanics such a deformation is called shear. Then Theorem 5.2.1
implies λ(1)± = 0, so formula (5.4) now reads
λ±(ϵ) = ±32 + λ
(2)
± ϵ
2 +O(ϵ3) as ϵ→ 0. (5.13)
In order to evaluate the asymptotic coefficients λ(2)± we need to introduce triples
of special vector fields (K±)j , j = 1, 2, 3. For their definitions and properties see
Appendix B.2. Here we mention only that these are triples of orthonormal Killing
fields with respect to the standard (unperturbed) metric.
Put
(h±)jk := hαβ (K±)jα (K±)kβ, (5.14)
where hαβ is the real symmetric tensor from (5.9). Note that the elements of the 3× 3
real symmetric matrix-function (h±)jk(y) are scalars, i.e. they do not change under
changes of local coordinates y. Further on we sometimes raise and lower frame indices
(see Section 4.3) and we do this using the Euclidean metric. This means, in particular,
that raising a frame index in (h±)jk does not change anything.
Put also
(L±)j := (K±)jα
∂
∂yα
, j = 1, 2, 3. (5.15)
The operators (5.15) are first order linear differential operators acting on scalar fields
over S3. The fact that our (K±)j are Killing vector fields implies that the operators
(5.15) are formally anti-self-adjoint with respect to the standard inner product on
scalar fields over S3. It is also easy to see that our operators (L±)j, j = 1, 2, 3, satisfy
the commutator identities
[(L±)j, (L±)k] = ∓2εjkl(L±)l , (5.16)
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where εjkl is the totally antisymmetric quantity, ε123 := +1.
Let ∆ be the Laplacian on scalar fields over S3 with standard (unperturbed) metric.
Our ∆ is a nonpositive operator, so our definition agrees with the one from basic
calculus. By (−∆)−1 we shall denote the pseudoinverse of the non-negative differential
operator −∆, see Appendix B.3 for explicit definition. Obviously, (−∆)−1 is a classical
pseudodifferential operator of order minus two. This follows from the facts that the
parametrix of ∆ is a classical pseudodifferential operator of order minus two and the
projection onto the kernel of the Laplacian is a smoothing operator, which follows from
the elliptic regularity theorem.
Theorem 5.2.2. Under the assumption (5.12) we have
λ
(2)
± =
1
2π2
∫
S3
P± ρ0 dy , (5.17)
where
P± = ±14(h±)jk(h±)jk
− 116εqks(h±)jq [(L±)s(h±)jk]
± 18(h±)ks
[
(−∆)−1(L±)s(L±)j(h±)jk
]
− 116εqks(h±)rq
[
(−∆)−1(L±)r(L±)s(L±)j(h±)jk
]
.
(5.18)
Theorem 5.2.2 warrants the following remarks.
Remark 5.2.3.
(a) We chose the factor 12π2 in the RHS of (5.17) based on the observation that the
volume of the unperturbed 3-sphere is 2π2, see formula (5.7). This will simplify
the comparison with the appropriate formulae previously derived for the 3-torus,
see item (f) below, and it will also simply calculations that will be carried out in
Subsection 5.6.3.
(b) The terms in the RHS of (5.18) are written in such an order that each subsequent
term has an extra appearance of a first order differential operator L± .
(c) The operators (−∆)−1(L±)s(L±)j and (−∆)−1(L±)r(L±)s(L±)j appearing in the
last two terms in the RHS of (5.18) are pseudodifferential operators of order 0
and 1 respectively.
5.2 Two-term perturbation formulae for small eigenvalues | 82
(d) The fact that the operators (L±)j, j = 1, 2, 3, are formally anti-self-adjoint with
respect to the standard inner product on S3 implies that for any scalar field
f : S3 → C we have ∫
S3
[(L±)jf ] ρ0 dy = 0 . (5.19)
Formula (5.19) implies that in the last two terms in the RHS of (5.18) the
operator (−∆)−1 acts on functions from (Ker∆)⊥.
(e) The operators (L±)j commute with the scalar Laplacian, hence, they also commute
with (−∆)−1. Therefore, the last two terms in the RHS of (5.18) can be written
in a number of equivalent ways.
(f) The second and fourth terms in the RHS of (5.18) have a structure similar to
that of formula (2.5) from [17]. In fact, if one adjusts notation to agree with
that of [17], then it turns out that the second and fourth terms in the RHS of
(5.18) are, in effect, an equivalent way of writing formula (2.5) from [17]. See
Subsection 5.2.1 for more details.
(g) The first and third terms in the RHS of (5.18) do not have an analogue for the
case of the 3-torus [17]. Their appearance is due to the curvature of the 3-sphere.
(h) The first term in the RHS of (5.18) can be rewritten as
± 14hµν hστ (g0)
µσ (g0)ντ , (5.20)
which means that this term does not feel the Killing vector fields (K±)j , j = 1, 2, 3,
and, hence, does not contribute to spectral asymmetry. Put
h˜µν := hµν − 13 δµν hστ (g0)
στ ,
which is the part of the deformation tensor hµν describing shear (deformation
preserving Riemannian density). Formula (5.12) implies hστ (g0)στ = 0 , so in
our case h˜µν = hµν and the expression (5.20) takes the form
±14 h˜µν h˜στ (g0)
µσ (g0)ντ .
Such an expression describes the elastic potential energy generated by shear, see
formula (4.3) in [37].
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(i) For a generic perturbation of the metric we expect
λ
(2)
+ + λ
(2)
− ̸= 0, (5.21)
which means that we expect spectral asymmetry in terms quadratic in ϵ. An
example illustrating the inequality (5.21) will be provided in Subsection 5.6.3:
see formulae (5.88) and (5.89).
(j) Let us expand the metric tensor in powers of the small parameter ϵ up to quadratic
terms:
gαβ(y; ϵ) = (g0)αβ(y) + hαβ(y) ϵ+ kαβ(y) ϵ2 +O(ϵ3) as ϵ→ 0.
Here the tensor hαβ is defined by (5.9) whereas kαβ := 12
∂2gαβ
∂ϵ2
∣∣∣
ϵ=0
. One would
expect the coefficients λ(2)± in the asymptotic expansions (5.13) of the lowest
eigenvalues to depend on the tensor kαβ , but Theorem 5.2.2 tells us that it is
not the case. Here a rough explanation is that the only way the tensor kαβ can
appear in the formulae for λ(2)± is linearly, however, condition (5.12) ensures that
the linear terms in the map
perturbation of metric → perturbation of lowest eigenvalues
vanish.
5.2.1 Comparison with the 3-torus
If we leave only the second and fourth terms in the RHS of (5.18), substitute this
expression into (5.17), drop the subscripts ± and use (5.7), we get
λ(2) = − 116V (0) εqks
∫
S3
(
hjq [Lshjk] + hrq
[
(−∆)−1LrLsLjhjk
])
ρ0 dy . (5.22)
Formula (5.22) coincides with the result from [17, Theorem 2.1] if we put V (0) = (2π)3
(volume of the unperturbed torus), ρ0 = 1 and Lj = δjα∂α, with ∂α denoting partial
differentiation in the αth cyclic coordinate on the 3-torus.
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5.3 Preparatory material
In this section we present auxiliary results which will be used later in the proofs of
Theorems 5.2.1 and 5.2.2. Both theorems offer a choice of signs, so for the sake of
brevity we present all our preparatory material in a form adapted to the case of upper
signs.
5.3.1 The unperturbed Dirac operator
Suppose that ϵ = 0, i.e. suppose that we are working with the standard (unperturbed)
metric. It is convenient to write the (massless) Dirac operator using the triple of vector
fields (K+)j, j = 1, 2, 3, defined in Appendix B.2 as our frame, see Section 4.3 for the
definition of a frame. Straightforward calculations show that in this case the Dirac
operator reads
W (0) = −isj(L+)j + 32I , (5.23)
where sj are the standard Pauli matrices (4.16), (L+)j are the scalar first order linear
differential operators (5.15) and I is the 2× 2 identity matrix. The superscript in W (0)
indicates that the metric is unperturbed.
Let v(0) be a normalised eigenfunction corresponding to the eigenvalue +32 of the
unperturbed Dirac operator (5.23). For example, one can take
v(0) = 1√
2 π
1
0
 . (5.24)
Here one can replace
1
0
 by any other constant complex 2-column of unit norm. The
freedom in the choice of v(0) is due to the fact that +32 is a double eigenvalue of the
unperturbed Dirac operator. The choice of a particular v(0) does not affect subsequent
calculations, what matters is that v(0) is a constant spinor.
Choosing the optimal frame (gauge) is crucial for our subsequent arguments because
we will heavily use the fact that the eigenspinor v(0) of the unperturbed Dirac operator
is a constant spinor. See also Remark B.2.1(c).
Observe that the triple of vector fields (K+)jα uniquely defines a triple of covector
fields (K+)jα: the relation between the two is specified by the condition
(K+)jα(K+)kα = δjk, j, k = 1, 2, 3. (5.25)
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Of course, the covector (K+)jα is obtained by lowering the tensor index in the vector
(K+)jα by means of the standard metric on S3. Here the position of the frame index j,
as a subscript or superscript, is irrelevant.
In the next subsection we will make use of both the vector fields (K+)jα and the
covector fields (K+)jα.
5.3.2 The perturbed Dirac operator
Let ejα(y; ϵ) be a frame corresponding to the perturbed metric gαβ(y; ϵ), see Section 4.3
for the definition of a frame. This frame can be written as
ej
α(y; ϵ) = (c+)jk(y; ϵ) (K+)kα(y) , (5.26)
where (c+)jk are some real scalar fields. Without loss of generality we choose to work
with frames satisfying the symmetry condition
(c+)jk = (c+)kj, (5.27)
which can always be achieved by an application of a gauge transformation — multipli-
cation by a 3× 3 orthogonal matrix-function. Then formulae (5.9), (5.14), (5.26) and
(5.27) imply
(c+)jk(y; ϵ) = δjk − ϵ2(h+)jk(y) +O(ϵ
2) . (5.28)
The frame (5.26) uniquely defines the corresponding coframe ejα analogously to
(5.25):
ej
αekα = δjk, j, k = 1, 2, 3. (5.29)
Of course, the covector ejα is obtained by lowering the tensor index in the vector ejα
by means of the perturbed metric gαβ(y; ϵ) on S3. Formulae (5.26), (5.25) and (5.29)
imply
ejα(y; ϵ) = (d+)jk(y; ϵ) (K+)kα(y) , (5.30)
where
(c+)jk(d+)lk = δj l , j, l = 1, 2, 3. (5.31)
By (5.31) and (5.27), the matrix of scalar coefficients (d+)jk is also symmetric,
(d+)jk = (d+)kj . (5.32)
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Formulae (5.28), (5.31), (5.27) and (5.32) give
(d+)jk(y; ϵ) = δjk +
ϵ
2(h+)jk(y) +O(ϵ
2) . (5.33)
Let W (ϵ) be the perturbed Dirac operator and let W1/2(ϵ) be the corresponding
perturbed Dirac operator on half-densities. According to (4.26), the two are related as
W (ϵ) = (ρ(ϵ))−1/2W1/2(ϵ) (ρ(ϵ))1/2. (5.34)
Lemma 5.3.1. The perturbed Dirac operator on half-densities W1/2(ϵ) acts on 2-
columns of complex-valued half-densities v1/2 as
v1/2 7→ − i2s
j (ρ0)1/2
[
(c+)jk(L+)k + (L+)k(c+)jk
]
(ρ0)−1/2 v1/2
+ (W1/2(ϵ))sub v1/2 ,
(5.35)
where (W1/2(ϵ))sub is its subprincipal symbol.
Let us emphasise that the Riemannian density appearing in (5.35) is the unperturbed
density ρ0 and not the perturbed density ρ(ϵ) as in (5.34).
Proof of Lemma 5.3.1. Formulae (4.19) and (5.34) tell us that the principal symbol of
the operator W1/2(ϵ) is σα(y; ϵ)pα . Using formulae (2.45), (5.26) and (5.15) we can
rewrite this principal symbol as
− isj (c+)jk[(L+)k]prin . (5.36)
But (5.36) is also the principal symbol of the operator (5.35), so the proof reduces to
proving that the operator
v1/2 7→ − i2s
j (ρ0)1/2
[
(c+)jk(L+)k + (L+)k(c+)jk
]
(ρ0)−1/2 v1/2
has a zero subprincipal symbol. By [45, Proposition 2.1.13] it is sufficient to prove that
the operators (ρ0)1/2(L+)k(ρ0)−1/2, k = 1, 2, 3, have zero subprincipal symbols. But
the latter is a consequence of (5.15) and the fact that our (K+)kα, being Killing vector
fields with respect to the unperturbed metric, are divergence-free.
An alternative approach is as follows. We want to show that
(L+, 12 )k := (ρ0)
1
2 (L+)k(ρ0)−
1
2
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has zero subprincipal symbol. We first write down its full symbol:
(L+, 12 )k(y, η) = i(K+)k
αηα + ρ
1
2
0 (K+)kα∂yα(ρ
− 12
0 ) .
Then the subprincipal symbol is
[(L+, 12 )k]sub = ρ
1
2
0 (K+)kα∂yα(ρ
− 12
0 )−
1
2i∂y
α∂ηα(i(K+)kβηβ)
= ρ
1
2
0 (K+)kα∂yα(ρ
− 12
0 )−
1
2∂yβ(K+)k
β
= (K+)kα
(
ρ
1
2
0 ∂yα(ρ
− 12
0 )−
1
2(K+)
l
α∂yβ(K+)lβ
)
. (5.37)
Now, let K+ denote the matrix with entries (K+)jβ. Note that
ρ
1
2
0 ∂yα(ρ
− 12
0 ) =
1
2∂y
α(ln ρ−10 ) =
1
2∂y
α
[
ln det(K+)
]
= 12∂y
α
[
tr ln(K+)
]
= 12 tr
[
∂yα ln(K+)
]
= 12 tr
[
(K−1+ )∂yα(K+)
]
= 12(K+)
j
β∂yα(K+)jβ . (5.38)
Hence, equation (5.37) becomes
[(L+, 12 )k]sub = (K+)k
α
(1
2(K+)
j
β∂yα(K+)jβ − 12(K+)
l
α∂yβ(K+)lβ
)
= (K+)kα
(1
2(K+)j
β∂yβ(K+)jα −
1
2(K+)j
β∂yα(K+)jβ
)
= 12(K+)k
α(K+)jβ
(
∂yβ(K+)jα − ∂yα(K+)jβ
)
= 12d(K+)
j
(
(K+)k, (K+)j
)
. (5.39)
Now, we view (K+)j as vector fields and observe that we have the following identity
dω(X, Y ) = X(ω(Y ))− Y (ω(X))− ω([X, Y ]) ,
for any vector fields X, Y and any 1-form ω. Therefore, equation (5.39) becomes
[(L+, 12 )k]sub =
1
2d(K+)
j
(
(K+)k, (K+)j
)
= 12
[
(K+)k
(
(K+)j
(
(K+)j
))
− (K+)j
(
(K+)j
(
(K+)k
))
− (K+)j
(
[(K+)k, (K+)j]
)]
= −12(K+)
j
(
[(K+)k, (K+)j]
)
. (5.40)
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Since [(K+)k, (K+)j] = −2εkji(K+)i , expression (5.40) reduces to
[(L+, 12 )k]sub = εkji(K+)
j
(
(K+)i
)
= εkjiδij = 0 ,
which ends the proof.
According to [15, formulae (6.1) and (8.1)] the explicit formula for the subprincipal
symbol of the Dirac operator on half-densities reads
(W1/2(ϵ))sub = If(ϵ), (5.41)
where I is the 2× 2 identity matrix and f(ϵ) = f(y; ϵ) is the scalar function
f(ϵ) := δkl4ρ(ϵ)
[
ek1
∂el3
∂y2
+ ek2
∂el1
∂y3
+ ek3
∂el2
∂y1
− ek1 ∂e
l
2
∂y3
− ek2 ∂e
l
3
∂y1
− ek3 ∂e
l
1
∂y2
]
,
(5.42)
with ekj = ekj(y; ϵ).
Combining formulae (5.34), (5.35), (5.41) and (5.42) we conclude that the perturbed
Dirac operator W (ϵ) acts on 2-columns of complex-valued scalar fields v as
v 7→ − i2s
j
√
ρ0
ρ(ϵ)
[
(c+)jk(L+)k + (L+)k(c+)jk
]√ρ(ϵ)
ρ0
v + f(ϵ) v . (5.43)
Of course, when ϵ = 0 formulae (5.43) and (5.42) turn into formula (5.23) with
W (0) = W (0).
5.3.3 Half-densities versus scalar fields
Given a pair of 2-columns of complex-valued half-densities, v1/2 and w1/2, we define
their inner product as
⟨v1/2 , w1/2⟩ :=
∫
S3
(w1/2)∗ v1/2 dy . (5.44)
The advantage of (5.44) over (5.1) is that the inner product (5.44) does not depend
on the metric. Consequently, if we work with half-densities, perturbations of the
metric will not change our Hilbert space. And, unsurprisingly, the perturbation process
described in [17, Section 4] was written in terms of half-densities.
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The explicit formula for the action of the operator W1/2(ϵ) reads
v1/2 7→ − i2s
j (ρ0)1/2
[
(c+)jk(L+)k + (L+)k(c+)jk
]
(ρ0)−1/2 v1/2
+ f(ϵ) v1/2 ,
(5.45)
where f(ϵ) is the scalar function (5.42).
Formulae (5.45) and (5.42) give us a convenient explicit representation of the
perturbed Dirac operator on half-densities W1/2(ϵ). We will use this representation in
the next two sections when proving Theorems 5.2.1 and 5.2.2.
When ϵ = 0 formulae (5.45) and (5.42) turn into
v1/2 7→ −isj(ρ0)1/2(L+)k(ρ0)−1/2v1/2 + 32v1/2 ,
which is the action of the unperturbed Dirac operator on half-densities W (0)1/2 = W1/2(0).
The normalised eigenfunction of the operator W (0)1/2 corresponding to the eigenvalue +32
reads
v
(0)
1/2 = ρ
1/2
0 v
(0), (5.46)
where v(0) is given by formula (5.24).
5.3.4 Asymptotic process
Let us expand our Dirac operator on half-densities in powers of ϵ,
W1/2(ϵ) = W (0)1/2 + ϵW
(1)
1/2 + ϵ2W
(2)
1/2 + . . . . (5.47)
Then, according to [17, formulae (4.12) and (4.13)], formula (5.4) holds with
λ
(1)
+ =
〈
W
(1)
1/2 v
(0)
1/2 , v
(0)
1/2
〉
, (5.48)
λ
(2)
+ =
〈
W
(2)
1/2 v
(0)
1/2 , v
(0)
1/2
〉
−
〈 (
W
(1)
1/2 − λ(1)+ I
)
Q1/2
(
W
(1)
1/2 − λ(1)+ I
)
v
(0)
1/2 , v
(0)
1/2
〉
, (5.49)
where Q1/2 is the pseudoinverse of the operator W (0)1/2 − 32I. See [17, Section 3] for
definition of pseudoinverse.
Lemma 5.3.2. We have
〈
W1/2(ϵ) v(0)1/2 , v
(0)
1/2
〉
=
〈
f(ϵ) v(0)1/2 , v
(0)
1/2
〉
= 12π2
∫
S3
f(ϵ) ρ0 dy . (5.50)
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Proof. Substituting (5.45), (5.46) and (5.24) into the LHS of (5.50) and using Remark
5.2.3(d), we see that the terms with (L+)k integrate to zero, which leaves us with the
RHS of (5.50).
Let us now expand the scalar function f(ϵ) in powers of our ϵ,
f(ϵ) = f (0) + ϵf (1) + ϵ2f (2) + . . . . (5.51)
Here, of course, f (0) = f(0) = 32 .
Formulae (5.50), (5.47) and (5.51) imply
〈
W
(n)
1/2 v
(0)
1/2 , v
(0)
1/2
〉
=
〈
f (n) v
(0)
1/2 , v
(0)
1/2
〉
= 12π2
∫
S3
f (n) ρ0 dy , n = 0, 1, . . . .
Then formulae (5.48) and (5.49) become
λ
(1)
+ =
1
2π2
∫
S3
f (1) ρ0 dy , (5.52)
λ
(2)
+ =
1
2π2
∫
S3
f (2) ρ0 dy −
〈 (
W
(1)
1/2 − λ(1)+ I
)
Q1/2
(
W
(1)
1/2 − λ(1)+ I
)
v
(0)
1/2 , v
(0)
1/2
〉
= 12π2
∫
S3
f (2) ρ0 dy −
〈
Q1/2
(
W
(1)
1/2 − λ(1)+ I
)
v
(0)
1/2 ,
(
W
(1)
1/2 − λ(1)+ I
)
v
(0)
1/2
〉
.
(5.53)
5.4 Proof of Theorem 5.2.1
We prove Theorem 5.2.1 for the case of upper signs.
We have
ρ(ϵ) = ρ0
(
1 + ϵ2hαβ (g0)
αβ +O(ϵ2)
)
. (5.54)
Using formulae (5.30), (5.32) and (5.33), we get
δkl
[
ek1
∂el3
∂y2
+ ek2
∂el1
∂y3
+ ek3
∂el2
∂y1
− ek1 ∂e
l
2
∂y3
− ek2 ∂e
l
3
∂y1
− ek3 ∂e
l
1
∂y2
]
= 6ρ0
(
1 + ϵ3(h+)jj +O(ϵ
2)
)
= 6ρ0
(
1 + ϵ3hαβ (g0)
αβ +O(ϵ2)
)
.
(5.55)
Substitution of (5.54) and (5.55) into (5.42) gives us
f (1) = −14hαβ (g0)
αβ. (5.56)
Finally, substituting (5.56) into (5.52) and using (5.8), we arrive at (5.10).
5.5 Proof of Theorem 5.2.2 | 91
5.5 Proof of Theorem 5.2.2
We prove Theorem 5.2.2 for the case of upper signs.
Recall also that we are proving this theorem under the assumption (5.12). This
implies, in particular, that
λ
(1)
+ = 0. (5.57)
With account of (5.57), in order to use formula (5.53) we require the expressions for
the scalar function f (2) and for W (1)1/2 v
(0)
1/2 .
Substituting (5.30) and (5.33) into (5.42) and using (5.12) and (5.32), we get
f (1) = 0, (5.58)
f (2) = 14(h+)jk(h+)jk −
1
16εqks(h+)jq [(L+)s(h+)jk] . (5.59)
Examination of formulae (5.45), (5.28) and (5.58) gives us the explicit formula for
the action of the operator W (1)1/2 :
v1/2 7→ i4s
j (ρ0)1/2 [(h+)jk(L+)k + (L+)k(h+)jk] (ρ0)−1/2 v1/2. (5.60)
Acting with the operator (5.60) on the eigenfunction (5.46) of the unperturbed massless
Dirac operator on half-densities, we obtain
W
(1)
1/2 v
(0)
1/2 =
i
4(ρ0)
1/2 sj v(0) [(L+)k(h+)jk] . (5.61)
Using formula (5.61), we get
−
〈
Q1/2W
(1)
1/2 v
(0)
1/2 ,W
(1)
1/2 v
(0)
1/2
〉
= − 116
∫
S3
[
(L+)r(h+)qr
] ([[
v(0)
]∗
sq (ρ0)−1/2Q1/2 (ρ0)1/2 sj v(0)
] [
(L+)k(h+)jk
])
ρ0 dy .
(5.62)
But (ρ0)−1/2Q1/2 (ρ0)1/2 = Q , the pseudoinverse of the operator W (0) − 32I. Hence,
formula (5.62) simplifies and reads now
−
〈
Q1/2W
(1)
1/2 v
(0)
1/2 ,W
(1)
1/2 v
(0)
1/2
〉
= − 116
∫
S3
[
(L+)r(h+)qr
] ([[
v(0)
]∗
sqQsj v(0)
] [
(L+)k(h+)jk
])
ρ0 dy .
(5.63)
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Observe now that we have the identity
(
W (0) − 12I
)2
= (−∆+ 1)I, (5.64)
where I is the 2× 2 identity matrix and ∆ is the Laplacian on scalar fields over S3 with
standard metric. Formula (5.64) can be established by direct substitution of (5.23)
and the use of the commutator formula (5.16). Formula (5.64) appears also as Lemma
2 in [6].
Formula (5.64) implies
Q = (−∆)−1
(
W (0) + 12I
)
= (−∆)−1
(
−isl(L+)l + 2I
)
. (5.65)
Formula (5.65), in turn, gives us the following representation for the scalar pseudodif-
ferential operator
[
v(0)
]∗
sqQsj v(0):
[
v(0)
]∗
sqQsj v(0)
= 2
([
v(0)
]∗
sq sj v(0)
)
(−∆)−1 − i
([
v(0)
]∗
sq sl sj v(0)
)
(−∆)−1(L+)l .
(5.66)
Substituting (5.66) into (5.63), we get
−
〈
Q1/2W
(1)
1/2 v
(0)
1/2 ,W
(1)
1/2 v
(0)
1/2
〉
= −18
([
v(0)
]∗
sq sj v(0)
) ∫
S3
[
(L+)r(h+)qr
][
(−∆)−1(L+)k(h+)jk
]
ρ0 dy
+ 116
(
i
[
v(0)
]∗
sq sl sj v(0)
) ∫
S3
[
(L+)r(h+)qr
][
(−∆)−1(L+)l(L+)k(h+)jk
]
ρ0 dy
= 18 Re
([
v(0)
]∗
sq sj v(0)
) ∫
S3
(h+)qr
[
(−∆)−1(L+)r(L+)k(h+)jk
]
ρ0 dy
− 116 Re
(
i
[
v(0)
]∗
sq sl sj v(0)
) ∫
S3
(h+)qr
[
(−∆)−1(L+)r(L+)l(L+)k(h+)jk
]
ρ0 dy .
(5.67)
But
Re
([
v(0)
]∗
sq sj v(0)
)
= 12
([
v(0)
]∗(
sqsj + sjsq
)
v(0)
)
= δqj
([
v(0)
]∗
I v(0)
)
= 12π2 δ
qj,
Re
(
i
[
v(0)
]∗
sq sl sj v(0)
)
= i2
([
v(0)
]∗(
sqslsj − sjslsq
)
v(0)
)
= −εqlj
([
v(0)
]∗
I v(0)
)
= − 12π2 ε
qlj,
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where we made use of (5.24). Hence, formula (5.67) simplifies and reads now
−
〈
Q1/2W
(1)
1/2 v
(0)
1/2 ,W
(1)
1/2 v
(0)
1/2
〉
= 116π2
∫
S3
(h+)jr
[
(−∆)−1(L+)r(L+)k(h+)jk
]
ρ0 dy
+ 132π2 εqlj
∫
S3
(h+)qr
[
(−∆)−1(L+)r(L+)l(L+)k(h+)jk
]
ρ0 dy .
(5.68)
Substituting (5.59) and (5.68) into (5.53) we arrive at (5.17), (5.18) with upper
signs.
5.6 Generalized Berger spheres
A left-handed generalized Berger sphere is a 3-sphere equipped with metric
gαβ = Cjk(K+)jα(K+)kβ , (5.69)
where C = (Cjk)3j,k=1 is a constant 3× 3 positive real symmetric matrix and (K+)jα,
j = 1, 2, 3, are our special covector fields defined in accordance with Section 5.2 and
formula (5.25). One can, of course, define in a similar fashion right-handed generalized
Berger spheres: these involve the covector fields (K−)jα, j = 1, 2, 3. However, in this
section, as in [28], we restrict our analysis to left-handed ones.
One can always perform a rotation in R4 so that (5.69) turns to
gαβ =
3∑
j=1
a2j(K+)jα(K+)jβ , (5.70)
where aj, j = 1, 2, 3, are some positive constants. In formula (5.70) the (K+)jα,
j = 1, 2, 3, are new covector fields defined in the new Cartesian coordinate system in
accordance with formulae (B.4) and (5.25). Of course, a2j are the eigenvalues of the
matrix C. Further on we assume that our generalized Berger metric has the form
(5.70).
To the authors’ knowledge, metrics of the type (5.70) were first considered in
Section 3 of [28]. The expression “generalized Berger sphere” first appears in [27].
The standard (as opposed to the generalized) Berger sphere corresponds to the case
a2 = a3 = 1, and the standard sphere corresponds to the case a1 = a2 = a3 = 1.
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For future reference, let us give the formula for the Riemannian volume (5.5) of the
generalized Berger sphere:
V = 2π2a1a2a3 . (5.71)
5.6.1 Dirac operator on generalized Berger spheres
The remarkable feature of generalized Berger spheres is that for these metrics the
calculation of eigenvalues of the (massless) Dirac operator reduces to finding roots of
polynomials.
The Dirac operator (5.43) corresponding to the generalized Berger metric reads
W = −i
3∑
j=1
1
aj
sj(L+)j + νI , (5.72)
where
ν = a
2
1 + a22 + a23
2a1a2a3
. (5.73)
In writing (5.72) we followed the convention of choosing the symmetric gauge, see
formulae (5.27) and (5.32). The constant (5.73) was written down by means of a careful
application of formula (5.42).
Note that formula (5.72) appears also in Proposition 3.1 of [28].
Examination of formula (5.72) shows that λ = ν is an eigenvalue of the Dirac
operator, with the corresponding eigenspinors being constant spinors.
In order to calculate other eigenvalues of the Dirac operator it is convenient to
extend our spinor field from S3 to a neighbourhood of S3 in R4 and rewrite the operator
in Cartesian coordinates. Substituting (B.4) into (5.72), we get
W = −i
3∑
j=1
1
aj
sj(L+)j + νI , (5.74)
where
(L+)1 = −x4∂1 − x3∂2 + x2∂3 + x1∂4 ,
(L+)2 = x3∂1 − x4∂2 − x1∂3 + x2∂4 ,
(L+)3 = −x2∂1 + x1∂2 − x4∂3 + x3∂4 .
(5.75)
Here the way to work with the Cartesian representation of the Dirac operator is to act
with (5.74), (5.75) on a spinor field defined in a neighbourhood of S3 and then restrict
the result to (B.1). It is easy to see that under this procedure the resulting spinor field
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on S3 does not depend on the way we extended our original spinor field from S3 to a
neighbourhood of S3 in R4.
The operators (5.75) commute with the scalar Laplacian in R4. This implies that
these operators map homogeneous harmonic polynomials of degree k to homogeneous
harmonic polynomials of degree less than or equal to k. Hence, the eigenspinors of the
Dirac operator can be written in terms of homogeneous harmonic polynomials. Of
course, the restriction of homogeneous harmonic polynomials to the 3-sphere (B.1) gives
spherical functions, but we find working with polynomials in Cartesian coordinates
more convenient than working with spherical functions in spherical coordinates (B.2).
Let us seek an eigenspinor which is linear in Cartesian coordinates xα, α =
1, 2, 3, 4. Such an eigenspinor is determined by eight complex constants and finding
the corresponding eigenvalues reduces to finding the eigenvalues of a particular 8× 8
Hermitian matrix. Explicit calculations (which we omit for the sake of brevity) show
that the characteristic polynomial of this 8× 8 Hermitian matrix is the square of a
polynomial of degree four whose roots are
ν − 1
a1
− 1
a2
− 1
a3
, (5.76)
ν − 1
a1
+ 1
a2
+ 1
a3
, (5.77)
ν + 1
a1
− 1
a2
+ 1
a3
, (5.78)
ν + 1
a1
+ 1
a2
− 1
a3
. (5.79)
One can repeat the above procedure for homogeneous harmonic polynomials of
degree n = 2, 3, . . ., thus reducing the problem of finding eigenvalues of the Dirac
operator on a generalized Berger sphere to finding roots of polynomials. See Appendix
B.4 for further details.
5.6.2 Testing Theorem 5.2.1 on generalized Berger spheres
From now on we will assume that the positive constants aj are close to 1. This
assumption will allow us to identify the lowest, in terms of modulus, positive and
negative eigenvalues of the Dirac operator.
When a1 = a2 = a3 = 1 the expression (5.73) takes the value +32 and the expression
(5.76) takes the value −32 . Hence,
λ+ = ν (5.80)
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is the lowest positive eigenvalue of the Dirac operator and
λ− = ν − 1
a1
− 1
a2
− 1
a3
(5.81)
is the lowest, in terms of modulus, negative eigenvalue of the Dirac operator. Recall
that ν is given by formula (5.73). As to the expressions (5.77)–(5.79), their values are
close to +52 .
In this subsection and the next one we assume that the constants aj appearing in
formula (5.70) are smooth functions of the small parameter ϵ and that aj(0) = 1.
Expanding (5.71), (5.80) and (5.81) in powers of ϵ, we get
V (ϵ) = 2π2
(
1 + (a′1 + a′2 + a′3)ϵ+O(ϵ2)
)
, (5.82)
λ±(ϵ) = ±32 ∓
1
2(a
′
1 + a′2 + a′3)ϵ+O(ϵ2) , (5.83)
where
a′j :=
daj
dϵ
∣∣∣∣∣
ϵ=0
.
Formulae (5.4), (5.6), (5.7), (5.82) and (5.83) imply (5.10). Thus, we are in agreement
with Theorem 5.2.1.
5.6.3 Testing Theorem 5.2.2 on generalized Berger spheres
In this subsection we make the additional assumption
a1(ϵ) a2(ϵ) a3(ϵ) = 1 , (5.84)
which ensures the preservation of Riemannian volume (5.71) under perturbations. But
generalized Berger spheres are homogeneous Riemannian spaces, so preservation of
Riemannian volume is equivalent to preservation of Riemannian density. Hence, (5.84)
implies (5.12), which is required for testing Theorem 5.2.2.
For future reference note that formula (5.84) implies
a′1 + a′2 + a′3 = 0 , (5.85)
a′′1 + a′′2 + a′′3 + 2(a′1a′2 + a′2a′3 + a′3a′1) = 0 , (5.86)
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where
a′′j :=
d2aj
dϵ2
∣∣∣∣∣
ϵ=0
. (5.87)
Expanding (5.80) and (5.81) in powers of ϵ and using formulae (5.85) and (5.86),
we get
λ+(ϵ) =
3
2 +
(
(a′1)2 + (a′2)2 + (a′3)2
)
ϵ2 +O(ϵ3) , (5.88)
λ−(ϵ) = −32 +
1
2
(
(a′1)2 + (a′2)2 + (a′3)2
)
ϵ2 +O(ϵ3) . (5.89)
Note that the second derivatives (5.87) do not appear in formulae (5.88) and (5.89),
which is in agreement with Remark 5.2.3(j).
We first test whether formula (5.88) agrees with Theorem 5.2.2. Calculating the
scalars (5.14) with upper sign, we get
(h+)jk = 2
3∑
l=1
a′l δlj δlk . (5.90)
Formulae (5.18) and (5.90) imply
P+ = (a′1)2 + (a′2)2 + (a′3)2. (5.91)
Substituting (5.91) into (5.17) and using (5.7), we get λ(2)+ = (a′1)2 + (a′2)2 + (a′3)2,
which is in agreement with (5.88).
In the remainder of this subsection we test whether formula (5.89) agrees with
Theorem 5.2.2. This is trickier because the scalar fields (h−)jk are not constant.
Consider the matrix-function
Ojk =
(
(x1)2 − (x2)2 − (x3)2 + (x4)2 2(x1x2 − x3x4) 2(x1x3 + x2x4)
2(x1x2 + x3x4) −(x1)2 + (x2)2 − (x3)2 + (x4)2 2(x2x3 − x1x4)
2(x1x3 − x2x4) 2(x1x4 + x2x3) −(x1)2 − (x2)2 + (x3)2 + (x4)2
)
(5.92)
whose elements are homogeneous harmonic quadratic polynomials. Let O be the
restriction of the above matrix-function to the 3-sphere (B.1). Note that the matrix-
function O is orthogonal. Let us denote the elements the matrix-function O by Ojk,
with the first subscript enumerating rows and the second enumerating columns. The
two sets of scalar fields, (h+)jk and (h−)jk , are related as
(h−)il = Oij(h+)jkOlk . (5.93)
Substitution of (5.90) into (5.93) gives us explicit formulae for the scalar fields (h−)jk .
We now need to substitute (5.93) into the formula for P− , see (5.18).
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Observe that the (spherical) functions Ojk satisfy the identity
(L−)iOjk = 2εijlOlk . (5.94)
Justification. Recall that in the 4-dimensional setting we have
(K−)jα = Ojk(K+)kα , (5.95)
where the (K±)jα are defined by formula (B.4). Let Ojk and (K±)j be the restrictions
of Ojk and (K±)j to the 3-sphere and g0 = g(0) be the unperturbed metric on the
3-sphere. Now, we have
g0
(
(K−)j, (K−)k
)
= g0
(
(K+)j, (K+)k
)
= δjk
and
Oj
k = Ojk = g0
(
(K−)j, (K+)k
)
. (5.96)
Here we view the (K±)j as vector fields on the 3-sphere, which is the same as working
with the operators (L±)j on the 3-sphere. To simplify notation, we now use g for g0
and ∇ for ∇0. Thus,
(L−)p(Omn) = (K−)p g
(
(K−)m, (K+)n
)
= g
(
∇(K−)p (K−)m, (K+)n
)
+ g
(
(K−)m,∇(K−)p (K+)n
)
. (5.97)
Then we use the formula
∇XY −∇YX = [X, Y ] , (5.98)
for our torsion-free Levi-Civita connection and the formula
[(K−)j, (K+)k] = 0 for j, k = 1, 2, 3 .
Thus, equation (5.97) becomes
(L−)p(Omn) = g
(
∇(K−)p (K−)m, (K+)n
)
− g
(
(K−)m,∇(K+)n (K−)p
)
(5.99)
Recall also that
[(K−)j, (K−)k] = 2εjkl(K−)l .
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Combining the above formula with equation (5.98), we get
∇(K−)p (K−)m = ∇(K−)m (K−)p + 2εpmq(K−)q . (5.100)
Substitution of (5.100) into equation (5.99) gives
(L−)p(Omn) = g
(
∇(K−)m (K−)p + 2εpmq(K−)q, (K+)n
)
− g
(
(K−)m,∇(K+)n (K−)p
)
= 2εpmqOqn +
[
g
(
∇(K−)m (K−)p, (K+)n
)
− g
(
(K−)m,∇(K+)n (K−)p
)]
.
(5.101)
Now, let Tmpn = g
(
∇(K−)m (K−)p, (K+)n
)
− g
(
(K−)m,∇(K+)n (K−)p
)
. Then we have
Omr Tmpn = Omr g
(
∇(K−)m (K−)p, (K+)n
)
−Omr g
(
(K−)m,∇(K+)n (K−)p
)
= g
(
∇(K+)r (K−)p, (K+)n
)
− g
(
(K+)r,∇(K+)n (K−)p
)
= g
(
∇(K+)r (K−)p, (K+)n
)
+ g
(
(K+)r,∇(K−)p (K+)n
)
= g
(
∇(K+)r (K−)p, (K+)n
)
− g
(
∇(K−)p (K+)r, (K+)n
)
= g
(
∇(K+)r (K−)p −∇(K−)p (K+)r, (K+)n
)
= g
(
[(K+)r, (K−)p], (K+)n
)
= 0 , (5.102)
which implies Tmpn = 0. Thus,
(L−)p(Omn) = 2εpmqOqn . (5.103)
Formulae (5.93) and (5.94) and the fact that the matrix of constants (h+)jk is
symmetric imply (L−)s(L−)j(h−)jk = 0, so the last two terms in the RHS of (5.18)
vanish, giving us
P− = −14(h−)jk(h−)jk −
1
16εqks(h−)jq [(L−)s(h−)jk] . (5.104)
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We examine the two terms in the RHS of (5.104) separately. As the matrix O is
orthogonal, we have, with account of (5.90),
− 14(h−)jk(h−)jk = −
1
4(h+)jk(h+)jk = −
[
(a′1)2 + (a′2)2 + (a′3)2
]
. (5.105)
The other term is evaluated by substituting (5.93), using the identity (5.94) and the
fact that our perturbation of the metric is pointwise trace-free (h±)jj = 0, which gives
us
− 116εqks(h−)jq [(L−)s(h−)jk] =
3
8(h+)jk(h+)jk =
3
2
[
(a′1)2 + (a′2)2 + (a′3)2
]
. (5.106)
Substituting (5.105) and (5.106) into the RHS of (5.104), we arrive at
P− =
1
2
[
(a′1)2 + (a′2)2 + (a′3)2
]
. (5.107)
Substituting (5.107) into (5.17) and using (5.7), we get λ(2)− = 12 [(a
′
1)2 + (a′2)2 + (a′3)2],
which is in agreement with (5.89).
Appendix A
Correction function f
In this appendix we present some technical calculations needed for the proof of
Proposition 2.5.2.
A.1 Calculations involving the correction function
f and axial torsion
Let us start with formula (2.69):
smsn =
4∑
p=1
[
(δm4ηnp + ηmpδn4 − δm4δn4ηp4)
+(1− δm4 − δn4 + δm4δn4)
(
i(1− δp4)εmnp + δmnηp4
)]
sp ,
Then we have
σασβ = smsnemαenβ = (e4αeiβ+ eiαe4β)si+ e4αe4βs4+(iεijksk+ δijs4)eiαejβ . (A.1)
Using the transformation (2.33) and equation (2.69), we get
σ˜ασβ = smsne˜mαenβ = (e4αeiβ− eiαe4β)si+ e4αe4βs4− (iεijksk+ δijs4)eiαejβ . (A.2)
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Now, we have
σγσ˜ασβ = emγsmσ˜ασβ = e4γσ˜ασβ + eiγsiσ˜ασβ
=e4γ
[
(e4αeiβ − eiαe4β)si + e4αe4βs4 − (iεijksk + δijs4)eiαejβ
]
+ eiγsi
[
(e4αejβ − ejαe4β)sj + e4αe4βs4 − (iεjklsl + δjks4)ejαekβ
]
=e4γ
[
(e4αeiβ − eiαe4β)si + e4αe4βs4 − (iεijksk + δijs4)eiαejβ
]
+ eiγ
{
(e4αejβ − ejαe4β)(iεijksk + δijs4) + e4αe4βsi
−
[
iεjkl(iεill′sl′ + δils4) + δjksi
]
ej
αek
β
}
(A.3)
=
(
e4
γe4
αem
βsm − e4γe4βemαsm − δijeiαejβemγsm
+ δijeiγejβemαsm − δijeiγejαemβsm + e4αeβ4eγmsm
)
+ iεijk
(
− e4γeiαejβsk + eiγe4αejβsk − eiγejαe4βsk + eiγejαekβs4
)
, (A.4)
where we used the following identities in transitioning from (A.3) to (A.4):
 s
isj = iεijksk + δijs4 ,
εijkεi
′j′k = δii′δjj′ − δij′δji′ .
(A.5)
Now, we define a new inner product in dimension four as follows:
< eα, eβ >η:= emαenβηmn = emαemβ =< eβ, eα >η .
Also, let us denote the part without εijk in the expression (A.4) by Aγαβ. Then
Aγαβ =< eγ, eβ >η emαsm− < eα, eγ >η emβsm− < eα, eβ >η emγsm. (A.6)
Observing that the quantity Aγαβ is symmetric in γ and β, we arrive at formula (2.71).
A.2 Examining equation (2.78)
In this section we shall prove the identity (2.78). For the benefit of the reader we
repeat this identity below:
g(∇Tepem, en)sm∧sn∧sp = (emρ)xγemα gρβ σα∧σβ∧σγ+3×
1
3!T
ax
αβγσ
α∧σβ∧σγ . (A.7)
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Let us start with
g(∇epem, en) = g
(
[epγ(emα)xγ + epλemρΓαλρ]
∂
∂xα
, en
β ∂
∂xβ
)
= (emα)xγenαepγ + emρenβepλgαβΓαλρ . (A.8)
Multiplying both sides of (A.8) by sm ∧ sn ∧ sp and summing over repeated indices, we
get
g(∇epem, en)sm ∧ sn ∧ sp − (emα)xγenαepγsm ∧ sn ∧ sp
=emρenβepλgαβΓαλρsm ∧ sn ∧ sp
=12em
ρen
βep
λgαβ(Γαλρ − Γαρλ)sm ∧ sn ∧ sp
=12em
ρen
βep
λTβλρs
m ∧ sn ∧ sp
=12 × 3!×
1
3!T
ax
αβγσ
α ∧ σβ ∧ σγ
=3× 13!T
ax
αβγσ
α ∧ σβ ∧ σγ . (A.9)
Appendix B
The 3-sphere
In this appendix we list some auxiliary facts related to the 3-sphere.
B.1 Orientation
The unit 3-sphere, S3, is the hypersurface in R4 defined by the equation
∥x∥ = 1, (B.1)
where ∥ · ∥ is the standard Euclidean norm. Spherical coordinates

x1
x2
x3
x4
 =

cos y1
sin y1 cos y2
sin y1 sin y2 cos y3
sin y1 sin y2 sin y3
 , y1, y2 ∈ (0, π), y3 ∈ [0, 2π), (B.2)
are an example of local coordinates on S3. We define the orientation of spherical
coordinates (B.2) to be positive.
Consider a triple of orthonormal (with respect to the given metric g) smooth
real vector fields ej, j = 1, 2, 3. Each vector ej(y) has coordinate components ejα(y),
α = 1, 2, 3. The triple of vector fields ej, j = 1, 2, 3, is called an orthonormal frame.
We assume that
det ejα > 0 , (B.3)
which means that the orientation of our frame agrees with the orientation of our local
coordinates.
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B.2 Special vector fields on the 3-sphere
Working in R4 and using Cartesian coordinates, consider the triple of vector fields
(K±)jα, j = 1, 2, 3, α = 1, 2, 3, 4, defined as
(K±)1 =
(
−x4 ∓x3 ±x2 x1
)
,
(K±)2 =
(
±x3 −x4 ∓x1 x2
)
,
(K±)3 =
(
∓x2 ±x1 −x4 x3
)
.
(B.4)
Observe that the vector fields (B.4) are tangent to the 3-sphere (B.1), so let us
denote by (K±)jα the restrictions of the vector fields (B.4) to the 3-sphere. Here the
tensor index α = 1, 2, 3 corresponds to local coordinates yα on S3. Note that we have
det{(K±)jα} > 0, which is in agreement with (B.3).
Remark B.2.1. The vector fields (K±)j , j = 1, 2, 3, constructed above are special
because with the standard metric on S3 they possess the following properties.
(a) The vector fields (K±)j are orthonormal,
(b) The vector fields (K±)j are Killing vector fields.
(c) If we write down the Dirac operator W± using (K±)j as a frame, then the
eigenspinors corresponding to the eigenvalue ±32 are constant spinors. Of course,
for a given operator W+ or W− one cannot have constant eigenspinors for
eigenvalues +32 and −32 because this would contradict the fact that eigenspinors
corresponding to different eigenvalues are orthogonal.
Note that the operators W+ and W− defined in Remark B.2.1(c) are related as
W− = R∗W+R, where R : S3 → SU(2) is the restriction of the matrix-function
±
 x4 + ix3 x2 + ix1
−x2 + ix1 x4 − ix3

to the 3-sphere (B.1).
B.3 The scalar Laplacian and its pseudoinverse
In this appendix we work on the 3-sphere equipped with standard metric (g0)αβ(y).
Let f be a smooth scalar function on S3. Then there exists a unique sequence of
homogeneous harmonic polynomials pn(x) of degree n = 0, 1, 2, . . . such that the series
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+∞∑
n=0
pn(x) converges uniformly, together with all its partial derivatives, on the closed
unit ball in R4, and coincides with f on S3.
It is known that the eigenvalues of the operator −∆ acting on S3 are n(n + 2),
n = 0, 1, 2, . . ., and their multiplicity is (n+ 1)2, which is the dimension of the vector
space of homogeneous harmonic polynomials of degree n. The explicit formula for the
action of the operator (−∆)−1, the pseudoinverse of −∆, on our function f is
(−∆)−1f =
+∞∑
n=1
pn(x)
n(n+ 2)
∣∣∣∣∣
∥x∥=1
.
B.4 Eigenvalues for generalized Berger spheres
Here we give further explicit expressions for the eigenvalues using the procedure from
Section 5.6.1 where we apply the operator to harmonic polynomials of degree n. For
convenience we seek eigenvalues µ of the operator W˜ =W− νI obtained by dropping
the constant term from (5.74).
Let κ = (κ1, κ2, κ3) ∈ {±1}3, and let
N+ := {κ ∈ {±1}3 : κ1κ2κ3 = +1} = {(1, 1, 1), (1,−1,−1), (−1, 1,−1), (−1,−1, 1)}.
For each n ≤ 4 we give below an explicit formula for the characteristic polynomial
χn(µ) whose roots give the eigenvalues of W˜. For n ≥ 5 formulae become too
cumbersome to list, and we do not have a general formula yet.
Degree n = 0.
χ0(µ) = µ2.
Degree n = 1.
χ1(µ) =
∏
κ∈N+
µ+ 3∑
j=1
κj
aj
2 .
See also formulae (5.76)– (5.79).
Degree n = 2.
χ2(µ) =
µ3 −
4 3∑
j=1
a−2j
µ+ 16∏3
j=1 aj
6 .
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Degree n = 3.
χ3(µ) =
∏
κ∈N+
µ2 −
 3∑
j=1
κj
aj
µ− 3
 3∑
j=1
a−2j −
3∑
j,k=1
j ̸=k
κjκk
ajak


4
.
Degree n = 4.
χ4(µ) =
µ5 −
20 3∑
j=1
a−2j
µ3 + ( 80∏3
j=1 aj
)
µ2
+64
 3∑
j=1
a−4j + 2
3∑
j,k=1
j ̸=k
a−2j a
−2
k
µ− 768
∑3
j=1 a
−2
j∏3
j=1 aj

10
.
References
[1] M. F. Atiyah, V. K. Patodi, and I. M. Singer. Spectral asymmetry and Riemannian
geometry. Bulletin of the London Mathematical Society, 5:229–234, 1973.
[2] M. F. Atiyah, V. K. Patodi, and I. M. Singer. Spectral asymmetry and Riemannian
geometry I. Mathematical Proceedings of the Cambridge Philosophical Society,
77:43–69, 1975.
[3] M. F. Atiyah, V. K. Patodi, and I. M. Singer. Spectral asymmetry and Riemannian
geometry II. Mathematical Proceedings of the Cambridge Philosophical Society,
78:405–432, 1975.
[4] M. F. Atiyah, V. K. Patodi, and I. M. Singer. Spectral asymmetry and Riemannian
geometry III. Mathematical Proceedings of the Cambridge Philosophical Society,
79:71–99, 1976.
[5] Z. Avetisyan, Y.-L. Fang, and D. Vassiliev. Spectral asymptotics for first order
systems. To appear in Journal of Spectral Theory, 2016. Preprint arXiv:1512.06281.
[6] C. Bär. The Dirac operator on space forms of positive curvature. Journal of the
Mathematical Society of Japan, 48:69–83, 1996.
[7] C. Bär. Dependence of the Dirac spectrum on the spin structure. Séminaires et
Congrès, 4:17–33, 2000.
[8] V. B. Berestetskii, E. M. Lifshitz, and L. P. Pitaevskii. Quantum electrodynamics,
volume 4. Butterworth–Heinemann, 1982.
[9] J.-M. Bismut and D. S. Freed. The analysis of elliptic families II: Dirac operators,
eta invariants, and the holonomy theorem. Communications in Mathematical
Physics, 107:103–163, 1986.
[10] T. P. Branson and P. B. Gilkey. Residues of the eta function fro an operator of
Dirac type. Journal of Functional Analysis, 108:47–87, 1992.
[11] I. L. Buchbinder and S. M. Kuzenko. Ideas and methods of supersymmetry and
supergravity. Institute of Physics Publishing, Bristol, 1998.
[12] J. Burnett and D. Vassiliev. Weyl’s Lagrangian in teleparallel form. Journal of
Mathematical Physics, 50:102501, 2009.
[13] J. Burnett and D. Vassiliev. Modelling the electron with Cosserat elasticity.
Mathematika, 58:349–370, 2012.
References | 109
[14] O. Chervova, R. J. Downes, and D. Vassiliev. The spectral function of a first order
elliptic system. Journal of Spectral Theory, 3:317–360, 2013.
[15] O. Chervova, R. J. Downes, and D. Vassiliev. Spectral theoretic characterization
of the massless Dirac operator. Journal of the London Mathematical Society,
89:301–320, 2014.
[16] O. Chervova and D. Vassiliev. The stationary Weyl equation and Cosserat elasticity.
Journal of Physics A: Mathematical and Theoretical, 43:335203, 2010.
[17] R. J. Downes, M. Levitin, and D. Vassiliev. Spectral asymmetry of the massless
Dirac operator on a 3-torus. Journal of Mathematical Physics, 54:111503, 2013.
[18] R. J. Downes and D. Vassiliev. Spectral theoretic characterization of the massless
Dirac action. Mathematika, 62:701–718, 2016.
[19] J. J. Duistermaat and V. W. Guillemin. The spectrum of positive elliptic operators
and periodic bicharacteristics. Inventiones Mathematicae, 29, 1975.
[20] J.J. Duistermaat and L. Hörmander. Fourier integral operators. II. Acta Mathe-
matica, 128:183–269, 1972.
[21] Y.-L. Fang, M. Levitin, and D. Vassiliev. Spectral analysis of the Dirac operator
on a 3-sphere. arXiv:1605.08589, 2016.
[22] Y.-L. Fang and D. Vassiliev. Analysis as a source of geometry: a non-geometric
representation of the Dirac equation. Journal of Physics A: Mathematical and
Theoretical, 48:165203, 2015.
[23] Y.-L. Fang and D. Vassiliev. Analysis of first order systems of partial differential
equations. Complex Analysis and Dynamical Systems VI: Part 1: PDE, Differential
Geometry, Radon Transform, 653:163–176, 2015.
[24] T. Friedrich. Dirac operators in Riemannian geometry. American Mathematical
Society, 2000.
[25] R.P. Geroch. Spinor structure of space-times in general relativity. I. Journal of
Mathematical Physics, 9:1739–1744, 1968.
[26] P. B. Gilkey. The residue of the global η function at the origin. Advances in
Mathematics, 40:290–307, 1981.
[27] C. Godbout. Chern-Simons classes and the Ricci flow on 3-manifolds. Proceedings
of the American Mathematical Society, 141:2467–2474, 2013.
[28] N. Hitchin. Harmonic spinors. Advances in Mathematics, 14:1–55, 1974.
[29] L. Hörmander. Pseudo differential operators. Communications on Pure and
Applied Mathematics, 18:501–517, 1965.
[30] L. Hörmander. The spectral function of an elliptic operator. Acta Mathematica,
121(1):193–218, 1968.
References | 110
[31] V. Ivrii. Second term of the spectral asymptotic expansion of the Laplace –
Beltrami operator on manifolds with boundary. Functional Analysis and Its
Applications, pages 98–106, 1980.
[32] V. Ivrii. Accurate spectral asymptotics for elliptic operators that act in vector
bundles. Functional Analysis and Its Applications, 16:101–108, 1982.
[33] V. Ivrii. Precise spectral asymptotics for elliptic operators acting in fiberings over
manifolds with boundary, volume 1100 of Lecture Notes in Mathematics. Springer,
1984.
[34] V. Ivrii. Microlocal analysis and precise spectral asymptotics. Springer, 1998.
[35] I. Kamotski and M. Ruzhansky. Regularity properties, representation of solutions,
and spectral asymptotics of systems with multiplicities. Communications in Partial
Differential Equations, 32:1–35, 2007.
[36] R. C. Kirby. The topology of 4-manifolds. Springer, 1989.
[37] L.D. Landau and E.M. Lifshitz. Course of theoretical physics Volume 7: Theory
of elasticity. Pergamon Press, 1970.
[38] H. B. Lawson and M.-L. Michelsohn. Spin geometry. Princeton Mathematical
Series, 1990.
[39] B. M. Levitan. On the asymptotic behavior of the spectral function of a self-adjoint
differential equation of the second order. Izvestiya Akademii Nauk SSSR, Seriya
Matematicheskaya, 16:325–352, 1952.
[40] P. Loya and S. Moroianu. Singularities of the eta function of first-order differential
operators. Analele Stiintifice ale Universitatii Ovidius Constanta, 20:59–70, 2012.
[41] V. Pasic and D. Vassiliev. PP-waves with torsion and metric-affine gravity.
Classical and Quantum Gravity, 22:3961–3975, 2005.
[42] J. Roe. Elliptic operators, topology and asymptotic methods. CRC Press, 1998.
[43] G.V. Rozenblyum. Spectral asymptotic behavior of elliptic systems. Journal of
Mathematical Sciences, 21:837–850, 1983.
[44] Y. G. Safarov. Non-classical two-term spectral asymptotics for self-adjoint elliptic
operators. DSc thesis of Leningrad Branch of the Steklov Mathematical Institute
of the USSR Academy of Sciences, 1989.
[45] Y. G. Safarov and D. Vassiliev. The asymptotic distribution of eigenvalues of
partial differential operators. American Mathematical Society, 1997.
[46] R. T. Seeley. Complex powers of an elliptic operator. Proceedings of Symposia in
Pure Mathematics, 10:288–307, 1967.
References | 111
[47] S. Sulanke. Berechnung des Spektrums des Quadrates des Dirac-Operators auf der
Sphäre und Untersuchungen zum ersten Eigenwert von D auf 5-dimensionalen Räu-
men konstanter positiver Schnittkrümmung. Ph.D. thesis, Humboldt Universität
zu Berlin, 1981.
[48] A. Trautman. The Dirac operator on hypersurfaces. Acta Physica Polonica B,
26:1283–1310, 1995.
[49] D. Vassiliev. Binomial asymptotics of the spectrum of a boundary value problem.
Functional Analysis and Its Applications, 17:309–311, 1983.
[50] D. Vassiliev. Two-term asymptotics of the spectrum of a boundary value prob-
lem under an interior reflection of general form. Functional Analysis and Its
Applications, 18:267–277, 1984.
[51] D. Vassiliev. Teleparallel model for the neutrino. Physical Review D, 75:025006,
2007.
