Abstract. We augment naive Bayes models with statistical n-gram language models to address short-comings of the standard naive Bayes text classifier. The result is a generalized naive Bayes classifier which allows for a local Markov dependence among observations; a model we refer to as the Chain Augmented Naive Bayes (CAN) Bayes classifier. CAN models have two advantages over standard naive Bayes classifiers. First, they relax some of the independence assumptions of naive Bayes-allowing a local Markov chain dependence in the observed variables-while still permitting efficient inference and learning. Second, they permit straightforward application of sophisticated smoothing techniques from statistical language modeling, which allows one to obtain better parameter estimates than the standard Laplace smoothing used in naive Bayes classification. In this paper, we introduce CAN models and apply them to various text classification problems. To demonstrate the language independent and task independent nature of these classifiers, we present experimental results on several text classification problems-authorship attribution, text genre classification, and topic detection-in several languages-Greek, English, Japanese and Chinese. We then systematically study the key factors in the CAN model that can influence the classification performance, and analyze the strengths and weaknesses of the model.
Introduction
Text classification concerns the problem of automatically assigning given text passages (paragraphs or documents) into predefined categories. Due to the rapid explosion of texts in digital form, text classification has become an important area of research, owing to the need to automatically organize and index large text collections in various ways. Such techniques are currently being applied in many areas, including spam detection, language identification (Schmitt 1991) , authorship attribution (Stamatatos et al. 2000) , text genre classification (Kessler et al. 1997 , Stamatatos et al. 2000 , topic identification (Dumais et al. 1998 , Lewis 1992 , McCallum and Nigam 1998 , Yang 1999 , and subjective sentiment classification (Pang et al. 2002 , Turney 2002 .
Many standard machine learning techniques have been applied to automated text categorization problems, such as naive Bayes classifiers, support vector machines, linear least square models, neural networks, and K-nearest neighbor classifiers (Sebastiani 2002 , Yang 1999 . Naive Bayes classifiers have been proven successful in text classification (Lewis 1998 , McCallum and Nigam 1998 , Robertson and Sparck Jones 1976 , despite the simplicity of the model and the restrictiveness of the independence assumptions it makes. Domingos and Pazzanni (1997) observe that naive Bayes classifiers can obtain near optimal misclassification error even when the independence assumption is strongly violated. Nevertheless, it is commonly thought that relaxing the independence assumption of naive Bayes ought to allow for superior text classification (Lewis 1998) , and it has been shown in practice that functionally dependent attributes can indeed improve classification accuracy in some cases (Friedman et al. 1997 , Rish 2001 .
A significant amount of research has been conducted on relaxing the naive Bayes independence assumption in machine learning research. A popular extension is the Tree Augmented Naive Bayes classifier (TAN) (Friedman et al. 1997 ) which allows for a treestructured dependence among observed variables in addition to the traditional dependence on the hidden "root" variable. However, learning tree structured Bayesian network is not trivial (Keogh and Pazzanni 1999, Zhang and Ling 2001) , and this model has rarely been used in text classification applications. In this paper we investigate a convenient alternative that lies between pure naive Bayes and TAN Bayes models in the strength of its assumptions; namely, the Chain Augmented Naive Bayes (CAN) model. A CAN Bayes model simplifies the TAN model by restricting dependencies among observed variables to form a Markov chain instead of a tree. Interestingly, it turns out that the model that results is closely related to the n-gram language models that have been widely studied in statistical natural language modeling and speech recognition (Federico and De Mori 1998, Kneser and Ney 1995) . We augment the naive Bayes text classifier by including observation dependencies that form a Markov chain, and use techniques from statistical n-gram language modeling to learn and apply these models. The result is a combination of naive Bayes and statistical n-gram methods that yields simple yet surprisingly effective classifiers.
An advantage of using the CAN model, which naturally incorporates the use of statistical language models for classification, is that they also allow the straightforward use of advanced smoothing techniques from statistical language modeling to obtain better parameter estimates. In the standard naive Bayes approach, Laplace smoothing is commonly used to avoid zero probability estimates. However, Laplace smoothing is usually less effective than many other smoothing techniques from statistical language modeling. We consider four more advanced smoothing techniques that have been commonly used in n-gram language modeling to improve naive Bayes classifier, and achieve significant improvements.
In addition to improving the standard naive Bayes model, CAN models also have advantages over other traditional text classifiers. A common aspect of traditional text classification approaches is that they treat text categorization as a standard classification problem, and thereby reduce the learning process to two simple steps: feature engineering, and discriminant learning over the feature space. Of these two steps, feature engineering is critical to achieving good performance in practice. Once good features are identified, almost any reasonable technique for learning a classifier seems to perform well (Scott and Matwin 1999) . However, relying upon an explicit feature selection process has several drawbacks. First, feature construction is usually language and task dependent. Various techniques such as stop-word removal or stemming require language specific knowledge to design adequately. Moreover, most traditional text classifiers work on word level features, whereas identifying words from character sequences is hard in many Asian languages-such as Chinese or Japanese-and any word-based approach must suffer added complexity in coping with segmentation errors. Second, feature selection is task dependent. For example, tasks like authorship attribution or genre classification require attention to linguistic style markers (Stamatatos et al. 2000) , whereas topic detection systems rely more heavily on bag of words features. Third, there are an enormous number of possible features to consider in text classification problems, and standard feature selection approaches do not always cope well in such circumstances. For example, given an enormous number of features, the cumulative effect of uncommon features can still have an important effect on classification accuracy, even though infrequent features contribute less information than common features individually. Consequently, throwing away uncommon features is usually not an appropriate strategy in this domain (Aizawa 2001) . A better approach is to use as many features as possible.
CAN models provide a convenient and effective way to mitigate these difficulties. First, they deal with the feature explosion problem by employing simple back-off estimators from statistical language modeling, which avoids explicit feature selection by considering all ngrams as features and measures their importance implicitly by their contribution to language models. Thus, CAN models avoid the need for explicit feature selection, which is a critical but error prone process. Second, character level CAN models can be deployed in order to avoid the word segmentation issues that arise in Asian languages, and thus provide a simple avenue toward achieving language independent and task independent text classification.
The remainder of the paper is organized as follows. First in Section 2 we describe the naive Bayes classifier and then present the basic n-gram language model in Section 3. These two models form the basis of the chain augmented naive Bayes classifier we propose in Section 4. We then experimentally evaluate the proposed classifier on various text classification problems in various languages in Section 5. A detailed discussion and analysis is presented in Section 6. Finally, we discuss related work in Section 7 and conclude in Section 8.
The naive Bayes text classifier
Text classification is the problem of assigning a document D to one of a set of |C| predefined categories C = {c 1 , c 2 , . . . , c |C| }. Normally a supervised learning framework is used to train a text classifier, where a learning algorithm is provided a set of N labeled training examples {(d i , c i ) : i = 1, . . . , N } from which it must produce a classification function F : D → C that maps documents to categories. Here d i denotes the ith training document and c i is the corresponding category label of d i . We use the random variables D and C to denote the document and category values respectively. A popular learning algorithm for text classification is based on a simple application of Bayes' rule [Duda and Hart 1973 , chapter 10]:
where d and c are instances of D and C, P(
To simplify the presentation, we re-write Eq. (1) as
Bayes' rule decomposes the computation of a posterior probability into the computation of a likelihood and a prior probability. In text classification, a document d is normally represented by a vector of
To simplify this computation, the naive Bayes model introduces an additional assumption that all of the attribute values, v j , are independent given the category label, c. That is, for i = j, v i and v j are conditionally independent given c. This assumption greatly simplifies the computation by reducing Eq. (2) to
Based on Eq. (3), maximum a posterior (MAP) classifier can be constructed by seeking the optimal category which maximizes the posterior P(c | d):
Note that the step from Eq. (5) to Eq. (6) is valid because P(d) is a constant for every category c. A MAP classifier (Eq. (4)) is optimal in the sense of minimizing zero-one loss (misclassification error) (Duda and Hart 1973) . If the independence assumption holds, then a classifier based on Eq. (6) is also optimal (Duda and Hart 1973) . The prior distribution P(c) can be used to incorporate additional assumptions about the relative frequencies of classes. Two commonly used prior distributions are the uniform distribution and the empirical distribution estimated with sample frequencies. There are several variants of naive Bayes classifiers, including the binary independence model, the multinomial model, the Poisson model, and the negative binary independence model (Eyheramendy et al. 2003) . It has been shown that for text classification applications, the multinomial model is most often the best choice (Eyheramendy et al. 2003, McCallum and Nigam 1998), therefore we will only consider the multinomial naive Bayes model in this paper. Figure 1 gives a graphical representation of the multinomial naive Bayes model, showing that each attribute node is independent of the other attributes given the class label C.
The parameters of a multinomial naive Bayes classifier are given by = {θ
The likelihood of a given set of documents D c for a given category c is given by
where N (8) Note that Eq. (8) puts zero probability on attribute values that do not actually occur in D c (i.e., N c j = 0). Unfortunately, a zero estimate can create significant problems when we classify a new document, for example, when we encounter a new attribute value that has not been observed in the training corpus D c . To overcome this problem, Laplace smoothing is usually used to avoid zero probability estimates in practice:
where a j is some constant and a = j a j . A special case of Laplace smoothing is add one smoothing [Manning and Schütze 1999, chapter 6 ] obtained by setting a j = 1. However, Laplace smoothing is not as effective in language modeling as some other smoothing techniques (Chen and Goodman 1998, Jelinek 1990 ). We will show that more advanced smoothing techniques can be used to improve naive Bayes classifiers, and therefore play an important role in developing effective text classifiers using naive Bayes models.
We now describe the next main component of our models-statistical n-gram language models-which we will use to later augment naive Bayes classifiers.
Statistical n-gram language modeling
Although the dominant motivation for language modeling has come from speech recognition, statistical language models have recently become more widely used in many other application areas, including information retrieval (Hiemstra 2001, Ponte and Croft 1998) .
The goal of language modeling is to predict the probability of natural word sequences; or more simply, to put high probability on word sequences that actually occur (and low probability on word sequences that never occur). Given a word sequence w 1 w 2 . . . w T to be used as a test corpus, the quality of a language model can be measured by the empirical perplexity (or entropy) on this corpus
The goal of language modeling is to obtain a small perplexity. The simplest and most successful basis for language modeling is the n-gram model: Note that by the chain rule of probability we can write the probability of any sequence as
An n-gram model approximates this probability by assuming that the only words relevant to predicting P(w i | w 1 . . . w i−1 ) are the previous n − 1 words; that is, it assumes the Markov n-gram independence assumption
A straightforward maximum likelihood estimate of n-gram probabilities from a corpus is given by the observed frequency
where #(.) is the number of occurrences of a specified gram in the training corpus. Unfortunately, using grams of length up to n entails estimating the probability of W n events, where W is the size of the word vocabulary. This quickly overwhelms modern computational and data resources for even modest choices of n (beyond 3 to 6). Also, because of the heavy tailed nature of language (i.e. Zipf's law) one is likely to encounter novel n-grams that were never witnessed during training. Therefore, some mechanism for assigning non-zero probability to novel n-grams is a central and unavoidable issue. One standard approach to smoothing probability estimates to cope with sparse data problems (and to cope with potentially missing n-grams) is to use some sort of linear interpolation or back-off estimator. Linear interpolation models involves an EM procedure to optimize the weight for each component (Chen and Goodman 1998, Jelinek 1990 ) and back-off model is relatively simple. To keep the simplicity of naive Bayes model, we use back-off models.
is the discounted probability, and β(w i−n+1 . . . w i−1 ) is a normalization constant calculated to be
An n-gram is first matched against the language model to see if it has been observed in the training corpus. If that fails, the n-gram is then reduced to an n − 1-gram by shortening the context by one word. The discounted probability (15) can then be computed using different smoothing approaches. The standard smoothing approaches we consider in this paper include linear smoothing (Ney et al. 1994, Witten and Bell 1991) , absolute smoothing (Ney et al. 1994 ), Good-Turing smoothing (Katz 1987 ) and Witten-Bell smoothing (Witten and Bell 1991) .
To describe the smoothing techniques, let n i denote the number of events which occur exactly i times in training data (Ney et al. 1994 ).
Absolute smoothing. Here the frequency of a word is subtracted by a constant b so that the discounted probability (Eq. (15)) is calculated aŝ
where b is often defined as b =
Linear smoothing. Here the discounted probability is calculated aŝ
where T is the number of uni-grams, which corresponds to the number of words in the training data (Ney et al. 1994 ).
Good-Turing smoothing. Good-Turing smoothing discounts the frequency of r by GT r = (r + 1)
n r +1 n r and the discounted probability is calculated as (Katz 1987) :
There are different variants of this standard Good-Turing smoothing. These include Katz's variant (Katz 1987) and Church & Gale's variant (Church and Gale 1991) . We implemented Katz's variant. Witten-Bell smoothing. Witten-Bell smoothing is very similar to Laplace smoothing, except it reserves probability mass for out of vocabulary (OOV) values, whereas Laplace smoothing does not. 3 Here the discounted probability is calculated aŝ
where
is the number of distinct words that can follow w i−n+1 . . . w i−1 in the training data (Witten and Bell 1991) . In the uni-gram model, this corresponds to the size of vocabulary.
We now show how the naive Bayes and statistical n-gram language models can be combined to form the chain augmented naive Bayes classifier.
Applying n-gram language models as text classifiers
Text classifiers attempt to identify attributes which distinguish documents in different categories. Such attributes may include vocabulary terms, word average length, local n-grams, or global syntactic and semantic properties. Language models also attempt capture such regularities, and hence provide another natural avenue to constructing text classifiers. An n-gram language model can be applied to text classification in a similar manner to a naive Bayes model. That is, we categorize a document according to
Using Bayes rule, this can be rewritten as
Here, P(d | c) is the likelihood of d under category c, which can be computed by an ngram language model. Likelihood is related to perplexity and entropy by Eqs. (10) and (11). The prior P(c) can be estimated from training data or can be used to incorporate more assumptions, similar to the standard naive Bayes model. In our case,
is computed using a back-off model introduced in previous section. Thus our approach overall is to learn a separate back-off language model for each category by training on a data set from that category. Then, to categorize a new text d, we supply d to each language model, evaluate the likelihood (or entropy) of d under the model, and pick the winning category according to Eq. (20) .
Note that n-gram classifiers are in fact a straightforward generalization of naive Bayes: a uni-gram classifier with Laplace smoothing corresponds exactly to the traditional naive Bayes classifier. However, n-gram language models, for larger n, possess many advantages over naive Bayes classifiers, including modeling longer context and exploiting superior smoothing techniques in the presence of sparse data. For naive Bayes text classifiers, attributes (words) are considered independent of each other given the category. However, in a language modeling based approach, this is enhanced by considering a Markov dependence between adjacent words. Due to this similarity, we refer the n-gram augmented naive Bayes classifier as a Chain Augmented Naive Bayes classifier (CAN).
Another notable advantage of the language modeling based approach is that it does not incorporate an explicit feature selection procedure. That is, instead, it considers all possible n-grams as features. Their importance is implicitly considered by their contribution to the quality of language modeling (in sense of perplexity in Eq. (10)). The back-off smoothing technique effectively deals with feature explosion. The over-fitting problems associated with the subsequent feature explosion are nicely handled by applying the backoff smoothing techniques outlined above.
Note that the basic unit used in the language models described above is the word. However, we can also consider text as a concatenated sequence of characters instead of words. The formulation of a character based language model is the same as above, except that the size of the vocabulary is much smaller, which greatly reduces the sparse data problem. Character level models also avoid the word segmentation problems that occur in many Asian languages such as Chinese and Japanese, and thus allows constructing language independent classifiers. We also explore this alternative below.
Experimental comparison
To systematically evaluate the CAN model, we investigate several different text classification tasks on various languages. Specifically, we consider Greek authorship attribution, Greek genre classification, and topic detection in English, Japanese, and Chinese.
Classification performance and experimental paradigm
In many cases, classification can be carried out directly based on Eq. (17). However some classifiers, such as SVMs, are specifically designed only for binary classification problems.
For these classifiers, given a |C| category classification problem, we have to convert it to a set of binary classification problems.
Different performance measures can be used to assess these two different unique classification approaches. For the sake of consistency with previous research, we experiment with both approaches in different data. In the Chinese topic detection experiments, there are 6 classes, so we formulate 6 binary classification problems. In Reuters topic detection experiments, there are 10 classes, so we formulate 10 binary classification problems. In both of these cases, we measure classification performance by micro-averaged F-measure. To calculate the micro-averaged score, we formed an aggregate confusion matrix by adding up the individual confusion matrices from each category. The micro-averaged precision, recall, and F-measure can then be computed based on the aggregated confusion matrix.
In other experiments, we measured overall accuracy and macro-averaged F-measure. (Micro-averaged values are not available in these cases.) Here the precision, recall, and F-measures of each individual category can be computed based on a |C| × |C| confusion matrix. Macro-averaged scores can be computed by averaging the individual scores. The overall accuracy is computed by dividing the number of correctly identified documents (summing the numbers across the diagonal) by the total number of test documents. In most experiments, we use numeric precision to 4 digits. However in some experiments (Greek authorship attribution, Japanese topic detection, Chinese topic detection), we can not obtain higher numeric precision due to the size of the used test sets.
In all our experiments, we first report results of character level CAN models which consider text as a sequence of characters. However, for western languages such as English and Greek, we also report results of using word level CAN models which consider text as a sequence of words.
Authorship attribution
The first text categorization problem we examined was author attribution. A famous example is the case of the Federalist Papers, of which twelve instances are claimed to have been written both by Alexander Hamilton and James Madison (Holmes and Forsyth 1995) . We considered a data set used by Stamatatos et al. (2000) consisting of 20 texts written by 10 different modern Greek authors (totaling 200 documents). In each case, 10 texts from each author were used for training and the remaining 10 for testing (using the same split as (Stamatatos et al. 2000) ). The specific authors that appear are shown in Table 1 . The results of using character level models are shown in Table 2 . In our experiments, we obtained the best performance by using a tri-gram model with absolute smoothing. The best accuracy we obtained is 90%. This compares favorably to the best accuracy reported in Stamatatos et al. (2000) of 72%. 4 The 18% accuracy improvement is surprising given the relative simplicity of our method.
As a typical western language, Greek words are separated by white space, so we can also apply word level models to this data. Table 3 shows the results of the word level model. Here the performance increases to 96%, which is better than character level models. However, such a significant improvement is not always observed in other experiments, as we will see Table 3 . 
Text genre classification
The second problem we examined was text genre classification, which is an important application in natural language processing (Kessler et al. 1997 ) and information retrieval (Lee and Myaeng 2002) . We considered a Greek data set used by Stamatatos et al. (2000) consisting of 20 texts of 10 different styles extracted from various sources (200 documents in total). For each style, we used 10 texts as training data and the remaining 10 as testing data (using the same split as in Stamatatos et al. (2000) . The 10 different text genres and their original sources are shown in Table 4 . The results of the character level model are shown in Table 5 . The 86% accuracy obtained with bi-gram models compares favorably to the 82% reported in Stamatatos et al. (2000) , which again is based on a much deeper NLP analysis.
As before, we can again apply word level models to Greek text genre classification. The results are shown in Table 6 . Here we obtain 81% accuracy using absolute smoothing and uni-grams (n = 1). The standard naive Bayes model (n=1 and Laplace smoothing) achieves only 56% performance in this case. Here word level models perform worse than character level models.
Topic detection
The third problem we examined was topic detection in text, which is a heavily researched text categorization problem (Dumais et al. 1998 , Lewis 1992 , McCallum and Nigam 1998 Sebastiani 2002 , Yang 1999 ). Here we demonstrate the language independence of the character based language modeling approach by considering experiments on English, Japanese and Chinese data.
English 20 newsgroup data.
The English 20 Newsgroup data was originally collected and used for text categorization by Lang (1995) and has been widely used in topic detection research (McCallum and Nigam 1998, Rennie 2001) . 5 This collection consists of 19,974 non-empty documents distributed evenly across 20 newsgroups. We use the newsgroups to form categories, and randomly select 80% of the documents to be used for training and the remaining 20% for testing. Table 7 shows the 20 categories appearing in the newsgroup data.
We first considered text to be a sequence of characters, and learned character level ngram models. The resulting classification accuracies are reported in in Table 8 . All results are averaged across 5 random runs. In the character model, with tri-gram (or higher order) models, we consistently obtain accurate performance, peaking at 89.23 ± 0.33% accuracy in the case of 5-gram models with Witten-Bell smoothing. These results compare favorably to the state of the art result of 87.5% accuracy reported in Rennie (2001) , which was based on a combination of SVMs with error correcting output coding (ECOC).
As before, we can also consider English text as a sequence of words and therefore also apply word models in this case. The results are shown in Table 9 . Word level models were able to achieve 88.22 ± 0.35% accuracy in this case. (Using the t-test, we find that the difference between the results of character level models and word level models are statistically significant to the α = 0.01 significance level. The resulted p-value is 0.0027 and t-score is 4.2818.) Note that the word level model with Laplace smoothing and n = 1 is exactly equivalent to the traditional Naive Bayes classifier, which only achieves 84.93% accuracy in this case-consistent with previous findings (McCallum and Nigam 1998).
Japanese data.
Japanese topic detection is often thought to be more challenging than in English, because words are not white-space delimited in Japanese text. This fact seems to require word segmentation to be performed as a pre-processing step before further classification (Aizawa 2001) . However, we avoid the need for explicit segmentation by simply using a character level (byte level) n-gram classifier. We consider the Japanese topic detection data investigated by Aizawa (2001) . This data set was converted from the NTCIR-J1 data set originally created for Japanese text retrieval research. The data has 24 categories. The testing set contains 10,000 documents distributed unevenly between categories. We have obtained the experimental results shown in Table 10 , which still show an 84% accuracy rate on this problem (for 6-gram or higher order models). This is the same level of performance as that reported in Aizawa (2001) , which uses an SVM approach with word segmentation, morphology analysis and feature selection. 
Chinese data.
Chinese poses the same word segmentation issues as Japanese. Word segmentation is also thought to be necessary for Chinese text categorization (He et al. 2000 ), but we avoid the need again by considering character level language models. For Chinese topic detection we considered a data set investigated in He et al. (2000) . The corpus in this case is a subset of the TREC-5 data set created for research on Chinese text retrieval. To make the data set suitable for text categorization, documents were first clustered into 101 groups that shared the same headline (as indicated by an SGML tag) and the six most frequent groups were selected to make a Chinese text categorization data set, as shown in Table 11 . Following He et al. (2000 He et al. ( , 2001 , we converted the problem into 6 binary classification problems. In each case, we randomly selected 500 positive examples and then selected 500 negative examples evenly from among the remaining negative categories to form the training data. The testing set contains 100 positive documents and 100 negative documents generated in the same way. The training set and testing set do no overlap and do not contain repeated documents. Table 12 shows the results of the character level language modeling classifiers. Table 13 shows the results of using an SVM classifier, where the first column is the number of selected features based on frequency ranking. (We use the SVM light (Joachims 1998 ) toolkit with linear kernels.) The entries are micro-average F-measure. We observe a performance He et al. (2000) reported a performance of about 82% using SVM based on word segmentation and feature selection.
Reuters-21578 data.
Unlike other data sets, the Reuters-21578 data is used for multiway classification, where each document is allowed to belong to more than one category. The data set contains 12902 Reuters news wire articles. 6 The documents are assigned to 135 topic categories. However, some categories are empty and thus there are only non-empty 118 categories, among which the 10 most frequent categories contain about 75% of the documents. There are several ways to split the documents into training and testing sets: 'ModLewis' split, 'ModApte' split, and 'ModHayes' split. The 'ModApte' train/test split is widely used in text classification research. Using the 'ModApte' split, the 10 most frequent categories and the numbers of documents used for training, testing and reserved unused in each category are listed in Table 14 .
The results of micro-averaged F-measure are shown in Tables 15 and 16 for character level models and word level models respectively.
Word level models marginally outperform character level models. Bi-gram or tri-gram word level models are better than uni-gram models, which means that relaxing the independence assumption in naive Bayes models also helps in this case. However, in previous research, an SVM classifier obtained up to 92% accuracy (Dumais et al. 1998 ), 7 which was based on feature selection and optimizing prior P(c) for each individual category. We did not optimize the prior information and merely used a uniform prior (that is, we put equal weight for positive and negative category).
Analysis and discussion
The perplexity of a test document under a language model depends on several factors. The three most influential factors are the order, n, of the n-gram model, the smoothing technique used, and the number of training documents. These factors significantly influence the quality of a language model and thus may influence classification performance. We will first discuss the relationship between language modeling quality and classification performance. Then we will further analyze the influence of each individual factor. We will also discuss other factors such as the influence of prior information P(c) in Eq. (20), whether character or word level models should be applied, and analyze the success and failure of the model. Figure 2 shows the relationship between classification performance and language modeling quality on the Greek authorship attribution task. (The other data sets have similar curves.) The upper part of the figure shows classification performance and the lower part shows language modeling quality measured by average entropy across all testing documents (bits per character). We can see that classification performance is almost monotonically related to language modeling quality. However, this is not absolutely true. Since our goal is to make a final decision based on the ranking of perplexities, not just their absolute values, a slightly superior language model in the sense of perplexity reduction (i.e. from the perspective of classical language modeling) does not necessarily lead to a better decision from the perspective of categorization accuracy. 
Relationship between accuracy and perplexity

Effects of n-gram order
Relaxing the naive Bayes independence assumption to consider local context dependencies is one of the main motivations of the CAN Bayes model. The order n is a key factor in determining the quality of n-gram language models. If n is too small then the model will not capture enough context. However, if n is too large then this will create severe sparse data problems. Both extremes result in a larger perplexity than the optimal context length and decrease classification performance. Figure 3 illustrates the influence of order n on classification performance in the previous five experiments (Greek authorship attribution, Greek text genre classification, English topic detection, Japanese topic detection and Chinese topic detection) using absolute smoothing. From the curves, one can see that as the order increases, classification accuracy increases, presumably because the longer context better captures the regularities of the text. However, at some point accuracy begins to decrease and entropy begins to increase as sparse data problems begin to set in. Interestingly, the effect is more pronounced in some experiments (Greek genre classification) but less so in other experiments (topic detection under any language). The sensitivity demonstrated in the Greek genre case could still be attributed to the sparse data problem (over-fitting in genre classification could be more serious than other problems). Data sparseness also explains why the context information does not help in the Chinese data beyond 2-grams. The performance increases 3 to 4% from 1-gram to 2-gram models, but does not increase any more. There are 3573 most commonly used characters in Chinese compared to 100 (upper case, lower case, and punctuation) in English. Data sparseness is much more serious in Chinese than in English. Also, most Chinese words consist of 1 to 2 characters. Bi-grams have been found very effective in Chinese IR (Kwok 1999) . However, longer context information does not help significantly improve classification accuracies in Greek and English at the word level (except for Witten-Bell smoothing, which may be due to its poor performance on uni-gram models). Bi-gram models generally outperform uni-gram models. However, the over-fitting problem in word level models set in earlier because the sparse data problem at the word level is much more serious than at the character level.
Overall, relaxing independence assumptions can help in cases where there is sufficient training data to reduce the sparse data problem, such as with character level models. However, when one does not have sufficient training data, it becomes important to use short context models that avoid sparse data problems. These results may offer another explanation of why the naive Bayes classifier is preferred in practice, because normally one can not get sufficient labeled training data to train a large-context model.
The optimal order n of n-gram models depends on language and task, which in practice can be determined by cross validation.
Effects of smoothing technique
Another key factor affecting the performance of a language model is the smoothing technique used. We illustrate the results on the 20 Newsgroup data sets with character level and word level models in figures 4 and 5 respectively (other data sets have similar curves).
Here we find that Laplace smoothing over-fits very quickly. Overall, Laplace smoothing is not a good choice for smoothing naive Bayes models. Other smoothing techniques perform similarly on character models but vary significantly on word level models. On word level models, absolute smoothing and linear smoothing outperform other smoothing techniques. However, in character based models, for the most part, one can use any standard smoothing technique (except Laplace smoothing) and obtain comparable performance. One reason that the smoothing technique does not make a big difference for character based models is that character based models have a very small vocabulary.
Influence of training size
Clearly, the size of the training corpus can affect the quality of a language model. Normally with a larger training corpus more reliable statistics can be obtained which leads to better prediction accuracy on test data. To test the effect of training set size we obtained an additional 10 documents from each author in the Greek data set. In fact, this same additional data has been used in Stamatatos et al. (2001) to improve the accuracy of their method from 72% to 87%. Here we find that the extra training data also improves the accuracy of our method, although not so dramatically. Figure 6 shows the improvement obtained for n-gram language models using absolute smoothing. Here we can see that indeed extra training data uniformly improves attribution accuracy. On the augmented training data the best model (tri-gram) now obtains a 92% attribution accuracy, compared to the 90% we obtained originally. Moreover, this improves the best result obtained in Stamatatos et al. (2001) of 87%. However, our improvement (90% to 92%) is not nearly as great as that obtained by Stamatatos et al. (2001) (71% to 87%) . However, this could be due to the fact that it is harder to reduce a small prediction error. A similar phenomenon also occurs with other smoothing techniques.
Choice of priors
The prior P(c) in Eq. (20) can be empirically computed from training data, or sometimes can be assumed to be uniform if we do not know its true distribution. In the Japanese topic detection experiments, the data had 24 categories and documents were distributed unevenly between categories (with a minimum of 1747 and maximum of 53975 documents per category). This imbalanced distribution could cause some difficulty if one assumed a uniform prior over categories. However, with an empirical prior distribution learned from training data, we observe that the results do not change significantly from simply using a uniform prior. The comparison of using a uniform prior versus an empirical prior is shown in Table 17 (with absolute smoothing). There is a significant improvement for uni-gram models when using an empirical instead of uniform prior. However, the difference becomes smaller and eventually can be ignored as higher order models are used. Basically, the direct empirical distribution computed from training data is not very helpful in text classification tasks. However, optimizing the priors based on held out data sets are helpful (Dumais et al. 1998, Teahan and Harper 2003) .
Character level versus word level
For many Asian languages such as Chinese and Japanese, where word segmentation is hard, character level CAN Bayes models are well suited for text classification because they avoid the need for word segmentation. For Western languages such as Greek and English, one can work at both the word and character levels. Table 18 compares character and word level results on the Greek and English experiments.
In the Greek authorship attribution task word level models significantly outperform character level models. However, in other experiments, character level models outperform word level models. It seems that for informal texts, such as Newsgroup data and other on-line data, character models have an advantage since that they can capture some regularities that word level models miss in this case, such as spelling errors. By relaxing the context, character level models can also capture regularities at the word level, and even phrase level regularities. However, it is not clear whether a character or word model should be used for a specific text. Perhaps combining the two levels could result in more robust and more accurate results. 
Overall assessment
Most of the results we have reported here are comparable to (or much better than) the start of the art results on the same data sets. For example, our 90% accuracy for Greek authorship attribution is much better than the 72% reported in Stamatatos et al. (2000) . Our 86% Greek genre classification accuracy is better than the 82% reported in Stamatatos et al. (2001) which is based on a much more complicated analysis. Our 89.13% accuracy on the 20 Newsgroups data set is better than the best result, 87.5%, reported in Rennie (2001) which is based on a combination of SVMs and error correcting output coding (ECOC). Our 86.7% accuracy on the Chinese TREC data is better than the 81.7% achieved by SVMs. Overall, the chain augmented naive Bayes classifier works very well, even though it is a much simpler technique than these other methods and it is not specialized to any particular data set. The success of this simple method, we think, is due to the effectiveness of well known statistical language modeling techniques, which surprisingly have had little significant impact on the learning algorithms normally applied to text categorization. Nevertheless, statistical language modeling is also concerned with modeling the semantic, syntactic, lexicographical and phonological regularities of natural language-and would seem to provide a natural foundation for text categorization problems. One interesting difference, however, is that instead of explicitly pre-computing features and selecting a subset based on arbitrary decisions, the language modeling approach simply considers all character (or word) subsequences occurring in the text as candidate features, and implicitly considers the contribution of every feature in the final model. Thus, the language modeling approach completely avoids a potentially error-prone feature selection process.
However, language modeling based approach does not win in all cases. We also found that in the Reuters-21578 data set, SVMs still significantly outperformed our language modeling based classifiers. In this case, the reason appears to be that the sparse data problem in this data set is very severe in some categories (such as corn, ship, and wheat). Here, a traditional SVM classifier with an explicit feature selection procedure may have an advantage since the feature selection procedure may be able to select a few words which are sufficient to distinguish the categories, whereas the language modeling approach does not have enough data to obtain reliable probability estimates. This suggests that straightforwardly applying language model based classifiers to multi-way classification might be problematic. However, in Teahan and Harper (2003) a compression based language modeling approach was applied to the same data set and comparable performance was achieved by optimizing the parameters. Nevertheless, language modeling based classifiers still improve plain naive Bayes classifiers in this case.
We found that the performance of a classifier depends both on the language and the task. For example, SVMs achieve state of the art performance on Reuters data. However, they do not perform well on Chinese and Japanese classification tasks (see our experiments, also see He et al. (2000) ). SVMs do not perform significantly better than naive Bayes on the 20 Newsgroup data either (Rennie 2001 ) Overall, our findings suggest that different classifiers are superior for different languages and tasks, although character level n-gram models are general and robust.
Relation to previous research
Relaxing the naive Bayes independence assumption
Relaxing the independence assumption of the Naive Bayes model is a much researched idea in machine learning, and other researchers have considered learning tree augmented naive Bayes classifiers from data (Friedman et al. 1997, Keogh and Pazzanni 1999) . However, learning the hidden tree structure is problematic, and our chain augmented naive Bayes model, being a special case of TAN Bayes, better preserves the simplicity of the naive Bayes classifier while introducing some of the additional dependencies of TAN Bayes. The extra complexity introduced by the CAN model is mainly on extracting the n-grams and their frequencies from the training corpus, which can be done efficiently in a single pass. Work on considering context information for learning text classifiers also include context sensitive rule learning and on-line learning (Cohen and Singer 1999) .
N-gram models in information retrieval
N-gram models have been extensively used in text retrieval, particularly in Asian language text retrieval, such as Chinese and Japanese (Kwok 1997) . N -gram models are also used in English information retrieval for phrase weighting in IR (Turpin and Moffat 1999) . In text classification, n-gram models have also been previously investigated (Cavnar and Trenkle 1994 , Damashek 1995 , Huffman 1995 . However, they have typically used n-grams as features for a traditional feature selection process, and then deployed classifiers based on calculating feature vector similarities. In our CAN Bayes models, we do not perform explicit feature selection at all (although of course we have to choose a few factors, such as the order n, smoothing technique and vocabulary size). Thus, in our case, all n-grams remain in the model, and their importance is implicitly considered by their contribution to perplexity.
Language models for text classification
In principle, any language model can be used to perform text classification based on Eq. (18). However, n-gram models are extremely simple and have been found to be effective in many applications. Interestingly, language modeling research has been conducted in parallel and mostly independently in the speech recognition and text compression communities. In text compression, character level n-gram models are widely used, e.g., the PPM (predication by partial matching) model (Bell et al. 1990 ). The PPM model has been a benchmark in text compression for decades. However, in speech recognition, research has focused on word level n-gram models.
These different tasks have motivated different strategies for smoothing. For example, the PPM model deals with out of vocabulary words with an escape method, which works in a fashion similar to the back-off model although essentially a weighted linear interpolation n-gram models (Bell et al. 1990 , Teahan 1998 . 8 However, in statistical language modeling research, many other different smoothing strategies have been proposed, as briefly discussed in Section 3. It has been found that "Witten-Bell smoothing" (or PPMC) does not perform well on word level language modeling (although we also find that it performs well at character level) and other smoothing techniques such as Good-Turing and absolute smoothing perform better. (An interesting question is how these smoothing techniques will perform in text compression, although this is irrelevant to this paper.) PPM model have recently been found to be effective in text mining (Witten et al. 1999 ) and promising results were also obtained in text classification (Teahan and Harper 2001) . A PPM model is trained incrementally as text is read in. Building such an adaptive PPM model is expensive however (Bell et al. 1990 ), and our back-off models are relatively much simpler. Using compression techniques for text classification has also been investigated in Benedetto et al. (2002) , where the authors seek a model that yields the minimum compression rate increase when a new test document is introduced. However, this method is found not to be generally effective nor efficient (Goodman 2002) . In our approach, we evaluate the perplexity (or entropy) directly on test documents, and find the outcome to be both effective and efficient.
Conclusion and future work
We have presented a chain augmented naive Bayes classifier (CAN) based on statistical n-gram language modeling. Our CAN Bayes model captures dependence between adjacent attributes as a Markov chain. By using better smoothing techniques than Laplace smoothing we obtain further performance improvements. Our CAN Bayes modeling approach avoids explicit feature selection by considering every feature in the model and measure their importance implicitly. The CAN model is able to work at either the character level or the word level, which provides language independent abilities to handle Eastern languages like Chinese and Japanese just as easily as Western languages like English or Greek.
The approach is evaluated on four different languages and three different text classification problems. Surprisingly, we obtain state of the art or better performance in most cases. We have experimentally analyzed the influence of different factors that can affect the accuracy of this approach, and found that for the most part the results are robust to perturbations of the basic method. We have also analyzed the successes and failures of the model. To us, these results suggest that basic statistical language modeling ideas might be more relevant to other areas of natural language processing than commonly perceived.
We are currently extending the CAN model in many aspects. In particular, the current model is trained in a supervised fashion, which requires enough labeled training documents to obtain good performance. However, labeled training data is not easy to obtain. An important issue is how to extend it to incorporate unlabeled data. Since the character level CAN model avoids word segmentation problems in Asian languages such as Chinese and Japanese, it is worthwhile to further investigate its performance on these languages compared to other machine learning techniques.
