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Summary
By M•g(m,n) we denote the moduli space of conformal structures on an oriented compact
cobordism Sg(m,n) of genus g ≥ 0 and with m+n ≥ 0 enumerated, parametrized boundary
components of which n are “incoming” and m are “outgoing”. The study of these spaces
reflects a strong relationship between geometry, topology and mathematical physics. In
this thesis, we study (1) the homotopy type of Bo¨digheimer’s harmonic compactification
of these moduli spaces (and of variations of these) and (2) the unstable homology of these
moduli spaces (and of variations of these). Some of our results are from a joint-project
with Daniela Egas-Santander, see [BE17].
On the homotopy type of the harmonic compactifications
The free loop space of a simply connected, closed manifold M is denoted by LM . Its
homology is an algebra over the homology of the operad of framed discs H∗(D2). As an
algebra over this operad, it is isomorphic to the Hochschild cohomology of the cochains
C•(M), see [CJ02]. There are numerous extensions of the action of H∗(D2) on the loop
homology and on the Hochschild cohomology of an A∞-algebra to an action of the homology
of the moduli spaces M•g(m,n) and their harmonic compactifications M•g(m,n), see e.g.
[CG04, TZ06, Cos07a, Cos07b, Kau07, Kau08a, KS09, Kau10, PR11, Ega14a, WW16].
Our main result is the following:
Theorem 6.1 (B.). The harmonic compactification M•g(m, 1) is (g+m− 2)-connected for
every g ≥ 2 and m ≥ 1 or g ≥ 0 and m ≥ 3.
As usual, the n+m enumerated parametrized boundary curves of the cobordism Sg(m,n)
are partitioned into n “incoming boundaries” and m “outgoing boundaries”. Note that the
m-dimensional torus acts on M•g(m,n) by reparametrization of the m outgoing boundary
components. The orbit space is denoted by M◦g(m,n).
Theorem 4.4.1 (B., Egas). Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. The stabilization maps of the
moduli spaces ϕg : M?g(m, 1) → M?g+1(m, 1) extend to the harmonic compactification, i.e.,
there is a map ϕg : M?g(m, 1)→M?g+1(m, 1) making the following diagram commutative.
M?g(m, 1) M?g+1(m, 1)
M?g(m, 1) M?g+1(m, 1)
ϕg
ϕg
The stabilization map ϕg induces an isomorphism in homology in degrees ∗ ≤ g + m − 2.
Moreover, if ? = • or if m > 2, the stabilization map ϕg is (g +m− 2)-connected.
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The orbit projection M•g(m,n) → M◦g(m,n) is an m-dimensional torus bundle. Unfor-
tunately, the extension of this map to the harmonic compactification is not even a fibra-
tion. In this thesis, we study the following retract of the moduli spaces M?g(m,n). By
NM?g(m,n) we denote the subspace of M?g(m,n) where all outgoing boundary curves have
a fixed circumference, say 1; Its harmonic compactification NM?g(m,n) is a closed subspace
of M?g(m,n).
Theorem 5.2.11 (B.). Let m ≥ 1, g ≥ 0. Forgetting the parametrization of the outgoing
boundaries defines m-dimensional torus fibrations.
NM•g(m, 1) NM•g(m, 1)
NM◦g(m, 1) NM◦g(m, 1)
The forgetful maps are compatible with the stabilization maps ϕg and ϕg. The stabilization
maps ϕg and the classifying map NM◦g(m, 1)→ BU(1)m ' (CP∞)m are (g−1)-connected.
In particular, NM•g(m, 1) is (g − 1)-connected.
Moreover, the homology of the harmonic compactifications M?g(m,n) and NM?g(m,n)
is related by our desuspension Theorem 5.1.22. Finally, we construct infinite families of
(unstable) homology classes of infinite order in the harmonic compactification M•g(m, 1).
All of these classes correspond to non-trivial higher string operations.
On the unstable homology of the moduli spaces
The homology of the moduli spaces of surfaces is independent of the genus in a range of
homological degrees and, in this range, it is known for coefficients in the rationals or in finite
fields. Below this range and with coefficients in the integers, the homology of the moduli
spaces is almost unknown besides computations for small genera or in low homological
degrees. In this thesis, we detect three non-trivial generators, called f , s and w3. They
live in the homology of the moduli spaces Mmg,1 of surfaces of genus g, with 1 parametrized
boundary curve and with m permutable punctures.
Theorem 7.0.1 (B., Bo¨digheimer, Ehrenfried, Mehner). The integral homology of the
moduli space M2,1 and M21,1 is as follows.
H∗(M2,1;Z) =

Z〈c2〉 ∗ = 0
Z10〈cd〉 ∗ = 1
Z2〈d2〉 ∗ = 2
Z〈λs〉 ⊕ Z2〈T (e)〉 ∗ = 3
Z2〈?〉 ⊕ Z3〈w3〉 ∗ = 4
0 ∗ ≥ 5
H∗(M21,1;Z) =

Z〈a2c〉 ∗ = 0
Z〈a2d〉 ⊕ Z2〈bc〉 ∗ = 1
Z2〈a2e〉 ⊕ Z2〈bd〉 ∗ = 2
Z2〈f〉 ∗ = 3
0 ∗ ≥ 4
Here, the known generators a,b,c,d,e,t and their products have been described in [Meh11,
Kapitel 1], see also [BB18a]. The only generator remaining unkown is denoted by ?.
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The non-trivial generator f ∈ H3(M21,1;Z) is an embedded 3-dimensional torus. The
non-trivial generator s ∈ H3(M12,1;Q) is the image of the (rational) fundamental class
[U ] of the fibration U ↪−−→ M2,1 → M2,0, where U is the unit tangent bundle of the
closed oriented surface of genus two. In [ST07, ST08], Song–Tillmann and Segal–Tillman
construct geometric maps from the braid groups to mapping class groups. More precisely,
they send the canonical generators of the 2k-th braid group Br2k to a 2k Dehn twists along
interlocking simply-closed curves in an oriented surface of genus k − 1. The non-trivial
generator w3 ∈ H4(M12,1;Q) is the image of the generator in H4(Br6;Z) ∼= Z3 under their
map.
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1
Background and results
In this chapter, we describe the context of this thesis and present our results. To begin
with, we give in Section 1.1 a brief introduction to the moduli spaces of Riemann surfaces.
Then, in Section 1.2, we sketch certain classifying maps from the moduli spaces to explicit
models of BU(1)m and introduce our model for the universal torus bundle. In Section 1.3,
we review the recent developments in the field of string topology and the applications of the
theory of moduli spaces to these studies. Our own results are presented in Section 1.4.
1.1. The moduli spaces of Riemann surfaces
On a closed (orientable) surface, every conformal structure defines a unique complex struc-
ture and vice versa. Therefore, such a surface is a Riemann surface. More generally, we
define a Riemann surface to be a smooth and compact surface with a fixed conformal
structure such that, near the boundary, the metric is the product metric. Below we impose
certain conditions on some of the boundaries components: We allow the boundary com-
ponents to be enumerated and each boundary is allowed to come with a parametrization
(which is a distinguished point on the boundary).
By M•g,k we denote the moduli space of Riemann surfaces of genus g ≥ 0 with k ≥ 0
parametrized and enumerated boundary components. For each g ≥ 0, m ≥ 1 and n ≥ 1,
we consider the moduli space of conformal bordisms of genus g with n parametrized and
enumerated incoming boundaries and with m additional outgoing boundaries, namely
1. m parametrized and enumerated additional boundaries, denoted by M•g(m,n);
2. m unparametrized and enumerated additional boundaries, denoted by M◦g(m,n);
3. m parametrized and unenumerated additional boundaries, denoted by Mg(m,n);
4. m unparametrized and unenumerated additional boundaries, denoted by Mg(m,n).
These moduli spaces are related by the diagram below. The horizontal maps are m!-fold
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coverings and the vertical map on the left is an m-dimensional torus bundle.
M•g(m,n) Mg(m,n)
M◦g(m,n) Mg(m,n)
More precisely, on M•g(m,n) = M•g,m+n, the m-dimensional torus acts freely and properly
discontinous by rotating around the parametrization of the m outgoing boundaries. The
orbit space is M◦g(m,n). On M•g(m,n) resp. M◦g(m,n) the m-th symmetric group acts
faithfully by permuting the m outgoing boundaries. The orbit space is Mg(m,n) resp.
Mg(m,n).
These moduli spaces admit various (relative) cellular models and, in this thesis, we study
two models in detail. The theory of quadratic differentials yields a space of metric ribbon
graphs, see Section 1.1.1 and, using harmonic potentials, Bo¨digheimer constructs spaces of
slit configurations in [Bo¨90a] and [Bo¨06], see Section 1.1.2 and Chapter 3. Both models
admit a canonical compactification and the study of the homology of these compactifications
has interesting applications in the field of string topology, see Section 1.3. In Sections 1.1.3
and 1.1.4, we briefly recall what is known about the homology of the moduli spaces.
1.1.1. Metric ribbon graphs
Ribbon graph models play a prominent role in the study of moduli spaces and rely on the
works of [Str84], [Pen87], [BE88], [Har86], [Igu02] and [God04]. For convenience of the
reader, we review some facts from the theory of Strebel differentials and discuss a space of
metric ribbon graphs. A detailed discussion can be found in [Loo95].
A quadratic differential φ on a Riemann surface F (with k parametrized and enumerated
boudaries) is a section of (TF ∗)⊗2, i.e., it is of the form φ(z)dz2 in local coordinates. The
horizontal trajectories of φ are the closed curves along which φ(z)dz2 is real and positive.
The Jenkins–Strebel quadratic differentials (short: JS differential) are the holomorphic
quadratic differentials for which the union of the non-closed horizontal trajectories have
measure zero. A JS differential φ defines a flat metric away from the discrete set of its
zeros. The non-closed (horizontal) trajectories of a JS differential cut the surface into
finitely many closed cylinders. Each of the cylinders has exactly one boundary component
that is a union of non-closed trajectories; the cylinder is exhausted by closed trajectories
whose length is the circumference of the cylinder and its other boundary component agrees
with a boundary component of F . Therefore, the union of the non-closed trajectories define
an embedded graph Gφ ⊂ F such that the edges are equiped with a positive length and,
using the orientation of the surface F , the set of edges at each vertex is ordered cyclically.
Such a (connected) graph is called metric ribbon graph. In Gφ, consider a closed path
γ = (v0, e0, v1, . . . , vn−1, en, v0) that constists of egdes ei starting in the vertex vi−1 and
ending in the vertex vi. A closed path γ = (v0, e1, . . . , en, v0) is called boundary component
of the ribbon graph if, for each i = 0, . . . , n, the succesor of the edge ei with respect to the
cyclic operation at vi+1 is ei+1. The boundary components of the metric ribbon graph are
in one-to-one correpondence with the boundary components of F . See Figure 1.1 for an
example.
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CC ′
Figure 1.1.: On the left, we sketch the trajectories of a JS differential φ on a surface S
of genus zero with three boundary components. One of the boundary component is called
C. The non-closed trajectories are thick. On the right, we sketch the metric ribbon graph
Gφ corresponding to the non-closed trajectories. Hereby, the boundary component C of S
corresponds to the boundary component C ′ of Gφ.
The parametrization of every boundary component C ⊂ F is a choice of basepoint
pC ∈ C. Following the vertical trajectory of pC ∈ C towards the embedded graph Gφ
yields a marked point in every boundary component of Gφ. A metric ribbon graph with a
distinguished point per boundary component is called marked metric ribbon graph. Given
an arbitrary marked metric ribbon graph G, we can replace its edges by thin stripes (re-
specting the cyclic orientation at each vertex) to obtain a conformal surface FG of genus
g with k parametrized boundary components. Consequently, we say that G has genus g
and k boundary components. The space of marked metric ribbon graphs of genus g and k
parametrized and enumerated boundaries is denoted Rib•g,k and its topology is induced by
the lenghts of the edges of its graphs. It is homotopy equivalent to the respective moduli
space, see [God04]:
Rib•g,k 'M•g,k . (1.1)
Selecting a partition k = m + n of the boundaries into n incoming and m outgoing com-
ponents, we denote the space of marked metric ribbon graphs by Rib•g(m,n) := Rib•g,n+m.
The m-dimensional torus acts on Rib•g(m,n) by sliding each parametrization point along
its boundary component. The orbit space is a space of metric ribbon graphs with n
parametrized enumerated boundaries and m unparametrized enumerated boundaries de-
noted by Rib◦g(m,n). Variations of these spaces of ribbon graphs are used in the study of
string topology, see Section 1.3.
1.1.2. Radial slit configurations
In this section, we briefly discuss Bo¨digheimer’s spaces of radial slit configurations [Bo¨90a,
Bo¨06] which model the moduli spaces M•g(m,n), M◦g(m,n), Mg(m,n) or Mg(m,n). We
postpone the presentation of some technical details of this model to Chapter 3.
Given a Riemann surface F with n ≥ 1 incoming and m ≥ 1 outgoing boundaries, we
choose a harmonic function u : F → R≤0 that is zero on the incoming boundaries and
constant on each outgoing boundary. The function u is a solution to a Dirichlet problem.
It always exists and is uniquely determined by F and its values on the outgoing boundaries
15
(see e.g. [For81, Theorem 22.17] or [Tsu59, Theorem I.25]). The union of all gradient flow
lines that leave a critical point define a possibly disconnected graph in F , called the critical
graph. After removing the critical graph, we are left with an open possibly disconnected
subsurface of F . Pulling the remaining flow lines straight defines a biholomorphic map
whose image is a disjoint union of n annuli with pairs of radial slits removed, see Figure
1.2 for an example. The distribution of these pairs over the annuli define a combinatorial
 
Figure 1.2.: On the left, we sketch the flow lines of a harmonic function defined on a
Riemann surface F of genus one with one incoming and one outgoing boundary curve. The
critical points are black, the flow lines leaving a critical point are red and all other flow
lines are blue. On the right, we sketch the image of F under the process described above.
It is an annulus with red pairs of radial slit removed and one pair is shorter than the other.
datum. The end points of the slits define barycentric coordinates in the interior of a multi-
simplex. Sending a Riemann surface to its radial slit configuration defines the Hilbert
uniformization Φ: M•g(m,n)×Rm<0 → Rg(m,n). The codomain is a multi-simplicial space,
the image of Φ is the complement of a subcomplex R′g(m,n) ⊂ Rg(m,n) and the Hilbert
uniformization restricts to a homeomorphism M•g(m,n)× Rm<0 ∼= Rg(m,n)−R′g(m,n).
We remark that there are at least two variations of the complex Rg(m,n): In [Bo¨06,
Section 8], the complex Rg(m,n) is obtained by adding certain degenerate surfaces to
M•g(m,n). It is called the harmonic compactification of the moduli space because it is
the space of (possibly degenerate) surfaces admitting a real function that is harmonic on
the smooth points. In Section 1.3, we discuss the role of the harmonic compactification in
the studies of string topology. Most importantly, by [EK14], it has the homotopy type of
a space of Sullivan diagrams and therefore it approximates the space of all higher string
operations by [Wah16].
In [Bo¨07], another compactification is introduced. It admits a more elegant presentation
as it is made from subspaces of bar resulutions of symmetric groups. This description is
used by several authors to compute the integral homology of the moduli spaces for small
parameters g and m, see Section 1.1.4, Section 7.3 and Appendix E.4.
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Albeit we have two versions of Rg(m,n), their differences shall not play any role here.
Most importantly, the moduli space M•g(m,n) is a relative manifold, i.e., it is an ori-
ented manifold that is homeomorphic to an open and dense subspace of a compact cell
complex Rg(m,n) and its boundary is a subcomplex of codimension one. Therefore,
H∗(M•g(m,n);Z) is Poincare´-dual to H∗(Rg(m,n), R′g(m,n);Z).
1.1.3. Homological stability
Here, we state the most important facts about homological stability and the Madsen–
Weiss theorem. For an introduction to the field, we refer the reader to [Hat11], [Wah13]
and [Gal13].
Given a compact surface Fg,k of genus g with k enumerated and parametrized boundary
components, the mapping class group of Fg,k is defined to be the group of all orientation
preserving diffeomorphisms (that restrict to the identity near each boundary component)
up to isotopy, i.e., Γg,k := Diff +(Fg,k, ∂Fg,k)/isotopy. For k ≥ 1 the mapping class group
Γg,k acts freely and properly discontinous via isometries on its corresponding contractible
Teichmu¨ller space and the orbit space is M•g,k. Therefore, there is a natural isomorphism
H∗(M•g,k) ∼= H∗(Γg,k).
Sewing a surface of genus one with two boundary components to a surface with k ≥ 1
boundary components identifies Γg,k with a subgroup of Γg+1,k and the union of these is
the stable mapping class group Γ∞,k. By [Har85], the inclusion Γg,k ↪−−→ Γg+1,k induces
an isomorphism in homology in a range of the homological degree ∗ depending on g. The
slope of this range has been improved in the last years and it is known to be at least
∗ ≤ 2(g−1)3 by [RW16]. Consequently, the inclusion of groups induces an isomorphism
H∗(M•g,k) ∼= H∗(Γg,k) ∼= H∗(Γ∞,k) in this range.
The stable moduli space M•∞,1 := BΓ∞,1 is an infinite loop space by [Til97] (after
applying the Quillen plus construction) and, as an infinite loop space, it is homotopy
equivalent to the loop space of a certain Thom-spectrum by the famous Madsen–Weiss
theorem, see [MW05] and also [GTMW]. The homology of the latter has been computed
rationally by Madsen and Weiss in [MW05] and with coefficients in finite fields by Galatius
in [Gal04].
Adding a point near the boundary of a surface induces maps Mg(m,n)→Mg(m+ 1, n).
This leads to another result in terms of homological stability: In homology, the induced
map is split injective by [BT01] and by [Til16] it an isomorphism in a range where the
homological degree ∗ does not exceed ∗ ≤ m2 .
1.1.4. Unstable homology
The unstable homology of the moduli spaces is almost unkown. Here, we summarize what
is known about the unstable homology, see also Appendix E.
The virtual cohomological dimension of the moduli spaces has been determined by Harer
in [Har86, Theorem 4.1]. For example, if g > 0 and k > 0, then vcd(Γg,k) = 4(g − 1) +
2k. Moreover, the rational homology vanishes on its virtual cohomological dimension by
[CFP12].
Using various techniques, the integral or rational homology groups of the moduli spaces
M•g,k for arbitrary g and k are well understood in homological degrees of at most three.
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Among others, there are results by Mumford in [Mum67], Powell in [Pow78, Theorem 1]
and Korkmaz–McCarthy in [KM00, Theorem 3.12] on the first integral homology; results
on the second integral homology are due to Harer in [Har91, Theorem 0.a] and Korkmaz–
Stipsicz in [KS03]; and the third rational homology is trivial for g ≥ 6 by [Har91, Theorem
0.b]. For the convenience of the reader, we spell out their results in Appendix E.
The moduli space of a disc with m ≥ 1 (un)permutable punctures is the classifying space
of the m-th (pure) braid group. A complete description of the integral homology of the
pure braid group is due to Arnold in [Arn70]. Denoting the field with p elements by Fp for
p a prime, the Fp-homology of the braid groups has been determined by Fuks in [Fuk70]
for p = 2 and by Cohen in [CLM76] for p > 2.
The following results on the homology groups H∗(Mg,k) for small parameters g and k and
with coefficients in the integers or a field have been computed using Bo¨digheimer’s models
for the moduli spaces. In his Ph.D. thesis [Ehr97], Ehrenfried determines the complete
integral homology H∗(M1(2, 1),Z) and H∗(M2,1;Z), see also [Abh05, ABE08]. Using Visy’s
theory of factorable groups introduced in [Vis10], Mehner computes the integral homology
H∗(Mg(m, 1);Z) for 2g + m ≤ 5 in [Meh11] and provides a list of generators for roughly
half of the homology groups. Let us mention two examples.
Proposition (Bo¨digheimer, Ehrenfried, Mehner). The integral homology of M2,1 and
M1(2, 1) is as follows.
H∗(M2,1;Z) =

Z〈c2〉 ∗ = 0
Z10〈cd〉 ∗ = 1
Z2〈d2〉 ∗ = 2
Z〈?〉 ⊕ Z2〈t〉 ∗ = 3
Z6〈?〉 ∗ = 4
0 ∗ ≥ 5
H∗(M1(2, 1);Z) =

Z〈a2c〉 ∗ = 0
Z〈a2d〉 ⊕ Z2〈bc〉 ∗ = 1
Z2〈a2e〉 ⊕ Z2〈bd〉 ∗ = 2
Z2〈?〉 ∗ = 3
0 ∗ ≥ 4
Here, the known generators a, b, c, d, e, t and their products are described in [Meh11,
Kapitel 1] or [BH14, Chapter 4] see also [BB18a]. The other generators are denoted by ?.
To their findings, we will add three new generators, see Section 1.4 and Chapter 7.
For genus three, computations with coefficients in finite field H∗(M3,1;Fp) where car-
ried out by Wang in [Wan11]. In [BH14], the author and Anna Hermann determine
H∗(Mg(m, 1);F) for coefficients in finite fields and the rationals for 2g +m ≤ 6.
Let us mention more results. In [LW85, Corollary 5.2.3], Lee–Weintraub show that
H˜∗(Γ2,0;Z) is all p-torsion with p = 2,3 or 5 and, in [BC91] Benson–Cohen, derive the
Poincare´-series for H∗(Γ2,0;Fp) with p = 2, 3 and 5. In her Ph.D. thesis [God04], Godin uses
a ribbon graph model of the moduli space to compute the integral homology H∗(M•1,1;Z),
H∗(M•2,1;Z) (agreeing with Ehrenfried’s results) and H∗(M•1,2;Z). The mapping class group
is perfect for g ≥ 3 by [Pow78, Theorem 1], hence H1(M•3,1;Z) = 0. The second homology
group H2(M•3,1;Z) ∼= Z ⊕ Z2 has been determined by [Sak12, Theorem 4.9]. The rational
cohomology of M•4,0 resp. M3(2, 0) is determined by Tommasi in [Tom05] resp. [Tom07].
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1.2. Maps to BU(1)m
Forgetting the parametrization of the m enumerated parametrized outgoing boundaries
defines an m-dimensional torus bundle U(1)m → M•g(m,n) → M◦g(m,n). The classifying
map to the universal bundle EU(1)m → BU(1)m has been studied and we recall an im-
portant result by Looijenga [Loo95, Proposition 2.1] concerning the stable cohomology of
moduli spaces:
Proposition 1.2.1. There is a graded isomorphism of algebras over H∗(M•∞(m,n);Z)
H∗(M•∞(m,n);Z)[u1, . . . , um] ∼= H∗(M◦∞(m,n);Z) , (1.2)
where ui ∈ H∗(M◦∞(m,n);Z) is the pullback of ei ∈ H∗(BU(1)m;Z) ∼= Z[e1, . . . , em] along
the classifying map of the m-dimensional torus bundle M•g(m,n)→M◦g(m,n).
Using explicit (rational) models, both for the moduli spaces and the universal bundle
EU(1)m → BU(1)m, the classifying map has been made explicit by Kontsevich in [Kon92]
and Bo¨digheimer in [Bo¨93b]. We use their ideas to construct yet another model for the
classifying space in Chapter 2. Our model plays a role in the study of the harmonic
compactifications of the moduli spaces, see Section 1.4, Chapter 5 and Chapter 6. For
convenience of the reader, we discuss the main ideas of the three models here.
1.2.1. Finite subset spaces, polygon bundles and metric ribbon graphs
In this section, we discuss the relations between the space of finite subset space in the circle
S1 = U(1), Kontsevich’s polygon bundles and spaces of (marked) metric ribbon graphs.
More precisely, we recall the definitions of the spaces not yet introduced and discuss the
following known fact.
Proposition (Kontsevich, Tuffley). There diagram below is commutative. The maps in the
top row are U(1)-equivariant and the vertical maps are the orbit projections. The projection
Rib•g(1, n)→ Rib◦g(1, n) is a circle bundle.
Rib•g(1, n) EU(1)comb R>0 × exp(S1)
Rib◦g(1, n) BU(1)comb R>0 × exp(S1)/U(1)
∼=
∼=
Given a topological space X and an integer N > 0, the space of non-empty subsets
of X of cardinality at most N is denoted by expN (X). It is topologised as a quotient
of the N -fold product XN . Elementary properties and relations to configurations spaces
are derived in [Han00]. For example, (1) the configuration spaces Confn(X) are open
subspaces of expN (X); (2) for X a compact Hausdorff space, expN (X) is a compactification
of ConfN (X) and (3) for any N ≥ 1 the subset spaces are homotopy functors.
The subset spaces expN (S1) and variations of those are of particular interest for us. We
know that expN (S1) is homotopy equivalent to an odd dimensional sphere of dimension N
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respectively N − 1 if N is odd respectively even, see [Tuf02, Theorem 4]. Therefore the
union
exp(S1) :=
⋃
N≥1
expN (S1)
is contractible. In [Kon92, Section 2.2], Kontsevich introduces a contractible space with
a faithful circle action called EU(1)comb. It is homeomorphic to R>0 × exp(S1) via an
U(1)-equivariant map. Observe that the U(1)-action is faithful but not free: the vertices
of a regular k-gon define a point in EU(1)comb with stabilizer Zk ⊂ U(1). The orbit space
is BU(1)comb ∼= R>0 × exp(S1)/U(1).
Consider a metric ribbon graph G ∈ Rib•g(1, n) of genus g with one parametrized out-
going boundary and n enumerated parametrized incoming boundary components. The
parametrized outgoing boundary is obviously isometric to an oriented parametrized circle
consisting of k edges for some integer k > 0. The endpoints of these edges define a set
C(G) of k points on this circle, i.e., C(G) ∈ R>0 × expN (S1). Sending G to C(G) defines
a continous map Rib•g(1, n) → EU(1)comb. This map is U(1)-equivariant and therefore, it
induces a map of orbit spaces Rib◦g(1, n)→ BU(1)comb.
1.2.2. Interval exchange spaces
In [Bo¨93b] Bo¨digheimer introduces several spaces of interval exchanges as a device to study
moduli spaces of Riemann surfaces using his model of parallel slit configurations [Bo¨90a,
Bo¨90b]. Here, we discuss the space of interval exchanges Er(∞) = ∪nEr(n) and E(∞).
Geometrically speaking, an interval exchange of the real line is given by cutting R into
finitely many intervals and reglueing the bounded pieces in a different order. More pedan-
tically, an interval exchange is an orientation preserving local isometry defined on the real
line minus a finite number of points (that restricts to the identity on both ends of the real
line). An interval exchange is determined by a sequence of points y0 ≤ y1 ≤ . . . ≤ yn−1
and a permutation pi of the n− 2 bounded intervals Yi := [yi, yi+1], 0 ≤ i ≤ n− 2. Fixing
the number of (bounded) intervals to be at most n − 2, this space of interval exchanges
retracts onto the subspace of normalized interval exchanges denoted by
Er(n) := {[y0, . . . , yn−1;pi] | y0 = 0, yn−1 = 1} .
It is a semi-simplical space of dimension n− 2, its top cells are indexed by the symmetric
group on n− 1 letters and it is homotopy equivalent to a bouquet of spheres of dimension
n − 2 by [Bo¨93b, Theorem 5.1]. Moreover, the family of spaces Er(n) form an H-monoid
with multiplication
Er(n)× Er(m)→ Er(n+m) .
Using his parallel model of the moduli spaces of Riemann surfaces, c.f. [Bo¨90a, Bo¨90b],
Bo¨digheimer constructs a map of H-monoids⊔
g≥0
Mg,1 →
⊔
g≥0
Er(4g) .
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Furthermore, we have an inclusion ι : Er(n) → Er(n + 1) by sending [y0, . . . , yn−1;pi] to
[y0, . . . , yn−1, yn−1;Sn(pi)], where Sn(pi) is the permutation of the intervals Y0, . . . , Yn that
sends the degenerate interval Yn = [yn−1, yn−1] to itself and whose action on Y0, . . . , Yn−1
agrees with the action of pi. The union Er(∞) = ∪nEr(n) is contractible.
By construction, the space Er(∞) is the space of all normalized interval exchanges. It
has the same homotopy type as the space of all (unnormalized) interval exchanges E(∞)
which is a space of all L2-classes of functions φ : R → R that have finitely many points of
discontinuity Cφ, that restrict to an orientation preserving isometry on R − Cφ and that
restrict to the identity near ±∞. Observe that the composition of functions make E(∞)
into a group. The real line acts by translation on E(∞) and it follows that E(∞) is a model
for the total space of the universal bundle ER→ BR.
In this thesis, we show that an analogously defined space of orientation preserving local
isometries from n ≥ 1 enumerated circles to m ≥ 1 enumerated circles leads to an elegant
model for EU(1)m → BU(1)m and we obtain an explicit description of the classifying map
of the bundle M•(m,n)→M◦(m,n).
1.2.3. The spaces of polygons
For each m ≥ 1 and n ≥ 1, we define a model Pol•(m,n) → Pol◦(m,n) for the universal
torus bundle EU(1)m → BU(1)m. We see our construction as a natural generalization of
Bo¨digheimer’s space of interval exchanges discussed in Section 1.2.2. We give the basic idea
of the construction of Pol•(m,n)→ Pol◦(m,n) here. The details are found in Chapter 2.
Let us treat the case m = n = 1 at first. Following Bo¨digheimer, a point in Pol•(1, 1)
is an L2 class of orientation preserving isometries φ between two circles that have a finite
number of points of discontinuity. The domain is the “incoming circle” and the target is
the “outgoing circle”. On Pol•(1, 1), there is a canonical U(1)-action by postcomposing
isometries with a given rotation. Let us study the orbit space Pol◦(1, 1). The incoming
circle is S1in = [0, 1]/∼ and the points of discontinuity are Cφ ⊂ S1in. Note that Cφ is
invariant under the U(1)-action, i.e., Cφ = Cαφ for every rotation α ∈ U(1) of the outgoing
circle. For technical reasons, let us assume that 0 ∈ Cφ. After removing Cφ from S1in, we are
left with a sequence of oriented intervals e0 = (0, t1), e1 = (t0, t0 + t1), . . . , ek = (1− tk, 1) of
total length ∑ ti = 1. By construction, φ maps the intervals isometrically into the outgoing
circle. Using the orientation of the outgoing circle, we regard φ as a cyclic permutation σφ
of the intervals. Observe that the combinatorial datum σ = σφ together with the lengths
t = (t0, . . . , tk) of the intervals defines a point in the orbit space (σ; t) ∈ Pol◦(1, 1). This
leads to a simplicial structure on Pol◦(1, 1). In Section 2.6 we show that the orbit map
Pol•(1, 1)→ Pol◦(1, 1) is a universal circle bundle, c.f. Theorem 2.6.2.
The case m ≥ 1 and n = 1 is treated similarly: The space Pol•(m, 1) is the space of all
orientation preserving isometries from one circle to m enumerated circles (having possibly
different circumferences) up to a finite set of points. The domain is the “incoming circle”
and the circles in the target are the “outgoing circles”. The action of the m-dimensional
torus U(1)m on Pol•(m, 1) is by postcomposing isometries with a given sequence of m
rotations. As before, by removing the points of discontinuity, the orbit projection sends
φ ∈ Pol•(m, 1) to a point (σ, t) ∈ Pol◦(m, 1) where t ∈ ∆k and σ ∈ S([k]) is a permutation
with exactly m enumerated cycles. Again, the orbit projection Pol•(1, 1)→ Pol◦(1, 1) is a
universal m-dimensional torus bundle by Theorem 2.6.2.
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More generally, for each m ≥ 1 and n ≥ 1, there is an universal m-dimensional torus
bundle Pol•(m,n) → Pol◦(m,n), with Pol•(m,n) the space of all orientation preserving
isometries from n enumerated incoming circles to m enumerated outgoing circles up to a
finite set of points and with Pol◦(m,n) made from points (σ, t) with t ∈ ∆k1 × . . . ×∆kn
and σ a permutation with exactly m enumerated cycles.
1.2.4. From moduli to polygons
Following [Bo¨06], a Riemann surface F ∈ M•g(m,n) admits a unique harmonic potential
f : F → R that is zero on the incoming boundaries and one on the outgoing boundaries. Let
Φ = grad(f) denote the gradient flow of f . We define the complete critical graph K ⊂ F
to consists of all gradient flow lines that enter or leave a critical point of u or that enter or
leave a parametrization point in the outgoing or incoming boundaries. Most importantly,
the complement F −K is a disjoint union of half open rectangles R = [0, 1]× (a, b). Such
a rectangle R has exactly two boundary components ∂R = {0} × (a, b) unionsq {1} × (a, b). One
boundary component is part of an incoming boundary while the other boundary component
is part of an outgoing boundary. Moreover, these boundary components are isometric
(flowing the one boundary through the rectangle defines an isotopy from the inclusion of the
one boundary component to the inclusion of the other boundary component). Consequently,
these pairs define an orientation preserving isometry from the incoming boundaries of F to
the outgoing boundaries of F up to a finite set of points. Sending a Riemann surface to this
isometry defines a continous map M•g(m,n) → Pol•(m,n) that commutes with the map
forgetting the parametrizations, i.e., we have the following map of m-dimensional torus
bundles.
Pol•M : M•g(m,n) Pol•(m,n) ' EU(1)m
Pol◦M : M◦g(m,n) Pol◦(m,n) ' BU(1)m
(1.3)
In particular, Pol◦M : M◦g(m,n) → Pol◦(m,n) classifies the torus bundle M•(m,n) →
M◦(m,n) which is a highly non-trivial bundle (see [Loo95, Proposition 2.1] or Proposi-
tion 1.2.1).
The inclusion of the moduli space into its harmonic compactification is of particular
interest in the study of string topology, see Section 1.3. Our spaces of polygons turn out
to be useful in understanding these inclusions. The moduli space M•(m,n) deformation
retracts onto the subspace NM•(m,n) where all incoming resp. outgoing boundaries have
equal lengths. The space of polygons Pol•(m,n) deformation retracts onto a corresponding
subspace denoted by NPol•(m,n). Both retractions are equivariant with respect to the
torus action. In Chapter 5, we show that the classifying map factors through the inclusion
into the harmonic compactification of NM•(m,n), i.e., we have the following maps of
m-dimension torus bundles.
NM•g(m,n) NM•g(m,n) NPol•(m,n) ' EU(1)m
NM◦g(m,n) NM◦g(m,n) NPol◦(m,n) ' BU(1)m
(1.4)
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In Chapter 5 and Chapter 6, we compare these bundle maps with the stabilization maps
of the moduli spaces and their harmonic compactifications, see also Section 1.4.
1.3. Applications to string topology
The subject of string topology is the study of algebraic properties of the based loop space
ΩM , the free loop space LM = Map(S1,M) and, more generally, the space of paths in a
manifold M . In this article, we restrict our attention to the rational homology H∗(−) :=
H∗(−;Q) of the free loop space of a closed, oriented, d-dimensional, simply connected
manifold M .
The study of moduli spaces of Riemann surfaces and their compactifications is strongly
related to its applications to string topology. In this section, we give a brief overview of this
relation. An introduction to the aspects of string topology presented here can be found in
[CHV06, Abb15, Fe´15]. For a broad overview that covers more aspects of string topology
we refer the reader to [Sul07].
1.3.1. String operations
In [CS99], Chas and Sullivan discovered rich algebraic structures in the homology of the free
loop space LM . There are several approaches and conjectures connecting these algebraic
structures with algebraic structures on the Hochschild cohomology of algebras related to
M , see e.g. [Jon87, CJ02, Vai07, Kau07, Kau08a, Kau10].
To begin with, Chas–Sullivan construct the loop product
◦ : Hi(LM)⊗Hj(LM)→ Hi+j−d(LM) . (1.5)
In order to give the geometric construction of this map we consider the bouquet S1 ∨ S1
(which is often called “figure-8”), the canonical map S1 unionsq S1 → S1 ∨ S1 and the pinch
map S1 → S1 ∨ S1. The loop product of two homology classes x and y is the transverse
intersection of x×y ∈ Map(S1,M)×Map(S1,M) ∼= Map(S1unionsqS1,M) with the codimension
d submanifold Map(S1∨S1,M) followed by the restriction ρout that is induced by the pinch
map, c.f. [Cha05]. Equivalently, the restriction ρin to the two “inner” circles of the figure-8
admits an Umkehr (or wrong way) map ρin! and the loop product is the composition
◦ : Hi(LM)⊗Hj(LM)
ρin!−−−−→ Hi+j−d(Map(S1 ∨ S1,M)) ρ
out∗−−−−→ Hi+j−d(LM) . (1.6)
After adjusting the grading H∗ = H∗−d, the loop product turns H∗(LM) into an associative,
commutative algebra. Moreover, the evaluation map LM → M , γ 7→ γ(1) induces a
homomorphism of algebras where H∗(M) is the intersection algebra
ev∗ : H∗(LM)→ H∗(M) . (1.7)
The circle action S1 × LM → LM induces an operator
∆: H∗(LM)→ H∗+1(LM) (1.8)
23
that turns H∗(LM) into a Batalin–Vilkovisky algebra (short: BV-algebra), i.e., H∗(LM)
is graded commutative, ∆2 = 0 and the binary operator, called bracket,
{x, y} := (−1)|x|∆(x ◦ y)− (−1)|x|∆(x) ◦ y − x ◦∆(y) (1.9)
is a derivation in each variable. The bracket satisfies the (graded) Jacobi identities and
therefore H∗(LM) is also a graded Lie algebra. Over a field of characteristic different from
2, the category of BV-algebras is equivalent to the category of algebras over the (homology
of the) operad of little framed 2-discs D2 by [Get94, Theorem 4.5]. In other words, H∗(LM)
is an algebra over the operad H∗(D2). Voronov gives an explicit description of this action,
c.f. [Vor05, Theorem 2.3].
In [CJ02], Cohen and Jones give a homotopy theoretic realization of the structures found
by Chas–Sullivan and Voronov. The loop operation and the operadic action are both
realized on the Thom spectrum of a certain virtual bundle defined over LM . In particular,
the above structures are present on all generalized homology theories. Moreover, they
establish an isomorphism of graded algebras between the Hochschild cohomology of the
singular cochains of M and H∗(LM)
HH∗(C•(M), C•(M)) ∼= H∗(LM) . (1.10)
For finite dimensional symmetric Frobenius algebras1 or, more generally, a possibly infinite
dimensional A∞-Frobenius algebras A over Q, the Hochschild cohomology carries a natural
BV-algebra structure, see [Tra08] and [Kau08b]. The cochains C•(M) of a closed, oriented
manifold M carry a natural A∞-Frobenius algebra structure that is compatible with the
BV-algebra structure on the Hochschild cohomology and the loop homology. With rational
coefficients and for a simply connected manifold M , the isomorphism (1.10) of Cohen–Jones
is an isomorphism of BV-algebras by [FT08, Theorem 1], [LS08, Section 1.1] and [Men09,
Corollary 20].
The H∗(D2)-algebra structure on HH∗(C•(M), C•(M)) depends only on the homotopy
type of M , whereas on H∗(LM) the smooth structure of M is involved. However, the action
of H∗(D2) on H∗(LM) is independent up to orientation preserving homotopy equivalences,
see [CKS08, Theorem 1].
1.3.2. Higher string operations
Observe that H∗(D2) and H∗(unionsqqM•0(q, 1)) are isomorphic operads, where the operadic
action on the right is induced by sewing surfaces along parametrized boundaries. Conse-
quently, denoting the surface PROP by M• := unionsqg,n,mM•g(m,n), we have an inclusion of
a suboperad H∗(D2) ⊂ H∗(M•). The homology of little framed 2-discs H∗(D2) acts on
the homology of the free loop space H∗(LM) and on the Hochschild cohomology of an
algebra HH∗(A,A) in a natural way. There are various extensions this action. By an ex-
tension of the action we mean a factorization of the operadic action of H∗(D2) on H∗(LM)
or HH∗(A,A) through a PROPeradic action of H∗(X), with X a suitable subspace (or
componentwise compactification) of M•. The extensions reviewed in this subsection are
1An algebra A over Q is a Frobenius algebra if it is a unital, associative algebra with symmetric, non-
degenrate inner product 〈−,−〉 satisfying 〈a · b, c〉 = 〈a, b · c〉 for all a, b, c ∈ A, see Appendix C.
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summarized in the following diagram, where the labels on the vertical arrows are indicating
in which subsection the extension is discussed.
H∗(D2) y H∗(LM) H∗(D2) y HH∗(C•(M), C•(M))
H∗(UM•) y H∗(LM) H∗(M•) y HH∗(C•(M), C•(M))
H∗(M•) y H∗(LM) H∗(M•) y HH∗(C•(M), C•(M))
1.3.2.1
∼=
(1.10)
1.3.2.2
1.3.2.5 1.3.2.3 and 1.3.2.4
1.3.2.1. An extension by Godin–Cohen
In [CG04], Cohen and Godin provide an extension of the action on the homology of the
free loop space (up to a shift in the homological degree)
H∗(URib•g(m,n))⊗H∗(LM)⊗n → H∗(LM)⊗m (1.11)
for a subspace URib•g(m,n) ⊂ Rib•g(m,n) that is defined as follows. A marked metric
ribbon graph G ∈ Rib•g(m,n) is said to be of type (g,m, n) if two conditions are met.
Firstly, we require the subgraph G′ ⊂ G corresponding to the n incoming boundaries to
be a disjoint union of n circles; and secondly, we require the complement of G′ in G to
be a disjoint union of trees T1, . . . , Tk. The marked ribbon graphs of type (g,m, n) define
the subspace URib•g(m,n) ⊂ Rib•g(m,n). In order to define the action of URibg(m,n)
in the loop homology, we contract each of the trees Ti ⊂ G to obtain a new marked
metric ribbon graph S(G) called the reduction of G. The reduction of G has the same
genus as G and there is a canonical decomposition of its boundary components into n+m
pieces. However it is not of type (g,m, n) any more. In Section 1.3.1, we reviewed the
geometric definition of the Chas–Sullivan loop product using the transverse intersection
with a certain submanifold followed by a restriction map. Here, we also have a submanifold
Map(S(G),M) ⊂ Map(unionsqnS1,M) of codimension χ(G)d and the transverse intersection with
this induces an operation:
H∗(LM)⊗n
ρin!−−−−→ H∗+χ(G)d(Map(S(G),M)) ρ
out∗−−−−→ H∗+χ(G)d(LM)⊗m . (1.12)
Given two ribbon graphs G1 and G2, the induced operations agree whenever [G1] = [G2] ∈
H0(URib•g(m,n)) and there is an operation for each homology class H∗(URib•g(m,n)).
Under the homotopy equivalence Rib•g(m,n) ' M•g(m,n), the subspace URib•g(m,n) is
sent to a subspace of the moduli space which we denote by UM•g(m,n) ⊂M•g(m,n). The
homology groups H∗(UM•) = H∗(unionsqg,m,nUM•g(m,n)) form a PROP and the PROPeradic
composition is induced by sewing surfaces along boundaries. Consequently, the inclusion
UM• ⊂ M• induces a map of PROPs H∗(UM•) → H∗(M•). Voronovs model for the
operad of little framed 2-discs D2 has the same homotopy type as unionsqmUM•0(m, 1) and the
actions (of their homologies) on H∗(LM) agree. In other words, the operadic action of
H∗(D2) is extended to a PROPeradic action of H∗(UM•).
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1.3.2.2. An extension by Costello and Kontsevich–Soibelman
Costello constructs a model for the moduli space M using a dual version of the ribbon
graph decomposition, see [Cos07a] and [Ega14a, Theorem B]. Following [WW16], we call his
model the chain complex of black and white graphs and denote it by BW (M). In [Cos07b]
Costello constructs an action of the homology of BW (M) on the Hochschild cohomology of
any A∞-Frobenius algebra. This action is compatible with glueing surfaces along intervals
and boundary components (see [Cos07b] and [Ega14a, Theorem D]). Moreover, the action
of H∗(M•) restricts to the usual action of H∗(D2).
Using yet another chain complex model of the moduli spaces, Kontsevich and Soibelman
let these chains act on the Hochschild cohomology of a finite dimensional A∞-algebra with
scalar product in [KS09, Section 11.6]. The two actions agree in case of A∞-Frobenius
algebras by [WW16, Section 6].
1.3.2.3. An extension by Tradler–Zeinalian
In [TZ06], Tradler and Zeinalian construct a PROP of chain complexes SD whose cells
are in one to one correpondence to certain combinatorial graphs called Sullivan diagrams.
The chain complex of Sullivan diagrams is a quotient of Costellos chain complex of black
and white graphs, see [WW16, Theorem 2.9]. The corresponding space of Sullivan dia-
grams has the homotopy type of Bo¨digheimer’s harmonic compactification of the moduli
spaces, see [Bo¨06] and [EK14, Proposition 5.1]. The Hochschild homology of a finite di-
mensional Frobenius algebra A is an algebra over the PROP H∗(SD) and the dual action
on the Hochschild cohomology of a Frobenius algebra extends the action of Costello and
Kontsevich–Soibelman by [WW16, Theorem 5.13].
1.3.2.4. An extension by Kaufmann
Another extension of the action of H∗(D2) on the Hochschild cohomology of a Frobenius
algebra has been provided by Kaufmann in [Kau07], [Kau08a] and [Kau10]. He constructs
a model for the moduli space by means of embedded arcs running from the incoming
boundaries to the outgoing ones. In his model, he allows open and closed boundaries. The
closed part is a model for spaces of Sullivan diagrams and the actions agree with the ones
above.
1.3.2.5. An extension by Drummond-Cole–Poirier–Rounds
In [PR11, DPR15], Drummond-Cole, Poirier and Rounds consider a compactification of
the space of reduced ribbon graphs used by Cohen and Godin. This compactification is
homeomorphic to the space of Sullivan diagrams defined by Tradler and Zeinalian. Using
this identification, Poirer and Rounds define an action of the cellular chains C∗(SD) on
(a tensor product of) the singular chains C∗(LM). After taking homology, the actions
of Cohen–Godin and Poirer–Rounds agree in homological degree zero. However, it is not
known to us wether the action of Cohen–Godin factors through the action of C∗(SD) in all
homological degrees.
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1.3.3. Open questions and partial answers
In the above subsections, we gave a brief overview of the extensions of the action of the
framed disc operad on the loop homology of a closed manifold M and on the Hochschild
cohomology of an A∞-Frobenius algebra. Up to identifications, the action on the loop
homology resp. the Hochschild cohomology comes from subspaces D2 ⊂ UM• ⊂M• resp.
D2 ⊂ M• ⊂ M• of the harmonic compactification. Moreover, there is an isomorphism of
H∗(D2)-algebras by [CJ02].
H∗(LM) ∼= HH∗(C•(M), C•(M)) . (1.13)
It is an open question wether or not the extension of the action of H∗(D2) to an action
of H∗(M•) is maximal or not; we do not know if the isomorphism of Cohen–Jones is an
isomorphism of H∗(M•)-algebras; and a description of the homology of H∗(M•) is also
unkown. In what follows, we discuss some partial answers to these interrelated questions.
The question wether or not the harmonic compactification of the moduli space is the
largest PROP through which the action factors has been partially answered by Wahl in
[Wah16]: All natural operations on the Hochschild homology of Frobenius algebras form
a chain complex. As an approximation of this, Wahl introduces her chain complex of all
formal operations. The chain complex of Sullivan diagrams SD is a subcomplex of the
complex of all formal operations and the inclusion is a split-injective quasi-isomorphism,
see [Wah16, Theorem 2.9]. We believe this is a big step towards a complete answer of the
first question.
The action of a homology class in H∗(SD) on HH∗(A,A) is made explicit in [WW16,
Section 6.2]. Moreover, the space of Sullivan diagrams SD is homotopy equivalent to
the (componentwise) harmonic compactification M• of M• by [EK14]. Therefore, a better
understanding of the extension of actions is strongly related to deeper understandin of the
homology of the moduli spaces, their harmonic compactifications and the inclusion
M• ↪−−→M• . (1.14)
Wahl and Westerland showed that every stable class of the moduli space of surfaces with at
least one parametrized outgoing boundary component vanishes in its harmonic compactifi-
cation, see [WW16, Theorem 2.19]. However, there are unstable classes that are detected in
the harmonic compactification, e.g., in case of a single incoming boundary and m outgoing
boundaries, the harmonic compactification can be identified with a deformation retraction
of its moduli space by the work of [EK14]. In this thesis, we provide some insights on the
homotopy type of M•.
1.4. Results
In this section, we state the most important results of our thesis. Some of the results in
this thesis are published in the article [BE17] with Egas Santander. Here, these results are
marked as “B.+Egas“.
1.4.1. On the stable homotopy type of the harmonic compactification
Let g ≥ 0, m ≥ 0, n = 1 and ? ∈ {•, , ◦, }. Recall that the stabilization map of the
moduli spaces ϕg : M?g(m,n)→M?g+1(m,n) induces isomorphisms in integral homology in
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the range ∗ ≤ 2(g − 1)/3. We show that the stabilization map ϕg extends to the harmonic
compactification and that this extension is highly connected connected with respect to the
genus and the number of outgoing boundary curves.
Theorem 4.4.1 and Theorem 5.2.11 (B.+Egas). Let g ≥ 0, m ≥ 1, ? ∈ {•, , ◦, } and
denote the stabilization maps of the moduli spaces by ϕg : M?g(m, 1) → M?g+1(m, 1) resp.
ϕg : NM?g(m, 1) → NM?g+1(m, 1). The stabilization maps extend to the harmonic com-
pactification, i.e., there is a maps ϕg : M?g(m, 1) → M?g+1(m, 1) resp. ϕg : NM?g(m, 1) →
NM?g+1(m, 1) making the following diagrams commutative. The diagram on the right hand
side is the restriction of the diagram on the left hand side.
M?g(m, 1) M?g+1(m, 1)
M?g(m, 1) M?g+1(m, 1)
ϕg
ϕg
NM?g(m, 1) NM?g+1(m, 1)
NM?g(m, 1) NM?g+1(m, 1)
ϕg
ϕg
The stabilization map ϕg induces an isomorphism in homology in the degrees ∗ ≤ g+m−2
resp. ∗ ≤ g−1. Moreover, if m > 2, the stabilization map ϕg is (g+m−2)-connected resp.
(g − 1)-connected.
The usual framework that is used to proof homological stability cannot be applied to our
situation because the harmonic compactifications are highly connected (see the theorem
below). Our proof of the above theorem in the case of M?g(m, 1) is as follows. The stabi-
lization map ϕg identifies the cellular chain complex C∗(M?g(m, 1)) with a subcomplex of
C∗(M?g+1(m, 1)). On the pair (C∗(M?g(m, 1),M?g+1(m, 1)), we construct a discrete Morse
flow that is perfect in the degrees ∗ ≤ (g + m − 1). Consequently, the stabilization map
induces an integral homology isomorphism in the degrees ∗ ≤ g +m− 2. By the Theorem
below, M?g(m, 1) is (g +m− 2)-connected and so is ϕg. For m = 1 and m = 2, we believe
that the stabilization maps ϕg are also highly connected with respect to the genus.
The harmonic compactifications are highly connected with respect to the number of
outgoing boundaries.
Theorem 4.4.2 (B.+Egas). Let g ≥ 0 and m > 2. The spaces M•g(m, 1), Mg(m, 1),
M◦g(m, 1) or Mg(m, 1) are highly connected with respect to m, i.e.,
pi∗(M•g(m, 1)) = 0 and pi∗(M◦g(m, 1)) = 0 for ∗ ≤ m− 2
and
pi∗(Mg(m, 1)) = 0 and pi∗(Mg(m, 1)) = 0 for ∗ ≤ m′
where m′ is the largest even number strickly smaller than m.
In addition to the above theorem, let us discuss the connectivity of M?g(2, 1) and M?g(1, 1)
for a fixed g ≥ 0. The space M?g(2, 1) is not in general simply-connected, see Subsection
1.4.3. From the construction, it is clear that the moduli spaces with one parametrized
incoming boundary M•g(1, 1), Mg(1, 1), NM•g(1, 1) and NMg(1, 1) are all equal and so
are their harmonic compactifications. Analogously, the moduli spaces M◦g(1, 1), Mg(1, 1),
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NM◦g(1, 1) and NMg(1, 1) are all equal and so are their harmonic compactifications. There-
fore, it follows from the next Theorem, that M?g(1, 1) is also simply-connected.
The forgetful map M•g(m, 1) → M◦g(m, 1) is not a fibration (the homotopy type of the
fibres is not even constant). However, the restriction to the harmonic compactification of
NM?g(m, 1) is an m-dimensional torus bundle U(1)m → NM•g(m, 1) → NM◦g(m, 1). The
forgetful map commutes with the stabilization maps, the stabilization maps are highly
connected and we determine its stable homotopy type of NM?g(m, 1).
Theorem 5.2.11 (B.). Let m ≥ 1, g ≥ 0. Forgetting the parametrization of the outgoing
boundaries defines m-dimensional torus fibrations
NM•g(m, 1) NM•g(m, 1) NM•∞(m, 1) NPol•(m, 1) ' EU(1)m
NM◦g(m, 1) NM◦g(m, 1) NM◦∞(m, 1) NPol◦(m, 1) ' BU(1)m
pi•◦
ϕg
pi•◦
Pol
pi•◦ pi•◦
ϕg Pol
with ϕg the extension of the stabilization map of the moduli spaces. The maps ϕg are
(g − 1)-connected and the maps Pol are homotopy equivalences.
The next theorem is of particular interest to string topologists, because the main result of
[Wah16] suggests that all higher string operations are parametrized by the spaces M•g(m,n).
Theorem 6.1 (B.). Let g ≥ 2 and m ≥ 1 or g ≥ 0 and m ≥ 3. The harmonic compactifi-
cation M•g(m, 1) is (g +m− 2)-connected. In particular, M•∞(m, 1) is contractible.
As a corollary, we obtain not only the vanishing result by Tamanoi [Tam09, Theorem 4.4
(ii)] (stating that all stable string operations are trivial) but the stronger statement that
all string operations that are parametrized by the harmonic compactification M•g(m, 1) are
trivial if their homological degrees do not exceed (g +m− 2).
1.4.2. On the homology of the harmonic compactification
In this section, we present our results on the homology of the harmonic compactification.
We have the following generalization of the desuspension theorem by Klamt in [Kla13].
Theorem 5.1.22 (B.). Let m ≥ 1 and g ≥ 0. There are isomorphisms
H∗(NM•g(m, 1);Z) ∼= Σ−m+1H∗(M•g(m, 1), DM•g(m, 1);Z)
H∗(NM◦g(m, 1);F2) ∼= Σ−m+1H∗(M◦g(m, 1), DM◦g(m, 1);F2)
H∗(NMg(m, 1);F2) ∼= Σ−m+1H∗(Mg(m, 1), DMg(m, 1);F2)
H∗(NMg(m, 1);F2) ∼= Σ−m+1H∗(Mg(m, 1), DMg(m, 1);F2)
where DM?(m, 1) denotes the subspace of all moduli (or Sullivan diagrams) having at least
one degenerate outgoing boundary.
Roughly speaking, the theorem follows from the following observation. The subspace
DM•g(m, 1) ⊂ M•g(m, 1) is the closed subspace of all moduli with at least one degenerate
outgoing boundary. The harmonic compactification of the moduli space with normalized
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outgoing boundaries NM•g(m, 1) is a deformation retract of M•g(m, 1)−DM•g(m, 1). The
retraction together with measuring the circumference of the outgoing boundaries defines a
homeomorphism M•g(m, 1) − DM•g(m, 1) ∼= NM•g(m, 1) × int(∆m−1) that extends to the
quotient M•g(m, 1)/DM•g(m, 1) ∼= Σm−1NM•g(m, 1).
It is a non-trivial task to find non-trivial classes in the homology of the spaces of the
harmonic compactification. We show that every homology class is represented by a chain
of moduli without degenerate outgoing boundaries.
Proposition 4.4.3 (B.+Egas). Let g ≥ 0, m ≥ 1 and ? ∈ {•, , ◦, }. Denote the cellular
chain complex of M?g(m, 1) by C and let R be an arbitrary coefficient group. Denote the
sub-complex of moduli with at least 1 degenerate boundaries by D ⊂ C. Every homology
class x ∈ H∗(M;R) is represented by a chain ∑κici with ci /∈ D.
Forgetting the enumeration of the outgoing boundaries is not a covering for moduli having
more then two degenerate outgoing boundaries. Nontheless, using the above theorem, the
forgetful maps behave like coverings in homology.
Proposition 4.4.4 (B.+Egas). In homology there are maps
tr : H∗(Mg(m, 1);Z)→ H∗(M•g(m, 1);Z)
respectively
tr : H∗(Mg(m, 1);Z)→ H∗(M◦g(m, 1);Z)
where (pi•)∗ ◦ tr respectively (pi◦)∗ ◦ tr is the multiplication by m!.
1.4.3. Non-trivial families in the homology of the harmonic compactification
In this section, we present our non-trivial families in the homology of the harmonic com-
pactification.
Denote the surface of genus g, with one incoming and one outgoing boundary by Sg(1, 1).
Glueing the k-th punctured disc to the outgoing boundary induces the canonical inclusion
of the k-th group into the mapping class group
Brk ↪−−→ Γkg,1 or equivalently M0(k, 1) ↪−−→Mg(k, 1) .
By construction, these inclusion are compatible with respect to the stabilization of the
genus.
Proposition 4.4.5 (B.+Egas). The fundamental group of M0(2, 1) is
pi1(M0(2, 1)) ∼=
{
Z〈α0〉 g = 0
Z2〈αg〉 g > 0
.
The homomorphism on fundamental groups induced by the stabilization map
pi1(ϕg) : pi1(Mg(2, 1))→ pi1(Mg+1(2, 1))
sends αg to αg+1. Furthermore, the class αg is in the image of the braid generator under
the canonical map
pi1(M0(2, 1)) ↪−−→ pi1(Mg(2, 1))→ pi1(Mg(2, 1)) .
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Using the methods of [WW16] and [Wah16], we construct infinite families of non-trivial
classes of infinite order that correspond to non-trivial higher string operations.
Proposition 4.4.6 (B.+Egas). Let m > 0, 1 ≤ i ≤ m, ci > 1 and c = ∑i ci.
(i) There are classes of infinite order
Γ˜m ∈ H4m−1(M•m(m, 1);Z)
and
Ω˜(c1,...,cm) ∈ H2c−1(M•0(c, 1);Z) .
All these classes correspond to non-trivial higher string topology operations.
(ii) There are classes of infinite order
Γm ∈ H4m−1(Mm(m, 1);Z)
and
Ω(c1,...,cm) ∈ H2c−1(M0(c, 1);Z)
and
ζ2m ∈ H2m−1(M0(2m, 1);Z) .
Furthermore, we use a computer program to determine the integral homology of the
harmonic compactifications Mg(m, 1) and Mg(m, 1) for small parameters g and m.
Proposition 4.4.7 and Proposition 4.4.8 (B.+Egas). For small parameters 2g + m,
the integral homology of Mg(m, 1) and Mg(m, 1) is given by the tables 4.1, 4.2, 4.3, 4.4,
4.5, 4.6 and 4.7 in Section 4.4.4.
1.4.4. On the unstable homology of the moduli spaces
Recall that, in Section 1.1.4, we stated the result by Ehrenfried and Mehner. To their
findings, we add three more generators.
Theorem 7.0.1 (B., Bo¨digheimer, Ehrenfried, Mehner). The integral homology of M2,1
and M21,1 is as follows.
H∗(M2,1;Z) =

Z〈c2〉 ∗ = 0
Z10〈cd〉 ∗ = 1
Z2〈d2〉 ∗ = 2
Z〈λs〉 ⊕ Z2〈T (e)〉 ∗ = 3
Z3〈w3〉 ⊕ Z2〈?〉 ∗ = 4
0 ∗ ≥ 5
H∗(M21,1;Z) =

Z〈a2c〉 ∗ = 0
Z〈a2d〉 ⊕ Z2〈bc〉 ∗ = 1
Z2〈a2e〉 ⊕ Z〈bd〉 ∗ = 2
Z2〈f〉 ∗ = 3
0 ∗ ≥ 4
Here, the known generators a, b, c, d, e, t and their products have been described in [Meh11,
Kapitel 1] or [BH14, Chapter 4], see also [BB18a]. The generators s, w3 and f will be
described in Chapter 7. The only generator remaining unknown is denoted by ?.
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Firstly, we obtain a generator of the third rational homology of M2,1 as follows.
Proposition 7.1.2 (B.). The moduli space M2,1 is the total space of a rational fibration
U → M2,1 → M2,0 with U the unit tangent bundle over the closed surface of genus two.
The inclusion of the fibre U ↪→M2,1 induces an isomorphism
H3(U ;Q)
∼=−−−→ H3(M2,1;Q) .
We do not know, wether or not [U ] is an integral generator.
Secondly, we obtain the 3-torsion of the fourth integral homology via what we call a
Segal–Tillmann map.
Proposition 7.2.2 (B.). Sending the braid generators σ1, . . . , σ5 ∈ Br6 to a certain system
of five Dehn twists along an interlocking chain of simply closed curves defines a Segal–
Tillmann map ST : Br2g+2 → Γg,1. This Segal–Tillman map induces an isomorphism
H4(Conf6(D2);F3)→ H4(M2,1;F3) .
Lastly, we describe an integral class f ∈ H3(M21,1;Z) by an embedded torus U(1)3 ⊂
M21,1. Using a computer programm we show that this class is an integral generator.
Proposition 7.3.1 (B.). It is H3(M21,1;Z) ∼= Z2〈f〉 and f is represented by an embedded
3-dimensional torus.
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2
The spaces of polygons
In this chapter, we introduce our spaces of polygons. We see our construction as the natural
generalization of Bo¨digheimer’s spaces of interval exchanges, see [Bo¨93b] or Section 1.2.2.
The space Pol•(m,n) is thought of as a space of (certain L2 classes of) isometries mapping
n ≥ 1 enumerated incoming circles to m ≥ 1 enumerated outgoing circles (up to a finite
set of points). As such, Pol•(m,n) admits a free action of the m-dimensional torus by
postcomposing isometries with a given sequence of m rotations. The quotient map to the
orbit space Pol◦(m,n) is a universal m-torus bundle. In Chapter 3 we will construct maps
of torus fibrations
M•g(m, 1) Pol•(m, 1) ' EU(1)m
M◦g(m, 1) Pol◦(m, 1) ' BU(1)m
(2.1)
and these fibrations commute (up to homotopy) with the stabilization maps of the moduli
spaces. Aside from these properties, we use (a deformation retraction of) our polygon spaces
to study the harmonic compactifications of the moduli spaces in question, see Chapter
4, Chapter 5 and Chapter 6. Let us mention the following variation of these spaces of
polygons. The maps in Diagram (2.1) are all equivariant with respect to permuting the
outgoing boundaries resp. outgoing circles. The orbit projection of the spaces of polygons
are denoted by Pol(m,n)→ Pol(m,n) and we obtain the following diagram.
Mg(m,n) Pol(m,n)
Mg(m,n) Pol(m,n)
(2.2)
Thus these spaces of polygons are suitable to study the moduli spaces of Riemann surfaces
with unenumerated outgoing boundaries.
We will define the spaces of polygons as the realization of a corresponding simplicial set.
The simplicial structure of the spaces Pol•(m,n), Pol(m,n), Pol◦(m,n) and Pol(m,n)
is very similar. However, the combinatorics of Pol(m,n) is the least technical.
Let us discuss the simplicial structure of the space of unenumerated and unparametrized
polygons Pol = ∪mPol(m, 1) here. The k-dimensional simplices of Pol are the per-
mutations σ ∈ S([k]) on the symbols [k] = {0, . . . , k}. Let us describe the points of
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an open k-simplex in the geometric realization before discussing the faces and degenera-
cies. To this end, let σ ∈ S([k]) with exactly m cycles cyc(σ) = {σ1, . . . , σm} and fix
a point t = (t0, . . . , tk) ∈ int(∆k). Cutting the circle S1 = [0, 1]/∼ into k + 1 intervals
e0 = [0, t0], e1 = [t0, t0 + t1], . . . , en = [1 − tk, 1] of length t0, . . . , tk, we obtain a set of m
polygons by glueing the end of the edge ei to the start of the edge eσ(i). Note that this
defines an orientation preserving isomoetry from S1 to m unparametrized and unenumer-
ated circles up to a finite set of points (which is the set of cut points). Observe that each
orientation preserving isomoetry from S1 to m unparametrized and unenumerated circles
up to a finite set of points is obtained this way. Removing i from its cycle representation
and renormalizing all other symbols afterwards, defines the i-th face of σ. Geometrically
speaking, the i-th face of (σ, t) is obtained by collapsing the edge ei. In the special case,
where i is a fixed point of σ, the i-th face is regarded as isomoetry from S1 to m−1 circles.
The i-th degeneracy of σ is obtained by increasing all symbols j ≥ i by one in the cycle
representation and making i the predecessor of i + 1. Geometrically speaking, the i-th
degeneracy splits the edge ei into two pieces introducing a superfluous cut point. This
space of polygons admits a stratification by the spaces of exactly m polygons. The m-th
stratum is denoted Pol(m, 1). The construction of the spaces Pol•(m,n), Pol(m,n) and
Pol◦(m,n) will be similar.
Overview of the results of this chapter
The space of m polygons Pol•(m, 1) deformation retracts onto the subspace where all
circumferences are equal, see Proposition 2.3.12. This space is the space of m normal-
ized polygons NPol•(m, 1) and the deformation retraction induces a homeomorphism
Pol•(m, 1) ∼= NPol•(m, 1) × int(∆m−1), see Proposition 2.3.13. The space of m nor-
malized, enumerated and parametrized polygons NPol•(m, 1) admits the structure of an
m-fold multi-cyclic set, see Proposition 2.4.1. The quotient by the m-fold torus action
defines a m-fold torus bundle with base NPol◦(m, 1).
Theorem 2.6.2. The m-fold torus bundles Pol•(m, 1)→ Pol◦(m, 1) and NPol•(m, 1)→
NPol◦(m, 1) are universal.
Let us mention another result which is similar to [Kla13, Theorem C] and which is used in
the study of the harmonic compactifications, see Chapter 5 and Chapter 6. For each n ≥ 1,
the space Pol• = ∪kPol•(k, n) is filtered by the closed subspaces FmPol• = Pol•(m,n) =
∪k≤mPol•(k, n). Roughly speaking, there is an extension of the homeomorphism
FmPol• − Fm−1Pol• = Pol•(m, 1) ∼= NPol•(m,n)×∆m−1
to FmPol•/Fm−1Pol• → Σm−1NPol•(m,n) which leads to our desuspension theorem for
the spaces of polygons.
Theorem 2.5.2 and 2.5.1. There are isomorphisms of cellular chain complexes
C∗(NPol•(m, 1);Z) ∼= Σ−m+1C∗(FmPol•, Fm−1Pol•;Z)
C∗(NPol(m, 1);F2) ∼= Σ−m+1C∗(FmPol, Fm−1Pol;F2)
C∗(NPol◦(m, 1);F2) ∼= Σ−m+1C∗(FmPol◦, Fm−1Pol◦;F2)
C∗(NPol(m, 1);F2) ∼= Σ−m+1C∗(FmPol, Fm−1Pol;F2)
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The isomorphism is made explicit in Proposition 2.5.7 and a variation of the arguments
are used to prove our desuspension Theorem for the harmonic compactifications, see The-
orem 5.1.22. Lastly, in Section 2.7, we construct an explicit rational homotopy equivalence
between our space of polygons Pol◦(1, 1) and Kontsevich’s polygon bundle BU(1)comb.
Organization of the chapter
In Section 2.1, we fix our notations for the symmetric groups and define sets S? of
(un)enumerated and (un)parametrized permutations with ? ∈ {•, , ◦, }. In Section 2.2
we define the spaces of (un)enumerated and (un)parametrized polygons Pol? as the geo-
metric realization of (S?([n]))n∈N. It is stratified by the spaces of m polygons Pol?(m, 1).
For the sake of completeness, we make the definition of the four variations of the space of
polygons explicit. In Section 2.3, we define the space of normalized polygons NPol?(m, 1) ⊂
Pol?(m, 1), discuss our interpretation of its points and establish a canonical homeomor-
phism Pol?(m, 1) ∼= NPol?(m, 1) × int(∆m−1) in the enumerated cases. In Section 2.4,
we use the projection Pol•(m, 1) ∼= NPol•(m, 1) × int(∆m−1) → NPol•(m, 1) to define
an m-multi-cyclic structure on NPol•(m, 1) and a cellular structure on the other spaces
of m normalized polygons NPol?(m, 1). Moreover, we prove our desuspension theorem
for the spaces of polygons in Section 2.5 In Section 2.6, we study the homotopy type of
the spaces of polygons. Most importantly, we prove that the m-dimensional torus bundle
Pol•(m, 1) → Pol◦(m, 1) is universal. In Section 2.7, we construct a zig-zag of rational
homotopy equivalence between Pol◦(1, 1) and Kontsevich’s polygon bundle BU(1)comb.
2.1. The symmetric group
In this section we fix our notation. The definitions and propositions in this section are well
known.
Definition 2.1.1. We denote the category of finite sets with injective maps by Fininj . The
symmetric group on a finite set A is the group of automorphisms S(A) := AutFininj (A).
Consequently, in our notation, the product β ·α agrees with the composition β ◦α of maps.
Definition 2.1.2. Given an injection f : A → B, the set A is identified with a subset of
B and so every permutation on A is extended to a permutation of B by fixing B − f(A)
pointwise. More pedantically, the induced group homomorphism S(f) : S(A) ↪→ S(B) is
defined by
S(f)(σ)(b) =
{
f(σ(s)) if b = f(s) for some s ∈ A,
b else.
(2.3)
Proposition 2.1.3. The symmetric groups define a faithful functor into the category of
groups with monomorphisms
S : Fininj → Grpinj . (2.4)
Definition 2.1.4. The support of a permutation σ ∈ S(A) is the set of non-trivially
permuted symbols
supp(σ) = {s ∈ A | σ(s) 6= s} . (2.5)
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The set of fixed points of a permutation σ ∈ S(A) is
fix(σ) = {s ∈ A | σ(s) = s} = A− supp(σ) . (2.6)
Definition 2.1.5. The long cycle of degree n ≥ 0 is the permutation ωn ∈ S([n]) sending
k to k+ 1 modulo n+ 1. We write ωn = 〈0 . . . n〉 up to cyclic permutation of the symbols.
Definition 2.1.6. A permutation idA 6= σ ∈ S(A) is cyclic if there exists 0 ≤ n ≤ #A
and an injective map f ∈ Fininj([n], A) such that σ = S(f)(ωn). In this case, the cycle
representation of σ is the word 〈f(0) f(1) . . . f(n)〉 up to cyclic permutation of the entries.
Abusing notation, a non-trivial cyclic permutation is identified with its cycle representation.
Definition 2.1.7. Let A be a finite set and n ≥ 0. Given a word s = 〈s0 . . . sn〉 up
to cyclic permutation and without reoccurring letters si ∈ A, the permutation associated
with s is S(f)(ωn) where f(i) = si. Abusing notation, such a word is identified with its
associated permutation.
Remark 2.1.8. Clearly, a non-trivial cyclic permutation is uniquely given by its cycle rep-
resentation. Observe that, in Definition 2.1.6, the cycle representation is only defined for
non-trivial permutations. However, in Definition 2.1.7, we are more generous and allow
words of length one. In this case, the associated permutation is the identity and we regard
a word of length one as a chosen fixed point of the identity. In other words, a fixed point b
is seen as a trivial cyclic permutation, its cycle representation is 〈b〉 and the product of a
permutation σ with the trivial cyclic permutation 〈b〉 is σ.
Definition 2.1.9. The set of non-trivial cycles of a permutation σ ∈ S(A) is the set of
non-trivial cyclic permutations cyc†(σ) = {σ1, . . . , σt} with σ = σ1 · · ·σt and supp(σi) ∩
supp(σj) = ∅ for all i 6= j.
Definition 2.1.10. The set of cycles of a permutation σ ∈ S(A) is cyc(σ) = cyc†(σ) unionsq
fix(σ), where each fixed point i is regarded as cycle 〈i〉. The elements of cyc(σ) are the
cycles of σ. The number of cycles of a permutation σ is the cardinality of cyc(σ).
Definition 2.1.11. Let σ ∈ S(A) and cyc(σ) = {σ1, . . . , σk} be its set of cycles. The
symbol s ∈ A belongs to σk if it occurs in the cycle representation of σk.
Remark 2.1.12. Observe that, by Remark 2.1.8 and Definition 2.1.11, each symbol s ∈ A
belongs to exactly one cycle of a given permutation σ. Here, we demonstrate that each fixed
point belongs to exactly one cycle. By definition, the set of cycles cyc(σ) = {σ1, . . . , σk}
is the union of the set of non-trivial cycles and the set of fixed points. Following Remark
2.1.8, we emphasize that we identify a fixed point s ∈ fix(σ) with the cycle representation
〈s〉 and therefore, we write σi = 〈s〉, for a unique i. In particular, s occurs in the cycle
representation of σi and, according to Definition 2.1.11, we say that s belongs to σi.
Definition 2.1.13. A permutation σ is enumerated if its set of cycles is equipped with a
linear order.
cyc(σ) = {σ1 < · · · < σk} . (2.7)
The set of enumerated permutations on A is the set S◦(A).
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Definition 2.1.14. A permutation σ is parametrized if each cycle has a distinguished el-
ement. Given a parametrized permutation σ, denote the distinguished symbol of a cycle
τ by τ0 and denote the i-th successor of τ0 by τi := τ i(τ0). The parametrized cycle repre-
sentation of τ is τ = 〈τ0 τ1 . . . 〉. The set of parametrized permutations on A is the set
S(A).
Remark 2.1.15. By definition, the cycle representation of an unparametrized permutation
is unique up to cyclic permutation of its symbols. However, the parametrized cycle rep-
resentation of a parametrized permutation is unique as the distinguished symbol comes
first.
Definition 2.1.16. A permutation σ is enumerated and parametrized, if its cycles are
enumerated (in the sense of Definition 2.1.13) and if each cycle has a distinguished element
(in the sense of Definition 2.1.14).
The set of enumerated and parametrized permutations on A is the set S•(A).
Notation 2.1.17. By abuse of notation, the term permutation refers to an ordinary per-
mutation, an enumerated permutation, a parametrized permutation or an enumerated and
parametrized permutation.
Definition 2.1.18. For each A, forgetting the enumeration or the parametrization of its
permutations defines a commutative diagram of sets:
S(A)
S•(A) S(A)
S◦(A)
pipi
•

pi•◦
pi•
pi◦
(2.8)
2.2. The space of polygons as simplicial spaces
In this section, we equip the sets of (un)enumerated and (un)parametrized permutations on
[n] with the structure of a cyclic set. For convenience of the reader, we provide the defini-
tions and facts about (multi)cyclic sets used in this thesis in Appendix A.1. Let us describe
informally the faces, degeneracies and the action of the cyclic operator on a permutation
σ ∈ S([n]). To this end, we represent σ as a product of cycles σ = 〈σ1,0 . . . 〉 · · · 〈σm,0 . . .〉.
The i-th face of σ deletes the symbol i from its cycle representation and renormalizes the
other symbols afterwards. The i-th degeneracy map increases all symbols j ≥ i by one
in the cycle representation and makes i the predecessor of i + 1 afterwards. The cyclic
operator increases all symbols in the cycle representation by one (with the convention that
n+ 1 = 0). For a precise definition, see Definitions 2.2.1, 2.2.6, 2.2.10 and 2.2.14.
The spaces of (un)enumerated and (un)parametrized polygons is the geometric realization
of the simplicial set underlying the cyclic set. This space is stratified by the number
of cycles of a permutation and the m-th stratum is the space of m (un)enumerated and
(un)parametrized polygons. Let us repeat that we make the definitions of the four variations
of these spaces of polygons explicit for the sake of completeness. After reading Subsection
2.2.1 carefully, it is enough to skim the Subsections 2.2.2, 2.2.3 and 2.2.4.
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2.2.1. The space of unenumerated unparametrized polygons
Definition 2.2.1. Denote the i-th face map in the simplicial category by δi : [n−1]→ [n].
By Definition 2.1.2, the induced map Fi := S(δi) : S([n − 1]) ↪→ S([n]) regards a
permutation σ ∈ S([n− 1]) as a permutation of [n] that has i as a fixed point.
The i-th face map Di : S([n])→ S([n− 1]) is
Di(σ) := F−1i (〈σ(i) i〉 · σ) (2.9)
where 〈σ(i) i〉 is the permutation exchanging σ(i) and i (if σ(i) 6= i; and it is the identity
otherwise). The i-th degeneracy map Si : S([n])→ S([n+ 1]) is
Sj(σ) := 〈j + 1 j〉 · Fj(σ). (2.10)
The cyclic operator T : S([n])→ S([n]) is
T (σ) := ωn · σ · ω−1n (2.11)
with ωn the long cycle ωn = 〈0 1 2 . . . n〉.
Lemma 2.2.2. Let σ ∈ S([n]) and consider its set of cycles cyc(σ) = {σ1, . . . , σk}. Let
0 ≤ i ≤ n and assume that i belongs to σj. Then
cyc(Di(σ)) =
{
{Di(σ1), . . . , Di(σk)} if σ(i) 6= i
{Di(σ1), . . . , Di(σj−1), Di(σj+1), . . . , Di(σk)} if σ(i) = i
(2.12)
and
cyc(Si(σ)) = {Si(σ1), . . . , Si(σk)} (2.13)
and
cyc(T (σ)) = {T (σ1), . . . , T (σk)}. (2.14)
We do not give a proof of this Lemma because the proof is straight forward.
Definition 2.2.3. The sets {S([n])}n∈N together with the face maps Di, the degeneracy
maps Sj and the cyclic operators T form a cyclic set denoted by S.
Definition 2.2.4. The space of unenumerated unparametrized polygons Pol is the geo-
metric realization of the (underlying simplicial set of the) cyclic set
Pol := |S|. (2.15)
Definition 2.2.5. The cyclic set S has for each m ≥ 1 a cyclic subset FmS ⊂ S
consisting in degree n of all permutations σ ∈ S([n]) that have at most m cycles (where
fixed points count as cycles). This induces a filtration of the space of polygons Pol by
closed subspaces FmPol := |FmS| ⊂ Pol.
Let m ≥ 1. The space of m unenumerated unparametrized polygons is the m-th stratum
Pol(m, 1) := FmPol − Fm−1Pol. (2.16)
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2.2.2. The space of enumerated unparametrized polygons
Definition 2.2.6. Let σ ∈ S◦([n]) and consider its ordered set of cycles cyc(σ) = {σ1 <
. . . < σk}. Let 0 ≤ i ≤ n and 1 ≤ j ≤ k such that i belongs to σj . Then the structure maps
Di, Si or T applied to σ give the permutations Di(σ), Si(σ) or T (σ) and the enumeration
of the cycles is as follows.
cyc(Di(σ)) =
{
{Di(σ1) < . . . < Di(σk)} if σ(i) 6= i
{Di(σ1) < . . . < Di(σj−1) < Di(σj+1) < . . . < Di(σk)} if σ(i) = i
(2.17)
and
cyc(Si(σ)) = {Si(σ1) < . . . < Si(σk)} (2.18)
and
cyc(T (σ)) = {T (σ1) < . . . < T (σk)}. (2.19)
Definition 2.2.7. The sets {S◦([n])}n∈N together with the face maps Di, the degeneracy
maps Sj and the cyclic operators T form a cyclic set, denoted by S◦.
Definition 2.2.8. The space of enumerated unparametrized polygons Pol◦ is the geometric
realization of the (underlying simplicial set of the) cyclic set
Pol◦ := |S◦|. (2.20)
Definition 2.2.9. The cyclic set S◦ has for each m ≥ 1 a cyclic subset FmS◦ ⊂ S◦
consisting in degree n of all permutations σ ∈ S◦([n]) that have at most m cycles (where
fixed points count as cycles). This induces a filtration of the space of polygons Pol◦ by
closed subspaces FmPol◦ := |FmS◦| ⊂ Pol◦.
Let m ≥ 1. The space of m enumerated unparametrized polygons is the m-th stratum
Pol◦(m, 1) := FmPol◦ − Fm−1Pol◦. (2.21)
2.2.3. The space of unenumerated parametrized polygons
Definition 2.2.10. Let σ ∈ S([n]) and consider its set of cycles cyc(σ) = {σ1, . . . , σk}.
Let 0 ≤ i ≤ n and 1 ≤ j ≤ k such that i belongs to σj = 〈σj,0 σj,1 . . . 〉. Then the structure
maps Di, Si or T applied to σ give the permutations Di(σ), Si(σ) or T (σ) and the set of
cycles is
cyc(Di(σj)) =
{
{Di(σ1), . . . , Di(σk)} if σ(i) 6= i
{Di(σ1), . . . , Di(σj−1), Di(σj+1), . . . , Di(σk)} if σ(i) = i
(2.22)
and
cyc(Si(σ)) = {Si(σ1), . . . , Si(σk)} (2.23)
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and
cyc(T (σ)) = {T (σ1), . . . , T (σk)}. (2.24)
The parametrization of the permutations Di(σ), Si(σ) or T (σ) is (up to possible renor-
malization) as follows: The first symbol of Di(〈σj,0 σj,1 . . . 〉) is σj,0 if i 6= σj,0 and it
is σj,1 otherwise. The first symbol of Si(〈σj,0 σj,1 . . . 〉) is σj,0. The first symbol of
T (〈σj,0 σj,1 . . . 〉) = 〈ωn(σj,0) ωn(σj,0) . . . 〉 is ωn(σj,0).
Definition 2.2.11. The sets {S([n])}n∈N together with the face maps Di, the degeneracy
maps Sj and the cyclic operators T form a cyclic set, denoted by S.
Definition 2.2.12. The space of unenumerated parametrized polygons Pol is the geometric
realization of the (underlying simplicial set of the) cyclic set
Pol := |S|. (2.25)
Definition 2.2.13. The cyclic set S has for each m ≥ 1 a cyclic subset FmS ⊂ S
consisting in degree n of all permutations σ ∈ S([n]) that have at most m cycles (where
fixed points count as cycles). This induces a filtration of the space of polygons Pol by
closed subspaces FmPol := |FmS| ⊂ Pol.
Let m ≥ 1. The space of m unenumerated parametrized polygons is the m-th stratum
Pol(m, 1) := FmPol − Fm−1Pol. (2.26)
2.2.4. The space of enumerated parametrized polygons
Definition 2.2.14. Let σ ∈ S• and consider its set of cycles cyc(σ) = {σ1 < . . . < σk}.
Let 0 ≤ i ≤ n and 1 ≤ j ≤ k such that i belongs to σj = 〈σj,0 σj,1 . . . 〉. Then the
structure maps Di, Si or T applied to σ give the permutations Di(σ), Si(σ) or T (σ) and
the enumeration of the cycles is as follows.
cyc(Di(σj)) =
{
{Di(σ1) < . . . < Di(σk)} if σ(i) 6= i
{Di(σ1) < . . . < Di(σj−1) < Di(σj+1) < . . . < Di(σk)} if σ(i) = i
(2.27)
and
cyc(Si(σ)) = {Si(σ1) < . . . < Si(σk)} (2.28)
and
cyc(T (σ)) = {T (σ1) < . . . < T (σk)}. (2.29)
The parametrization of the permutations Di(σ), Si(σ) or T (σ) is (up to possible renor-
malization) as follows: The first symbol of Di(〈σj,0 σj,1 . . . 〉) is σj,0 if i 6= σj,0 and it
is σj,1 otherwise. The first symbol of Si(〈σj,0 σj,1 . . . 〉) is σj,0. The first symbol of
T (〈σj,0 σj,1 . . . 〉) = 〈ωn(σj,0) ωn(σj,0) . . . 〉 is ωn(σj,0).
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Definition 2.2.15. The sets {S•([n])}n∈N together with the face maps Di, the degeneracy
maps Sj and the cyclic operators T form a cyclic set, denoted by S•.
Definition 2.2.16. The space of enumerated parametrized polygons Pol• is the geometric
realization of the (underlying simplicial set of the) cyclic set
Pol• := |S•|. (2.30)
Definition 2.2.17. The cyclic set S• has for each m ≥ 1 a cyclic subset FmS• ⊂ S•
consisting in degree n of all permutations σ ∈ S•([n]) that have at most m cycles (where
fixed points count as cycles). This induces a filtration of the space of polygons Pol• by
closed subspaces FmPol• := |FmS•| ⊂ Pol•.
Let m ≥ 1. The space of m enumerated parametrized polygons is the m-th stratum
Pol•(m, 1) := FmPol• − Fm−1Pol•. (2.31)
2.2.5. Forgetful maps
Definition 2.2.18. The forgetful maps from Definition 2.1.18 induce quotient maps de-
noted as follows.
Pol
Pol• Pol
Pol◦
pipi
•

pi•◦
pi•
pi◦
(2.32)
Remark 2.2.19. Let m ≥ 1. Observe that both maps pi• : Pol• → Pol and pi◦ : Pol◦ → Pol
restrict to an m!-fold covering
Pol•(m, 1)→ Pol(m, 1) (2.33)
and
Pol◦(m, 1)→ Pol(m, 1) (2.34)
whose group of Deck transformation is a symmetric group on m symbols. In Section 2.6,
we show that pi•◦ restricts to the m-dimensional torus fibration
: Pol•(m, 1)→ Pol◦(m, 1) . (2.35)
2.3. The space of normalized polygons NPol?(m, 1)
In this section, we introduce the space ofm normalized polygonsNPol?(m, 1) ⊂ Pol?(m, 1),
see Definition 2.3.6. Most importantly, we will construct a homeomorphism
Pol•(m, 1) ∼= NPol•(m, 1)× int(∆m−1) , (2.36)
see Proposition 2.3.13. This homeomorphism will be used Section 2.4 to equip these spaces
of normalized polygons with an m-fold multi-simplicial structure and, in Section 2.5, it will
be used to proof our desuspension theorem for our spaces of polygons.
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Definition 2.3.1. Let m ≥ 1 and consider a (representative of a) point (σ; t) ∈ Pol◦(m, 1)
or (σ; t) ∈ Pol•(m, 1) with cyc(σ) = {σ1, . . . , σm}. The length of the i-th outgoing circle is
li := li(σ, t) :=
∑
j∈σi tj and the length of (σ, t) is the tuple l(σ, t) := (l1, . . . , lm).
Remark 2.3.2. Observe that li > 0 for all i and that
∑
1≤i≤m li = 1.
Definition 2.3.3. On the space of m enumerated (un)parametrized polygons, the length
is the continous map
l : Pol◦(m, 1)→ int(∆m−1), (σ, t) 7→ l(σ, t) (2.37)
respectively
l : Pol•(m, 1)→ int(∆m−1), (σ, t) 7→ l(σ, t) . (2.38)
Remark 2.3.4. Clearly, the length does not depend on the parametrization of the out-
going circles. Therefore, the length commutes with the forgetful map pi•◦ : Pol•(m, 1) →
Pol◦(m, 1).
In Remark 2.2.19 we saw that the map forgetting the enumeration of the m cycles is an
m!-fold covering whose group of Deck transformations is isomorphic to S[m− 1]. Observe
that the length l is S[m− 1]-equivariant (with respect to permuting the order of the cycles
resp. the coordinates of the (m− 1)-simplex).
Definition 2.3.5. On the space of m unenumerated (un)parametrized polygons, the length
is the continous map
l : Pol(m, 1)→ int(∆m−1)/S[m−1] (2.39)
respectively
l : Pol(m, 1)→ int(∆m−1)/S[m−1] (2.40)
making the following diagram commutative.
Pol•(m, 1) Pol◦(m, 1) int(∆m−1)
Pol(m, 1) Pol(m, 1) int(∆m−1)/S[m−1]
pi•◦
/S[m−1]
l
/S[m−1] /S[m−1]
pi l
(2.41)
Definition 2.3.6. Let m ≥ 1. The space of m normalized enumerated or parametrized
polygons is the closed subspace of m polygons of the same length.
NPol•(m, 1) := l−1( 1m , . . . , 1m) ⊂ Pol•(m, 1) (2.42)
NPol(m, 1) := l−1( 1m , . . . , 1m) ⊂ Pol(m, 1) (2.43)
NPol◦(m, 1) := l−1( 1m , . . . , 1m) ⊂ Pol◦(m, 1) (2.44)
NPol(m, 1) := l−1( 1m , . . . , 1m) ⊂ Pol(m, 1) (2.45)
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Definition 2.3.7. Abusing notation, the restrictions of the quotient maps in Definition
2.2.18 define quotient maps with the same names.
NPol(m, 1)
NPol•(m, 1) NPol(m, 1)
NPol◦(m, 1)
pipi
•

pi•◦
pi•
pi◦
(2.46)
We will now show that NPol?(m, 1) ⊂ Pol?(m, 1) is a strong retract using a “normal-
ization process”.
Definition 2.3.8. Let m ≥ 1 and n ≥ 0. Let σ ∈ S•([n]) with m cycles and t ∈ int(∆n).
Each symbol i ∈ [n] belongs to exactly one cycle, say σj(i), and we denote the length of the
j(i)-th outgoing circle by l(i) := lj(i)(σ, t) =
∑
k∈σj(i) tk. The normalization of (σ, t) is
r(σ, t) := (σ, t′), t′i =
ti
m · l(i) for 0 ≤ i ≤ n . (2.47)
Remark 2.3.9. Note that the normalization of the simplices of Pol•(m, 1) induces a conti-
nous self map of Pol•(m, 1). Observe that l(r(σ, t)) = ( 1m , . . . , 1m), i.e., the normalization
maps to NPol•(m, 1) ⊂ Pol•(m, 1). Observe further that the normalization of Pol•(m, 1)
induces a normalization of the spaces of polygons Pol◦(m, 1), Pol(m, 1) and Pol(m, 1).
Definition 2.3.10. Let m ≥ 1 and ? ∈ {•, , ◦, }. The normalization is the continous
retraction
r : Pol?(m, 1)→ NPol?(m, 1) (2.48)
induced by the normalization of simplices.
Remark 2.3.11. By construction, the normalizations commute with the forgetful maps in
Definition 2.3.7.
Proposition 2.3.12. Let m ≥ 1. The space of m normalized (enumerated and / or
parametrized) polygons is a strong deformation retract of the space of m (enumerated and
/ or parametrized) polygons. The deformation retractions can be chosen to commute with
the forgetful maps in Definition 2.3.7.
Proof. On Pol•(m, 1) we define the obvious homotopy on the level of n-dimensional sim-
plices: On σ × int(∆n) the homotopy is
hs(σ, t) := (σ, ts0, . . . , tsn), tsi = (1− s) · tj + s · tjm·l(i) for 0 ≤ i ≤ n. (2.49)
By construction, hs induces strong deformation retractions Pol(m, 1) → NPol(m, 1),
Pol◦(m, 1)→ NPol◦(m, 1) and Pol(m, 1)→ NPol(m, 1) that commute with the forgetful
maps.
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Proposition 2.3.13. Let m ≥ 1 and ? ∈ {•, ◦}. The normalization and the length map
induce a homeomorphism
r × l : Pol?(m, 1) ∼= NPol?(m, 1)× int(∆m−1) . (2.50)
Proof. The map r × l is a continous bijection. Its inverse is the continous map
(σ, t′, l′) 7→ (σ, t), ti = t′i ·m · l′j(i) (2.51)
where j(i) denotes the number of the cycle to which i belongs, i.e., i ∈ σj(i). By construc-
tion, the length of the j-th cycle of (σ, t) is l′j :
lj(σ, t) =
∑
i∈σj
ti =
∑
i∈σj
t′i ·m · l′j =
m · l′j
m
= l′j . (2.52)
2.4. Cellular and multi-cyclic structures of NPol?(m, 1)
In this section, we will use the projection to the left factor
Pol•(m, 1) ∼= NPol•(m, 1)× int(∆m−1)→ NPol•(m, 1)
to construct a multi-cyclic structure on NPol•(m, 1), see Proposition 2.4.1. This will
lead to a cellular structure on NPol(m, 1), NPol◦(m, 1) respectively NPol(m, 1), see
Proposition 2.4.5.
Proposition 2.4.1. Let m ≥ 1. The space NPol•(m, 1) is homeomorphic to the re-
alization of an m-fold multi-cyclic set NS•(m, 1) whose multi-simplices of multi-degree
k = (k1, . . . , km) and total degree n are
NS•(m, 1)k = {〈σ1,0 . . . σ1,k1〉 · · · 〈σm,0 . . . σm,km〉} (2.53)
⊂ FmS•([n])− Fm−1S•([n]) . (2.54)
The face maps dj,i remove the i-th symbol from the j-th cycle and renomalize the other
symbols afterwards, i.e.,
dj,i(σ) = Dσj,i(σ) , (2.55)
the degeneracy maps sj,i are
sj,i(σ) = Sσj,i(σ) (2.56)
and the cyclic operator in the j-th component permutes the symbols in the j-th cycle cycli-
cally.
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Proof. Let us denote the interior of an n-simplex by ∆n to simplify our notation. In this
notation, the normalization of an n-dimensional cell σ ×∆n is
r(σ ×∆n) = σ × {(t0, . . . , tn) |∑j∈σi tj = 1m for all i} ⊂ σ ×∆n . (2.57)
Consequently, denoting the norm of a permutation α by N(α), we obtain a canonical cell
decomposition of NPol• with open cells
∆(σ) := r(σ ×∆n) ∼= σ ×∆N(σ1) × . . .×∆N(σm) . (2.58)
The dimension of the multi-simplex ∆(σ) is n−m+ 1. Using the distinguished symbol of
each cycle, we have canonical barycentric coordinates (tj,0, . . . , tj,N(σj))j=1,...,m. From the
construction it is clear that the i-th face in the j-coordinate is the cell ∆(Dσj,i(σ)). With
this at hand, it is easy to see that NPol•(m, 1) is the realization of the multi-simplicial space
NS•(m, 1) with face maps dj,i(σ) = Dσj,i(σ) and with degeneracy maps sj,i(σ) = Sσj,i(σ).
We define the j-th cyclic operator tj to act on σ = σ1 · · ·σm by tjσi = σi for j 6= i and
tj〈σj,0 σj,1 . . . σj,c〉 = 〈σj,c σj,0 . . . σj,c−1〉. A straight forward computation shows that
these data equip NPol•(m, 1) with the structure of an m-fold multi-cyclic space.
Discussion 2.4.2. We discuss our geometric interpretation of the points in NPol•(m, 1).
For simplicity, assume m = 1 first. Given a point x ∈ NPol•(1, 1), consider a representative
x = (σ;u) with u ∈ int(∆n). The permutation σ consists of a single cycle σ = σ1 =
〈σ1,0 σ1,1 . . . 〉. We dissect S1 = [0, 1]/∼ into n + 1 intervals [ti, ti+1] where ti = ∑k<i uk.
The i-th interval is denoted by ei := σ1,i. Each interval ei is oriented such that ti ∈ ei is
the starting point of ei and ti+1 ∈ ei is the end point. The starting point of the interval e0
is the distinguished point 0 ∼ 1 ∈ S1. See Figure 2.1 for two examples.
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Figure 2.1.: In the left picture, we draw the point x = (σ;u) ∈ NPol•(1, 1) with σ =
〈4 0 1 3 2〉 and u = (16 , 26 , 16 , 16 , 16). In the right picture, we draw the point y = (σ;u) ∈
NPol•(1, 1) with σ = 〈3 1 0 2〉 and u = (16 , 26 , 14 , 14).
By construction, the lengths of the intervals are given by the barycentric coordinates u
of x = (σ, u) and if u tends towards the face di∆n, the edge with label i degenerates to
a point. Thus, our geometric interpretation of a point in NPol•(1, 1) behaves well with
faces.
The geometric interpretation of a point x = (σ, u) with σ = si(σ′) is a circle having
consecutive edges with labels i and i+1. Regarding a point in NPol•(1, 1) as an orientation
preserving isometry between two circles up to an unspecified configuration of points, the
cutpoint between the two edges is superfluous, i.e., instead of two edges with labels i and
i + 1 we see a single edge with label i (and renormalize the labels of all other edges).
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With this identification, our geometric interpretation is independent of representatives
x = (σ, u) = (siσ′, si(u′)) = (σ′, u′), see also Figure 2.2 left and middle.
Since NPol•(1, 1) is the realization of a cyclic space, we have a circle action: It is (up
to introducing or forgetting cut points) the rotation of the distinguished point 1 ∈ S1, see
also Proposition A.1.7 and Figure 2.2.
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Figure 2.2.: Consider the point x = (σ;u) ∈ NPol•(1, 1) with σ = 〈4 0 1 3 2〉 and
u = (16 ,
2
6 ,
1
6 ,
1
6 ,
1
6) as it is seen on the left hand side on the left of this figure or of Figure 2.1.
Let us demonstrate that the action of z = 113 ∈ [0, 1]/∼ = S1. It will be the rotation of the
distinguished point in the circle by z. According to Proposition A.1.7, the new point x.z is
obtained as follows. In the first step we choose the degenerate representative s4σ of σ with
degenerate coordinates u′ = (16 ,
2
6 ,
1
6 ,
1
6 ,
1
6 − 113 , 113). This is seen in the middle. Then, we
compute the action of t5 on s4σ and the coaction of t−15 on u′. It is t5s4σ = 〈3 5 0 1 4 2〉
and t−15 u = ( 113 ,
1
6 ,
2
6 ,
1
6 ,
1
6 ,
1
6 − 113). As it is seen on the right hand side, this is exactly the
rotation of the distinguished point by z.
A point x ∈ NPol•(m, 1) is thought of cutting the circle into finitely many intervals and
reglueing the pieces such that a collection of m enumerated circles of equal circumference is
obtained. By symmetry, we can think of a point x ∈ NPol•(m, 1) as cutting m enumerated
circles of equal circumference into intervals that are reglued to give a single circle. From
this point of view, it is not surprising that NPol•(m, 1) admits not only a cyclic structure
but also an m-fold multi-cyclic structure. Moreover, for arbitrary m ≥ 1 and n ≥ 1, it
is straight forward to construct the spaces NPol•(m,n) together with canonical n-fold
multi-cyclic structure and m-fold multi-cyclic structure. We leave this to the reader.
Discussion 2.4.3. Recall that the spaces NPol(m, 1), NPol◦(m, 1) and NPol(m, 1) are
quotients of NPol•(m, 1). It is easy to see that pi• and pi◦ are m!-fold coverings whose
group of Deck transformations is isomorphic to a symmetric group on m elements. After
introducing an m-fold multi-cyclic structure on NPol•(m, 1), we give a full proof that pi•◦
is an m-dimensional torus bundle in Section 2.6. In particular, one should expect to see
these facts in our geometric interpretation of the points of NPol(m, 1), NPol◦(m, 1) and
NPol(m, 1).
Firstly, fix a point x ∈ NPol(m, 1). Consider a representative of x = (σ, u) with
u ∈ int(∆n). Choosing an enumeration of the cycles of σ gives a point x˜ ∈ NPol◦(m, 1)
with pi•(x˜) = x. Therefore, a point x ∈ NPol(m, 1) is thought of cutting the circle into
finitely many intervals and reglueing the pieces such that a collection of m unenumerated
circles of equal circumference is obtained.
Our geometric interpretation of a point x ∈ NPol◦(1, 1) is as follows. Consider a repre-
sentative of x = (σ, u) with u ∈ int(∆n). We emphasize, that we allow σ to be simplicially
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degenerated. By definition, σ has one cycle. Choosing a distinguished element of this cycle
yields a point x˜ ∈ NPol•(1, 1) with pi•◦(x˜) = x. By Discussion 2.4.2, we view x˜ as a circle
with decorated edges and the action of S1 on x˜ is the the rotation the distinguished point
of this circle. It is straight forward to check that the preimage of x under pi•◦ is exactly
the orbit of x˜ of this action, see also Proposition A.1.7. Consequently, we interpret x as
cutting a given circle into finitely many intervals and reglueing the pieces in a different
order such that we obtain a circle but only up to rotation. See Figure 2.3 for an example.
More generally, a point x ∈ NPol◦(m, 1) is thought of cutting a given circle into finitely
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Figure 2.3.: The three pictures show the very same point x ∈ NPol◦(1, 1). It is the image
of the points x˜ and z.x˜ ∈ NPol•(1, 1) seen in Figure 2.2. The left picture represents the
point x = (σ;u) by σ = 〈4 0 1 3 2〉 and u = (16 , 26 , 16 , 16 , 16). The middle picture represents
the point x = (σ′;u′) by σ′ = 〈5 0 1 4 2 3〉 and u′ = (16 , 26 , 16 , 16 , 16− 113 , 113). The right picture
represents the point x = (σ′′;u′′) by σ′′ = 〈3 5 0 1 4 2〉 and u′′ = ( 113 , 16 , 26 , 16 , 16 , 16 − 113).
many intervals and reglueing the pieces such that we obtain a collection of m enumerated
circles of equal circumference but only up to rotation of each individual circle.
Lastly, a point x ∈ NPol(m, 1) is thought of cutting a given circle into finitely many
intervals and reglueing the pieces such that we obtain a collection of m unenumerated
circles of equal circumference but only up to rotation of each individual circle.
Proposition 2.4.4. Let m ≥ 1. The induced action of the m-dimensional torus U(1)m on
the space NPol•(m, 1) is free.
Proof. From Discussion 2.4.2 and Proposition A.1.7 the action of the i-th factor of U(1)m
on NPol•(m, 1) can be carried out explicitly: Let α ∈ U(1) be an arbitrary angle and let
x ∈ NPol•(m, 1) be a collection of m normalized enumerated polygons with base points.
Then, α.x is the very same collection of m enumerated polygons with the single exception
that the base point of the i-th polygon has moved by the angle α. This is enough to prove
the claim.
Proposition 2.4.5. Let m ≥ 1 and ? ∈ {•, , ◦, }. The space of m normalized polygons
NPol?(m, 1) admits a cellular decomposition whose n cells are in one-to-one correspondence
to
FmS
?([n+m− 1])− Fm−1S?([n+m− 1]) (2.59)
and such that the quotient maps in Definition 2.3.7 are cellular.
Proof. First of all, note that Proposition 2.4.1 implies the desired result for NPol•(m, 1).
47
For the general case, recall that the normalization Pol•(m, 1)→ NPol•(m, 1) is cellular
and that it sends every open cell σ × ∆n ⊂ Pol•(m, 1) onto the open multi-simplex σ ×
∆N(σ1) × . . .×∆N(σm) ⊂ NPol•(m, 1). By construction, the vertices of the multi-simplex
are given by the enumerated and parametrized cycles of σ. Moreover, the normalization
Pol(m, 1) → NPol(m, 1), Pol◦(m, 1) → NPol◦(m, 1) and Pol(m, 1) → NPol(m, 1)
commute with the projection maps in Diagram 2.41. Therefore, the image of a cell σ×∆n
in Pol(m, 1), Pol◦(m, 1) or Pol(m, 1) is homeomorphic to a multi-simplex σ ×∆N(σ1) ×
. . . × ∆N(σm) after choosing an enumeration of the cycles of σ and a parametrization of
each cycle. The attaching maps of these cells are uniquely given by the choices of the
enumerations and parametrizations of the cycles and the attaching maps of Pol(m, 1),
Pol◦(m, 1) or Pol(m, 1).
2.5. The desuspension theorem for the spaces of polygons
The space of all enumerated and parametrized polygons Pol• is stratified by the spaces
Pol•(m, 1), i.e., (1) Pol• = ∪kPol•(m, 1) and (2) the closure of Pol•(m, 1) in Pol• is
Pol•(m, 1) = ∪k≤mPol•(k, 1) and (3) Pol•(m, 1) is open in Pol•(m, 1). In particular, Pol•
is filtered by closed subspaces FmPol• = Pol•(m, 1). Therefore, after fixing m ≥ 1, we
think of a point in Pol•(m, 1) as being non-degenerate if and only if it lies in Pol•(m, 1).
This idea of non-degenerate points is reflected by the moduli spaces and their harmonic
compactifications in a precise sense, see Section 3.4 and Section 3.5.
The integral desuspension for the spaces of polygons NPol•(m, 1) relates the complement
of the degenerate points FmPol• − Fm−1Pol• = Pol•(m, 1) ∼= NPol•(m, 1) × int(∆m−1)
with the quotient by the degenerate points FmPol•/Fm−1Pol•.
Theorem 2.5.1. Let m ≥ 1. There is an isomorphism
H∗(NPol•(m, 1);Z) ∼= Σ−m+1H∗(FmPol•, Fm−1Pol•;Z) . (2.60)
Moreover, without taking signs into account, we have a desuspension theorem for the
spaces of polygons Pol?(m, 1).
Theorem 2.5.2. There are isomorphisms
H∗(NPol•(m, 1);F2) ∼= Σ−m+1H∗(FmPol•, Fm−1Pol•;F2) (2.61)
H∗(NPol(m, 1);F2) ∼= Σ−m+1H∗(FmPol, Fm−1Pol;F2) (2.62)
H∗(NPol◦(m, 1);F2) ∼= Σ−m+1H∗(FmPol◦, Fm−1Pol◦;F2) (2.63)
H∗(NPol(m, 1);F2) ∼= Σ−m+1H∗(FmPol, Fm−1Pol;F2) (2.64)
Moreover, these isomorphisms commute with the forgetful maps (see Definitions 2.2.18 and
2.3.7).
Geometrically speaking, both theorems follow from an extension of the homeomorphism
FmPol• − Fm−1Pol• ∼= NPol•(m, 1)× int(∆m−1)
to the quotient
FmPol•/Fm−1Pol• ∼= NPol•(m, 1) ∧ Sm−1 .
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However, we will give an algebraic proof, see also Proposition 2.5.7. The author would like
to thank Andrea Bianchi for pointing out a closed formula for the signs, see (2.68) and
(2.69).
Before going into the proofs, let us adumbrate how our desuspension theorem is related
to the desuspension theorem of Klamt [Kla13, Theorem C]. She introduces a chain complex
of certain loop diagrams that approximates the chain complex of all natural operations of
certain commutative algebras. It is therefore related to the harmonic compactification of
moduli spaces in a very precise meaning, see [Kla13, Section 2.4]. For sake of simplicity
let us assume that every point in the harmonic compactification yields some sort of loop
diagram and that a loop diagram is called degenerate, if it comes from a degenerate moduli.
She shows that, in homology, the quotient of all loop diagrams by the subcomplex of
degenerate loop diagrams is isomorphic to a (twisted) desuspension of the cacti operad.
Proof of Theorem 2.5.2 and Theorem 2.5.1. The desuspension theorem with coefficients in
F2 follows immediately from the construction of the multi-cyclic structure on NPol•(m, 1)
and the cell structures of Pol(m, 1), Pol◦(m, 1) and Pol(m, 1). Up to shift in degrees, the
cellular complex of the left hand side has the same cells and faces as the relative simplicial
complex of the right hand side.
Introducing the correct signs, Theorem 2.5.1 follows immediately from Proposition 2.5.7.
In order to define the correct signs mentioned in the proof of Theorem 2.5.1, we need to
introduce some notation.
Definition 2.5.3. Let m ≥ 1 and σ = 〈σ1,0 . . . 〉 · · · 〈σm,0 . . . 〉 ∈ S•([k]) be a multi-
simplex of NPol•(m, 1) of multi-degree (k1, . . . , km).
Less pedantically, we say that l is left of u in σ, if l appears left of u in the parametrized
enumerated cycle decomposition of σ.
More pedantically: For every s ∈ [k], we have unique numbers 1 ≤ j(s) ≤ m and
0 ≤ i(s) ≤ kj(s) with u = σj(s),i(s) and we say that l is left of u in σ, in symbols l `σ u, if
the following condition is satisfied:
l `σ u :⇔ l 6= u and
(
j(l) < j(u) or j(l) = j(u) and i(l) < i(u)
)
. (2.65)
The set of symbols left of u in σ is
{l ∈ [k] | l `σ u} . (2.66)
Example 2.5.4. Consider the parametrized enumerated permutation σ = 〈3 1 0〉〈2 5〉〈4〉.
Then, 3 is left of 0, 1, 2, 4 and 5. The set of symbols left of 5 is {0, 1, 2, 3}.
Definition 2.5.5. Let m ≥ 1 and σ ∈ S•([k]) be a multi-simplex of NPol•(m, 1). The
parity of i in σ is
parity(σ, i) := #{l ∈ [k] | l `σ i} ∈ F2 . (2.67)
Having the inversion number of a permutation in mind, the parity of σ is
parity(σ) := #{(l, u) ∈ [k]2 | l < u, u `σ l} ∈ F2 (2.68)
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and the sign of σ is
sign(σ) := (−1)parity(σ) ∈ F2 . (2.69)
Example 2.5.6. Consider the parametrized enumerated permutation σ = 〈3 1 0〉〈2 5〉〈4〉.
Then, the parity of 5 in σ is
parity(σ, 5) = #{0, 1, 2, 3} = 0 . (2.70)
The parity of σ is the number of pairs (l, u) with l < u and u `σ l:
parity(σ) = #{(0, 1), (0, 3), (1, 3), (2, 3), (4, 5)} = 1 . (2.71)
Therefore, the sign of σ is
sign(σ) = (−1)parity(σ) = −1 . (2.72)
Proposition 2.5.7. Let m ≥ 1. Denote the cellular complex of the multi-simplicial space
NPol•(m, 1) by C∗(NPol•(m, 1)) and the relative simplicial complex associated to the sim-
plicial pair (FmPol•, Fm−1Pol•) by C∗(FmPol•, Fm−1Pol•).
The signs in (2.69) define an isomorphism of chain complexes.
C∗(FmPol•, Fm−1Pol•)→ Σ−m+1C∗(NPol•(m, 1)), σ 7→ sign(σ) · σ (2.73)
Remark 2.5.8. The symmetric difference of two sets A and B is denoted by A∆B and is
clear that
#A+ #B = #(A∆B) ∈ F2 . (2.74)
We will use this fact in the proof of Proposition 2.5.7 implicitly.
Proof. Let m ≥ 1 and σ ∈ C∗(NPol•(m, 1)) a generator of multi-degree (k1, . . . , km).
Usually, the sign of a face dj,iσ in the totalization of the multi-simplical complex is defined
to be (−1)k1+...+kj−1+i. However, we obtain an isomorphic chain complex by using the sign
(−1)parity(σ,i): An isomorphism is given by sending σ to (−1)p(σ)σ with p(σ) = ∑kj odd j−1.
With this convention, we will verify that σ 7→ sign(σ)σ is a chain map: To this end, let
σ ∈ C∗(FmPol•, Fm−1Pol•) and assume diσ is non-trivial. It is enough to show that the
coefficients sign(diσ) · (−1)i and (−1)parity(σ,i)} · sign(σ) agree. This is the case if and only
if the following expression vanishes in F2.
parity(σ) + parity(diσ) + #{l | l < i}+ #{l | l `σ i} (2.75)
In what follows, we abbreviate {l ∈ [k] | . . .} by {l | . . .} and {(l, u) ∈ [k]2 | . . .} by
{l, u | . . .}. The symbols in diσ correspond to the symbols in σ that are different from i.
We use this correspondence to rewrite the parity of diσ.
= #{l, u | l < u, u `σ l}+ #{l, u | l < u, u `σ l, i /∈ {l, u}}+ #{l | l < i}+ #{l | l `σ i}
(2.76)
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Computing the symmetric difference of the first two terms yields the following.
= #{l, u | l < u, u `σ l, i ∈ {l, u}}+ #{l | l < i}+ #{l | l `σ i} (2.77)
= #{l | l < i, i `σ l}+ #{l | i < l, l `σ i}+ #{l | l < i}+ {l | l `σ i} (2.78)
Computing the symmetric difference of the first and the third term yields the following.
= #{l | l < i, l `σ i}+ #{l | i < l, l `σ i}+ #{l | l `σ i} (2.79)
Now we compute the symmetric difference of the first two terms.
= #{l | l `σ i}+ #{l | l `σ i} (2.80)
= 0 (2.81)
2.6. On the homotopy type of the spaces of polygons
In this section, we study the homotopy type of the spaces of polygons. Most importantly, we
will show that Pol• is contractible, see Proposition 2.6.3 and that the bundle Pol•(m, 1)→
Pol◦(m, 1) is the universal torus bundle EU(1)m → BU(1)m, see Theorem 2.6.2.
Proposition 2.6.1. Let m ≥ 1. The forgetful maps induce m-dimensional torus bundles.
Pol•(m, 1) NPol•(m, 1)× int(∆m−1) NPol•(m, 1)
Pol◦(m, 1) NPol◦(m, 1)× int(∆m−1) NPol◦(m, 1)
∼=
pi•◦
'
pi•◦ pi•◦
∼= '
(2.82)
Proof. The commutativity of the diagram follows from Proposition 2.3.12. The multi-cyclic
structure of NPol•(m, 1) induces a free action by the m-dimensional torus by Proposition
2.4.4. Therefore pi•◦ : NPol•(m, 1)→ NPol◦(m, 1) is a principle torus bundle.
By Proposition 2.3.13, the map pi•◦ : Pol•(m, 1)→ Pol◦(m, 1) is the product of the torus
fibration pi•◦ : NPol•(m, 1)→ NPol◦(m, 1) with idint(∆m−1). This finishes the proof.
Theorem 2.6.2. The m-dimensional torus bundles
Pol•(m, 1)→ Pol◦(m, 1) and NPol•(m, 1)→ NPol◦(m, 1) (2.83)
are universal.
Proof. The torus action is free by Proposition 2.4.4 and so it is enough to prove that
NPol•(m, 1) is contractible. We show NPol•(m, 1) ' NPol•(m − 1, 1) for all m ≥ 1 and
NPol•(0, 1) := ∗. To this end, observe that the simplicial set NPol•(1, 1) admits an extra
degeneracy (see e.g. Appendix A.2) defined by
s−1〈i0 . . . ik〉 = 〈−1 i0 . . . ik〉 (2.84)
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followed by a renormalization of the symbols, i.e., s−1〈i0 . . . ik〉 = 〈0 i0 + 1 . . . ik + 1〉.
Moreover, NPol•(1, 1) has a single vertex 〈0〉 and therefore, it is contractible. For m > 1,
there is an analogously constructed extra degeneracy on the first factor of the m-fold multi-
simplicial set NPol•(m, 1) defined by
s−1〈i0 . . . ik〉σ2 · · ·σm = 〈−1 i0 . . . ik〉σ2 · · ·σm (2.85)
followed by a renormalization of the symbols. Consequently, NPol•(m, 1) is homotopy
equivalent to the subspace consisting of all non-degenerate simplices of the form σ1 · · ·σm
with σ1 = 〈0〉. This subspace is clearly homeomorphic to NPol•(m− 1, 1).
Proposition 2.6.3. The space Pol• is contractible.
Proof. Note that Pol• is simply connected: It has a single zero cell 〈0〉 and the only non-
degenerate one-dimensional cells are 〈1 0〉, 〈0〉〈1〉 and 〈1〉〈0〉. The first loop is filled by the
two-dimensional cell 〈0 2 1〉, the second loop is filled by 〈0〉〈1〉〈2〉 and the third loop is filled
by 〈0〉〈2〉〈1〉.
The filtration of Pol• by FmPol•, see Definition 2.2.17, yields a spectral sequence with
first page E1m,s ∼= Hm+s(FmPol•, Fm−1Pol•;Z). We have E1m,s ∼= H1+s(NPol•(m, 1);Z)
by Theorem 2.5.1. But NPol•(m, 1) is contractible by Theorem 2.6.2. Therefore, E1m,s is
concentrated in a single row where s = −1 and E1m,−1 ∼= H0(NPol•(m, 1);Z) is generated
by the cell 〈0〉 · · · 〈m− 1〉. The differential d1 is easily computed.
d1(〈0〉 · · · 〈m− 1〉) =
∑
i
(−1)idi(〈0〉 · · · 〈m− 1〉) =
∑
i
(−1)i〈0〉 · · · 〈m− 2〉 (2.86)
Thus, E1m,−1 is acyclic and so is Pol•.
2.7. Comparing Pol◦(1, 1) with Kontsevich’s BU(1)comb
Let m ≥ 1 and ? ∈ {•, ◦, , }. Recall that the set of permutations with at most m cycles
defines a simplicial subset FmS? ≤ S?. Note that, by definition, the realization of F1S? is
Pol?(1, 1). Denote the fat realization of F1S? by Pol?(1, 1) and the canonical quotient by
q : Pol?(1, 1) '−−−→ Pol?(1, 1). By definition of the fat realization, every point x ∈ Pol?(1, 1)
is uniquely represented by a pair x = (σ, t) ∈ F1S?([n])× int(∆n) for some n.
Similarly to our geometric interpretation of points in Pol◦(1, 1), we associate to (σ, t) ∈
F1S◦([n])× int(∆n) an oriented polygon P (x) with n+ 1 edges that are cyclically labeled
by the symbols 0, σ(0), . . . , σn(0) and whose lengths are t0, tσ(0), . . . , tσn(0). This polygon
is piecewise isometric to a circle and we regard the vertices of the polygons as set of n+ 1
points up to a rotation, i.e., C(x) ∈ exp(S1)/U(1). This defines a continuous map
θ : Pol◦(1, 1)→ exp(S1)/U(1) . (2.87)
Proposition 2.7.1. The zig-zag
Pol◦(1, 1) Pol◦(1, 1) exp(S1)/U(1)'
q θ
'Q (2.88)
induces a rational homotopy equivalence.
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Proof. Clearly, exp(S1) is filtered by the closed subspaces expN (S1) = {C ⊂ S1 | #C ≤ N}.
By [Tuf02, Theorem 4], the spaces exp2k−1(S1) and exp2k(S1) are odd dimensional spheres of
dimension 2k−1. Moreover, by [Tuf02, Theorem 5], the inclusion exp2k−1(S1) ⊂ exp2k(S1)
induces the multiplication by two in H2k−1. From the long exact sequence of homotopy
groups induced by the Borel construction
exp2k−1(S1)→ EU(1)×U(1) exp2k−1(S1)→ BU(1) (2.89)
it follows that
EU(1)×U(1) exp2k−1(S1)→ BU(1) (2.90)
is (2k − 2)-connected. Similarly, the inclusion exp2k−1(S1) ⊂ exp(S1) induces a (2k − 2)-
connected map
EU(1)×U(1) exp2k−1(S1)→ EU(1)×U(1) exp(S1) . (2.91)
The stabilizers of the action of U(1) on exp2k−1(S1) and exp(S1) are finite and it follows
that both quotient maps
EU(1)×U(1) exp2k−1(S1)→ exp2k−1(S1)/U(1) (2.92)
and
EU(1)×U(1) exp(S1)→ exp(S1)/U(1) (2.93)
are rational equivalences. Consequently, the zig-zag
BU(1) EU(1)×U(1) exp(S1) exp(S1)/U(1) (2.94)
induces a rational equivalence and the inclusion exp2k−1(S1)/U(1) ⊂ exp(S1)/U(1) is ra-
tionally a (2k − 2)-connected map.
Observe that θ : Pol◦(1, 1)→ exp(S1)/U(1) maps the k-skeleton Pol◦k(1, 1) to expk+1(S1).
It is readily checked that Pol◦2(1, 1) is a sphere made a single 0-cell, a single 1-cell and
two 2-simplices 〈0 1 2〉 × ∆2 and 〈0 2 1〉 × ∆2. Comparing the long exact sequences of
the pair (Pol◦3(1, 1),Pol◦2(1, 1)) with the cellular chain complex it follows that the inclu-
sion Pol◦2(1, 1) ⊂ Pol◦3(1, 1) ⊂ Pol◦(1, 1) ' CP∞ induces an isomorphism in the second
(co)homology.
By the above, we have the following commuting diagram.
H2(exp(S1)/U(1);Q) H2(Pol◦(1, 1);Q)
H2(exp3(S1)/U(1);Q) H2(Pol◦2(1, 1);Q)
θ∗
∼= ∼=
θ∗
(2.95)
Since both H∗(exp(S1)/U(1);Q) and H∗(Pol◦(1, 1)Q) are polynomial algebras in one gen-
erator in degree two, it is enough to show that θ induces a rational isomorphism
θ∗ : H2(Pol◦2(1, 1);Q) ∼= H2(exp3(S1)/U(1);Q) . (2.96)
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Figure 2.4.: The space exp3(S1)/S3 is homeomorphic to a quotient of ∆2. As such, it
admits the following cellular decomposition. The barycenter (13 ,
1
3 ,
1
3), the point (1, 0, 0)
and the point (12 ,
1
2 , 0) represent the three 0-cells. The segments {(t, 1−t2 , 1−t2 ) | t ∈ [13 , 1]}
and {(t, 1 − t, 0) | t ∈ [12 , 1]} represent to two 1-cells and the 2-cell is represented by
{(t0, t1, t2) | t0, t1 ≥ t2}.
To this end, we choose the following cellular decomposition of exp3(S1)/U(1). Note that,
given three distinct points on S1 up to rotation, measuring the distance of each pair of
consecutive points defines a sequence (t0, t1, t2) ∈ int(∆2)/Z3 up to cyclic permutation of
the entries. This defines a homeomorphism exp3(S1)/U(1)− exp2(S1)/U(1) ∼= int(∆2)/Z3.
A fundamental domain of the action of Z3 on int(∆2) is {(t0, t1, t2) ∈ int(∆2) | t0, t1 ≥ t2}.
From this, we obtain exp3(S1) as a quotient of ∆2 with the cellular decomposition shown
in Figure 2.4. With this identification, the map θ sends a point (t0, t1, t2) ∈ 〈0 1 2〉×∆2 ⊂
Pol◦2(1, 1) to (t0, t1, t2) ∈ exp3(S1)/U(1) and a point (t0, t1, t2) ∈ 〈0 2 1〉 ×∆2 ⊂ Pol◦2(1, 1)
is send to (t0, t2, t1). Observe that θ is cellular and that its degree on 〈0 1 2〉 is +3 whereas
on 〈0 2 1〉 it is −3. Observe further that H2(Pol◦2(1, 1);Z) is generated by 〈0 1 2〉− 〈0 2 1〉.
Therefore, (2.96) is a rational isomorphism which was left to show.
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3
The spaces of radial slit configurations
In [Bo¨90a, Bo¨06] Bo¨digheimer uses the theory of harmonic potentials to construct models
for the moduli spaces in question. For the convenience of the reader and to fix our no-
tation, we recall some of the details of the construction of one of his models. It is called
the space of radial slit configurations. In Section 3.1, we discuss the construction of the
model Radg(m, 1) ' Mg(m, 1). The construction of the models Radg(m, 1) ' Mg(m, 1),
Rad•g(m, 1) ' M•g(m, 1), Radg(m, 1) ' Mg(m, 1) and Rad◦g(m, 1) ' M◦g(m, 1) is similar
and is discusses in fewer details in Section 3.2. These spaces of radial slit configurations
admit at least two compactifications, see below.
Bo¨digheimer introduces the bar compactification in [Bo¨07]. In this thesis, we denote
the bar compactification of M?g(m, 1) by Bar?g(m, 1). It is seen as the completion of the
combinatorial aspects of radial slit configurations and as such it is a space made from sub-
complexes of bar complexes of all symmetric groups, see Section 3.4, Appendix D and also
[Vis10] and [BH14]. The bar compactification has been used by various authors to com-
pute the unstable homology of the moduli spaces of Riemann surfaces for small parameters
m ≥ 1 and g ≥ 0, see [Ehr97, Abh05, ABE08, Meh11, Wan11, BH14] and Section 7.3.
The harmonic compactification is introduced by Bo¨digheimer in [Bo¨06]. In this thesis, we
denote the harmonic compactification of M?g(m, 1) by M?g(m, 1). It is seen as the completion
of the geometric aspects of the radial slit configurations, see Section 3.5 and also [Bo¨06]
and [EK14]. The study of the harmonic compactification has important applications to the
study of string topology, see Section 1.3 and Section 4.4. We study the homotopy type of
the harmonic compactification in Chapters 4, 5 and 6.
In Section 3.6, we use the bar compactification and the spaces of polygons to classify the
m-dimensional torus bundle Rad•g(m, 1)→ Rad◦g(m, 1).
Theorem 3.6.8. Let m ≥ 1, g ≥ 0. Forgetting the parametrization of the outgoing bound-
aries defines an m-dimensional torus bundle pi•◦ : Rad•g(m, 1)→ Rad◦g(m, 1) that is classified
by the restriction to the outgoing boundaries, see Definition 3.6.2:
Rad•g(m, 1) Pol•(m, 1) ' EU(1)m
Rad◦g(m, 1) Pol◦(m, 1) ' BU(1)m
Pol•g
pi•◦ pi
•◦
Pol◦g
(3.1)
Denoting the stabilization map by ϕg : Rad?g(m, 1)→ Rad?g+1(m, 1), it is Pol?g = Pol?g+1◦ϕg.
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Furthermore, in Section 3.6, we discuss the space of radial slit configurations with nor-
malized boundaries — which is a model for the moduli space of Riemann surfaces whose
outgoing boundaries have equal circumferences. Their harmonic compactifications will be
studied in Chapter 5 and Chapter 6.
3.1. The space of radial slit configurations for Mg(m, 1)
In this section, we discuss the construction of Bo¨digheimer’s radial model Radg(m, 1) '
Mg(m, 1). Given a Riemann surface F ∈ Mg(m, 1), we use the flow lines of a unique
harmonic potential function f : F → [0, 1] to associate a configuration of radial slits on a
annulus with F , see Subsection 3.1.1. The combinatorics of such a radial slit configuration
are encoded by a sequence of permutations that are subject to certain conditions, see
Subsection 3.1.2. The space of all radial slit configurations satisfying these conditions
constitute the space of radial slit configurations which is homeomorphic to the moduli
space via the Hilbert uniformization map, see Subsection 3.1.3. For a topologist, there are
two canonical compactifications of the space of radial slit configurations. Most of their
features are described at the end of Subsection 3.1.3 and in Sections 3.4 and 3.5. The
harmonic compactification is studied in greater detail via spaces of Sullivan diagrams in
Chapter 4, Chapter 5 and Chapter 6.
3.1.1. From a Riemann surface to a radial slit configuration
Given a Riemann surface F with n ≥ 1 parametrized and enumerated incoming and m ≥ 1
unparametrized and unenumerated outgoing boundaries, we choose a harmonic function
f : F → [0, 1] that is equal to 0 on the incoming boundaries and one equal to 1 on the
outgoing boundaries. The harmonic potential f is a solution to a Dirichlet problem. It
always exists and is uniquely determined by F and its values on the boundary components,
see e.g. [For81, Theorem 22.17] or [Tsu59, Theorem I.25]. Moreover, the harmonic potential
has finitely many critical points and each of them is in the interior of F . The union of
all critical points and of all gradient flow lines that leave a critical point define a possibly
disconnected graph K ⊂ F , which is called the unstable critical graph. It is a subgraph of
the complete critical graph1 which consists of all critical points and of all flow lines that
leave or enter a critical point or a parametrization point P ∈ ∂inF . The preimage of a
critical resp. regular value is a critical level resp. regular level. Observe that the union of
the incoming boundaries is precisely f−1(0) whereas the union of the outgoing boundaries
is precisely f−1(1) and for our purposes it is useful to call these levels also critical levels.
The critical levels are ordered by their values, i.e., a critical level f−1(x) is smaller than
a critical level f−1(y) if and only if x < y. Let us denote the number of critical levels
by q + 2 ≥ 2 and index the critical levels by increasing order, i.e., the critical levels are
l0 < . . . < lq+1. By construction l0 is the union of all incoming boundaries and lq+1 is the
union of all outgoing boundaries. We say that two critical levels li < lj are consecutive if
and only if j = i+1. Given two consecutive critical levels li = f−1(xi) and li+1 = f−1(xi+1),
the i-th intermediate (regular) level is ri := f−1(xi+xi+12 ).
1In Bo¨digheimer’s original definition of the critical graph [Bo¨06, Section 6.2], the flow lines entering or
leaving a parametrization point were not included in the complete critical graph.
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Observe that the region between two consecutive critical levels is a disjoint union of open
cylinders. Observe further that the region between the levels l0 and ri for some 0 < i ≤ q is
a closed submanifold of F with Riemann structure, with n enumerated and parametrized
incoming boundaries and with some number of outgoing boundaries that do not come with
a natural parametrization or enumeration.
After removing the unstable critical graph, we are left with an open submanifold of F .
The process of “pulling the remaining flow lines straight” defines a biholomorphic map
whose image is a disjoint union of n annuli A1, . . . , An with radial slits removed. More
precisely, the inner radius of each annulus is 1 = exp(0) and each outer radius is exp(1).
Every flow line is mapped on a radiant, each incoming boundary C−i ⊂ ∂inF is mapped to
the inner boundary of the annuli Ai and the parametrization point P−i ∈ C−i is send to the
complex number 1 ∈ Ai. See Figure 3.1 for an example.
 
Figure 3.1.: On the left, we sketch the flow lines of a harmonic function defined on a
Riemann surface F ∈M1(1, 1) of genus one with one incoming and one outgoing boundary
curve. The critical points are black, the paramatrization point on the incoming boundary
is green, the flow lines leaving a critical point are red and all other flow lines are blue. On
the right, we sketch the image of F under the process described above. It is an annulus
with red pairs of radial slit removed and one pair is shorter than the other.
3.1.2. The combinatorial type of a radial slit configuration
Now, we discuss the combinatorics of the distribution of the pairs of radial slits over the
annuli. For the sake of simplicity, we treat the case F ∈Mg(m, 1) at first, the other cases
are treated later. By construction, a harmonic potential on a Riemann surface F induces
a conformal map between F −K and an annulus with pairs of radial slits removed. The
complete critical graph and the critical levels give a grid of radial and concentric lines on
this annulus. Recall that, by our definition of the complete critical graph, the positive
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real axis2 is part of the grid. The radial lines give p + 1 radial segments. Using the
clockwise orientation of the annulus, we number these segments by 0, . . . , p starting with
the unique segment that begins on the positive real line. The critical levels give q+1 annuli
of increasing size. We number the annuli by 0, . . . , q starting with the smallest one. The
(bended) rectangle in the i-th sector of the j-th annulus is denoted by Ri,j . These rectangles
correspond to (metric) rectangles on the surface such that the top edge of Ri,j coincides
with the bottom edge of Ri+1,j and the right edge of Ri,j coincides with the left edge of
Ri,σi(j) for some permutation σi ∈ S([p]). The sequence of permutations (σ0 : . . . : σq) is
the combinatorial type of such a configuration of radial slits. In Figure 3.2, a radial slit
configuration of combinatorial type Σ = (〈0 1 2 3 4〉 : 〈0 3 4〉〈1 2〉 : 〈0 3 2 1 4〉) is shown.
R0,0
R1,0
R2,0
R0,3
R1,3
R2,3
Figure 3.2.: A radial slit configuration whose grid is highlighted by dashed gray lines.
Some of the (bended) rectangles are indicated. The combinatorial type of this radial
slit configuration is Σ = (σ0 : σ1 : σ2) with σ0 = 〈0 1 2 3 4〉, σ1 = 〈0 3 4〉〈1 2〉 and
σ2 = 〈0 3 2 1 4〉.
The combinatorial type is subject to three conditions: The parametrized incoming and
the outgoing boundaries are encoded correctly, see (3.2) and (3.3); The combinatorial type
encodes the Euler characteristic of the surface correctly, see (3.4); The configuration is non-
degenerate in the simplicial sense, see (3.5), (3.6) and the subsequent paragraphs. More
precisely: The region between the incoming boundary and the subsequent critical level l1
is a cylinder (that comes with a parametrization of its incoming boundary), i.e., σ0 is the
long cycle
σ0 = ωp = 〈0 1 . . . p〉 ; (3.2)
The region between the outgoing boundaries and the preceding critical level lq is a disjoint
union of m cylinders (that do not come with a natural ordering or a parametrization), i.e.,
2The intersection of the positive real axis with the annulus corresponds to the flow line that leaves the
parametrization point of the incoming boundary.
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σq has exactly m cycles
ncyc(σq) = m. (3.3)
Using the “triangulation” of F in terms of the rectangles Ri,j , observe that the curvature
of F is concentrated in the corners of these rectangles. Observe further that the corner
points in F are in one to one correspondence to the cycles of the permutations τi := σiσ−1i−1
and each cycle c of length l contributes with an angle l · 2pi. Consequently, each cycle c of
length l contributes to the Euler characteristic with −(l−1) = −N(c), where N(c) denotes
the norm3 of c. Therefore, the negative of the Euler characteristic of F is exactly
−χ(F ) = N(τ1) + . . .+N(τq) = 2g +m+ n− 2 . (3.4)
By construction, neither does our grid give superflous annuli, i.e.,
σi 6= σi+1 for all i (3.5)
nor does our grid give superflous radial segments, i.e.,
for each 1 ≤ j + 1 ≤ p there is an i with σi(j) 6= j + 1. (3.6)
The first permutation σ0 is always the long cycle by (3.2). Therefore, the sequence of
permutations (σ0 : . . . : σq) carries the same information as the sequence
(τ1 | . . . | τq) with τi := σiσ−1i−1 . (3.7)
The former is called the homogeneous notation and the latter is called the inhomogeneous
notation of a given combinatorial type.
3.1.3. The spaces of radial slit configurations Radg(m, 1)
Using the endpoints of the slits of a radial slit configuration as (bi-simplicial) barycentric
coordinates, it is immediate that the subspace of all Riemann surfaces whose associated
radial slit configuration has a fixed combinatorial type (σ0 : . . . : σq) forms an open bi-
simplex int(∆p ×∆q) ⊂Mg(m, 1).
Given a radial slit configuration C of combinatorial type Σ = (σ0 : . . . : σq) with
bi-simplicial coordinates (s, t) ∈ int(∆p × ∆q), we write C = (Σ; s; t). Letting the i-th
coordinate in s tend to zero, the limit point is called the i-th horizontal face of (Σ; s; t) if
it exists. Similarly, letting the j-th coordinate in t tend to zero, the limit point is called
the j-th vertical face of (Σ; s; t) if it exists. Assuming that the j-th vertical face of (Σ; s; t)
exists, the resulting radial slit configuration is obtained by contracting the j-th annulus of
(Σ; s; t) and the combinatorial type is
d′j(σ0 : . . . : σq) = (σ0 : . . . : σˆj : . . . : σq) . (3.8)
Assuming that the i-th horizontal face of (Σ; s; t) exists, the resulting radial slit configura-
tion is obtained by contracting the i-th radial segment and its combinatorial type is
d′′i (σ0 : . . . : σq) = (Diσ0 : . . . : Diσq) . (3.9)
3The norm of a permutation is the minimal word length in the generating set of all transpositions.
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It is clear that not all faces of a given radial slit configuration exist in Mg(m, 1) (e.g., the
combinatorial type of the faces d′0 or d′q will violate condition (3.2) or (3.3)). The radial slit
configurations whose combinatorial type satisfies the conditions (3.2), (3.3), (3.4), (3.5) and
(3.6) constitute the space of radial slit domains denoted by Radg(m, 1). Its topology is such
that sending a Riemann surface to its radial slit configuration defines a homeomorphism
Φ: Mg(m, 1) ∼= Radg(m, 1) . (3.10)
This homeomorphism is called the Hilbert uniformization map, c.f. [Bo¨06, Theorem 1.1].
For a topologist, there are at least two canonical completions of the space of radial
slit domains as a relative multi-simplicial manifold, i.e., there are two canonical choices
of a space R := Rg(m, 1), such that (1) the space R is the realization of a (finite) multi-
simplicial set and (2) Rad ⊂ R is open and dense and the complement R′ := R−Rad is a
codimension one subcomplex. Then, (3) H∗(Rad;Z) is Poincare´ dual to H∗(R,R′;O) for
an orientation system O. The two completions are called the harmonic compactification
and the bar compactification of the moduli space. The most important aspects of these
compactifications are discussed in Section 3.4 and Section 3.5. Let us state their most
important features here before discussing their details in the subsequent subsections.
The harmonic compactification, introduced in [Bo¨93a] see also [Bo¨06, Section 8], is ob-
tained from Radg(m, 1) by adding specific degenerate surfaces which admit a real function
that is harmonic on its smooth points. The study of the harmonic compactification has
important applications to the study of string topology, see Section 1.3.
The bar compactification, introduced in [Bo¨07], admits a more elegant presentation.
Adding all iterated vertical and horizontal faces of all combinatorial types that occur in
Radg(m, 1) yields a multi-simplicial space with finitely many non-degenerate cells. We
call this space the bar compactification of the moduli space because the vertical faces
(3.8) make a connection to bar resolutions of all symmetric groups immediate. The bar
compactification and its relations to group homology are used by several authors to compute
the integral homology of the moduli spaces Mg(m, 1) for small parameters g and m, see
Section 1.1.4.
3.2. The space of radial slit configurations for M◦g(m, 1),
Mg(m, 1) and M•g(m, 1)
Considering the moduli spaces M◦g(m,n), Mg(m,n) resp. M•g(m,n) with enumerated or
parametrized outgoing boundaries, the theory of harmonic potentials is used to estab-
lish a homeomorphism between the moduli space and a space of radial slit configurations
Rad◦g(m,n), Radg(m,n) resp. Rad•g(m,n). As before, each point in the respectively space
of radial slit configurations has a combinatorial type and the points of the same combina-
torial type form an open multi-simplex. We discuss the combinatorial types occuring in
Rad◦g(m, 1), Radg(m, 1) resp. Rad•g(m, 1) seperately.
3.2.1. The space of radial slit configurations Rad◦g(m, 1)
Using the same techniques as before, we associate to a Riemann surface F ∈M◦g(m, 1) with
harmonic potential a radial slit configuration as follows. The union of all critical points and
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of all gradient flow lines that leave a critical point constitute the unstable critical graph K
and the complete critical graph consists of all critical points and of all flow lines that leave
or enter a critical point or a parametrization point P ∈ ∂inF . To F −K, we associate a
radial slit configuration by pulling the remaining flow lines straight. The complete critical
graph and the critical levels give a decomposition of the radial slit configuration (or the
surface) into (bended) rectangles. The identifications of the lower and upper edges of
these rectangles give a sequence of permutations (σ0 : . . . : σq) with σ0, . . . , σq ∈ S([p]).
The enumerated outgoing boundaries correspond to an enumeration of the cycles of σq
which is an enumerated permutation σ◦ ∈ S◦([p]) with σq = pi◦(σ◦). The combinatorial
type is (σ0 : . . . : σq;σ◦) and Rad◦g(m, 1) consists of all radial slit configurations whose
combinatorial type (σ0 : . . . : σq;σ◦) is subject to the conditions (3.2), (3.3), (3.4), (3.5)
and (3.6). Its topology is such that the points in Rad◦g(m, 1) with the same combinatorial
type (σ0 : . . . : σq;σ◦) form an open bi-simplex. If the j-th vertical face resp. the i-th
horizontal face of a bi-simplex of combinatorial type (σ0 : . . . : σq;σ◦) exsits in Rad◦g(m, 1),
the combinatorial type of the resulting face is as follows.
d′j(σ0 : . . . : σq;σ◦) = (σ0 : . . . : σˆj : . . . : σq;σ◦) (3.11)
d′′i (σ0 : . . . : σq;σ◦) = (Diσ0 : . . . : Diσq;Diσ◦) (3.12)
Sending a Riemann surface to its radial slit configuration defines a homeomorphism
Φ: M◦g(m, 1) ∼= Rad◦g(m, 1) . (3.13)
This homeomorphism is called the Hilbert uniformization map. Moreover, Rad◦g(m, 1) ad-
mits a bar compactification and an harmonic compactification.
3.2.2. The space of radial slit configurations Radg(m, 1)
Again, we associate to a Riemann surface F ∈M◦g(m, 1) with harmonic potential a radial
slit configuration as follows. The union of all critical points and of all gradient flow lines
that leave a critical point constitute the unstable critical graph K and the complete critical
graph consists of all critical points and of all flow lines that leave or enter a critical point or
a parametrization point P ∈ ∂inF∪∂outF . To F−K, we associate a radial slit configuration
by pulling the remaining flow lines straight. The complete critical graph and the critical
levels give a decomposition of the radial slit configuration (or the surface) into (bended)
rectangles. The identifications of the lower and upper edges of these rectangles give a
sequence of permutations (σ0 : . . . : σq) with σ0, . . . , σq ∈ S([p]). The parametrization of
the unenumerated outgoing boundaries correspond to an parametrization of the cycles of σq
which is an parametrized permutation σ ∈ S([p]) with σq = pi(σ). The combinatorial
type is (σ0 : . . . : σq;σ) In order to deduce the conditions the combinatorial type satisfies,
observe that the case, where all parametrization points are disjoint from the critical graph,
is generic. In this case, whenever a parametrization point is inbetween the radial segments
j and j + 1, the parametrized permutation has j + 1 as the distinguished element in
its cycle and all permutation σi satisfy σi(j) = j + 1. Now it is straight forward to
check that Radg(m, 1) consists of all radial slit configurations whose combinatorial type
(σ0 : . . . : σq;σ) is subject to the conditions (3.2), (3.3), (3.4), (3.5) and (3.14).
If j + 1 is not distinguished in σ, then there is an i with σi(j) 6= j + 1. (3.14)
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Its topology is such that the points in Radg(m, 1) with the same combinatorial type (σ0 :
. . . : σq;σ) form an open bi-simplex. If the j-th vertical face resp. the i-th horizontal face of
a bi-simplex of combinatorial type (σ0 : . . . : σq;σ) exsits in Radg(m, 1), the combinatorial
type of the resulting face is as follows.
d′j(σ0 : . . . : σq;σ) = (σ0 : . . . : σˆj : . . . : σq;σ) (3.15)
d′′i (σ0 : . . . : σq;σ) = (Diσ0 : . . . : Diσq;Diσ) (3.16)
Sending a Riemann surface to its radial slit configuration defines a homeomorphism
Φ: Mg(m, 1) ∼= Radg(m, 1) . (3.17)
This homeomorphism is called the Hilbert uniformization map. Moreover, Radg(m, 1) ad-
mits a bar compactification and an harmonic compactification.
3.2.3. The space of radial slit configurations Rad•g(m, 1)
Finally, as a combination of Rad◦g(m, 1) and Radg(m, 1), the combinatorial type of a radial
slit domain in Rad•g(m, 1) is a sequence of permutations (σ0 : . . . : σq;σ•) with σ0, . . . , σq ∈
S([p]), σ• ∈ S•[p] and σq = pi•(σ•) and the space of radial slit domains Rad•g(m, 1) consists
of all radial slit configurations whose combinatorial type (σ0 : . . . : σq;σ•) is subject to the
conditions (3.2), (3.3), (3.4), (3.5) and (3.18).
If j + 1 is not distinguished in σ•, then there is an i with σi(j) 6= j + 1. (3.18)
Its topology is such that the points in Rad•g(m, 1) with the same combinatorial type (σ0 :
. . . : σq;σ•) form an open bi-simplex. If the j-th vertical face resp. the i-th horizontal face of
a bi-simplex of combinatorial type (σ0 : . . . : σq;σ•) exsits in Rad•g(m, 1), the combinatorial
type of the resulting face is as follows.
d′j(σ0 : . . . : σq;σ•) = (σ0 : . . . : σˆj : . . . : σq;σ•) (3.19)
d′′i (σ0 : . . . : σq;σ•) = (Diσ0 : . . . : Diσq;Diσ•) (3.20)
Sending a Riemann surface to its radial slit configuration defines a homeomorphism
Φ: M•g(m, 1) ∼= Rad•g(m, 1) . (3.21)
This homeomorphism is called the Hilbert uniformization map. Moreover, Rad•g(m, 1) ad-
mits a bar compactification and an harmonic compactification.
The rotation of the parametrization points of the m enumerated outgoing boundaries
defines a free action of an m-dimensional torus U(1)m. This action is induced by a multi-
cyclic structure on an U(1)m-equivariant retract of Rad•g(m, 1), see Section 3.6.
3.3. The cluster filtration
In this section we recall the construction of the cluster filtration introduced in [BB18b], see
also [BH14, Chapter 3]. The associated spectral sequence is used in [BH14], [BB18a] and
in this thesis, to compute the homology of Mg(m, 1) for small parameters g and m, see
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Section 7.3 and Appendix E.4. In [BE17] the cluster filtration is used to make the cellular
inclusion of the moduli space into its harmonic compactification explicit, see also Section
4.3.2.
Let g ≥ 0, m ≥ 1, n ≥ 1 and ? ∈ {•, ◦, , }. Let F ∈M?g(m, 1) and consider the unstable
critical graph K of (the harmonic potential f of) F , see Section 3.1.1. The graph K is
possibly disconnected. By c(F ) we denote the cluster number of F which is the number
of the connected components of K. This gives a filtration of the moduli spaces called the
cluster filtration:
ClcM
?
g(m,n) = {F ∈M?g(m,n) | c(F ) ≤ c} . (3.22)
Note that this filtration is bi-simplicial.
Theorem 3.3.1 (Bo¨digheimer). Let g ≥ 0, m ≥ 1, n ≥ 1 and ? ∈ {•, ◦, , }. The cluster
filtration gives a first quadrant spectral sequence
Erc,t ⇒ Hc+t(M?g(m,n);Z) (3.23)
that collapses on the second page.
In terms of radial slit configurations, the cluster number is defined as follows. Let Σ =
(τ1 | . . . | τq) denote the combinatorial type of a cell of Rad?g(m, 1) of bi-degree (p, q). On
[p] we declare the equivalence relation ∼CL as the transitive closure of the relation
s ∼ t if s and t are in the same cycle of τi for some 1 ≤ i ≤ q. (3.24)
The equivalence classes of ∼CL are the clusters of Σ. The number of clusters of Σ is the
number of equivalence classes of ∼CL.
Proposition 3.3.2 (Bo¨digheimer). The number of clusters give a filtration of the spaces
M?g(m, 1) and Rad?g(m, 1). The Hilbert uniformization M?g(m, 1) ∼= Rad?g(m, 1) induces a
homeomorphism of the associated stratified spaces.
The following Lemma is used to make the inclusion of the moduli space into its harmonic
compactification explicit in Section 4.3.2.
Lemma 3.3.3. Let Σ = (τ1 | . . . | τq) denote the combinatorial type of a cell of Rad?g(m, 1)
of bi-degree (p, q). Let τ := τq · · · τ1. On the set of cycles of τ , the relation
α ∼ β if there exists α 3 i ∼CL j ∈ β (3.25)
is an equivalence relation.
Proof. Being in the same cycle of τ defines an equivalence relation ∼cyc on [p]. Moreover,
two elements i, j ∈ [p] are in the same cycle of τ only if they are in the same cycle of some
τr. Therefore, ∼CL is coarser than ∼cyc. This finishes the proof.
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3.4. The bar compactification of the moduli space
In this section, we introduce our notation and recall some of the details of the construction
of the bar compactification of a given moduli space. In Section 7.3, we use the bar compact-
ification to detect a generator in the unstable homology of the moduli space M1(2, 1). For
more details and proofs, we refer the reader to [Bo¨90a, Bo¨93a, Bo¨07, Mu¨96, Meh11, BH14].
For the remainder of this section, we fix g ≥ 0, n = 1, m ≥ 1 and ? ∈ {•, ◦, , }. Consider
the multi-simplicial set S defined as follows.
1. Sp,q := {(ωp;σ0 : . . . : σq;σ?) | ωp = 〈0 . . . p〉 ∈ Sp;σ0, . . . , σq ∈ Sp;σ? ∈ S?p}
2. d′j : Sp,q → Sp,q−1, d′j(ωp;σ0 : . . . : σj : . . . σq;σ?) = (ωp;σ0 : . . . : σˆj : . . . : σq;σ?)
3. s′j : Sp,q−1 → Sp,q, s′j(ωp;σ0 : . . . : σj : . . . σq;σ?) = (ωp;σ0 : . . . : σj : σj : . . . : σq;σ?)
4. d′′i : Sp,q → Sp−1,q, d′′i (ωp;σ0 : . . . : σq;σ?) = (Diωp;Diσ0 : . . . : Diσq;Diσ?)
5. s′′i : Sp−1,q → Sp,q, s′′i (ωp;σ0 : . . . : σq;σ?) = (Siωp;Siσ0 : . . . : Siσq;Siσ?)
The norm
N(ωp;σ0 : . . . : σq;σ?) := N(σqσ−1q−1) + . . .+N(σ1σ−10 ) (3.26)
induces a filtration on the multi-simplicial set S that is weakly decreasing along the faces
and constant along the degeneracies. Furthermore, the number of non-degenerate outgoing
boundaries
m(ωp;σ0 : . . . : σq;σ?) := ncyc(σ?) (3.27)
induces another filtration that is weakly decreasing along the horizontal faces and constant
along the vertical faces and along all degeneracies.
Denote the Euler characteristic of the surface of genus g with n+m boundaries by h =
2g+m+n−2. In order to distinguish multi-simplicially degenerated radial slit configurations
from those giving a degenerate surface, a multi-simplex Σ = (ωp;σ0 : . . . : σq;σ?) is called
proper (with respect to g, n, m and the boundary conditions) if the following conditions
are satisfied:
N(Σ) = h = 2g +m+ n− 2 (3.28)
m(Σ) = m (3.29)
σ0 = ωp (3.30)
σq = pi?(σ?) (3.31)
The bar compactification Bar?g(m, 1) of the moduli space M?g(m, 1) is the realization of the
multi-simplicial subset of S generated by all proper multi-simplices.
Sending the open cells of Rad?g(m, 1) to the corresponding multi-simplices in Bar?g(m, 1)
defines an embedding. By construction, all faces and degeneracies of a non-proper multi-
simplex are also non-proper. Therefore DBar?g(m, 1) := Barg(m, 1) − Rad?g(m, 1) is a
subcomplex of Bar?g(m, 1).
The orientation system on the bar compactification is constant if the outgoing boundaries
are enumerated. For the unenumerated cases, we refer the reader to [Mu¨96].
Carrying out the details carefully leads to the following theorem.
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Theorem 3.4.1 (Bo¨digheimer). Let g ≥ 0, n ≥ 1, m ≥ 1 and ? ∈ {•, ◦, , }.
1. The Hilbert uniformization M?g(m,n)→ Rad?g(m,n) is a homeomorphism between the
moduli space M?g(m,n) and its corresponding space of radial slit domains Rad?g(m,n).
2. The space of radial slit domains is a relative multi-simplicial manifold inside the bar
compactification Bar?g(m,n), i.e., the space Bar?g(m,n) is the realization of a (finite)
multi-simplicial set; Rad?g(m,n) ⊂ Bar?g(m,n) is open and dense and the complement
DBar?g(m,n) = Bar?g(m,n)−Rad?g(m,n) is a subcomplex of codimension one;
3. H∗(Rad?g(m,n);Z) is Poincare´ dual to H∗(Bar?g(m,n), DBar?g(m,n);O) for an ori-
entation system O. The orientation system is constant in the enumerated cases.
The relation between the bar compactification and the bar resolution of varying sym-
metric groups is discussed in Appendix D. This relation leads to the Ehrenfried complex
E?g(m,n) which is chain homotopy equivalent to the (total complex of the) relative multi-
simplicial complex(Bar?g(m,n), DBar?g(m,n)). Its number of cells is considerably smaller
and it is used by several authors to compute the integral homology of the moduli spaces
in question, provided the genus and number of boundary components is small, see Section
1.1.4, Section 7.3 and Appendix E.4.
3.5. The harmonic compactification of the moduli space
For the remainder of this section, we fix g ≥ 0, n = 1, m ≥ 1 and ? ∈ {•, ◦, , }. Given a
Riemann surface F ∈ M?g(m, 1), the complete critical graph and the critical levels of the
harmonic potential give a decomposition of F : The complement of the complete critical
graph is a disjoint union of open rectangles (that correspond to the radial segments of the
radial slit configuration associated to F ). The open region between two consecutive critical
levels is a disjoint union of cylinders. Collapsing some of these regions eventually gives
surfaces with the following degeneracies:
1. Handles degenerate to a line segment;
2. Outgoing boundaries collide or degenerate to a point, called degenerate point;
3. Non-separating closed curves degenerate to a point, also called degenerate point;
4. Degenerate points merge.
We advice the reader to study the pretty drawings of these degeneracies in [Bo¨06]. By con-
struction, each degenerate surface comes with a continuous real function that is harmonic
on the smooth points and so the surface corresponds to a radial slit configuration. Adding
these surfaces to the moduli space yields its harmonic compactification M?g(m,n). Using
the space of radial slit domains Rad?g(m,n) as a model for the moduli space M?g(m,n) we
have the following theorem due to Bo¨digheimer.
Theorem 3.5.1 (Bo¨digheimer). Let g ≥ 0, n ≥ 1, m ≥ 1 and ? ∈ {•, ◦, , }. The moduli
space M?g(m,n) is an open and dense subspace of the harmonic compactification M?g(m,n).
The harmonic compactification is a finite cell complex such that
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1. the points in M?g(m,n) with common combinatorial type form an open cell inside
M?g(m,n) and
2. the complement M?g(m,n) −M?g(m,n) is a subcomplex of M?g(m,n) of codimension
one.
In the subsequent chapters, we study the strong deformation retract UM?g(m, 1) ⊂
M?g(m, 1) that is defined below. Most importantly, the combinatorics of UM?g(m,n) are
more accessible and the space UM?g(m,n) is cellularly homeomorphic to a space of Sullivan
diagrams that is used in the study of string topology, see Section 1.3 and Chapter 4.
Recall that each Riemann surface F ∈ M?g(m,n) comes with a unique harmonic po-
tential u : F → [0, 1] and the number of critical values of the harmonic potential gives
a stratification of the moduli space M?g(m,n). Equivalently, we have a stratification of
the corresponding space of radial slit configurations Rad?g(m,n) by the number of critical
levels of a radial slit configuration. The bottom-stratum is the subspace of all radial slit
configurations on a single critical level. It is denoted by UM?g(m,n) ⊂ M?g(m,n) respec-
tively URad?g(m,n) ⊂ Rad?g(m,n). By construction, the Hilbert uniformization restricts
to these subspaces. Applying Bo¨digheimer’s construction of the harmonic compactification
to the subspace UM?g(m,n), we obtain a compactification which is canonically homeo-
morphic to the closure of UM?g(m,n) in the harmonic combination M?g(m,n). Therefore,
UM?g(m,n) ⊂M?g(m,n) is seen as closed subspace without ambiguity.
The subspace UM?g(m,n) ⊂M?g(m,n) is a strong deformation retract. Roughly speaking,
the retraction r : M?g(m, 1)→ UM?g(m, 1) is defined as follows. A point x in M?g(m,n) is a
(possibly degenerate) configuration of pairs of radial slits on one annulus A. The endpoints
of these slits define critical levels in A and the critical levels give q ≥ 1 subannuli of A
of increasing size. The contraction of all but one subannus gives a (possibly degenerate)
configuration of pairs of slits r(x) whose endpoints share a common radius, i.e., r(x) ∈
UM?g(m, 1). A complete proof is found in [EK14, Lemma 2.23].
By [EK14, Theorem 1.1] the harmonic compactification UM?g(m,n) is cellularly homeo-
morphic to the space of Sullivan diagramsSD?g(m,n). In the literature, a Sullivan diagram
is defined as a certain equivalence class of decorated ribbon graphs, see [EK14, Section 3]
or Section 4.1. In this thesis, we use our combinatorial description of Sullivan diagrams,
introduced in [BE17], see also Section 4.3. The space of Sullivan diagrams is defined as the
realization of a simplicial set made from these Sullivan diagrams, see [EK14, Section 4] or
Section 4.2.
3.6. Radial slit configurations with normalized boundaries
In this section, we discuss the spaces of radial slit configurations with normalized bound-
aries NRad?g(m,n) ⊂ Rad?g(m,n). The study of their harmonic compactifications will
lead to new insights on the (usual) harmonic compactification of the moduli spaces, see
Chapter 5 and Chapter 6. Here, we define the restriction to the outgoing boundaries
Pol : Rad?g(m, 1)→ Pol?(m, 1), see Definition 3.6.2, and we measure the lengths of the out-
going boundaries, see Definition 3.6.3. Then, by Definition 3.6.4, the spaces NRad?g(m, 1) ⊂
Rad?g(m, 1) consist of all radial slit configurations (or moduli) whose outgoing boundary
curves all share the same length. Then, we will prove Theorem 3.6.8.
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Proposition 3.6.1. Let m ≥ 1, g ≥ 0 and ? ∈ {•, ◦, , }. The bar compactification of
Rad?g(m, 1) is Bar?g(m, 1). The projection to the last factor
Sp,q = (S([p]))q ×S?([p])→ S?([p]) (3.32)
induces a map of bi-simplicial sets whose geometric realization restricts to the following
diagram.
Rad?g(m, 1) Pol?(m, 1)
Bar?g(m, 1) Pol?
Pol
Pol
(3.33)
Proof. Regarding S?([n]) as a bi-simplicial set that is constant in one direction, the projec-
tion to the last factor Sp,q = (S([p]))q×S?([p])→ S?([p]) is clearly a map of bi-simplicial
sets. Its geometric realization is the map Pol : Bar?g(m, 1)→ Pol?.
The space of radial slit configurations Radg(m, 1) is an open subspace in Bar?g(m, 1) con-
sisting of all open simplices (ωp;σ0, . . . , σq;σ?) that are proper. In particular, the number
of non-degenerate outgoing boundaries is
m(ωp;σ0, . . . , σq;σ?) = ncyc(σ?) = m. (3.34)
Therefore, by definition of Pol?(m, 1), the map Pol : Bar?g(m, 1) → Pol? restricts to
Pol : Rad?g(m, 1)→ Pol?(m, 1).
Having the geometric meaning of the map Pol in mind, it is called the restriction to the
outgoing boundaries.
Definition 3.6.2. The map Pol is the restriction to the outgoing boundaries.
Having the lengths of a polygon and the space of normalized polygons at hand, the
definition of the length of the outgoing boundaries and the space of radial slit configurations
with normalized outgoing boundaries is straightforward.
Definition 3.6.3. Let n ≥ 1, m ≥ 1 and ? ∈ {•, ◦, , }. The length of the boundaries is
the composition
l : Rad?g(m, 1)
Pol−−−−→ Pol?(m, 1) l−−→ int(∆m−1) (3.35)
for ? ∈ {•, ◦} respectively
l : Rad?g(m, 1)
Pol−−−−→ Pol?(m, 1) l−−→ int(∆m−1)/S([m−1]) (3.36)
for ? ∈ {, }.
Definition 3.6.4. Let m ≥ 1, g ≥ 0 and ? ∈ {•, ◦, , }. The space of radial slit con-
figurations of genus g with (un)parametrized (un)enumerated normalized boundaries is the
subspace
NRad?g(m, 1) := l−1( 1m , . . . ,
1
m) ⊂ Rad?g(m, 1) (3.37)
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Remark 3.6.5. Our notation agrees with the definition in [Bo¨06, Section 9].
Restricting the maps Pol to the spaces of normalized polygons gives the following corol-
lary.
Corollary 3.6.6. The maps Pol restrict as follows.
NRad?g(m, 1) NPol?(m, 1)
Rad?g(m, 1) Pol?(m, 1)
Pol
Pol
(3.38)
Proposition 3.6.7. Let g ≥ 0 and m ≥ 1. In the parametrized case, the restriction to the
outgoing boundaries defines a map of operads Pol : Rad•g(m, 1)→ Pol•(m, 1).
Proof. It is well known that glueing surfaces along their parametrized boundaries defines
the surface operad unionsqg,mM•g(m, 1). Recall that the space of parametrized and enumerated
polygons is a space of local isometries from one parametrized circle to many parametrized
circles. The composition of local isometries defines an operad structure on unionsqmPol•(m, 1).
Using Bo¨digheimer’s spaces of radial slit configurations, it is clear that glueing surfaces
along boundaries agrees with composing the corresponding local isometries.
Theorem 3.6.8. Let m ≥ 1, g ≥ 0. Forgetting the parametrization of the outgoing bound-
aries defines an m-dimensional torus bundle pi•◦ : Rad•g(m, 1)→ Rad◦g(m, 1) that is classified
by the restriction to the outgoing boundaries:
Rad•g(m, 1) Pol•(m, 1) ' EU(1)m
Rad◦g(m, 1) Pol◦(m, 1) ' BU(1)m
Pol
pi•◦ pi
•◦
Pol
(3.39)
Moreover, denoting the stabilization map by ϕ, it is Pol = Pol ◦ ϕ.
Proof. By construction, it is clear that Pol : Rad•g(m, 1) → Pol•(m, 1) is equivariant with
respect to the torus action. Consequently, Rad•g(m, 1) → Rad◦g(m, 1) is classified by
Pol : Rad◦g(m, 1)→ Pol◦(m, 1) ' BU(1)m.
Observe that unionsqg,mRad◦g(m, 1) resp. unionsqmPol◦(m, 1) is an algebra over unionsqg,mRad•g(m, 1) resp.
unionsqmPol•(m, 1) and that the restriction to the outgoing boundaries is a map of algebras.
The stabilization map is defined by glueing a surface of genus one with two parametrized
boundary components to a given surface, i.e., it is defined as the operadic action of a single
point S ∈ Rad•1(1, 1) on unionsqg,mRad◦g(m, 1). Here, we regard S as the radial slit picture
corresponding to the barycenter of the (2, 2)-simplex with combinatorial type (ω2; 〈0 1 2〉 :
〈0 2〉〈1〉 : 〈0 1 2〉; 〈0 1 2〉), shown in Figure 3.3. Observe that Pol(S) = (13 , 13 , 13) ∈
〈0 1 2〉 ×∆2 ⊂ Pol•(1, 1) represents the local isometry id: S1 → S1. Since Pol is a map of
algebras, it follows that
Pol(ϕ(F )) = Pol(F ∪ S) = Pol(F ) ◦ Pol(S) = Pol(F ) ◦ id = Pol(F ) . (3.40)
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Figure 3.3.: The radial slit configuration S. The parametrization point of the incoming
boundary is green and the parametrization on the outgoing boundary is blue.
Remark 3.6.9. Recall that, by Loojienga, there is a graded isomorphism of algebras over
H∗(M•∞(m,n);Z)
H∗(M•∞(m,n);Z)[u1, . . . , um] ∼= H∗(M◦∞(m,n);Z) (3.41)
where ui denote the characteristic classes of the m-dimensional torus bundle. Using the ex-
plicit cellular descriptions of Rad and Pol, the above Theorem allows explicit computations
in low degrees.
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4
On the spaces of Sullivan diagrams
In this chapter, we summarize the results of a joint-research project with Daniela Egas
Santander that resulted in the article [BE17]. By [EK14], the spaces of Sullivan diagrams,
denoted by SD?g(m,n), have the same homotopy type as the harmonic compactifications,
i.e., SD?g(m, 1) ' M?g(m, 1). Usually, these spaces of Sullivan diagrams are defined as
spaces of equivalence classes of combinatorial graphs, see Section 4.1 and Section 4.2.
Inspired by the combinatorics of the Bo¨digheimer’s spaces of radial slit configurations, we
introduce an equivalent description of these spaces of Sullivan diagrams using bi-weighted
partitions of permutations, see Section 4.3. With our notation of combinatorial Sullivan
diagrams, we obtain results on homological stability and construct infinite families of non-
trivial homology classes, see Section 4.4. Let us state the two most important results of
[BE17] here.
Theorem 4.4.1 (B., Egas). Let g ≥ 0, m ≥ 1 and ? ∈ {•, , ◦, }. The stabilization map
ϕ : M?g(m, 1)→M?g+1(m, 1) extends to the harmonic compactifications, i.e., there is a map
ϕ : M?g(m, 1)→M?g+1(m, 1) making the following diagram commutative.
M?g(m, 1) M?g+1(m, 1)
M?g(m, 1) M?g+1(m, 1)
ϕ
ϕ
The stabilization map ϕ induces an isomorphism in homology in the degrees ∗ ≤ g+m− 2.
Moreover, if m > 2, the stabilization map ϕ is (g +m− 2) connected.
Moreover, the harmonic compactification is highly connected with respect to m.
Theorem 4.4.2 (B., Egas). Let g ≥ 0 and m > 2. Then
pi∗(M•g(m, 1)) = 0 and pi∗(M◦g(m, 1)) = 0 for ∗ ≤ m− 2
and
pi∗(Mg(m, 1)) = 0 and pi∗(Mg(m, 1)) = 0 for ∗ ≤ m′
where m′ is the largest even number strictly smaller than m.
In Chapter 6, we will show that the harmonic compactification M•g(m, 1) is also highly
connected with respect to g, see Theorem 6.1.
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4.1. Ribbon graphs and Sullivan diagrams
For the convenience of the reader, we recall the notions of combinatorial graphs, ribbon
graphs, their boundary cycles, Sullivan diagrams and their thickenings in this section.
Definition 4.1.1. A combinatorial graph G is a tuple G = (V,H, s, i), with a finite set
of vertices V , a finite set of half-edges H, a source map s : H → V and an involution
i : H → H. The source map s ties each half-edge to its source vertex and the involution
i attaches half-edges together. The valence of a vertex v ∈ V is the cardinality of the set
s−1(v) and we denote it by |v|. A leaf of a graph is a fixed point of i. An edge of the graph
is an orbit of i. Note that leaves are also edges. We call both leaves and edges connected to
a vertex of valence one outer-edges all other edges are called inner-edges. See Figure 4.2.
Definition 4.1.2. A ribbon graph Γ = (G, σ) is a combinatorial graph together with a
cyclic orderings σv of the half edges incident at each vertex v. The cyclic orderings σv
define a permutation σ : H → H,σ(h) := σs(h)(h) which satisfies sσ = s. This permutation
is called the ribbon structure of the graph. Figure 4.1 shows some examples of ribbon
graphs.
A B
C
A B
C
A B
C
A
B
C
(a) (b)
Figure 4.1.: The thick lines show two different ribbon graphs with the same underlying
combinatorial graph. The ribbon structure is given by the clockwise orientation of the
plane. The dotted lines indicate the boundary cycles. We make this graphical description
precise using the names of the half edges indicated in the picture. (a) ribbon structure:
σ = (ABC)(ACB). Boundary cycles: ω = (AC)(BA)(CB). (b) ribbon structure: σ =
(ABC)(ABC). Boundary cycles: ω = (ABCABC).
Definition 4.1.3. The boundary cycles of a ribbon graph Γ = (G, σ) are the orbits of the
permutation ω := σ ◦ i : H → H. Let c = (h1, . . . , hk) be a boundary cycle of Γ. The
boundary cycle sub-graph of c the sub-graph of Γ uniquely defined by the set of half-edges
{h1, i(h1), h2, i(h2), . . . | hj 6= i(hj)}. See Figure 4.1 for an example. When clear from the
context, we will refer to a boundary cycle sub-graph simply as boundary cycle.
Definition 4.1.4 (Surface with decorations). Given a ribbon graph Γ = (V,H, s, i, σ), we
construct a surface with marked points at the boundary by “fattening” the ribbon graph.
More precisely, we start with a collection of oriented disks for every vertex
{Dv | v ∈ V } (4.1)
and a collection of oriented strips for every half edge
{Ih := [0, 12 ]× [−1, 1] | h ∈ H} . (4.2)
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Preserving the orientations of the disks and the strips, we glue the boundary {0} × [−1, 1]
of every strip Ih to the disk Ds(h) in the cyclic order given by the ribbon structure of Γ.
For each edge which is not a leaf, say e = {h, h}, we glue {12}× [−1, 1] of Ih to {12}× [−1, 1]
of Ih via − id in the second factor (see Figure 4.2 (b)).
We end our construction by collapsing each boundary component, which is not connected
to a leaf or to a vertex of valence one, to a puncture. This procedure gives a surface with
boundary, where each boundary component is connected to at least one leaf or one vertex
of valence one. We interpret these as marked points on the boundary (see Figure 4.2 (c)).
We call this surface together with the combinatorial data of the marked points at the
boundary a surface with decorations and denote it by SΓ. The topological type of a surface
with decorations SΓ is its genus, number of boundary components and punctures together
with the cyclic ordering of the marked points at the boundary.
1
2
2
1
(a) (b) (c)
2
1
3
v
3
v
3 v
Figure 4.2.: The picture shows (a) a ribbon graph with 4 outer-edges and 7 inner-edges;
(b) the surface obtained from the fattening procedure; (c) the surface with decorations
obtained from (b) by labeling points at the boundary and collapsing unmarked boundary
components to a puncture.
Remark 4.1.5. The topological type of SΓ is completely determined by Γ. Moreover, given
an inner-edge e of Γ which is not a loop, collapsing e gives a homotopy equivalence SΓ
'
↪−−−→
SΓ/e and does not change the number of boundary cycles or their decorations. Thus, the
surfaces SΓ and SΓ/e have the same topological type.
Remark 4.1.6. Usually, spaces of Sullivan diagrams are defined by geometric realization of
certain semi-multi-simplicial sets. However, we will define the spaces of Sullivan diagrams
as geometric realizations of certain multi-simplicial sets. In order to take simplicially degen-
erate Sullivan diagrams into account, we need to change the usual definition of ”admissible
fat graphs“ by allowing vertices of valence two.
Definition 4.1.7. An n-admissible ribbon graph Γ consists of:
1. an (isomorphism class) of connected ribbon graphs such that all vertices have valence
at least 2
2. an integer k ≥ n and an enumeration of a subset of the set of leaves by {1, 2, . . . , k}
such that:
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1. each of the first n leaves L1, . . . , Ln is the only leaf in its boundary cycle ci for
1 ≤ i ≤ n,
2. their corresponding boundary cycle sub-graphs
Γc1 ,Γc2 , . . . ,Γcn (4.3)
are disjointly embedded circles in Γ.
We will refer to the first n leaves as admissible leaves and to their corresponding boundary
cycles as admissible cycles. Figure 4.2 (a) shows a ribbon graph that is not 1-admissible
because the leaf with number 1 is not the only leaf in its boundary cycle. Figure 4.3 shows
an example of a 3-admissible ribbon graph.
123
Figure 4.3.: An example of a 3-admissible ribbon graph.
Definition 4.1.8. Let Γ1 and Γ2 be n-admissible ribbon graphs. We say Γ1 ∼SD Γ2 if
Γ1 and Γ2 are connected by a zigzag of edge collapses where we only collapse inner edges
that do not belong to the admissible cycles and which are not loops. Equivalently, we have
Γ1 ∼SD Γ2 if Γ2 can be obtained from Γ1 by sliding vertices along edges that do not belong
to the admissible cycles. Figure 4.4 shows some examples of equivalent 1-admissible ribbon
graphs.
∼SD ∼SD ∼SD
e0
e1
e2
e3
e4
e0
e1
e2
e3
e4
e0
e1
e2
e3
e4
e0
e1
e2
e3
e4
1 1 1 1
Figure 4.4.: Four equivalent 1-admissible ribbon graphs. Since there is only one admissible
cycle, instead of labeling edges by e1j (as described in Definition 4.2.1) they are just labeled
by ej .
Remark 4.1.9. Note that ∼SD is an equivalence relation.
Definition 4.1.10. An n-Sullivan diagram Σ is an equivalence class of n-admissible ribbon
graphs under the equivalence relation ∼SD.
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4.2. The space of Sullivan diagrams
In this section, we define the space of n-Sullivan diagrams, denoted n-SD , as the geometric
realization of an n-fold multi-simplicial set, see Definition 4.2.1 and Definition 4.2.3. The
space of Sullivan diagrams is the disjoint SD = unionsqnn-SD and we define the chain complex
of Sullivan diagrams as the corresponding cellular chain complex, see Definition 4.2.6. Our
definition of the chain complex of Sullivan diagrams is equivalent to the one given by
Tradler and Zeinalian in [TZ06] and by Wahl and Westerland in [WW16]. In [BE17] and
in this thesis, we concentrate our study on the four families of spaces of Sullivan diagrams
introduced in Section 4.2.1.
Definition 4.2.1. The set of n-Sullivan diagrams is
n-SD = {Σ | Σ is an n-Sullivan diagram}/isomorphism . (4.4)
The multi-degree of an n-Sullivan diagram Σ ∈ n-SD is
deg(Σ) = (|E1| − 1, |E2| − 1, . . . , |En| − 1) (4.5)
where Ei is the set of inner-edges that belong to the i-th admissible cycle. The ribbon
structure together with the admissible leaves give a natural ordering of the edges that belong
to each admissible cycle. Let ei0, ei1, . . . , ei|Ei|−1 denote the edges on the i-th admissible cycle
in this induced order, see Figure 4.4 for an example.
For 1 ≤ i ≤ n, 0 ≤ j < |Ei| and 1 < |Ei|, the faces of the Sullivan diagram Σ are given
by
dij(Σ) := Σ/eij (4.6)
where Σ/eij is the Sullivan diagram obtained by collapsing the edge eij . Note that Σ/eij is
well defined since we are only collapsing inner-edges on the admissible cycles and if |Ei| = 1
we do not collapse any edges on the i-th admissible cycle.
The degeneracies sij of the Sullivan diagram Σ are given by splitting the edge eij into two
edges that meet at a vertex of valence two afterwards.
Remark 4.2.2. The maps dij and sij satisfy the multi-simplicial identities. Therefore, n-SD
is regarded as n-fold multi-simplicial set.
Definition 4.2.3. The space of n-Sullivan diagrams, denoted by n-SD , is the geometric
realization of the n-fold multi-simplicial set n-SD. In particular, the space of 1-Sullivan
diagrams has a simplicial structure.
Definition 4.2.4. The space of Sullivan diagrams SD is
SD :=
∐
n
n-SD . (4.7)
Definition 4.2.5. The chain complex of n-Sullivan diagrams, denoted n-SD, is the cellular
complex of the space of n-Sullivan diagrams n-SD . As a graded Z-module it is freely
generated by all (multi-simplicially non-degenerate) n-Sullivan diagrams. The total degree
of an n-Sullivan diagram Σ is
deg(Σ) := |Ea| − n (4.8)
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where Ea is the set of edges that belong to the admissible cycles. The differential of a
Sullivan diagram Σ of multi-degree (k1, . . . , kn) is
d(Σ) :=
n∑
i=1
(−1)k1+...+ki−1
ki∑
j=0
(−1)jdij(Σ) . (4.9)
Figure 4.5 gives and example of the differential.
7→ − + − +
Figure 4.5.: The differential of a 1-Sullivan diagram of degree 4. The labeling of the first
leaf is as in Figure 4.4. Here, it is omitted to improve the readability.
Definition 4.2.6. The chain complex of Sullivan diagrams, denoted SD, is cellular complex
of SD
SD =
⊕
n≥1
n-SD (4.10)
Remark 4.2.7. Given a n-Sullivan diagram Σ, observe that Σ is multi-simplicially degenerate
if and only if one of the vertices on the admissible cycle has valence two. This implies that all
faces of a multi-simplicially non-degenerate n-Sullivan diagram are also multi-simplicially
non-degenerate.
In other words, the collection of all multi-simplicially non-degenerate n-Sullivan diagrams
forms a semi-multi-simplicial set. Its realization is homeomorphic to n-SD .
Notation 4.2.8. By Remark 4.2.7 the faces of a multi-simplicially non-degenerate Sullivan
diagram are multi-simplicially non-degenerate. From now on, a Sullivan diagram refers
always to a Sullivan diagram that is multi-simplicially non-degenerate.
Remark 4.2.9. Recall that an n-Sullivan diagram Σ can be fattened, as in Remark 4.1.5,
to give a topological type of a surface with decorations denoted by SΣ. We call this the
topological type of Σ. The surface with decorations SΣ obtained by this fattening procedure
must have either n boundary components and at least one puncture or at least n + 1
boundary components. Moreover, n of its boundary components must have exactly one
marked point and these parametrization points are enumerated by the set {1, 2, . . . , n}.
Since the face maps collapse an inner-edge which is not a loop, Σ and dij(Σ) have the
same topological type for any i and j. Furthermore, any two n-Sullivan diagrams of the
same topological type are connected by a zigzag of face maps. Therefore, the space of n-
Sullivan diagrams splits into connected components given by the topological type of their
diagrams. We denote these components by n-SD(S), i.e.,
n-SD =
∐
S
n-SD(S) (4.11)
where the disjoint union is taken over all topological types of surfaces with decorations that
can be obtained by the fattening procedure.
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We interpret the barycentric coordinates of a point in the space of a Sullivan diagrams as
the lengths of the edges in the admissible cycles. Then one can intuitively think of SD as
a space of metric admissible graphs were the topology is given by the lengths of the edges
in the admissible cycles while all other edges are of length zero. We use this to motivate
the following definition.
Definition 4.2.10. We call a boundary cycle of a Sullivan diagram non-degenerate if its
boundary cycle sub-graph has at least one inner-edge which belongs to an admissible cycle
and degenerate otherwise. In other words a boundary cycle is non-degenerate if it has at
least one edge of “positive length”, see also Definition 5.1.5. We call a Sullivan diagram
non-degenerate if all its boundary cycles are non-degenerate.
Remark 4.2.11. Let S•g (m,n) be an oriented surface of genus g with n + m boundary
components each of which has exactly one marked point enumerated by the set {1, 2, . . . , n+
m}. Let S◦g (m,n) be the oriented surface obtained by collapsing each of the lastm boundary
components to a marked point. Then we have a central extension of the mapping class
group Γ•g(m,n) by Zm
Zm → Γ•g(m,n)→ Γ◦g(m,n) (4.12)
which induces a fibration sequence of spaces
BZm →M•g(m,n)→M◦g(m,n) (4.13)
Similarly, we have a forgetful map
pi : n-SD(S•g (m,n))→ n-SD(S◦g (m,n)) (4.14)
given by forgetting the parametrization of the last m boundaries, i.e., by forgetting the last
m leaves of a Sullivan diagram in n-SD(S•g (m,n)). However, this map is not a fibration,
see [BE17, Remark 2.13].
Remark 4.2.12. Let S be a connected surface with at least one boundary component. If S
is not homeomorphic to the disk with one puncture it will follow that
χ(n-SD(S)) = 0 . (4.15)
In particular, n-SD(S) is not contractible. Otherwise, if S is homeomorphic to the disk
with one puncture, then n = 1 and
1-SD(S) = ∗ . (4.16)
For a proof of this fact, see [BE17, Proposition 2.16].
4.2.1. The space of Sullivan diagrams with one incoming boundary curve
In what follows, we will study the homotopy type of the following four families of spaces of
1-Sullivan diagrams, that is, we study four families of spaces of Sullivan diagrams with one
”incoming boundary curve“. We emphasize that, what we call ”incoming boundary curves“
here is called ”outgoing boundaries“ in [BE17]. We choose this notation to fit better into
the context of Bo¨digheimer’s spaces of radial slit configurations.
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Definition 4.2.13. Let SΣ be the topological type of the surface with decorations obtained
by thickening a Sullivan diagram Σ, see Definition 4.1.4. Let g(Σ), b(Σ) and m(Σ) denote
the genus, number of boundary components and number of punctures of SΣ respectively.
We define the following spaces.
The space of 1-Sullivan diagrams with parametrized and enumerated outgoing boundaries
is the geometric realization of the simplicial set
SD•g(m, 1) :=
∣∣∣∣∣∣∣
Σ
∣∣∣∣∣∣∣
Σ has exactly one leaf per boundary cycle;
all leaves are enumerated;
g(Σ) = g, b(Σ) = m+ 1,m(Σ) = 0.

∣∣∣∣∣∣∣ (4.17)
The space of 1-Sullivan diagrams with unparametrized and enumerated outgoing bound-
aries is the geometric realization of the simplicial set
SD◦g(m, 1) :=
∣∣∣∣∣∣∣
Σ
∣∣∣∣∣∣∣
the only leaf of Σ is the admissible leaf;
g(Σ) = g, b(Σ) = 1,m(Σ) = m;
all boundary cycles are enumerated.

∣∣∣∣∣∣∣ (4.18)
The space of 1-Sullivan diagrams with parametrized and unenumerated outgoing bound-
aries is the geometric realization of the simplicial set
SDg(m, 1) :=
∣∣∣∣∣∣∣
Σ
∣∣∣∣∣∣∣
Σ has exactly one leaf per boundary cycle;
only the admissible leaf is enumerated;
g(Σ) = g, b(Σ) = m+ 1,m(Σ) = 0.

∣∣∣∣∣∣∣ (4.19)
The space of 1-Sullivan diagrams with unparametrized and unenumerated outgoing bound-
aries is the geometric realization of the simplicial set
SDg(m, 1) :=
∣∣∣∣∣
{
Σ
∣∣∣∣∣ the only leaf of Σ is the admissible leaf;g(Σ) = g, b(Σ) = 1,m(Σ) = m.
}∣∣∣∣∣ (4.20)
The spaces SD•g(m, 1), SDg(m, 1) and SDg(m, 1) are connected components of SD .
However, the space SD◦g(m, 1) is not a subspace of SD as we have defined it, since we
only enumerate boundary cycles which are connected to a leaf and use the leaf to do so.
Nevertheless, one could extended the definition of a ribbon graph to include this case by
including additional data. Namely enumerating the boundary cycles of the ribbon graph
and therefore of the Sullivan diagram. The topological type of such Sullivan diagrams
would give surfaces with enumerated punctures.
Notation 4.2.14. From now onward, we will remove n from the notation and we will refer
only to “the space of Sullivan diagrams” or a “Sullivan diagram” and it will be understood
that n = 1 unless stated otherwise. By abuse of notation we write SD for the space of
1-Sullivan diagrams. Moreover, we exclude the enumeration of the admissible leaf in our
drawings as it is the unique leaf on the admissible circle that “points outwards”, see e.g.
Figure 4.4 and Figure 4.5.
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4.3. A combinatorial description for Sullivan diagrams
By Definition 4.1.10, the cells of the space of 1-Sullivan diagrams are given by equiva-
lence classes of ribbon graphs. Here, we give a combinatorial description of the cells of
SD•g(m, 1) and SD◦g(m, 1), see Definition 4.3.1, Definition 4.3.2 and Proposition 4.3.5.
For combinatorial representatives of the cells of the spaces SDg(m, 1) and SDg(m, 1) see
[BE17, Section 3]. In Section 4.3.1, we discuss the faces and degeneracies of our combina-
torial representatives geometrically and algebraically. Using our combinatorial description,
we describe the inclusion of the moduli space into its harmonic compactification followed
by the homotopy equivalence to the space of Sullivan diagrams in Section 4.3.2. The sta-
bilization map is described in Section 4.3.3.
The informal idea is that any Sullivan diagram is uniquely described by attaching onto
a “ground circle” topological types of surfaces with decorations. These surfaces are deter-
mined by their genus, number of punctures, boundary components and the combinatorial
data of marked points at the boundary. Inspired by [Bo¨90a, Bo¨90b, Bo¨06], we describe
the combinatorial data of the marked points at the boundary and the way in which these
surfaces are attached to the ground circle by permutations. Thereafter, we encode the
genus and number of punctures as weights. Therefore, we give a presentation of Sullivan
diagrams in terms of bi-weighted permutations subject to certain conditions. There are
similarities to the the concept of stable graphs of [Kon92] and [Loo95].
For better readability we give separately the definition of combinatorial diagrams for the
two cases in Definitions 4.3.1 and 4.3.2. In Section 4.3.2, we make the relation between
the combinatorics of Bo¨digheimer’s model for the moduli spaces and our description of
1-Sullivan diagrams explicit.
Definition 4.3.1. Let n ≥ 0, k ≥ 1 and let L = {L1, . . . , Lm} be a non-empty finite set.
A parametrized enumerated combinatorial 1-Sullivan diagram Σ of degree n with leaves L
is a pair (λ, {S1, . . . , Sk}) consisting of the following data:
(1) the ribbon structure λ ∈ S([n] unionsq L),
(2) the set of cycles of λ is denoted by Λ := cyc(λ),
(3) the outgoing boundary cycles given by the permutation ρ = λ−1〈0 1 . . . n〉,
(4) the ghost surfaces given by triples Si = (gi, 0, Ai) where Ai ⊂ Λ and gi ∈ N.
Subject to the following conditions:
(i) The Ai’s form a partition of Λ, i.e., Ai ∩Aj = ∅ if i 6= j and ∪iAi = Λ.
(ii) For each i the set Ai contains at least one cycle with an element in [n].
(iii) Each cycle of ρ permutes exactly one leaf non-trivially or it is a fixed point 〈Li〉 with
Li ∈ L.
We denote by C•J(n), the set of parametrized enumerated combinatorial 1-Sullivan diagrams
of degree n with leaves L.
Definition 4.3.2. Let n ≥ 0 and k ≥ 1. An unparametrized enumerated combinatorial
1-Sullivan diagram Σ of degree n is a quadruple (λ, {S1, . . . , Sk}, β1, β2) consisting of:
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(1) the ribbon structure λ ∈ S([n]),
(2) the set of cycles of λ is denoted by Λ := cyc(λ),
(3) the outgoing boundary cycles given by the permutation ρ = λ−1〈0 1 . . . n〉,
(4) the ghost surfaces given by triples Si = (gi,mi, Ai) where Ai ⊂ Λ and gi,mi ∈ N,
(5) the enumerating data given by injections
β1 : cyc(ρ) ↪−−→ {1, 2, . . . ,m} (4.21)
β2 : {1, 2, . . . ,m} − im(β1) ↪−−→ {S1, S2, . . . , Sk} . (4.22)
Subject to the following conditions:
(i) The Ai’s form a partition of Λ, i.e., Ai ∩Aj = ∅ if i 6= j and ∪iAi = Λ.
(iv) For every 1 ≤ i ≤ k it holds that |β−12 (i)| = mi.
We denote by C◦(n) the set of unparametrized enumerated combinatorial 1-Sullivan dia-
grams of degree n.
Remark 4.3.3. The names ribbon structure and outgoing boundary cycles come from the
geometric interpretation of this description. Recall that each cycle λk of λ is contained
in exactly ghost surface Si = (gi,mi, Ai) and we think of every such cycle as a boundary
component of Si that is attached to the ground circle, see Figure 4.6 for an example.
In the parametrized case, Σ ∈ SD•g(m, 1), the outgoing boundary cycles ρ are in bijection
with the cycles of Σ which are not the admissible cycle and which have either at least one
edge on the admissible cycle or consist of a single leaf ρ(Li) = Li. Note that a Sullivan
diagram Σ ∈ SD•g(m, 1) is non-degenerate if and only if ρ has m cycles none of which
consist of a single leave, see Definition 4.2.10 and Figure 4.6.
In the unparametrized case, Σ ∈ SD◦g(m, 1), the outgoing boundary cycles ρ are in
bijection with the cycles of Σ which are not the admissible cycle and have at least one edge
on the admissible cycle. Note that a Sullivan diagram Σ ∈ SD◦g(m, 1) is non-degenerate
if and only if ρ has m cycles, see Definition 4.2.10
The maps β1 and β2 enumerate the non-degenerate outgoing boundaries and the degen-
erate outgoing boundaries respectively. In the case of SD•g(m, 1), the role of β1 resp. β2,
enumerating the non-degenerate resp. degenerate outgoing boundaries, is implicit in λ and
the Ai’s.
Notation 4.3.4. We refer by a combinatorial 1-Sullivan diagram to any of the two versions
of given in Definitions 4.3.1 and 4.3.2. Abusing notation, we denote any combinatorial 1-
Sullivan by a tuple Σ = (λ, S1, . . . , Sk) and omit writing the enumerating data unless it is
specifically necessary.
Consider two combinatorial 1-Sullivan diagrams (λ, S1, . . . , Sk) and (λ′, S′1, . . . , S′k′) of
degree n. In the parametrized enumerated case, the two Sullivan diagrams are equal if and
only if λ = λ′, k = k′ and the ghost surfaces agree up to reordering. In the unparametrized
enumerated case, the two Sullivan diagrams are equal if and only if λ = λ′, k = k′, the
ghost surfaces agree up to reordering and the enumeration data agree.
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L4
L3
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5 6
3
Figure 4.6.: We interpret a combinatorial 1-Sullivan diagram Σ = (λ, S1, S2, S3) as a
cell of SD•g(m, 1). The ribbon structure is λ = 〈0 L2〉〈1 4〉〈2 6 5〉〈3 L5〉 with fixed points
L1, L3, L4 and ρ = 〈0 4 6 L2〉〈1 5 2 L5 3〉 with the same fixed points. The ghost surfaces are
S1 = (0, 0, {〈0 L2〉, 〈L3〉, 〈1 4〉}), S2 = (1, 0, {〈2 6 5〉, 〈L1〉, 〈L4〉}) and S3 = (0, 0, {〈3 L5〉}).
Consequently, we consider a surface of genus 0, no punctures and three boundary compo-
nents for S1, a surface of genus 1, no punctures and three boundary components for S2 and
a surface of genus 0, no punctures and one boundary component for S3. The distribution
of the leaves and the gluing of the surfaces to the ground cycle is prescribed by the ribbon
structure λ. Moreover, we highlight one of the non-degenerate outgoing boundary curves.
Regarding a combinatorial 1-Sullivan diagram as a ground circle to which the topological
types of decorated surfaces are attached and identifying a 1-Sullivan diagram (which is de-
fined as equivalence class of graphs) with its fattening, we obtain the following Proposition.
Proposition 4.3.5 ([BE17, Proposition 3.8]). Let n ≥ 0, m ≥ 1 and L = {L1, . . . , Lm}.
There exist bijections.
C•L(n)
1:1←−−→ {n-simplices of
∐
g
SD•g(m, 1)}
C◦(n) 1:1←−−→ {n-simplices of
∐
g,r
SD◦g(r, 1)}
Before discussing the faces and degeneracies in terms of the combinatorial representatives
in Section 4.3.1, we want to make two remarks.
Remark 4.3.6 (Simplicial degenerate representatives). By Remark 4.2.7 and Notation 4.2.8,
we discard simplicially degenerate Sullivan diagrams from our notation. Consequently,
we will discard simplicially degenerate combinatorial 1-Sullivan diagrams from our nota-
tion. Under the bijection of Proposition 4.3.5, a combinatorial 1-Sullivan diagram Σ =
(λ, S1, . . . , Sk) corresponds to a simplicially degenerate Sullivan diagram if and only if one
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of its decorated surfaces is of the form Si = (0, 0, 〈r〉) with r 6= 0, c.f. [BE17, Section 3] and
Discussion 4.3.9.
Remark 4.3.7 (Top degree and Euler characteristic). Consider a (simplicially non-degene-
rate) Sullivan diagram Σ ∈ SD◦g(m, 1) and let SΣ be the surface with decorations obtained
by fattening it as in Definition 4.1.4. If Σ is of top degree, then all ghost surfaces Si are
all disks with exactly one or two attaching points at the boundary and no punctures or
degenerate boundary. In other words, Σ is a graph given by a system of chords attached
on the ground circle where the vertex attached to the admissible leaf is of valence three.
See Figure 4.7 (b). Now, let c be the number of chords of Σ. The Euler characteristic of
(a) (b)
1
2
1
2
Figure 4.7.: Two examples of top dimensional cells in SD•g(2, 1) and SD◦g(2, 1). The
parametrized enumerated case is seen in (a) and the unparametrized enumerated case is
seen in (b).
the circle is 0 and each time one adds a chord to the circle the Euler characteristic goes
down by one. Therefore, we get
−c = χ(Σ) = χ(SΣ) . (4.23)
Thus, the degree of Σ is
deg(Σ) = −2χ(SΣ) . (4.24)
If Σ ∈ SD•g(m, 1), then the top degree cell is a diagram with chords and leaves on the
admissible cycles, exactly one per boundary cycle of Σ. See Figure 4.7 (a). Therefore, if Σ
is of top degree, we have
deg(Σ) = −2χ(SΣ) +m. (4.25)
4.3.1. The simplicial structure on the space of Sullivan diagrams
By Proposition 4.3.5, a Sullivan diagram Σ is identified with a combinatorial 1-Sullivan
diagram. We describe the face maps and the degeneracy maps both geometrically and
algebraically.
Discussion 4.3.8 (The face map geometrically). Geometrically, the i-th face of a com-
binatorial Sullivan diagram Σ = (λ, S1, . . . , St) is given by collapsing the i-th edge of the
ground circle. Hereby, the surfaces Sj and Sk attached to i and i + 1 are merged, i.e.,
the resulting surface is the connected sum of Sj and Sk at the corresponding boundary
components. There are four possible cases:
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i+ 1 i i
di7−→
SjSk S˜j
Figure 4.8.: The face map glues together the boundaries of two ghost surfaces Sj and Sk
resulting in a ghost surface S˜j .
i+ 1 i i
di7−→
Sj S˜j
Figure 4.9.: The face map glues together two different boundary components of a ghost
surface Sj resulting in a ghost surface S˜j having the same number of punctures while the
genus is increased by one and the number of boundary components is decreased by one.
i+ 1 i
Sj S˜j
i
di7−→
Figure 4.10.: The non-degenerate outgoing boundary cycle 〈i〉 of ρ degenerates to a punc-
ture of S˜j which we indicate by a gray dot.
i+ 1 i
Sj
i
S˜j
di7−→
Figure 4.11.: The face map splits the boundary of a ghost surface into two parts.
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Case (1): Assume that two different boundary components B and C are attached to i
and i+ 1. There are two subcases.
(1.a) If B and C belong to different surfaces Sj and Sk, then di glues together two
different surfaces. The resulting surface S˜j has genus g(Sj) + g(Sk), number of punctures
m(Sj) +m(Sk) and one boundary component less than the total number of boundaries of
Sj and Sk. See Figure 4.8.
(1.b) If B and C belong to the same surface Sj , then dj glues together two different
boundary components of the same surface. The resulting surface S˜j has genus g(Sj) + 1,
number of punctures m(Sj) and one boundary component less than Sj . See Figure 4.9
Case (2): Assume that the same boundary B of a single surface Sj is attached to both
i and i+ 1. There are two subcases:
(2.a) If Sj is attached to i+1 right after it is attached to i, i.e., λ(i) = i+1 or equivalently
ρ(i) = i, then di collapses the boundary cycle 〈i〉 to a puncture. The resulting surface S˜j
has genus g(Sj), number of punctures m(Sj) + 1 and one boundary component less than
Sj . See Figure 4.10.
(2.b) If Sj is attached to k 6= i+ 1 right after i, i.e., λ(i) 6= i+ 1 or equivalently ρ(i) 6= i,
then di splits the boundary of Sj into two parts. The resulting surface S˜j has genus g(Sj),
number of punctures m(Sj) and one boundary component more than Sj . See Figure 4.11
Discussion 4.3.9 (The degeneracy map geometrically). Geometrically speaking, the i-th
degeneracy of Σ = (λ, S1, . . . , St) is given by splitting the i-th edge of the ground circle into
two pieces. This is achieved by glueing a disc D to the splitting point. See Figure 4.12
si7−→
i+ 1 i
SjSk
i+ 2 i
SjSk
i+ 1
D
Figure 4.12.: The degeneracy map splits the i-th edge of the ground circle into two pieces
and glues a disc D to the splitting point.
Before discussion the faces and degeneracies algebraically we need some notations. Anal-
ogously to Section 2.2, we define the face maps and degeneracy maps of symmetric groups
as follows.
Definition 4.3.10. Let L be a finite set and 0 ≤ i ≤ n. By Definition 2.1.2, the induced
map Fi := S(δiunionsqidL) : S([n−1]unionsqL) ↪→ S([n]unionsqL) regards a permutation σ ∈ S([n−1]unionsqL)
as a permutation of [n] unionsq L that has i as a fixed point.
The i-th face map Di : S([n] unionsq L)→ S([n− 1] unionsq L) is
Di(σ) := F−1i (〈σ(i) i〉 · σ) (4.26)
where 〈σ(i) i〉 is the permutation exchanging σ(i) and i (if σ(i) 6= i; and it is the identity
otherwise).
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The i-th degeneracy map Si : S([n] unionsq L)→ S([n− 1] unionsq L) is
Sj(σ) := 〈j + 1 j〉 · Fj(σ). (4.27)
The cyclic operator T : S([n] unionsq L)→ S([n] unionsq L) is
T (σ) := ωn · σ · ω−1n (4.28)
with ωn the long cycle ωn = 〈0 1 2 . . . n〉.
Remark 4.3.11. Consider a (possibly empty) finite set L. The sets {S([n]unionsqL)}n∈N together
with the face maps Di, the degeneracy maps Sj and the cyclic operators T form a cyclic
set.
Discussion 4.3.12 (The face map algebraically). Let Σ = (λ, S1, S2, . . . , St) be a combina-
torial 1-Sullivan diagram of degree n and let ρ = λ−1〈0 1 . . . n〉 be the outgoing boundary
cycles. The i-th face diΣ = Σ˜ = (λ˜, S˜1, . . . , S˜t˜) is obtained as follows. The ribbon structure
and the outgoing boundary cycles ρ˜ of Σ˜ are
ρ˜ = Di(ρ) and λ˜ = Di(λ · 〈a i〉) (4.29)
where a = ρ(i). The ghost surfaces are obtained analogously to Discussion 4.3.8. There
are four cases.
Case (1): Assume that a = ρ(i) and i belong to different cycles of λ. Then, λ˜ has one
cycle less than λ by (4.29). Moreover λ(a) = λρ(i) = λλ−1〈0 1 . . . n〉(i) = i+1. Therefore,
the map Di induces a bijection
Φ: {α ∈ cyc(λ) | i, a /∈ α} ∼= {α ∈ cyc(λ˜) | i /∈ α} . (4.30)
We have to distinguish two subcases.
(1.a) Assume that a and i belong to different cycles of different surfaces Sj and Sk. Then,
Σ˜ has one surface less than Σ, i.e., t˜ = t − 1. For sake of simplicity, let us assume that
j = t− 1 and k = t. For 1 ≤ r < t˜ the surface S˜r is defined as
S˜r = (gr,mr, A˜r) (4.31)
where
A˜r = {Φ(α) | α ∈ Ar} . (4.32)
The surface S˜t˜ is defined as
S˜t˜ = (gt−1 + gt,mt−1 +mt, A˜t˜) (4.33)
where
A˜t˜ = {Φ(α) | a, i /∈ α ∈ At−1 ∪At} ∪ {i ∈ α ∈ cyc(λ˜)} . (4.34)
(1.b) Assume further that a and i belong to different cycles of the same surface Sj . Then,
Σ˜ has the same number of surfaces as Σ, i.e., t˜ = t. For r 6= j the surface S˜r is defined as
S˜r = (gr,mr, A˜r) (4.35)
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where
A˜r = {Φ(α) | α ∈ Ar} . (4.36)
The surface S˜j is defined as
S˜j = (gj + 1,mj , A˜j) (4.37)
where
A˜j = {Φ(α) | a, i /∈ α ∈ Aj} ∪ {i ∈ α ∈ cyc(λ˜)} . (4.38)
Case (2): Assume that a = ρ(i) and i belong to the same cycle of λ. We distinguish
two subcases.
(2.a) Assume that a and i belong to the same cycle of λ and that λ(i) = i+ 1. Observe
that this is the case if and only if a = i. Therefore λ〈a i〉 = λ and λ˜ has the same number
of cycles as λ and the map Di induces an bijection
Φ: Λ ∼= Λ˜ = cyc(λ˜) . (4.39)
The i-th face Σ˜ has the same number of surfaces as Σ, i.e., t˜ = t. For r 6= j the surface S˜r
is defined as
S˜r = (gr,mr, A˜r) where A˜r = {Φ(α) | α ∈ Ar} . (4.40)
The surface S˜j is defined as
S˜j = (gj ,mj + 1, A˜j) where A˜j = {Φ(α) | α ∈ Aj} . (4.41)
(2.b) Assume that a and i belong to the same cycle of λ and that λ(i) 6= i+ 1. Observe
that this is the case if and only if a 6= i. It will follow that λ〈a i〉 and λ˜ have one cycle
more than λ and that the map Di induces an injection
Φ: {α ∈ Λ | i, a /∈ α} ↪−−→ Λ˜ = cyc(λ˜) . (4.42)
The i-th face Σ˜ has the same number of surfaces as Σ, i.e., t˜ = t. For r 6= j the surface S˜r
is defined as
S˜r = (gr,mr, A˜r) where A˜r = {Φ(α) | α ∈ Ar} . (4.43)
The surface S˜j is defined as
S˜j = (gj ,mj , A˜j) where A˜j = {Φ(α) | i, a /∈ α ∈ Aj} ∪ (Λ˜− im(Φ)) . (4.44)
Discussion 4.3.13 (The degeneracy map algebraically). Let Σ = (λ, S1, S2, . . . , St) be
a combinatorial 1-Sullivan diagram of degree n and let ρ = λ−1〈0 1 . . . n〉 its outgoing
boundary cycles. The i-th degeneracy siΣ = Σ˜ = (λ˜, S˜1, . . . , S˜t˜) is obtained as follows. The
ribbon structure and the outgoing boundary cycles ρ˜ of Σ˜ are
ρ˜ = Si(ρ) and λ˜ = Fi+1(λ) (4.45)
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with Fi+1 as in Definition 4.3.10. The ghost surfaces are obtained analogously to Discussion
4.3.9. The map Fi+1 induces an injection
Φ: Λ ↪−−→ Λ˜ (4.46)
whose complement consists only of the cycle 〈i+1〉. The i-th degeneracy Σ˜ has one surface
more than Σ, i.e., t˜ = t+ 1. For r 6= t˜ the surface S˜r is defined as
S˜r = (gr,mr, A˜r) where A˜r = {Φ(α) | α ∈ Ar} . (4.47)
The surface S˜t˜ is defined as
S˜t˜ = (0, 0, A˜t˜) where A˜t˜ = Λ˜− im(Φ) = {〈i+ 1〉} . (4.48)
The above discussions of the faces and degeneracies yield the following Proposition.
Proposition 4.3.14 (B., Egas). Let L be a finite, non-empty set of cardinality m. The
sets of combinatorial 1-Sullivan diagrams {C•L(n)}n∈N together with the face maps di and
degeneracies si define a simplicial set which is isomorphic to the simplicial set underlying
unionsqgSD•g(m, 1). Similarly, the sets of combinatorial 1-Sullivan diagrams {C◦(n)}n∈N to-
gether with the face maps di and degeneracies si define a simplicial set which is isomorphic
to the simplicial set underlying unionsqgSD◦g(m, 1).
4.3.2. The inclusion of the moduli space into its harmonic compactification
In [EK14], Egas–Kupers provide a cellular homotopy equivalence from the harmonic com-
pactification to the space of Sullivan diagrams. The restriction to the moduli space
M?g(m, 1)→M?g(m, 1) '−−−→ SD?g(m, 1) (4.49)
is given by sending a Riemann surface F to the union of its complete critical graph K and
the incoming boundaries ∂in. Here, we describe this map in terms of radial slit configura-
tions and combinatorial Sullivan diagrams, see also [BE17, Remark 3.12].
In Section 3.4, the space of radial slit configurations Rad?g(m, 1) ∼= M?g(m, 1) is given as
relative bi-simplicial set, i.e., it is a bi-simplicial set with some faces missing. An open cell
of bi-degree (p, q) determines a sequence of permutations
Σ = (τ1| . . . |τq) ∈ S([p])q (4.50)
subject to certain conditions. By Section 3.3, the connected components of the complete
graph corresponding to Σ defines partition of [p] into clusters. Let τ := τq · · · τ1. On the
set of cycles Λ := cyc(τ), the following relation
α ∼ β if there exists α 3 i ∼CL j ∈ β (4.51)
defines an equivalence relation by Lemma 3.3.3. We denote the partition of Λ into equiva-
lence classes by
Λ = A1 unionsq . . . unionsqAk . (4.52)
The radial projection of Σ is the Sullivan diagram piSD(Σ) = (λ, S1, . . . , Sk) ∈ SD?g(m, 1)
with λ = τ−1 and Si = (0, 0, Ai). Using the cellular homotopy equivalence of Egas–Kupers,
the next Proposition is an immediate consequence of the above.
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Proposition 4.3.15 (B., Egas–Kupers). Let g ≥ 0, m ≥ 0 and ? ∈ {•, ◦, , }. By
Φ: Rad?g(m, 1) ∼= M?g(m, 1) ↪−−→M?g(m, 1) '−−−→ SD?g(m, 1) (4.53)
we denote the composition of the Hilbert uniformization map, the inclusion into the har-
monic compactification and the cellular homotopy equivalence described by Egas–Kupers.
The restriction of Φ to an open cell Σ× int(∆p×∆q) ⊂ Rad?g(m, 1) is induced by the radial
projection and the projection to the left simplex
Φ|Σ×int(∆p×∆q) = piSD × print(∆p) : Σ× int(∆p ×∆q)→ piSD(Σ)× int(∆p) . (4.54)
4.3.3. The stabilization map
Let g ≥ 0, m ≥ 1, n ≥ 1 and ? ∈ {•, ◦, , }. The stabilization map ϕ : M?g(m,n) →
Mg+1(m,n) is given by sewing a surface of genus one with two boundary components to
the first incoming boundary of F ∈M?g(m,n), See Figure 4.13. In homology, the induced
ϕ7−→
Figure 4.13.: The stabilization map is induced by sewing surfaces.
map in homology is an isomorphism for g ≥ 3∗+22 , see [Har85] and [RW16]. The stabilization
map extends to the spaces of Sullivan diagrams as follows.
Definition 4.3.16. Let g ≥ 0, m ≥ 1, n ≥ 1 and ? ∈ {•, ◦, , }. The stabilization map
ϕ : SD?g(m, 1)→ SD?g+1(m, 1) (4.55)
is the simplicial map that increases the genus of the ghost surface attached to the vertex
0 by one, see Figure 4.14. More precisely, if Σ = (λ, S1, . . . , St) and S1 = (g1,m1, A1) such
that A1 contains the cycle to which 0 belongs, then ϕ(Σ) = (λ, (g1 + 1,m1, A1), S2, . . . , St).
ϕ7−→
Figure 4.14.: The stabilization map increases the genus of the ghost surface attached to
the vertex 0.
Remark 4.3.17. The stabilization map ϕ : SD?g(m, 1)→ SD?g(m, 1) is an injective simpli-
cial map. In particular, it identifies SD?g(m, 1) with a sub-complex of SD?g+1(m, 1).
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4.4. A summary of the results with Egas Santander
In this section, we provide the main results of our article with Egas Santander [BE17].
Recall that the harmonic compactification M?g(m, 1) is cellularly homotopy equivalent to the
space of Sullivan diagrams SD?g(m, 1) by [EK14], see also Proposition 4.3.15. Therefore,
the results presented below carry over to the harmonic compactifications.
The results on the stabilization map of the moduli spaces and its space of Sullivan
diagrams are in Section 4.4.1. The results on structure of the homology of the space of
Sullivan diagrams are in Section 4.4.2. The results on infinite families of non-trivial string
operations are in Section 4.4.3. Lastly, we computed the homology of the space of Sullivan
diagrams for small parameters g and m, see Section 4.4.4.
4.4.1. Homological stability and high connectivity
Using our combinatorial description of the spaces of Sullivan diagrams, we extend the
stabilization map of the moduli spaces to their space of Sullivan diagrams.
Theorem 4.4.1 ([BE17, Theorem 4.1]). Let g ≥ 0, m ≥ 1 and ? ∈ {•, , ◦, }. The sta-
bilization map ϕ : M?g(m, 1)→M?g+1(m, 1) extends to the space of Sullivan diagrams, i.e.,
there is a map ϕ : SD?g(m, 1)→ SD?g+1(m, 1) making the following diagram commutative.
M?g(m, 1) M?g+1(m, 1)
SD?g(m, 1) SD?g+1(m, 1)
ϕ
ϕ
(4.56)
The stabilization map ϕ induces an isomorphism in homology in the degrees ∗ ≤ g+m− 2.
Moreover, if m > 2, the stabilization map ϕ is (g +m− 2) connected.
The usual framework that is used to proof homological stability cannot be applied to
our situation because the spaces of Sullivan diagrams are highly connected (see Theorem
4.4.2). Our proof of the Theorem 4.4.1 is summarized as follows. The stabilization map
ϕg identifies the cellular chain complex SD?g(m, 1) with a subcomplex of SD?g+1(m, 1). On
the pair (SD?g(m, 1),SD?g+1(m, 1)), we construct a discrete Morse flow that is perfect in
the degrees ∗ ≤ (g + m − 1). Consequently, the stabilization map induces an integral
homology isomorphism in the degrees ∗ ≤ g + m − 2. By Theorem 4.4.2, SD?g(m, 1)
is 1-connected if m > 2 and, in this case, it follows that ϕg is (g + m − 2)-connected.
In Chapter 6, we will show that, in the parametrized enumerated case, the stabilization
map ϕg is (g + m − 2)-connected for all m and we believe that this holds true also in the
(un)parametrized (un)enumerated cases.
Theorem 4.4.2 ([BE17, Theorem 4.2]). Let g ≥ 0 and m > 2. The spaces SD•g(m, 1),
SDg(m, 1), SD◦g(m, 1) or SDg(m, 1) are highly connected with respect to m, i.e.,
pi∗(SD•g(m, 1)) = 0 and pi∗(SD◦g(m, 1)) = 0 for ∗ ≤ m− 2 (4.57)
and
pi∗(SDg(m, 1)) = 0 and pi∗(SDg(m, 1)) = 0 for ∗ ≤ m′ (4.58)
where m′ is the largest even number strictly smaller than m.
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4.4.2. On the homology
It is a non-trivial task to find non-trivial classes in the homology of the spaces of Sullivan
diagrams. We show that every homology class is represented by a chain of Sullivan diagrams
without degenerate outgoing boundaries.
Proposition 4.4.3 ([BE17, Proposition 4.3]). Let g ≥ 0, m ≥ 1 and ? ∈ {•, , ◦, }. Let
SD := SD?g(m, 1) and let R be an arbitrary coefficient group. Denote the sub-complex
of Sullivan diagrams with degenerate outgoing boundaries by D. Every homology class
x ∈ H∗(SD;R) is represented by a chain ∑κici with ci /∈ D.
The proof of Proposition 4.4.3 follows from the properties of the discrete Morse flows
which we construct in the proofs of Theorem 4.4.1 and Theorem 4.4.1. In Chapter 5, we ob-
tain another desuspension theorem, relating SD?g(m, 1)/D with an (m− 1)-fold suspension
of SD?g(m, 1)−D.
Forgetting the enumeration of the outgoing boundaries is not a covering for Sullivan di-
agrams having more then two degenerate outgoing boundaries. Nonetheless, using Propo-
sition 4.4.3, the forgetful maps behave like coverings in homology, i.e., there are “transfer
maps”. These “trace maps” are used to construct some of the non-trivial classes in Propo-
sition 4.4.6.
Proposition 4.4.4 ([BE17, Proposition 5.13]). In homology there are maps
tr : H∗(SDg(m, 1);Z)→ H∗(SD•g(m, 1);Z) (4.59)
respectively
tr : H∗(SDg(m, 1);Z)→ H∗(SD◦g(m, 1);Z) (4.60)
where (pi•)∗ ◦ tr respectively (pi◦)∗ ◦ tr is the multiplication by m!.
4.4.3. Non-trivial families of higher string operations
Denote the surface of genus g, one parametrized incoming and one parametrized outgoing
boundary by Sg,2. Glueing the k-th punctured disc to the outgoing boundary component
of Sg,2 induces the canonical inclusion of the k-th Braid group resp. its classifying space:
Brk ↪−−→ Γkg,1 resp. M0(k, 1) ↪−−→Mg(k, 1) . (4.61)
By construction, these inclusions are compatible with respect to the stabilization of the
genus. By αg, we denote the image of the braid generator under the canonical map
Br2 ∼= pi1(M0(2, 1)) ↪−−→ pi1(Mg(2, 1))→ pi1(Mg(2, 1)) ∼= pi1(SDg(2, 1)) . (4.62)
Proposition 4.4.5 ([BE17, Proposition 5.1]). The fundamental group of the space of Sul-
livan diagrams SD0(2, 1) is
pi1(SD0(2, 1)) ∼=
{
Z〈α0〉 g = 0
Z2〈αg〉 g > 0
. (4.63)
The homomorphism on fundamental groups induced by the stabilization map
ϕ : pi1(SDg(2, 1))→ pi1(SDg+1(2, 1)) (4.64)
sends αg to αg+1.
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Using the methods of [Wah16] and Proposition 4.4.4, we construct infinite families of
non-trivial classes of infinite order that correspond to non-trivial higher string operations.
Proposition 4.4.6 ([BE17, Proposition 5.10 and Proposition 5.14]). Let m > 0, 1 ≤ i ≤
m, ci > 1 and c =
∑
i ci.
(i) There are classes of infinite order
Γ˜m ∈ H4m−1(SD•m(m, 1);Z) (4.65)
and
Ω˜(c1,...,cm) ∈ H2c−1(SD•0(c, 1);Z) . (4.66)
All these classes correspond to non-trivial higher string operations.
(ii) There are classes of infinite order
Γm ∈ H4m−1(SDm(m, 1);Z) (4.67)
and
Ω(c1,...,cm) ∈ H2c−1(SD0(c, 1);Z) (4.68)
and
ζ2m ∈ H2m−1(SD0(2m, 1);Z) . (4.69)
The classes Γ˜ and Ω˜ are constructed as follows. The PROP-structure of the surface PROP
⊕g≥0,m≥1H∗(M•g(m, 1);Z) extends to⊕g≥0,m≥1H∗(SD•g(m, 1);Z) and, roughly speaking, it
is defined as follows. For a Sullivan diagram Σ ∈ SD•g(m, 1) with no degenerate boundary
cycles and Sullivan diagrams Σ1, . . . ,Σm ∈ unionsqg′≥0,m′≥1SD•g′(m′, 1), we cut open the ground
circle of each Σi at the vertex 0 to obtain a “ground interval with decorated surfaces
attached”. These intervals are glued to the admissible edges of the i-th outgoing boundary
of Σ. For a precise definition, see e.g. [BE17, Definition 2.17]. Using this PROP-structure,
the classes Γ˜ and Ω˜ are the products defined in (4.71) and (4.70). We begin with the basic
building blocks. See Figure 4.15 for examples for small m.
1. For m > 0 consider the permutation λ˜ζ = 〈0 l1 1 l2 . . . lm−1 m − 1 lm〉 and let Λζ
denote its unique cycle. We define the chain ζ˜m := (λ˜ζ , (0, 0,Λζ)) ∈ SD•0(m, 1).
2. For m > 1 we define the chain ω˜m := ω˜m,1 − ω˜m,2 ∈ SD•0(m, 1), where ω˜m,1 =
(λ1, S0,1, S1,1, S2, . . . , Sm) and ω˜m,2 = (λ2, S0,2, S1,2, S2, . . . , Sm) are given by the fol-
lowing data:
λ0,1 = 〈0〉 and λ0,2 = 〈0 l1〉
λ1,1 = 〈1 3 . . . 2m− 1 l1〉 and λ1,2 = 〈1 3 . . . 2m− 1〉
λi = 〈2i− 2 li〉 for 2 ≤ i ≤ m
λ1 = λ0,1λ1,1λ2 · · ·λm
λ2 = λ0,2λ1,2λ2 · · ·λm
Si,j = (0, 0, λi,j) for i = 0, 1 and j = 1, 2
Si = (0, 0, λi) for 2 ≤ i ≤ m
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1
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ζ˜2
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ζ˜4
1
4
1
3
ζ˜3
2
Figure 4.15.: The building blocks, where we abbreviate the name of a leaf li by i.
3. We define the chain γ˜ := γ˜1 + γ˜2 − γ˜3 ∈ SD•1(m, 1) where for 1 ≤ i ≤ 3, γ˜i =
(λi, S1,i, S2,i) and these are given by the following data:
λ1,j = 〈0〉 for j = 1, 2
λ1,3 = 〈0 l1〉
λ2,1 = 〈l1 1 3 2〉
λ2,2 = 〈1 3 l1 2〉
λ2,3 = 〈1 3 2〉
λj = λ1,jλ2,j for j = 1, 2, 3
Si,j = (0, 0, λi,j) for i = 1, 2 and j = 1, 2, 3
The chains ω˜m and γ˜ are cycles in the chain complex of Sullivan diagrams. However, the
chain ζ˜m is not a cycle.
Now, let m > 0 and let (c1, . . . , cm) be a tuple of integers with ci > 1 for 1 ≤ i ≤ m and
set c := ∑mi=1 ci. We define the chain Ω˜(c1,...,cm) ∈ SD•0(c, 1) to be
Ω˜(c1,...,cm) := ζ˜m ◦ (ω˜c1 ⊗ ω˜c2 ⊗ . . .⊗ ω˜cm) (4.70)
where ◦ denotes the PROPeradic multiplication. Note that Ω˜(c) = ζ˜1 ◦ ω˜c = ω˜c. See Figure
4.16 for another example.
For m > 0 we define the chain Γ˜m ∈ SD•m(m, 1) to be
Γ˜m := ζ˜m ◦ (γ˜⊗m) (4.71)
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23
65
23
65
23
1
65
23
4
1
44 4
1 1
−++Ω˜3,3 = −
Figure 4.16.: The chain Ω˜(3,3).
Note that Γ˜1 = γ˜.
The chains Γ˜ and Ω˜ are cycles in the chain complex of Sullivan diagrams. Using the
Kontsevich–Soibelman recipe (made explicit in [WW16, Section 6.2]), our classes act non-
trivially on the Hochschild homology of the Frobenius algebra H∗(S2;Q). This proofs part
(i) of Proposition 4.4.6. Part (ii) follows the study of the string operations associated to
the transfer of Ω(c1,...,cm), Γm and ζ2m.
4.4.4. Computational results for small parameters g and m
We obtain the integral homology of SDg(m, 1) and SDg(m, 1) using computer software.
Proposition 4.4.7 ([BE17, Proposition A.1]). The integral homology of SDg(m, 1), for
small parameters 2g +m, is given by the tables 4.1, 4.2, 4.3 and 4.4.
Proposition 4.4.8 ([BE17, Proposition A.2]). The integral homology of SDg(m, 1), for
small parameters 2g +m, is given by the tables 4.5, 4.6 and 4.7.
Our program is mainly written in Python 2.7. Given parameters g and m it produces the
integral chain complexes SDg(m, 1) and SDg(m, 1). Computing its integral homology is by
far the most time consuming task. There is a zoo of programs and libraries for this purpose.
We use a modified version of The Original CHomP Software by Pawe l Pilarczyk [Pil13].
Even small parameter 2g + m lead to integer overflows in the current version of CHomP
and we work around this issue by forcing CHomP to use the GNU Multiple Precision
Arithmetic Library [GMP]. All results were produced on an Intel i7-2670QM and Intel
i5-4570 running Debian Sid and Debian Jessie with Linux Kernel 4.2.0-1-amd64. For the
source code of our program, see [Boe18].
In [Ega14b], Egas Santander used a separate program in order to compute the integral
homology of the genus zero case using the fact that every Sullivan diagram Σ ∈ SD0(m, 1)
is the same as a weighted, non-crossing partition. Her program is implemented in Magma
[BCP97] and our results agree with these computations.
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m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
1 Z
2 Z Z
3 Z Z
4 Z Z
5 Z Z
6 Z Z Z Z
7 Z Z
8 Z Z Z Z
Table 4.1.: The integral homology H∗(SD0(m, 1);Z).
m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9
1 Z Z
2 Z Z2 Z
3 Z Z3 Z2 Z
4 Z Z2 Z⊕ Z2 Z2 Z2 Z2
5 Z Z Z5 Z3 Z2
Table 4.2.: The integral homology H∗(SD1(m, 1);Z).
m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
1 Z Z Z5 Z2 Z3
2 Z Z2 Z2 Z⊕ Z2 Z⊕ Z2 Z2 Z⊕ Z2 Z2
3 Z Z3 Z2 Z4 Z9 ⊕ Z2 Z4⊕Z2⊕Z23 Z⊕ Z2 Z
Table 4.3.: The integral homology H∗(SD2(m, 1);Z).
m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11
1 Z Z Z Z35 Z Z5 Z⊕ Z22 ⊕ Z3 Z2 Z2
Table 4.4.: The integral homology H∗(SD3(m, 1);Z).
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m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
1 Z Z
2 Z Z Z Z
3 Z Z3 Z2 Z Z
4 Z Z Z Z6 Z5 Z2 Z2
5 Z Z7 Z10 Z13 Z11 Z5 Z3
Table 4.5.: The integral homology H∗(SD0(m, 1);Z).
m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
1 Z Z Z Z
2 Z Z2 Z3 Z6 Z2
3 Z Z2 Z12 Z11 Z9 Z14 Z8 Z
Table 4.6.: The integral homology H∗(SD1(m, 1);Z).
m H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11
1 Z Z Z2 Z2 Z3
2 Z Z Z3 Z2 Z12 Z18 Z13 ⊕ Z23 Z10 Z4
Table 4.7.: The integral homology H∗(SD2(m, 1);Z).
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5
On the harmonic compactification
with normalized boundaries
In this chapter, we introduce the spaces NSD?g(m, 1) ⊂ SD?g(m, 1) which are the spaces
of Sullivan diagrams of genus g with m (un)parametrized enumerated normalized outgoing
boundaries. Using the homotopy equivalence of [EK14], see also Proposition 4.3.2, the
spaces NSD?g(m, 1) are regarded as the harmonic compactification of the moduli spaces
with normalized outgoing boundaries, i.e., NM?g(m, 1) ' NSD?g(m, 1). Consequently, all
results on the homotopy type of NSD?g(m, 1) also hold true for the harmonic compactifi-
cation NM?g(m, 1). Let us state the main result of this chapter.
Theorem 5.2.11. Let m ≥ 1 and g ≥ 0. There are maps of m-dimensional torus fibrations.
NRad•g(m, 1) NSD•g(m, 1) NSD•∞(m, 1) NPol•(m, 1) ' EU(1)m
NRad◦g(m, 1) NSD◦g(m, 1) NSD◦∞(m, 1) NPol◦(m, 1) ' BU(1)m
pi•◦
ϕg
pi•◦
PolSD
pi•◦ pi•◦
ϕg PolSD
The composition NRad•g(m, 1) → NPol•(m, 1) respectively NRad◦g(m, 1) → NPol◦(m, 1)
is the restriction to the outgoing boundaries (see Definition 3.6.2). The stabilization maps
ϕg are (g − 2)-connected and the maps PolSD are homotopy equivalences.
The chapter is organized as follows. In Section 5.1, we introduce the spaces of Sullivan
diagrams with normalized outgoing boundaries, denoted by NSD?g(m, 1), and relate these
spaces to the spaces of normalized polygons. Using methods developed in Sections 2.3, 2.4,
2.5 and [BE17, Section 4], we construct an m-fold multi-cyclic structure on NSD•g(m, 1),
see Proposition 5.1.17, we obtain the desuspension theorem for the spaces of Sullivan dia-
grams, see Theorem 5.1.22, and we show that the spaces NSD?g(m, 1) admit homological
stability with respect to the genus, see Proposition 5.1.24.
In Section 5.2, we study the homotopy type of the spaces NSD?g(m, 1) using the “unre-
duced cluster spectral sequence”. The main result of this chapter is Theorem 5.2.11 stated
above.
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5.1. The space of Sullivan diagrams with normalized boundaries
Using the ideas of Chapter 2, we introduce the spaces NSD?g(m, 1) which are called the
space of Sullivan diagrams of genus g with m (un)parametrized enumerated normalized
outgoing boundaries, see Definition 5.1.10. The spaces NSD?g(m, 1) and NPol?(m, 1)
share important structural properties: The spaces NSD•g(m, 1) admit an m-fold multi-
cyclic structure, see Proposition 5.1.17. There is a canonical map PolSD : NSD•g(m, 1)→
NPol•(m, 1) of m-fold multi-cyclic spaces, that extends the restriction to the outgoing
boundaries PolRad : NRad•g(m, 1)→ NPol•(m, 1), see Theorem 5.1.21. The map PolSD is
investigated further in Section 5.2. Moreover, there is a desuspension theorem for spaces
of Sullivan diagrams, see Theorem 5.1.22. Furthermore, using the methods of [BE17,
Section 4], we show that the spaces of Sullivan diagrams with normalized boundaries admit
homological stability, see Proposition 5.1.24.
5.1.1. Spaces of Sullivan diagrams with non-degenerate outgoing boundaries
Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. Given a Sullivan diagram (Σ; t) ∈ SD?g(m, 1), each
of its admissible edges has a length (determined by t) and is part of one of the m out-
going boundaries. We define the length of a fixed outgoing boundary as the sum of the
lengths of the admissible edges belonging to this boundary cycle, see Definition 5.1.1 and
Definition 5.1.3. The length of the outgoing boundaries defines a continuous map to the
(m−1)-dimensional simplex, see Definition 5.1.5. An outgoing boundary cycle is said to be
degenerate if its length is zero. This leads to a stratification ofSD?g(m, 1) by the number of
non-degenerate outgoing boundaries, see Definition 5.1.8. The space of Sullivan diagrams
with non-degenerate outgoing boundaries BSD?g(m, 1) is the top stratum. It is open
and dense. We define NSD?g(m, 1) ⊂ BSD?g(m, 1) the space of Sullivan diagrams with
normalized boundaries as the closed subspace where all outgoing boundaries have equal
lengths, see Definition 5.1.10. Similarly to the spaces of polygons, the normalization of the
outgoing boundaries of BSD?g(m, 1) defines a deformation retraction onto NSD?g(m, 1).
By Proposition 5.1.15, the retraction and the length of the outgoing boundaries induce a
homeomorphism BSD?g(m, 1) ∼= NSD?g(m, 1) × int(∆m−1). This homeomorphism will
lead to an m-fold multi-cyclic structure on NSD•g(m, 1), see Proposition 5.1.17. More-
over, it is used to deduce the desuspension theorem for the spaces of Sullivan diagrams, see
Theorem 5.1.22.
Definition 5.1.1. Let g ≥ 0, m ≥ 1 and (Σ; t) ∈ SD•g(m, 1) with t ∈ int(∆k). Denote
the labels of Σ by L = {L1, . . . , Lm}. Its outgoing boundary cycles are ρ and we denote its
set of cycles by cyc(ρ) = {σ1, . . . , σm} such that Li ∈ σi. The length of the i-th outgoing
boundary is li = li(Σ; t) =
∑
j∈σi tj and the length of (Σ; t) is the tuple l(Σ; t) = (l1, . . . , lm).
Remark 5.1.2. Observe that li > 0 if and only if ρi 6= 〈Li〉 and that ∑1≤i≤m li = 1.
Definition 5.1.3. Let g ≥ 0, m ≥ 1 and (Σ; t) ∈ SD◦g(m, 1) with t ∈ int(∆k). Denote
the enumeration data of Σ by β1 and β2. Its non-degenerate boundary is ρ. The length of
the i-th outgoing boundary is li = li(Σ; t) =
∑
j∈β−11 (i) tj and the length of (Σ; t) is the tuple
l(Σ; t) = (l1, . . . , lm).
Remark 5.1.4. Observe that li > 0 if and only if i ∈ im(β1) and that ∑1≤i≤m li = 1.
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Definition 5.1.5. On the space of Sullivan diagrams of genus g with m enumerated
(un)parametrized outgoing boundaries, the length of the outgoing boundaries is the contin-
uous map
l : SD•g(m, 1)→ ∆m−1, (Σ; t) 7→ l(Σ; t) (5.1)
respectively
l : SD◦g(m, 1)→ ∆m−1, (Σ; t) 7→ l(Σ; t) . (5.2)
Remark 5.1.6. The length of the outgoing boundaries l commutes with the forgetful map
pi•◦ : SD•g(m, 1)→ SD◦g(m, 1).
Remark 5.1.7. In Definition 4.2.10, we introduced the notion of degenerate (outgoing)
boundary cycles of a Sullivan diagram. Given a point (Σ; t) ∈ SD•g(m, 1) or SD◦g(m, 1)
with t ∈ int(∆k), observe that the i-th boundary cycle of Σ is degenerate if and only if
li(Σ; t) = 0. This leads to the following filtration.
Definition 5.1.8. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. The space of Sullivan diagrams
of genus g with m (un)parametrized and enumerated outgoing boundaries is filtered by
the closed subspaces of those Sullivan diagrams with at least m − k degenerate outgoing
boundaries
DkSD
?
g(m, 1) := l−1(skelk ∆m−1) where 0 ≤ k ≤ m. (5.3)
The space of Sullivan diagrams of genus g with m (un)parametrized, enumerated, partially
degenerate outgoing boundaries is the closed subspace
DSD?g(m, 1) := l−1(∂∆m−1) = Dm−1SD?g(m, 1) . (5.4)
The space of Sullivan diagrams of genus g with m (un)parametrized enumerated, non-
degenerate outgoing boundaries is the open and dense subspace
BSD?g(m, 1) := l−1(int(∆m−1)) = SD?g(m, 1)−DSD?g(m, 1) . (5.5)
Remark 5.1.9. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. For k = 0, the space DkSD?g(m, 1) is
empty, for k = 1, it consists of exactly m discrete points and for k > 1, it is connected.
Definition 5.1.10. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. The space of Sullivan diagrams of
genus g with m (un)parametrized enumerated normalized boundaries is the closed subspace
of all Sullivan diagrams whose outgoing boundaries have equal length:
NSD•g(m, 1) := l−1( 1m , . . . ,
1
m) ⊂ SD•g(m, 1) (5.6)
NSD◦g(m, 1) := l−1( 1m , . . . ,
1
m) ⊂ SD◦g(m, 1) . (5.7)
On the space of Sullivan diagrams with non-degenerate outgoing boundaries, we in-
troduce the normalization of the lengths of the outgoing boundaries analogously to the
normalization of polygons, see Definition 2.3.8, Definition 2.3.10 and Proposition 2.3.13.
To this end, we need a slight change in our notation for combinatorial Sullivan diagrams
with non-degenerate boundary cycles.
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Remark 5.1.11. Given a point (Σ; t) ∈ BSD•g(m, 1), denote the outgoing boundary cycles
of Σ by ρ. It is clear that ρ has exactly m cycles, ρ does not have fixed points and each cycle
permutes exactly one leaf in L = {L1, . . . , Lm} non-trivially. Therefore, each cycle ρi =
〈Li ρi,0 ρi,1 . . .〉 ∈ S[nunionsqL] describes a parametrized cyclic permutation ρ˜i = 〈ρi,0 ρi,1 . . .〉.
Using an enumeration of the leaves, ρ describes a parametrized enumerated permutation
ρ˜ ∈ S•([n]) with cycle decomposition ρ˜ = ρ˜1 · · · ρ˜m. Given two Sullivan diagrams (Σ; t),
(Σ′; t′) ∈ BSD•g(m, 1) with outgoing boundary cycles ρ 6= α it is clear that these give
different parametrized enumerated permutations ρ˜ 6= α˜.
Given a point (Σ; t) ∈ NSD◦g(m, 1) and denoting the outgoing boundary cycles of Σ
by ρ. It is clear that the enumeration data β1 : cyc(ρ) ↪−−→ {1, 2, . . . ,m} is a bijection.
Therefore, ρ describes an unparametrized enumerated permutation ρ˜ ∈ S◦([n]). As in
the parametrized case, two outgoing boundary cycles ρ 6= α give different unparametrized
enumerated permutations ρ˜ 6= α˜.
Notation 5.1.12. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. Given a Sullivan diagram (Σ; t) ∈
BSD?g(m, 1), we identify its outgoing boundary cycles ρ with its (un)parametrized enu-
merated permutation ρ˜ ∈ S?([n]), see Remark 5.1.11.
Definition 5.1.13. Let g ≥ 0, m ≥ 1, ? ∈ {•, ◦} and (Σ; t) ∈ BSD?g(m, 1) with t ∈
int(∆n). By ρ = ρ1 · · · ρm we denote its outgoing boundary cycles. Each symbol 0 ≤ i ≤ n
belongs to exactly one cycle of ρ, say ρj(i), and we denote the length of the j(i)-th outgoing
boundary by l(i) := lj(i)(Σ; t) =
∑
k∈ρj(i) tk. The normalization of (Σ; t) is
r(Σ; t) := (Σ; t′), t′i =
ti
m · l(i) for 0 ≤ i ≤ n . (5.8)
Definition 5.1.14. Let g ≥ 0, m ≥ 1, ? ∈ {•, ◦}. The normalization is the continuous
retraction
r : BSD?(m, 1)→ NSD?(m, 1) (5.9)
induced by the normalization of simplices, see Definition 5.1.13.
Proposition 5.1.15. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. The normalization and the length
of the outgoing boundaries induce a homeomorphism
r × l : BSD?g(m, 1) ∼= NSD?g(m, 1)× int(∆m−1) . (5.10)
Proof. Analogously to the proof of Proposition 2.3.13, the inverse of r × l is
((Σ; t′), l′) 7→ (Σ; t), ti = t′i ·m · l′j(i) (5.11)
where j(i) denotes the number of the cycle to which i belongs, i.e., i ∈ ρj(i).
Remark 5.1.16. Them-dimensional torus U(1)m acts on BSD•g(m, 1) by rotating the leaves
in their corresponding boundary cycles and is is clear that the orbit space is BSD◦g(m, 1),
see Section 5.1.2. Observe that the normalization map BSD•g(m, 1) → NSD•g(m, 1) is
equivariant with respect to this action and that the length of the outgoing boundaries is
invariant under the action. Consequently, the homeomorphism r× l is an equivariant map
(where U(1)m acts trivially on int(∆m−1)).
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5.1.2. Multi-cyclic structures and torus bundles
Recall that them-dimensional torus acts onNPol•(m, 1) by rotating them parametrization
points. Moreover, the m parametrization points gave canonical barycentric coordinates in
m enumerated simplices and this gave NPol•(m, 1) the structure of an m-fold multi-cyclic
space, see Section 2.4. Regarding the leaves in a Sullivan diagram as parametrization
point in its outgoing boundary, the methods used in Section 2.4 are used here to equip
NSD•g(m, 1) with the structure of an m-fold multi-cyclic space, see Proposition 5.1.17
and Discussion 5.1.18. The m-dimensional torus action if free by Proposition 5.1.19 and
we have a canonical cell decomposition of the orbit space is NSD◦g(m, 1), see Proposition
5.1.20. The restriction of a radial slit configuration to its outgoing boundaries factors
through the spaces of Sullivan diagram with normalized boundaries, see Theorem 5.1.21.
Proposition 5.1.17. Let g ≥ 0 and m ≥ 1. The space NSD•(m, 1) is homeomorphic to
the realization of an m-fold multi-cyclic set whose multi-simplices of total degree k are the
combinatorial Sullivan diagrams in
SD•(m, 1)/DSD•(m, 1) (5.12)
of degree k+m− 1. Such a Sullivan diagram Σ has multi-degree k = (k1, . . . , km) where ki
is the norm of the i-th cycle of the outgoing boundary cycles ρ ∈ S•([k +m− 1]).
The face maps dj,i collapse the i-th admissible edge from the j-th outgoing boundary
cycle, i.e.,
dj,i(Σ) = dρj,i(Σ) , (5.13)
the degeneracy maps sj,i are
sj,i(Σ) = sρj,i(Σ) (5.14)
and the cyclic operator in the j-th component is induced by cyclically permuting the leaf Lj
in its cycle.
Proof. The proof is similar to the proof of Proposition 2.4.1. Let us denote the interior of
an k-simplex by ∆k for the sake of readability. The image of an open k-dimensional cell
Σ×∆k under the normalization map is the open multi-simplex
∆(Σ) := r(Σ×∆k) ∼= Σ×∆N(ρ1) × . . .×∆N(ρm) (5.15)
of dimension k−m+1 where we regard ρ = 〈ρ1,0 . . .〉 · · · 〈ρm,0 . . .〉 as permutation in S•([k]).
Using the distinguished symbol of each cycle, we have canonical barycentric coordinates
(tj,0, . . . , tj,N(ρj))j=1,...,m. From the construction it is clear that the i-th face in the j-
coordinate of the multi-simplex ∆(Σ) is the multi-simplex ∆(Dρj,i(Σ)). With this at hand,
it is easy to see that NSD•(m, 1) is the realization of the multi-simplicial space described
in the Proposition.
Let Σ = (λ, S1, . . . , Sv) ∈ SD•(m, 1)/DSD•(m, 1) be a combinatorial Sullivan diagram
and let 1 ≤ j ≤ m. We define tjΣ := Σ˜ := (λ˜, S˜1, . . . S˜v) algebraically. To this end, denote
the outgoing boundary cycles of Σ by ρ ∈ S([k] ∪ L). The cycle decomposition of ρ is
denoted by ρ = 〈L1 ρ1,0 . . . ρ1,k1〉 · · · 〈Lm ρm,0 . . . ρm,km〉.
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The outgoing boundary cycles of Σ˜ are defined as ρ˜ = ρ˜1 · · · ρ˜m with ρ˜i = ρi for i 6= j
and ρ˜j = 〈ρj,0 Lj ρj,1 . . . ρj,kj 〉. The ribbon structure of Σ˜ is defined as
λ˜ = 〈0 . . . k〉ρ˜−1 . (5.16)
We define the ghost surfaces of Σ˜ as follows. Since
λ−1 = 〈L1 ρ1,0 . . . 〉 · · · 〈Lj ρj,0 ρj,1 . . . ρj,kj 〉 · · · 〈Lm ρm,0 . . . 〉 · 〈k . . . 0〉 (5.17)
and
λ˜−1 = 〈L1 ρ1,0 . . . 〉 · · · 〈ρj,0 Lj ρj,1 . . . ρj,kj 〉 · · · 〈Lm ρm,0 . . . 〉 · 〈k . . . 0〉 (5.18)
differ only by the position of Lj in its cycle, deleting all leaves from λ and λ˜ gives the same
permutation λ′. Observe that the permutation λ′ has the same number of cycles as λ and
λ˜: This is because ρ(Li) 6= Li for any leaf Li, since Σ /∈ DSD•g(m, 1), and this implies
λ(Li) 6= Li for any leaf Li. Therefore, deleting the leaves from λ and λ˜ induces a bijection
Φ: cyc(λ) ∼= cyc(λ′) ∼= cyc(λ˜) . (5.19)
Denoting the ghost surfaces of Σ = (λ, S1, . . . , Sv) by Si = (gi,mi, Ai), the ghost surfaces
of Σ˜ = (λ˜, S˜1, . . . , S˜v) are defined as
S˜i = (gi,mi, {Φ(α) | α ∈ Ai}) . (5.20)
A straight forward computation shows that these data equip NSD•g(m, 1) with the
structure of an m-fold multi-cyclic space.
Discussion 5.1.18. Given a Sullivan diagram with parametrized enumerated normal-
ized boundaries Σ ∈ NSD•g(m, 1), each leaf Li belongs to exactly one boundary cycle
say ρi and each outgoing boundary cycle has length 1m , see Figure 5.1 for an exam-
ple. Moving the m leaves clockwise in their respective boundary defines a free action
by the m-dimensional torus on NSD•g(m, 1). See Figure 5.2 for an example: The rib-
bon structure of Σ is λ = 〈0 L2〉〈1 4〉〈2 6 5〉〈3 L1〉 and the outgoing boundary cycles
are ρ = 〈L1 3 1 5 2〉〈L2 0 4 6〉. The ghost surfaces are S1 = (0, 0, {〈0 L2〉, 〈1 4〉}),
S2 = (0, 1, {〈2 6 5〉) and S3 = (0, 0, {〈3 L1〉}). Given an angle α = e 34pii ∈ U(1), we move
the leaf L1 on its boundary cycle proportional to α. We denote the resulting Sullivan
diagram by Σ1. It is shown on the left of Figure 5.2.
Regarding the i-th leaf as a parametrization point in its boundary cycle leads to an
m-fold multi-cyclic structure on NSD•g(m, 1), see Proposition 5.1.17. The torus action
described above agrees with the geometric realization of the multi-cyclic operation. Let
us discuss the action of α = e 34pii ∈ U(1) on the first leaf of the Sullivan diagram Σ seen
in Figure 5.1 in some detail. Using the multi-cyclic structure given in Proposition 5.1.17
and the formula in Proposition A.1.7, we obtain the Sullivan diagram α.Σ by in two steps:
At first we split the admissible edge e5 of Σ into two pieces (by using a degeneracy map
s5 which ties a disc to the splitting point). The outgoing boundary cycles of this Sullivan
diagram s5(Σ) are 〈L1 3 1 5 6 2〉〈L2 0 4 7〉. Rotating the leaf L1 in its boundary cycle, the
outgoing boundary cycles of α.Σ are 〈L1 6 2 3 1 5 〉〈L2 0 4 7〉. This Sullivan diagram is
denoted Σ2 and it is shown on the right hand side of Figure 5.2.
Observe that the Sullivan diagrams Σ1 and Σ2 represent the same point in NSD•g(m, 1)
because Σ2 = s2(Σ1).
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L1
L2 0
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4
5 6
3
Figure 5.1.: The ribbon structure of this Sullivan diagram Σ is λ = 〈0 L2〉〈1 4〉〈2 6 5〉〈3 L1〉
and the outgoing boundary cycles are ρ = 〈L1 3 1 5 2〉〈L2 0 4 6〉. The ghost surfaces are
S1 = (0, 0, {〈0 L2〉, 〈1 4〉}), S2 = (0, 1, {〈2 6 5〉}) and S3 = (0, 0, {〈3 L1〉}). We highlight
the boundary cycle 〈L1 3 1 5 2〉.
L2 0
12
4
5 7
3
L1
6
L2 0
12
3
4 6
L1
5
Figure 5.2.: Given the Sullivan diagram Σ = (λ, S1, S2, S3) seen in Figure 5.1 and the
angle α = e 34pii ∈ U(1), we move the leaf L1 (sitting on a disc between the admissible edges
e2 and e3) in its boundary cycle (consisting of the admissible edges e3, e1, e5 and e2 in
this order) by 34 of the total length of the boundary cycle. The resulting Sullivan diagram
Σ1 = α.Σ is seen on the left.
Using the multi-cyclic structure and Proposition A.1.7 instead, we obtain the Sullivan
diagram Σ2 = α.Σ seen on the right. In NSD•g(m, 1) they represent the same point,
because Σ2 = s2(Σ1).
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Proposition 5.1.19. Let g ≥ 0 and m ≥ 1. The induced action of the m-fold torus on the
space NSD•g(m, 1) is free.
Proof. The proof is similar to the proof of Proposition 2.4.4. Using Proposition A.1.7, the
action of the i-th factor of the m-dimensional torus on NSD•g(m, 1) can be carried out
explicitly: Let α ∈ U(1) be an arbitrary angle and let Σ ∈ NSD•g(m, 1). Then, α.Σ is
obtained from Σ by moving the i-th leaf in its outgoing boundary cycle proportional to α.
This is enough to proof the proposition.
Proposition 5.1.20. Let g ≥ 0 and m ≥ 1. The space of Sullivan diagrams NSD◦g(m, 1)
admits a cellular decomposition whose k-dimensional cells are in one-to-one correspondence
with the cellular generators of SD◦g(m, 1)/DSD◦g(m, 1) of degree k +m− 1. Forgetting the
parametrizations defines a cellular quotient map NSD•g(m, 1)→ NSD◦g(m, 1).
Proof. The proof is similar to the proof of Proposition 2.4.5. The image of an open k-
dimensional cell Σ×∆k of SD◦g(m, 1) under the normalization map is the open cell
∆(Σ) := r(Σ×∆k) ∼= Σ×∆N(ρ1) × . . .×∆N(ρm) (5.21)
of dimension k −m + 1. Since ρ is an unparametrized enumerated permutation, the enu-
meration of the m simplices is determined by ρ but the barycentric coordinates in each
simplex are only determined up to cyclic permutation. After choosing parametrizations for
all open cells, the attaching maps of these cells are uniquely determined.
Forgetting the leaves defines the quotient map to the orbit space of the torus action and
it is clear that this map sends (multi-simplicially non-degenerate) cells of NSD•g(m, 1) to
(possibly multi-simplicially degenerate) cells of NSD◦g(m, 1).
Given a radial slit configuration, the restriction to the outgoing boundaries defines a map
to the spaces of polygons, see Definition 3.6.2 and Theorem 3.6.8. This map extends to the
spaces of Sullivan diagrams with normalized boundaries.
Theorem 5.1.21. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. Sending a Sullivan diagram Σ ∈
NSD?g(m, 1) to its outgoing boundary cycles ρ ∈ S•([k]) defines an m-fold multi-simplicial
map
PolSD : NSD?g(m, 1)→ NPol?(m, 1) . (5.22)
It is an extension of the restriction to the outgoing boundaries PolRad : NRad?g(m, 1) →
NPol?(m, 1), i.e., the following diagram of m-dimensional torus fibrations is commutati-
tive.
PolRad : NRad•g(m, 1) NSD•g(m, 1) NPol•(m, 1) ' EU(1)m
PolRad : NRad◦g(m, 1) NSD◦g(m, 1) NPol◦(m, 1) ' BU(1)m
pi•◦
PolSD
pi•◦ pi
•◦
PolSD
(5.23)
Moreover, denoting the stabilization map of Sullivan diagrams by ϕ, it holds PolSD ◦ ϕ =
PolSD.
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Proof. It is clear that sending Σ = (λ, S1, . . .) of total degree k to ρ ∈ S?([k + m − 1])
defines a map of m-fold multi-simplicial spaces, see Proposition 5.1.17 and Proposition
2.4.1. Moreover, PolSD ◦ ϕ = PolSD follows from the definition of the stabilization map,
see Definition 4.3.16.
In order to show that the diagram is commutatitive, recall that the restriction to the
outgoing boundaries sends a radial slit configuration (σ0, . . . , σq, σ?) to σ?. Moreover, by
Section 4.3.2, the radial projection of (σ0, . . . , σq, σ?) is a Sullivan diagram with outgoing
boundary cycles ρ = σ?.
In the next Sections, we investigate the map PolSD : NSD?g(m, 1) → NPol?(m, 1) fur-
ther and show that it is (g− 2)-connected, see Theorem 5.2.11. This has interesting impli-
cations to the study of string topology, see Section 1.3.
5.1.3. The desuspension theorem for spaces of Sullivan diagrams
Recall that, for all g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}, the homeomorphism
Φ: SD?(m, 1)−DSD?(m, 1) ∼= NSD?(m, 1)× int(∆m−1) (5.24)
lead to the cellular decomposition ofNSD?(m, 1). The k-dimensional cells ofNSD?(m, 1)
are in canonical one-to-one correspondence to the (k+m−1)-dimensional cellular generators
of SD?g(m, 1)/DSD•g(m, 1). Extending the homeomorphism Φ toSD?(m, 1)/DSD?(m, 1)
yields our desuspension theorem for the spaces of Sullivan diagrams.
Theorem 5.1.22. There are isomorphisms
H∗(NSD•(m, 1);Z) ∼= Σ−m+1H∗(SD•(m, 1), DSD•(m, 1);Z) (5.25)
H∗(NSD◦(m, 1);F2) ∼= Σ−m+1H∗(SD◦(m, 1), DSD◦(m, 1);F2) (5.26)
Moreover, these isomorphisms commute with the stabilization maps ϕ and, with coefficients
in F2, they commute with the forgetful map pi•◦.
Proof. Given a combinatorial Sullivan diagram with non-degenerate boundaries, it is it
has the same faces in NSD•g(m, 1) and Σ−m+1(SD•g(m, 1)/DSD•g(m, 1)) up to signs. This
proofs this desuspension theorem over F2. The integral desuspension theorem follows from
introducing the correct signs, see Proposition 5.1.23.
Proposition 5.1.23. Let g ≥ 0 and m ≥ 1. The signs in (2.69) define an isomorphism of
cellular chain complexes.
Φ: NSD•g(m, 1)→ Σ−m+1(SD•g(m, 1)/DSD•g(m, 1)) (5.27)
(λ, S1, . . . , Sk) 7→ sign(ρ) · (λ, S1, . . . , Sk) . (5.28)
Proof. The proof of this proposition is analogous to the proof of Proposition 2.5.7.
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5.1.4. Homological stability for the spaces NSD?g(m, 1)
Using a variation of the discrete Morse flows in [BE17], we obtain homological stability for
the spaces of Sullivan diagrams with normalized boundaries.
Proposition 5.1.24. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. The restriction of the stabilization
map to the spaces of Sullivan diagrams with normalized boundaries
ϕ : NSD?g(m, 1) ↪−−→ NSD?g+1(m, 1) (5.29)
induces isomorphisms in homology in degrees 0 ≤ ∗ ≤ g − 2.
Proof. The proof is analogous to the proof of the stability theorem of Sullivan diagrams,
see Theorem 4.4.1. Using the same recipe as in [BE17, Section 4.4, Definition 4.27] we
obtain a discrete Morse flow on NSD?g+1(m, 1)/NSD?g(m, 1) such that all cells in degrees
0 ≤ ∗ ≤ g − 2 are either collapsible or redundant. More precisely, using the notations
introduced in [BE17, Section 4], a cell Σ is collapsible if has a surface S ending with an odd
fence and every other surface S′ of Σ with ft(S) 6= 0 and end(S′) > end(S) > 0 has genus
zero. Among the surfaces of Σ satisfying this condition, we pick S with end(S) maximal.
Then, the redundant partner of Σ is dend(S)−1(Σ). The arguments given in [BE17, Section
6.2], show that this defines a discrete Morse flow on NSD?g(m, 1) that is compatible with
the stabilization map. From the construction it follows that NSD?g+1(m, 1)/NSD?g(m, 1)
does not have essential cells in degrees 0 ≤ ∗ ≤ g − 1, i.e.,
H∗(NSD?g+1(m, 1)/NSD?g(m, 1)) = 0 for 0 ≤ ∗ ≤ g − 1 . (5.30)
Now, the claim follows the long exact sequence of ϕ : NSD?g(m, 1) ↪−−→ NSD?g+1(m, 1).
Remark 5.1.25. We study the homomotopy type of these spaces of Sullivan diagrams in the
subsequent sections. We will show that the stabilization maps are (g − 2)-connected, see
Theorem 5.2.11.
Note that the stabilization maps induces an inclusion of subspaces or subcomplexes. We
define the spaces of Sullivan diagrams with stable genus as follows.
Definition 5.1.26. Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. The spaces of Sullivan diagrams of
stable genus with m (un)parametrized enumerated (normalized) boundaries are
SD?∞(m, 1) = ∪g≥0SD?g(m, 1) (5.31)
respectively
NSD?∞(m, 1) = ∪g≥0NSD?g(m, 1) (5.32)
Its cellular chain complex is denoted by
SD?∞(m, 1) = ∪g≥0SD?g(m, 1) (5.33)
respectively
NSD?∞(m, 1) = ∪g≥0NSD?g(m, 1) (5.34)
Abusing notation, the canonical inclusion into the (cellular complex of the) space of Sullivan
diagrams with stable genus is denoted by ϕ.
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5.2. On the homotopy type of the spaces NSD?g(m, 1)
In this section, we study the homotopy type of the spaces of Sullivan diagram with nor-
malized boundaries. Let us state our main result.
Theorem 5.2.11. Let m ≥ 1, g ≥ 0 and consider the following maps of m-dimensional
torus fibrations.
NSD•g(m, 1) NSD•∞(m, 1) NPol•(m, 1) ' EU(1)m
NSD◦g(m, 1) NSD◦∞(m, 1) NPol◦(m, 1) ' BU(1)m
ϕ
pi•◦
Pol
pi•◦ pi•◦
ϕ Pol
(5.35)
The stabilization maps ϕ are (g−2)-connected and the maps Pol are homotopy equivalences.
We obtain Theorem 5.2.11 by a careful study of the “unreduced cluster filtration” which
is denoted by Cl−p NSD•g(m, 1) of NSD•g(m, 1). Our cluster filtration, introduced in
Section 5.2.1, is an extension of Bo¨digheimer’s filtration of the moduli spaces. The as-
sociated cluster spectral sequence is studied in Section 5.2.2 and we show that the in-
clusion Cl−1 NSD•g(m, 1) ⊂ NSD•g(m, 1) induces homology isomorphisms in the range
0 ≤ ∗ ≤ g − 2, see Proposition 5.2.8. Then, in Section 5.2.3, we show that this inclusion
and the map Pol : Cl−1 NSD•g(m, 1)→ NPol•g(m, 1) are both (g − 2) connected. This will
imply Theorem 5.2.11.
5.2.1. The (unreduced) cluster filtration of the spaces of Sullivan diagrams
In the section, we introduce the cluster filtration and the unreduced cluster filtration.
Definition 5.2.1. Let Σ = (λ, S1, . . . , Sv) be a combinatorial Sullivan diagram. A ghost
surface Si is a non-essential cluster if there exists 0 < r ≤ deg(Σ) and (in the parametrized
case) a leaf Lj such that Si is one of the following:
Si = (0, 0, {〈r〉}) or Si = (0, 0, {〈Lj r〉}) . (5.36)
A ghost surface Si is an essential cluster if it not a non-essential cluster.
Remark 5.2.2. Observe that the ghost surfaces (0, 0, {〈0〉}) and (0, 0, {〈Li 0〉}) are essential
clusters. This is necessary in order to make the stabilization map and the torus action
compatible with the cluster filtration, see below.
Definition 5.2.3. Let Σ = (λ, S1, . . . , Sv) be a combinatorial Sullivan diagram. The cluster
number of Σ is its number of essential clusters:
c(Σ) = #{1 ≤ i ≤ v | Si essential cluster} . (5.37)
Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. On the spaces of Sullivan diagrams (with normalized
boundaries), the cluster filtration is
ClpSD
?
g(m, 1) = {Σ ∈ SD?g(m, 1) | c(Σ) ≤ p} (5.38)
respectively
ClpNSD
?
g(m, 1) = {Σ ∈ NSD?g(m, 1) | c(Σ) ≤ p} . (5.39)
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Remark 5.2.4. Note that the cluster filtration of the spaces of Sullivan diagrams is induced
by a cellular respectively multi-cyclic filtration of the underlying cellular respectively multi-
cyclic structure. In particular, the torus action on NSD•g(m, 1) restricts to each stratum
of the cluster filtration.
Remark 5.2.5. Forgetting the parametrizations, the inclusion of the moduli space into its
harmonic compactification and the stabilization maps respect the cluster filtration. More
precisely, let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦} and consider the following commutative diagram
whose vertical maps are m-dimensional torus fibrations.
NRad•g(m, 1) NSD•g(m, 1)
NRad•g+1(m, 1) NSD•g+1(m, 1)
NRad◦g(m, 1) NSD◦g(m, 1)
NRad◦g+1(m, 1) NSD◦g+1(m, 1)
ϕ ϕ
ϕ ϕ
(5.40)
All maps in the diagram are compatible with the cluster filtration of radial slit configura-
tions respectively Sullivan diagrams.
By construction, the cluster filtration behaves well with respect to the torus action.
Clearly this is favorable for geometric arguments. However, in the study of the associated
spectral sequence it leads to algebraic inconveniences. Therefore, we introduce the “unre-
duced” cluster filtration which is incompatible with the torus action but behaves well with
our study of the spectral sequence.
Definition 5.2.6. Let Σ = (λ, S1, . . . , Sv) be a combinatorial Sullivan diagram. The
unreduced cluster number of Σ is its number of ghost surfaces:
c−(Σ) = #{S1, . . . , Sv} = v . (5.41)
Let g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}. On the spaces of Sullivan diagrams (with possibly
normalized boundaries), the unreduced cluster filtration is
Cl−p SD
?
g(m, 1) = {Σ ∈ SD?g(m, 1) | c−(Σ) ≤ p} (5.42)
respectively
Cl−p NSD
?
g(m, 1) = {Σ ∈ NSD?g(m, 1) | c−(Σ) ≤ p} . (5.43)
Remark 5.2.7. Forgetting the parametrizations and the stabilization maps respect the unre-
duced cluster filtration. More precisely, given g ≥ 0, m ≥ 1 and ? ∈ {•, ◦}, all maps in the
commutative diagrams below are compatible with the unreduced cluster filtration.
NSD•g(m, 1) NSD•g+1(m, 1)
NSD◦g(m, 1) NSD◦g+1(m, 1)
ϕ
ϕ
SD•g(m, 1) SD•g+1(m, 1)
SD◦g(m, 1) SD◦g+1(m, 1)
ϕ
ϕ
(5.44)
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5.2.2. The cluster spectral sequence of NSD•g(m, 1)
In this section, we investigate the unreduced cluster spectral sequence of NSD•g(m, 1) and
obtain the following result.
Proposition 5.2.8. Let m ≥ 1, g ≥ 0 and consider the following diagrams of inclusions
of subspaces.
Cl−1 NSD
•
g(m, 1) Cl−1 NSD•∞(m, 1)
NSD•g(m, 1) NSD•∞(m, 1)
Cl−1 ϕg
αg α∞
ϕg
(5.45)
The maps αg, ϕg and Cl−1 ϕg induce isomorphisms in homology in the range ∗ ≤ g−2. The
map α∞ is a quasi-isomorphism.
Proof. Recall that, by Proposition 5.1.24, the stabilization map ϕg induces homology iso-
morphisms in the claimed range. Using the definition of a combinatorial Sullivan diagram
with exactly one ghost surface, note that Cl−1 ϕ : Cl−1 NSD•g(m, 1) ↪−−→ Cl−1 NSD•∞(m, 1)
induces a map of cellular chain complexes that is an isomorphism in the claimed range. It
remains to show that α∞ is a quasi isomorphism.
By Erp,q we denote the spectral sequence associated to the unreduced cluster filtration
of NSD•∞(m, 1). Note that E01,∗ = (Cl−1 NSD•∞(m, 1))∗+1. For every p 6= 1, the p-th row
E0p,∗ is acyclic by Lemma 5.2.10. Consequently α∞ induces an isomorphism:
H∗+1(Cl−1 NSD•∞(m, 1);Z) ∼= E11,∗ = E∞1,∗ ∼= H∗+1(NSD•∞(m, 1);Z) . (5.46)
Definition 5.2.9. Let m ≥ 1 and N∗ := NSD•∞(m, 1). By Erp,q we denote the cluster
spectral sequence associated to the unreduced cluster filtration of NSD•∞(m, 1) with zero-
th page E0p,q = Cl−p Np+q/Cl−p−1Np+q.
Lemma 5.2.10. For every p > 1, the chain complex E0p,∗ is acyclic .
Proof. We construct a homotopy h from the identity to zero. Let Σ = (λ, S1, . . . , Sp) be
a Sullivan diagram in E0p,∗ such that S1 is attached to the vertex zero. Note that S1 is
the unique ghost surface with infinite genus. Since p ≥ 2, there is an attaching point
i(Σ) of minimal index such that S1 is attached to i(Σ) but not to i(Σ) + 1. See the left
hand side of Figure 5.3 for a local picture. Then, since S1 has infinite genus, Σ is the
face of the Sullivan diagram h′(Σ) seen on the right hand side of Figure 5.3. Algebraically,
h′(Σ) = (λ′, S′1, . . . S′p) is defined as follows. The ribbon structure λ′ is obtained from λ by
increasing all symbols j > i(Σ) by one and then introducing the new fixed point 〈i(Σ) + 1〉.
This induces a canonical injection Φ: cyc(λ) ↪−−→ cyc(λ′) and we define the ghost surfaces
of Σ′ by
S′1 = (0,∞,Φ(A1) ∪ {〈i(Σ) + 1〉}) (5.47)
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i+ 1 i
S1Sk
. . .
i+ 2
i+ 1
S′1S′k
. . .
i
Figure 5.3.: On the left, we show the local picture around the attaching points i = i(Σ)
and i+ 1. Hereby, i+ 1 is the first vertex to which the ghost surface of infinite genus is not
attached to. On the right, we show the local picture around the attaching points i, i + 1
and i+ 2 of Σ′. By construction, we have Σ = di(Σ′).
and for j > 1 it is
S′j = (0, gi,Φ(Aj)) . (5.48)
In order to define the homotopy h(Σ) = ±h′(Σ), we need to introduce the correct signs.
Using Proposition 5.1.23, we can assume that the sign of the j-th face of a given Sullivan
diagram is (−1)j . With this sign convention, the homotopy is defined as
h(Σ) = (−1)i(Σ)h′(Σ) . (5.49)
Now, for a Sullivan diagram Σ of degree k with i = i(Σ) we compute:
dh(Σ) =
∑
0≤j≤k+1
(−1)j+idjh′Σ (5.50)
=
∑
j<i
(−1)j+idjh′Σ + Σ +
∑
j>i
(−1)j+idjh′Σ (5.51)
= Σ +
∑
j<i
(−1)j+idjh′Σ +
∑
j>i
(−1)j+idjh′Σ (5.52)
By definition of h′Σ we have djh′Σ = h′djΣ if j < i. By definition of the cluster spectral
sequence, we delete all faces that merge two distinct surfaces. Therefore di+1h′Σ = 0,
h′diΣ = 0 and djh′Σ = h′dj−1Σ for j > i+ 1.
= Σ +
∑
j<i
(−1)j+ih′djΣ +
∑
j>i
(−1)j+ih′dj−1Σ (5.53)
= Σ +
∑
j<i
(−1)j+ih′djΣ +
∑
j≥i
(−1)j+1+ih′djΣ (5.54)
By definition of hdjΣ, the sign of h′djΣ is (−1)i−1 if j < i and (−1)i for j ≥ i.
= Σ +
∑
j<i
(−1)j+1hdjΣ +
∑
j≥i
(−1)j+1hdjΣ (5.55)
= Σ− hd(Σ) (5.56)
This finishes the proof.
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5.2.3. The homotopy type of NSD•∞(m, 1) and NSD◦∞(m, 1)
In this section, we detect the (stable) homotopy types of NSD•g(m, 1) and NSD◦g(m, 1).
Theorem 5.2.11. Let m ≥ 1, g ≥ 0 and consider the following maps of m-dimensional
torus fibrations.
NSD•g(m, 1) NSD•∞(m, 1) NPol•(m, 1) ' EU(1)m
NSD◦g(m, 1) NSD◦∞(m, 1) NPol◦(m, 1) ' BU(1)m
ϕ
pi•◦
Pol
pi•◦ pi•◦
ϕ Pol
(5.57)
The stabilization maps ϕ are (g−2)-connected and the maps Pol are homotopy equivalences.
Proof. To begin with, consider the following restiction of upper row of the diagram above:
Cl−1 NSD
•
g(m, 1) Cl−1 NSD•∞(m, 1) NPol•(m, 1) ' EU(1)m
NSD•g(m, 1) NSD•∞(m, 1) NPol•(m, 1) ' EU(1)m
Cl−1 ϕg
αg
Cl−1 Pol∞
α∞
ϕg Pol∞
(5.58)
Recall that, by Proposition 5.2.8, the maps αg, ϕg and Cl−1 ϕg induce isomorphisms in
homology in the range ∗ ≤ g − 2 and α∞ is a quasi-isomorphism. For g ≥ 2, the in-
clusions αg and α∞ induces a surjection on fundamental groups by Lemma 5.2.12. But,
Cl−1 NSD
•
g(m, 1) and Cl−1 NSD•∞(m, 1) are simply connected by Lemma 5.2.13. It fol-
lows that αg is (g − 2)-connected and that α∞ is a homotopy equivalence by the relative
Hurewicz theorem.
By commutativity of the above diagram and by Theorem 5.1.21 we have:
Cl−1 Pol∞ ◦ Cl−1 ϕg = (Pol∞ ◦ ϕg) ◦ αg = Polg ◦ αg . (5.59)
Now, by Lemma 5.2.13, Polg ◦ αg is (g − 1)-connected and Cl−1 Pol∞ = Pol∞ ◦ α∞ is a
homotopy equivalence. In the preceding paragraph, we have seen that α∞ is a homotopy
equivalence and we conclude that Pol∞ is also a homotopy equivalence. Till this point,
we have seen that αg and Cl−1 Pol∞ ◦ Cl−1 ϕg are (g − 2)-connected and that Pol∞ is a
homotopy equivalence. It follows that ϕg is also (g − 2)-connected.
The unparametrized case follows from the study of the long exact sequences of the m-
dimensional torus fibrations pi•◦.
Lemma 5.2.12. Let 1 ≤ g ≤ ∞, m ≥ 1 and ? ∈ {•, ◦}. The inclusion
Cl−1 NSD
?
g(m, 1) ↪−−→ NSD?g(m, 1) (5.60)
induces a surjective homomorphism on fundamental groups.
Proof. Note that Cl−1 NSD?g(m, 1) ⊂ NSD?g(m, 1) is a cellular subcomplex. The one-
dimensional cells not in Cl−1 NSD?g(m, 1) are given by Sullivan diagrams Σ with exactly
two ghost surfaces, see Figure 5.4. We denote the ghost surface attached to the vertex
111
ji
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S1S2
Figure 5.4.: We show a 1-cell Σ = (λ, S1, S2) in the space of Sullivan diagram with nor-
malized boundaries while suppressing the leaves and the genus of the two ghost surfaces.
The cycles of ρ are all transpositions ρr = 〈Lr ir〉 with the exception of a single three-cycle
ρv = 〈Lv i j〉 or ρv = 〈Lv j i〉.
0 by S1 and the other ghost surfaces is S2. Assume that S1 has positive genus. Then,
the faces of the 2-cell seen on the left hand side of Figure 5.5 are Σ and two 1-cells in
Cl−1 NSD
?
g(m, 1). Otherwise, if S1 has genus zero, S2 has to have positive genus (since
g ≥ 1). As before, the faces of the 2-cell seen on the right hand side of Figure 5.5 are Σ
and two 1-cells in Cl−1 NSD?g(m, 1). This is enough to proof the Lemma.
Lemma 5.2.13. Let 1 ≤ g ≤ ∞ and m ≥ 1. The composition
Cl−1 Polg : Cl−1 NSD•g(m, 1)
αg
↪−−−→ NSD•g(m, 1)
Polg−−−−−→ NPol•(m, 1) ' EU(1)m (5.61)
is (g − 1)-connected. In particular, Cl−1 NSD•g(m, 1) is (g − 1)-connected.
Proof. Recall that Pol : NSD•g(m, 1) → NPol•(m, 1) is defined by sending Σ to its out-
going boundary cycles ρ.
Observe that Cl−1 NSD•g(m, 1) is the realization of a semi-multi-simplicial subset of the
multi-simplicial set underlying NSD•g(m, 1): The multi-simplices in Cl−1 NSD•g(m, 1) are
Sullivan diagrams with one surface and this condition is clearly closed under taking faces.
However, every degeneracy map increase the number of ghost surfaces by one. Observe
further that, Pol : Cl−1 NSD•g(m, 1) → NPol•(m, 1) factors through the fat realization
NPol•g(m, 1) of NPol•(m, 1):
Cl−1 Polg : Cl−1 NSD•g(m, 1)→ NPol•g(m, 1) ' NPol•g(m, 1) . (5.62)
Given a combinatorial Sullivan diagrams with non-degenerate boundaries and a single sur-
face, i.e., Σ = (λ, S1), note that S1 = (0, g1, A1) is uniquely determined by ρ and the
genus of the Sullivan diagram. Therefore, Cl−1 Pol : Cl−1 NSD•g(m, 1) → NPol•g(m, 1) is
the realization of the injective semi-multi-simplicial map
Φ: Σ = (λ, S1) 7→ ρ . (5.63)
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Figure 5.5.: We show two 2-cells in the space of Sullivan diagram with normalized bound-
aries while suppressing the leaves and the genus of the two ghost surfaces. On the left hand
side, we show a Sullivan diagram whose right ghost surface has two boundary components
and whose left ghost surface has one boundary component. On the right hand side, we
show such a Sullivan diagram whose right ghost surface has one boundary components and
whose left ghost surface has two boundary component.
It is enough to show that Φ is bijective in total degrees 0 ≤ ∗ ≤ g. Given a permutation ρ
in NPol•g(m, 1) of total degree k ≤ g there is a unique Sullivan diagram Σ = (λ, S1) of some
genus g′, with m normalized boundaries, with outgoing boundary cycles ρ and with ghost
surface S1 = (0, 0, cyc(λ)). The genus g′ of Σ is determined by taking k (multi-)faces of Σ
leading to a Sullivan diagram Σ′ = (λ′, S′1) of total degree zero. Then g′ is the genus of S′1.
In this process of taking k faces of Σ, the genus of the unique ghost surface can only increase
by one under a face map, i.e., g′ ≤ k. Therefore, the Sullivan diagram (λ, (0, k− g′, cyc(λ))
in Cl−1NSD•g(m, 1) is mapped to ρ in NPol•g(m, 1).
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6
The hamonic compactification
M•g(m, 1) is highly connected
In this chapter, we show that the spaces of Sullivan diagrams with parametrized enu-
merated boundaries SD•g(m, 1) are highly connected with respect to the genus and the
number of outgoing boundary curves. Using the homotopy equivalence of [EK14], see also
Proposition 4.3.2, we regard the spaces SD•g(m, 1) as the harmonic compactification of
the moduli spaces, i.e., M•g(m, 1) ' SD•g(m, 1). Consequently, the harmonic compactifica-
tions M•g(m, 1) are highly connected with respect to the genus and the number of outgoing
boundary curves.
Theorem 6.1. Let g ≥ 2 and m ≥ 1 or g ≥ 0 and m ≥ 3. The spaces of Sullivan
diagrams of genus g with m parametrized enumerated boundaries is (g+m− 2)-connected.
In particular, SD•∞(m, 1) and M•∞(m, 1) are contractible.
Proof. The space SD•∞(m, 1) is simply connected by Proposition 6.3. By Proposition 6.4,
the inclusion
Cl−1 SD
•
∞(m, 1) ↪−−→ SD•∞(m, 1) (6.1)
is a quasi isomorphism. But Cl−1 SD•∞(m, 1) is acyclic by Lemma 6.8. We conclude
that SD•∞(m, 1) is contractible. Finally, the inclusion SD•g(m, 1) → SD•∞(m, 1) ' ∗
is (g + m − 2)-connected by Theorem 4.4.1, Proposition 6.3 and the relative Hurewicz
theorem.
The remainder of this chapter is devoted to the Lemmas and Propositions used in the
proof of Theorem 6.1.
Lemma 6.2. Let 1 ≤ g ≤ ∞, m ≥ 1 and ? ∈ {•, ◦}. The inclusion
Cl−1 SD
?
g(m, 1) ↪−−→ SD?g(m, 1) (6.2)
induces a surjective homomorphism on fundamental groups.
Proof. The proof is similar to the proof of Lemma 5.2.12. The 1-cells of SD?g(m, 1) that
are not in Cl−1 SD?g(m, 1) are the Sullivan diagrams with two ghost surfaces, see the left
hand side of Figure 6.1. Given such a Sullivan diagram Σ = (λ, S1, S2), one of the two
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S1S2
Figure 6.1.: We show three cells with two ghost surfaces while suppressing the leaves and
the genus of the ghost surfaces. On the left, we show a 1-cell Σ. One of the ghost surfaces
has to have positive genus since g ≥ 1. On the middle and on the right, we show cofaces
Σ′ of Σ.
ghost surfaces has to have positive genus since g ≥ 1. Therefore, Σ is a face of a Sullivan
diagram Σ′ seen in the middle or on the right hand side of Figure 6.1. The other two faces
of Σ′ are 1-cells in Cl−1 SD?g(m, 1). This is enough to proof the Lemma.
Proposition 6.3. Let 2 ≤ g ≤ ∞ and m ≥ 1 or 0 ≤ g ≤ ∞ and m ≥ 3. Then, the space
of Sullivan diagrams SD•g(m, 1) is simply connected.
Proof. For m = 1, we have SD•g(m, 1) = NSD•g(m, 1) and the claim follows from Lemma
5.2.12 and Lemma 5.2.13. For m > 2, the claim follows from Theorem 4.4.2.
It remains to study the case m = 2. Using Lemma 6.2, it enough to show that
Cl−1 SD•g(m, 1) has trivial fundamental group. To this end, note that a Sullivan diagram
with a single ghost surface is completely determined by its outgoing boundary cycles ρ. This
leads to the following partition of the 1-cells of Cl−1 SD•g(m, 1) into three groups, see Figure
6.2. A 1-cell Σ ∈ Cl−1 SD•g(m, 1) is of type α1, α2 respectively β if its outgoing boundary
cycles ρ are ρ(α1) = 〈Li 0 1〉〈Lj〉, ρ(α2) = 〈Li 1 0〉〈Lj〉 respectively ρ(β) = 〈Li 0〉〈Lj 1〉.
β
Li
Lj
α1 α2
Lj
Li
Lj
Li
Figure 6.2.: We show the three types of 1-cells in Cl−1 SD•g(m, 1) while suppressing the
genus of the ghost surface. We denote the types by α1, α2 and β and the corresponding
outgoing boundary cycles are ρ(α1) = 〈Li 0 1〉〈Lj〉, ρ(α2) = 〈Li 1 0〉〈Lj〉 respectively
ρ(β) = 〈Li 0〉〈Lj 1〉.
Every cell of type α1 is a loop in Cl−1 SD•g(m, 1) because D0(ρ(α1)) = D1(ρ(α1)) =
〈Li 0〉〈Lj〉. This loop is filled by the 2-cell seen on the left of Figure 6.3: Its outgo-
ing boundary cycles are ρ˜ = 〈Li 0 1 2〉〈Lj〉 and we have D0(ρ˜) = D1(ρ˜) = D2(ρ˜) =
〈Li 0 1〉〈Lj〉 = ρ(α1).
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Li
Lj
Li
Lj
L2 L1
Figure 6.3.: We show three 2-cells in Cl−1 SD•g(m, 1) while suppressing the genus of the
ghost surface. On the left, the outgoing boundary cycles are 〈Li 0 1 2〉〈Lj〉. In the middle,
the outgoing boundary cycles are 〈Li 2 1 0〉〈Lj〉. On the right, the outgoing boundary
cycles are 〈L1 0 2〉〈L2 1〉.
Similarly, α2 is a loop in Cl−1 SD•g(m, 1) that is filled by the 2-cell seen in the middle of
Figure 6.3.
Observe that there are exactly two 1-cells of type β: The outgoing boundary cycles of β1
are ρ(β1) = 〈L1 0〉〈L2 1〉 and the outgoing boundary cycles of β2 are ρ(β2) = 〈L1 1〉〈L2 0〉.
Observe further that both β1 and β2 are edges joining the two 0-cells. Therefore, the
fundamental group is generated by the loop β2 ? β1. But the 2-cell on the right of Figure
6.3 show that β2 ? β1 is homotopic to a loop of type α1, which is null-homotopic.
Proposition 6.4. Let m ≥ 1, g ≥ 0 and consider the following diagrams of inclusions of
subspaces.
Cl−1 SD
•
g(m, 1) Cl−1 SD•∞(m, 1)
SD•g(m, 1) SD•∞(m, 1)
Cl−1 ϕg
αg α∞
ϕg
(6.3)
The maps αg, ϕg and Cl1ϕg induce isomorphisms in homology in the range ∗ ≤ m+ g− 2.
The map α∞ is a quasi-isomorphisms.
Proof. The proof is similar to the proof of Proposition 5.2.8. Recall that, by Theorem 4.4.1,
the stabilization map ϕ induces homology isomorphisms in the claimed range. From the def-
inition of a combinatorial Sullivan diagram with exactly one ghost surface and the discrete
Morse flow constructed in [BE17, Section 4.4], it is clear that Cl−1 ϕ : Cl−1 SD•g(m, 1) ↪−−→
Cl−1 SD
•
∞(m, 1) induces a map of Morse complexes that is an isomorphism in the claimed
range. It remains to show that α∞ is a quasi isomorphism. This will follow from studying
of the cluster spectral sequence Erp,q of SD•∞(m, 1). Using the same recipe as in the proof
of Lemma 5.2.10, the rows of E0p,q are acyclic for p > 0. We leave this to the reader.
Definition 6.5. Let 0 ≤ g ≤ ∞ and m ≥ 1. The space Cl−1 SD•g(m, 1) is filtered by the
Sullivan diagrams with at least m− k degenerate outgoing boundaries, i.e., for 0 ≤ k ≤ m
it is
DkCl
−
1 SD
•
∞(m, 1) = Cl−1 SD•∞(m, 1) ∩DkSD•∞(m, 1) (6.4)
= {Σ ∈ Cl−1 SD•∞(m, 1) | l(Σ) ∈ skelk ∆m−1} . (6.5)
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Remark 6.6. Let g ≥ 0 and m ≥ 1. For k = 0, the space DkCl−1 SD•g(m, 1) is empty, for
k = 1, it consists of exactly m discrete points and for k > 1, it is connected.
Remark 6.7. A Sullivan diagram Σ ∈ DkCl−1 SD•∞(m, 1) is always of the form Σ =
(λ, (0,∞, cycλ)). Therefore, it is uniquely determined by its ribbon structure λ or, equiv-
alently, its outgoing boundary cycles ρ.
Lemma 6.8. Let m ≥ 1 and let Erp,q be the spectral sequence associated to the filtration
DpCl
−
1 SD
•
∞(m, 1). The spectral sequence collapses on the second page and is concentrated
in E21,−1 ∼= Z. In particular Cl−1 SD•∞(m, 1) is acyclic.
Proof. We denote the set of m leaves by L = {L1, . . . , Lm}. By C∗, we denote the cellular
chain complex Cl−1 SD•∞(m, 1) and by Erp,q we denote the spectral sequence associated to
the filtration DpCl−1 SD•∞(m, 1). The 0-th page is
E0p,q = DpCp+q/Dp−1Cp+q . (6.6)
By definition, E0p,q is generated by Sullivan diagrams Σ = (λ, S1) whose non-degenerate
boundary cycle ρ has exactly p cycles not of the form 〈Li〉 for some leaf Li ∈ L. This gives
a partition of L into L = L′ unionsq L′′ with
L′ = {Li ∈ L | 〈Li〉 /∈ cyc(ρ)} . (6.7)
Note that the partition is invariant under the face maps in E0p,q. Therefore, E0p,∗ is a direct
sum of
(m
p
)
chain complexes
E0p,∗ ∼=
⊕
L′⊂L,#L′=p
K(L′)∗ . (6.8)
For each p ≥ 1, we will show now that each K(L′) is isomorphic to Cl−1 NSD•∞(p, 1). Given
L′ ⊂ L the enumeration of L induces an enumeration of L′ and we are safe to assume that
L′ = {L1, . . . , Lp} ⊂ {L1, . . . , Lm} = L. Given a Sullivan diagram Σ ∈ K(L′) having a
single ghost surface and with outgoing boundary cycles
ρ = ρ1 · · · ρp · 〈Lp+1〉 · · · · 〈Lm〉 ∈ S[k unionsq L] (6.9)
we define Φ(Σ) to be the Sullivan diagram with a single ghost surface and with outgoing
boundary cycles
Φ(ρ) = ρ1 . . . ρp ∈ S[k unionsq L′] . (6.10)
From Discussion 4.3.12 it is clear that this defines a chain map
Φ: K(L′)→ Cl−1 SD•∞(p, 1)/Cl−1 DSD•∞(p, 1) . (6.11)
Observe that Φ is bijective: Given a Sullivan diagram in Cl−1 SD•∞(p, 1)/Cl−1 DSD•∞(p, 1),
adding the m − p degenerate cycles 〈Lp+1〉, . . . , 〈Lm〉 to the unique ghost surface defines
the inverse chain map. By our desuspension theorem for the spaces of Sullivan diagrams
and Proposition 5.1.23 we have an isomorphism
SD•∞(p, 1)/DSD•∞(p, 1) ∼= Σp−1NSD•∞(p, 1) (6.12)
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that sends a Sullivan diagram (λ, S) to ±(λ, S). In particular, the isomorphism is compat-
ible with the corresponding unreduced cluster filtrations, i.e.,
Cl−1 SD•∞(p, 1)/Cl−1 DSD•∞(p, 1) ∼= Σp−1Cl−1 NSD•∞(p, 1) . (6.13)
The chain complexes Cl−1 NSD•∞(p, 1) are contractible by Proposition 5.2.8 and Theorem
5.2.11. Therefore,
E1p,q =
⊕
L′⊂L,#L′=p
Hp+q(K(L′);Z) ∼=
⊕
L′⊂L,#L′=p
Hp+q(Z[p− 1]);Z)
Z(
m
p ) q = −1
0 q 6= −1 .
(6.14)
Denote the single non-trivial row by G∗ = E1∗,−1. From the above it clear that
Gp ∼= Z〈L′ ⊂ L | #L′ = p〉 (6.15)
where we identify L′ = {Li1 < . . . < Lip} ⊂ {L1 < . . . < Lm} = L with the Sullivan
diagram Σ(L′) having outgoing boundary cycles
ρ(L′) = 〈0 Li1〉 · · · 〈p− 1 Lip〉 · · · . (6.16)
With this identification, the differential d : Gp → Gp−1 is
d(L′) =
∑
1≤j≤p
(−1)j{Li1 < . . . < L̂ij < . . . < Lip} . (6.17)
We conclude that G∗−1 is the cellular chain complex of an (m − 1)-dimensional simplex.
In particular, E2p,q is concentrated in degree E21,−1 ∼= Z.
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7
Three new generators in the unstable
homology of M2,1 and M21,1
This chapter is an excerpt of the article [BB18a] Here, we construct three homology classes
in the unstable range, using various techniques. Our classes live in the moduli space with
at most one parametrized incoming boundary curve and m ≥ 0 unenumerated punctures.
To simplify our notation, we write Mmg,n instead of Mg(m,n) and we drop the symbol n
resp. m from the notation if n = 0 resp. m = 0. The corresponding mapping class group
is denoted by Γmg,n and we drop the the symbol n resp. m from the notation if n = 0 resp.
m = 0.
Using Bo¨digheimer’s space of parallel slit configurations [Bo¨90a], the integral homology
of M2,1 has been computed by Ehrenfried in [Ehr97]. Based on Visy’s results on factorable
groups in [Vis10], Mehner applied discrete Morse theory to the Bo¨digheimer’s model in
[Meh11] and detected some of the generators of H∗(M2,1;Z) and H∗(M21,1;Z2), see also
Appendix E.4. Adding our generators to their findings, we obtain the following result.
Theorem 7.0.1 (B., Bo¨digheimer, Ehrenfried, Mehner). The integral homology of M2,1
and M21,1 is as follows.
H∗(M2,1;Z) =

Z〈c2〉 ∗ = 0
Z10〈cd〉 ∗ = 1
Z2〈d2〉 ∗ = 2
Z〈λs〉 ⊕ Z2〈T (e)〉 ∗ = 3
Z3〈w3〉 ⊕ Z2〈?〉 ∗ = 4
0 ∗ ≥ 5
H∗(M21,1;Z) =

Z〈a2c〉 ∗ = 0
Z〈a2d〉 ⊕ Z2〈bc〉 ∗ = 1
Z2〈a2e〉 ⊕ Z2〈bd〉 ∗ = 2
Z2〈f〉 ∗ = 3
0 ∗ ≥ 4
Here, the known generators a,b,c,d,e,t and their products have been described in [Meh11,
Kapitel 1] or [BH14, Chapter 4], see also [BB18a]. The generators s ∈ H3(M12,1;Q),
w3 ∈ H4(M12,1;Z) respectively f ∈ H3(M21,1;Z) will be described in Section 7.1, Section 7.2
respectively Section 7.3. The only unknown generator is denoted by the symbol ?.
In Section 7.1, we study M2,1 as the total space of the fibration U ↪−−→ M2,1 → M2,0
whose fiber is the unit tangent bundle of the closed oriented surface of genus two. We show
that the image of the rational fundamental class [U ] is a rational generator denoted by
s ∈ H3(M2,1;Q).
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In Section 7.2, we study certain maps between the braid groups, spherical braid groups
and mapping class groups. Sending the braid generators σ1, . . . , σ5 ∈ Br6 to a certain
system of five Dehn twists defines a Segal–Tillmann map ST : Conf6(D2) → M2,1. By a
result of Cohen, see [CLM76, Theorem A.1.b], we know that H4(Conf6(D2);F3) ∼= F3〈w˜3〉
where w˜3 is the class of tree pairs of revolving particles that orbit the origin. We denote
the image of w˜3 under ST by w3 and show w3 generates the 3-torsion of H4(M2,1;Z).
Finally, in Section 7.3, we define a homology class f ∈ H3(M21,1;Z) by embedding a three
dimensional torus U(1)3 into Bo¨digheimer’s space of parallel slit configurations Par21,1 '
M21,1. The space of parallel slit configurations is a relative manifold in its bar compacti-
fication Bar := Bar(Par21,1). We construct the Poincare´-dual PD(f) ∈ H9(Bar,Bar′;O)
of f and show that H9(Bar,Bar′;O) ∼= Z2〈PD(f)〉.
7.1. The generator s ∈ H3(M2,1;Q)
Let us recall some well known facts (whose proofs can be found in [FM12, Section 4.2.5
and Section 12.6]). The moduli space M2,1 is homotopy equivalent to the moduli space
of all closed oriented surfaces of genus two together with a choice of tangential direction
at some base point. Forgetting the tangential direction but keeping the base point defines
a surjective map M2,1 → M12 to the moduli space of all closed oriented surfaces of genus
two together with a choice of base point. The base is a rational classifying space for
the mapping class group Γ12, i.e., its rational homology is the rational homology of Γ12.
Performing only rational computations, we are safe to assume that M2,1 →M12 is a circle
fibration. Forgetting the tangential direction and the base point, defines a surjective map
M2,1 → M2 to the moduli space of all closed oriented surfaces of genus two. The base is
a rational classifying space for the mapping class group Γ2 and, performing only rational
computations, we are safe to assume that M2,1 →M2 is a fibration whose fiber is the total
space U of the unit tangent bundle S1 → U → F over the closed oriented surface F of
genus two.
Definition 7.1.1. The image of the (rational) fundamental class [U ] in H3(M2,1;Q) is
denoted by s.
A careful study of the rational spectral sequences associated to the diagram below will
lead to Proposition 7.1.2.
3 4
1 S1 U F
2 S1 M2,1 M12
M2 M2
id
id
(7.1)
Proposition 7.1.2. The inclusion of the fiber U ↪→M2,1 induces an isomorphism
H3(U ;Q)
∼=−−−→ H3(M2,1;Q) ∼= Q〈s〉 . (7.2)
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Proof. Let us investigate the four spectral sequences.
Spectral sequence 1
The first spectral sequence computes the homology of the unit tangent bundle S1 → U → F
of a surface of genus two. The action of pi1(F ) on H1(S1) is trivial because the bundle is
oriented. The second page consists of two rows with three columns and a single non-trivial
differential, see Figure 7.1. It is the multiplication with the Euler characteristic χ(F ) = −2.
Q Q4 Q
Q Q4 Q
0 Q4 Q
Q Q4 0
Figure 7.1.: The second and third page of spectral sequence 1.
Spectral sequence 2
The second spectral sequence comes from a central extension of the mapping class groups
Γ12 by the integers. It is used in [Har91, p. 33] to compute certain rational Betti numbers.
The second page has exactly two non-trivial columns and a single non-trivial differential,
see Figure 7.2. Therefore, we obtain rational Betti numbers
β(M12) = (1, 0, 1) and β(M2,1) = (1, 0, 0, 1) . (7.3)
Q 0 Q
Q 0 Q
Figure 7.2.: The second page of spectral sequence two.
Spectral sequence 3
The first page of the third spectral sequence is E1p,q ∼= Cp(M2;Hq(U ;Q)) with Hq(U ;Q)
the canonical pi1(M2)-module. We have pi1(M2) ∼= Γ2, so we need to understand how an
orientation preserving diffeomorphism f of the closed surface F acts on H∗(U ;Q). Clearly,
f∗ acts on H0(U ;Q) ∼= Q ∼= H3(U ;Z) via the identity. By the discussion of spectral
sequence 1, see Figure 7.1, we have isomorphisms
H1(U ;Q) ∼= H1(F ;H0(S1;Q)) ∼= H1(F ;Q) (7.4)
and
H2(U ;Q) ∼= H1(F ;H1(S1;Q)) ∼= H1(F ;Q) . (7.5)
Note that these isomorphisms are Γ2-equivariant. Therefore, the second page of spectral se-
quence 3 consists of four rows; rows 0 and 3 are isomorphic and rows 1 and 2 are isomorphic,
see the left hand side of Figure 7.3.
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Spectral sequence 4
The discussion of this spectral sequence is similar to the discussion of spectral sequence
3. The second page of spectral sequence 4 consists of three rows: Row number 0 (resp. 1,
resp. 2) of spectral sequence 4 is identified with row 0 (resp. 2, resp. 3) of spectral sequence
3, see the right hand side of Figure 7.3
Rational computations
Denote M∗ = H∗(Γ2;V ) with V the symplectic representation. By the above, the middle
row(s) of spectral sequences 3 and 4 are rationally isomorphic to M∗. In [LW85, Corollary
5.2.3], the authors show that the reduced integral homology of Γ2 is all p-torsion for p =
2, 3, 5. Thus, the top and bottom rows are rationally trivial except for the trivial Γ2-
module Q sitting in column zero. With (7.3) it follows that Mk = 0 for all k. Therefore,
Q 0 0 0 . . .
M0 M1 M2 M3 . . .
M0 M1 M2 M3 . . .
Q 0 0 0 . . .
Q 0 0 0 . . .
M0 M1 M2 M3 . . .
Q 0 0 0 . . .
Figure 7.3.: The second page of the spectral sequence Er∗,∗(U → M2,1 → M2) is seen on
the left. The second page of the spectral sequence Er∗,∗(F → M12 → M2) is seen on the
right.
H3(M2,1;Q) ∼= E20,3 ∼= Q which is generated by the image of the fundamental class of the
fiber U in M2,1. This ends the proof of Proposition 7.1.2.
7.2. The generator w3 ∈ H4(M2,1;Z)
In [ST07] and [ST08], the authors study maps Br2g+2 → Γg,2 from the braid group on 2g+2
strands to the mapping class group of a surface of genus g with two parametrized boundary
curves. This braid group is generated by the braids σ1, . . . , σ2g+1 where σi interchanges
the strands i and i+1. The mapping class group is generated by Dehn twists along finitely
many, simple closed curves. Consider a sequence of simple closed curves α1, . . . , α2g+1
such that (1) each αi is invariant under the hyperelliptic involution and such that (2) two
consecutive curves intersect exactly once and with positive sign, while all other pairs of
curves do not intersect at all, see Figure 7.5. Then, the Dehn twists D1, . . . D2g+1 along
α1, . . . , α2g+1 satisfy the braid relations and we obtain the Segal–Tillmann map
STg : Br2g+2 → Γg,2, σi 7→ Di . (7.6)
Moreover, we call the composition of the Segal–Tillmann map STg with the forgetful map
Γg,2 → Γg,i, i = 0, 1 also a Segal–Tillmann map.
The classifying space of the 6-th braid group is the configuration space of six points in
the disc. By [CLM76, Theorem A.1.b], the 3-torsion of its fourth homology is Z3〈w˜3〉,
124
where w˜3 is the class of three pairs of revolving particles that orbit the origin, see Figure
7.4. By [Ehr97] we know that H4(M2,1;Z) ∼= Z2 ⊕ Z3.
Figure 7.4.: The homology class w˜3 ∈ H4(Br6;Z).
Definition 7.2.1. Consider the Segal–Tillmann map ST : Br2g+2 → Γg,1. By w3 we denote
the element ST∗(w˜3) ∈ H4(M2,1;Z) .
Proposition 7.2.2. The Segal–Tillmann map ST : Br2g+2 → Γg,1 induces a map
ST : H4(Conf6(D2);Z)→ H4(M2,1;Z) (7.7)
that sends the 3-torsion of H4(Conf6(D2);Z) isomorphically to the 3-torsion of H4(M2,1;Z).
In order to proof Proposition 7.2.2, we fix an explicit geometric setup and relate the
Segal–Tillmann map to certain spherical braid groups and other mapping class groups, see
Diagram 7.8. Then, Proposition 7.2.2 is follows immediately from Proposition 7.2.3.
Braid groups, spherical braid groups and other mapping class groups
Consider the disc D ⊂ C of radius one, centered at the origin. In D, consider six points
x1, . . . , x6 all lying on the real line and such that xi < xi+1 for all i. The mapping class
group Γ60,1 of this disc is identified with the braid group on six strands Br6 as follows. Two
consecutive points xi and xi+1 lie on a circle of diameter |xi+1−xi|. Rotating the circle by
pi in positive direction extends to a diffeomorphism fi of the disc D that exchanges xi with
xi+1 while keeping the other xj fixed. Sending the braid generator σi, exchanging the i-th
strand with the (i+ 1)-th strand, to the mapping class of fi, one obtains an isomorphism
Br6 ∼= Γ60,1, see e.g [KT08, Section 1.6].
In the surface of genus two and with one boundary component F2,1, we pick five, oriented,
simple closed curves a1, . . . , a5 with intersection number 1 as shown in Figure 7.5.
The Dehn twists Di and Dj along ai and aj satisfy the braid relation if j = i ± 1 and
they commute if |i−j| ≥ 2. Thus, we have the Segal–Tillmann map α : Γ60,1 → Γ2,1 sending
[fi] to Di is well-defined.
Glueing a disc to the boundary curve of F2,1 induces a surjective map β : Γ2,1 → Γ2,0.
Abusing notation, we denote the Dehn twist β(Di) also by Di.
The hyperelliptic involution τ : F2 → F2 has exactly six fixed points denoted by y1, . . . , y6,
see Figure 7.6. The quotient F2/τ is a sphere with six marked points also denoted by
y1, . . . , y6. Observe that each Dehn twists D1, . . . , D5 of F2 commutes with the hyperelliptic
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Figure 7.5.: The five closed curves a1, . . . , a5 in the surface of genus two with one boundary
component. Observe that these curves are invariant under the hyperelliptic involution seen
in Figure 7.6 (after glueing a disc to the outgoing boundary).
Figure 7.6.: We sketch the hyperelliptic involution of the closed surface of genus two. We
highlight the 6 fixed points.
involution. Therefore, Di induces the half Dehn twist D˜i on F2/τ that exchanges yi with
yi+1 while leaving the other yj fixed. It is well known that Γ2,0 is generated the Dehn twists
D1, . . . , D5, see e.g. [FM12, Section 5.1.3]. Therefore, we have a well defined homomorphism
γ : Γ2,0 → Γ6 given by sending Di to D˜i.
Note that the composition γβα : Γ60,1 → Γ6 sends the half twist that interchanges the
points xi with xi+1 in the disc D to the half twist that interchanges the points yi with
yi+1 in the sphere S2. In other words, γβα is induced by the inclusion D ⊂ S2. Thus,
the composite γβα can be factored as follows. Glueing a punctured disc to the boundary
of D induces a central extension Z → Γ60,1 δ−−→ Γ6,1, where Γ6,1 ⊂ Γ7 is the subgroup
of mapping classes that leaves one distinguished point fixed. Forgetting the distinguished
point we get another, non-central extension pi1(S2−6)→ Γ6,1 −−→ Γ6, where S2−6 denotes
the two-sphere with 6 points removed. We have the following commutative diagram.
Γ60,1 Γ2,1 Γ2
Γ6,1 Γ6
α
δ
β
γ

(7.8)
By [CLM76, Theorem A.1.b], we know that H4(Br6;F3) = F3〈w˜3〉 and w˜3 is obtained
as iterated Dyer–Lashof operation, see Figure 7.4. Moreover, by [Ehr97], we know that
H4(M2,1;Z) ∼= Z2⊕Z3. Observe that Proposition 7.2.2 is an immediate consequence of the
following Proposition.
Proposition 7.2.3.
(i) On 3-torsion, H4(δ) is an isomorphism.
(ii) On 3-torsion, H4() is an isomorphism.
The remainder of this section is the proof of Proposition 7.2.3.
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The homomorphism H4(δ)
We study the spectral sequence of the central extension Z → Γ60,1 δ−−→ Γ6,1. In order to
detect the free part and the 3-torsion simultaneously, we use coefficients in the subring
Z(3) ⊂ Q where all primes but 3 are invertible. Recall that Z(3) is flat, see e.g. [Wei95,
Theorem 3.2.2]. Therefore, the universal coefficient theorem gives a natural isomorphism
of homology theories H∗(−;Z(3)) ∼= H∗(−;Z)⊗ Z(3).
Proof of Proposition 7.2.3.(i). We deduce the first half of Proposition 7.2.3 from studying
the 3-torsion and the free part of the cohomological spectral sequence of the central exten-
sion Z→ Γ60,1 δ−−→ Γ6,1. Observe that we have a cohomological spectral sequence with two
non-trivial rows which are (in addition) isomorphic. By Lemma 7.2.4.(i) and the universal
coefficient theorem for cohomology, the first column is trivial and the second column is
Z3 ⊕ A for A to be determined. The free part and the 3-torsion of the cohomology of the
braid group Br6 is (Z(3);Z(3); 0; 0; 0;Z3). Therefore A = 0 and d2 : Z(3) ∼= E0,12 → E2,12 ∼= Z3
is surjective, i.e., d2(s) = r for generators s and r. This yields d2(s · rk) = ±rk+1. Now,
the shape of the second page is dictated by Lemma 7.2.4.(ii), the cohomology of Br6 and
the multiplicative structure, see Figure 7.7.
Z(3) 0 Z3 0 Z3 Z3 Z3 . . . . . . . . .
Z(3) 0 Z3 0 Z3 Z3 Z3 Z3 Z3 . . .
Figure 7.7.: The 3-torsion and the free part of E∗∗2 (Z → Γ60,1 → Γ6,1). All arrows are
surjective.
We see that E0,5∞ = E
0,5
2
∼= Z3 and E1,4∞ = 0. Thus, δ : Γ60,1 → Γ6,1 induces an isomorphism
H5(δ) : H5(Γ6,1;Z(3)) ∼= E0,5∞ ∼= H5(Γ60,1;Z(3)) ∼= Z3 . (7.9)
Now, by the universal coefficient theorem, H4(δ) maps the 3-torsion of H4(Γ60,1;Z) isomor-
phically to the 3-torsion of H4(Γ6,1;Z).
Lemma 7.2.4. We have
(i) H1(Γ6,1;Z(3)) = Z3 and
(ii) H∗(Z3;Z(3)) ≤ H∗(Γ6,1;Z(3)).
Proof. Let Z ⊂ Γ60,1 be the subgroup generated by the boundary twist θ. Recall that θ
generates the center of Γ60,1 and that θ is represented by a word of length 30 in the braid
generators, see e.g. [KT08, Theorem 1.24]. Therefore, Hopf’s exact sequence gives the short
exact sequence
0→ Z ·30−−−−→ Z ∼= H1(Γ60,1;Z)→ H1(Γ6,1;Z)→ 0 (7.10)
and hence H1(Γ6,1) = Z30. Consequently, the 3-torsion of H1(Γ6,1;Z) is Z3.
The forgetful map of classifying spaces Conf6,1(S2)→ Conf7(S2) is a 7-sheeted covering.
Thus, the transfer map yields an inclusion H∗(Γ7;F3) ↪−−→ H∗(Γ6,1;F3). The abelianization
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Γ7 → (Γ7)ab ∼= Z12 sends each braid generator σi ∈ Γ7 to 1 ∈ Z12 and by the classification
of the torsion elements of the spherical braid group Γn, see [Mur82, Theorem 4.2] and also
[GG08, Theorem 1.2], the element (σ1 · · ·σ6σ1)4 ∈ Γ7 has order three. Therefore,
Z3 → Γ7, 1 7→ (σ1 · · ·σ6σ1)4 (7.11)
is a section of Γ7 → (Γ7)ab ∼= Z12 → Z3, σi 7→ 1. Taking homology, we conclude that
H∗(Z3;F3) ↪−−→ H∗(Γ7;F3) ↪−−→ H∗(Γ6,1;F3) is injective. Now, the second claim follows
from the universal coefficient theorem.
The homomorphism H4()
To show that ∗ maps the 3-torsion of H4(Γ6,1;Z) isomorphically to the 3-torsion of
H4(Γ6;Z), we study the homological spectral sequence of the extension Fr5 = pi1(S2−6)→
Γ6,1 −−→ Γ6, where S2 − 6 denotes the two-dimensional sphere with 6 points removed and
Fr5 is the free group on 5 generators. To detect the free part and the 3-torsion simul-
taneously, we use again coefficients in the subring Z(3) ⊂ Q where all primes but 3 are
invertible.
Proof of Proposition 7.2.3.(ii). By Lemma 7.2.5 and the fact that H∗(S2 − 6;Z(3)) ∼= 0 for
∗ ≥ 2, the second page of spectral sequence for the extension Fr5 → Γ6,1 −−→ Γ6, is as
seen in Figure 7.8. We show that E22,1 vanishes and this will imply Proposition 7.2.3.(ii).
E20,1 E
2
1,1 E
2
2,1 E
2
3,1 E
2
4,1 . . .
Z(3) 0 0 Z3 Z3 . . .
Figure 7.8.: The second page of spectral sequence Er∗,∗(Fr5 → Γ6,1 → Γ6). The differentials
are not shown.
To this end, consider H = A3 × A3 ≤ S6 of index 80. The pullback of the canonical map
Γ6 → S6 to H yields a subgroup Γ6H ≤ Γ6 of index 80. Denoting K = H1(S2 − 6;Z(3)), in
homology with coefficients in K, the transfer associated to the subgroup Γ6H ≤ Γ6 yields
an injection:
E22,1 = H2(Γ6;K) ≤ H2(Γ6H ;K) . (7.12)
For each of the four short exact sequences A′ → A → A′′ in Lemma 7.2.6, we get a long
exact sequence:
. . .→ Hn(Γ6H ;A′)→ Hn(Γ6H ;A)→ Hn(Γ6H ;A′′)→ . . . (7.13)
But H∗(Γ6H ;Z(3)) = 0 for ∗ = 1, 2 by Lemma 7.2.6 and this implies H∗(Γ6H ;Bl) = 0 for
∗ = 1, 2 and H∗(Γ6H ;Br) = 0 for ∗ = 1, 2. Analogously, H∗(Γ6H ;B) = 0 for ∗ = 1, 2 and
therefore H∗(Γ6H ;K) = 0 for ∗ = 1, 2. We end with
E22,1 = H2(Γ6;K) ≤ H2(Γ6H ;K) = 0 . (7.14)
Therefore, E24,0 ∼= E∞4,0 survives.
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By Proposition 7.2.3.(i), the 3-torsion of H4(Γ6,1;Z) is Z3 implying that E23,1 = 0. There-
fore, the induced map H4() is the composition:
H4() : H4(Γ6,1;Z(3)) ∼= E∞4,0 ∼= H4(Γ6;Z(3)) ∼= Z3 . (7.15)
This finishes the proof of Proposition 7.2.3.(ii).
Lemma 7.2.5. For ∗ ≤ 4, the 3-torsion and the free part of H∗(Γ6;Z) is:
Z ∗ = 0
0 ∗ = 1
0 ∗ = 2
Z3 ∗ = 3
Z3 ∗ = 4
0 ∗ = 5
. (7.16)
Proof. Benson provides the Poincare´ series of H∗(Γ6;F3) to be 1+t
3+t4+t5
1−t4 = 1 + t
3 + 2t4 +
t5 +t7 + . . ., see [BC91, Chapter 2, Theorem 1.1]. This and the universal coefficient theorem
0→ HomZ(H∗(Γ6;Z),F3)→ H∗(Γ6;F3)→ ExtZ1 (H∗−1(Γ6;Z),F3)→ 0 (7.17)
imply the claim for ∗ = 1, 2.
The virtual cohomological dimension is vcd(Γ6) ≤ 3 by [Har86, Theorem 4.1]. Combining
this with the Poincare´ series and the universal coefficient theorem above, the claim follows
for ∗ = 5. Now, the claim follows analogously for ∗ = 4 and then for ∗ = 3.
Lemma 7.2.6.
(i) For ∗ = 1, 2 it is H∗(Γ6H ;Z(3)) = 0.
(ii) There are Γ6H-modules Bl, Br and B that fit into the following short exact sequences
of Γ6H-modules, where Z(3) comes with the trivial action:
0 Z(3) Bl Z(3) 0
0 Z(3) Br Z(3) 0
0 Bl B Br 0
0 Z(3) K B 0
Proof. By the universal coefficient theorem
0→ HomF3(H∗(Γ6H ;F3),F3)→ H∗(Γ6H ;F3)→ ExtF31 (H∗+1(Γ6H ;F3),F3) = 0 (7.18)
we have H∗(Γ6H ;F3) ∼= H∗(Γ6H ;F3) for all ∗ ≥ 0. Moreover, H∗(Γ6H ;F3) ∼= H∗(Γ6H ;F3) = 0
for ∗ = 1, 2 because H∗(Γ6H ;F3) ≤ H∗(Γ6;F3) by the transfer and, in the degrees ∗ = 1, 2,
the latter homology groups are trivial by [BC91, Chapter 2, Theorem 1.1] or Lemma 7.2.5.
Using the universal coefficient theorem
0→ H∗(Γ6H ;Z)⊗Z Z(3) → H∗(Γ6H ;Z(3))→ TorZ1 (H∗−1(Γ6H ;Z),Z(3))→ 0 (7.19)
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and the fact that H∗(Γ6H ;Z) contains neither 3-torsion nor free parts for ∗ = 1, 2 and
H0(Γ6H ;Z) = Z, the first claim follows.
In order to show the second claim, we study the action of Γ6 and Γ6H on K. Recall
that the action of Γ6 = pi1(Conf6(S2)) on H1(S2 − 6;Z(3)) = K comes from the extension
Fr5 → Γ6,1 → Γ6. Note that this extension is just the first three terms of the long exact
sequence of homotopy groups associated to the following Fadel-Neuwirth fibration.
S2 − 6→ Conf6,1(S2)→ Conf6(S2) . (7.20)
In order to make the action explicit, we enumerate the six holes in S2 − 6 and we denote
the closed loop running in positive orientation around the i-th hole by li. Then
K = 〈l1, . . . , l6〉/∆6 (7.21)
as a Z(3)-module with ∆6 = 〈(1, 1, 1, 1, 1, 1)〉 the diagonal . The mapping class group Γ6
is generated by the half Dehn twists σi that interchange two consecutive punctures. Thus,
σi acts on K as the transposition that interchanges li with li+1. Evidently, the action of
Γ6 factors the standard representation of S6. The restriction of the action to Γ6H factors
through the restriction of the standard representation of S6 to A3 × A3.
Next, consider the short exact sequence of Γ6H -modules A→ K → B where
A = 〈(1, 1, 1, 0, 0, 0)〉/∆6 (7.22)
and ∆6 = 〈(1, 1, 1, 1, 1, 1)〉 is the diagonal. Clearly, A is isomorphic to the trivial Γ6H -
module Z(3). Note that B splits as Γ6H -module into Z3(3)/∆3 ⊕ Z3(3)/∆3, where ∆3 denotes
the diagonal in Z3(3). Let us study the left factor, which we call Bl, the right factor is treated
similarly. By construction, the Γ6H -action factors as follows Γ6H → A3 ×A3
q−−→ A3 with q
the projection onto the left factor and Bl is the restriction of the standard representation
of S3 to A3. Therefore, we have another short exact sequence of Γ6H -modules
C → Bl → D (7.23)
with C = {(x, y, z) | x + y + z = 0}/∆3. Both C and D are isomorphic to the trivial
Γ6H -module Z3(3): To see that C is trivial, observe that 2x + y = 2x + y + (x + y + z) =
2y + z = 2y + z + (x + y + z) = 2z + x and that A3 acts by permuting the coordinates
x, y, z cyclically. To see that D is trivial, observe that x = x+ (x+ y+ z) = 2x+ y+ z = z
and that A3 acts by permuting the coordinates x, y, z cyclically.
7.3. The generator f ∈ H3(M21,1;Z)
The integral class f ∈ H3(M21,1;Z) is defined as the embedded three dimensional torus
U(1)3 ⊂ Par21,1 that is shown in Figure 7.9.
Proposition 7.3.1. It is H3(M21,1;Z) ∼= Z2〈f〉 where f is represented by the embedded
3-dimensional torus seen in Figure 7.9.
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We show that f is non-trivial as follows. Firstly, we construct its Poincare´-dual PD(f) ∈
H12−3(Bar,Bar′;O), with Bar := Bar(Par21,1) the bar compactification of Par21,1. Then,
we compute the cohomology of this finitely generated cochain complex explicitly and com-
pare the generators. For the convenience of the reader, we describe the construction of a
Poincare´-dual of an embedded manifold below.
Denote the bar compactification of Par21,1 by Bar and recall that the space of parallel slit
configurations Par21,1 is a relative manifold, i.e., Par21,1 ⊂ Bar is open and dense in the finite
complex Bar and its complement Bar′ = Bar − Par21,1 is a subcomplex of codimension
one. The Poincare´ dual of an embedded closed, d-dimensional manifold M ⊂ Par21,1 is
constructed as follows. We assume thatM intersects every open cell e ⊂ Par21,1 transversely.
In particular, M does not meet any cell of codimension more then d. The intersection with
an arbitrary cell e ⊂ Par21,1 of codimension d is a finite number of points and for each
x ∈M ∩ e, we set o(e) = ±1 according to the orientation of M at x relative e and Par21,1.
With this at hand, the Poincare´-dual of M is the cochain PD(M) ∈ C12−d(Bar,Bar′;O)
defined by evaluation:
PD(M)(e) =
∑
x∈M∩e
o(x) . (7.24)
We define f ∈ H3(Par21,1) by the embedded torus U(1)3 ↪−−→ Par21,1 that is shown in
Figure 7.9. Observe that U(1)3 intersects all cells transversely. Observe further, that
Figure 7.9.: On the left, we describe the embedded torus U(1)2 × {1} ⊂ U(1)3 ⊂ Par21,1.
The first factor defines the rotation of a slit along the red line and the second factor
defined the rotation of a slit along the blue line. In the middle, we describe the embedded
circle {1}2 × U(1) ⊂ U(1)3 ⊂ Par21,1. It is the closed loop moving the pair of slits sitting
in the dotted box along the green line. On the right, we describe the embedded torus
U(1)3 ⊂ Par1(2, 1) as a combination of two independent movements shown on the left and
in the middle.
U(1)3 intersects exactly four cells of codimension three non-trivially and the intersection
with each of these cells is a single point, see Figure 7.10. An explicit computation of the
orientations at the intersection points yields the Poincare´-dual of f : U(1)3 ↪−−→ Par21,1:
PD(f) = (〈5 4〉|〈3 1〉|〈4 3〉|〈2 1〉)− (〈5 3〉|〈4 1〉|〈5 4〉|〈2 1〉)
− (〈4 1〉|〈5 4〉|〈2 1〉|〈4 3〉) + (〈3 1〉|〈5 3〉|〈2 1〉|〈5 4〉) (7.25)
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The intersection of U(1)3 with cell of combi-
natorial type (〈5 4〉|〈3 1〉|〈4 3〉|〈2 1〉).
The intersection of U(1)3 with cell of combi-
natorial type (〈5 3〉|〈4 1〉|〈5 4〉|〈2 1〉).
The intersection of U(1)3 with cell of combi-
natorial type (〈4 1〉|〈5 4〉|〈2 1〉|〈4 3〉).
The intersection of U(1)3 with cell of combi-
natorial type (〈3 1〉|〈5 3〉|〈2 1〉|〈5 4〉).
Figure 7.10.: The torus U(1)3 ⊂ Par21,1 described in Figure 7.9 intersects exactly four cells
of codimension three non-trivially. We draw the intersection points schematically here.
The Poincare´-dual is a cochain in the finitely generated chain complex C∗(Bar,Bar′;O).
Using a computer program based on [BH14], we verify
H9(Bar(Par21,1), Bar′(Par21,1);O)) ∼= Z2〈PD(f)〉 . (7.26)
This proves Proposition 7.3.1.
Our program is mainly written in C++11 and makes use of the GNU Multiple Precision
Arithmetic Library [GMP] and the Boost C++ Libraries [Boost]. Given parameters g, m
and a coefficient ring, it produces the corresponding chain complexes of the Ehrenfried
complex associated to Radg(m, 1). Then, we compute its homology and the projection
maps from the cycles to the homology. This task consumes by far the most time and
memory. Using the projections, we test if our cycles are generators. The above results were
produced on an Intel i7-2670QM and Intel i5-4570 running Debian Sid and Debian Jessie
with Linux Kernel 4.2.0-1-amd64. For the source code of our program, see [BH18].
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A
Simplicial homotopy theory
For the convenience of the reader, we collect all definitions, formulas and facts from sim-
plicial homotopy theory that might be lesser-known.
A.1. Multi-cyclic sets
The upcoming definitions are well known and discussed in great detail in [Lod92, Chap-
ter 6.1].
Definition A.1.1. Connes cyclic category ∆C has objects [n] = {0, . . . , n} for n ∈ N and
the following morphisms:
1. δi : [n− 1]→ [n], i = 0, . . . , n called faces,
2. σi : [n+ 1]→ [n], i = 0, . . . , n called degeneracies and
3. τn : [n]→ [n] called cyclic operators.
These satisfy the following relations.
1. δjδi = δiδj−1 for i < j,
σjσi = σiσj+1 for i ≤ j,
σjδi =

δiσj−1 i < j,
id[n] i = j, i = j + 1,
σjδi−1 i > j + 1.
2. τnδi = δi−1τn−1 for 1 ≤ i ≤ n,
τnδ0 = δn,
τnσi = σi−1τn+1 for 1 ≤ i ≤ n,
τnσ0 = σnτ2n+1.
3. τn+1n = id[n] .
Definition A.1.2. The category ∆opC has objects [n] = {0, . . . , n} for n ∈ N and the
following morphisms:
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1. di : [n]→ [n− 1], i = 0, . . . , n called faces,
2. si : [n]→ [n+ 1], i = 0, . . . , n called degeneracies and
3. tn : [n]→ [n] called cyclic operators.
These satisfy the following relations.
1. didj = dj−1di for i < j,
sisj = sj+1si for i ≤ j,
disj =

sj−1di i < j,
id[n] i = j, i = j + 1,
sjdi−1 i > j + 1.
2. ditn = tn−1di−1 for 1 ≤ i ≤ n,
d0tn = dn,
sitn = tn+1si−1 for 1 ≤ i ≤ n,
s0tn = t2n+1sn.
3. tn+1n = id[n] .
In this thesis, we are working with multi-simplicial sets that come with a cyclic action
in each factor.
Definition A.1.3. The multi-cyclic category, denoted by k∆C , is the k-fold product of
categories k∆C := ∆C × . . .×∆C . The objects of k∆C are denoted [n1, . . . , nk] := [n1]×
. . .× [nk].
The category k∆opC is the k-fold product of categories k∆
op
C := ∆
op
C × . . .×∆opC which is
canonically isomorphic to (∆C×. . .×∆C)op. The objects of k∆opC are denoted [n1, . . . , nk] :=
[n1]× . . .× [nk].
Note that Proposition A.1.4, Proposition A.1.5 and Theorem A.1.6 justify our definition
above. The proof of the case k = 1 can be found in [Lod92, Chapter 6 and Chapter 7].
The general case is proven analogously because all identities and relations that have to be
satisfied can be verified in Set.
Proposition A.1.4. The category k∆opC contains k∆op = ∆op× . . .×∆op as a subcategory.
Moreover:
1. There are canonical isomorphisms Autk∆opC ([n1, . . . , nk])
∼= ×ki=1Zni+1.
2. In k∆opC , any morphism ϕ ∈ Homk∆opC ([m1, . . . ,mk], [n1, . . . , nk]) admits a unique
decomposition ϕ = σ ◦ f with f ∈ Homk∆op([m1, . . . ,mk], [n1, . . . , nk]) and σ ∈
Autk∆opC ([n1, . . . , nk]).
Proposition A.1.5. The family of cyclic groups Cn := Aut∆opC ([n]) of order n + 1 forms
a cyclic set C• : ∆opC → Set. Its geometric realization is homeomorphic to the circle U(1).
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For k ≥ 1, the family of multi-cyclic groups is defined to be the composition of functors
kC• : ∆opC × . . .×∆opC C•×...×C•−−−−−−−−−→ Set× . . .× Set ↪−−→ Set . (A.1)
It is a multi-cyclic set. Its geometric realization is homeomorphic to the torus U(1)k.
Theorem A.1.6. Let X be a multi-cyclic set and let |X| be the geometric realization of
its underlying simplicial set. Then
1. the space |X| is endowed with a canonical action of the torus U(1)k and
2. the geometric realization is a functor from the category of multi-cyclic spaces to the
category of spaces with U(1)k action.
Proposition A.1.7. Let X be a cyclic set and let |X| be its geometric realization. Consider
a point x = (σ;u0, . . . , un) ∈ |X| with σ not degenerate and with 0 < ui for all i. For
z ∈ S1 = [0, 1]/ ∼ with 0 ≤ z ≤ un the point z.x is represented by
(tn+1snσ; z, u0, . . . , un−1, un − z) . (A.2)
Proof. The proof uses notations and facts from [Lod92, Chapters 6.1, 7.1]. There is a
functor F : Fun(∆op,Set)→ Fun(∆opC ,Set) that is left adjoint to the forgetful functor. For
a simplicial set Y it is defined as the simplicial set F (Y )n = Cn×Yn. Here, we do not spell
out the cyclic structure on F (Y ). For a cyclic space X, the evaluation ev : F (X) → X,
(g, x) = g.x is a morphism of cyclic spaces. The realization |F (X)| is homeomorphic to
|C| × |X| via p1 × p2 for maps
p1(g, x;u) = (g;u) and p2(g, x;u) = (x; g∗u) (A.3)
where g∗u is the cocylic action defined by τn(u0, . . . , un) := (u1, . . . , un, u0). The action of
S1 ∼= |C| on |X| is ev ◦ (p1 × p2)−1.
With these facts at hand, the claim is readily checked: A point x = (σ;u0, . . . , un)
is also represented by (snσ;u0, . . . , un−1, un − z, z) for 0 ≤ z ≤ un. The point z ∈ S1
is represented by (t1, z, 1 − z) which is also (sn ◦ . . . ◦ s1(t1); z, u0, . . . , un−1, un − z). By
[Lod92], we know that sn ◦ . . . ◦ s1(t1) = tn+1. The point (z, x) ∈ S1 × |X| is hit by
(tn+1, snσ; z, u0, . . . , un−1, un − z) under the homeomorphism p1 × p2:
(z, x) = p1 × p2(tn+1, snσ; z, u0, . . . , un−1, un − z) . (A.4)
Evaluating yields
ev(tn+1, snσ; z, u0, . . . , un−1, un − z) = (tn+1snσ; z, u0, . . . , un−1, un − z) . (A.5)
A.2. Extra degeneracies
For the convenience of the reader, we recall the definition of an extra degeneracy. A detailed
discussion is found in [Bar02, Section 3.3.2].
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Definition A.2.1. Let X• be an augmented simplicial object. A sequence of maps
sn−1 : Xn → Xn+1 for all n ≥ −1 are called extra degeneracies if they satisfy:
1. dn+10 sn−1 = id for all n ≥ −1
2. dn+1i+1 sn−1 = sn−1−1 dni for all n ≥ i ≥ 0
3. sn+10 sn−1 = sn+1−1 sn−1 for all n ≥ −1
4. sn+1i sn−1 = sn+1−1 sni−1 for all n+ 1 ≥ i > 0
Proposition A.2.2. Consider an augmented simplicial object X• with extra degeneracies.
Then, the underlying simplicial object is simplicially homotopy equivalent to the constant
simplicial object X−1.
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B
Discrete Morse Theory
Here, we review the elements of discrete Morse theory which was introduced by Forman
in [For98]. We briefly recall the geometric motivation in a simplified setting. Consider a
finite, regular simplicial complex X and assume we have a top dimensional simplex ∆ of X
with a free face di∆, i.e., di∆ appears exactly once as a face of a top dimensional simplex.
Retracting ∆ onto Λi∆ = ∂∆− di∆ results in a finite, regular simplicial complex X ′ ' X
having two simplicies fewer then X. The cell ∆ is called collapsible and di∆ is redundant.
Repeating this process results in a sequence of pairs of collapsibles and redundants. This
set of (disjoint) pairs is called discrete Morse flow and all non-paired simplices are called
essential. Performing the collapses one gets a smaller simplicial complex M ' X and M
has as many simplices as there are essentials in X.
We need a more general version where a non-regular cell complex X and non-free faces
are allowed. We only describe this in the algebraic setting.
Definition B.1 (Cellular Graph). Let R be a coefficient ring. A directed graph C =
(V,E, d, θ) with vertices V , edges E ⊆ V × V , degree d : V → Z and coefficients θ : E → R
is said to be cellular if it has only finitely many vertices in each grading and every edge
(v, w) ∈ E decreases the grading by one and has non-vanishing coefficient, i.e.,
d(v) = d(w) + 1 and θ(v, w) 6= 0 . (B.1)
Let K• be a chain complex of finite type that is free in each degree and has a distinguished
choice of basis, e.g., the cellular complex of a CW complex of finite type. Its associated
cellular graph has vertices given by the basis elements and edges given by the differential.
The grading of the vertices is given by the degree of the basis elements in the chain complex
and the coefficients of the edges by their coefficient in the differential.
Example B.2. Consider the integral chain complex K• concentrated in degrees 0 and 1
with K0 = Z〈e1, e2, e3〉, K1 = Z〈f1, f2, f3〉; the only non-trivial differential is 1 −1 02 2 1
0 5 −1
 . (B.2)
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The cellular graph is as follows:
e1 e2 e3 d = 1
f1 f2 f3 d = 0
1
2 −1
2
5 1
−1 (B.3)
Definition B.3 (Matchings). Let C = (V,E, d, θ) be a cellular graph. A collection of
edges F ⊆ E is a matching if any two edges in F have disjoint vertices and if θ(v, w) is
invertible for every edge (v, w) ∈ F . In this case, a vertex v ∈ V is called collapsible if
there exists an edge (v, w) ∈ F , it is called redundant if there exists an edge (u, v) ∈ F and
it is called essential otherwise.
Definition B.4 (F -inverted graph). Let C = (V,E, d, θ) be a cellular graph and F ⊆ E a
matching. The F -inverted graph C[F−1] = (V,EF , d, θF ) is obtained from C by inverting
the edges in F , i.e.,
EF = (E − F ) unionsq {(w, v) | (v, w) ∈ F} (B.4)
and inverting their coefficient in R, i.e.,
θF (x, y) =
{
θ(x, y) (x, y) ∈ E − F
−θ(y, x)−1 (y, x) ∈ F (B.5)
Every edge in the F -inverted graph either decreases or increases the grading by one and so
we write v↘w if (v, w) ∈ E − F and v↗w else.
A path in C[F−1] from x to y is denoted by γ : x y. The set of paths in the F -inverted
graph is
PF (y, x) = {γ : x y in C[F−1]} . (B.6)
The coefficient θF (γ) of a path γ ∈ PF (y, x) is the product of the coefficients θF of its
edges.
Definition B.5 (Discrete Morse flow). Let C be a cellular graph. A matching F is a
discrete Morse flow if the F -inverted graph C[F−1] is acyclic, i.e., it does not contain
oriented loops.
The following Lemma turns out to be helpful to deduce the acyclicity of a matching.
Lemma B.6. Let C be a cellular graph and F a matching. The F -inverted graph is acyclic
if and only if there exists a partial order ≤ on the collapsibles such that the existence of a
path
c1 ↘ r2 ↗ c2 with ci collapsible (B.7)
implies c1  c2.
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Proof. If C[F−1] is acyclic, then the relation
c1  c2 if and only if there exists a non-empty path from c1 to c2 (B.8)
is a partial order. The converse is clear.
Definition B.7 (Morse Complex). Let C = (V,E, d, θ) be a cellular graph with Morse flow
F . The Morse complex M• = M(C,F )• of C and F is a chain complex freely generated by
the essential vertices in each grading. The coefficient of an essential cell y ∈ Mn−1 in the
boundary of an essential cell x ∈Mn is
∂y,x =
∑
γ∈PF (y,x)
θF (γ) . (B.9)
Theorem B.8 (Forman). Let C be the cellular graph of a chain complex K•. Let F be a
discrete Morse flow on C. Then, the Morse complex M(C,F )• is a homotopy retract of
K•. The inclusion ι : M(C,F )• → K• is given by sending essential cells x to
ι(x) =
∑
γ∈Px
θF (γ)t(γ) (B.10)
where Px = {γ ∈ PF (y, x) | deg(y) = deg(x), y not redundant} and t(γ) denotes the end-
point of a path γ.
For a proof of Theorem B.8, we refer the reader to [Koz08, Chapter 11.3].
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C
Symmetric Frobenius Algebras
In what follows, we denote by K a field of characteristic different from two. We give three
equivalent definitions of symmetric Frobenius algebra. A detailed discussion of Frobenius
algebras and their connections to two-dimensional field theories is found in [Koc04].
Definition C.1. A symmetric Frobenius algebra is a finite dimensional, unital, associative
algebra A over K together with a non-degenerate, symmetric bilinear form σ : A⊗A→ A
with σ(xy, z) = σ(x, yz) for all x, y, z ∈ A.
Definition C.2. A symmetric Frobenius algebra is a finite dimensional, unital, associative
algebra A over K together with a non-degenerate, symmetric linear functional  : A → K,
i.e., {x ∈ A | (x) = 0} does not contain a proper left ideal and (xy) = (yx) for all
x, y ∈ A.
Definition C.3. A symmetric Frobenius algebra is a finite dimensional vector space A over
K together with
1. a multiplication µ : A ⊗ A → A and unit η : K → A making A a unital, associative
algebra
2. a comultiplication δ : A→ A⊗A and counit  : A→ K making A a counital, coasso-
ciative coalgebra
such that σ := µ : A⊗A→ K is symmetric and such that the Frobenius relation
(id⊗µ)(δ ⊗ id) = δµ = (µ⊗ id)(id⊗δ) (C.1)
is satisfied.
Remark C.4. Let us say a few words why the three definitions give the same object. Con-
sider a symmetric Frobenius algebra as defined in Definition C.1 the non-degenerate sym-
metric bilinear form σ defines a non-degenerate symmetric linear functional  via
(x) = σ(x, 1) . (C.2)
Vice versa, the non-degenerate symmetric linear functional  defines the non-degenerate
symmetric bilinear form via
σ(x, y) = (xy) . (C.3)
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Given a symmetric Frobenius algebra A = (A,µ, η, δ, ) as in Definition C.3, the counit 
is a non-degenerate, symmetric linear functional. In order to construct the comultiplication
and the counit from a given non-degenerate bilinear form, we refer the reader to [Koc04,
Section 2.3].
Remark C.5. Using the Kozul-sign-convention, the definition of a graded symmetric Frobe-
nius algebra agrees with the above Definitions.
Let us discuss two well known examples of Frobenius algebras.
Example C.6. Consider the cohomology ring A := H∗(M ;Q) of a connected, closed,
oriented, n-dimensional manifold M with fundamental class [M ]. We denote the Kronecker
pairing by 〈−,−〉. The Frobenius pairing of A is
σ(α, β) := 〈α ∪ β, [M ]〉 ∈ Q (C.4)
This makes the cohomology ring A into a graded symmetric Frobenius algebra by the
Poincare´-duality Theorem.
If, in addition, all odd-dimensional cohomology groups vanish, we obtain an ungraded
symmetric Frobenius algebra. In particular, the cohomology ring of an even-dimensional
sphere is an ungraded symmetric Frobenius algebra. Let us spell out its structure in the
sense of Definition C.3. As an algebra, it is an exteriour algebra A = Λ[t] in one generator
t in degree 2n. The counit is given by (1) = 0 and (t) = 1. The comultiplication is given
by δ(1) = 1⊗ t+ t⊗ 1 and δ(t) = t⊗ t.
Example C.7. Let G be a finite group with n + 1 elements G = {1, s1, . . . , sn}. On its
group ring C[G] we define the Frobenius form by (1) = 1 and (si) = 0. The associated
bilinear form σ(x, y) := (xy) is non-degenerate since σ(g, g−1) = 1 for all group elements
g ∈ G. The Frobenius form is clearly symmetric.
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D
Factorable groups
Here, we make the relation between the bar compactification and the (norm filtration of the
reduced) bar resolution of varying symmetric groups explicit. To this end, we concentrate on
the bar compactification R := Bar(Mg(m, 1)) of a fixed moduli space with unparametrized
and unenumerated outgoing boundaries. As before, we denote the complement of Rad ⊂ R
by R′ which is a subcomplex of R. The homology of M is Poincare´ dual to the cohomology
of (R,R′) with certain orientation coefficients. The orientation coefficients will not play a
role in the subsequent discussion and are therefore suppressed in the notation.
Computing the horizontal faces of the reduced1 bi-complex (R,R′) gives rise to a spectral
sequence Erp,q. Using the inhomogeneous notation, the q-th row of E0p,q is the chain complex
of all tuples Σ = (τ1 | . . . | τq) such that τi 6= 1, N(τ1) + . . .+N(τq) = h = 2g +m− 2 and
m(Σ) = ncyc(τq · · · τ1 · ωp) = m. Observe that d′0Σ = 0 = d′qΣ and that m(Σ) = m(d′iΣ)
whenever d′iΣ 6= 0. This chain complex is a direct summand of a row of a spectral sequence
that computes the homology of the reduced bar resolution of the symmetric group Sp:
Denote the reduced bar resolution of Sp by B∗Sp. The set of all transpositions is a
generating set E of Sp. The corresponding world length norm is denoted by NE . It induces
a filtration Fs of B∗Sp. The associated shifted spectral sequence is denoted by N rs,t with
N 0s,t := FsBtSp/Fs−1BtSp. It is immediate that (E0p,∗, d′) ⊂ (N 0h,∗, d0) is a direct summand
and therefore, E1p,q ⊂ N 1h,q is a direct summand.
The theory of factorable groups, introduced by Visy in [Vis10] and generalized by Alexan-
der Heß and Rui Wang in [Heß12] and [Wan11], is used to show that N 1h,∗ is concentrated in
degree N 1h,h = ker(d0h,h). By [Vis10, Theorem 5.2.1], the symmetric group Sp is factorable
with respect to the generating set of all transpositions E , i.e., there is a factorization map
η : Sp → Sp×E that splits off a generator while respecting the word length norm and such
that a certain compatibility with the multiplication is achieved. More precisely, denote the
multiplication by µ : Sp ×Sp → Sp and consider the diagram below.
Sp ×Sp Sp ×Sp ×Sp Sp ×Sp Sp ×Sp ×Sp
Sp Sp ×Sp
µ
η×id id×µ id×η
µ×id
η
(D.1)
1The subcomplex generated by all simplicially degenerated bi-simplices is acyclic. The quotient by this
subcomplex is the called the reduced bi-complex.
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Then, the upper right composition of maps preserves the norm if and only if the lower left
composition does and, in this case, the diagram commutes. Visualizing the multiplication
as two strings that are merged and the factorization map as a single string that is split,
the lower left and upper right composition of the diagram is visualized by Figure D.1.
Figure D.1.: The left picture visualizes η ◦µ and the right picture visualizes µ× id ◦ id×η ◦
id×µ ◦ η × id.
Let us discuss another example of factorable groups, see [Vis10, Example 1.2.4]. Con-
sider the free group Frn on n generators {s1, . . . , sn}. Taking the generating set E =
{s1, . . . sn, s−11 , . . . , s−1n }, any element x ∈ Frn is uniquely represented by a unique word of
minimal length x = sNiN · · · s1i1 with sj ∈ E . The factorization map η is defined by splitting
of the right most generator of the unique word.
In general, for a factorable group (or monoid), the factorability structure leads to a
discrete Morse flow on the complex (N 0h,∗, d0) such that all basis elements in degree ∗ < h
are either collapsible or redundant, see [Heß12, Chapter 3]. The norm filtration N 0h,∗ of the
reduced bar resolution does not have elements of degree ∗ > h by construction.
Theorem D.1 ([Vis10, Theorem 4.1.1]). The homology of the norm filtration (N 0h,∗, d0) is
concentrated in degree h and N 1h,∗ = ker(d0h,h).
Moreover, using the discrete Morse flow, a canonical basis for N 1h,∗ is constructed, see
[Vis10, Remark 4.3.2] and also [Heß12, Proposition 2.3.36] or [BH14, Definition 2.8.5].
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E
The unstable homology of the moduli spaces
Here, we collect most of what is known about the unstable homology of the moduli spaces
in question. For the convenience of the reader, we include some results on the stable
homology.
E.1. The virtual cohomological dimension
The virtual cohomological dimension of the moduli spaces has been determined by Harer
in [Har86, Theorem 4.1].
Theorem E.1.1 (Harer). Let g ≥ 0, m ≥ 0, n ≥ 0 and 2g + m + n > 2. The virtual
cohomological dimension of the moduli space M•g(m,n) is d(g,m, n) with
d(g,m, n) =

4(g − 1) + 2n+m if g > 0 and n+m > 0
4g − 5 if g > 0 and n = m = 0
2n+m− 3 else
. (E.1)
Moreover, by [CFP12], the rational homology vanishes on its virtual cohomological di-
mension in the following cases.
Theorem E.1.2 (Church–Farb–Putman). For g ≥ 2, m+ n ≤ 1 it is
Hd(g,m,n)(M◦g(m,n);Q) = 0 . (E.2)
E.2. Results on the first homology
Here, we spell out the results of [Bir74, Theorem 4.5], [Pow78, Theorem 1], [Ehr97], [KM00,
Theorem 3.12], [KS03, Proposition 1.6] and [God07, Proposition 11] on the first homology
of the mapping class group. We denote by Γ?g(m,n) the mapping class group of a surface of
genus g with n+m boundary components among which n are enumerated and parametrized
whereas the other m component are (un)enumerated and unparametrized depending on
? ∈ {◦, }.
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Theorem E.2.1 (Birman, Powell, Ehrenfried, Korkmaz–McCarthy, Godin). It is
H1(Γg(m, 0);Z) ∼=

0 g = 0,m = 0, 1
Zm−1 g = 0,m ≥ 2,m odd
Z2m−2 g = 0,m ≥ 2,m even
Z12 g = 1,m = 0, 1
Z12 ⊕ Z2 g = 1,m ≥ 2
Z10 g = 2,m = 0, 1
Z10 ⊕ Z2 g = 2,m ≥ 2
0 g ≥ 3,m = 0, 1
Z2 g ≥ 3,m ≥ 2
(E.3)
and
H1(Γ◦g(m,n);Z) ∼=

Z2 g = 1,m = 0, n = 2
Z10 g ≥ 2,m ≥ 0, n ≥ 0
0 g ≥ 3,m ≥ 0, n ≥ 0
. (E.4)
Recall that, for n ≥ 1, the moduli space M?g(m,n) is a classifying space of Γ?g(m,n) and,
for n = 0, M?g(m,n) is still rationally a classifying space.
Corollary E.2.2. Let g ≥ 1, m ≥ 0, n ≥ 1 and ? ∈ {◦, }. Then
H1(M◦g(m,n);Z) ∼=

Z2 g = 1,m = 0, n = 2
Z10 g ≥ 2,m ≥ 0, n ≥ 1
0 g ≥ 3,m ≥ 0, n ≥ 1
(E.5)
and
H1(M?g(m, 0);Q) ∼= 0 . (E.6)
Moreover, we would like to add the following proposition which we believe is known.
A proof of this fact will follow from the study of the spectral sequence of the fibration
Mg(m, 1)→Mg(0, 1).
Proposition E.2.3. Let g ≥ 0 and m ≥ 0. It is
H1(Mg(m, 1);Z) ∼=

Z g = 0, 1,m = 0, 1
Z⊕ Z2 g = 0, 1,m ≥ 2
Z10 g = 2,m = 0, 1
Z10 ⊕ Z2 g = 2,m ≥ 2
0 g ≥ 3,m = 0, 1
Z2 g ≥ 3,m ≥ 2
. (E.7)
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E.3. Results on the second homology
Let us spell out the results of [Har83], [Har91], [BC91], [Ehr97], [KS03], [God07, Proposition
11], [Meh11] and [Sak12, Theorem 4.9, Corollary 4.10] on the second homology of the
mapping class group Γ◦g(m,n).
Theorem E.3.1 (Harer, Benson–Cohen, Ehrenfried, Korkmaz–Stipsicz, Godin, Mehner,
Sakasai). It is
H2(Γ◦g(m,n);Z) ∼=

Z⊕ Z2 g = 1,m = 0, n = 2
Z2 g = 2,m = 0, 1, n = 0, 1
Z⊕ Z2 g = 3,m = 0, n = 0, 1
Z2 ⊕ Z2 g = 3,m = 1, n = 0
Zn+1 g ≥ 4,m ≥ 0, n ≥ 0
. (E.8)
Recall that, for n ≥ 1, the moduli space M◦g(m,n) is a classifying space of Γ◦g(m,n) and,
for n = 0, M◦g(m,n) is still rationally a classifying space.
Corollary E.3.2. It is
H2(M◦g(m,n);Z) ∼=

Z⊕ Z2 g = 1,m = 0, n = 2
Z2 g = 2,m = 0, 1, n = 1
Z⊕ Z2 g = 3,m = 0, n = 1
Zn+1 g ≥ 4,m ≥ 0, n ≥ 1
(E.9)
and
H2(M◦g(m,n);Q) ∼=

Q g = 1,m = 0, n = 2
0 g = 2,m = 0, 1, n = 0, 1
Q g = 3,m = 0, n = 0, 1
Q2 g = 3,m = 1, n = 0
Qn+1 g ≥ 4,m ≥ 0, n ≥ 0
. (E.10)
E.4. Results on the homology of a single moduli space
The moduli spaces M0(m, 1) are classifying spaces for the braid groups Brm. Their ho-
mology is well known by the results of [Arn70], [Fuk70] and [CLM76].
For coefficients in a field F with char(F) 6= 2, 3 or 5, the mapping class group Γ2(0, 0)
is a classifying space for M2(0, 0). In this case, we have H∗(M2(0, 0);F) = 0 by [LW85,
Corollary 5.2.3]. For coefficients in the field F with char(F) = 2, 3 or 5 elements, the
Poincare´ series of Γ2(0, 0) has been determined by [BC91, Theorem I.1.2, Theorem II.1.1,
Theorem III.1.1].
147
Theorem E.4.1 (Lee–Weintraub, Benson–Cohen). Let p be a prime and denote the finite
field with p elements by Fp. The Poincare´ series of Γ2(0, 0) are as follows.
∑
n≥0
dimFp Hn(Γ2(0, 0);Fp) · tn =

(1 + t2 + 2t3 + t4 + t5)/(1− t)(1− t4) p = 2
(1 + t3 + t4 + t5)/(1− t4) p = 3
1/(1− t) p = 5
1 else
(E.11)
The rational homology of the moduli spaces M2(3, 0) respectively M4(0, 0) has been
computed by Tommasi in [Tom05, Theorem 1.4] respectively [Tom07, Theorem 1.1]. We
summarize her results as follows.
Theorem E.4.2 (Tommasi). The rational Betti numbers of the moduli space M2(3, 0)
respectively M4(0, 0) are
β(M4(0, 0)) = (1, 0, 1, 0, 1, 1) (E.12)
respectively
β(M2(3, 0)) = (1, 0, 3, 0, 2, 1, 1, 0, 2) . (E.13)
Adding a point near the boundary of a given surface induces an inclusion of moduli
spaces a : Mg(m,n) → Mg(m + 1, n). The induced map in homology is split injective by
[BT01, Theorem 1.3]. Using Bo¨digheimer’s combinatorial models for the moduli spaces,
[Ehr97], [Abh05], [Wan11], [Meh11], [BH14] and the author compute the rational and
integral homology of Mg(m, 1) for small parameters m. Moreover, [Meh11] and the author
identified some of the generators.
Theorem E.4.3 (Bo¨digheimer, Ehrenfried, Abhau, Wang, Mehner, B.–Hermann, B.). The
integral homology of the moduli space M1(3, 1) respectively M2(2, 1) is as follows.
H∗(M1(3, 1);Z) ∼=

Z〈a3c〉 ∗ = 0
Z〈a3d〉 ⊕ Z2〈abc〉 ∗ = 1
Z2〈a2e〉 ⊕ Z2〈abd〉 ∗ = 2
Z〈?〉 ⊕ Z2〈be〉 ⊕ Z2〈af〉 ∗ = 3
Z〈?〉 ⊕ Z〈?〉 ∗ = 4
Z〈?〉 ∗ = 5
0 else
(E.14)
respectively
H∗(M2(1, 1);Z) ∼=

Z〈ac2〉 ∗ = 0
Z2〈acd〉 ∗ = 1
Z〈?〉 ⊕ Z2〈ad2〉 ∗ = 2
Z〈λas〉 ⊕ Z〈?〉 ⊕ Z2〈at〉 ⊕ Z2〈de〉 ∗ = 3
Z3〈aw3〉 ⊕ Z2〈a?〉 ⊕ Z6〈?〉 ∗ = 4
Z〈?〉 ∗ = 5
Z〈?〉 ∗ = 6
0 else
(E.15)
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Here, the known generators a,b,c,d,e,t and their products are described in [Meh11, Kapitel
1] or [BH14, Chapter 4], see also [BB18a]. The generators s ∈ H3(M2(1, 1);Q), w3 ∈
H4(M2(1, 1);Z) respectively f ∈ H3(M1(2, 1);Z) are described in Section 7.1, Section 7.2
respectively Section 7.3. The other generators are denoted by the symbol ?. Moreover,
a generator x ∈ H∗(Mg(m, 1);Z) is in image of the split injective map ak : H∗(Mg(m −
k, 1);Z)→ H∗(Mg(m, 1);Z) if and only if it is denoted by x = aky in the above description.
Furthermore, the rational Betti numbers of the moduli space M1(4, 1), M2(2, 1) respec-
tively M3(0, 1) are
β(M1(4, 1)) = (1, 1, 0, 2, 3, 2, 1) , (E.16)
β(M2(2, 1)) = (1, 0, 1, 3, 1, 2, 2) (E.17)
respectively
β(M3(0, 1)) = (1, 0, 1, 1, 0, 1, 1, 0, 0, 1) . (E.18)
(E.19)
Using a chain complex of ribbon graphs as a model for mapping class groups, Godin
computes the integral homology of Γg(m,n) for small parameters g, m and n in [God07].
Her results match the results of Ehrenfried.
Theorem E.4.4 (Godin). The integral homology of the mapping class group Γ1(0, 2),
Γ1(1, 0) respectively Γ2(1, 0) is as follows.
H∗(Γ1(0, 2);Z) ∼=

Z ∗ = 0
Z2 ∗ = 1
Z⊕ Z2 ∗ = 2
Z2 ∗ = 3
0 else
(E.20)
respectively
H∗(Γ1(1, 0);Z) ∼=

Z ∗ = 0
Z12 ∗ = 2k + 1
0 ∗ = 2k + 2
(E.21)
respectively
H∗(Γ2(1, 0);Z) ∼=

Z ∗ = 0
Z10 ∗ = 1
Z⊕ Z2 ∗ = 2
Z120 ⊕ Z10 ⊕ Z2 ∗ = 2k + 3
Z6 ⊕ Z2 ∗ = 2k + 4
(E.22)
Recall that, for n ≥ 1, the moduli space Mg(m,n) is a classifying space of Γg(m,n) and,
for n = 0, Mg(m,n) is still rationally a classifying space.
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Corollary E.4.5. It is
H∗(M1(0, 2);Z) ∼=

Z ∗ = 0
Z2 ∗ = 1
Z⊕ Z2 ∗ = 2
Z2 ∗ = 3
0 else
(E.23)
respectively
H∗(M1(1, 0);Q) ∼=
{
Q ∗ = 0
0 else
(E.24)
respectively
H∗(M2(1, 0);Q) ∼=

Q ∗ = 0
0 ∗ = 1
Q ∗ = 2
0 else
. (E.25)
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