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Front page picture: (Left) Picture of the sensor setup. The sensor is mounted in
the microfluidic system. The sensor baseplate is temperature controlled. A microscope
allows for visual inspection of the sensor surface. (Right) Denaturation curve measured
using magnetic labels. Two sensors are functionalised with wild type (WT) and mutant
type (MT) capture probes. After hybridisation, in low stringency condition, target with
attached magnetic labels is hybridised to both sensors. Increasing temperature (or de-
creasing ionic strength) denatures first the mismatched hybrids on the MT probes. At
high temperature (low ionic strength) all the hybrids are denatured.
Abstract
The work presented in this thesis contributes to the development of diagnostic tools also
suited for use at the point-of-care. These devices may help to spread part of the bio-
chemical analysis work from centralised laboratories to doctors’ offices and in some cases
to patients’ homes. Point-of-care devices can effectively reduce the time for the analysis
and the costs that are related to a delay in the diagnosis. Many technologies are avail-
able for biosensing devices. In this work, we study and employ magnetic biosensing on
magnetoresistive sensors.
For magnetic biodetection magnetic beads are used as labels and planar Hall effect
bridge (PHEB) magnetic field sensor as readout for the beads. The choice of magnetic
beads as label is motivated by the lack of virtually any magnetic background from bio-
logical samples. Moreover, magnetic beads can be manipulated via an external magnetic
field and be employed for sample preparation in a lab-on-a-chip device.
The PHEB sensors are formed by four magnetoresistive arms in a Wheatstone bridge
geometry. In this thesis two different sensor geometries are used. In the first geometry
(PHEB), the magnetic bead signals from the sensor arms are additive. In the second
geometry (dPHEB) half of the sensor is used as a local negative reference to subtract
the background signal from magnetic beads in suspension. In all applications below, the
magnetic beads are magnetised using the magnetic field due to the bias current passed
through the sensor, i.e., no external magnetic fields are needed for the measurements.
The two sensor geometries are employed for two different types of biodetection. The
PHEB senor is used for volume-based biodetection, where the effective hydrodynamic size
of magnetic beads is increased upon binding to the analyte. The change affects the rotation
response (Brownian relaxation) of the magnetic beads, which can be measured through
magnetic AC susceptometry. The dPHEB sensor is used for surface-based biodetection,
where the analytes bind to capture probes immobilised on the sensor surface and allow
for ligation of magnetic beads to the sensor surface.
In this thesis, the theoretical PHEB and dPHEB sensor signals are derived. Also, the
effects of shape anisotropy on the sensor output are considered. We introduce Brownian
relaxation of magnetic beads and chip-based magnetic susceptibility measurements using
PHEB magnetic sensors.
The effects of temperature upon the magnetic properties of the sensor stack and signal
output are studied. A method is presented to discriminate the reversible and irreversible
effects of temperature. It is studied how a low-temperature annealing procedure can mit-
igate these effects. Experimental results show that it is impossible to avoid irreversible
changes in the sensor, and thus we imply the need for a reference to correct for temper-
ature effects in the sensor sensitivity. This reference is necessary whenever a biosensing
experiment employs sizeable temperature variations.
PHEB sensors are used to for AC susceptometry measurements for volume-based bioas-
says. The setup allows to investigate the sensor responce as function of frequency in the
range from DC to 5 MHz thus allowing for determining the hydrodynamic size of beads
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with nominal diameters from 10 nm to 250 nm and down to a concentration of 64 µg/mL
(for 40 nm beads). Beads with a diameter of 80 nm are found to be best suited for biodetec-
tion. Time-domain Brownian relaxation measurement are also demonstrated with PHEB
sensors. The advantage of the time-domain technique is it lead to faster measurements,
but at the cost reduced signal to noise. This method is compared to frequency-domain
measurements in detection of biotin-conjugated bovine serum albumin (bBSA) and it is
found that both techniques can detect bBSA in the nM range.
Furthermore, frequency-domain measurements are used for the detection of rolling
circle amplification (RCA) products. RCA coils with a diameter of ≈ 1 µm are produced
by RCA upon recognition of Vibrio cholerae and of Bacillus globigii spores and detected
by incubation with properly functionalised magnetic beads. Binding of the magnetic
beads to the RCA coils slow their dynamics, which can be observed as an increase in
the hydrodynamic diameter. The assay can detect down to 4 pM of DNA coils and the
whole assay can detect down to 500 spores in the starting sample. These figures compare
favourably to those obtained using a commercial susceptometer.
Differential PHEB sensors (dPHEBs) are used for a surface-based assay to detect DNA
hybridisation in a sandwich assay. Biotinylated DNA target binds to surface tethered
capture probes and allows for the ligation of 50 nm streptavidin coated magnetic beads
to the sensor surface. The sensor can detect DNA to a concentration of 156 pM upon
60 min hybridisation. The setup is capable of measuring DNA hybridisation in real-time,
in a background of suspended magnetic beads. This characteristic is employed in single
nucleotide polymorphism (SNP) genotyping, where the denaturation of DNA is monitored
in real-time upon washing with a stringency buffer.
The sensor setup includes temperature control and a fluidic system capable of gener-
ating both temperature and concentration gradients over the sensor surface. The temper-
ature and buffer concentration can be varied in order to perform denaturation analysis
of the DNA hybrids. In this thesis, this kind assay is tested with temperature varying
from 20◦C to 70◦C and Na+ ionic strength from 400 mM to 4 mM. This demonstrates
the flexibility of the presented sensing devices.
Resume´
Arbejdet presenteret i denne afhandling bedrager til udviklingen af diagnostiserings værk-
tøjer der ogs˚a kan anvendes ved point-of-care. Disse apparater kan bidrage til at udbrede
biokemiske analyser fra centraliserede laboratorier til praktiserende læger og i visse til-
fælde patienternes hjem. Point-of-care apparater kan effektivt reducere analysetiden og
omkostninger relateret til en forsinket diagnose. Mange teknologier er til r˚adighed for
biosensorapparater. I dette arbejde studerer vi og anvender magnetisk biodetektion p˚a
magnetoresistive sensorer.
I magnetisk biodetektion bruger vi magnetiske kugler som markører og planar Hall
effekt bro (PHEB) magnet feltsensorer til detektion af de magnetiske kugler. Valget af
magnetiske kugler som markører er motiveret af at der stort set ikke er noget magnetisk
baggrundssignal i biologiske prøver. Ydermere, s˚a kan magnetiske kugler ogs˚a manipuleres
ved brug af ydre magnetfelter og anvendes til prøvepræparation i et lab-on-a-chip apparat.
PHEB sensorerne best˚ar af fire magnetoresitive arme i en Wheatstone brogeometri. I
denne afhandling vil vi bruge to typer af sensorgeometrier. I den første geometri (PHEB)
er signalerne fra magnetiske kugler fra sensorarmene additive. I den anden geometri
(dPHEB) bruges halvdelen af sensoren som lokal negativ reference til at kompensere for
baggrundssignalet fra magnetiske kugler i væsken over sensoren. I alle anvendelser ne-
denfor bliver de magnetiske kugler magnetiseret af magnetfeltet fra m˚alestrømmen, der
sendes gennem sensoren, dvs. ingen ydre magnetfelter er nødvendige for m˚alingerne.
De to typer af m˚alegeometrier er anvendt i to forskellige analyser. PHEB geome-
trien anvendes til volumen-baseret biodetektion, hvor ændringen af den hydrodynamiske
størrelse af magnetiske kugler ved binding til analyten studeres. Ændringen p˚avirker rota-
tionsresponset (Brownsk relaksation) af de magnetiske kugler og kan m˚ales ved magnetisk
AC susceptometri. dPHEB geometrien anvendes til overflade-baseret biodetektion, hvor
analyterne binder til indfangningsprober immobiliseret p˚a sensoroverfladen og muliggør
binding af de magnetiske kugler til sensoroverfladen.
I denne afhandling udledes teorien for PHEB og dPHEB sensor signalerne. Ydermere,
betragtes effekten af formanisotropi p˚a sensorsignalet. Vi introducerer Brownsk relaksa-
tion af magnetiske kugler og chip-baserede magnetiske susceptibilitetsma˚linger ved brug
af PHEB sensorer.
Effekten af temperatur p˚a de magnetiske egenskaber af sensorfilmen og sensorsignalet
studeres. En metode præsenteres til at skelne mellem reversible og irreversible effekter af
temperaturen. Det studeres hvordan lav-temperatur annealing can minimere disse effekter.
De eksperimentalle resulter viser at det er umuligt helt at undg˚a irreversible ændringer i
sensoren og at der derfor skal korrigeres for disse ved at bruge en reference sensor. En s˚adan
reference er nødvendig i biodetektionseksperimenter, hvor der er betydelige ændringer af
temperaturen.
Vi anvender PHEB sensor baseret AC susceptometri til volumen-baseret biodetektion.
Den eksperimentelle opstilling gør det muligt at m˚ale sensor signaler som funktion af
frekvens i intervallet mellem DC og 5 MHz, hvilket gør det muligt at bestemme den hy-
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drodynamiske størrelse for kugler med nominel diameter fra 10 nm til 250 nm i konsentra-
tioner ned til 64 µg/mL (for 40 nm beads). Magnetiske kugler med en diameter p˚a 80 nm
findes at være de bedst egnede til biodetektionseksperimenter. Tids-domæne m˚alinger af
Brownsk relaksation demonstreres ogs˚a med PHEB sensor, da denne teknik kan føre til
hurtigere m˚alinger, p˚a bekostning af lavere signal til støj forhold. Denne metode sam-
menlignes med frekvensdomænem˚alinger for detektion af biotin-konjugeret BSA (Bovine
Serum Albumin), bBSA. Begge teknikker kan detektere bBSA i nM omr˚adet.
Ydermere er Frekvensdomænem˚alinger anvendt til detektion af rolling circle amplifica-
tion (RCA) produkter. RCA klumper med en diameter p˚a ≈ 1 µm er fremstillet ved RCA
efter genkendelse af Vibrio cholerae (VB) og af Bacillus globigii sporer og detekteret ved
inkubation med korrekt funktionaliserede magnetiske kugler. Binding af de magnetiske
kugler til RNA klumperne bremser kuglernes dynamik, hvilket kan observeres som en
stigning i den hydrodynamiske diameter. Analysen kan detektere ned til 4 pM af DNA
klumper og ned til 500 sporer i udgangsprøven. Disse værdier er sammenlignelige med
dem fundet ved brug af et kommercielt susceptometer.
Differentielle PHEB sensorer (dPHEBs) benyttes til overflade-baseret sanwich detek-
tion af DNA hybridisering. Biotinyleret target DNA binder til overflade-bundne indfangn-
ingsprober og muliggør derved binding af 50 nm streptavidin-funktionaliserede magnetiske
kugler til sensor overfladen. Sensorerne kan detektere DNA ned til en koncentration p˚a
156 pM efter 60 min hybridisering. Opstillingen er i stand til real-tidsma˚linger af DNA
hybridisering i en baggrund af magnetiske kugler i suspension. Denne egenskab benyttes
til SNP (Single nucleotide polymorphism) genotyping, hvor denatureringen af DNA mon-
itoreres i realtid under vask med en stringent buffer.
Sensoropstillingen inkluderer temperaturkontrol og et væskesystem i stand til at generere
en ændring af b˚ade temperatur og koncentrationen over sensoroverfladen. Temperaturen
og bufferkoncentrationen kan varieres s˚aledes at denatureringsanalyse af DNA hybrider
kan foretages. I denne afhandling undersøges denne analysemetode ved temperaturer
mellem 20◦C og 70◦C og Na+ ionstyrker mellem 400 mM to 4 mM. Dette demonstrerer
fleksibiliteten og anvendelsesmulighederne af de præsenterede m˚aleapparater.
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CHAPTER 1
Introduction
Advances in biosensor technologies will improve medicine and diagnostics. The introduc-
tion of automated, compact and cheap diagnostic tools will lead to a change of paradigm
in the medical practice. Now the general practitioner relies on central laboratories to
analyse patient specimens, with the introduction of point-of-care (POC) diagnostic tools
the sample analysis will be diffused into each doctor’s office. The main advantage of such
configuration is the shorter time required to obtain results of the analysis. This means
a shorter time for diagnosis, and the possibility to monitor over an extended period the
evolving of the illness and the efficacy of the cure. Moreover, simple to use or highly
automated devices can be operated by trained personnel, as is already the case for drug
or alcohol abuse tests.
The glucose monitoring for diabetics is an important example of effective application
of this approach. The introduction of an electrochemical sensor for rapid monitoring of the
blood glucose level allows for precise administration of insulin by the patients [1]. Another
common POC device is the pregnancy test lateral flow assay [2]. In this case the wide
spread use of the test is due to the reasonable price of the device and the emotional and
privacy interests of the user. In both these cases the balance between the benefits and
price determines the success of the device.
1.1 Magnetic biodetection
In our approach to biodetection we use magnetic particles as labels, and detect them
using a magnetoresistive sensor. The choice of magnetic particles as label for biodetection
is driven by the lack of virtually any magnetic signal from biological material. Among
the possible readout technologies for magnetic field, magnetoresistive field sensors could
be integrated in POC devices due to their small volume. Many of the proposed magnetic
biosensing technologies are reviewed by Freitas et al.[3], Tamanaha et al. [4] and Wang
and Li [5].
The development of magnetic sensors for hard disk drives [6] offered a broad range of
sensors that were promptly employed for biodetection as well. These include giant magneto
resistance (GMR) sensors [7, 8, 9], magnetic tunnel junction (MTJ) sensors [10, 11] and
anisotropic magnetoresistive (AMR) sensors [12]. Common to most approaches is the use
of an external field source to magnetise the magnetic beads. In this work we will see how,
with our sensor, it is possible to avoid the need for an external magnetic field source.
The most promising results in magnetic biosensing have been achieved by the group
of Shan X. Wang at Stanford University for protein detection. Gaster et al. [13] reported
detection of tumor marker carcinoembryonic antigen (CEA) down to a concentration of
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5 fM and a dynamic range of 6 orders of magnitude whether in phosphate buffered saline
(PBS), in 0.1% bovine serum albumin (BSA) or mouse serum. Their system was also
capable of multiplexing 64 sensors [14] and obtain real-time measurements on all the
sensors [15, 16]. They demonstrated also a high density biosensor array, with ' 1 000
sensors in 1 mm2 [17] that they employed to study protein interaction and transport. Also
notable is the temperature correction of their system [18] and their hand-held version of
their magnetic biodetection platform[19].
Two approaches for biodetection were used in the work presented in this thesis. The
first, volume-based biodetection, measures the change in the particle diameter given by
binding to a target molecule. The second, surface-based biodetection, detects magnetic
particles binding to the sensor surface in a sandwich assay, where the target binds to a
surface-linked capture probe, and the magnetic particle binds to the target.
1.1.1 Volume-based biodetection
The volume-based biosensing method used in this thesis employs the measurement of
hydrodynamic diameter of magnetic beads. When one or multiple magnetic beads bind
to an analyte, their hydrodynamic volume increases (Fig. 1.1.a). Connolly and St Pierre
[20] proposed to detect the change in the hydrodynamic size through a measurement of
the change in the Brownian relaxation of the magnetic beads.
Brownian relaxation is the process in which the magnetic beads in a fluid rotate to
align their magnetisation to an external magnetic field [21]. This process is slowed by the
viscosity of the fluid and it is characterised by a relaxation frequency. In Section 2.2.3
we will see that at this frequency a maximum is present in the imaginary term χ′′ of the
complex magnetic susceptibility of the magnetic beads. Figure 1.1.b shows a sketch of χ′′
for free beads and beads clustered on an analyte. The presence of the analyte shifts the
signal from the peak due to free beads to a peak at lower frequency.
100 101 102 103 104
fB, free
 Free beads
 Bound beads
 Combined0
χ''
, V
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.]
frequency [Hz]
fB, bound
PHEB Sensor
DNA coilMagnetic bead
(a) (b)
Fig. 1.1: (a) Schematic of the volume-based assay. Beads and coils are mixed together. Beads bind to
the coils and form cluster that can be detected by magnetic sensors. (b) The free magnetic particles relax
at a frequency fB,free while the beads-coil cluster at fB,bound. Adapted from Paper VI.
Depending on the nature of the analyte, the bead size and their concentration, the
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changes in the measured hydrodynamic diameter can be small or large. If the analyte
presents a single or multiple binding sites, the bead diameter will be increased directly by
the analyte or by formation of bead dimers or clusters.
1.1.1.1 State of the art. Brownian relaxation measurements for biosensing are typ-
ically performed using AC susceptometers. Therefore the dynamic magnetic response of
the beads is measured when the beads are placed in an alternating magnetic field. The
complex magnetic susceptibility χ is measured as a function of the field frequency.
Among magnetic field sensing technologies used for AC susceptometry are: super-
conducting quantum interference devices (SQUIDs) [22], inductive methods [23, 24, 25],
fluxgates [26] and magnetoresistive sensors [27, 28]. SQUIDs offer the highest sensitivity
but have a large size (see Fig. 1.2.a) and require cryogenics. Those two aspects make
them unsuitable for POC biosensing. Figure 1.2.b shows a picture of a DynoMag AC
susceptometer (Imego AB, Sweden). DynoMag is based on inductive measurement of the
susceptibility. This equipment is used in Section 5.4 to benchmark our system.
(a) (b)
Fig. 1.2: (a) SQUID magnetometer. Comprising cryogenic handling. Source: qdusa.com (b) Desktop
magnetometer DynoMag(Imego AB, Sweden). Source: imego.com
Miniaturised AC susceptometers have been constructed using commercial AMR barber-
pole sensors [27, 29] and GMR sensors [30]. These techniques still necessitate an external
magnetic field to magnetise the beads, while in our setup it is possible to use the field
induced by the current flowing through the sensor to generate the magnetic stimulus [28].
The relaxation of magnetic beads can be also studied in the time-domain[31, 32]. In
this case the bead magnetisation is measured while beads rearrange after being aligned by
an external magnetic field. The characteristic relaxation time can be measured.
1.1.1.2 Detection of rolling circle amplification (RCA) products. The Brow-
nian relaxation measurements are used in this thesis to detect products of rolling circle
amplification (RCA). In an RCA process, the analyte recognition leads to the circulari-
sation of a DNA padlock probe [33]. Since the probe is now a loop of DNA, this can be
indefinitely amplified through an isothermal amplification process [34, 35]. The results of
this amplification process are coils of DNA, where the same sequence is repeated through
all the length. These coils have a diameter of ' 1 µm. Beads functionalised with the com-
plementary DNA to the amplified sequence can bind to the coils. RCA is an isothermal
amplification, when compared to polymerase chain reaction (PCR), it does not require
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thermal cycling. The main drawback is that the number of copies in RCA products grows
linearly with time, while PCR is an exponential process.
The work in this thesis on detection of RCA coils was carried out in collaboration
with the groups of Professors Mats Nilsson, Peter Svedlindh and Maria Strømme from
Uppsala University (Sweden). Our collaborators provided us with the samples after RCA
amplification that were used for detection in this work. Their previous works on RCA
coils detection using a SQUID magnetometer [36] and a DynoMag [25] reported a limit
of detection (LOD) on the order of 3 − 4 pM and a dynamic range of 3 orders of magni-
tude. Currently their sample preparation is performed in manually in tube, but it can be
potentially be performed in a lab-on-a-chip device.
1.1.2 Surface-based biodetection
In surface-based biosensing, the analyte molecules in the sample bind specifically to cap-
ture probes tethered to the surface of a substrate. The target is labelled or stained (usu-
ally employing fluorescent dyes). The target can be quantified using a fluorescence optical
readout system. This is the case for enzyme-linked immunosorbent assay (ELISA) [37]
and protein microarrays [38] where the probes are antibodies directed to a specific target
antigen. DNA microarrays [39, 40, 41] are also part of this category. In DNA microarray,
the probes are oligonucleotides complementary to the sequence of one alternative form
(allele) of a gene portion.
For cancer and genetic diagnostics, surface-based DNA assays need to distinguish be-
tween DNA sequences differing by a single base, by performing the so called single nu-
cleotide polymorphism (SNP) genotyping. Figure 1.3.a shows a schematic of allele specific
hybridisation assay for SNP genotyping as it is performed on a microarray. Two probes
specific to the wild type (WT) and mutant type (MT) sequences are used. After hybridis-
ation of a fluorescence labelled target, a stringent washing is used to reduce the unspecific
binding. The signal is then read using a fluorescence scanner.
The magnetic approach to surface-based biosensing uses magnetic particles as labels
instead of fluorescent dyes. The assay is represented in Fig. 1.3.b. The biotinylated target
DNA binds to the capture probes on the sensor surface. The streptavidin coated beads
bind to the target through the strong streptavidin-biotin bond.
In our configuration, part of the sensor is used as local negative reference. The signal
from the bead suspension is subtracted. Therefore it is possible to measure in a background
of unbound target and magnetic beads.
1.1.2.1 State of the art. DNA microarrays with fluorescence end-point detection are
the most wide spread method for SNP genotyping. Their approach to the detection is
highly multiplexed, with up to 500 000 SNP locations investigated in parallel on the same
array (source: illumina.com). Their dynamic range spans to more than five orders of
magnitude [41] and they have typically detection limit of 1 − 10 pM. They rely on big
and expensive fluorescence scanners for end-point detection. Non-fluorescence readout
method, such as colorimetry enzymatic readout [42, 43] have similar detection limit to
fluorescence microarray, but only a dynamic range of one or two orders of magnitude.
While the previous techniques employ an end-point detection, other systems allow for
real-time detection of DNA hybridisation and denaturation. Using GMR sensors, Xu et
al. [44] demonstrated the detection of 10 nM PCR products, by monitoring the binding
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Fig. 1.3: (a) Description of microarray assay. Fluorescence labelled target over the microarray slide
during hybridisation. After hybridisation high unspecific binding is present. Stringent washing reduces
denatures the unspecific duplexes (b) Schematics of the surface-based magnetic DNA assay. Biotinylated
target is used instead of fluorescence labelled target. Streptavidin coated beads bind to the target and are
linked to the sensor surface.
of magnetic particles to a spin valve sensor where DNA target was hybridised outside the
measuring system. Other chip based methods include surface plasmon resonance (SPR)
[45], quartz crystal microbalance (QCM) [46] and film bulk acoustic resonator (FBAR)
[45]. These method do not use a labelling of the targets and have detection limit ∼ 1 nM.
Their sensitivity is hampered by the unspecific binding of the sample matrix to the sensor
surface. Magnetic biodetection however is nominally insensitive to the sample matrix.
1.1.2.2 High-resolution DNA denaturation. The DNA duplex stability depends
on the base sequence, the temperature and the ionic strength of the solution [47, 48].
The specificity in a surface-based assay is achieved by washing the substrate in a stringent
condition to denature the mismatched duplexes (i.e.: the duplexes in which the two strands
differ by a SNP) while retaining intact the perfectly matched duplexes. It is possible to
increase specificity of genetic analysis by performing a denaturation curve of the hybrids
by sweeping the temperature or the washing ionic strength [49, 50, 51, 52].
Figure 1.4 shows such an assay, at t = 0 the target DNA, in low stringency condition, is
hybridised to both MT and WT probes. The mismatched hybrids are denatured before the
perfectly matched hybrids when increasing the temperature (or decreasing ionic strength).
Compared to end-point detection after a single condition washing, the use of a denaturation
assay offers at all times the best condition to discriminate the targets [49, 50, 51, 52].
High-resolution melting measurements are usually performed in a thermo-cycler, and are
limited in the number of sequences that can be analysed at once. Noticeable is the work of
Howell Jobs et al. [50] to overcome this limitation. They developed the so called dynamic
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Fig. 1.4: DNA denaturation over magnetic sensor. The mismatched MT probe-target hybrids denature
at a lower temperature (or higher concentration c(Na+)) than the perfectly matched hybrids.
allele-specific hybridization (DASH), where multiple hybrids bound on a membrane are
denatured using frequency resonant energy transfer (FRET).
1.2 Motivation and outline
The work presented in this thesis, is continuing the work on biodetection on planar Hall
effect magnetoresistive sensors by Ejsing et al. [12], Damsgaard et al. [53, 54] and Dalslet et
al. [28, 55]. The work on surface-based and volume-based detection was carried in parallel
by the author and Frederik Østerberg, respectively. This project was made possible by
the improvement in the sensor design by Henriksen et al. [56] that increased the sensor
sensitivity and paved the way for biodetection.
This thesis aims to investigate the use of planar Hall effect bridge (PHEB) magnetic
field sensors for biodetection, their possibilities and limitation for this application. Two
different detection method are presented in this work. First, the sensors are used to
measure AC susceptibility of magnetic beads. This technique is used to measure the
difference in the Brownian relaxation of free beads and beads bound to biological targets.
In collaboration with Uppsala University, Brownian relaxation measurements on-chip are
used to detect DNA coils from RCA similar to those studied by Stro¨mberg et al. [36]
and Zarda´n Go´mez de la Torre et al. [25] using a SQUID magnetometer and a DynoMag,
respectively.
The PHEB sensors, functionalised with surface binding probes, are used to detect
DNA hybridisation to the sensor surface. The system is tested on the detection of a single
point mutation of the human beta-globin gene using DNA capture probes designed and
characterised by Petersen et al. [43, 57, 58]. This offers a comparison between our system
and the end-point fluorescent detection of microarray. Finally, the sensors are used to
measure denaturation of the surface tethered DNA hybrids upon increasing temperature
or decreasing Na+ ions concentration in the solution. This last application employs all
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the features of the PHEB sensing to provide a unique approach to perform DNA melting
studies using multiple probes on the same chip.
A short description of the thesis structure is given here:
• Chapter 2 introduces the theoretical background about PHEB magnetic field sensor
and about detection of magnetic beads on PHEB sensors. The Brownian relaxation
of beads is also introduced. The sensor signals are derived for frequency-domain and
time-domain measurements of the bead relaxation.
• Chapter 3 presents sensor geometries and fabrication. The chapter describes the
measurement setup including microfluidics and electronics. Finally, it gives an
overview of all the experimental procedures for sensor characterisation, sensor func-
tionalisation and data treatment.
• Chapter 4 introduces the effects of temperature upon the sensor sensitivity. This
study emphasizes the reversible and irreversible changes of the sensor upon temper-
ature cycling. A low-temperature annealing process is investigated to reduce those
effects. These results are part of Paper I.
• Chapter 5 investigates the use of PHEB to measure Brownian relaxation of magnetic
beads in both frequency-domain and time-domain. First, a broad characterisation
of the method is performed, varying bead concentration and diameter. Then, the
method is used to detect RCA products (DNA coils) from Vibrio cholerae and Bacil-
lus globigii. These results are part of Paper II, Paper III, Paper IV, Paper V and
Paper VI.
• Chapter 6 investigates the use of PHEB, in a differential geometry, to detect DNA
hybridisation to surface bound probes. First, the signal from surface-bound beads
is studied using the stronger biotin-streptavidin link as a model. Then DNA hy-
bridisation is performed on-chip and SNPs are detected using a stringent washing.
Finally the surface tethered DNA hybrids are denatured using temperature and ionic
concentration gradients. These results are part of Paper VII.
• Chapter 7 offers an overview of the possible improvements that can be implemented
in PHEB biosensing setup. The chapter also offers an outlook over possible applica-
tion of the biosensing technology.
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CHAPTER 2
Theory
In this chapter the theoretical background to understand the planar Hall effect (PHEB)
and differential planar Hall effect (dPHEB) bridge sensors will be given. First the sensor
geometries are introduced and their differences in terms of functionality are described.
The sensor output is derived in a uniform external field. Then, magnetic bead detection
is presented. In PHEB and dPHEB sensor the magnetic beads are magnetised by the
field generated by the bias current flowing in the sensor arms. Therefore there is no need
for an externally applied magnetic field. This detection technique is also used to measure
Brownian relaxation in the time-domain and in the frequency-domain.
2.1 PHEB magnetic field sensor
In this section, the signal output of a PHEB magnetic sensor in an external magnetic
sensor will be derived. First, anisotropic magnetoresistance will be introduced for a single
segment (or arm) of a bridge sensor. Following, we will analyse PHEB and dPHEB
geometries in an external field. The sensor output will be derived from a single domain
model of the sensor. We will end the section by explaining how shape anisotropy affects
the sensor output.
2.1.1 Anisotropic magnetoresistance
The sensor geometries used in this work are depicted in Fig. 2.1. Both PHEB (Fig. 2.1.a)
and dPHEB (Fig. 2.1.b) are formed by four arms of a magnetic stack, exchange biased
along the x-direction and arranged in a Wheatstone bridge geometry. Each arm has length
l and width w and a stack of thickness t. All the arms have an inclination of α = ±pi/4.
The two geometries differ only in the arrangement of the arm angles.
The magnetic stack used to fabricate the sensors exhibits anisotropic magnetoresistance
(AMR). Hence, its resistivity along the magnetisation (ρ‖) is bigger than the resistivity
perpendicular to the magnetisation (ρ⊥). The difference between the two resistivities is
∆ρ = ρ‖ − ρ⊥. (2.1)
To quantify this effect we should keep in mind that ∆ρ for permalloy (Ni80Fe20) is
about 2% of the average resistivity [59]. When we consider a single arm of the sensor we
work with a slab of magnetoresistive material of length l and width w as in Fig. 2.4. The
resistance of an arm depends on the angle α between the arm and the x-axis and upon
the angle θ between the magnetisation and the x-axis. If we suppose that the magnetic
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Fig. 2.1: Geometries of the sensors (a) PHEB and (b) dPHEB. Both sensor bridges are composed by four
magnetoresistive elements of width w and thickness t. The bridge arms have an inclination α = ±pi/4. The
sensors are biased with a voltage Vx along the x-axis and the sensor output Vy = Vy+ − Vy− is measured
along the y-axis. Adapted from Paper VII.
material has an uniform magnetisation with constant angle θ, the resistance of a single
arm is [56]
R(α, θ) =
l
wt
{
cos2 α
[
ρ‖ −∆ρ sin2 θ
]
+
1
2
∆ρ sin(2α) sin(2θ) + sin2 α
[
ρ‖ −∆ρ cos2 θ
]}
.
(2.2)
In our sensor geometries, the angle α can assume the values α = ±pi/4. The resistance is
simplified to the form
R(±pi
4
, θ) =
l
wt
[
ρ‖ + ρ⊥
2
± ∆ρ
2
sin(2θ)
]
. (2.3)
In this equation we see that the resistance has a part depending on the angle θ that is
linear for small angles. The other part of the resistivity is a constant
R0 =
l
wt
ρ‖ + ρ⊥
2
, (2.4)
which is the same for all sensor arms, independently of the sign of the angle α.
2.1.2 Wheatstone bridge output
Although it could be possible to use a single sensor arm as magnetic sensor, we have to
notice that R0 is about fifty times bigger than the AMR component. Moreover R0 depends
on the temperature of the sensor. To avoid the problem caused by this offset, we employed
a Wheatstone bridge geometry, that cancels out the constant term of the resistance.
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Fig. 2.2: Numbering system used to identify the magnetoresistive arms of the bridges in the (a) PHEB
and (b) dPHEB geometries. Adapted from Paper VII.
Figure 2.2 shows the numbering used to identify the different magnetoresisitve seg-
ments forming the PHEB and dPHEB sensor bridges. The Wheatstone bridge output
is
Vy = Vx
[
R3
R3 +R4
− R1
R1 +R2
]
. (2.5)
We note that the PHEB geometry in a uniform field fulfils R1 +R2 = R3 +R4 = 2R0.
Hence the total bridge resistance is independent on external field and it is equal to R0.
For the PHEB sensor we can simplify Eq.(2.5) to
Vy =
Vx
2R0
(R3 −R1) = − Vx
2R0
l
wt
∆ρ sin(2θ) = −Vpp
2
sin(2θ), (2.6)
where we defined the peak to peak signal of the bridge as
Vpp =
Vx
R0
l
wt
∆ρ. (2.7)
From Eq.(2.6) we can see that the bridge output is Vy = 0 when θ = 0, it is linear for
small angles θ and it reaches maximum (minimum) value Vy = Vpp/2(Vy = −Vpp/2) when
θ = −pi/4 (θ = pi/4). This can be easilly understood visually from Fig. 2.3.
In Fig. 2.3.a the magnetisation angle is θ = 0, we see that current is flowing at an
angle α = ±pi/4 in every sensor arm. The resistance of every arm is identical and equal
to R0. The bridge is ideally balanced and there is no voltage output Vy = 0. When an
external magnetic field changes the magnetisation to an angle θ = pi/4 as in Fig. 2.3.b,
the current flows perpendicular or parallel to the magnetisation vector depending on the
sensor arm. The resistivities of the arms are ρ‖ and ρ⊥ therefore the bridge is in the
condition of maximum asymmetry. Recalling ρ‖ > ρ⊥ we see that the bridge output is
negative (and therefore minimum). In the last case, in Fig. 2.3.c, the magnetisation angle
is θ = pi/2, this could be the case of a saturating magnetic field in the y-direction. As
for the first case, the current flows at 45◦ with respect to the magnetisation, in all the
arms. The resistances of all the arms are identical, the bridge is balanced and therefore
the output is Vy = 0. The other cases can be obtained by symmetry from these three
cases.
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Fig. 2.3: PHEB output in different orientation of the magnetisation. The bias voltage is applied in the
x-direction and the output voltage is read in the y-direction. (a) In zero external magnetic field, the
magnetisation is pinned along the x-axis. The resistance of each arm is identical. The output voltage is
zero. (b) An external magnetic field orients the magnetisation at an angle θ = pi/4 respect to the x-axis.
The magnetisation is therefore parallel or perpendicular to the arms. The resistances of the arms are as
different as possible. The sensor output is minimum. (c) A big external field orients the magnetisation
parallel to the y-axis. Again the resistances of each arm are identical. The bridge is balanced, Vy = 0.
2.1.3 Magnetic energy
In this section the magnetisation angle θ is calculated as a function of the external magnetic
field. This function will be used to obtain the sensor output in presence of an external
magnetic field.
The material forming the sensing arms of the sensor is a top pinned ferromagnet
(Ni80Fe20). It means that a preferential direction for the magnetisation was defined by
depositing an antiferromagnetic material (here Mn80Ir20) over the ferromagnetic layer [60].
We first describe the magnetic energy of the ferromagnetic material. Then, we present
an analytical solution for negligible shape anisotropy. In Section 2.1.6, we analyse the
realistic case when shape anisotropy is present.
Fig. 2.4: Single segment of magnetic material used for the analysis of the magnetic energy. The magneti-
sation easy axis and easy direction are in the positive x-axis direction.
Figure 2.4 shows a segment of magnetic stack material, inclined by an angle α to the
x-axis and with the magnetisation M at an angle θ respect to the x-axis. The external
field H = Hxeˆx +Hyey is applied in the xy plane. This segment is a generalisation of the
geometry of one of the arms of the magnetic sensors. It has a width w and a length l. It
is formed by a ferromagnetic layer of thickness tFM top pinned by an antiferromagnetic
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layer. We will now analyse the magnetic energy terms for such geometry for a single
domain material.
2.1.3.1 Zeeman energy. When a volume V of ferromagnetic material is subject to an
external field H this gives rise to a Zeeman energy
UZ = −µ0VM ·H, (2.8)
where µ0 is the permeability of free space. This energy term is minimised when the mag-
netisation is aligned with the external field and it is maximum when they are antiparallel.
In our case both the magnetisation and the magnetic field are in the xy plane.
2.1.3.2 Uniaxial anisotropy energy. During deposition of the ferromagnetic mate-
rial, a preferential axis of magnetisation, named easy-axis, can be defined by applying an
external field. The uniaxial anisotropy energy is
UK = −KV
(
Mˆ · eˆK
)2
, (2.9)
where K is the anisotropy constant, Mˆ is the unit vector of the magnetisation and eˆK
is the unit vector identifying the easy-axis direction. This energy is minimised when the
magnetisation is parallel or antiparallel to the easy axis. The uniaxial anisotropy causes
the hysteresis in magnetic materials. In our material the easy axis was defined along the
positive x-axis so eˆK = eˆx.
2.1.3.3 Exchange anisotropy energy. The exchange biasing with an antiferromag-
netic layer defines a preferential direction of magnetisation, named the easy direction. The
easy direction is defined during deposition of the antiferromagnetic layer by applying an
external magnetic field. The exchange anisotropy energy is
Uex = −σexV t−1FM
(
Mˆ · eˆex
)
, (2.10)
where σex is the interface energy per unit area, V t
−1
FM is the area of the interface between
the ferromagnetic and the antiferromagnetic layer and eˆex is the unit vector identifying
the easy direction. This energy is minimised when the magnetisation is aligned with the
easy direction. In our case the easy-direction was defined along the positive x-axis such
that eˆex = eˆx.
2.1.3.4 Shape anisotropy energy. Shape anisotropy represents the tendency of the
magnetisation to align to the length of the sensor arm, to minimise the magnetic field
outside the magnetic material. Shape anisotropy is described by a demagnetisation tensor
(N) and a demagnetisation field (Hde) related as
Hde = −N ·M. (2.11)
In a coordinate system (xα, yα, z) aligned with the long direction of the slab the tensor
N is diagonalised. The shape anisotropy energy takes this form
Us = −µ0VM ·Hde = 1
2
µ0VM
2
s
∑
i=xα,yα,z
Ni
(
Mˆ · eˆi
)2
, (2.12)
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where eˆi are the unit vector in the xα, yα, z axis directions and we used M = MsMˆ with
Ms saturation magnetisation, that holds true for single domain ferromagnetic materials.
Given the geometries of the sensor, where the thickness of the magnetic material is its
smallest dimension (t w < l), Nz is the largest component of the tensor N . This term
confines the magnetisation to be in-plane. We therefore can take into account only the
terms Nxα = N‖ parallel and Nyα = N⊥ perpendicular to the direction of the slab segment,
i.e.: oriented along eˆα.
2.1.3.5 Total energy. When we sum all the energy term and normalise the total
energy U by µ0MsV , we obtain the normalised energy density
u˜ =
U
µ0MsV
(2.13)
u˜ = −Hx cos θ −Hy sin θ −Hex cos θ − 1
2
HK cos
2 θ − 1
2
Hs cos
2 (α− θ), (2.14)
where we used H = Hxeˆx + Hyeˆy and only the in-plane terms of the shape anisotropy.
We also defined the uniaxial anisotropy field HK, the exchange anisotropy field Hex and
the shape anisotropy field Hs as
HK ≡ 2K
µ0Ms
(2.15)
Hex ≡ σex
tFMµ0Ms
(2.16)
Hs ≡ (N⊥ −N‖)Ms. (2.17)
In the next two sections we will work in the simplifying hypothesis that Hs = 0. In this
approximation it is possible to obtain a simple analytical formulation for the angle θ for
small applied field Hy. The effect of shape anisotropy will be discussed in Section 2.1.6.
2.1.3.6 Magnetisation angle. It is possible to calculate the angle θ through a numer-
ical minimisation of the normalised energy density in Eq.(2.14).
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Fig. 2.5: Magnetisation angle θ vs. Hx/Hex and Hy/Hex, respectively. The angles were calculated for
HK = 0.3Hex. The hysteresis loop is centered in Hx = Hex and has amplitude 2HK. For small fields Hy,
the angle θ is linear.
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Figure 2.5 shows the result of such a minimisation for external field applied in the
x and y directions. The calculation was performed for HK = 0.3Hex and Hs = 0 and
sweeping the field in the x-axis and y-axis direction separately. First, we discuss the curve
for field applied along the x-direction. When Hx = 0 the magnetisation is pinned along
the positive x-axis by the combined effect of the uniaxial and exchange anisotropy. When
the field is antiparallel to the magnetisation, and it has a magnitude Hx < −(Hex +HK)
the magnetisation flips direction to θ = pi. When the external field is again increased
above Hx > −(Hex −HK) the exchange anisotropy is the leading energy term and θ = 0.
The hysteresis loop opening in the curve is centred at −Hex and has a width of 2HK.
When sweeping Hy the angle θ approaches −pi/2 and pi/2 for high negative and positive
fields, respectively. When Hy = 0 then θ = 0 and the curve is linear in the low-field region.
We also notice that there is no hysteresis loop in the curve. When an arbitrary field is
applied, the magnetisation angle will depend mainly on the component of the field in the
y-axis direction, as long as the component along the x-axis direction is |Hx|  (HK +Hex).
In this condition, and for small angle θ, it is possible to obtain an analytical solution to
the minimisation of the normalised magnetic energy density of Eq.(2.14) by deriving and
Taylor expanding to first order in θ. The solution is
θ ' Hy
Hex +HK
. (2.18)
We see that the angle is linear for low applied field. We also notice that for our sensor the
typical value of µ0(HK + Hex) ' 2 mT, therefore the condition used to obtain Eq.(2.18)
is realistic.
2.1.4 Lock-in amplification
The sensor signals are measured using lock-in amplification. The sensor are biased using
a voltage Vx =
√
2VRMS sin(2pift) where VRMS is the root mean square (RMS) amplitude
of the voltage and f is the frequency of the wave. The nth harmonic lock-in signal is
Vn = V
′
n+iV
′′
n where V
′
n and V
′′
n are the in-phase and out-of-phase components, respectively,
and can be calculated as
V ′n =
√
2
2pi
∫ 2pi
0
sin (2pinft)Vy(t)d(2pift) (2.19)
V ′′n =
√
2
2pi
∫ 2pi
0
sin (2pinft+
pi
2
)Vy(t)d(2pift) (2.20)
where Vy(t) is the sensor output.
2.1.5 Bridge geometries
To calculate the output of PHEB and dPHEB sensor geometries we first need the resistance
of one of the bridge arms as a function of the external field Hy. Combining Eq.(2.3) and
Eq.(2.18) we obtain
R(±pi
4
, Hy) =
l
wt
[
ρ‖ + ρ⊥
2
±∆ρ Hy
Hex +HK
]
(2.21)
We can then define the low-field sensitivity.
S0 = − l
wt
∆ρ
1
Hex +HK
, (2.22)
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S0 is defined to be negative. With this definition the arm resistivity becomes
R(±pi
4
, Hy) = R0 ∓ S0Hy. (2.23)
As discussed earlier, the resistivity is composed by a constant part and a part that is
proportional to the external field Hy. When we arrange four resistor element in a bridge
configuration we can cancel out constant term of the resistance R0.
When we consider the PHEB geometry (Fig. 2.1), the Wheatstone bridge equation
Eq.(2.5) can be simplified as
Vy =
Vx
2R0
(R3 −R1) = Vx
R0
S0Hy. (2.24)
When an AC voltage Vx =
√
2VRMS sin(2pift) is used to bias the sensor, where VRMS is
the root mean square (RMS) amplitude of the voltage and f is the frequency, the sensor
output due to a uniform applied magnetic field can be measured in the first harmonic
lock-in signal output (Eq.(2.20))
V ′1 =
VRMS
R0
S0Hy (2.25)
V ′′1 = 0. (2.26)
Here V ′1 and V ′′1 are the in-phase and out-of-phase first harmonic lock-in signals.
For the dPHEB sensor instead R1 = R3 and R2 = R4. Therefore, the bridge is ideally
balanced with a voltage output
Vy = 0. (2.27)
From this it derives also that the first harmonic in-phase signal for the dPHEB is zero.
In reality the dPHEB sensors show a small sensitivity to external field. This is around 50
times smaller than the signal from PHEB.
2.1.6 Shape anisotropy effects on low-field sensitivity
As will be discussed further in Chapter 4, the approximation Hs = 0 is not realistic
for the sensor geometries used in this work. The typical values of the shape anisotropy
field measured for PHEB sensors ranges from µ0Hs = 0.5 mT to around µ0Hs = 1 mT
depending on the particular geometry analysed. In this section, we analyse the effects of
shape anisotropy on the PHEB sensors. In particular we concentrate on the effects on the
low-field sensitivity S0. Since dPHEB sensors are not sensitive to external field it is not
possible to have a direct measurement of low-field sensitivity but we will see in Section
2.2 that S0 is a key parameter for magnetic bead detection for both PHEB and dPHEB
sensors.
The single domain assumption does not hold when shape anisotropy is taken into
account. Given the geometry of the sensor, we use an approximation of single domain in
each sensor arm. We will have to take into account two possible magnetisation direction,
θ+ for arms with α = +pi/4 and θ− for α = −pi/4. In this approximation Eq.(2.6) becomes
Vy = −Vpp
2
sin(2θ+) + sin(2θ−)
2
. (2.28)
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Minimising the normalised magnetic energy in Eq.(2.14), it is possible to obtain the an-
gles θ+ and θ− as a function of the external magnetic field. Although there is no simple
analytical solution of Eq.(2.14), it is possible to perform a numerical calculation to in-
vestigate the effect of the shape anisotropy on the sensor signal. We considered only the
presence of an external field in the y-axis direction (Hy). Moreover, the external field Hy,
the uniaxial anisotropy field HK and the shape anisotropy field Hs were normalised by the
exchange bias field Hex to perform a dimensionless analysis. In our simulation we used
HK = 0.3Hex and the external field ranging from Hy = −5Hex to Hy = 5Hex. The results
of the numerical minimisation of the magnetic energy are plotted in Fig. 2.6.a for Hs = 0
(green) and for Hs = Hex (blue θ+ and red θ−).
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Fig. 2.6: (a) Angles θ+ and θ− vs. external magnetic field Hy calculated for Hs = 0 (green) and for
Hs = Hex (blue and red). (b) PHEB sensor output vs. external magnetic field Hy calculated for Hs = 0
and for Hs = Hex.
Figure 2.6.a shows the difference between θ+ and θ− when Hs 6= 0. In the low-field
region the two angles are both non zero, and they have same magnitude and opposed
signs. We also notice that the slope of the curve in Hy = 0 when Hs = 0 is steeper than
for Hs = Hex. It is also important to notice that the three curves cross when the angles
are θ = ±pi/4. For these angle values the sensor output is the highest possible. From this
it is directly observed, according to the model, that shape anisotropy do not affect the
peak-to-peak value of the sensor signal, as long as Hs < 1.5(Hex +HK). For this value of
Hs an hysteresis loop opens in the angle (data not shown).
The values calculated for the angles θ+ and θ− were inserted in Eq.(2.28) to obtain
the PHEB output. The PHEB output is plotted in Fig. 2.6 for Hs = 0 (blue) and for
Hs = Hex (red). Shape anisotropy does not effect the peak to peak value of the sensor
output but narrows the shape of the peaks. Most importantly, the slope for Hy = 0, that
corresponds to the low-field sensitivity, is reduced. We see that the curve is linear with
no offset in the low-field region. Therefore Eq.(2.24) holds true with
Vy =
Vx
R0
SHy, (2.29)
where S is now the low-field sensitivity corrected for shape anisotropy effects. In Fig. 2.7.a
we calculated S (circles) for varying Hs and HK = kHex, normalised by the corresponding
value S = S0 calculated for Hs = 0. We can see that for all the tested values of k = 0→ 0.5
the behaviour of S is almost identical. The effect of shape anisotropy is to decrease the low-
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field sensitivity, reducing it by 25% when Hs = 0.5(Hex +HK). As we will see in Chapter
4, the investigated values for Hs are realistic for our sensor geometry and composition.
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Fig. 2.7: Low-field sensitivity S calculated for HK = kHex and normalised by S0 (a) plotted vs. Hs/(Hex+
HK) or (b) vs. [Hs/(Hex + HK)]
2 to linearise the sensitivity. The solid lines are the empirical model of
Eq.(2.30).
An empirical model for S was proposed starting from the results of Fig. 2.7.a
S = 0.75S0
[
0.75 +
(
Hs
Hex +HK
)2]−1
. (2.30)
The model is plotted as a solid line in Fig. 2.7. It is seen that the model follows perfectly
the calculated points. To validate the model even further the values for (S/S0)
−1 are
plotted in Fig. 2.7.b vs. [Hs/(Hex +HK)]
2 to linearise the data point.
To summarise, we have found that ideally the shape anisotropy does not affect the
peak-to-peak value of the sensor output vs. external field Hy. The main effect of the
shape anisotropy is to reduce the low-field sensitivity and to make the peaks in the sensor
output vs. field sharper. Since a high sensitivity is critical for detecting magnetic field, the
shape anisotropy has to be reduced by using an appropriate sensor design. In particular
in this work, the PHEB (and dPHEB) sensors used in Chapter 4 and Chapter 6 were
therefore surrounded by the magnetic stack, with a gap of 3 µm. The presence of this
surrounding magnetic stack was found to effectively reduce Hs leading to a 60% increase
in the sensitivity. In the following paragraphs we will simply consider Hs = 0 to determine
the sensor response to magnetic beads, knowing that the shape anisotropy will reduce the
bead signal with respect to the prediction of the ideal single domain model.
2.2 Sensor response to magnetic beads
2.2.1 Magnetic beads
The magnetic beads can be composed by a variety of different materials and can contain
either a single or multiple core particles embedded in different matrices, depending on
the application they are developed for. With our magnetoresistive sensors we can detect
the dipole field generated by the bead magnetisation M that is defined as the magnetic
moment m per unit volume V
M = m/V. (2.31)
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The magnetisation is related to the magnetic field by
M = χH (2.32)
where χ is the magnetic susceptibility. This relation is too simple to describe the different
magnetic properties of most real materials. In Fig. 2.8 are sketched the magnetisation of
a group of (a) ferromagnetic and (b) superparamagnetic nanoparticles.
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Fig. 2.8: Magnetisation curves for (a) ferromagnetic and (b) superparamagnetic materials. The quantities
defined in the figures are the saturation magnetisation Ms, the remnant magnetisation Mr and the coercive
field Hc. Source: Sun [61]
In both cases, the magnetisation of the particles saturate and the value reached by
the magnetisation is defined as the saturation magnetisation ±Ms. The magnetisation
of superparamagnetic nanoparticles (Fig. 2.8.b) is linear in the low-field regime and thus
follow Eq.(2.32). Opposedly ferromagnetic nanoparticles retain a remnant magnetisation
in zero external field Mr. The behaviour depends on material, size and temperature of
the magnetic cores of the particles. For example, individual cores of diameter smaller
than about 10 nm made of magnetite (Fe3O4) will exhibit superparamagnetic behaviour
at room temperature.
2.2.2 Self-field bead detection
For both sensor geometries, when no external magnetic field is applied, and for only small
variations of the magnetisation angle θ, we have R1 + R2 ' R3 + R4 ' 2R0. Therefore
the total resistance of the bridge is constant and the current running in each sensor arm
is I = Vx/(2R0).
The current running in the sensor arms generates a magnetic field that can be used to
detect magnetic beads. Figure 2.9 shows how. Part of this magnetic field is sensed by the
sensor stack (see Paper V). This self induced magnetic field (self-field) is proportional to
the current in the sensor arm and has a y component
Hsfy =
√
2
2
Vx
2R0
γ0 (2.33)
where γ0 is a proportionality constant relating the self biasing field to the current in the
sensor [62]. The sensor-generated field also magnetises the magnetic beads near the sensor
surface. Figure 2.10.a shows the magnetic field over one sensor arm, calculated for a bias
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Fig. 2.9: Bead detection in the sensor self-field around a cross-section of one sensor arm. The field
generated by the current passing in the sensor stack magnetises the beads. Part of the field is self-induced
in the ferromagnetic (FM) layer of the stack and is self-biasing the signal output.
current of 9 mA corresponding to half the RMS value of the total bridge bias current used
during the experiments of Chapter 6. We see that the maximum field is found near the
edges of the sensor magnetic stack.
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Fig. 2.10: (a) Magnitude of the magnetic field Hsfy calculated for a bridge current Ix = 18 mA. The
thick black line indicates the section of the magnetic sensor, and the hatched rectangle represents the
sensor protective coating (thickness ' 1 µm). In the inset are defined the coordinates for the calculation.
Adapted from Paper VII. (b) Contour plot of the cumulative bead signal for beads magnetised from the
self-field. The dimension is normalised by half the sensor width, i.e.: y˜ = 2y/w and z˜ = 2z/w. Distribution
of the beads on the plane perpendicular to the current flowing in an arm. Source: Hansen et al. [62]
The beads magnetised from the self-field will generate a magnetic field acting back on
the sensor. This field will be proportional to the current in the sensor arm and will depend
on the amount and distribution of the beads over the sensor arm. The field has the form
Hby =
√
2
2
Vx
2R0
γ1, (2.34)
where the constant γ1 accounts for the bead spatial distribution. In Hansen et al. [62]
is proposed an extensive theoretical analysis of the term γ1. For beads with constant
susceptibility this depends on the sensor width, the bead diameter, the bead magnetic
susceptibility and the bead number density in the volume over the sensor. Fig. 2.10.b
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shows the cumulative bead signal for a homogeneous distribution of beads magnetised
from self-field [62]. Due to inhomogeneous self-field, and decay of the dipole field of the
beads, 50% of the bead signal is due to beads in the proximity (z < 0.25w) of the sensor
surface. Moreover it can be shown that γ1 = 0 when no beads are present and γ1 > 0 in
presence of beads.
The total field acting of the sensor due to self-field is
Hy =
√
2
2
Vx
2R0
(γ0 + γ1). (2.35)
We can combine this result with Eq.(2.23) to obtain the resistance of each sensor arm,
when only the self-field is acting on the magnetic beads
R(±pi
4
, Hy) = R0 ∓ S0
√
2
4
Vx
R0
(γ0 + γ1). (2.36)
To simplify the notation we define the resistance variation in the nth arm as
∆Rn = ∓S0
√
2
4
Vx
R0
[γ0 + γ1(n)] , (2.37)
where γ0 depends only on the geometry and is identical for all the sensor arms, while γ1(n)
depends on the amount and distribution of beads over each sensor arm. In this simplified
notation the arm resistance becomes
Rn = R0 + ∆Rn. (2.38)
The sign of ∆Rn depends on the angle of each arm. For simplicity their signs are sum-
marised in Tab. 2.1.
Tab. 2.1: Sign of the resistance variation ∆Rn due to beads magnetised by self-field, for arm index n and
for the two sensor designs.
Arm index (n) 1 2 3 4
PHEB − + + −
dPHEB − + − +
Expanding Eq.(2.5) we obtain the sensor output
Vy = Vx
[
R2R3 −R1R4
(R1 +R2)(R3 +R4)
]
. (2.39)
We can combine this with Eq.(2.38). Suppressing the terms in ∆Rn of order higher then
one we obtain
Vy =
Vx
4R0
(∆R2 + ∆R3 −∆R1 −∆R4) . (2.40)
We see that the sensor output depends upon the amount of beads on every arm, and
the geometry of the sensor determines how the arm contribution are combined. For the
PHEB sensor in particular we find using Tab. 2.1 and Eq.(2.40)
V PHEBy =
(
Vx
R0
)2
S0
√
2
4
[
γ0 +
γ1(1) + γ1(2) + γ1(3) + γ1(4)
4
]
. (2.41)
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Thus, in the PHEB sensor, the bead signals from all the arms are additive. Moreover,
the PHEB output has an offset given by the sensor self biasing field. The bead signal
is detected without the need of an external magnetic field, and it depends on the bias
voltage squared. When the sensor is biased with an AC voltage Vy =
√
2VRMS sin(2pift) at
frequency f , the bead signal can be measured by lock-in technique in the second harmonic
signal from Eq.(2.20), which is given by
V ′2 = 0 (2.42)
V ′′2 = −
1
4
(
VRMS
R0
)2
S0
[
γ0 +
γ1(1) + γ1(2) + γ1(3) + γ1(4)
4
]
. (2.43)
Since the sensitivity S0 is negative, V
′′
2 will be positive and additive for each arm. We
also notice that the second harmonic in-phase signal V ′2 = 0. This holds true when a low
bias frequency is used. For higher field frequency, due to Brownian relaxation, the bead
magnetisation lag behind the self-field. As we will see in Section 2.2.3 this effect brings
an imaginary term in γ1.
Also for the dPHEB sensor we combine Tab. 2.1 with Eq.(2.40) to find the sensor
output
V dPHEBy = −
(
Vx
R0
)2
S0
√
2
8
[
γ1(1) + γ1(2)
2
− γ1(3) + γ1(4)
2
]
(2.44)
Hence the sensor cancels out the offset signal given by the self-biasing field. Moreover, the
signal output of the dPHEB is given by the bead signal from the top half of the sensor,
minus the bead signal from the bottom half. When we place capture probes on the top
half of the sensor, the second harmonic lock-in signal from Eq.(2.20) becomes
V ′2 = 0 (2.45)
V ′′2 = −
1
8
(
VRMS
R0
)2
S0 (γtop − γbottom) (2.46)
with γtop = [γ1(1) + γ1(2)]/2 and γbottom = [γ1(3) + γ1(4)]/2. When target and beads
can only bind on the upper arms, the bottom arms are subtracting the contribution of
beads in suspension, thus behaving as a local reference. This effect is accentuated by the
sensitivity of the sensor towards beads near the surface.
The outputs of the PHEB and dPHEB sensors were calculated by means of biasing
the sensor with an external voltage. This is the case for sensor driven in parallel as done
in Chapter 6. To work with a biasing current Ix instead of a voltage, e.g.: when driving
sensors in series, we can remember that the bridge resistance is constant R0, it follows
Ix =
Vx
R0
(2.47)
IRMS =
VRMS
R0
. (2.48)
2.2.3 Brownian relaxation of magnetic beads
When a magnetic bead is placed in an external magnetic field, its magnetic moment will
align to the field. Two different processes can take place: the internal magnetisation of
the bead can flip or the bead can perform a physical rotation. The first process, the
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internal flipping of the magnetic moment, is called Ne´el relaxation [63] while the second
process, the physical rotation of the whole bead is called Brownian relaxation [21]. The
dominating relaxation process depends on the magnetic core size, hydrodynamic volume
of the particle and temperature of the experiment.
The Ne´el relaxation of magnetic beads is characterised by the Ne´el relaxation time [63]
τN = τ0 exp
(
KV
kBT
)
, (2.49)
where τ0 is a material dependent constant, K is the magnetic anisotropy constant, V is
the volume of the magnetic core and kBT is the thermal energy.
The Brownian relaxation of magnetic beads in a viscous liquid is characterised by the
characteristic Brownian relaxation time [20]
τB =
3ηVh
kBT
=
piηD3h
2kBT
(2.50)
where η is the viscosity of the liquid, Vh is the hydrodynamic volume of the bead and Dh
is the hydrodynamic diameter of the bead.
The effective relaxation time (τ) is given by
1
τ
=
1
τN
+
1
τB
(2.51)
For the purposes of this work, we will assume that all the magnetic beads used for
Brownian relaxation measurements are thermally blocked, i.e.: they have a remnant mag-
netisation in zero field and the Brownian relaxation dominates over the Ne´el relaxation.
The hydrodynamic volume of the particles is subject to fabrication uncertainties. The
diameter distribution Dh is often well described by the log-normal distribution
fLN(Dh; D˜h, σ)dDh =
1
Dhσ
√
2pi
exp
−
(
lnDh − ln D˜h
)2
2σ2
dDh (2.52)
where D˜h is the median hydrodynamic diameter and σ is the standard deviation. This
size distribution is defined to be volume-weighted, i.e.: fLN(Dh; D˜h, σ)dDh represents the
volume fraction of beads of diameter between Dh and Dh + dDh.
It is possible to obtain information on the Brownian relaxation in both time and
frequency domain. In the next section this two cases will be described singularly.
2.2.3.1 Time-domain. Brownian relaxation is measured in the time-domain by bias-
ing a PHEB sensor with a square wave current Ix(t) with amplitude ±I0 and period TI .
The current through the sensor generates a magnetic self-field (H) proportional to the
current Ix(t). Therefore the magnetic beads will be subjected to a field changing direction
with a period TI . When the current and the field switch direction the beads rotate to
align to the magnetic field. We define M as the magnetisation of the beads parallel to the
field H.
Figure 2.11 shows what happens to the magnetisation M when a bead rotates to
align to the field. The current Ix and the field H are synchronous. Before the current
switches from +I0 to −I0 the beads are aligned to the field and the magnetisation is +M0.
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Fig. 2.11: Schematic of beads relaxation in a flipping magnetic field. The field H is generated by, and
thus proportional to the bias current I. Before current flipping, the magnetisation M (evaluated in the
field direction) is parallel to the field. As the current changes direction, the magnetisation is antiparallel
therefore M = −Ms. The beads then relax and becomes parallel to the field (M = Ms). Adapted from
Paper IV.
Immediately after the current switches direction, i.e.: before the beads have enough time
to rotate, the magnetisation M is anti-parallel to the field and so M = −M0. During
half a period the beads have time to relax and align to the field, therefore before the next
current edge M = +M0. Then the process repeats.
The relaxation of the beads is assumed to be described by an exponential decay with
time constant τB, the Brownian relaxation time.
M(t) = M0
[
1− 2 exp
(
− t
τB
)
,
]
(2.53)
where t is the time after the sign change of the current and the magnetisation goes from
−M0 to +M0.
Assuming the external field to be small (nominally zero), we can combine Eq.(2.24)
and Eq.(2.41) to obtain the signals V+(t) (@+I0) and V−(t) (@−I0) given by
V+(t) = S0I
2
0 (γ0 + γ1tM(t)) + I0(S0Hy +Roff) (2.54)
V−(t) = S0I20 (γ0 + γ1tM(t))− I0(S0Hy +Roff) (2.55)
where t is the time from the current switching sign and we have explicitly written the
dependence of γ1 on the magnetisation by introducing γ1 = γ1tM(t). We notice that
the terms proportional to I20 do not change sign. Therefore we can separate the self-field
contribution from the external field and offset contributions by calculating the average
and difference of the two measurements at positive and negative currents
Vave(t) =
1
2
[V+(t) + V−(t)] = S0I20 (γ0 + γ1tM(t)) (2.56)
Vdiff(t) =
1
2
[V+(t)− V−(t)] = I0(S0Hy +Roff). (2.57)
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The offset due to γ0 in Eq.(2.56) can be corrected for using a reference measurement
performed without magnetic beads. We see that after this correction Vave is proportional
to the time dependent magnetisation. However, Vdiff depends linearly on the external
magnetic field Hy.
To analyse the properties of a solution of beads, we have to integrate the theorical
signal of Eq.(2.56) over the volume-weighted log-normal distribution of the hydrodynamic
diameters in Eq.(2.52), the result is
Vave,fit = V0t
∫ ∞
0
(
1− 2 exp
( −t
τB(Dh)
))
fLN(Dh; D˜h, σ)dDh + Voff , (2.58)
where we defined V0t = −S0I20γ1tM0 as the amplitude of the decay and Voff corrects for
possible offsets. With this definition V0t is positive and Vave,fit ranges from V0t (t = 0)
to −V0t (t → ∞). The free fitting parameters are V0t, Vave,fit, D˜h and σ. The last two
parameters contain the information on the size distribution.
2.2.3.2 Frequency-domain. The Brownian relaxation can be measured in the fre-
quency domain by placing the magnetic particles in an oscillating magnetic field at fre-
quency f and measuring the complex susceptibility χ = χ′ − iχ′′ where χ′ and χ′′ are the
in phase and out of phase component of the complex magnetic susceptibility, respectively.
The complex magnetic susceptibility is described by the Debye model [64]
χ(f) = χ′ − iχ′′ = χ0 − χ∞
1 + (if/fB)
+ χ∞ (2.59)
were χ0 is the DC susceptibility, χ∞ is the high frequency susceptibility and fB is the
Brownian relaxation frequency given by
fB =
1
2piτB
=
kBT
6piηVh
=
kBT
pi2ηD3h
. (2.60)
For a polydisperse sample, Cole and Cole [65] proposed the empirical model
χ(f) = χ′ − iχ′′ = χ0 − χ∞
1 +
(
if/fB(D˜h)
)(1−α) + χ∞, (2.61)
for the complex magnetic susceptibility. Here α is a parameter that measures the poly-
dispersity of the sample, it assumes values from 0 to 1, with α = 0 for a monodsiperse
sample and D˜h is the median hydrodynamic diameter of the bead distribution. Although
the physical meaning of D˜h is similar to that in Eq.(2.52), median of the log-normal distri-
bution, the Cole-Cole model of Eq.(2.61) is not derived from the log-normal distribution.
Figure 2.12 shows the theoretical in-phase (a) and out of phase (b) component of the mag-
netic susceptibility for free beads and for beads with increased diameter (e.g.: because of
clustering due to a biological sample).
At low frequencies f  fB, the in-phase susceptibility χ′ is at the highest level χ0
and the bead magnetisation is in-phase with the field. Approaching f = fB the beads
start to lag behind the field, the in-phase susceptibility decreases while the out-of-phase
susceptibility χ′′ increases and reaches it maximum for f = fB. At higher frequencies,
f  fB the magnetisation of the beads cannot keep up with the external field therefore
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Fig. 2.12: Theoretical (a) in-phase and (b) out-of-phase complex magnetic susceptibilities calculated for
free beads Dh = Dfree and bead cluster Dh = 4Dfree.
χ′ = χ∞ and χ′′ = 0. Beads with increased diameter or cluster of beads, Dh = 4Dfree will
have a lower relaxation frequency fB,bound < fB,free.
We have previously seen (Eq.(2.43)) that the bead signal can be measured in the second
harmonic out-of-phase signal of the PHEB sensor V ′′2 when the bead magnetisation is in-
phase with the self-field. We can now express explicitly the dependence upon the complex
magnetic susceptibility of γ1 = γ1fχ. From Eq.(2.41) and Eq.(2.20) we obtain
V ′2 = −2−2I2RMSS0γ1fχ′′ (2.62)
V ′′2 = −2−2I2RMSS0(γ0 + γ1fχ′) (2.63)
where the out-of-phase magnetic susceptibility χ′′ leads to an in-phase second harmonic
output V ′2 . It is possible to correct the offset due to γ0 by subtracting a reference mea-
surement with no beads to obtain V2,cor. In this way the in-phase second harmonic signal
V ′2 is proportional to the out-of-phase susceptibility χ′′ and, vice versa, the corrected out-
of-phase second harmonic signal is proportional to the in-phase susceptibility χ′. That
means that V2,cor = V
′
2,cor + iV
′′
2 is proportional to iχ = χ
′′ + iχ′.
With this correction we can now fit the Cole-Cole model to the second harmonic PHEB
signal as
V2,fit,Cole = V
′
2 + iV
′′
2,cor = i
V0 − V∞
1 +
(
if/fB(D˜h)
)(1−α) + iV∞, (2.64)
where we defined V0 and V∞ as
V0 = −2−2I2RMSS0γ1fχ0 (2.65)
V∞ = −2−2I2RMSS0γ1fχ∞. (2.66)
The free parameters of this model are V0, V∞, D˜h and α. It is also possible to use the
log-normal distribution of Eq.(2.52) to integrate the complex susceptibility of Eq.(2.59)
for distribution of beads. The model in this case becomes
V2,fit,LN = V
′
2 + iV
′′
2,cor =
∫ ∞
0
i
V0 − V∞
1 + (if/fB(Dh))
fLN(Dh; D˜h, σ)dDh + iV∞. (2.67)
The free parameters of the model are V0, V∞, D˜h and σ. This model is of particular
interest because offer direct comparison with the parameters obtained by fitting time-
domain measurements using Eq.(2.58).
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2.3 Summary
In this chapter the PHEB and dPHEB signals were derived. The PHEB voltage output
vs. external magnetic field Hy was derived from a model implying single domain of the
magnetisation in each sensor arm. This is used in Chapter 4 to characterise the magnetic
properties of the sensor stack.
The second harmonic lock-in signal V ′′2 was derived. V ′′2 is the signal measured for
bead detection using the sensor self-field. The self-field signal for dPHEB sensor is used
in Chapter 6.
The Brownian relaxation of the magnetic beads was introduced. The second harmonic,
frequency depended bead signal measured on PHEB sensor was derived. Two models for
this signal were derived, one based on Cole-Cole model and one based on a log-normal
distribution of bead diameters. Moreover the time-domain signal for the bead relaxation
on PHEB sensor was derived. These three models are used in Chapter 5.
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CHAPTER 3
Experimental
This chapter describes the experimental setup and procedures used in this thesis. At the
core of the system are the planar Hall effect (PHEB) magnetic sensors. A fluidic system
is used to provide electrical contact with the sensor and to define a fluid channel on the
sensor surface. The sensor mounting is described in the chapter and includes temperature
control capabilities. Finally, the standard procedures used for sensor characterisation,
volume-based and surface-based biosensing is described.
3.1 PHEB magnetic field sensors
Some details about the planar Hall effect bridge (PHEB and dPHEB) sensors are presented
in this section. First the fabrication procedure for these sensors is described. Then the
various sensing geometries used in the experimental work of this thesis are introduced and
the sensors are described from a geometrical and functional point of view.
3.1.1 Cleanroom fabrication
The sensor were fabricated as described previously by Henriksen et al. [56]. The fabrica-
tion was carried on in the clean-room facilities of Danchip at DTU. The substrates used
for the fabrication were 4” p-type silicon wafers, with a thermally grown oxide layer of
800− 1000 nm. Figure 3.1 shows a schematic of the cross section of a sensor. At the core
of the sensor is a top-pinned magnetic stack. Contacts to the magnetic stack were defined
in a second lithographic process. Magnetic sensors for biodetection were finally protected
by a hybrid organic-inorganic polymer passivation layer. The following sections describe
each fabrication step in further detail.
3.1.1.1 Magnetic stack deposition. The top pinned magnetic stack was sputter
deposited in a Kurt J. Lesker CSM-18 magnetron sputter system and defined by lift-off.
A uniform magnetic field of 20 mT was applied along the x-direction during deposition
of the magnetic stack to define easy-axis and easy-direction of magnetisation (see Section
2.1.3). Three different magnetic stacks have been used in the experimental work presented
in this thesis. In each section, the used stack composition will be explicitly stated.
The standard stack of (from bottom to top) Ta(3)/ Ni80Fe20(30)/ Mn80Ir20(20)/ Ta(3)
(thicknesses in nm) was used for the work in Chapters 4 and 5. The Ta layers are used to
improve adhesion to the substrate oxide and to the electrical contacts. The ferromagnetic
Ni80Fe20 (Permalloy) layer presents the magnetoresistive properties exploited for the sensor
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Fig. 3.1: Schematic cross sections of the magnetic stack and of the complete sensor with contacts and
protective coating.
function. The antiferromagnetic Mn80Ir20 layer exchange couples the magnetisation of the
permalloy and so defines the easy-direction of magnetisation.
The second stack was used for the work described in Section 6.4. Its nominal compo-
sition was Ta(5)/ Ni80Fe20(30)/ Mn80Ir20(10)/ Ta(5) (thicknesses in nm). Here a thinner
antiferromagnetic layer was used to increase the fraction of the current running through the
permalloy layer, thus increasing the magnetoresistivity of the whole stack and decreasing
the sensor self-biasing (γ0).
Finally, for the major part of Chapter 6, a stack of nominal composition Ta(15)/
Ni80Fe20(30)/ Mn80Ir20(10)/ Ta(5) (thicknesses in nm) was used. Here, we introduced
a thicker bottom tantalum layer. The current running in this layer generates in the
permalloy a magnetic field opposed to the one generated by the current flowing in the
Mn80Ir20 layer, thus reducing even further the sensor self-biasing (γ0).
3.1.1.2 Electrical contacts deposition. The electrical contacts were defined by lift-
off in a second lithographic process. The contact stack Ti(10)/ Pt(100)/ Au(100)/ Ti(10)
(thicknesses in nm) was deposited by e-beam evaporation after a sputter cleaning process.
The contact resistance between magnetic stack and electrical contacts was found to be
negligible for this deposition process. This has important consequences for the sensor
design (Section 3.1.2).
3.1.1.3 Low-temperature annealing. In Chapter 4 the effects of temperature ramp-
ing on the PHEB low-field sensitivity are discussed. To mitigate these effects, a low-
temperature annealing process was performed after deposition of the contacts. The wafers
were annealed in Kurt J. Lesker CSM-18 magnetron sputter system (same machinery used
for magnetic stack deposition). The wafers were heated for 1 hour to 240◦C, 280◦C and
320◦C, respectively. The process took place in vacuum and in a magnetic field 20 mT
applied along the positive x-axis direction. The wafers were slowly cooled to room tem-
perature in this condition. Only the sensors analysed in Chapter 4 were subjected to the
low-temperature annealing treatment.
3.1.1.4 Protective coating. The sensors were passivated with a layer of Ormocomp R©
(Micro resist technology GmbH, Berlin, Germany) of thickness 900 nm. Ormocomp R© is
a hybrid organic-inorganic polymer curable in ultraviolet (UV) light. The polymer was
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diluted 1 : 2 in Ma-T 1050 and spin coated on the wafers at 3000 rpm for 60 s. The
coating geometry was defined by UV lithography and after development the polymer was
hard-baked for 3 hours at 150◦C. This was the last and longest exposure to elevated
temperature that the sensor magnetic stack encountered before use. Although this was
performed in less controlled environment, this heating step was found to produce similar
effects to those of low-temperature annealing, on the sensor low-field sensitivity.
3.1.2 Sensor geometries
Two separate mask sets were designed for the sensors used in this thesis. They correspond
to two generations in the development of the sensors and will be described one at a
time in the next sections. The main differences are (1) the design of the contacts, (2) a
change in the aspect ratio l/w that defines sensor resistance and low-field sensitivity and
(3) the widespread introduction of magnetic stack material surrounding the sensor. The
geometries used are specified in each chapter.
Fig. 3.2: (a) First generation PHEB sensor design. Contacts (dark green) do not extend over the sensor
stack (light green) on the bridge corners. (b) Chip layout. Each chip comprises five sensors. The dashed
line outlines the area of the chip surface included in the microfluidic channel.
3.1.2.1 First generation. Figure 3.2.a shows the standard geometry of the PHEB
sensor as for the first generation mask. In this design the electrical contacts (dark green)
do not extend into the joining points of the bridge arms. In this way the current is injected
in the magnetic stack outside the bridge, avoiding the possible unbalancing of the bridge
due to contact resistance. This contact geometry does not define clearly the arm length,
while the width is w = 20 µm. The effect of passing current through the corners of the
magnetic stack on the low-field sensitivity was investigated by finite element analysis for
a single domain structure. The method showed a response that can be described by the
effective aspect ratio l/w = 14.87. Figure 3.2.b shows the standard layout of sensors on a
chip. Each chip comprises five sensors. The microfluidic setup (see Section 3.2.2.1) defines
a microfluidic channel over the sensor surface, in the area delimited by dashed line in
Fig. 3.2.b.
3.1.2.2 Second generation. The fabrication procedure ensured a low contact resis-
tance between electrical contact layer and magnetic stack. This allowed for a different
geometry, with contacts extending over the bridge corner and defining the sensor arms.
Figure 3.3.a shows a detail of a corner of the sensor. The entire geometry of the sensor,
for both PHEB and dPHEB are depicted in Fig. 2.1. The length of the sensor arm is
l = 200 µm and the width w = 20 µm, thus the aspect ratio is l/w = 10. Figure 3.3.b
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shows the layout of the sensors on a single chip. Each chip comprises six sensors. Each
sensor can be addressed separately. This allows for driving the sensors in parallel or in
series depending on the application requirements. Five sensors on each chip are included
inside the microfluidic channel (outlined by the dashed line). One PHEB sensor is included
in each chip, outside the microfluidic channel for characterisation purposes.
Fig. 3.3: (a) Second generation PHEB sensor design. Contacts (blue) extend over the sensor stack (light
green) and over the bridge corners. Sensor stack is surrounding the sensor arms, with a gap of 3 µm
(b) Chip layout. Each chip comprises six sensors. The dashed line outlines the area of the chip surface
included in the microfluidic channel.
3.1.2.3 Reduction of shape anisotropy. To reduce the shape anisotropy, the sensor
arms were surrounded by magnetic stack material. Figure 3.3.a shows a close-up of one
PHEB bridge angle, where the sensor arm and the surrounding stack are well visible. The
gap defining the arms has a width of 3 µm and corresponds to the smallest feature that
can be safely defined with the photolithography process employed. The use of surround-
ing magnetic stack led to a low-field sensitivity increased of 60% due to reduced shape
anisotropy.
3.2 Sensor setup and characterization
This section presents the equipment used to characterise the properties of the deposited
magnetic stack and to measure the sensor signal. Moreover the components used to control
temperature, to handle fluid and to apply external fields are presented.
3.2.1 Magnetic stack characterisation
In this section, the methods to characterise the magnetic and electric properties of the
sensor stack are introduced. Only the measurements that are not performed on the sensors
themselves but on test structures ad-hoc are described here.
3.2.1.1 VSM. The magnetic properties of the sensor stack, in particular the uniaxial
anisotropy field HK and the exchange anisotropy field Hex, were characterised by mea-
surement of the magnetisation of a 3×3 mm2 square pad in a sweeping external field. The
measurements were performed in a LakeShore model 7407 vibrating sample magnetometer
(VSM). The magnetisation was measured by applying a field parallel and perpendicular
to the x-axis, that corresponds to the easy-axis for the magnetisation of the top pinned
stack.
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Fig. 3.4: Sample VSM measurement from un-anneald wafer Chapter 4. Magnetisation measured in the
field direction when field applied along and perpendicularly to x-axis direction.
Figure 3.4 shows an example of magnetisation curves measured with VSM. These two
curves can be compared to the theoretical curve for the magnetisation angle of Fig. 2.5
remembering M = MsMˆ. From the hysteresis curve with field aligned to the x-axis, we
can obtain −Hex as the mid-value of the hysteresis loop and 2HK as the width of the
hysteresis loop. Sweeping the field along the x-direction shows the linear, low-field regime
in which the PHEB sensor are employed.
3.2.1.2 Transmission line measurements. A transmission line structure was used
to characterise the electrical and magnetoresistive properties of the magnetic stack. Fig-
ure 3.5.a shows the geometry used for this measurement. The conducting element had
a width w = 50 µm. With this geometry, it was possible to measure the resistance of
segments as function of the length l.
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Fig. 3.5: (a) Transmission line geometry used for AMR measurement. (b) Transmission line resistance
vs. segment length. Data measured for un-annealed wafer of Chapter 4. The resistance was measure in a
saturating magnetic field applied parallel and perpendicular to the transmission line.
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Figure 3.5.b shows the result of four-point measurements of the resistance of segments
of varying length. The measurements were performed with a saturating magnetic field
applied along and perpendicular to the x-axis, respectively. The parallel and perpendicular
sheet resistances ρ‖/t and ρ⊥/t can be obtained from the slopes of the linear fits to the
points in Fig. 3.5 as follows
ρ‖,⊥
t
= w
δR‖,⊥
δl
(3.1)
The difference between the two sheet resistances is ∆ρ/t and is a critical parameter for
the sensor.
3.2.2 Sensor setup
In this section we describe how the sensor chip is interfaced electrically and connected to a
fluid handling system. Figure 3.8.b shows the sensor held in position in a micromachined
aluminum well on the copper baseplate. The temperature of the holder is controlled. Fig-
ure 3.6 shows, in position, the microfluidic assembly ensuring fluid handling and electrical
contacts to the sensor chip. Finally, a microscope is used to verify the condition of the
sensor surface.
5 cm
Fig. 3.6: Assembled sensor setup. The sensor is set in place over the copper baseplate. The microfluidic
system also provides electrical contacts. A microscope is available for optical inspection of the sensor
surface during experiments.
3.2.2.1 Microfluidic and pumping system. Figure 3.7 shows the microfluidic sys-
tem used to handle sample over the sensor surface. The microfluidc system was micro
machined in two layer of polymethylmetacrylate (PMMA) thermally bonded together.
The microfluidic channel over the sensor was defined by a polydimethylsiloxane (PDMS)
rubber gasket, ensuring a leak-proof coupling between the sensor chip and the microflu-
idic system. The microfluidic channel defined on the sensor had length 5 mm and width
1 mm. The depth of the channel was varied, depending on the application, from 0.1 mm
to 1 mm. The contacts to the chip were ensured by spring loaded pins (POGO-PIN-5.94-
1,Emulation Technology Inc., Camarillo, CA, USA). The contact pins were press fitted in
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through-holes in the microfluidic system. In this way they ensured connection between
the chip and a custom made printed circuit board (PCB). The PCB could be interchanged
for the different sensing applications, e.g.: driving sensor in series or parallel. The PCB
provided connection to power supply and measuring equipment.
(a) 5 mm (b)
5 cm
Fig. 3.7: (a) Microfluidic system. The system holds in place a PDMS gasket to define microfluidic
channel over the sensor. Spring loaded contact pins ensure connection between the sensors and the PCB.
(b) Pumping system based on design by Sabourin et al. [66]. The peristaltic pump is driven by LEGO
Mindstorm motors.
Fluid connection to the microfluidic system was ensured by two tubing joints derived
from the ones described by Sabourin et al. [67, 66].
Two different systems were used for fluid handling. The first (Fig. 3.7.b) was a in-house
built system consisting of a peristaltic rotatory pump and a valve [66] that could be driven
by LEGO Mindstorm NXT motors and controlled from a PC. This setup could handle 6
samples and ensured a small dead volume. The second system (Fig. 3.8.a) consisted of
two syringe pumps whose outputs were mixed into a T-link before the microfluidic system.
The flow rates of the two syringe pumps could be controlled via PC. This system was used
also to generate concentration gradients, allowing relative dilution as small as 1:1000 (see
Section 6.4).
3.2.2.2 Temperature control. The temperature of the sensor baseplate was con-
trolled by the system in Fig. 3.8.b. A Peltier element was used to heat or cool the holder.
The bottom side of the Peltier element was kept at room temperature for improved sta-
bility using a commercial CPU liquid cooler. The temperature of the sensor baseplate
was controlled by a LFI-3751 temperature controller (Wavelength Electronics Inc., MT,
USA). The temperature was measured using a PT1000 resistance thermometer or using a
thermistor integrated under the sensor baseplate.
3.2.2.3 Real-time measurement. For real time measurement of the binding of mag-
netic beads to the sensor surface (see Chapter 6) up to five sensors located in the mi-
crofluidic channel could be used at once. The sensors output signals were amplified using
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(a)
5 cm
(b)
5 cm
Fig. 3.8: (a) Two syringe pumps are connected through a T connection joint to the microfluidic inlet.
Controlling the relative flow of the two pumps it is possible to achieve concentration gradients. (b)
Temperature controlled chip mounting. The chip is positioned in an alignment well in the aluminium
plate. The temperature of the holder is controlled by Peltier element and PT1000 thermometer.
five SR552 bipolar pre-amplifiers and measured with five SR830 lock-in amplifiers (both
from Stanford Research Systems Inc., Sunnyvale, CA, USA). The sensors were connected
in parallel and the voltage was supplied by a commercial audio amplifier driven by the
internal wave generator of one of the lock-in amplifiers.
3.2.2.4 Frequency-domain. Two separate methods were used to be able to cover
a wide frequency range (see Section 5.1.2.2) when measuring Brownian relaxation in the
frequency domain. For the low-frequency range (1 Hz−50 kHz) the sensor AC bias current
was provided by Keithley 6221 AC and DC Current Source (Keithley Instruments, USA).
The sensor signal was measured by one SR830 lock-in amplifier. No pre-amplification was
used in this case, since it was found to introduce a frequency dependent phase-shift in the
sensor signal.
For measurement in the high-frequency range ( 50 Hz− 5 MHz) the sensor output was
measured using an HF2LI lock-in amplifier (Zurich Instruments, Switzerland). The sensor
bias current was provided by the amplifier built-in wave generator.
3.2.2.5 Time-domain measurement. To measure bead relaxation in the time do-
main (see Section 5.2), a NI USB-6281 data acquisition card (DAQ) (National Instru-
ments, USA) was used. The card provided 18 bits of resolution on ±0.1 V input range
and 600 kSamples per second. The sensor was biased with a square wave current provided
by a Keithley 6221 current source.
3.2.2.6 External magnets and field sweeping. Figure 3.9 shows the two magnets
that were used to characterise the sensor signal output when an external field was applied.
The magnet frame in Fig. 3.9.a was voltage driven by a Kepco BOP 400-4M power supply
(Kepco Inc., NY, USA) and could provide a field in the range ±40 mT. Two commercial
Hall probes were placed at the poles of the magnet to measure the magnetic field.
The Helmholtz coils in Fig. 3.9.b were current driven by a Kepco BOP 20-5D power
supply and could provide field in the range ±11 mT. The Helmholtz coils generate a
3.3 Materials 37
nearly uniform magnetic field in the sensor area but were limited to a single direction,
while the magnetic frame could be rotated.
(a)
5 cm
(b)
5 cm
Fig. 3.9: (a) Electromagnet frame mounted on the sensor setup. The field is measured by commercial
Hall probes positioned in the slots at the poles of the magnet. (b) Helmholtz coils mounted around sensor
holder. The coils provide nearly uniform magnetic field on the sensor area.
Both electromagnets could be used to characterise the sensor output vs. applied mag-
netic field. To do so, the sensors were biased with a small current IRMS = 1/
√
2 mA to
avoid heating of the sensor and the external field was swept on the range allowed by the
magnet. From theory we know that the first harmonic in-phase PHEB sensor output is
V ′1 = −
Vpp
2
sin(2θ) + Voff , (3.2)
where Voff allows for small offsets in the sensor output and we defined the RMS version of
Vpp = IRMS
l
wt
∆ρ. (3.3)
The first harmonic sensor output depends on the angle of the magnetisation. In a single
domain model, the angle of the magnetisation can be obtained by minimizing numerically
Eq.(2.14). This model can be fitted to the field sweep data, the fitting parameters are
Vpp, Voff , HK, Hex and Hs. The low-field sensitivity can then be obtained as the slope of
the fitted model in the low-field range ±0.15 mT. This model is used for the experimental
work of Chapter 4. The external magnets were used only for characterisation purposes.
No external magnetic field is necessary to detect magnetic beads.
3.3 Materials
The materials used for the experimental work of this thesis are reported in this section,
with information on the vendors. The critical information is also repeated together with
the result, when necessary.
3.3.1 Magnetic beads
Along this thesis a number of different magnetic particles were used. In particular, a
broad characterisation of the Brownian relaxation of the beads has been performed to
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identify the most suitable bead type to apply to biological assay (see Section 5.1.2.2).
Magnetic beads from various producers and with different surface functionalisation were
used according to the application. Table 3.1 reports the details about each bead type used
in this work.
Tab. 3.1: Magnetic beads used in this thesis. For each bead kind are reported nominal diameter (Dnom),
type, producer, information about the core of the particle and surface functionalisation. The particle type
used will be specified for every application in the respective sections.
Dnom Type Producer Core Surface group
[nm]
10 SHP Ocean Nanotech Single (γ − Fe2O3) COOH
25 SHP Ocean Nanotech Single (Fe3O4) COOH
40 SHP Ocean Nanotech Single (Fe3O4) COOH
50 MicroBeads Miltenyi Streptavidin
50 BNF-Starch Micromod Multi (Fe3O4) NH2
80 BNF-Starch Micromod Multi (Fe3O4) Streptavidin
80 BNF-Starch Micromod Multi (Fe3O4) Plain
130 Nanomag-D Micromod Multi (Fe3O4) Plain
250 Nanomag-D Micromod Multi (Fe3O4) Plain
The three bead vendors were Ocean Nanotech (AR,USA), Miltenyi Biotech Norden
AB (Lund, Sweden) and Micromod Partikeltechnologie GmbH (Rostock, Germany). The
magnetic beads could be divided in single-core and multi-core nanoparticles. The first
are formed by a single magnetic core, usually coated by a chemical or biochemical active
layer. The multi-core particle are formed by a matrix (here starch or dextrane) that binds
together the magnetic cores. The multi-core particles are also usually coated with an
active surface layer.
The 50 nm Streptavidin MicroBeads (Miltenyi) are the only beads used in Chapter 6.
These beads showed (data not shown) a significant in-phase magnetic response up to fre-
quencies of ∼ 10 kHz, which indicates that the beads are at least partly superparamagnetic
up to these frequencies. Therefore, these beads were found not to be suitable for Brownian
relaxation measurements. Measurement on these beads were always performed at 167 Hz
to be at a frequency high enough to avoid extensive 1/f noise and to ensure high sampling
rate (3 samples per second).
Figure 3.10 shows transmission electron microscopy (TEM) pictures of (a) 10 nm, (b)
25 nm and (c) 40 nm Ocean Nanotech SHP magnetic beads (source: oceannanotech.com).
The TEM pictures image only the magnetic core of the particle. The cores of the particles
in Fig. 3.10.(a,b) are consistent with the nominal diameter given by the manufacturer (the
scale was not provided in the image for 40 nm beads). The single core Ocean Nanotech
beads of diameter 25 nm and 40 nm are to be thermally blocked in zero applied field. The
same assumption could be incorrect for 10 nm beads, where the diameter is on the border
for superparamagnetic behaviour.
Figure 3.10.(d) shows a TEM image of one Micromod BNF-Starch 100 nm multi-core
bead from Bordelon et al.[68] (images were not available in literature for other bead sizes).
The TEM image shows the cluster of magnetic cores but cannot detect the embedding
starch matrix. The longer dimension of the particle is roughly the nominal diameter but
the shape is far from spherical. In this case, the hydrodynamic diameter is an abstraction
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Fig. 3.10: Transmission electron microscope images of: (a) Ocean Nanotech 10 nm SHP single core
magnetic particles (b) Ocean Nanotech 25 nm SHP single core magnetic particles (c) Ocean Nanotech
40 nm SHP single core magnetic particles (d) Micromod 100 nm BNF-Starch multi core magnetic particles.
Sources: oceannanotech.com, Bordelon et al. [68].
to characterise the rotational behaviour of the particle in suspension. The multi-core
Micromod beads are declared by the producer to be thermally blocked. Therefore we will
assume that all those beads follow Brownian relaxation.
3.3.2 Oligonucleotides
In Chapter 6 we will use PHEB sensor to investigate the hybridisation of target DNA to
surface-linked DNA probes. For this purpose we used allele-specific probes designed by
Petersen et al. [57] for SNP genotyping in the human betaglobine (HBB) gene. The DNA
probes and target were purchased from DNA Technology A/S (Risskov, Denmark) and
their sequences are reported in Tab. 3.2. Two mutation sites were investigated: CD8/9
and CD17. The mutations are underlined in Tab. 3.2. Wild type (WT) and mutant type
(MT) probes differ by a single base insertion for CD8/9 and by a single base substitution
for CD17.
Biotinylated DNA was used as target, to allow for binding of the streptavidin magnetic
beads. WT and MT targets were 120 bases long and included both sequences complemen-
tary to the probes. Therefore the MT target included both CD8/9 and CD17 mutations.
Moreover a biotinylated DNA probe was used to provide a direct binding site for the beads
to the sensor surface. The sequence of the biotinylated probe was chosen to have minimal
complementarity to the targets.
These probes and targets were chosen because of the high amount of characterisation
information provided by Petersen et al. [57, 43, 58]. In their work they analysed SNP
detection under varying temperature and washing stringency conditions. In their study,
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Tab. 3.2: Sequences of the wid type (WT ) and mutant type (MT ) probes and targets for CD8/9 and
CD17 mutation sites in the human HBB gene. The point mutation investigated are underlined in both
MT probes and MT target. The probe sequences are colour coded to underline complementary sequences
in the target. The target sequences are 120 bases long but only the part complementary to the probe is
reported here.
Name Sequence
Biotinylated Amino C6-5’-(9xT) TGC GAG CTT CGT ATT ATG GCG -3’ TEG Biotin
CD8/9 WT probe Amino C6-5’-(9xT) G AGG AGA AGT CTG CCG TTA CTG -3’
CD8/9 MT probe Amino C6-5’-(9xT) G AGG AGA AGGT CTG CCG TTAC -3’
CD17 WT probe Amino C6-5’-(9xT) CCC TGT GGG GCA AGG TG -3’
CD17 MT probe Amino C6-5’-(9xT) CCC TGT GGG GCT AGG TGA -3’
WT target Biotin TEG 5’- [...] TCA CCT TGC CCC ACA GGG
CAG TAA CGG CAG ACT TCT CCT CAG [...] -3’
MT target Biotin TEG 5’- [...] TCA CCT AGC CCC ACA GGG
CAG TAA CGG CAG ACCT TCT CCT CAG [...] -3’
the CD8/9 mutation was easier to identify in a broad range of washing conditions, due
to the nature of the mutation (base insertion). The CD17 mutation (base substitution),
however, showed a more narrow range of optimal washing conditions for positive iden-
tification. The two mutation sites were therefore suitable for benchmarking the surface
detection capabilities of our sensors.
3.3.3 Reagents
All the reagents used for this work, unless otherwise specified, were purchased from Sigma-
Aldrich Denmark ApS (Brøndby, Denmark). Saline-sodiumcitrate (SSC) was purchased
from Invitrogen (Auckland, New Zealand).
3.4 Experimental procedure
The experimental procedures used in this thesis are described in this section. First, RCA
coil preparation for the Brownian relaxation measurement is presented. Then, the proce-
dures for surface-based hybridisation and denaturation analysis are explained. The surface
functionalisation of the sensor is presented, followed by the procedure for hybridisation of
the DNA target to the surface-tethered probes. Finally, the denaturation analysis proce-
dures and the data treatment required for those measurements are presented.
3.4.1 Rolling circle amplification
Brownian relaxation measurement performed on the PHEB sensors were applied to the
detection Bacillus globigii (BG) and Vibrio cholerae(VC). The assay detects DNA coils
produced by rolling circle amplification (RCA). The technical detail on the preparation of
the coils measured in Section 5.4 can be found in the work by Zarda´n Go´mez de la Torre
et al. [25, 69]. Below, only a minimal explanation about the rolling circle amplification
(RCA) process will be given.
Figure 3.11 shows a schematics of the RCA process for Bacillus globigii and Vibrio
cholerae. In both case the goal is to obtain a circularisation of the padlock probe. The
loop will be then amplified through RCA. The Vibrio cholerae DNA is complementary
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(I) Recognition (II) Amplification (III) Read-out 
VC DNA 
BG spores 
Padlock probe Cholerae target Spore PLA probe Magnetic beads 
Fig. 3.11: Schematic of the bioassay scheme for the detection of VC DNA and BG bacterial spores.
The padlock probe is circularised upon binding to target DNA or two PLA probes. The circular DNA is
amplified through RCA. Magnetic beads cluster on the DNA coils. Adapted from Paper VI.
to the detection sequence of the padlock probe. When the probe hybridises to the target
DNA, the two extremities are near each other and the probe can be circularised. To
detect Bacillus globigii a proximity ligation assay (PLA) is employed. PLA utilizes DNA
modified antibodies to template circularization of the padlock probe. When two or more
PLA probes bind to a target protein, the two extremities of the DNA can be joined. The
circular DNA molecules are then copied in an isotermal DNA polymerization reaction
(RCA). The DNA template molecule is an endless loop, and thus the process continues
until the polymerase dies. This process creates a longer DNA strand (10-100 kbases).
Each repetition contains a label sequence that can be used as target for the magnetic
beads. These long DNA polymers spontaneously coil into 500-1000 nm diameter blobs of
DNA in solution. The beads, functionalised with probes complementary to the amplified
sequence, cluster on the coils. The clustering of beads can be detected measuring their
Brownian relaxation.
3.4.2 Surface chemistry and probe patterning
To covalently bond DNA probes to the Ormocomp passivation layer of the sensor, a silani-
sation of the surface was performed, a schematic representation of the binding chemistry
can be seen in Fig. 3.12. The steps are: (1) Surface activation for 20 min in 45% H2O2
followed by rinsing in MilliQ water and drying in N2 stream; (2) After washing in acetone
the chips were dipped in 10% v/v solution of 3-Aminopropyltriethoxysilane (APTS) in
Acetone for 30 min, (3) following rinsing in acetone and drying they were immersed in
5% v/v solution of Glutaraldehyde (GA) in MilliQ water for 30 min; Finally the sensors
were rinsed and dried. (4) A solution of 20 µM amino labelled capture probes in 3×saline-
sodiumcitrate(SSC) was spotted on the sensor arms using a Nanoplotter with NanoTip
(both from GeSim GmbH, Grosserkmannsdorf, Germany) at room temperature and at a
controlled humidity of 65%. The probes were incubated overnight on the sensor surface.
Prior to use the sensors were rinsed 1×phosphate buffered saline (PBS) then the sensor
surface was blocked in a solution of 1 mg/mL of bovine serum albumine (BSA) in 1×PBS
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Fig. 3.12: Surface chemistry to bind amino DNA capture probes. (1) Surface OH group (2) APTS (3)
GA (4) DNA capture probes.
for 20 min. The sensor was again rinsed in MilliQ water and dried under N2 stream.
3.4.3 DNA Hybridisation
DNA hybridisation took place on the sensor surface at a temperature of 37◦C. The DNA
target and beads were injected together on the sensor surface. Before DNA hybridisation, a
reference sample of the washing buffer with no targets or beads was measured. The signal
from this reference measurement V ′′2 (0) was then used to correct the second harmonic
offset and obtain the signal variation
∆V ′′2 (t) = V
′′
2 (t)− V ′′2 (0). (3.4)
Fig. 3.13: Schematic of an hybridisation assay. Two sensor are functionalised with different probes.
After hybridisation at 37◦C the sensors are washed and the mismatched hybrids denature. Adapted from
Paper VII.
Figure 3.13 shows the flow of an hybridisation experiment for SNP detection. The tar-
get diluted in hybridisation buffer was mixed 1:1 v/v with streptavidin coated MicroBeads
(Miltenyi). The final volume of the solution 20 µL was injected in the microfluidic system
at a flow rate of 30 µL/min using a syringe pump. The sample was injected on the dry
sensor, to avoid concentration gradients in the microfluidic channel due to the parabolic
flow of the sample.
After injection, the sample was kept stagnant over the sensor surface. The typical
hybridisation took place for 30 min (when not otherwise specified). For SNP genotyping
hybridisation, this was followed by washing at 37◦C with 0.5 × SSC + 0.012% sodium
dodecyl sulfate(SDS) for 80 s at a flow rate of 30 µL/min. After washing the system was
left stagnant.
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3.4.4 Melting curve and stringency gradient
For melting curve and stringency gradient analyses the sensor were prepared with DNA
capture probes as in Fig. 3.14. The presence of a positive reference sensor was needed to
compensate for the temperature dependency of the low-field sensitivity when ramping in
temperature.
Fig. 3.14: Probe patterning for denaturation studies. Sensor are functionalised with WT, MT and positive
reference DNA capture probes. One sensor is functionalised with both MT and WT capture probes
The second harmonic out-of-phase signal was measured during the whole experiment.
The signal was a function of the temperature or concentration at the instant at which
it was measured. Therefore V (T, c) = V ′′2 (t)@(T (t), c(t)). The hybridisation process was
performed as above. After 30 min hybridisation the DNA duplexes were melted in rising
temperature or decreasing buffer concentration.
Reference measurements. Reference measurements are taken with no DNA target or
beads to compensate for second harmonic offset. The signal from the positive reference
sensor was measured during temperature ramping in stagnant washing. The temperature
dependent second harmonic offset V0,ref(T ) for the positive reference sensor is used to
correct signal during temperature melting of hybrids.
The signal from all the sensors was measured during a concentration gradient at fixed
temperature.The concentration dependent second harmonic offset V0(c) measured for all
the sensor was used to correct the signal during concentration denaturation.It was found
that, for the investigated temperature and concentration ranges, V0(c) V0,ref(T ).
Temperature melting of hybrids. For melting curve analysis, after 30 min from sam-
ple injection the temperature was decreased to 20◦C to inhibit the hybridisation reaction.
The sensor was then washed for 80 s at a flow rate of 30 µL/min. The system was left stag-
nant in washing buffer. The temperature was ramped from 20◦C to 70◦C and back at a rate
0.1◦C/s. The signal from the down-ramping Vdown was used to correct the second harmonic
offset in the up-ramping signal Vup. The corrected signal was ∆V (T ) = Vup(T )−Vdown(T ).
The signal from the positive reference sensor was corrected using the reference measure-
ment before hybridisation therefore ∆Vref(T ) = Vref(T )− V0,ref(T )
Since the biotin-streptavidin bond is not denatured at the used temperature, the pos-
itive reference signal is proportional to the sensitivity. When ramping temperature, the
bead signal from other sensor can be normalised by the reference sensor signal to obtain
the relative signal (SR)
SR =
∆V (T )
∆Vref(T )
. (3.5)
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Concentration gradient denaturation of hybrids. For concentration gradient de-
naturation, after 30 min from sample injection, the temperature was set to the desired
value. The sensors were then washed with 2 × SSC for 80 s at a flow rate of 30 µL/min.
The washing buffer concentration was then varied exponentially from c(Na+) = 400 mM
to c(Na+) = 0.4 mM in 1200 s. The flow rate during the concentration gradient was
30 µL/min.
The sensor signal were corrected for the second harmonic offset using the reference
concentration gradient to obtain ∆V (c) = V (c)− V0(c). In this case it was not needed to
normalise the signal with the positive reference since the low-field sensitivity is virtually
independent on the buffer concentration.
Data analysis. To determine the melting temperature Tm or concentration cm, the two
signals SR(T ) and ∆V (c) were fitted with an error function model.
SR(T ) =
1
2
[
1− erf
(
T − Tm
σT
)]
(SR,max − SR,min) + SR,min (3.6)
∆V (c) =
1
2
[
1− erf
(
log(c)− log(cm)
σc
)]
(∆Vmax −∆Vmin) + ∆Vmin (3.7)
Here the free fitting parameters were Tm, σT , SR,max and SR,min for the temperature
ramping. For the concentration gradient, the free fitting parameters were cm, σc, ∆Vmax,
∆Vmin. The error function is defined as
erf(x) =
2√
pi
∫ x
0
e−k
2
dk. (3.8)
CHAPTER 4
Temperature effects in PHEB
sensors
In this chapter the effects of temperature on PHEB sensors are investigated. This work
expands on previous work from Damsgaard et al. [54] on PHE cross sensors. The sensor
temperature is known to affect both the AMR ratio and the exchange bias field. These
two parameter affect directly the low-field sensitivity S0 of the PHEB sensor.
We show that fitting a single domain model to the sensor field-sweep proves a reliable
tool to study the sensor performance under varying temperature conditions. In this chap-
ter, this technique is used to distinguish reversible and irreversible changes in the sensor
properties when exposed to temperatures up to 90◦C.
With the aim of performing DNA hybridisation studies (see Chapter 6), and in par-
ticular DNA melting curves on-chip, it is of interest how to reduce and compensate the
effects given by temperature ramping. Low-temperature annealing was investigated as a
possible approach to mitigate these effects. This chapter summarises the results presented
in Paper I.
4.1 Experimental
For this characterisation work, four wafers of sensors with the magnetic stack Ta(3)/
Ni80Fe20(30)/Mn80Ir20(20)/Ta(3) (thickness in nm) were fabricated as described in section
3.1. The sensor fabrication procedure included an heating step at 120◦C for 2 min after
deposition of the magnetic stack. The sensors used for this study had a geometry with
w = 20 µm and l = 280 µm. The contacts design was such that the bridge corners
were active part of the sensing element, therefore the actual geometrical factor for this
sensors was found through finite element analysis to be l/w = 14.87 [56]. The sensors
were surrounded by magnetic stack to reduce demagnetisation effects, with a gap to the
sensing elements of 3 µm. After deposition of the contacts the sensors were annealed in
vacuum at 240◦C, 280◦C and 320◦C in saturating magnetic field of µ0Hx = 20 mT along
the x-axis. One wafer was used as un-annealed reference.
The magnetic stack was characterised electrically and magnetically (VSM). The sensor
first harmonic in-phase signal (V ′1) was characterised by sweeping the external magnetic
field µ0Hy = ±20 mT applied in the y-direction. The field characteristics were measured at
temperatures varying from 25◦C to 90◦C and during repeated temperature cycles (7 hours)
at 25◦C and 90◦C, with 10 min settling time and 8 min to sweep the magnetic field.
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4.2 Results
The results of the characterisation of the magnetic stack and of the PHEB sensors are
presented in this section. First we go through a validation of the fitting of the sensor
characteristics by comparing fitting results to corresponding reference measurements of
magnetic properties (VSM) and electrical properties. Subsequently, the effect of varying
temperature is analysed and low temperature annealing is tested as a possible resource to
mitigate in part these effects. Finally, the effect of repeated exposure to elevate tempera-
ture is analysed upon repeated temperature cycling between 25◦C and 90◦C.
4.2.1 Room temperature measurements
The results of field sweeping at room temperature on the as-deposited sensors are shown
in Fig. 4.1 for the wafer annealed at 280◦C and the un-annealed reference wafer. The
sensor signal, normalised by the bias current Ix, is plotted vs. external magnetic field.
Comparing the two curves it is observed that the annealing process increased the sensor
low-field sensitivity. This was achieved without changing the peak-to-peak value of the
sensor signal, but rather the peak of the sensor were found to be shifted towards lower
field values.
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Fig. 4.1: Normalised first harmonic in-phase sensor signal (Vpp/Ix vs. external field Hy measured during
field sweep of sensors un-annealed and annealed at 280◦C. The full lines are fits of the sensor characteristic.
Adapted from Paper I.
The solid lines in Fig. 4.1 are least squares fits of the experimental curve as described
in Section 3.2.2.6. The shape anisotropy field Hs was fixed to the value µ0Hs = 0.789 mT
obtained from fitting data for all sensor with this parameter free. The fitting of all the
sensor responses was of comparable quality as the one in Fig. 4.1. The parameters Vpp/Ix,
Hex and HK were extracted from fitting and are presented in Tab. 4.1. The low-field
sensitivity S0 was calculated as the slope of the fitted curve in the interval ±0.15 mT.
The same wafers were characterised through VSM and electrical measurements on
a transmission line geometry. In Tab. 4.1 are reported the obtained values of µ0Hex
and µ0HK from VSM measurement and ∆ρ/t and AMR from electrical reference. It was
possible to compare the quality of the parameters extracted by fitting to the ones measured
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Tab. 4.1: Parameters from reference measurement (VSM and electrical) and from fits to sensor field
sweeps. All measurements were carried out at 25◦C on as-deposited samples. Number in parenthesis are
uncertainties obtained from the fitting routine.
VSM Electrical ref. Sensor field sweeps
Annealing µ0Hex µ0HK ∆ρ/t AMR µ0Hex µ0HK S0/µ0 Vpp/I
conditions [mT] [mT] [Ω] [%] [mT] [mT] [V/(AT)] [V/A]
No annealing 2.89(5) 0.39(5) 0.1296(1) 1.88 2.66(1) 0.90(3) −465 1.779(2)
240◦C 2.02(5) 0.41(5) 0.1318(1) 2.03 1.91(1) 0.52(2) −634 1.785(3)
280◦C 1.90(5) 0.50(5) 0.1319(3) 1.95 1.60(1) 0.50(3) −699 1.764(4)
320◦C 1.39(5) 0.46(5) 0.1317(1) 2.03 1.32(1) 0.34(3) −808 1.768(7)
directly using the other techniques. The measured values for Hex are within the expected
variation on a wafer scale. The values for HK were found comparable for the annealed
wafers, but differed by a factor two for the un-annealed wafer.
The low-temperature annealing was found to mainly affect Hex, that decreased steadily
with increasing annealing temperature. ∆ρ/t appeared unvaried, and accordingly Vpp/Ix
was found similar for all annealing conditions. The result of a decreased exchange bias is
reflected in the low-field sensitivity S0 that increases by almost a factor two for the highest
tested annealing temperature.
4.2.2 Temperature dependence and annealing
In this section, the effect of temperature ramping on the sensor sensitivity is tested. To
allow for the separation of reversible and irreversible effects caused by heating the sensor,
field sweeps were measured at increasingly higher temperature T from 30◦C to 90◦C.
After each elevate temperature measurement, a field sweep was measured at the reference
temperature 25◦C. First the result from the un-annealed wafer is presented in detail, then
the analysis is broadened to the sensors from the annealed wafers.
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Fig. 4.2: (a) First harmonic in-phase signal measured vs. external magnetic field from un-annealed sensor
at 25◦C and 90◦C. Solid lines are least square fit to the single domain model. (b) Parameter extracted
from the fitting of field-sweep curves. Adapted from Paper I.
Figure 4.2.a shows two field-sweep measurements performed on the un-annealed sensor
at 25◦C and 90◦C. The higher temperature affected the signal in three ways: first the peak
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to peak distance decreased, second the peak positions shifted towards lower field, finally the
sensitivity increased upon heating. Figure 4.2.b presents in detail the parameter extracted
by fitting the field-sweeps with the single domain model. The sweeps were performed
at temperature T and subsequently at 25◦C. It was found that part of the parameter
variation, due to heating, was not reversible upon cooling to the starting temperature.
This part of the parameter variation is marked as irreversible in Fig. 4.2 and later on.
The low-field sensitivity increased about 20% when the sensor was heated from 25◦C
to 90◦C. Of this sensitivity variation only half was reversible upon cooling. The values of
Hex and HK decreased approximately linearly with increasing temperature with temper-
ature coefficients of −0.42%/◦C and −0.68%/◦C, respectively. The obtained temperature
coefficients are in good agreement with those found by Damsgaard et al. [54] in a previous
study on a similar magnetic stack. For both Hex and HK a substantial part of the variation
was irreversible.
          	  
   
   
   
   
   
   
  








     
           	
 
           
     	
     	
     	 
	





	




          	  
   
   
   
   
   
  	 
  	 
  
 






Ω

     
           	
 
           
     	
     	
     	
  
	    
          
Fig. 4.3: (a) Sensor low-field sensitivity normalized by initial sensitivity at 25◦C measured at temperature
T (filled points) and at reference temperature 25◦C (open points). The measurement at 25◦C after each
exposure to T allows to differentiate reversible and irreversible changes in sensitivity. (b) Peak-to-peak
voltage Vpp measured at temperature T and at reference temperature 25
◦C. Solid line is a linear fit of the
data from the sensor annealed at 280◦C. The slope was found to be similar for each annealing condition.
Adapted from Paper I.
The same analysis was performed on low-temperature annealed sensors. Figure 4.3
and Fig. 4.4 show the fitting parameters for all the annealing temperatures. Figure 4.3.a
shows the values of the low-field sensitivity S0 normalised by the initial measured value
at 25◦C. It is possible to make a direct comparison with the data shown before for
the un-annealed wafer. Low-temperature annealing decreased the temperature induced
variation in all the sensors. The sensitivity of the wafer annealed at 320◦C decreased
with increasing temperature. For the two highest annealing temperatures the irreversible
changes in sensitivity were about 3% at 90◦C compared to 12% for the un-annealed wafer.
The normalised peak-to-peak voltage Vpp/Ix (Fig. 4.3.a) was found to have only minor
inter wafer variation. The parameter decreased linearly with a temperature coefficient
of −0.22%/◦C and did not show any irreversible change. This result shows that low
temperature annealing does not affect the AMR properties of the magnetic stack.
Figure 4.4.a show the values measured for Hex normalised by the first measurement at
25◦C. The exchange bias fields for all annealed wafers are found to decrease linearly with
temperature with a coefficient −0.37%/◦C. This coefficient is smaller than the coefficient
−0.42%/◦C found for the un-annealed wafer. Also the irreversible changes in Hex were
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Fig. 4.4: (a) Exchange bias field Hex normalised by the initial value at 25
◦C measured at temperature
T (filled points) and at reference temperature 25◦C (open points). The measurement at 25◦C after each
exposure to T allows to differentiate reversible and irreversible changes in Hex. Solid line is a linear fit
of the data for the sensor annealed at 280◦C. The slope was found to be nearly identical for all the
annealed wafers. (b) HK measured at temperature T and at reference temperature 25
◦C. Error bars are
uncertainties obtained from the fitting routine. Adapted from Paper I.
more moderate in the annealed wafers.
Figure 4.4.b shows the values obtained for HK. The initial value of this parameter
decreased with increasing annealing temperature. Compared to un-annealed samples, the
reversible and irreversible changes of HK were more moderate in the annealed samples.
4.2.3 Temperature cycling
Figure 4.5 shows the evolution of the critical parameters S0, Hex and HK upon repeated
exposure at 90◦C vs. time. After each measurement at high temperature, a low temper-
ature reference was acquired at 25◦C, therefore only half of the time was spent at 90◦C.
This study focused only on the sensor annealed at 280◦C and the un-annealed reference.
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Fig. 4.5: Measurement of the relative value of (a)S0 and (b)Hex and HK as measured vs. time in a
cycling temperature for samples un-annealed and annealed at 280◦C. A reference at 25◦C (open points)
was taken after each measurement at high temperature (filled points). Error bars are uncertanties obtained
from the fitting routine. Adapted from Paper I.
Figure 4.5.a shows the time evolution of the low-field sensitivity normalised by the final
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value reached during the experiment. The un-annealed sensor showed a big change (> 7%)
upon the first exposure at high temperature, as seen in the previous set of experiments.
S0 then approached slowly its asymptotic value that was still not reached after 7 h of
temperature cycling, and that lead to a total irreversible change of around 20%.
For the annealed sample, the irreversible change of S0 (25
◦C) was smaller: less than
5% during the whole experiment and it took place almost entirely during the first high
temperature cycle.
Figure 4.5.b shows the effect upon Hex and HK. The asymptotic difference in Hex from
25◦C and 90◦C for both un-annealed and annealed sensor approached 35%, consistently
with what we showed before. For the annealed sample Hex maintained an almost constant
value throughout the whole experiment at both temperatures. Opposedly, for the un-
annealed sample, the 25◦C value of Hex changed strongly with time. Similarly, the change
of HK for the annealed wafer is smaller than for the reference un-annealed one.
4.3 Discussion
The single domain model provided excellent fits to the experimental field-sweep. The
parameters obtained by fitting are generally in good agreement with the corresponding
VSM measurement. It was further possible to compare the Vpp/Ix with the electrical
reference measurements since Vpp/Ix = (l/w)(∆ρ/t) (as seen from Section 2.1). In this
case the values measured from field sweeps were 9% smaller than calculated values. This
difference is attributed to demagnetisation effects due to sensor geometry that cause the
magnetisation of the sensor elements to deviate from the nominal single domain geometry
near the edges [70].
The described fitting method allowed us to test the PHEB sensors under a great vari-
ety of temperature conditions. Using cyclical heating intercalated with reference measure-
ments at room temperature, we could separate reversible and irreversible changes in the
sensors. In our findings ∆ρ/t was not changed upon annealing and any temperature effects
on this were fully reversible. Opposedly Hex and HK showed irreversible changes given
by heating. These changes were of reduced magnitude in annealed sample but were still
present and took place on a time-scale of several hours. These affect the sensor low-field
sensitivity and have to be taken into account in any experiment implementing temperature
ramping.
King et al. [71] and Geshev et al. [72] studied the exchange bias in top pinned
ferromagnet by means of Lorentz transmission melectron microscopy [71], cross-sectional
TEM and X-ray reflectivity [72]. After annealing in condition comparable with ours, they
found no microstructure changes of the interface upon annealing. In particular Geshev et
al. observed a clear reduction of Hex upon annealing that they attributed to relaxation of
frustrated spins in the top antiferromagnetic layer.
Our observation on irreversible changes of Hex indicate a slow, thermically activated
process that reduces the exchange bias. Thus our observations are consistent with the
above interpretation of a thermal relaxation of frustrated spins in the antiferromagnet.
4.4 Conclusion
In this chapter a method to analyse the magnetic and electrical properties of PHEB
magnetoresisitive sensor was presented and validated through comparison with electrical
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and VSM reference measurement. The fitting procedure with a single magnetic domain
model offer an easy way to obtain the relevant parameters of the PHEB sensor in analysis.
This method was employed to study the sensor output in varying temperature.
The analysis of the temperature influence on the sensitivity of the sensor is critical for
the following work on biological application of PHEB sensors. DNA hybridisation assays
and in particular DNA melting curve analysis involve the use of varying temperature.
From this work we saw how temperature cycling affects negatively the sensors, inducing
irreversible changes in the low-field sensitivity, on a time scale of several hours. Moreover
we saw how low-temperature annealing mitigates but does not resolve the irreversible
temperature effects.
As seen in 3.1 the fabrication of the Ormocomp passivation layer requires a hard-
baking procedure at 150◦C for 3 h. Although this heating was not performed in external
magnetic field, it was found to produce similar results to the findings of this chapter.
Although effective in reducing irreversible changes, the low-temperature approach do not
cancel them completely. Therefore, for actual biosensing a positive reference sensor will
be employed to have a quantification of the low-field sensitivity whenever temperature
ramping will be necessary.
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CHAPTER 5
Volume-based biodetection
Brownian relaxation measurements can be used for biodetection [20] since naked magnetic
particles relax faster than particles bound to biomolecules. This approach has been ef-
ficiently used to detect DNA coils produced by rolling circle amplification (RCA) using
a SQUID magnetometer [36, 73] and more recently with a portable AC susceptometer
(DynoMag) operated at room temperature [25, 69, 74, 75] to measure the complex mag-
netic susceptibility χ of a suspension of magnetic beads. Both techniques are not suitable
for a lab-on-chip device, the first requires cryogenic temperature and both are quite bulky
equipments. Planar Hall effect bridge (PHEB) sensors can also be used to measure Brow-
nian relaxation and provide a more suitable platform for a readout system, which in the
future can be integrated with sample preparation.
In this chapter the PHEB detection method will be presented and validated through
measurements in both frequency domain and time domain. These results are part of
Paper II, Paper III and Paper IV. A set of magnetic particle of varying diameter will be
measured to select the best candidate for biodetection. This is part of Paper III. The
detection of bead clustering will be tested with small molecules (biotin conjugated BSA).
This is part of Paper IV. Then PHEB detection of RCA products will be compared to
DynoMag (Paper V). Finally, the setup will be used for detection of Vibrio cholerae (VC)
DNA and Bacillus globigii (BG) spores, demonstrating the first Brownian relaxation RCA
bioassay on a magnetoresisitive platform. These results are part of Paper VI.
5.1 Brownian relaxation in the frequency domain
In this section we will introduce Brownian relaxation measurements in the frequency do-
main. On a PHEB Brownian relaxation is measured by means of varying the bias current
frequency and fitting the in-phase and out-of-phase components of the second harmonic
sensor signal to the Cole-Cole model presented in Section 2.2.3. Here the method will
be investigated in varying concentration of magnetic beads and with beads of varying
diameter. The goals of this work are to validate the measurement and fitting method, to
determine the smallest bead concentration detectable and the optimal bead diameter to be
used for biosensing. The results of this section were published in Paper II (concentration)
and Paper III (diameter).
5.1.1 Experimental
The sensor used for this segment of experimental work, and along the whole chapter, had
the nominal stack composition Ta(3)/ Ni80Fe20(30)/ Mn80Ir20(20)/ Ta(3) (thickness in
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nm) on a standard bridge sensor with l = 280 µm and w = 20 µm.
For the measurements with varying bead concentration the sensor was biased with a
current IRMS = 14.8 mA. The signal was measured at 20 frequencies equally distributed
on a logarithmic scale from f = 986.9 kHz to f = 37.7 kHz. Measurements were performed
on 40 nm SHP magnetic beads from Ocean Nanotech (AR,USA). The bead concentration
was varied from c = 4 mg/mL to c = 16 µg/mL in a two-fold dilution series. Further
details can be found in Paper II.
For the measurements of beads with varying diameter a bias current IRMS = 14.1 mA
was used. The beads were measured in frequencies from f = 5 MHz to f = 1.88 Hz in 39
logarithmic steps. Two different lock-in amplifiers were used to cover the whole frequency
range. The bead nominal diameter and producer information are reported in Tab. 5.1. A
bead solution c = 1 mg/mL in PBS was injected over the sensor for each measurement.
Further details can be found in Paper III.
5.1.2 Results
In this section we will present the results of the Brownian relaxation measurements ob-
tained by sweeping the frequency. First, measurements as function of the bead concentra-
tion will be presented and later as function of the bead nominal diameter.
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Fig. 5.1: Second harmonic (a) in-phase and (b) out-of-phase sensor signal vs. bias current frequency.
The frequency sweep were measured for decreasing concentration c of 40 nm SHP magnetic beads from
Ocean Nanotech. The solid lines are fits of the Cole-Cole model to the data. Adapted from Paper II.
5.1.2.1 Concentration. Figure 5.1 shows (a) the in-phase and (b) the out-of-phase
second harmonic signal as a function of the bias current frequency (f) measured 29 min
after sample injection into the microfluidic system. At this time, the signal was found to
be stable after bead sedimentation (data not shown). The data for concentrations smaller
than c = 62 µg/mL are not shown in Fig. 5.1 since these were indistinguishable from the
c = 0 µg/mL reference sample. The solid lines in the plot are fits to the Cole-Cole model
(Section 2.2.3). The curve shape was found to be independent of the bead concentration
while the amplitude scaled with c. The peak of V ′2 (Fig. 5.1.a) was found to scale linearly
with bead concentration, with a slope = 460(2) nV/(mg/mL).
Figure 5.2 shows the values of the Brownian relaxation frequency fB obtained by
fitting the Cole-Cole model for each frequency, on three consecutive sweeps. The error
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Fig. 5.2: Brownian relaxation frequency obtained by fitting the Cole-Cole model vs. bead concentration
c. The value were obtained from three consecutive sweeps. The error bars are uncertainties reported by
the fitting routine. Adapted from Paper II.
bars represent the uncertainties reported by the fitting routine. For the four highest
concentrations we found fB = 4.4(1) kHz corresponding to a hydrodynamic diameter
of 47(1) nm. For smaller concentrations the average fB was the same but with higher
deviation; for c = 62 µg/mL the standard deviation of fB was found to be 0.8 kHz. The
α parameter of the Cole-Cole model was found to be 0.05(1) for the experiments with
c > 62 µg/mL. For lower concentrations the noise was too high for the model to be fitted
reliably to the data.
5.1.2.2 Bead diameter. Figure 5.3 shows the in-phase (a) and out-of-phase (b) second
harmonic sensor signal as a function of the bias current frequency (f) measured 20 min
after sample injection. The frequency sweeps were measured for six different bead types
with nominal diameters ranging from 10 nm to 250 nm. The signal from the frequency
sweep was normalised by the maximum value of the curve, to better compare the shape
of the curves for different bead types. The solid lines are fits of the Cole-Cole model to
the data. The result of the fitting was found to be of high quality for every bead tested.
The width of the peaks (in Fig. 5.3) was found to be more narrow for beads with nominal
diameter 10 nm, 40 nm and 80 nm indicating that these bead had a more narrow size
distribution.
The hydrodynamic diameter D˜h and the α parameter obtained by fitting are reported
in Tab. 5.1. We see that the obtained values for D˜h are all within 25% of the nominal
diameter with the only exception being the 250 nm beads.
It was also possible to estimate the peak signal normalised by the bead concentration
V ′2,peak/c for all the bead sizes. This parameter is crucial for selecting the most suitable
bead type for biosensing applications. It determines the smallest concentration of beads
detectable, and therefore the lower limit of the dynamic range for the sensing. The largest
beads (250 nm) were found to provide a substantially higher signal per bead. This higher
signal could not be explained only by the volume difference, but bead sedimentation
probably increased the bead concentration near the surface for bigger beads.
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Fig. 5.3: Second harmonic (a) in-phase and (b) out-of-phase sensor signal vs. bias current frequency. The
frequency sweep were measured for varying bead nominal diameter Dnom. The solid lines are Cole-Cole
fits to the data. Adapted from Paper III.
Tab. 5.1: Values of D˜h and α from Cole-Cole fits to the frequency sweeps. The numbers in parenthesis
are 95% confidence levels from fitting routine. Last two columns are molar concentration c and peak sensor
signal normalised by the bead molar concentration.
Dnom Type Producer D˜h α c V
′
2,peak/c
[nm] [nm] [nM] [nV/nM]
10 SHP Ocean Nanotech 12.4(3) 0.08(5) 860 0.1
25 SHP Ocean Nanotech 21.6(4) 0.28(2) 58 3.0
40 SHP Ocean Nanotech 42.4(2) 0.06(1) 14 31.4
80 BNF-Starch Micromod 107.0(9) 0.20(1) 2.0 602
130 Nanomag-D Micromod 155(2) 0.31(1) 0.48 622
250 Nanomag-D Micromod 349(3) 0.43(1) 0.08 17.9× 103
5.1.3 Discussion
In this section we showed how it is possible to use the PHEB to perform frequency domain
measurements of Brownian relaxation of magnetic bead on a vast range of frequencies.
Moreover the bead properties (hydrodynamic diameter and polydispersity) can be robustly
obtained from fitting to the relaxation model.
From the frequency sweep vs. bead concentration (Fig. 5.1) it is seen that the shape
of the measured curve is independent of the bead concentration. The hydrodynamic
diameter can be reliably obtained by fitting for concentration as small as c = 63 µg/mL
corresponding to about 0.9 nM. Lower bead concentration increases the standard deviation
of the obtained parameter, due to lower signal-to-noise ratio.
By testing different bead sizes from different producers it was clear that the choice
of bead type is important for a volume-based bioassay. By increasing the bead size it
is possible to obtain a higher sensitivity with the trade-off of a lower dynamic range.
For example, in our system the electrical noise is about 5 nV the 10 nm beads would
have a limit of detection higher than 50 nM. Bigger beads would increase this figure,
but the sedimentation of these big particle makes them unsuited for biosensing. A good
compromise is found in the 80 nm beads that showed a moderate sedimentation and
a particularly large signal-per-bead. The theoretical dynamic range for these beads is
6 pM − 2 nM. For these reasons this particular kind of beads will be the choice for the
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following work on biosensing.
5.2 Brownian relaxation in the time domain
The Brownian relaxation of magnetic beads can be also studied in the time domain. The
self-field direction is inverted when switching the bias current. It is therefore possible to
monitor the time it takes for the magnetic beads to realign to the magnetic field. The
model for the relaxation of an ensemble of beads was described in section 2.2.3. Measuring
in the time domain is faster than sweeping in frequency. A faster sampling of the relaxation
can lead to time-resolved measurements.
In this section, the time domain measurement is benchmarked against frequency sweep-
ing on measurements performed on magnetic beads of four different diameters ranging from
40 nm to 250 nm. The results of this section are part of Paper IV.
5.2.1 Experimental
For frequency domain measurements, the sensors were biased by a sine wave with current
amplitude IRMS = 14.1 mA. The bias current frequency was varied in 29 logarithmic steps
from 43.69 kHz to 1.88 Hz. The data were fitted to the model in Eq.(2.67).
For time domain measurements, the sensors were biased by a square wave with cur-
rent amplitude Ix = ±14.1 mA. The half period of the square wave was TI = 62.5 ms
corresponding to a frequency of 8Hz. The sensor signal was measured over 192 periods.
The measurements were averaged over 500 time intervals, the duration of the averaging
intervals was increased logarithmically, starting from the current switching event. The
averaged data were used to fit the relaxation model of Eq.(2.58).
The measurements were performed on beads of nominal diameter 40 nm (Ocean Nan-
otech), 80 nm, 130 nm and 250 nm (Micromod). All bead types were diluted to 1 mg/mL
in PBS. Further details can be found in Paper IV.
5.2.2 Results
Figure 5.4.a shows the results of frequency sweeps on beads with different diameters. The
solid lines in the plot are the results of least squares fitting of Eq.(2.67) to the data. As
for the Cole-Cole model above, the relaxation model matches well the experimental data,
except for the high frequency of the 250 nm. Figure 5.4.b reports the bead signal Vave
measured vs. time and normalised by the fitting parameter V0t. Solid lines are fits of the
relaxation model of Eq.(2.58) to the data.
The parameters obtained for the measuring strategies are summarised in Tab. 5.2.
The numbers in parenthesis are uncertainties reported by the least squares curve fits. The
values obtained by the two fitting methods, hydrodynamic diameter D˜h and logarithmic
standard deviation σ of the bead diameter distribution, were found in agreement within
experimental uncertainties for beads smaller than 250 nm. For beads with Dnom = 250 nm
the measurement in both time and frequency domains gave a significantly higher D˜h.
5.2.3 Discussion
For the beads with nominal diameter smaller than 250 nm the hydrodynamic size and
logarithmic standard deviation found by the two measurement methods agree within ex-
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Fig. 5.4: Brownian relaxation measurement performed on beads with varying nominal diameter. (a)
signal measured vs. frequency. (b) signal measured vs. time normalised by the fitting parameter V0t.
Solid lines are fit of the relaxation model to the data. Adapted from Paper IV.
Tab. 5.2: Hydrodynamic diameter D˜h and logarithmic standard deviation σ of the bead diameter distri-
bution obtained by fitting time domain and frequency domain data.
Time domain Frequency domain
Dnom [nm] D˜h [nm] σ D˜h [nm] σ
40 41(2) 0.22(5) 42.5(3) 0.18(2)
80 108(1) 0.35(1) 107(2) 0.32(2)
130 152(2) 0.45(2) 159(4) 0.50(2)
250 299(4) 0.60(1) 350(7) 0.64(2)
perimental uncertainties. The measurement on 40 nm beads are about the limit of what
can be resolved in the time domain for this setup. For such a bead size, the relaxation
is complete in 100 µs and the time resolution of the data acquisition card (DAQ) is only
1.6 µs, resulting in only 60 measurement points to define the relaxation. Studying at the
signal in the time domain it is also clear that the relaxation signal is only a few times
higher than the noise. For Dnom = 40 nm the relaxation signal is V0t = 1.8 µV. The
sensors have a very low intrinsic thermal noise [76] on the order of 1 nV. Therefore the
time domain measurements are now limited by the noise and resolution of the DAQ card.
Thus it can be improved by employing low noise signal amplification or sampling on a
higher number of cycles.
On the other extreme of the measurement range, the hydrodynamic diameters mea-
sured for 250 nm beads with the two techniques differ and the diameter measured in the
time domain was smaller then the relative measurement in the frequency domain. Because
250 nm beads had a relaxation time longer then half period of the square wave then for
this beads were never completely aligned to the magnetic field. This gave a relatively
larger weight to the smaller beads and hence shifts the result for time domain measure-
ment towards smaller diameters. In the frequency domain instead the 250 nm beads did
not reach equilibrium during the measurements, due to the long time required for sedi-
mentation. Since the frequency was swept from high to low frequency, sedimentation had
the effect of increasing the signal when low frequencies were measured resulting in bigger
beads dimensions.
The measurements in the time domain were performed in 24 s compared to the equiv-
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alent in the frequency domain that took 1 min 21 s. The use of time domain measurement
can pave the way to measurements of the binding kinetics, given the shorter measurement
time.
5.3 Detection of small analytes
In this section the detection of biotin conjugated bovine serum albumin (bBSA) will be
performed on PHEB sensors, in the time and frequency domains. The streptavidin coated
magnetic beads form clusters when bBSA is present in solution. The clustering is detected
as an increased hydrodynamic diameter in the relaxation measurements. The results of
this section are part of Paper IV.
5.3.1 Experimental
A solution of 80 nm BNF-Starch streptavidin coated magnetic beads (Micromod) was
mixed with bBSA to a final bead concentration of 1 mg/mL. Four bBSA concentrations
were tested 0 nM, 2.5 nM, 5 nM and 10 nM. To enhance the cluster formation the
suspension was placed in a magnetic field (45 mT) for 10 min. Each bBSA has 8-16 biotin
molecules, therefore several beads can bind to the same albumine molecule, thus forming
beads dimers or clusters. The cluster formation was measured in time and frequency
domain with the same condition as in the section above. More details can be found in
Paper IV.
5.3.2 Results
Figure 5.5 shows the frequency domain measurements for bead clustering as function of
bBSA concentration. The solid lines are fits of Eq.(2.67) to the data. The results of the
fitting procedure are reported in Tab. 5.3.
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Fig. 5.5: Frequency domain measurement of magnetic bead clustering as function of bBSA concentration.
In-phase (a) and out-of-phase (b) second harmonic signal vs. frequency. Solid lines are fits of Eq.(2.67).
Adapted from Paper IV.
The measurements performed on the two samples with no bBSA are highly reproducible
and the diameter and logarithmic standard deviation obtained by fitting are identical in
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the experimental uncertainty. In the presence of bBSA, the peak of the in-phase sec-
ond harmonic signal (Fig. 5.5.a) was found to increase in magnitude and shift towards
lower frequency. Both D˜h and σ (Tab. 5.3) were found to increase with increasing bBSA
concentrations.
In Fig. 5.6.a are shown the result of the same measurements performed in the time
domain. The solid lines are fit of Eq.(2.58) to the data. The measurements on the two
samples with no bBSA were found to almost coincide. The presence of bBSA caused an
increase of the signal amplitude and of the signal slope for t > 10−2 s. The parameters
obtained from the fitting routine are summarised in Tab. 5.3. The values of D˜h were
increasing with bBSA concentration, but no difference was found between 2.5 nM and
5 nM. While the values for σ increased also for those concentration.
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Fig. 5.6: (a) Time domain measurement of bead clustering in presence of varying bBSA concentration.
Average signal Vave vs. time. Solid lines are fit of Eq.(2.58). (b) Values obtained for the hydrodynamic
diameter D˜h for repeated measurements at time t. Measurements for 0 nM and 10 nM bBSA. Error bars
are uncertanties reported by the fitting routine. Adapted from Paper IV.
Figure 5.6.b shows the values obtained the hydrodynamic diameter D˜h for repeated
measurements at time t. In the reference measurements (no bBSA) the diameter was found
to increase slightly with time. When 10 nM bBSA was mixed with the bead solution, the
obtained hydrodynamic diameter, from both frequency and time domain measurements,
was found to be bigger than without bBSA. Moreover, in this case, the diameter was
found to increase faster with time than for the sample without bBSA. Finally, the diameter
obtained from frequency domain measurements was found to be bigger than the equivalent
time domain result.
Tab. 5.3: Hydrodynamic diameter D˜h and logaritmic standard deviation σ of the bead log-normal diam-
eter distribution obtained from fitting of time domain and frequency domain measurement on magnetic
bead mixed with varying bBSA concentration.
Time domain Frequency domain
cbBSA [nM] D˜h [nm] σ D˜h [nm] σ
0 127.1(6) 0.31(1) 129(2) 0.34(2)
0 128.9(8) 0.33(1) 130(2) 0.34(2)
2.5 139.9(8) 0.40(1) 137(2) 0.40(3)
5 138.8(8) 0.43(1) 147(3) 0.47(3)
10 172.7(9) 0.62(1) 190(4) 0.65(3)
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5.3.3 Discussion
Both measurement methods, in time domain and frequency domain, were found effective
in measuring the bead clustering due to the biotin-streptavidin bond. In these preliminary
experiments using time domain measurements it was found that this technique was not as
sensitive to bBSA as the equivalent relaxation measurement in the frequency domain. This
happened because the relaxation of bead cluster was slower than half the period T of the
bias current in time domain measurements. Therefore the measurement is more sensitive
to smaller bead diameters. Nevertheless this can likely be improved with lower noise
electronics and longer measuring time. In this work the time domain measurement took
one sixth of the equivalent frequency domain measurement. The speed of this technique
can be employed to monitor the kinetics of the binding.
It was also found that in the sample containing bBSA, the hydrodynamic diameter
was increasing with time. This is likely caused by cluster sedimentation and the following
increase of the ratio of clustered vs. un-clustered magnetic beads near the sensor surface.
This is an effect that is not present in other relaxation measurement instrumentations (like
Dynomag), but it could be potentially used to improve the sensitivity of PHEB measure-
ments. For example, external magnetic fields could be used to speed up sedimentation and
therefore increase the cluster concentration in the sample volume nearest to the sensor.
5.4 Biodetection
In this section the volume based measurement technique is used to detect rolling circle
amplification (RCA) products. Beads functionalised with the complementary DNA se-
quence to the repeating sequence of the amplified DNA coil form clusters and are then
detected with relaxation measurements in the frequency domain.
First, a proof of concept of the detection of RCA on PHEB is presented. The method
is validated in comparison to the commercial Dynomag system using a synthetic DNA
target. These results are part of Paper V. Then, the detection of RCA products from
Bacillus globigii (BG) spores and Vibrio cholerae (VC) will be introduced. The first is
demonstrating the system flexibility in quantitative study of coils produced targeting DNA
(VC), while the second part of the work test the detection method in a complete assay for
the detection of proteins (BG). These final results are part of Paper VI.
5.4.1 Experimental
DNA circularisation was performed through padlock probe recognition of the synthetic
DNA target and VC DNA [33]. Similarly, circularisation of the probe DNA was obtained
through proximity ligation assay (PLA)[77] to recognise BG. Following circularisation of
the probes, RCA process was run for 60 min to obtain coils containing around 1000 replicas
of the sequence complementary to the probe and having a diameter of 500 − 1000nm.
Magnetic beads were then conjugated with DNA complementary to repeating sequence in
the coil to form bead clusters.
For detection of synthetic DNA target 50 nm beads (Micromod) were mixed with coils
to a final concentration of DNA coils c = 200 pM. The mixture was then incubated for
30 min at 70◦C prior to measurements over PHEB sensor. Another sample with identical
number of coils and beads was measured in the DynoMag system for reference. The data
from DynoMag and PHEB sensor were normalised by the high frequency values of χ′ and
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V ′′2 respectively , to approximate χ∞ and V∞ as described in [25]. Further details can be
found in Paper V.
Coils from VC DNA detection were diluted in a two-fold dilution series to a final
concentration of coils from c = 256 pM to c = 1 pM. Detection of BG spores was performed
on sample containing from 50000 to 5 spores in a 10 fold dilution series. Therefore the
detection of different concentration of BG is tested in a complete assay, including target
detection, RCA amplification and Brownian relaxation measurements. The coils were then
mixed with 80 nm BNF-Starch beads (Micromod) functionalised with single stranded DNA
complementary to the repeated sequence of the coils. The mixture was incubated at 55◦C
for 30 min. The in-phase second harmonic signal V ′2 were normalised by the unweighted
average of the measured data value, to take into account variation over time of the amount
of beads contributing to the signal. Further details can be found in Paper VI.
5.4.2 Results
First, the validation of the method by comparison of synthetic target DNA detection
via PHEB and DynoMag measurements will be presented. Later the PHEB Brownian
relaxation measurements of coils from VC DNA and BG spores will be presented.
5.4.2.1 PHEB biodetection of RCA products. Figure 5.7 show the relaxation
measurement performed by (a) DynoMag and (b) PHEB sensor on beads binding to
200 pM RCA coils. Figure 5.7 shows the effect of coils on the relaxation of the beads
in (a) Dynomag and (b) PHEB relaxation measurements. In presence of coils the low
frequency value of χ′ and V ′′2 decreased and the peak value χ′′ and V ′2 decreased. The
same relaxation frequencies were obtained for DynoMag and PHEB sensor systems.
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Fig. 5.7: (a) DynoMag relaxation measurement on 50 nm beads bound to 200 pM of DNA coils from
rolling circle amplification (RCA) and negative reference with no coils. The signals were normalised by
the high frequency, in-phase susceptibility χ′∞. (b) PHEB relaxation measurement on identical samples.
The signal was normalised by the high frequency out-of-phase signal V∞. Adapted from Paper V.
5.4.2.2 Detection of Vibrio cholerae. Figure 5.8.a shows the second harmonic in-
phase signal V ′2 normalised by the unweighted signal average vs. sweeping frequency of
the bias current. The measurement was performed on a two-fold dilution series of DNA
coils formed by VC DNA recognition. The signal was measured 30 min after sample
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injection into the microfluidic system. The low frequency signal is due to beads bound to
DNA coils and the middle frequency signal is due to the free beads. The signal spectra can
therefore be divided into three regions, where the behaviour for different coil concentration
varied evidently: at low frequencies (f < 35 Hz) the normalised signal increased with coil
concentration; at medium frequencies (35 Hz < f < 2.7 KHz) the normalised signal
decreased with coil concentration; at high frequency (f > 2.7 KHz) the normalised signal
increased slightly with coil concentration.
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Fig. 5.8: (a) Second harmonic in-phase signal V ′2 normalised by the unweighted signal average vs. fre-
quency for sample with c = 4→ 256 pM RCA coils from Vibrio cholera (VC) DNA. (b) Variation ∆R(c)
of the ratio R(c) between low and medium frequency signals vs. concentration of coils from VC. Ratios
measured 20 min and 30 min after sample injection over the sensor. Adapted from Paper VI.
To quantify the coil concentration we calculated the ratio R(c) between the signals at
low and medium frequencies. Figure 5.8.b shows R(c) as measured 20 min and 30 min
after sample injection. Error bars are standard deviations from n = 3 repetition of the
experiments in separate days. The horizontal line represents 3 standard deviation (3σ0pM)
of the negative reference signal, and therefore the smallest detectable signal. R(c) was
found to increase with increasing coil concentration. The smallest tested concentration
giving a significant signal was found to be c = 2 pM while the signal begins to saturate
at the highest tested concentration c = 256 pM. This gives a dynamic range of about two
orders of magnitude and a limit of detection (LOD) of ' 2 pM. The signal ratio was also
found to increase with longer waiting time after injection of the sample.
5.4.2.3 Detection of Bacillus globigii spores. This section presents the results
obtained for coils produced by proximity ligation assay (PLA) of BG spores and following
RCA. The assay was repeated on samples containing from 5 to 50000 spores in a ten-
fold dilution series. Therefore this data are the result of a complete assay, and not the
quantification of the readout system. Figure 5.9.a shows the normalised spectra and their
behaviour followed roughly the same as VC data, with clear splitting of low, medium and
high frequencies. Fig. 5.9.b shows the ratio R(c) between the low and medium frequency
regions of the spectra calculated for different number of spores. The error bars are standard
deviation from n = 3 repetition of the experiments. The solid line in Fig. 5.9.b represents
three standard deviation (3σ0pM) of the negative reference signal. Also in this case LOD
was found to decrease with increasing time from sample injection and the sample with 500
spores gave a signal ratio significantly different from the negative reference. The sample
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with highest spore number showed saturation of the signal ratio.
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Fig. 5.9: (a) Second harmonic in-phase signal V ′2 normalised by the unweighted signal average vs. fre-
quency for sample with RCA coils from proximity ligation assay (PLA) of Bacillus globigii (BG) spores in
starting number from 5 to 50000 spores. (b) Variation ∆R(c) of the ratio R(c) between low and medium
frequency signals vs. concentration of coils from BG. Ratios measured 20 min and 30 min after sample
injection over the sensor. Adapted from Paper VI.
5.4.3 Discussion
The data from RCA of padlock probes binding to synthetic DNA allowed for comparison
between the commercial DynoMag system and PHEB sensors for detection of DNA coils
clustering magnetic beads. The clustered nano-beads relax at a frequency on the order of
1 Hz [36]. Therefore the bound magnetic beads are inactive at the investigated frequencies
leading to a decreased low frequency value χ′ and decreased peak of χ′′ [25]. The same
behaviour was found for the PHEB results in V ′′2 and V ′2 respectively.
The normalisation procedure was validated by Zarda´n Go´mez de la Torre et al. [25] for
the DynoMag system. Their measurement system is measuring the whole sample volume
and is not affected by sedimentation. On the other hand, PHEB sensors are mostly
sensitive near the sensor surface, therefore the amount of beads contributing to the signal
might vary with time. This impacts positively the sensitivity of the assay as the relative
coil concentration near the sensor increases upon sedimentation, but it requires a different
analysis approach.
The normalisation applied for detection of VC DNA and BG spores uses the unweighted
average signal from all the frequencies. With this normalisation it was possible to define
three frequency regions in the signal spectra. When the concentration of RCA coils in-
creases, the relative amount of free beads and hence the normalised signal at medium
frequencies decreases. Correspondingly the relative amount of bound beads increases,
leading to higher low frequency normalised signal. The comparison between this low and
medium frequency regions allows us to quantify the concentration of RCA coils.
The PHEB sensor system was capable to detect down to 2 pM of RCA coils from VC,
over a range of two orders of magnitude. It should also be noted that LOD and dynamic
range can be tuned by varying the magnetic bead concentration. The system was also
capable of distinguish as few as 500 BG spores in an assay.
To compare with commercial devices, Zarda´n Go´mez de la Torre et al. [25] studied
detection of RCA coils from VC DNA using the commercial DynoMag susceptometer.
5.5 Conclusion 65
For that system they found a LOD of 4 pM and similar dynamic range as the PHEB
sensor. The same authors also studied RCA coils from BG spores [74] finding a LOD
of 500 spores for samples prepared in the same way as in this study. Therefore the
magnetoresistive platform was found to offer LOD and dynamic range similar to or even
better than the available commercial system. The sensor system has the advantage of being
smaller and better suited for integration in a microfluidic setup with sample processing
and can measure on a smaller sample volume.
5.5 Conclusion
We have demonstrated that PHEB sensor can be used to measure hydrodynamic diam-
eter of magnetic beads both in the time and frequency domain. Both techniques have
been carefully characterised. This allowed us to identify the weak spots of the detection
technique. Time domain measurement demonstrated to be of high interest because of the
speed of the technique, allowing for almost real-time monitoring of the clustering process.
We compared our technique with one commercially available device (DynoMag) in
detecting synthetic target, VC DNA and BG spores. In all cases we were able to obtain
result as good as or better than those obtained in DynoMag with a much larger sample
volume. This shows that PHEB sensor have the potential to be the platform of choice for
Brownian relaxation measurements of RCA products.
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CHAPTER 6
Surface-based DNA analysis
The vast majority of systems to detect surface bound DNA employ an end-point reading
to detect hybridisation. For example in DNA microarrays hybridisation of DNA target
to surface bound probes is followed by washing of unbound targets and only then the
fluorescent signal is read into a scanner. This is done because the background fluorescence
signal would not allow for a real time readout.
We have seen in Section 2.2.2 that PHEB and dPHEB are mostly sensitive to beads
near the sensor surface, and that dPHEB could be used to implement a local reference
for subtracting the signal of suspended beads. Our sensors are also capable of measuring
with a rate of 3 points/s, allowing for real time monitoring of surface binding of target.
In this chapter we test this hypothesis. First, we use the biotin-streptavidin link as a
model binding to compare detection of surface bound beads on PHEB and dPHEB sensors.
Then we will test dPHEB capabilities in detecting DNA hybridisation and genotyping
single nucleotide polymorphism (SNP) through stringent washing. This result are part of
Paper VII.
Then, we use our system to study the denaturation of surface bound DNA targets by
means of ramping temperature and ramping stringency of washing buffer. These results
are part of ongoing work and are presented here for the first time.
6.1 Sensor response to surface-bound beads
A comparison of PHEB and dPHEB sensor geometries was performed to establish the best
configuration for measurement of surface-tethered magnetic beads. The beads were bound
to one to four of the sensing arms as depicted in Fig. 6.1. The bead signal was measured
both in a background of suspended beads and after washing the unbound beads.
6.1.1 Experimental
The sensors had nominal stack Ta(15)/ Ni80Fe20(30)/ Mn80Ir20(10)/ Ta(5) (dimension in
nm). They were functionalised as described in Section 3.4.2 with biotinylated DNA probes
to provide a direct binding site to streptavidin coated magnetic beads. In this section and
in this whole chapter the used beads are Streptavidin MicroBeads (Miltenyi Biotec) of
nominal diameter 50 nm. Figure 6.2 shows a schematic of the assay. A volume of 15 µL
stock solution of beads was injected and incubated for 20 min at room temperature. The
sensors were then washed with 1× PBS at a flow rate 200 µL/min.
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Fig. 6.1: Schematic illustration of the spot position over sensor arms. (a) PHEB sensor, up to four sensing
arms were functionalised with biotinylated DNA (grey). (b) On the dPHEB sensor only the two top arms
can be functionalised with biotinylated DNA (grey), the bottom arms are retained as local reference. Both
sensor types are inserted in a microfluidic channel (width 1 mm). The injected sample covers the whole
sensor surface. Adapted from Paper VII.
6.1.2 Results
The sensor second harmonic out-of-phase signal variation (∆V ′′2 = V ′′2 (t)−V ′′2 (t = 0)) was
measured for both PHEB and dPHEB sensor geometries, with an increasing number of
functionalised arms. The signal was measured before and after washing. Before washing,
the measurements were carried out in the presence of a suspension of magnetic beads
over the sensors. Fig. 6.3 shows ∆V ′′2 vs. the number of sensor arms functionalised with
biotinylated DNA. For both PHEB (squares) and dPHEB (triangles) geometries the signal
increased linearly with the number of functionalised arms in accordance with Eq.(2.43)
and Eq.(2.46).
Fig. 6.2: Schematic representation of the direct
binding of streptavidin magnetic beads to the sen-
sor surface functionalised with biotinylated DNA
probes. The binding was performed for 20 min
at room temperature, followed by washing with
1× PBS. Adapted from Paper VII.
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Fig. 6.3: Second harmonic out-of-phase signal
variation (∆V ′′2 ) vs. number of functionalised arms.
The signal before washing was measured in a back-
ground of suspended magnetic beads. Washing re-
moved all the beads from the fluidic system. Error
bars are standard deviation from n = 3 repetition
of the experiment. Adapted from Paper VII.
The PHEB geometry is sensitive to a suspension of beads, showing a non-zero signal
for the non-functionalised sensor (before washing). Washing was found to reduce but
not to eliminate this signal. The signal vs. number of functionalised arm before and
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after washing was found to be linear with the same slopes for PHEB geometry but with
significantly different offsets.
For the dPHEB geometry (triangles in Fig. 6.3) only the two upper sensor arms were
functionalised and the bottom arms were used as local reference. In this case no offset was
observed and the signal measured before and after washing were perfectly overlapping.
The slope was identical to the one of the corresponding PHEB geometry. Finally, the
standard deviation from repeated experiments (n = 3) on dPHEB geometry was found to
be about four times smaller than that observed for PHEB geometry.
6.1.3 Discussion
Using the strong biotin-streptavidin bond it was possible to study the signal from surface-
bound beads independently from the washing conditions. This was done for both PHEB
and dPHEB geometries and the signal was found, in accordance with theory, to be pro-
portional to the number of functionalised arms. With only two functionalised arms the
maximum signal from the dPHEB geometry can reach only half of the equivalent PHEB
geometry. However, the PHEB sensor signal is hampered by the effects of the beads in
solution and unspecifically bound to the sensor surface giving a non-zero offset that cannot
be eliminated by washing. Opposedly, in the dPHEB sensor the two non-functionalised
arms are used as local negative reference, resulting in the signal being independent from
the bead suspension background. Moreover the dPHEB sensor signal showed a much
lower standard deviation than the corresponding PHEB. We speculate that this could be
an effect of the proximity of the local reference arm to the sensing arm. This geometrical
proximity exposes the two parts of the sensor to nearly identical environmental conditions
like bead distribution, temperature and external magnetic field. In this way the environ-
mental parameters are effectively cancelled out in the dPHEB sensor. For these reasons,
the dPHEB sensor geometry is the choice for surface-based assay and it is used in the rest
of this chapter.
6.2 DNA hybridisation assay
In this section the magnetic beads are bound to the sensor surface through hybridisation
of biotinylated DNA target to complementary surface bound DNA probes. The target
DNA concentration was varied from 40 nM to 0.156 nM to establish the limit of detection
of our system. The DNA hybridisation was monitored in real-time, with the presence of
target and streptavidin magnetic labels over the sensor surface. This was possible by using
the local reference of dPHEB sensors.
6.2.1 Experimental
The sensors had nominal stack Ta(15)/ Ni80Fe20(30)/ Mn80Ir20(10)/ Ta(5) (dimension in
nm). The dPHEB sensors were functionalised as shown in the inset in Fig. 6.5.a with
WT probe for CD 8/9 mutation site of HBB gene (probe and target sequences described
in Section 3.3.2). Biotinylated WT target was diluted in 2×SSC+0.05%SDS in a five-
fold dilution series. The target solution was mixed 1 : 1 v/v with stock bead solution
(streptavidin 50 nm, Milteny), to final DNA concentrations ranging from 0.156 nM to
40 nM .
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Fig. 6.4: Schematic of the hybridisation assay. Target and magnetic beads are injected over the sensor.
During incubation for 60 min at 37◦C the biotinylated WT target DNA hybridise to the CD 8/9 WT surface
probes. The magnetic beads are bound to the surface through the biotinylated target DNA. Adapted from
Paper VII.
The mixture of target and beads was injected over the sensor (Fig. 6.4) and incubated
at 37◦C for 60 min under stagnant condition. The second harmonic out-of-phase signal
variation (∆V ′′2 ) was measured during the whole incubation period.
6.2.2 Results
Fig. 6.5.a shows the second harmonic out-of-phase signal variation (∆V ′′2 ) vs. time during
incubation of WT target DNA and magnetic beads. The use of a dPHEB sensor allowed
for monitoring the hybridisation signal in real-time during the 60 min reaction, in the
presence of magnetic particle suspended in the target solution. After sample injection at
t = 0, ∆V ′′2 increased for all investigated concentrations. For the highest concentrations the
signal tended to level off for long times. The signal from the sample with no DNA showed
small fluctuations around 0 µV with an amplitude of around 3 times the sensor noise. The
smallest investigated concentration (c = 156 pM) was found to be still discernible from
the negative reference.
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Fig. 6.5: (a) Second harmonic out-of-phase signal variation (∆V ′′2 ) measured vs. time for repeated exper-
iments with varying WT target DNA concentration. (b) Final value of ∆V ′′2 vs. WT target concentration
as measured after 60 min incubation, error bars are standard deviation from repeated experiments (n = 3)
except for c = 40 nM (n = 1), dashed line represent the value obtained with negative sample (0 nM) plus
one standard deviation. Adapted from Paper VII.
The maximum signal ∆V ′′2 , measured after 60 min hybridisation, is plotted in Fig. 6.5.b
vs. WT target DNA concentration. The error bars are standard deviation from re-
peated experiments (n = 3). The dashed line is the average signal from three experi-
ments with no DNA target (∆V ′′2 = 4.5 nV) plus one standard deviation (σ = 3.1 nV).
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This line represents the threshold level for detection; the smallest tested concentration
(c = 156 pM) gave a signal significatively higher than this threshold. For the maximum
concentration (c = 40 nM) the signal level after 60 min of hybridisation reached a value of
∆V ′′2 = 0.25 µV, which is about one third of the maximum signal observed for the direct
streptavidin-biotin link. This could be the effect of a higher affinity of the streptavidin-
biotin bond and of the more complex reaction dynamics when both target and magnetic
beads are in suspension.
6.2.3 Discussion
The DNA hybridisation assay with the dPHEB sensor allowed for detection of target DNA
with an estimated limit of detection (LOD) of c = 156 pM with a dynamic range of two
orders of magnitude. DNA hybridisation was monitored in real time, in presence of a
suspension of magnetic beads; this was possible by using the local reference of dPHEB
sensors. The LOD and dynamic range that we obtained are well suited with the detection
of DNA products from amplification process such as polymerase chain reaction (PCR).
The golden standard for DNA detection is at present DNA microarrays. The DNA
hybridisation to capture probes tethered on glass substrate is quantified using an end-
point fluorescence readout. The detection limit of commercially available microarrays is
typically of 1 − 10 pM and depends on hybridisation time, slide material and capture
probes used. Typically the hybridisation time for a microarray experiment is in the range
of 8 − 10 hours, compared to the 60 min of the system presented. A dynamic range of
two orders of magnitude is similar to what is found for colorimetric enzymatic assays
[42, 43]. This dynamic range is sufficient for SNP detection [43]. The advantages of our
method over microarrays and colorimetric detection are the integration of microfluidic
system to flexibly control reaction conditions, the integrated voltage readout of the signal
and the ability to perform real-time measurements of hybridisation and denaturation in
a background of magnetic particles. In the next section we will discuss how real-time
detection can be employed to improve SNP genotyping.
Other systems have been proposed for DNA hybridisation assays, in particular Xu et
al. [44] demonstrated detection of 10 nM of PCR products using magnetic particles as
labels for an end-point detection of DNA hybridised to a spin valve sensor.
Other chip based methods were demonstrated to detect hybridisation in real-time,
including surface plasmon resonance(SPR) [45], quartz crystal microbalance (QCM) [46]
and film bulk acoustic resonators (FBAR) [45]. These method are intrinsically hampered
by the unspecific binding of the sample matrices on the sensor surface, limiting the LOD
to about 1 nM [45, 46]. Opposedly, there is virtually no magnetic signal from biological
samples. Moreover, dPHEB sensors, with their local negative reference, effectively cancel
out contribution of unspecifically bound targets and magnetic labels in suspension.
6.3 SNP genotyping
The real time capabilities of dPHEB sensors were tested for SNP detection. The mutations
investigated were CD8/9 and CD17 from the human beta globin (HBB) gene (Section
3.3.2). These locations were chosen because capture probes for this mutation sites have
been subject of previous characterisation using DNA microarray from Petersen et al. [58]
under varying washing conditions.
72 Surface-based DNA analysis
6.3.1 Experimental
The dPHEB sensors had nominal stack Ta(15)/ Ni80Fe20(30)/ Mn80Ir20(10)/ Ta(5) (di-
mension in nm). Two sensor on the same chip were functionalised with WT and MT
capture probes as shown in the inset of Fig. 6.8.a. Two chips were employed to investigate
two mutation sites, namely CD8/9 and CD17 (probe and target sequences described in
Section 3.3.2). Target DNA was prepared in a 10 nM solution in 1×SSC+0.025%SDS.
For the different experiments, 10 µL of solution of WT, MT and 1:1 mixture of WT:MT
targets was mixed with 10 µL of stock solution of magnetic beads (streptavidin coated
50 nm, Milteny) and injected on the sensor surface.
Fig. 6.6: Schematic of the assay employed for SNP detection. The two sensors are functionalised with
WT and MT probes respectively. Target and magnetic beads are injected over the sensor and incubated for
30 min at 37◦C. The mismatched hybrids are denatured by a stringent washing. Adapted from Paper VII.
Figure 6.6 shows the assay work-flow. Target DNA and magnetic beads were incubated
for 30 min at 37◦C. After incubation a stringent washing was employed to decrease
unspecific binding (i.e.: denature mismatched duplexes). The sensors were washed with
0.05×SSC+0.05%SDS for 80 s at a flow-rate of 30 µL/s and then left stagnant. The signals
from the two sensor were then analysed in terms of the normalised ratio of the signals:
NR =
∆V ′′2 [WT ]
∆V ′′2 [WT ] + ∆V ′′2 [MT ]
(6.1)
Here ∆V ′′2 [WT ] and ∆V ′′2 [MT ] are the second harmonic out-of-phase signal variations
of the sensors functionalised with WT and MT probes, respectively. This normalised ratio
approaches NR = 1 when the target-beads complexes are linked only to the WT probes,
and NR = 0 when they are linked to the MT probes.
6.3.2 Results
Figure 6.7 shows the signal variation ∆V ′′2 vs. time for the sensors functionalised with WT
and MT probes for the CD8/9 mutation when WT target, MT target and a mixture of
WT+MT targets were employed. During hybridisation (in low stringency condition) the
hybridisation on the two sensors were found to be identical. Only after washing (higher
stringency) the mismatched DNA duplexes (e.g.:WT target on MT probe) were denatured
and the different target compositions could be identified.
In Fig. 6.8 results of repeated experiments (n = 3), as the ones in Fig. 6.7, are presented
in terms of normalized ratio NR for mutation CD8/9 (Fig. 6.8.a) and CD17 (Fig. 6.8.b).
Figure 6.9 shows the average of NR from 3 repeated experiment as measured (Fig. 6.9.a)
immediately before washing and (Fig. 6.9.b) at the time at which the separation of NR
between the target is maximum: 30 min after washing for mutation CD8/9 and 2 min
after washing for CD17.
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Fig. 6.7: ∆V ′′2 vs. time measured on two sensor functionalised with WT and MT capture probe for
CD8/9 mutation site. Signal was monitored in real-time during hybridisation of (a) WT,(b) 1:1 mixture
of WT:MT and (c) WT targets and subsequent washing and denaturation of mismatched hybrids in higher
stringency. Adapted from Paper VII.
                     
   
   
   
  	 
   
          
	              
                    
  







	



	



 
        
 
     
                     
   
   
   
  	 
   





	



	



    
  
              
          	         

         
 
        
 
Fig. 6.8: Normalised ratio of the sensor signal variation (NR) vs. time for (a) CD8/9 and (b) CD17
mutation sites. The signal was measured during hybridisation and following washing. Three target com-
positions were tested, namely WT target, MT target and 1:1 mixture of WT:MT targets. Each experiment
was replicated n = 3 times. Adapted from Paper VII.
During hybridisation (t < 30 min in Fig. 6.8), NR was found to approach NR = 0.5 for
all target combinations, corresponding to identical hybridisation on WT and MT capture
probes, due to the low stringency condition. For CD8/9 we found NR ' 0.54 for all target
compositions (Fig. 6.8.a and Fig. 6.9.a). For CD17, during hybridisation (Fig. 6.8.b and
Fig. 6.9.a), the three targets differed slightly during hybridisation and we found NR =
0.591(6) (WT target), NR = 0.49(2) (1:1 WT:MT target) and NR = 0.39(2) (MT target).
After washing, the stringency was higher and the mismatched duplexes denatured at a
faster rate compared to the perfect matched counterparts. In particular, for mutation
CD8/9 NR values stabilized in 10 min after washing to values above 0.8 and below 0.2 for
WT and MT targets, respectively (Fig. 6.8.a and Fig. 6.9.b). For CD17, the maximum
separation of the values of NR for the different targets was reached 2 min after washing.
For longer times, the signals from both MT and WT capture probes vanished, increasing
therefore the standard deviation of NR for longer times (Fig. 6.8).
Figure 6.9.b shows the average values of NR for n = 3 repetition of the experiments for
each target composition, as measured 30 min (CD8/9) and 2 min (CD17) after washing.
The dashed lines NR = 0.25 and NR = 0.75 mark the threshold values chosen for the
differentiation of the target composition. The choice of time after washing, in combina-
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Fig. 6.9: Normalised ratio of sensor signal (NR) measured for the different target ratios. The sensor
were functionalised with capture probes for CD8/9 (red) and CD17 (blue) mutation sites. Signals were
measured after (a) 30 min incubation and (b) 30 min (CD8/9) or 2 min (CD17) after washing in stringent
buffer. The error bars are standard deviation from n = 3 repetitions of the experiments. Adapted from
Paper VII.
tion with the threshold used, allowed us to identify correctly the sample target in every
experiment.
6.3.3 Discussion
The dPHEB sensors were tested for their capability of detecting SNP employing a stringent
washing. The washing buffer used (0.05×SSC+0.05%SDS) allowed for discrimination of
both mutation sites. Petersen et al. [58] tested the influence of washing stringency for
genotyping this mutations. In their findings, the working range of washing stringency
for mutation CD8/9 include the condition used here. For the CD17 mutation, higher
stringency was found to give lower reproducibility of NR due to signal loss, in agreement
with what we found here. While the signal for CD8/9 reaches a stationary state after
washing that allows for target genotyping, for CD17, at this stringency, both matched and
mismatched duplexes were denatured in less than 10 min after washing. With such a rapid
signal loss, an end-point detection (like in a microarray) would have failed to genotype
the SNP. In this work we used the real time data obtained from dPHEB measurements
to genotype CD17 mutation in a stringency higher than the optimal one identified by
Petersen et al. [58]. It was possible to determine the time at which the signal for the
various targets differed the most. For the CD8/9 mutation in this washing condition this
corresponded to the stationary state after washing (reached in around 10 min), for the
CD17 mutation the highest separation was seen after just 2 min from washing. Moreover,
the real-time data can be used, in future studies, to obtain kinetic data and for optimising
SNP genotyping. This information can be used both for speeding up the readout of this
assay, and in general to optimise probe design for standard microarray assays.
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6.4 DNA denaturation in stringency and temperature gra-
dients
The possibility of measuring real-time signal, combined with the microfluidic sample han-
dling and temperature control system integrated in our setup paved the way for hybridis-
ation measurement in varying stringency and temperature conditions. In this section the
denaturation of target-capture probe hybrids will be driven by either increasing tempera-
ture or decreasing Na+ ionic concentration of the washing buffer. The obtained melting
curve and ionic concentration denaturation were performed under varying combined tem-
perature and concentration conditions, to find the most favourable experimental condi-
tions. This work on the characterisation of denaturation profile is in preparation of future
work, where these two techniques will be used to enhance SNP genotyping.
6.4.1 Experimental
This work was performed on sensor with nominal stack Ta(5)/Ni80Fe20(30)/Mn80Ir10(20)/
Ta(5) (thicknesses in nm). To characterise the reproducibility of measured denaturation
curve in temperature and stringency gradients, three sensors on the same chip were func-
tionalised as in Fig. 6.10. The central sensor was functionalised with a reference biotiny-
lated probe and two sensors were functionalised with the WT and MT capture probes
for the CD17 mutation. A fourth sensor was functionalised with WT and MT capture
probes on the top and bottom halves of the sensor respectively, to take full advantage of
the differential capabilities of the dPHEB sensors.
Fig. 6.10: Probe patterning for denaturation studies. Sensor are functionalised with WT, MT and positive
reference DNA capture probes. One sensor is functionalised with both MT and WT capture probes
Biotinylated target was diluted and mixed with streptavidin coated magnetic label
(50 nm, Milteny) to a final target concentration of 5 nM in 2×SSC (c(Na+) = 400 mM)
hybridisation buffer. The sample was incubated in the sensor microfluidic system at 37◦C
for 30 min. For temperature ramping the chip was first washed at 20◦C for 80 s at a flow
rate of 30 µL/min with diluted SSC washing buffer to a final c(Na+) = 10 mM or 2 mM.
The temperature was then ramped from 20◦C to 70◦C at 0.1◦C/s and backwards. For ionic
concentration denaturation, the chip was washed with 2×SSC (c(Na+) = 400 mM) at 30◦C
or 40◦C. The buffer concentration was then varied exponentially from c(Na+) = 400 mM
to c(Na+) = 0.4 mM in 1200 s.
6.4.2 Results
In this section the results of the various experimental approaches to denaturation in ionic
concentration and temperature gradients will be presented. The two paragraphs contain
the validation of the method for temperature and ionic concentration profiles respectively;
for this denaturation of WT target and CD8/9 capture probes were used as a test case.
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6.4.2.1 Ramping temperature. Ramping temperature from 20◦C to 70◦C was em-
ployed to measure melting curve on-chip. The melting was performed in two different Na+
ion concentrations, c(Na+) = 10 mM or 2 mM. The results of the experiments are shown
in Fig. 6.11.
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Fig. 6.11: Melting curve for WT target on CD8/9 capture probes performed at (a) c(Na+) = 2 mM and
(b) c(Na+) = 10 mM. Signals from perfectly matched WT target-WT probe duplexes (black), mismatched
WT target- MT probe duplexes (red) and differential signal between matched and mismatches duplexes
(blue) measured on-chip. In green is plotted the result of error function fit to the data.
The signals before temperature ramping were higher when washing with a higher ionic
strength buffer (Fig. 6.11.b), indicating a partial loss of surface bound target for both WT
and MT sensors. The relative signal showed a steady value at low temperature and a clear
inflexion point with the loss of all the signal. The melting profile obtained in this way
could be fitted with the error function (ERF) in Eq.(3.7) as described in Section 3.4.4 to
extract the melting temperature Tm. An example of the quality of the fitting can be seen in
Fig. 6.11.b for the sensor functionalised with WT probe. The other fits were of comparable
quality. The mismatched duplexes (WT-MT target-probe) showed a smaller Tm than the
perfectly matched counterpart and in general the melting temperatures are lower at higher
stringency (c(Na+) = 2 mM). Three repetitions of each experiment were performed to test
reproducibility. The results of these are summed up in Tab. 6.1, the numbers in parenthesis
are standard deviations (n = 3). From the values of the standard deviations in Tab. 6.1
we see that the difference between melting temperatures ∆Tm = T
WT
m − TMTm was more
reproducible than the absolute value of Tm, with σ(∆Tm) = 0.5
◦C and σ(Tm) ' 2.5◦C for
c(Na+) = 2 mM. Since only the temperature of the sensor was controlled in our setup,
this variation of absolute values of Tm may be attributed to environmental changes of the
temperature of the washing buffers employed.
,
6.4.2.2 Ramping ionic concentration. An exponential ramping of the washing buffer
concentration from c(Na+) = 400 mM to c(Na+) = 0.4 mM was employed to denature the
DNA hybrids at a constant temperature. Two temperatures were tested 30◦C and 40◦C.
The results of the ionic concentration denaturation experiments are shown in Fig. 6.12.
The results are presented for decreasing ionic concentration to resemble a melting curve
and the actual time evolution of the signal.
The signal from both perfectly matched (WT-WT target-probe) and mismatched (WT-
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Tab. 6.1: Fitting parameter Tm and log(c) as obtained from ERF fitting of the denaturation profiles.
The difference from WT and MT probes are calculated for each dataset. The numbers in parenthesis are
standard deviation from n = 3 repetitions of each denaturing condition.
T [◦C] c[mM] WT sensor MT sensor |WT −MT |
20→ 70 2 Tm = 38(2)◦C Tm = 29(2)◦C ∆Tm = 8.9(5)◦C
20→ 70 10 Tm = 43(1)◦C Tm = 35(1)◦C ∆Tm = 7.7(2)◦C
30 400→ 0.4 log(cm) = 0.17(8) log(cm) = 0.80(4) ∆ log(cm) = 0.62(6)
40 400→ 0.4 log(cm) = 0.76(2) log(cm) = 1.20(5) ∆ log(cm) = 0.45(5)
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Fig. 6.12: Ionic concentration denaturation of WT target bound to CD8/9 capture probes performed at
(a) T = 30◦C and (b) T = 40◦C. On x-axis the concentration is mapped logarithmically and decreasing,
to reflect the time evolution of the experiment. Signals from perfectly matched WT target-WT probe
duplexes (black), mismatched WT target-MT probe duplexes (red) and differential signal between matched
and mismatches duplexes (blue) measured on-chip.
MT target-probe) hybrids was found to be constant for a wide range of high concentra-
tions. At a concentration cm the signal decreased fast and became null. The matched
hybrids were found to denature at a lower concentration and in general cm was found
to be higher at higher temperature (40◦C). The signals could be fitted with an ERF to
obtain the denaturing concentration in terms of log(cm). The parameter of interest to
distinguish matched and mismatched duplexes is ∆ log(cm) = | log(cWTm )− log(cMTm )|. The
denaturation experiments were repeated n = 3 times and the results are summed up in
Tab. 6.1. The values in parenthesis are standard deviations. Using the ionic concentra-
tion profile the obtained values of log(cm) and ∆(log(cm)) had similar standard deviation
σ(log(cm)) ' 0.05, showing a high reproducibility of the stringency conditions between
experiments.
6.4.3 Discussion
The dPHEB sensors were used to perform melting curve and ionic concentration denat-
uration measurement in continuous variation of temperature and buffer stringency. Both
approaches were tested in our on-chip system and allowed us to measure reliably Tm and
cm for surface-bound hybrids. The temperature gradient method demonstrated a high
reproducibility in the difference between melting temperatures (σ(∆Tm) = 0.2
◦C) but
lacked of reproducibility on the absolute values of Tm. The ionic concentration profile
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technique instead showed similar reproducibility for absolute values of log(cm) and dif-
ferential value ∆ log(cm). The two methods can be directly compared in terms of signal
to noise ratio (SNR) of the ∆Tm and ∆ log(cm) defined as SNR = ∆Tm/σ(∆Tm) and
SNR = ∆ log(cm)/σ(∆ log(cm)). These parameters tell how good the resolution of the
system is in distinguishing a single point mutation. For the temperature denaturation the
best conditions are at c = 10 mM giving SNR ' 40 and for the ionic concentration denatu-
ration both conditions gave similar resolution with SNR ' 10. Although the temperature
gradient assay has the highest SNR it has to be kept in mind that this requires the use
of a positive reference signal, and moreover that working at a single temperature greatly
simplifies the assay.
Although the resolution and reproducibility of these techniques are lower than the
state-of-the-art high resolution melting (HRM) in tube, the magnetoresistive sensing pro-
vide an integrated and unique platform for denaturation analysis of surface tethered DNA
duplexes. Moreover, it is possible for these sensors to work with multiple probes in a single
experiment, using multiple sensors with different functionalisation. Finally, the limit in
resolution could be improved by optimising sensor geometry and experimental conditions.
6.5 Conclusion
In this chapter we applied the PHEB and dPHEB sensors to detection of magnetic particles
bound to the surface of the sensor. The dPHEB sensors were found to give the most
reproducible signal upon binding of magnetic beads on the surface. Their local reference
was effective in cancelling the background of beads in solution. They are therefore the
choice for detection of surface bound beads.
For this system DNA had a LOD of c = 156 pM with a dynamic range of two orders
of magnitude. This was reached with a hybridisation time of only 1 h.
The dPHEB is capable of measuring the bound beads in real time. This characteristic
was employed to genotype two SNP in our target. The real time approach was found
superior to standard end-point detection since it could provide reliable results also in less
than optimal washing conditions.
Finally, the system was used to perform DNA denaturation on chip. The signal of
bound DNA was measured in ramping temperature and ramping stringency of the washing
buffer. In this way the system proved flexibility in controlling experimental condition and
the ability to measure the denaturation in real-time. In particular, we notice that the
denaturation in a gradient of buffer stringency is a novel approach that was possible
thanks to the unique characteristics of our magnetic system.
CHAPTER 7
Conclusion and Outlook
The application of PHEB magnetic field sensors to biosensing was investigated in this
thesis. We performed measurements of magnetic beads without the need for external
magnetic field sources, but using the field induced by the sensor bias current. We derived
the sensor signal for the additive PHEB geometry and the differential dPHEB geometries.
We characterised the magnetic sensors for effects induced by heating up to 90◦C.
We were able to separate reversible and irreversible effects of heating on the magnetic
properties of the sensor stack by fitting our theoretical model to the sensor signal vs.
magnetic field. We tested a low-temperature annealing procedure that decreased the
temperature induced irreversible effect by almost 60%.
We demonstrated the use of PHEB sensors on measurements Brownian relaxation of
magnetic beads in both frequency and time domains. Measurements of Brownian relax-
ation allowed us to extract reliably bead diameter at concentrations down to 16 µg/mL
for 40 nm beads. The setup could measure Brownian relaxation from DC to 1 MHz and
on beads with hydrodynamic diameters ranging from 10 nm to 250 nm. We identified
problems in the measurement given by sedimentation over time of magnetic beads. In our
setup the beads near the surface give higher output, therefore bead sedimentation makes
the signal increase over time.
We have demonstrated time-domain bead relaxation measurements using PHEB sen-
sors. This technique offers faster sampling rate, paving the way for real-time monitoring
of the experiments. We applied both techniques to detect bBSA in the nM range.
Frequency domain measurements were used to detect RCA products (DNA coils) from
detection of Vibrio cholerae (VC) DNA by padlock probe recognition and Bacillus globigii
(BG) spores by proximity ligation assay (PLA). We demonstrated a LOD for such assay
of 4 pM of coils (VC) and of 500 spores (BG).
We applied the differential geometry of the dPHEB to measure surface-bound magnetic
beads. We characterised this sensing scheme using the biotin-streptavidin link. Doing so
we demonstrated that the differential sensor, with its local reference arms, cancel accu-
rately the contribution of background solution beads and beads unspecifically bound to
the surface. We applied the dPHEB geometry for the detection of DNA in a hybridisation
assay. We demonstrated a LOD of 156 pM DNA target upon one hour of hybridisation.
We notice that this LOD is far from the optical microarray capabilities, although in a
microarray the hybridisation is typically run for several hours. We used the real-time
detection on our dPHEB sensor to perform single nucleotide polymorphism (SNP) geno-
typing, obtaining perfect discrimination of the target also under non optimal washing
conditions.
We employed the unique features of our setup (real-time detection, temperature con-
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trol, microfluidic) to perform on-chip DNA denaturation assays. We denatured DNA
hybrids in ramping temperature and decreasing ionic strength. We assessed the repro-
ducibility of this kind of assay, and proposed improvements for this approach.
In the following section we address some of the weaknesses of PHEB biosensing propos-
ing step to achieve better and more reliable sensing. We also speculate on possible appli-
cations of our sensing scheme.
7.1 Outlook
During this project we had the opportunity to upgrade our system setup to improve
the measurement method, the sensor fabrication and design. Nevertheless, due to the
restricted amount of time and prioritisation of some goals, it was not possible to test and
implement all the ideas we had. This section describes some of the future improvements
that could be tested in our biosensing setup. Possible applications of our sensing method
are proposed here. First, the general modification of the sensor are presented. Later the
applications and improvements are divided between the volume-based and surface-based
sensing methods.
7.1.1 Improved sensor signal
Sensor stack. The sensor geometry has been subject of active development during this
project. Opposedly, the sensor stack has been modified only marginally, as discussed in
Section 3.1. The low-field sensitivity of the PHEB sensors can be increased by reduc-
ing the exchange anisotropy field Hex as we have obtained by low-temperature annealing.
Another way is to modify the stack composition and employ a buffer layer between ferro-
magnetic and antiferromagnetic layers in the sensor stack [78]. Hung et al. [79] report a
80% reduction of the exchange bias upon introduction of 0.12 nm in the magnetic stack
Ta(3)/NiFe(10)/Cu(0.12)/IrMn(10)/Ta(3) (thicknesses in nm). This reduction of Hex
would lead to a three fold increase in the low-field sensitivity of our sensor.
Protective coating. Section 2.2.2 shows how the sensor is mostly sensitive to the beads
near the sensor surface. In this work we used a protective coating of ∼ 900 nm of Ormo-
comp to passivate the sensors. The thickness of the protective coating could be further
decreased to increase the bead signal.
Preamplification. The PHEB sensors have a low intrinsic noise [76], nevertheless some
of the experiment presented in this thesis are limited by the signal-to-noise ratio of our
measurement setup. Preamplifiers were used successfully in Chapter 6 to increase the
signal to noise ratio. The same thing could not be done for Brownian relaxation measure-
ments since the preamplifiers introduced a frequency dependent phase shift in the signal.
Preamplifiers should be designed ad-hoc for this application.
7.1.2 Volume based biodetection
Magnetic manipulation. We saw in Section 5.4 that volume-based biodetection is
slowed by sedimentation of magnetic beads. The signal from bead clusters keep increasing
over time. It could be possible to accelerate this process by applying an external magnetic
field gradient.
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High-throughput analysis. The mechanisation of most laboratory activities and in
particular the introduction of lab robots have allowed for high-throughput analysis in
biochemical laboratories. Figure 7.1 shows one of such laboratory robot. Multiple pipettes
work in parallel on all the well of a microtiter plate.
Fig. 7.1: Laboratory robot. Multiple pipettes work in parallel on the wells of a microtiter plate. Source:
drugdiscoveryopinion.com
PHEB sensor could be used as readout method in such an automatised system. PHEB
sensors do not require external magnetic field for Brownian relaxation measurements.
Moreover, we demonstrated fast measurement in the time domain, using simple electronics.
A single PHEB sensor could be fabricated in stick geometry of a size compatible with the
wells of a microtiter plate. PHEB sensor could easily be integrated with existing high
throughput analysis hardware.
RCA integration. The PHEB sensor setup already includes temperature control and
a microfluidic system. The hybridisation of coils and capture probes on the labels could
be easily performed on the chip to decrease the assay time. The following step would be
to integrate the RCA in the microfluidic setup itself. RCA is an isothermal amplification
and therefore does not require thermal cycling. Several examples of RCA integrated in a
microfluidic system are presented in literature[80, 81, 82].
7.1.3 Surface based bioetection
Multiplexing. The surface based biodetection on dPHEB sensors demonstrated the ca-
pabilities to perform SNP detection and denaturation curve analysis using multiple probes
on a single chip. Our long term goal is to apply this sensing technologies on cancer de-
tection. Figure 7.2 shows schematically the envisioned setup. The assay should be based
on patient specimen that can be obtained with non-invasive method [83]. The assay can
integrate both genetic and epigenetic analysis of cancer markers.
The dPHEB chip design today comprises only five available sensors in the microfluidic
system. To measure the signal from all the sensors, five lock-in amplifiers are needed at
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Fig. 7.2: Schematic of he proposed setup. The biotinylated target DNA and streptavidin coated magnetic
labels are injected over the sensor surface in a microfluidic channel. The magnetic labels are linked to the
sensor surface and give rise to a signal when the target hybridises to the surface-tethered probes. The
sensor signal is measured during temperature cycles or buffer concentration gradients.
present. To be employable for cancer detection, the system should at least provide twice
the amount of sensors. The measurements should be performed using a custom preampli-
fication and a multiplexed analog-to-digital (ADC) converter. The lock-in amplification
could be performed by software. Such a setup could be scalable, and provide a more
flexible platform for biodetection.
Probe patterning. One of the most problematic procedure encountered during the
experimental work of this thesis was the patterning of probes over the sensor surface. We
used a microarray plotter to spot probes precisely over the sensor surface. The requirement
for spotting was a complete coverage of only the two upper sensor arms. Often this
procedure was failing due small misalignments of the machine. During the last phases of
this project, it was proposed to employ hydrophobic treatment of the surface to provide
well-defined areas for the probes to bind[84].
Temperature control. In Section 6.4 we saw how the absolute temperature in the melt-
ing curve was not reproducible. A possible solution to this problem is to monitor directly
the temperature of the sensor. The resistivity of permalloy depends on the tempera-
ture [54]. The sensor themselves can therefore be used as thermometer, thus obtaining a
measurement of the temperature near the surface tethered hybrids.
Binding kinetics. We demonstrated that PHEB biosensing has almost unique capa-
bilities for the real time detection of surface binding events. This platform can be used
to study the binding kinetics, to optimise the probes and process of surface based as-
says. Such application could improve also the leading technologies in biosensing, as DNA
microarrays or ELISA.
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Abstract: We investigate the changes of planar Hall effect bridge magnetic field sensors prepared 
without field annealing and with field annealing at 240 °C, 280 °C and 320 °C when these are exposed 
to temperatures between 25 °C and 90 °C. From analyses of the sensor response vs. magnetic field we 
extract the exchange bias field Hex, the uniaxial anisotropy field HK and the anisotropic 
magnetoresistance (AMR) of the exchange biased thin films at a given temperature. By comparing 
measurements carried out at elevated temperatures T with measurements carried out at 25 °C after 
exposure to T, we separate the reversible from the irreversible changes of the sensors. The un-annealed 
sample shows a significant irreversible change of Hex and HK upon exposure to temperatures above 
room temperature. The irreversible changes are significantly reduced but not eliminated by the low-
temperature field annealing. The reversible changes with temperature are essentially the same for all 
samples. The results are not only relevant for sensor applications but also demonstrate the method as a 
useful tool for characterizing exchange-biased thin films. Copyright © 2012 IFSA. 
 
Keywords: Magnetic biosensors, Planar Hall effect, Exchange bias, Anisotropic magnetoresistance. 
 
 
 
1. Introduction 
 
For applications of any sensor, it is important to know and correct for the effect of varying 
temperatures of the sensor environment. Moreover, it is important to be aware of irreversible changes 
of the sensor parameters induced by varying temperatures of the environment. Planar Hall effect 
magnetic field sensors have proven attractive for magnetic field sensing due to their low intrinsic noise 
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and potentially high signal-to-noise ratio [1]. We are investigating exchange-biased planar Hall effect 
sensors for magnetic biodetection [2, 3]. 
 
Here, we systematically study the changes of the response of planar Hall effect bridge sensors [4] upon 
exposure of these to temperatures between 25 °C and 90 °C. These temperatures correspond to the 
range typically employed in DNA based assays with amplification by polymerase chain reaction 
(PCR). From analyses of magnetic field sweeps of the sensor response we extract the parameters of 
thin film sensor stacks at all investigated temperatures and by performing measurements at 25 °C 
performed after all measurements at elevated temperatures we quantify and distinguish reversible and 
irreversible changes of each of the sensor parameters. These studies are carried out for a stack which is 
not exposed to any magnetic field annealing and for stacks that are field annealed at 240 °C, 280 °C 
and 320 °C. The results are generally relevant for applications of exchange-biased thin film sensors 
and demonstrate the method as a general tool for studying thin film magnetic properties vs. 
temperature. 
 
 
2. Sensor Model 
 
Below, we consider a material showing anisotropic magnetoresistance (AMR) with resistivities ρ|| and 
ρ parallel and perpendicular to the magnetization vector M, respectively. The AMR ratio, defined as 
Δρ/av, where   ρ||ρ and av  ρ||/3+2ρ/3, assumes a value of 2-3 % for permalloy (Ni80Fe20). 
Fig. 1 shows a Wheatstone bridge consisting of four pairwise identical elements of the material of 
width w and length l. The resistance of a single element forming an angle  to the x-axis and with a 
homogeneous magnetization forming an angle  to the x-axis is [4] 
     ,)2(cos Δρρρ),( 21||21   wtlR  (1)
 
where t is the thickness of the element. A current I injected in the x-direction results in the bridge 
output  
  ,),(),(21    RRIVy  (2)
 
where the orientation of magnetization of the elements forming angles α+ and α to the x-axis are 
denoted θ+ and θ. The maximum bridge output, obtained when α+ = α = π/4, is given by 
    , )sin(2)2(sin )sin(2)2(sin ρ pp4141    VIV wtly  (3)
 
where we have introduced the nominal peak-to-peak sensor output voltage Vpp = Il/(wt) [4]. 
Equation (3) is identical to the output voltage from a cross-geometry planar Hall effect sensor 
multiplied by the geometrical amplification factor l/w. Therefore, we have termed the above sensors 
planar Hall effect bridge (PHEB) sensors [4]. 
 
Theoretically, the angles θ+ and θ can be found by minimizing the single domain energy density for α+ 
and α, respectively. We divide the volume energy density by the saturation flux density to form the 
normalized energy density u 
 
),(cos cos cos sin 2s21
2
K2
1
ex   HHHHu y  (4)
 
which expresses the energy density in units of the H-field. In Eq. (4), Hy is the external magnetic field 
applied in the y-direction, Hex is the exchange field due to a unidirectional anisotropy along θ = 0,  
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HK is the anisotropy field due to a uniaxial anisotropy along θ = 0 and Hs is the shape anisotropy field 
of the element (preferring a magnetization orientation with  = ). Defining the demagnetization 
factors along and perpendicular to an element as N|| and N, respectively, the shape anisotropy field is 
Hs = (N  N||)Ms [5]. Our previous work [4] considered only the case of negligible shape anisotropy 
where θ+ = θ = θ. 
 
We write the low-field sensor output voltage as  
 
,0 yy IHSV   (5)
 
where we have defined the low-field sensitivity S0. For negligible shape anisotropy, minimization of 
Eq. (4) for Hs = 0 and small values of  yields 
 
.1ρ
exK
0 HHtw
lS 
  (6)
 
If the shape anisotropy is significant but still small, the sensor response curve will be modified such 
that it flattens near zero applied field, resulting in a decrease of S0 compared to Eq. (6), while still 
maintaining a peak-to-peak signal Vpp given by Eq. (3) (unpublished results). 
 
 
3. Experimental 
 
A batch of four wafers with top-pinned PHEB sensors was prepared on 4” silicon substrates with a  
1 m thick thermally grown oxide as follows: First, the stack Ta(3 nm)/Ni80Fe20(30 nm)/Mn80Ir20 
(20 nm)/Ta(3 nm) was grown in a K. J. Lesker company CMS 18 multitarget sputter system in an 
Argon pressure of 3 mTorr with an RF substrate bias of 3W. The easy magnetization direction and axis 
of the permalloy layer were defined by applying a uniform magnetic field of µ0Hx = 20 mT along the  
x-axis during the deposition. Subsequently, contacts of Ti(10 nm)/Pt(100 nm)/Au(100 nm)/Ti(10 nm) 
were deposited by e-beam evaporation and defined by lift-off. The negative lithography process 
employed a reversal baking step at 120 °C for 120 s on a hot plate in zero magnetic field. 
 
One of the nominally identical four wafers was not given any further treatment and was labeled ‘not 
annealed’/’un-annealed’. The other three wafers were annealed in vacuum in the sputter deposition 
chamber at temperatures of 240 °C, 280 °C and 320 °C for 1 hour in the presence of a saturating 
magnetic field µ0Hx = 20 mT applied along the x-axis. 
 
The dimensions of the elements of all investigated sensors were w=20 µm and l = 280 µm (Fig. 1). All 
sensors were surrounded by magnetic stack with a 3 µm gap to reduce the shape anisotropy of the 
elements. The simple theory presented in section 2 accounts for the elements but not the corners 
connecting the elements. The effect of corners was therefore investigated by finite element analysis of 
the sensor output for a single domain sensor structure. The calculations showed a sensor response that 
can be described by an effective sensor aspect ratio l/w = 14.87, which is 6% higher than the nominal 
one of l/w=14. 
 
The magnetic properties of continuous thin films with dimensions 3×3 mm2 were characterized for all 
four wafers using a LakeShore model 7407 vibrating sample magnetometer (VSM) and values of Hex 
and HK were extracted from easy axis hysteresis loop measurements. 
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Fig. 1. Image of planar Hall effect magnetic bridge sensor with  
definition of geometric variables and symbols. 
 
 
Values of the stack sheet resistances ρ||/t and ρ/t for the four wafers were obtained from electrical 
measurements of the resistance on transmission line test structures placed near the investigated sensor 
chips on the wafers in saturating magnetic fields applied parallel and perpendicular to the current, 
respectively. 
 
Measurements of the sensor response vs. applied field were carried out as follows: the sensors were 
biased with an alternating current of root-mean-square (RMS) amplitude IRMS = 1/√2 mA and 
frequency f = 65 Hz provided by a Keithley 6221 precision current source. A Stanford Research 
Systems model SR830 lock-in amplifier was used to record the first harmonic in-phase root-mean-
square (RMS) signal Vy,RMS. Note, that Eq. (3) also holds for the RMS values IRMS and Vy,RMS. To 
simplify the notation below, we will therefore refer to the RMS values as Vy and I. The applied 
magnetic field 0Hy was generated by a custom built electromagnet and monitored using commercially 
available Hall probes. Field sweeps were carried out by sweeping the field in both directions between 
0Hy = ±40 mT. The sensor temperature was regulated to stability better than 0.1°C by use of a Peltier 
element, platinum RTD and a precision temperature controller. Sensor characteristics of all sensors 
were measured at temperatures from 25°C to 90°C in steps of 10°C. Each measurement performed at 
an elevated temperature was followed by a reference measurement performed at 25°C. 
 
In addition, we also studied the effect of repeated exposure to 90 °C for an un-annealed sensor and a 
sensor from the wafer that was field annealed at 280 °C. These temperature cycling experiments were 
carried out as follows: first, the temperature was set to 25 °C and left for 10 min before a field sweep 
was carried out. The field sweep took about 8 min to complete. Then, the temperature was set to 90 °C 
and the measurement procedure was repeated. Finally, this cycle between 25 °C and 90 °C was 
repeated for about 7 hours. 
 
 
4. Results 
 
4.1. As Deposited Samples 
 
In this section, we present results obtained for the samples at 25 ºC in their as-deposited state (i.e. prior 
to sensor characterization at elevated temperatures). We establish the model used for analyzing the 
field sweeps and compare to electrical and magnetic reference measurements. 
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The sensor signal Vy normalized with the bias current I, was measured vs. the sweeping field Hy for all 
four wafers. Fig. 2 shows the initial field sweeps measured for the samples with no annealing and with 
annealing at 280 °C. The annealing is observed to shift the peak of the sensor response towards lower 
field values and to increase the low-field sensitivity. The peak-to-peak value of the sensor response is 
found to be essentially unchanged by the annealing. 
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Fig. 2. Normalized sensor output (Vy/I) vs. external field (Hy) for sensors from the wafers with no annealing and 
with field annealing at 280°C in their initial condition. The inset shows the low-field region of the sensor 
response. The lines are fits to the single domain model for the sensor response described in the text. 
 
 
The solid lines in Fig. 2 are least-squares fits to Eq. (3) with values of + and  obtained by 
minimizing Eq. (4). The investigated free parameters in the fitting were Vpp/I , Hex and HK. The value 
of Hs was found to vary only marginally between the different temperature and annealing conditions 
and was fixed to the average value µ0Hs = 0.789 mT obtained from fitting data for all sensors and 
temperatures with this parameter set free. In the fitting we also allowed for offsets in the sensor output 
and the applied field. The quality of all fits was comparable to those shown in Fig. 2. Table 1 shows 
the values of 0Hex and 0HK obtained from the VSM measurements, the values of /t and the AMR 
ratio obtained from reference electrical measurements on the transmission line structure as well as the 
values of 0Hex, 0HK, S0 and Vpp/I obtained from fits to field sweeps of the sensor response. Values 
reported for the low-field sensitivities S0 were taken as the slope of the fits between ±0.15 mT. 
 
 
Table 1. Parameters of the magnetic stack obtained from VSM measurements, electrical measurements on a 
transmission line structure and from fits to sensor field sweeps. All measurements were carried out at 25ºC on 
as-deposited samples (i.e. prior to any experiments at elevated temperatures). Numbers in parentheses indicate 
the uncertainties reported by the least squares fitting routine. 
 
VSM Electrical ref. Sensor field sweeps Annealing 
conditions µ0Hex 
[mT] 
µ0HK 
[mT] 
Δρ/t  
[Ω] 
AMR 
[%] 
µ0Hex 
[mT] 
µ0HK 
[mT] 
S0 
[V/(AT)] 
Vpp/I 
[V/A] 
No annealing 2.89(5) 0.39(5) 0.1296(1) 1.88 2.66(1) 0.90(3) 465 1.779(2) 
240 °C 2.02(5) 0.41(5) 0.1318(1) 2.03 1.91(1) 0.52(2) 637 1.785(3) 
280 °C 1.90(5) 0.50(5) 0.1319(3) 1.95 1.60(1) 0.50(2) 699 1.764(4) 
320 °C 1.39(5) 0.46(5) 0.1317(1) 2.03 1.32(1) 0.34(3) 807 1.768(7) 
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The values of Hex obtained from VSM measurements and fits to the sensor field sweeps correspond 
well to each other although the values from the field sweeps are slightly lower than those obtained 
from the VSM measurements. The values of HK obtained by VSM and from the sensor field sweeps 
are comparable for the annealed samples, but they differ about a factor of two for the un-annealed 
sample. The main effect of the low-temperature annealing is that Hex is found to decrease 
monotonously with increasing annealing temperature. A decrease of about a factor of two is observed 
for annealing at 320 °C. The values of HK extracted from the sensor field sweeps are found to decrease 
with increased annealing temperature, whereas no systematic change is found from the VSM studies. 
The value of /t remains essentially unchanged by the annealing. The low-field sensitivity is found to 
increase with annealing and increases almost by a factor of two for the highest annealing temperature. 
 
 
4.2. Temperature Dependence of Parameters 
 
In this section, we first present results of the experiments carried out at elevated temperatures for the 
un-annealed sample and show that our measurement procedure enables us to clearly distinguish 
reversible and irreversible changes of the sensor parameters upon exposure to a given elevated 
temperature. Then, we report the results of the corresponding experiments carried out on sensors from 
the low-temperature field annealed wafers. All parameters shown below have been obtained from fits 
to sensor field sweeps as described in section 4.1. 
 
Fig. 3 shows the values of S0, Hex and HK obtained from analysis of sensor field sweeps in a series of 
experiments carried out on a sensor from the wafer with no annealing at sequentially increasing 
temperatures T. First, the sensor response was measured at 25 °C. Then, the temperature was increased 
to 30 °C and the sensor response was measured after a waiting time of 2 min and finally, the 
temperature was reduced to 25 °C to carry out a reference measurement after a waiting time of 2 min. 
This procedure was repeated for temperatures increasing up to 90 °C in steps of 10 °C. The sensor 
parameters measured at the elevated temperature T result from the sum of reversible and irreversible 
changes, whereas the series of reference measurements carried out at 25 °C show only the irreversible 
changes. This enables us to clearly distinguish the reversible and irreversible changes of the sensor 
parameters as indicated by the colored areas in Fig. 3. 
 
In Fig. 3, the value of S0 is found to increase about 20% when the temperature is increased from 25 °C 
to 90 °C. Slightly more than half of this increase is irreversible. The values of Hex and HK are found to 
decrease approximately linearly with increasing temperature with temperature coefficients of 
0.42%/°C (27% total decrease) and 0.68%/°C (44% total decrease), respectively, in good agreement 
with a previous study [6]. For Hex about 20% of the change is irreversible and for HK about 50 % of the 
change is irreversible. Thus, the irreversible changes are significant for this sample. 
 
Corresponding series of experiments were carried out for the wafers exposed to the low-temperature 
field annealing. 
 
Fig. 4(a) shows the values of Vpp/I for the measurements carried out on all samples. These values are 
proportional to /t. The values obtained at 25 °C are close to identical and show no systematic 
variation with annealing conditions. Upon exposure to elevated temperatures, the values are found to 
decrease linearly with temperature with a temperature coefficient of 0.22 %/°C. The change is found 
to be fully reversible, i.e. no irreversible changes result from the increased temperature. This shows 
that the low-temperature field annealing and the experiments performed at elevated temperatures do 
not result in any detectable changes of the AMR properties of the sensor stack. 
 
Fig. 4(b) shows the values of the low-field sensitivities S0 normalized to the initial values obtained at 
25 °C (given in Table 1) for the four investigated wafers as function of the measuring temperature T. 
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The data for the sample with no field annealing from Fig. 3 are shown for comparison. The field 
annealed samples show a much smaller temperature variation than the sample with no annealing. For 
the sample annealed at 240 °C the relative change of S0 is about 7 % when the temperature is increased 
to 80 °C, but more than half of this change is irreversible. For the sample annealed at 280 °C, the 
points measured at T coincide with the reference points measured at 25 °C, indicating that the entire 
change of S0 of about 3 % is irreversible. For the sample annealed at 320 °C, there is a net decrease of 
S0 with T of about 2 % resulting from an irreversible increase of S0 of about 3 % and a reversible 
decrease of S0 of about 5 %. 
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Fig. 3. Values of S0 (top), Hex (middle) and HK (bottom) extracted from fits of the field sweeps on the un-
annealed sample. Filled points are measured at temperature T, empty points are measured at the reference 
temperature 25°C after exposure to T. The full lines are linear fits corresponding to the indicated temperature 
coefficients. 
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Fig. 4. Values of (a) the peak-to-peak sensor response Vpp/I and (b) the low-field sensitivity S0 normalized to its 
initial value at 25°C obtained from field sweep fits. Different data sets are for sensors from wafers with the 
indicated annealing conditions. Filled points are measured at T, open points are measured at 25 °C after 
exposure to temperature T. The arrows to the right indicate the reversible and irreversible change for the un-
annealed sample at T=90 °C. 
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Figs. 5(a) and (b) show the values of Hex (normalized to their initial values given in Table 1) and HK 
obtained for the four investigated wafers as function of the measuring temperature T, respectively. For 
all annealing conditions, the reversible change of Hex with temperature is linear and can be described 
by the temperature coefficient 0.37%/°C. For the un-annealed sample the irreversible change of Hex is 
about 8 % when the temperature is increased from 25 °C to 90 °C. The field annealed samples show a 
smaller, but not negligible irreversible change of Hex, which appears to be independent of the 
annealing temperature. 
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Fig. 5. Values of (a) the normalized exchange bias field Hex(T)/Hex(25°C) and (b) the anisotropy field HK. 
Different data sets are for sensors from wafers with the indicated annealing conditions. Filled points are 
measured at T, open points are measured at 25 °C after exposure to temperature T. The dashed lines indicate the 
initial values of the parameters. 
 
 
The initial values of HK are found to decrease monotonically with annealing conditions. For the sample 
with no field annealing, the value of HK changes almost 50 % when the temperature is increased from 
25 °C to 90 °C and approximately half of this change is irreversible. The field annealed samples show 
a much smaller change and the irreversible change is smaller than the error on the individual points 
(and smallest for the sample annealed at 320 °C). The reversible decrease of HK with temperature for 
these samples is about 20 %. 
 
 
4.3. Temperature Cycling 
 
Fig. 6 shows the effect of prolonged exposure at 90 °C on S0, Hex and HK vs. the time of the 
temperature cycling experiment. Note, that only half of this time was spent at 90°C. Field sweeps were 
measured on the sensor annealed at 280 °C and on the un-annealed sensor while cycling the 
temperature between 25 °C and 90 °C with each temperature step taking 18 min. The lines in Fig. 6 
connect points measured at the same temperature. The extracted values for the different parameters are 
normalized by the value reached at 90 °C after about 7 h of temperature cycling. 
 
Fig. 6(a) shows the normalized value of S0 vs. the time of the temperature cycling experiment. As for 
the results discussed above, the sensitivity of the sensor annealed at 280 °C changes little upon heating 
compared to the un-annealed sensor. The parameters obtained at 25 °C for the un-annealed wafer show 
a big change (>7 %) after first exposure at 90 °C and then slowly approach their asymptotic values. 
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For this sample, the sensitivity at 25 °C still changes after 7h of cycling with a total irreversible change 
of about 20 %. The values measured during the cycle steps at 90 °C show a similar settling over a 
period of hours. The chip from the wafer annealed at 280 °C shows a significant initial change in the 
first cycle after which the parameters slowly settle near their asymptotic values. Thus, for this sample, 
the irreversible change of S0 is less than 5 % during the whole cycling experiment, and the value at  
25 °C reaches 98.4 % of its final value after the first exposure to 90 °C. 
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Fig. 6. Values of (a) low-field sensitivity S0 and (b) Hex and HK normalized by their value measured at 90 °C 
after 7 h temperature cycling between 25 °C and 90 °C. Different data sets are for sensors from wafers with the 
indicated annealing conditions. Filled points are measured at 90 °C open points are measured at 25 °C. The 
temperature was cycled between 25 °C and 90 °C, each temperature was held constant for 18 min. 
 
 
Fig. 6(b) shows the corresponding normalized values of Hex and HK. The value of Hex measured at  
25 °C decreases for both sensors but the relative change for the annealed sensor is seven times smaller 
than for the un-annealed sensor. Again, the values measured at 90 °C show a similar behavior. The 
relative change in HK is bigger than for Hex for both sensors, although the change for the un-annealed 
sensor is twice as big as that for the sample annealed at 280 °C. We also notice for both Hex and HK 
and independent of low-temperature field annealing that the ratio between the values obtained at 90 °C 
and 25 °C approach the same value. 
 
 
5. Discussion 
 
5.1. Analysis Method 
 
The presented single domain model for the sensor response provides excellent fits of all measured field 
sweeps. The parameters obtained from the fits are generally found to agree well with corresponding 
parameters obtained by VSM and on electrical reference samples although some differences appear. In 
section 4.1 in Table 1 that the value of HK from the fits of the sensor measurements was about twice 
that obtained from the VSM measurements. This difference is in agreement with previous studies [6] 
and is attributed to effects of the sensor structuring. 
 
Assuming negligible shape anisotropy, the low-field sensitivity is given by S0 = (l/w)(/t)(Hex+HK)-1 
(cf. Eq. (6)) and the peak-to-peak sensor output is given by Vpp/I = (/t)(l/w) = 14.87(/t)  
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(cf. Eq. (3)). Inserting the values for the reference samples, we find that the measured low-field 
sensitivities are generally about 20 % lower than the calculated values and the measured values of Vpp/I 
are about 9 % smaller than the calculated values. This is attributed to demagnetization effects due to 
the sensor geometry, which cause the magnetization of the sensor elements to deviate from the 
nominal single domain state near their edges [7]. From fits we found the shape anisotropy field 0Hs = 
0.789 mT, which is comparable to the values of 0Hex and 0HK reported in Table 1 and hence is 
significant. 
 
These results indicate that the even though the results are influenced to some degree by 
demagnetization effects, the analysis method is robust and the parameters obtained from the fits to the 
single domain model reflect the variation of the physical parameters of the thin film stack. This means 
that field sweeps of the sensor response can be used to quantify the exchange and anisotropy fields as 
well as the magnetoresistive properties of the thin film stack. 
 
 
5.2. Temperature Dependence of Parameters and Effect of Low-temperature Field Annealing 
 
The studies on the as-deposited samples show that the effect of the low-temperature annealing is to 
decrease Hex and HK while /t remains essentially unchanged. The latter indicates that the 
microstructure of the stack is not significantly changed by the field annealing. The changes of Hex and 
HK indicate that the interaction between the ferromagnetic and antiferromagnetic layers is sensitive to 
the low-temperature field annealing. Considering the exchange bias as an interface phenomenon, the 
exchange bias field and the coupling energy per area J are related by J = 0MstFMHex, where  
0Ms  1.0 T is the saturation flux density of permalloy and tFM = 30 nm is the thickness of the 
permalloy layer. Inserting the values of Hex from the VSM measurements in Table 1, we obtain  
Jeb = 0.07 mJ/m2, which is comparable to values reported in the literature for similar stacks [8, 9]. 
 
The low-temperature annealing at 280 °C and 320 °C resulted in reductions of Hex of 34 % and 52 %, 
respectively. Similar observations have been made in studies of similar structures with a top-pinned 
ferromagnet [8-11]. Previous studies have generally used measurements of the magnetic hysteresis by 
magnetometry [9-11], magnetooptical measurements [9] or Lorentz microscopy [8] to characterize the 
variation of Hex and HK with temperature, but they have not systematically studied the reversible and 
irreversible changes induced by exposure to elevated temperatures. 
 
In this work we were able to separate reversible and irreversible changes of the parameters for the 
magnetic stack vs. temperature for samples exposed to different low-temperature field annealing 
conditions. We find that the temperature variation of /t is fully reversible. For the exchange bias 
field Hex we find that the relative reversible change with temperature is the same for all samples  
(Fig. 5(a)). The irreversible change of Hex, however, is sensitive to the field annealing and is 
significantly reduced compared to a sample without field annealing. For all field annealed samples, Hex 
still shows irreversible change upon heating above 25 °C with a relative change that seems to be 
insensitive to the annealing conditions (Fig. 5(a)). For the anisotropy field HK we find from Fig. 5(b) 
that both the reversible and irreversible changes upon exposure to elevated measuring temperatures are 
significant for the sample that was not field annealed, whereas the samples that were field annealed 
show significantly smaller changes with temperature. Only the sample annealed at 320 °C shows a 
negligible irreversible change of HK upon exposure to 90 °C. The observed increase of the low-field 
sensitivity S0 with field annealing and with exposure to elevated temperatures results from the 
combined effect of the reversible decrease of /t and the decrease of HK+Hex (cf. Eq. (6)), where the 
latter term dominates the temperature dependence. 
 
To further investigate the effect of repeated exposure to elevated temperatures, we studied in Section 
4.3 the samples with no annealing and with field annealing at 280 °C for repeated cycles between  
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90 °C and 25 °C. In Fig. 6(a), we found that for both the annealed and the un-annealed sample that the 
irreversible changes in the sensitivity as measured at 25 °C take place upon repeated exposure to 90 °C 
on a time scale of hours. Moreover, the relative change in sensitivity for the un-annealed sample is 
several times bigger than for the annealed sample. This change in sensitivity has to be attributed to the 
change in HK and Hex. Indeed, these two parameters show decay upon long exposure to 90 °C. Also, 
they show reduced irreversible changes in the annealed sensor compared to the un-annealed one. 
 
For all samples, we find that even after field annealing at temperatures up to 320 °C, the values of Hex 
and HK still show irreversible changes upon exposure to temperatures above room temperature. These 
changes have to be taken into account when these stacks and sensors are used for sensing purposes in 
environments at elevated temperatures. The largest changes are found for the sample that was not field 
annealed and we have found that the field annealing significantly reduces the irreversible changes. 
 
 
5.3. Possible Mechanisms 
 
Several reports in the literature have studied the effect of annealing at low temperatures on the 
microstructure. King et al. [8] studied the magnetization reversal of NiFe/IrMn exchange bias couples 
by Lorentz transmission electron microscopy. For an un-annealed sample, they found that the magnetic 
domain structure in the ferromagnetic layer was highly complex on a microscopic scale near room 
temperature with no clear overall orientation. After field annealing of the sample at 300 °C, they found 
significantly larger magnetic domains that were essentially oriented along the cooling field. They 
could not detect any changes of the microstructure and therefore attributed the change of behavior to a 
reduction of the local pinning strength of the IrMn grains upon annealing. Thus, the IrMn grains 
strongly pinned the ferromagnetic layer before annealing resulting in the highly complex domain 
structure, but after annealing the pinning strength decreased due to relaxation in the spin structure of 
the IrMn grains such that the local pinning was insufficient to force the ferromagnet to orient along the 
local pinning field. 
 
Geshev et al. [10] carefully studied the interface between Co and IrMn by high resolution cross-
sectional TEM and X-ray reflectivity measurements and found no effect of annealing at 215 °C on the 
microstructure at the interface. Upon annealing in a magnetic field applied along the initial exchange 
bias direction they observed a clear reduction of Hex that they attributed to relaxation of frustrated 
spins in the top IrMn layer. They hypothesized that the first few atomic layers of the IrMn layer show 
paramagnetic behavior and align themselves with the moments from the ferromagnet. When enough 
atomic layers of the IrMn film to sustain antiferromagnetic order are deposited, the competition 
between the alignment of the interface spins with those of the ferromagnetic layer and the 
antiferromagnetic ordering will result in high frustration of the spin structure of the IrMn layer near the 
interface and a high number of uncompensated spins at the interface, where the latter gives rise to the 
high initial exchange bias. The annealing enables relaxation of the spin structure resulting in a 
reduction of the pinning strength and hence of Hex. 
 
Our findings that irreversible changes of Hex appear slightly above room temperature even for a sample 
annealed at 320 °C for one hour and that repeated exposure to elevated temperatures result in gradually 
decreasing values of Hex indicate that a slow, thermally activated process is involved in the change of 
Hex vs. time and temperature and that the number of uncompensated interfacial spins of the IrMn layer 
decreases as a result of the relaxation process. Thus, our observations are consistent with the above 
interpretation in terms of thermal relaxation of frustrated spins in the IrMn layer near the interface to 
the ferromagnet. We hope that our studies will provide further inspiration to further theoretical work 
on this interesting topic. 
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5. Conclusion 
 
We have shown that measurements of the response vs. magnetic field of planar Hall effect Wheatstone 
bridges can be used to extract the exchange field Hex, the anisotropy field HK and the magnetoresistive 
properties of the exchange-biased stack of the sensors. We have studied the temperature variation of 
these parameters for a top-pinned NiFe/IrMn stack in the interval between 25 °C and 90 °C for 
samples that were not annealed and samples that were low-temperature field annealed at 240 °C,  
280 °C and 320 °C for one hour. In our experiments we separated reversible and irreversible parameter 
changes. We found that the magnetoresistive effect is not significantly affected by the low-temperature 
field annealing and only shows reversible changes upon exposure to elevated temperatures. Both Hex 
and HK are sensitive to annealing as well as the exposure to elevated temperatures and the relative 
reversible decrease of Hex with temperature can be described by a single temperature coefficient. Field 
annealing significantly reduces but does not eliminate the irreversible changes of both Hex and HK 
upon exposure to temperatures even slightly above room temperature. In experiments where both field 
annealed and un-annealed sensors were repeatedly exposed to 90 °C, we found a large initial change 
and a gradual reduction of the change upon further exposure. We take these observations as indicative 
of a slow thermally activated process that reduces the local pinning strength of the IrMn at the 
interface. The observations are consistent with previous interpretations in the literature in terms of 
thermal relaxation of frustrated spins in the antiferromagnet near the interface to the ferromagnet, but 
further work is required to firmly establish this hypothesis. 
 
The present results have important consequences for the use of permalloy-IrMn exchange-bias couples 
in magnetic field sensors operating at variable temperatures. Stacks with no annealing are strongly 
influenced by exposure to temperatures above room temperature and these should thus be used with 
care in applications where the sensor is exposed to elevated temperatures and high accuracy is 
required. Examples of such applications could be magnetic biosensors operating at variable 
temperatures (e.g. for studies of biological interactions vs. temperature) and magnetic field sensors 
operating in variable temperature conditions. The presented method provides an attractive approach to 
quantitative characterization of the temperature-induced changes by exposure to given temperature 
conditions. We have shown that low-temperature field annealing and prolonged exposure to the 
highest operating temperature substantially reduces subsequent irreversible changes with increasing 
temperatures but also that it is difficult to completely eliminate irreversible changes of the sensor 
parameters. These therefore have to be considered for the use of the structures in sensing applications. 
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We present on-chip Brownian relaxation measurements on a logarithmic dilution series of 40 nm
beads dispersed in water with bead concentrations between 16 lg/ml and 4000 lg/ml. The
measurements are performed using a planar Hall effect bridge sensor at frequencies up to 1 MHz.
No external fields are needed as the beads are magnetized by the field generated by the applied
sensor bias current. We show that the Brownian relaxation frequency can be extracted from fitting
the Cole-Cole model to measurements for bead concentrations of 64 lg/ml or higher and that the
measured dynamic magnetic response is proportional to the bead concentration. For bead
concentrations higher than or equal to 500 lg/ml, we extract a hydrodynamic diameter of 47(1) nm
for the beads, which is close to the nominal bead size of 40 nm. Furthermore, we study the signal
vs. bead concentration at a fixed frequency close to the Brownian relaxation peak and find that the
signal from bead suspensions with concentrations down to 16 lg/ml can be resolved. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4769796]
I. INTRODUCTION
Magnetic beads have proven useful for biosensing as
most biological samples are non-magnetic such that mag-
netic beads can be manipulated and detected independently
of the sample chemistry. Furthermore, magnetic biosensors
rely on magnetic methods for detecting the magnetic beads,
which provide an electrical signal that can be directly read
out. Among the typical methods for detecting magnetic
beads are inductive methods,1 fluxgates,2 superconducting
quantum interference device (SQUID) magnetometers,3,4
and magnetoresistive sensors.5–7 There are pros and cons for
each method; for instance, SQUID magnetometers are very
sensitive but are costly, require cryogenics and are not easily
integrated with a sample preparation system. Magnetoresis-
tive sensors are not as sensitive as SQUID magnetometers
but they can be operated at room temperature, they are small
in dimensions, they are potentially inexpensive and they can
be integrated in lab-on-a-chip systems. Thus, magnetoresis-
tive sensors are attractive for use in lab-on-a-chip magnetic
biosensing platforms.
Magnetic beads have been used for biosensing in sur-
face-based8 and volume-based1,9,10 assays. In a surface-
based assay, the surfaces of both the sensor and the beads are
functionalized such that the presence of the analyte results in
specific binding of the beads to the sensor surface. In a
volume-based assay, only the beads are functionalized prior
to detection and the analyte modifies the hydrodynamic size
of the beads, either due to its size11 or by inducing bead
agglutination.1 The dispersion of hydrodynamic sizes for a
magnetic bead ensemble can be characterized via Brownian
relaxation measurements, which were first proposed for bio-
sensing by Connolly and St Pierre.12
For volume-based bioassays, the limit of detection is
sensitive to the bead concentration: for a high bead concen-
tration, only a small fraction of the beads are affected by a
given amount of analyte, whereas the opposite is the case for
a low bead concentration. On the other hand, a low bead con-
centration results in a smaller dynamic range of analyte
concentrations that can be detected. Thus, the bead concen-
tration is an important parameter for the sensitivity and
dynamic range for volume-based biosensing. For any read-
out principle for volume-based bioassays, it is therefore im-
portant to know its dependence on the bead concentration
and the range of bead concentrations for which the magnetic
dynamics can be reliably characterized.
In this study, we investigate the dependence of the on-
chip measurements of the dynamic magnetic bead signal on
the concentration of beads with a nominal diameter of
40 nm. The study is carried out using so-called planar Hall
effect bridge (PHEB) sensors13 currently being investigating
for volume-based magnetic biodetection.10 The sensors are
integrated in a microfluidic system and do not rely on any
external magnetic fields. We determine the lower limit of
bead concentrations required for obtaining reliable measure-
ments of the dynamic magnetic Brownian relaxation
response and we also investigate the lowest bead concentra-
tion that can be detected by the present sensors.
II. THEORY
The magnetic field sensors used in the study are based
on the anisotropic magnetoresistance (AMR) effect, which
causes the resistivity to be largest when the current and
applied magnetic field are parallel and lowest when they are
orthogonal. The sensor geometry is composed of four seg-
ments to form a Wheatstone bridge as shown in Fig. 1. Here,
the potential difference Vy in the y-direction is measured
upon injection of a current I in the x-direction. The sensor
a)Electronic address: Frederik.Osterberg@nanotech.dtu.dk.
b)Electronic address: Mikkel.Hansen@nanotech.dtu.dk.
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consists of a ferromagnetic layer exhibiting the AMR effect,
which is pinned along the positive x-direction by an antifer-
romagnetic layer. This ensures that the magnetization of the
sensor is single domain and has a fixed orientation in the ab-
sence of external magnetic fields. It has recently been shown
that the signal from the bridge structure shown in Fig. 1 is
identical to that from a regular planar Hall effect sensor
cross, except for a geometrical amplification.13 To distin-
guish this particular geometry from other AMR sensor geo-
metries, we have named sensors with this geometry planar
Hall effect bridge sensors.
For low magnetic fields, the sensor signal is linear and
given by13
Vy ¼ IS0Hy; (1)
where S0 is the low-field sensitivity and Hy is the magnetic
field in the y-direction.
Measurements on magnetic bead suspensions are carried
out without application of external magnetic fields. Instead,
the magnetic beads are magnetized by the sensor self-field
arising from the bias current passed through the sensor. For
an alternating bias current IðtÞ ¼ IACsinð2p ftÞ, both the bias
current and the field from the beads will oscillate at the fre-
quency f of the bias current. As the sensor response due to
the presence of magnetic beads is proportional to I2, these
will give rise to a signal oscillating at 2 f. The dynamic mag-
netic response of the magnetic beads is described by their
complex susceptibility v ¼ v0  iv00, where v0 and v00 are
the in-phase and out-of-phase magnetic susceptibilities of
the beads, respectively. We have previously shown that the
dynamic magnetic bead response for beads magnetized by
the self-field can be detected using lock-in technique10,14,15
and that the second harmonic in-phase and out-of-phase sen-
sor signals V02 and V
00
2 for a PHEB sensor are given by
10
V02 ¼ 23I2ACS0c1v00; (2)
V002 ¼ 23I2ACS0ðc0 þ c1v0Þ; (3)
where c0 is a constant that depends on the sensor stack and
sensor geometry and c1 is a constant that depends on the sen-
sor geometry and distribution of beads. Thus, the in-phase
second harmonic sensor signal is proportional to the out-of-
phase magnetic bead susceptibility and the out-of-phase sec-
ond harmonic sensor signal depends linearly on the in-phase
magnetic bead susceptibility.
A. Brownian relaxation of magnetic of beads
When a magnetic bead is placed in a magnetic field, the
magnetization of the bead will align with the field either by
internal flipping of the magnetic moment (Neel relaxation16)
or by a physical rotation of the bead (Brownian relaxation17).
For the beads used in this study, the Neel relaxation time is
much longer than the Brownian relaxation time, which there-
fore dominates the relaxation dynamics of the beads. Brown-
ian relaxation is characterized by the Brownian relaxation
frequency,
fB ¼ kBT
6pgVh
; (4)
where kBT is the thermal energy, g is the viscosity of the liq-
uid in which the bead is suspended, and Vh is the hydrody-
namic volume of the bead. The Brownian relaxation
frequency is the frequency at which the phase-lag between
the magnetic moment of the bead and the applied field is
largest, meaning that a peak will appear in the out-of-phase
magnetic susceptibility at f ¼ fB.
The complex susceptibility of a monodisperse ensemble
of beads is described by the Debye theory.18 The complex
susceptibility of an ensemble of polydisperse beads is usu-
ally described by the empirical Cole-Cole model,19
v ¼ v0  v1
1þ ðif=fBÞ1a
þ v1; (5)
where v0 and v1 are the DC and high-frequency susceptibil-
ities, respectively, and 0  a  1 is a measure of the polydis-
persity (a ¼ 0 for a monodisperse sample). The Cole-Cole
model has been used for analyzing the data in the present
work to extract fB, a, and the DC and high-frequency
susceptibilities.
III. EXPERIMENTAL
The geometric variables of the sensor are defined in
Fig. 1. Each of the four branches in the sensor bridge used in
the present study has a length of l ¼ 300 lm and a width of
w ¼ 20 lm and was fabricated as follows: First, an 800 nm
thick oxide was grown on a silicon wafer by wet oxidation.
Then, the sensor stack Ta(3 nm)/Ni80Fe20(30 nm)/Mn80Ir20
(20 nm)/Ta(3 nm) was deposited in a Kurt J. Lesker Co.
CMS-18 sputter system and defined by lift-off. During depo-
sition, a magnetic field of 20mT was applied to define the
easy direction of the magnetization along the positive
x-direction in Fig. 1. Electrical contacts to the sensors of
Ti(5 nm)/Au(100 nm)/Pt(100 nm)/Ti(5 nm) were deposited
by e-beam evaporation and defined by lift-off. Subsequently,
FIG. 1. Picture of sensor with definitions of dimensions. The bias current I
is applied through the arms in the x-direction, while the potential difference
Vy is measured across the y-direction. The length l and width w of a bridge
segment are also shown.
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a protective coating of Ormocomp (Micro Resist Technology
GmbH, Germany) with a thickness of 800 nm was spin-
coated and patterned by UV lithography. This coating
ensured that the sensors could be operated at voltages up to
10V without failure or bubble formation when the sensor
was exposed to ionic solutions.
During measurements, the chip was mounted in a click-
on fluidic system14 providing electrical contacts to the chip
and defining a fluidic channel of dimensions length-
width height¼ 5mm 1mm 1mm (Fig. 2(a)). To
align the chip with the channel and electrical contact, the
chip was placed in an aluminum well (Fig. 2(b)). The tem-
perature of the aluminum well was kept constant at (25.00
6 0.01) C during all measurements using a Peltier element.
The set-up was neither magnetically nor electrically
shielded.
Electrical measurements on the sensor were carried out
using an HF2LI lock-in amplifier (Zurich Instruments, Switzer-
land) operating at a fixed voltage amplitude of 3.2V corre-
sponding to a current amplitude of IAC¼ 21mA. The 1st
harmonic sensor response was measured vs. applied field result-
ing in a low-field sensor sensitivity of S0¼531V/(T A).
Measurements were performed on nominally 40 nm
magnetic beads with a COOH functional surface group
(Ocean Nanotech, AR, USA). In this study, the bead concen-
tration was varied from c¼ 16 lg/ml to c¼ 4mg/ml in a
2-fold logarithmic dilution series. In the experiments,
the bead concentration was varied in the following order:
c [mg/ml]¼ 1, 0.25, 0.063, 0.5, 0.125, 0.031, 0.016, 4, 2.
Measurements on bead suspensions were carried out in
ambient magnetic field where the 2nd harmonic sensor
response was measured as a function of the frequency of the
applied bias voltage. Each frequency sweep consisted of
20 points equally distributed on a log scale between
f¼ 986.9 kHz and 37.7Hz. After each measurement at f, a
reference measurement was carried out at fref ¼ 4667Hz,
which is near the expected Brownian relaxation frequency
for the beads used in the experiments. Each of the above
sweeps took a total time of 7min and 20 s to complete. For
each bead concentration, a cycle of 9 frequency sweeps,
numbered 1–9, was performed. First, two sweeps (1 and 2)
were performed without beads and were used as reference.
At the start of sweep 3, beads were injected into the fluidic
channel for 1min at a flow rate of 30 ll/min. Then, the flow
was stopped for the remaining part of sweep 3 and left stag-
nant in the following four sweeps (sweeps 4–7). At the start
of sweep 8, the beads were washed out at a flow rate of
800 ll/min and sweep 9 was performed to confirm that the
signal returned to its initial level from sweeps 1 and 2.
IV. RESULTS
A. Frequency sweeps
Figure 3 shows the in-phase (top) and out-of-phase (bot-
tom) second harmonic sensor signals as a function of the
bias current frequency for sweep 7, which is started 29min
after injection of the beads. Only measurements for the seven
highest bead concentrations (63 lg/ml-4mg/ml) are shown,
as the lower concentrations are indistinguishable from
c ¼ 63 lg/ml on this scale. The solid lines in the figures are
curve fits of the Cole-Cole model to the measured data.
From Fig. 3, it is seen that the curve shape is independent
of the concentration and that it scales with the bead
concentration.
Figure 4 shows the Brownian relaxation frequencies fB
extracted from curve fits of the Cole-Cole model vs. bead
concentration. The fits of the in-phase and out-of-phase data
were carried out simultaneously with a single set of parame-
ters. For each concentration, the values of fB were found sep-
arately for sweeps 5–7. The error bars on each of the
fB-values in Fig. 4 correspond to the standard deviation
reported by the least-squares fitting routine. It is also seen
FIG. 2. (a) Fluidic system with 20 spring-loaded electrical contact pins. (b)
Picture of chip in set-up prior to mounting of the fluidic system.
FIG. 3. In-phase (top) and out-of-phase (bottom) signals vs. bias frequency
for the indicated bead suspension concentrations. The solid lines are fits of
the Cole-Cole model to the measurements.
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that for the four highest concentrations, the extracted fre-
quencies coincide with a mean Brownian relaxation fre-
quency of 4.4(0.1) kHz corresponding to a hydrodynamic
diameter of 47(1) nm. Down to c ¼ 63 lg/ml the mean
Brownian relaxation frequency is still 4.4 kHz, but the stand-
ard deviation increases to 0.8 kHz. The average value of the
Cole-Cole parameter a was found to 0.05(0.01) for the fits
shown in Fig. 4. This supports the conclusion that the curve
shape is independent of the bead concentration for the inves-
tigated samples.
B. Signal at f ’ fB vs. bead concentration
Figure 5 shows the in-phase second harmonic sensor
signal of the reference points measured at fref ¼ 4667 Hz
normalized with c plotted vs. time t after injection of the
bead suspension. The figure also shows the sweep numbers
for each of the bead concentrations. Sweeps 1 and 2 are car-
ried out without beads; the bead suspension is injected at the
start of sweep 3 resulting in a signal increase and during
sweeps 4–7, the signal is almost constant. During sweep 8
(not shown), the beads are washed away and the data
obtained during sweep 9 shows that the signal returns to its
baseline level from sweeps 1 and 2. From Fig. 5 it is
observed that the signal-to-noise ratio increases with
increasing bead concentration. It is also seen that a level
near 460 nV/(mg/ml) is reached for all bead concentrations,
except for the two lowest concentrations that are clearly at a
lower level. From Fig. 5, it is also noticed that the signal
rise after injection depends on the bead concentration.
When the bead concentration is high, the signal reaches its
steady-state value faster.
Figure 6 shows the mean values of the twenty reference
points obtained during sweep 7 (last sweep before washing)
as a function of the bead concentration. The error bars indi-
cate three times the standard deviation of the mean (rmean).
The line is a linear fit to the data with the intercept fixed to
zero and a slope of 460(2) nV/(mg/ml). Analysis of the refer-
ence measurements obtained during sweeps 2, where the
mean value defined the zero signal level in the subsequent
measurements, resulted in a noise level (taken as 3 rmean) of
3.1 nV, which is shown as the horizontal dashed line in Fig.
6. It is seen that the signals from all the measured bead con-
centrations are significantly above the sensor noise level.
V. DISCUSSION
A. Frequency sweeps
From the frequency sweeps plotted in Fig. 3, it is seen
that the shape is independent of the bead concentration, and
hence that the signal scales with the concentration. This was
also confirmed by the similar values of fB and a obtained
from the Cole-Cole fits for c  63 lg/ml. For the two lowest
concentrations, the signal-to-noise ratio was too low to
extract reliable values of fB and a. The obtained a-value of
0.05 indicates that the bead suspension is nearly monodis-
perse. It is important for volume-based biodetection that the
bead suspension is close to monodisperse as this results in a
well defined peak in the in-phase sensor signal, which
FIG. 4. Brownian relaxation frequencies extracted from sweeps 5–7 plotted
against bead concentration. The length of the error bars corresponds to the
standard deviations obtained from the fitting.
FIG. 5. In-phase 2nd harmonic sensor signal of reference points measured at
fref ¼ 4667Hz normalized with bead concentration plotted as a function of
the time t after injection of the bead suspension.
FIG. 6. Mean value of the 20 reference points measured during sweep 7 vs.
bead concentration. The error bars are given as 3 rmean. The solid line is a
linear fit to the data points with the intercept fixed at 0. The horizontal
dashed line indicates the noise level plus 3 rmean for a measurement without
any beads.
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potentially allows for distinguishing the peak from isolated
beads from a peak at lower frequencies due to beads bound
to the target analyte.
The extracted Brownian frequencies are found to
4.4(0.8) kHz for c  63 lg/ml and 4.4(0.1) kHz for
c  500 lg=ml. The mean values are identical within the
uncertainties, but the standard deviation increases as the
bead concentration decreases due to the lower signal-to-
noise ratio. This means that if the hydrodynamic diameter
needs to be extracted accurately for the present beads, a
bead concentration of at least 500 lg/ml should be used.
B. Signal at f ’ fB vs. bead concentration
Figure 5 shows the reference points measured at f ’ fB
vs. time for several bead concentrations. The values are nor-
malized with the bead concentration and adjusted such that
the injection of beads is initiated at t¼ 0min. From this plot
it is observed that the signals stabilize near 460 nV/(mg/ml)
for all concentrations except for the two lowest, which do
not reach this level. Figure 5 also shows that the signal
returns to its baseline level after the beads are washed away,
which allows for reusing the sensor.
From Fig. 5 it is seen that the rate by which the signal
changes after the beads have been injected depends on the
bead concentration such that a faster equilibration is found
for higher bead concentrations. The equilibration arises from
the fact that the bead suspension is injected into the channel
containing water and that the liquid exchange near the chan-
nel wall is slower due to the parabolic velocity profile. The
detailed origin of the faster equilibration for higher bead con-
centrations is still unknown, but we hypothesize that it could
be due to cooperative phenomena, e.g., hydrodynamic inter-
actions between the beads20 or electrostatic repulsion
between the beads due to their surface charges, which accel-
erate the equilibration when the bead density is high.
Figure 6 shows the average of the in-phase signal for the
20 reference points measured during sweep seven plotted vs.
bead concentration. From the plot it is seen that the signal is
proportional to the bead concentration with a slope of 460(2)
nV/(mg/ml). It is also seen that all the measured concentrations
are significantly different from reference measurement without
beads on a 3 rmean level. The lowest bead mass concentration
measured was 16lg/ml, which corresponds to a particle con-
centration of 0.2 nM. When used in a volume-based bioassay,
a lower bead concentration will increase the sensitivity and
lower the dynamic range. Hence, one approach to increase the
sensitivity could be to use larger magnetic beads such that the
same magnetic signal can be obtained from fewer beads. How-
ever, in our system, beads that are larger than about 100 nm
tend to sediment to the bottom of the fluidic channel and as the
sensors are more sensitive to beads near the sensor surface,
such sedimented beads will contribute significantly to the sig-
nal. The investigation of the choice of beads and optimization
of the bioassay sensitivity is one focus of our future research.
VI. CONCLUSION
Based on the presented data, it is concluded that Brownian
relaxation frequencies can be extracted using planar Hall effect
bridge sensors for bead concentration as low as 64lg/ml.
However, a higher bead concentration results in more reliable
determination of the Brownian relaxation frequency. The
mean Brownian relaxation frequency for c  500lg/ml was
4.4(0.1) kHz, which corresponds to a hydrodynamic diameter
of 47(1) nm, which agrees well with the nominal size of
40 nm. The study also demonstrated that the shape of the
dynamic signal is independent of the bead concentration and
the amplitudes of the signals are proportional to the bead con-
centration once steady-state is reached. Monitoring the time
dependence of the signal during bead injection showed that the
signal reaches a steady state faster for higher bead concentra-
tions. Finally, it can be concluded that the presence of beads
can be detected for bead concentrations as low as 16lg/ml.
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We demonstrate the use of planar Hall effect magnetoresistive sensors for AC susceptibility
measurements of magnetic beads with frequencies ranging from DC to 1 MHz. This wide
frequency range allows for measuring Brownian relaxation of magnetic beads with diameters
ranging from 10 nm to 250 nm. Brownian relaxation is measured for six different magnetic bead
types and their hydrodynamic diameters are determined. The hydrodynamic diameters are found to
be within 40% of the nominal bead diameters. We discuss the applicability of the different bead
types for volume-based biosensing with respect to sedimentation, magnetic trapping, and signal per
bead. Among the investigated beads, we conclude that the beads with a nominal diameter of 80 nm
are best suited for future on-chip volume-based biosensing experiments using planar Hall effect
sensors.VC 2013 AIP Publishing LLC [http://dx.doi.org/10.1063/1.4802657]
I. INTRODUCTION
Magnetic beads have proven to be a promising ingredi-
ent in future biosensors.1–4 Since most biological samples
are non-magnetic, the readout will not be disturbed by chem-
ical or biological components of the sample. Magnetic beads
also have the advantage that they can be manipulated mag-
netically and are generally well dispersed in a liquid sample
such that diffusion times can be significantly reduced.
Finally, the presence and properties of magnetic beads can
be detected by magnetic field sensors to directly provide an
electrical signal.
Connolly and St Pierre5 first proposed to use Brownian
relaxation measurements of magnetic beads for biosensing.
Brownian relaxation is the physical rotation of a bead in
response to an oscillating magnetic field and it is character-
ized by the Brownian relaxation frequency, which is inver-
sely proportional to the hydrodynamic volume of the bead.
Using functionalized magnetic beads, it is possible to bind a
target analyte to the beads to obtain a detectable increase of
their hydrodynamic size.
The simplest assay is to directly detect a hydrodynamic
size change of the free beads in suspension due to bound ana-
lytes. However, as most analytes are typically much smaller
than the beads, this will only give rise to a limited change of
hydrodynamic size.6 Moreover, the change may be difficult
to resolve due to the inevitable bead size distribution. A
more effective assay strategy is to use the target analyte to
form clusters of beads and hence induce bead agglutination.7
Yet another strategy is to use amplification of the target ana-
lyte to form substantially larger entities, e.g., by forming
large DNA coils by a rolling circle amplification.8,9 Such
coils have the advantage of both changing the hydrodynamic
size of single beads significantly and that each coil can bind
multiple beads.10 The drawback is that the rolling circle
amplification requires additional sample preparation.
Brownian relaxation of magnetic beads can be measured
with various techniques including inductive methods,6 flux-
gates,11 superconducting quantum interference device
(SQUID) magnetometers,12 and magnetoresistive sen-
sors.13,14 Particularly magnetoresistive sensors are promising
in future lab-on-chip devices as they are small, potentially
inexpensive, require small sample volumes, and can be inte-
grated with sample preparation in a microfluidic device.
The frequency range in which a given technique oper-
ates determines the bead sizes for which Brownian relaxation
can be measured. Thus, it is advantageous to have a detec-
tion system that can operate at frequencies spanning many
orders of magnitude.
Here, we demonstrate on-chip measurements of
Brownian relaxation of magnetic beads with diameters rang-
ing from 10 nm to 250 nm using so-called planar Hall effect
bridge (PHEB) sensors15,16 and that these sensors are feasi-
ble for dynamic magnetic measurements up to MHz frequen-
cies. Finally, we discuss the best choice of bead type and
size for future on-chip volume-based bioassays employing
these sensors.
II. THEORY
A. Brownian relaxation of magnetic beads
When a magnetic bead is placed in an external magnetic
field, the magnetic moment will align with the direction of
the applied field. The moment of the bead may relax by an
internal flipping of the moment (Neel relaxation17) and by a
physical rotation (Brownian relaxation18). The Neel relaxa-
tion may be relevant for magnetic nanograins smaller than
about 10–20 nm, when these form either a single magnetic
core or being part of a multigrain core. In this work, we will
for simplicity assume that Neel relaxation can be neglected,
i.e., that the Brownian relaxation mechanism dominates.
Thus, when a bead is placed in a magnetic field oscillating at
a)Electronic mail: Frederik.Osterberg@nanotech.dtu.dk.
b)Electronic mail: Mikkel.Hansen@nanotech.dtu.dk.
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frequency f, the dynamic behavior is characterized by the
Brownian relaxation frequency
fB ¼ kBT
6pgVh
; (1)
where kBT is the thermal energy, g is the dynamic viscosity of
the liquid in which the bead is suspended and Vh is the hydro-
dynamic volume of the bead. The dynamic magnetic behavior
of a magnetic bead ensemble in response to an applied mag-
netic field is described by the complex magnetic susceptibility
v ¼ v0  iv00, where v0 and v00 denote the in-phase and out-of-
phase magnetic susceptibilities, respectively. For f  fB, the
beads rotate in phase with the applied field and for f  fB
the field is oscillating too fast for the beads to respond. When
f ¼ fB, the component of the bead moment lagging behind the
applied field assumes its maximum, resulting in a peak in the
out-of-phase magnetic susceptibility. Cole and Cole19 have
shown empirically that the complex magnetic susceptibility
due to Brownian relaxation for a polydisperse ensemble of
beads is often well described by
v ¼ v0  v1
1þ ði f=fBÞ1a
þ v1; (2)
where v0 and v1 are the DC and high-frequency susceptibil-
ities, respectively. The parameter a is a measure of the poly-
dispersity of the bead ensemble and can assume values
between 0 and 1. For a monodisperse sample, a ¼ 0 and the
Cole-Cole model reduces to the Debye model.20
B. Sensor signal
The sensors used in this study are based on the aniso-
tropic magnetoresistance (AMR) effect.21 The sensors are
structured in a bridge geometry as shown in Fig. 1. A bias
current I is applied in the x-direction and the potential differ-
ence Vy is measured across the y-direction. The signal from
the sensor bridge is the same as for cross-shaped planar Hall
effect sensors except for a geometrical amplification.15 To
distinguish them from other AMR bridge geometries, we
have therefore named them PHEB sensors.15
For low magnetic fields, the sensor signal is linear and
given by15
Vy ¼ IS0Hy; (3)
where S0 is the low-field sensitivity and Hy is the average
magnetic field acting on the sensor area in the y-direction.
Our measurements of the magnetic bead susceptibility
are performed in nominally zero externally applied magnetic
field and the beads are magnetized by the magnetic field aris-
ing from the alternating bias current IðtÞ ¼ IAC sinð2pftÞ
passed through the sensors. We have previously shown16
that the in-phase and out-of-phase components of the com-
plex second harmonic sensor signal V2 ¼ V02 þ iV002 meas-
ured using lock-in technique can be written as
V02 ¼ 23I2ACS0c1v00; (4)
V002 ¼ 23I2ACS0ðc0 þ c1v0Þ: (5)
Here, c0 is a constant depending on the sensor stack and ge-
ometry that describes the sensor self-biasing and c1 is a pa-
rameter depending on the sensor geometry and distribution of
beads that describes the magnetic field acting on the sensor
from magnetic beads magnetized by the sensor self-field. The
value of c1 is positive in the presence of beads and zero in the
absence of beads.22 Thus, the in-phase second harmonic sen-
sor signal is proportional to the out-of-phase magnetic bead
susceptibility and the out-of-phase second harmonic sensor
signal depends linearly on the in-phase magnetic bead suscep-
tibility. The term c0 can be found from a measurement with-
out beads and subtracted from the out-of-phase sensor signal.
The resulting corrected value V002;cor is proportional to the
in-phase magnetic bead susceptibility. In the data presentation
and analysis, it is convenient to use this to relate the corrected
second harmonic sensor signal V2;cor ¼ V02 þ iV002;cor to the
Cole-Cole expression, Eq. (2), as
iV2;cor ¼ V002;cor  iV02 ¼
V0  V1
1þ ði f=fBÞ1a
þ V1; (6)
where V0 and V1 are defined as
V0 ¼ 23I2ACS0c1v0; (7)
V1 ¼ 23I2ACS0c1v1: (8)
We note that the value of c1 cannot be determined unless the
bead distribution is known and that it is sensitive to changes
of the bead distribution and concentration near the sensor
surface over the duration of an experiment. Thus, the method
provides relative and not absolute values of the complex
magnetic susceptibility and care should be taken if beads
tend to sediment.
III. EXPERIMENTAL
The planar Hall effect bridge sensor used for the follow-
ing experiment consists of four segments arranged in a
Wheatstone bridge configuration as shown in Fig. 1, each
FIG. 1. Picture of a sensor with definition of dimensions. The bias current I
is applied through the arms in the x-direction, while the potential difference
Vy is measured across the y-direction.
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bridge segment has a length of l ¼ 280 lm and a width of
w¼ 20 lm. The exchange-biased sensor stack consisting
of Ta(3 nm)/Ni80Fe20(30 nm)/Mn80Ir20(20 nm)/Ta(3 nm) has
been sputter-deposited in an applied magnetic field of 20 mT
to define an easy direction of magnetization along the posi-
tive x-direction. For further details on the fabrication, see
Ref. 16. The low-field sensitivity for this sensor was found
to S0=l0 ¼ 581 V=ðT AÞ, where l0 is the permeability of
free space. The bridge resistance along the current was found
to 151.5 X.
Electrical contact to the sensor was made with a click-
on fluidic system,14 which also defined the fluidic channel on
top of the sensor. The channel dimensions were length
width height¼ 5 mm 1 mm 0.1 mm. During all
measurements, the temperature of the sensor mount was kept
constant at (25.00 6 0.01)8C using a proportional integral
differential (PID) controlled Peltier element. The sensor was
neither electrically nor magnetically shielded.
A. Brownian relaxation measurements
The second harmonic sensor signals were measured
using two different lock-in amplifiers depending on the
investigated interval of frequencies.
Frequency sweeps below 50 kHz were carried out
using a Stanford Research Systems model SR830 lock-in
amplifier. The alternating sensor bias current of amplitude
IAC ¼ 20 mA was supplied by a Keithley model 6221 AC
current source. The two instruments were synchronized via a
trigger link. The frequency of the current was swept from
f¼ 43.7 kHz to f¼ 1.88 Hz in 29 logarithmically equidistant
steps. After each measurement at frequency f, a reference
measurement was performed at a reference frequency fref
near the expected Brownian relaxation frequency of the
beads under investigation. A full frequency sweep consisting
of the measurements at 30 different frequencies and the 30
reference measurements took 3 min and 45 s.
Frequency sweeps extending up to 5 MHz were carried
out using a Zurich Instruments HF2LI lock-in amplifier. The
internal voltage output of the lock-in amplifier was used to
bias the sensors corresponding to a current of amplitude
20 mA. The frequency was swept from f¼ 5 MHz to
f¼ 37.7 Hz in 30 logarithmically equidistant steps. Also for
these measurements, reference points were measured
between each frequency. A full frequency sweep took 5 min
and 20 s.
Brownian relaxation measurements were performed for
six different bead types with nominal diameters Dnom rang-
ing from 10 nm to 250 nm. The following bead types were
studied: (1)–(3) iron oxide nanoparticles with nominal diam-
eters of Dnom ¼ 10 nm, 25 nm, and 40 nm and carboxylic
acid surface groups (cat. SHP) from Ocean Nanotech, USA,
suspended in MilliQ water; (4) plain bionized nano ferrite
(BNF)-starch beads with a nominal diameter of Dnom ¼ 80 nm
(cat. 10-00-801) from Micromod, Germany, suspended in phos-
phate buffered saline (PBS); (5)-(6) plain Nanomag-D beads
with nominal diameters of Dnom ¼ 130 nm (cat. 09-00-132)
and 250 nm (cat. 09-00-252) from Micromod, Germany, sus-
pended in PBS. Beads with nominal diameters from 10 nm to
40 nm were characterized using the high-frequency set-up, and
beads with nominal diameters from 80 nm to 250 nm beads
were characterized using the low-frequency set-up. The bead
concentration was kept constant at 1 mg/ml for all six bead
types.
For measurements with both lock-ins, reference fre-
quency sweeps without beads were measured with liquid in
the fluidic channel to correct for c0 before injection of the
bead suspension. Then, 20 ll of bead suspension was
injected into the liquid channel on the chip at a flow rate of
13.3 ll/min for 1.5 min. This volume corresponds to 40 times
the channel volume. After injection of the bead suspension,
the beads were left for characterization in the fluidic channel
for about 60 min (Ocean Nanotech beads) or 240 min
(Micromod beads) before being washed out at flow rate of
300 ll/min. Measurements were also performed after wash-
ing to verify that the signals returned to their initial values.
Measurements on the same bead suspension using both set-
ups were found to give identical results in the overlapping
intervals, although with a slightly lower data noise at low
frequencies using the set-up for low frequencies (data not
shown).
B. Data treatment
First, the data were corrected for instrumental phase shifts
and offsets due to c0 using the reference sweeps measured
without beads. Then, the data recorded at different frequencies
were corrected for the variation of the signal amplitude due to
bead sedimentation over the duration of a frequency sweep.
This was done by normalizing the measurement at each fre-
quency f with the in-phase second harmonic sensor data
recorded at f ¼ fref . Finally, all data in the frequency sweep
were multiplied with the average value of the measurements
at f ¼ fref obtained during the frequency sweep. Bead sedi-
mentation over a single frequency sweep was mainly an issue
for the 250 nm beads from Micromod. Subsequently, the
modified Cole-Cole model, Eq. (6), was fitted to the corrected
data with fB, a, V0, and V1 as the four free fitting parameters.
The model was fitted to the in-phase and out-of-phase sensor
data simultaneously with a single set of parameters. The
hydrodynamic diameters were calculated from the obtained
Brownian relaxation frequency using Eq. (1) assuming that
the beads are spherical and that PBS has the dynamic viscosity
of water. The hydrodynamic diameters will be reported
instead of the Brownian relaxation frequencies.
IV. RESULTS
A. Signal vs. time at f5 fref
The in-phase signals measured at f ¼ fref chosen near the
Brownian relaxation frequencies are plotted vs. time t after
injection of the bead suspension in Fig. 2 for all bead types.
The value of fref is indicated in the figure and listed in Table I
for each bead type. The signals from the Ocean Nanotech
beads (Fig. 2(a)) show a steep increase over the first few
minutes and become stable after 5–15 min. The signals
from the Micromod beads (Fig. 2(b)) show a steep initial
increase followed by a slow linear increase with time for at
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least several hours. The initial signal increase takes place at a
higher rate for smaller beads than for larger beads. The transi-
tion to the region with a linearly increasing signal occurs at
t  10 min, 15 min, and 45 min for the Micromod beads
with Dnom ¼ 80 nm, 130 nm, and 250 nm, respectively, and
the linear increase is significantly larger for the 250 nm beads
than for the other two bead sizes. From the figure it is also
seen that, except for the 130 nm beads, the signal magnitude
increases with increasing bead size. It is also noted that all
signals return to their baseline level after washing.
From the reference measurements, the standard devia-
tion of the baseline in-phase sensor signal is estimated for
each of the six reference frequencies. This is done by finding
the standard deviation of the points measured without beads
present in the fluidic system (rNoBeads). This number repre-
sents the combined effect of the sensor and amplifier noise
and fluctuations of the ambient conditions (temperature,
magnetic, and electric fields) during an experiment and
defines the smallest signal change that can be resolved under
our experimental conditions. The six values are listed in
Table I. It is seen that the values of rNoBeads are constant at
5–6 nV for the frequencies between 226.67 kHz and
4.67 kHz measured with the HF2LI lock-in amplifier,
whereas they increase from 4 nV to 10.9 nV when decreasing
the frequency from 481.88 Hz to 42.67 Hz for the SR830
lock-in amplifier.
B. Brownian relaxation measurements with PHEB
In Fig. 3 the in-phase (top) and out-of-phase (bottom)
second harmonic sensor signals are plotted as function of fre-
quency for measurements initiated at t¼ 20 min. The solid
lines are least squares curve fits of the Cole-Cole model to
the data. The model generally provides good fits to the data.
In order to better illustrate the shape of the curves and the
quality of the fits, the second harmonic signals have been
normalized to their maximum values and plotted in Fig. 4.
From the normalized plots, it is seen that the peaks in the in-
phase signals are comparatively narrow for the 10 nm,
40 nm, and 80 nm beads and wide for 25 nm, 130 nm, and
250 nm beads.
The values of the fitting parameters are shown in
Table II. The height of the peak in the V02 data depends only
FIG. 2. In-phase second harmonic signal measured at the indicated values of
fref vs. time t after injection of the bead suspension for (a) Ocean Nanotech
beads with nominal diameters of 10 nm, 25 nm, and 40 nm and (b) Micromod
beads with nominal diameters of 80 nm, 130 nm, and 250 nm. In the final part
of each experiment, the bead suspension is washed out of the channel.
TABLE I. Standard deviation rNoBeads of baseline in-phase sensor signal at
f ¼ fref for the six values of fref used for the different bead types.
Dnom (nm) Lock-in fref rNoBeads (nV)
10 HF2LI 226.67 kHz 5.1
25 HF2LI 36.67 kHz 5.6
40 HF2LI 4.67 kHz 5.6
80 SR830 481.88 Hz 4.0
130 SR830 120.47 Hz 7.6
250 SR830 42.67 Hz 10.9 FIG. 3. In-phase (top) and out-of-phase (bottom) corrected second harmonic
sensor signals. The solid lines are fits of the Cole-Cole model to the data.
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on V0V1 and a and is given by V02;peak ¼Im½ðV0V1Þ=
ð1þ i1aÞ. For a¼ 0; V02;peak ¼ 12ðV0V1Þ. From the table,
it is observed that the hydrodynamic diameters obtained
from the fits are all within 40% of the nominal bead sizes.
It is also seen that for the 10nm-80nm beads the value of
V0  V1 increases with the bead diameter. V1 is found to be
close to zero for the beads from Ocean Nanotech.
1. Sensor signal vs. nominal bead concentration
From the measurements, it is possible to estimate the sig-
nal normalized with the bead molar concentration for the six
different bead types. This number is important when estimat-
ing the suitability of each bead type for volume-based bio-
sensing. The signal per bead molar concentration is
calculated by dividing the in-phase peak signal V02;peak with
the molar concentration c of beads. The in-phase peak signal
per concentration is listed in Table II. From this table it is seen
that, although the bead concentration by mass is the same for
all samples, the samples with larger beads provide more signal.
Obviously, when the signal is normalized with the molar con-
centration of the bead suspension, the larger beads provide
substantially higher signals. For example, the normalized sig-
nal for the 250 nm beads is found to be 5 orders of magnitude
larger than that for the 10 nm beads. If the bead magnetizations
were the same, this difference would be anticipated to be
253¼ 15 625, which is one order of magnitude smaller than
the observed ratio. However, it should be noted that the larger
beads also sediment such that the actual bead concentration
near the sensor surface is higher than the nominal one.
V. DISCUSSION
A. Brownian relaxation measurements
It is seen from the results that the planar Hall effect sen-
sor can be used to measure Brownian relaxation over the fre-
quency range 1 Hz–1 MHz. With this frequency range it is
shown that Brownian relaxation can be measured for beads
ranging in diameters from 10 nm to 250 nm and meaningful
hydrodynamic diameters can be extracted from the measure-
ments. The hydrodynamic diameters for the small beads
from Ocean Nanotech are within a few nanometers of their
nominal values. This is consistent with the assumption that
Brownian relaxation dominates for these particles. These dif-
ferences can be due to batch to batch variations. The hydro-
dynamic diameters found for the beads from Micromod are
found to be significantly larger than their nominal values. It
is expected that the hydrodynamic diameters are larger than
their nominal values, because the nominal diameters are
determined from transmission electron microscopy (TEM),
which measures the core size. However, the hydrodynamic
size obtained for the 250 nm beads is too large to be
explained by differences in measuring techniques alone.
Effects that could contribute to a higher measured hydrody-
namic size are trapping of beads by the magnetostatic field
from the sensor stack, interactions between the bead and the
sensor surface, and bead-bead interactions.
B. Signal vs. time at f5 fref
In the experiments, we found a steep initial increase of
the signal followed by either a stable signal for the beads
that are smaller than 100 nm or a slowly increasing signal
for the beads that are larger than about 100 nm (cf. Fig. 2).
FIG. 4. In-phase (top) and out-of-phase (bottom) corrected second harmonic
sensor signal from Fig. 3 normalized to their respective maximum values.
The solid lines are fits of the Cole-Cole model to the data.
TABLE II. Values of Dh, a, V0  V1, and V1 obtained from Cole-Cole fits to the frequency sweeps initiated 20 min after injection of the bead suspensions.
The numbers in parenthesis after the fitting parameter are 95% uncertainties. The last two columns list the molar concentration c of each bead type in nM and
the peak sensor signal normalized with the bead molar concentration V02;peak=c. LODtheory is the theoretical limit of detection calculated by rNoBeads=ðV02;peak=cÞ.
Dnom [nm] Producer Dh [nm] a V0  V1 [lV] V1 [lV] c [nM] V02;peak=c [nV/nM] LODtheory [pM]
10 Ocean Nanotech 12.4(3) 0.08(5) 0.23(2) 0.05(18) 860 0.1 5:1  104
25 Ocean Nanotech 21.6(4) 0.28(2) 0.56(2) 0.02(17) 58 3.0 1:9  103
40 Ocean Nanotech 42.4(2) 0.06(1) 0.97(1) 0.03(15) 14 31.4 1:8  102
80 Micromod 107.0(9) 0.20(1) 3.29(4) 0.4(7) 2.0 602 6.6
130 Micromod 155(2) 0.31(1) 0.99(2) 0.5(2) 0.48 622 12.2
250 Micromod 349(3) 0.43(1) 6.01(7) 5.2(5) 0.08 17:9  103 0.6
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The steep initial signal increase is due to the injection of the
bead suspension in the already liquid-filled fluidic system;
due to the parabolic velocity profile of the liquid during
injection, the liquid near the channel walls is replaced more
slowly than that in the center of the channel. This results in
an equilibration process, where the bead concentration at the
sensor surface increases due to continued injection of the
bead suspension as well as due to gravitational sedimentation
and diffusion of the beads.
The beads are subject to gravitational sedimentation at a
velocity u ¼ D2ðqb  qfÞg=ð18gÞ,23 where D is the bead di-
ameter, qf and qb are the densities of the fluid and beads,
respectively, and g is the gravitational acceleration. Taking
D ¼ Dnom, we can find the characteristic time tsed for sedi-
mentation of the beads in the channel as h/u, where
h¼ 0.1 mm is the channel height. For the Micromod beads,
qb  3 g=cm3 and we find tsed½min ’ 25, 90, and 240 for
the beads with Dnom½nm ¼ 250, 130, and 80, respectively.
The corresponding characteristic time tdif for diffusion
over the height of the liquid channel is estimated from the
Stokes-Einstein diffusivity Ddif ¼ kBT=ð3pgDnomÞ using that
Ddif  h2=tdif . For the Micromod beads with Dnom½nm
¼ 250, 130, and 80, we obtain tdif ½min ’ 96, 50, and 31,
respectively. These simple arguments show that bead sedi-
mentation dominates over the random thermal motion of the
beads for the 250 nm beads that sedimentation and thermal
motion are comparable for the 130 nm beads and that thermal
motion dominates for beads with sizes of 80 nm and below.
Experimentally, we have observed an initial steep
increase of the signal measured vs. time at f ¼ fref in Fig. 2
upon injection of the bead suspension. As previously men-
tioned, due to the parabolic velocity profile and that liquid
without beads is already present in the channel during injec-
tion, the bead concentration near the bottom of the channel,
where the sensor is located, is therefore initially lower than
in the bulk of the bead suspension. This concentration
increases due to exchange of liquid in the channel, sedimen-
tation and equilibration of the bead concentration by diffu-
sion. For the 250 nm beads, this equilibration is dominated
by sedimentation and the estimated sedimentation time of
about 25 min is consistent with the observed time of about
45 min in Fig. 2(b). For the beads with sizes below 130 nm,
the equilibration time is mainly attributed to diffusion of the
beads. The beads from Ocean Nanotech are so small that the
equilibration takes place while the bead suspension is
injected. After the initial equilibration, the signals from all
bead types stabilize and remain essentially constant except
for the 250 nm Micromod beads, where the signal shows a
significant increase with time. We attribute this increase to
accumulation of beads near the sensor edges due to the mag-
netostatic field from the sensor stack. This accumulation was
clearly visible in micrographs of the sensor during the experi-
ments and was also visible in the frequency sweeps as a sig-
nal occurring at a lower frequency than that due to freely
rotating beads. For the other bead types, no bead accumula-
tion near the sensor edges could be observed visually and the
signal tail at low frequencies in the sensor measurements due
to immobilized or partially immobilized beads was signifi-
cantly smaller or negligible. Thus, the sedimentation and
trapping of the 250 nm beads results in a time dependence of
the signal due to the bead suspension itself, i.e., prior to
introduction of biomolecules, which is clearly undesirable.
These beads are, therefore, not suited for biosensing with the
present sensors.
1. Sensor signal vs. nominal bead concentration
From the value of signal per bead concentration listed in
Table II, it is clear that the choice of bead type will be very
important for the sensitivity of a volume-based biosensor.
For the beads investigated here, the peak signal normalized
with the nominal bead molar concentration varies over 5
orders of magnitude, which means that the choice of bead
type has a high impact on the sensitivity and dynamic range
of concentrations that can be detected. For instance, the bead
concentration of the 10 nm beads is 860 nM, which means
that, at least in principle, it will be possible to detect analyte
concentrations up to this value. The downside is a low signal
per bead which for the 10 nm beads is only 0.1 nV/nM.
Comparing to the baseline resolution from Table I of 5.1 nV,
it implies that the theoretical limit of detection LODtheory is
expected to be higher than 51 nM. On the other hand, for
the 250 nm beads the theoretical dynamic range is 0.6–81
pM, the drawback of these beads is that they sediment, which
will make them difficult to use for biosensing. The sedimen-
tation of the 80 nm beads is limited and the signal is large.
Thus, these beads will be the best compromise for biosensing
to achieve a low detection limit. The theoretical dynamic
range for the 80 nm beads is 6 pM-2 nM. The upper sensitiv-
ity limit can be moved to higher concentrations by increasing
the bead concentration, but this will also increase the back-
ground signal and potentially make it more difficult to mea-
sure low concentrations. The lower limit of detection can be
decreased further by decreasing the bead concentration and/
or increasing the signal-to-noise ratio of the measurement
system. Currently most of the noise is induced by the lock-in
amplification, which means increasing the sensor signal will
increase the signal-to-noise ratio. This can be achieved by
using lower noise amplification electronics, increasing the
measurement time to reduce the effect of the noise or
improving the sensor design. One way of increasing the sen-
sor signal is to increase the length of each bridge segment,
which is the focus of future studies.
VI. CONCLUSION
It has been demonstrated that planar Hall effect bridge
sensors can be used to measure AC susceptibility of mag-
netic beads for frequencies spanning from DC to 1 MHz.
This wide frequency span allows for measuring Brownian
relaxation of beads with nominal diameters ranging from
10 nm to 250 nm. The hydrodynamic diameters obtained
from the measurement are all within 40% of the nominal di-
ameter supplied by the manufacturer. From the measure-
ments, it is also concluded that among the investigated beads
the 80 nm beads are most promising for volume-based bio-
sensing, because they provide the largest signal per bead
among the bead types that do not suffer from sedimentation
and magnetic trapping issues on the sensors.
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We present and demonstrate a new method for on-chip Brownian relaxation measurements on
magnetic nanobeads in the time domain using magnetoresistive sensors. The beads are being
magnetized by the sensor self-field arising from the bias current passed through the sensors and
thus no external magnetic fields are needed. First, the method is demonstrated on Brownian
relaxation measurements of beads with nominal sizes of 40, 80, 130, and 250 nm. The results are
found to compare well to those obtained by an already established measurement technique in the
frequency domain. Next, we demonstrate the time and frequency domain methods on Brownian
relaxation detection of clustering of streptavidin coated magnetic beads in the presence of different
concentrations of biotin-conjugated bovine serum albumin and obtain comparable results. In the
time domain, a measurement is carried out in less than 30 s, which is about six times faster than in
the frequency domain. This substantial reduction of the measurement time allows for continuous
monitoring of the bead dynamics vs. time and opens for time-resolved studies, e.g., of binding
kinetics.VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4811462]
I. INTRODUCTION
Magnetic beads have been demonstrated as a useful
component for the read-out in future biosensors.1–4 A major
advantage of using magnetic beads is that most biological
samples are nonmagnetic and, therefore, there is nominally
no background signal from the sample. Magnetic beads are
also easy to functionalize such that they bind specifically to,
e.g., antibodies, proteins, or DNA.
Traditionally, biosensing with a read-out based on mag-
netic beads is either surface-based or volume-based. In
surface-based sensing, both the sensor surface and the beads
are functionalized such that the target analyte will be sand-
wiched between the beads and the surface and result in beads
being bound to the sensor surface.2,5,6 In volume-based sens-
ing, only the beads are functionalized and the presence of the
target analyte is detected as a change of the hydrodynamic
size of the magnetic beads either by adding to the size of
the beads or by inducing bead agglutination. The use of
Brownian relaxation measurements for volume-based bio-
sensing was first proposed by Connolly and St Pierre.7
Brownian relaxation of magnetic beads is often meas-
ured in the frequency domain by AC susceptibility measure-
ments with either inductive methods,8 fluxgates,9 SQUID
magnetometers,10 or magnetoresistive sensors.11,12 However,
Brownian relaxation can also be measured in the time
domain.13–15 The advantage of time domain measurements is
that they can be performed much faster and a single mea-
surement may take less than a second, whereas frequency do-
main measurements require a sequence of measurements at
different frequencies typically resulting in measurement
times on the order of minutes or longer. Thus, time domain
measurements result in a much shorter analysis time and
therefore also enable time-resolved studies. Disadvantages
of time domain measurements compared to frequency
domain measurements are that more noise are picked up in a
DC measurement compared to the lock-in technique used in
the frequency domain, and the time resolution of the data
acquisition will set a limit for how fast changes can be
detected.
Recently, we have demonstrated the possibility of per-
forming Brownian relaxation measurements in the frequency
domain on so called planar Hall effect bridge sensors without
the need for any external magnets.16,17 Here, we present and
demonstrate a new approach that enables the use of the same
sensors for Brownian relaxation measurements in the time
domain and we show that this new approach substantially
reduces the measuring time. We first compare measurements
in the frequency and time domains on a series of four nano-
bead samples with diameters ranging from 40 nm to 250 nm.
Next, we present initial results of biodetection experiments,
where the two methods are employed to detect the clustering
of streptavidin beads in the presence of biotin-conjugated
bovine serum albumin.
II. THEORY
A. Brownian relaxation of magnetic beads
We consider an ensemble of magnetic beads placed in
an applied magnet field with an equilibrium magnetization
M0. For convenience, the measured magnetization M is
defined to be positive when it is parallel to the applied field,
i.e., the magnetization M equals þM0 and M0 when the
magnetic moments are parallel and antiparallel to the applied
field, respectively. The bead magnetic moments align with
the applied magnetic field either by internal flipping of the
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0021-8979/2013/113(23)/234508/8/$30.00 VC 2013 AIP Publishing LLC113, 234508-1
JOURNAL OF APPLIED PHYSICS 113, 234508 (2013)
Downloaded 10 Oct 2013 to 192.38.90.48. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jap.aip.org/about/rights_and_permissions
magnetization (Neel relaxation18) or by a physical rotation
(Brownian relaxation19). For the beads used in this study, we
assume that the Neel relaxation time is much longer than the
Brownian relaxation time, which therefore dominates the
relaxation dynamics of the beads.17 The Brownian relaxation
of magnetic beads can be measured in both the time and the
frequency domains. The theory for both domains is described
below.
1. Time domain
The Brownian relaxation of magnetic beads suspended
in a liquid is characterized by the characteristic Brownian
relaxation time
sB ¼ 3gVh
kBT
; (1)
where g is the viscosity of the liquid, Vh is the hydrodynamic
volume of the bead, and kBT is the thermal energy.
In this study, the measurements in the time domain are
performed by passing a square wave current I(t) with an am-
plitude of I0 and period TI though the sensor. The current
through the sensor generates a magnetic self-field (H) around
the sensor, which is proportional to the current, such that the
sign of the magnetic field changes with the sign of the cur-
rent. The beads rotate to align their magnetic moments with
the magnetic field. This means that just after flipping of the
current from þI0 to I0, the magnetization of the beads will
be antiparallel with the sensor self-field and then relax to
being parallel. This is repeated when the current changes
sign from I0 to þI0, where it is noted that M again has an
initial value of M0 as it is antiparallel to the magnetic field
generated by the current. This is illustrated in Fig. 1.
The relaxation of the beads is described by an expo-
nential decay with the Brownian relaxation time as the
exponential time constant. As the magnetization of the
beads relaxes from being antiparallel (M0) to being par-
allel (þM0) with the magnetic field, we assume it to be
described by
MðtÞ ¼ M0½1 2 expðt=sBÞ; (2)
where t is the time after the sign change of the magnetic field.
2. Frequency domain
The traditional method of measuring Brownian relaxa-
tion with planar Hall effect sensors is to pass an alternating
current through the sensor
IðtÞ ¼
ﬃﬃﬃ
2
p
IRMS sinð2pftÞ; (3)
where IRMS is the root mean square value of the current and f
is the frequency of the current.
Measurements in the frequency domain are character-
ized by the complex magnetic susceptibility v ¼ v0  iv00
with the in-phase component v0 and out-of-phase component
v00. The Brownian relaxation is characterized by the
Brownian relaxation frequency
fB ¼ 1
2psB
¼ kBT
6pgVh
: (4)
At this characteristic frequency, the phase-lag between
the magnetic moment of the bead and the applied field is
largest, meaning that a peak will appear in the out-of-phase
magnetic susceptibility at f ¼ fB.
According to Debye theory,20 the complex magnetic
susceptibility for an ensemble of beads with a single relaxa-
tion time is given by
vðf Þ ¼ v0  v1
1þ ðif=fBÞ þ v1; (5)
where v0 and v1 are the DC and high-frequency susceptibil-
ities, respectively.
3. Size distribution
The equations for the magnetization in the time domain
and the magnetic susceptibility in the frequency domain are
only valid for a monodisperse ensemble of beads. Hence, the
equations need to be averaged over a bead distribution. The
size distribution of magnetic beads is often well described by
the log-normal distribution given by
fLNðDhÞdDh ¼ 1
Dhr
ﬃﬃﬃﬃﬃ
2p
p exp ðlnDh  lÞ
2
2r2
 
dDh; (6)
where l is the logarithm to the median hydrodynamic diame-
ter Dhm, Dhm ¼ expðlÞ, and r is the logarithmic standard
deviation. We define the size distribution function to be
volume-weighted, i.e., the volume fraction of the particles
FIG. 1. Schematic of how a magnetic bead relaxes in a flipping magnetic
field. The magnetic field changes direction when the current changes direc-
tion. Before flipping of the magnetic field, the magnetization of the bead
will be parallel with the field. Immediately after flipping of the magnetic
field, the magnetization of the bead will be anti-parallel, meaning the mag-
netization along the applied field is M ¼ M0. The bead will then relax by
rotation to become parallel with the field (M ¼ M0).
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with hydrodynamic diameters between Dh and Dh þ dDh is
fLNðDh; l; rÞdDh. The definition of the size distribution
therefore takes directly into account that the signal from a
single bead is proportional to the bead volume.
B. Sensor signals
The magnetic beads are magnetized by the self-field
arising from the bias current passed through the sensor.
Figure 2 shows the contours of the magnetic field l0H calcu-
lated using the Biot-Savart law for a total bias current of
14.1mA, which is the current relevant for our experimental
studies. The bias current is distributed between the two sen-
sor branches that each has the width w ¼ 20 lm. The calcu-
lations show that the maximum value of l0H found near the
sensor edge is about 0.25mT. This value is well below typi-
cal values applied in Brownian relaxation measurements in
commercial set-ups.
For low magnetic fields, the sensor signal is linear and
given by21
V ¼ S0IHy þ RoffI; (7)
where S0 is the low-field sensitivity, Hy is the average mag-
netic field acting on the sensor area in the y-direction, and
Roff accounts for a possible sensor offset. The value of Hy
can be written as
Hy ¼ c0I þ Hy;beads þ Hy;ext: (8)
Here, c0 is a constant that describes the effect of the self-
field and which depends on the sensor stack and geometry;22
Hy;beads and Hy;ext are magnetic fields acting on the sensor in
the y-direction from the beads and external sources, respec-
tively. The expression for Hy;beads will be written slightly dif-
ferently for measurements in the time domain and the
frequency domain. In the time domain, we write
Htimey;beads ¼ c1tMðtÞI (9)
and in the frequency domain, we write
Hfreqy;beads ¼ c1vðf ÞI; (10)
where c1t and c1 are constants that depend on the sensor ge-
ometry and bead distribution. Hansen et al.22 have shown
that magnetic beads magnetized by the self-field always con-
tribute with a positive sign to the average magnetic field
experienced by the sensor and that 85% of the sensor signal
for a homogeneous bead dispersion arises from a volume
centered on the sensor stripe with a width of about 2 w and
height of about 1.5 w. For the sensors in the present study,
where each branch has a length l ¼ 280 lm, this corresponds
to a total probing volume of about 1.3 nl.
1. Time domain
When measurements are performed in the time domain,
the current is alternating between þI0 and I0 with the cor-
responding signals VþðtÞ and VðtÞ given by
VþðtÞ ¼ S0I20ðc0 þ c1tMðtÞÞ þ I0ðS0Hy;ext þ RoffÞ; (11)
VðtÞ ¼ S0I20ðc0 þ c1tMðtÞÞ  I0ðS0Hy;ext þ RoffÞ; (12)
where t is defined as zero at the instance where the current
changes sign. From this, it is seen that Roff and Hy;ext can be
eliminated by calculating the average of the two measure-
ments and that c0 þ c1tMðtÞ can be eliminated by calculating
the difference of the two measurements
VaveðtÞ ¼ 1
2
½VþðtÞ þ VðtÞ ¼ S0I20ðc0 þ c1tMðtÞÞ; (13)
VdiffðtÞ ¼ 1
2
½VþðtÞ  VðtÞ ¼ I0ðS0Hy;ext þ RoffÞ: (14)
The offset due to c0 in Vave can be corrected for by sub-
tracting a measurement performed without beads. After this
correction, VaveðtÞ is proportional to the time-dependent
magnetization. It is seen that VdiffðtÞ is linearly dependent on
Hy;ext.
The function that is fitted to the measurements is the the-
oretical signal integrated over the volume-weighted log-nor-
mal distribution of hydrodynamic diameters
Vfit;t ¼ V0t

1 2
ð1
0
exp½t=sBðDhÞfLNðDhÞdDh

þ Voff ;
(15)
where V0t  S0I20c1tM0 is the amplitude of the decay and
Voff is correcting for possible offsets. With these definitions,
V0t is positive (as S0 < 0) and Vfit;t=V0t equals þ1 for t¼ 0
and 1 for t!1. The free fitting parameters are
V0t;Voff ;Dhm, and r, where the two last parameters account
for the distribution of hydrodynamic diameters.
2. Frequency domain
For measurement in the frequency domain using lock-in
detection, we have previously shown16 that the complex
magnetic susceptibility can be obtained from the complex
FIG. 2. Contour plot of the magnetic self-field (l0H) from the bias current
through the sensor. The black line from y0 ¼ 10 lm to y0 ¼ 10lm repre-
sents the sensor. The inset shows a sketch of the sensor, where the red line
through the upper left branch represents the cross section where the self-
field is calculated.
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second harmonic sensor signal V2 ¼ V02 þ iV002 with in-phase
and out-of-phase components
V02 ¼ 22I2RMSS0c1v00; (16)
V002 ¼ 22I2RMSS0ðc0 þ c1v0Þ: (17)
Thus, the in-phase second harmonic sensor signal is pro-
portional to the out-of-phase magnetic bead susceptibility
and the out-of-phase second harmonic sensor signal depends
linearly on the in-phase magnetic bead susceptibility. Again,
the offset due to c0 can be corrected for by subtracting a
measurement without beads.
The function used for fitting to the measurements in the
frequency is again the sensor signal averaged over the
volume-weighted lognormal distribution of hydrodynamic
diameters
Vfit; f ¼ V02 þ iV002 ; (18)
¼ i
ð1
0
V0  V1
1þ

if=fBðDhÞ
 fLNðDhÞdDh þ iV1; (19)
with V0 ¼ 22I2RMSS0c1v0 and V1 ¼ 22I2RMSS0c1v1. In
addition to V0 and V1, the free fitting parameters are the me-
dian hydrodynamic diameter Dhm and the logarithmic stand-
ard deviation r.
III. EXPERIMENTAL
A. Sensor fabrication and mounting
The magnetic field sensor used is a so called planar
Hall effect bridge sensor based on the anisotropic magnetore-
sistance of permalloy.16,21 The sensor stack Ta(3nm)/
Ni80Fe20(30 nm)/Mn80Ir20(20 nm)/Ta(3 nm) was deposited in a
field of 20mT applied along the positive x-direction to define
an easy magnetization direction. The stack was patterned in a
Wheatstone bridge geometry consisting of four segments each
with a length of l ¼ 280 lm and a width of w ¼ 20 lm. For a
more detailed description of the sensor fabrication and design,
see Ref. 16. The low-field sensitivity of the sensor was meas-
ured to S0=l0 ¼ 591 V/(T A) and the resistance along the
current direction was measured to 161.7 X.
In order to allow for electrical contact to the sensor, a
click-on fluidic system12,16 was used, which also defined the
fluidic channel with dimensions lengthwidth height
¼ 5mm 1mm 0.1mm. The temperature of the sensor
mount in good thermal contact to the sensor was kept con-
stant at ð25:0060:01ÞC by a Peltier element. The sensor
was neither electrically nor magnetically shielded.
B. Measurement equipment
The current through the sensor was supplied by a 6221
AC and DC Current Source (Keithley Instruments, USA). For
time domain measurements, it delivered a square wave with a
current amplitude of I0 ¼ 14:1 mA at a frequency of 8Hz,
which allowed TI=2 ¼62.5ms between each flipping of the
current. For measurements in the frequency domain, a sine
wave with a current amplitude of 20mA (IRMS ¼ 14:1 mA)
was used with a frequency varying in 29 logarithmically equi-
distant steps from 43.69 kHz to 1.88Hz. For both domains, a
trigger signal was sent from the power supply, such that the
measurements in the time domain were started exactly at the
point when the current was flipped and, in the frequency do-
main, to get accurate information on the phase.
Measurements in the time domain were recorded using a
NI USB-6281 data acquisition card (National Instruments,
USA) with 18 bits of resolution on a range 60:1 V. This cor-
responds to a voltage resolution of 0.8lV. The sample rate
was set to 600 000 samples per second, and in addition, a low
pass filter of 3 kHz was applied to reduce the impact of high-
frequency noise. To improve the signal-to-noise ratio, the sig-
nal was averaged over 192 periods. Thus, the time used for
each measurement in the time domain was 24 s. For the data
analysis, the measurement data were combined and averaged
in 500 “bins” of widths increasing logarithmically with time.
Measurements of the second harmonic sensor signal in
the frequency domain were recorded using a SR830 lock-in
amplifier (Stanford Research Systems, USA). A frequency
sweep consisting of measurements at 30 frequencies took 2
min and 21 s.
The data acquisition card and the lock-in amplifier were
connected in parallel such that measurements with both
instruments were performed immediately after one another.
The measurement time in the time domain of 24 s is about a
factor of six smaller than the measurement time in the fre-
quency domain of 2 min and 21 s.
C. Procedure
1. Bead sizes
The Brownian relaxation has been measured in both the
time and frequency domains for four different bead types
with nominal diameters of 40 nm, 80 nm, 130 nm, and
250 nm. The 40 nm beads were SHP Iron oxide nanoparticles
with carboxylic acid groups (Ocean Nanotech, USA), the
80 nm beads were BNF-starch with a plain surface
(Micromod, Germany), and the 130 nm and 250 nm were
Nanomag-D also with plain surfaces (Micromod, Germany).
All bead suspensions were diluted to a bead concentra-
tion of 1mg/ml with milliQ water for the 40 nm beads and a
phosphate buffered saline (PBS) solution for the remaining
three bead types. Prior to the first experiment, the fluidic
channel was rinsed and filled with milliQ water. An experi-
ment was carried out by first injecting 20 ll of the sample
into the fluidic channel at a flow rate of 13.3 ll/min for
1.5min. Then, the beads were left in the channel for 10min
to allow for a steady state and the measurements were
recorded. Finally, the beads were washed out with PBS at a
flow rate of 300 ll/min for 1–2min. Reference measure-
ments with no beads were performed between measurements
on the four samples. These measurements were used to cor-
rect for c0 and an instrumental phase-shift.
2. Bead clustering
Measurements of bead clustering were carried out by
mixing 15 ll of PBS containing varying concentrations of
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biotin-conjugated bovine serum albumin (bBSA) (A8549,
Sigma-Aldrich, USA) with 15 ll of a 2mg/ml suspension of
streptavidin coated 80 nm BNF-starch beads (Micromod,
Germany). Each bBSA has 8-16 biotin molecules available
for binding to a streptavidin molecule. Since each bBSA
molecule is able to bind more than two streptavidin mole-
cules, adding bBSA to streptavidin coated beads will allow
for the formation of dimers or clusters. All concentrations
given below are the bead and bBSA concentrations after
mixing. Immediately after mixing, the suspension was
placed in a magnetic field of 45mT for 10min to enhance
formation of bead clusters after which it was injected into
the fluidic system at a flow rate of 13.3 ll/min for 1.5min.
The sample was left stagnant in the fluidic system for
20min, allowing time for five repeated measurements in the
time and frequency domains. The first measurement in the
frequency domain was performed during the sample injec-
tion and was not used for the analysis. When a series of
measurements was completed, the bead suspension was
washed out with PBS at a flow rate of 300 ll/min for
1–2min and a reference measurement (used to correct for c0)
was performed before a new sample was injected.
Five different samples were investigated with final
bBSA concentrations of 0 nM, 0 nM, 2.5 nM, 5 nM, and
10 nM, respectively.
IV. RESULTS
A. Time domain signal vs. bias current
Figure 3 shows equilibrium values of Vave and Vdiff
obtained from time domain measurements vs. current ampli-
tude I0. The values of Vave in Fig. 3(a) have been corrected for
c0 using the average of the two measurements without beads
recorded before and after beads were on the sensor. The figure
shows corrected data obtained with and without a suspension
of 80 nm magnetic beads in the fluidic channel. In the absence
of the magnetic beads, the data are scattered around zero, and
in the presence of the bead suspension, the data are propor-
tional to I20 in accordance with Eq. (13). This shows that the
data correction procedure works as intended and that the meas-
urements are stable over time. Fig. 3(b) shows the correspond-
ing values of Vdiff . These are found to depend linearly on I0 in
accordance with Eq. (14) with a slope that has no systematic
dependence on the measurement conditions. The observed
slope change can be due to a variation of the background exter-
nal field and/or a change of the sensor offset between the
measurements. Assuming the former, it corresponds to field
changes on the order of 0.5lT and the latter, it corresponds to
sensor offset changes on the order of 0.5 mX. Given that the
sensor operates with no magnetic shielding, field variations on
the order of 0.5lT are quite likely over a period of hours. As
long as the field and offset are stable over the duration of a pe-
riod in the current cycle (125ms in the present experiments), it
will not affect the measurements of Vave.
1. Bead sizes
Figure 4 shows the time domain Brownian relaxation
measurements obtained for the four different bead sizes. The
measurements have been normalized with V0t such that the
signals for the different bead sizes can be easily compared. It
is seen that the relaxation time increases with the bead size.
The points measured for the 40 nm and 130 nm beads, where
the absolute signal is lower, are more scattered on this nor-
malized scale. The lines plotted through each data set are
least squares curve fits of Eq. (15) to the data prior to normal-
ization. The parameters obtained from the fits are shown in
FIG. 3. Equilibrium values of Vave and Vdiff obtained from time domain
measurements vs. current amplitude I0. Panel (a) shows corrected equilib-
rium values of Vave vs. I0 with and without 80 nm magnetic beads. The solid
line is a parabolic fit to the measurements with beads. Panel (b) shows values
of Vdiff vs. I0.
FIG. 4. Brownian relaxation measurements in the time domain. Vave normal-
ized with the fitting parameter V0t vs. time for four different bead sizes. The
lines are curve fits of Eq. (15) to the data. The signals have all been cor-
rected for offsets found from fitting.
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Table I. For the 40 nm beads from Ocean Nanotech, the
median hydrodynamic diameter is found to match its nominal
value within the experimental uncertainty. For the Micromod
beads, the median hydrodynamic diameters are found to be
significantly larger than their nominal values. The values of r
are also found to increase with the bead size.
Figure 5 shows the Brownian relaxation measurements
on the same samples in the frequency domain. As for the
time domain measurements (Table I), the signal amplitude
varies significantly with the bead type. The lines are least
squares curve fits of Eq. (19) to the measurements. It is seen
that the fits match the measured data well except for the
250 nm beads. The parameters obtained from the fits are
listed in Table I. For beads with nominal sizes below
250 nm, the median hydrodynamic diameters and values of r
obtained by the two methods agree within the experimental
uncertainty. However, for the 250 nm beads, the hydrody-
namic diameter obtained from the frequency domain mea-
surement is significantly larger than that obtained from the
time domain measurement.
B. Bead clustering
Figure 6 shows time domain measurements for bead
clustering with bBSA. The measurements shown are the last
performed in the series of five repeated measurements and
have been corrected for offsets. The lines are least squares
curve fits of Eq. (15) to the data. Data from seven different
measurements are shown: Two measurements with beads but
without bBSA; three measurements with beads and with
varying bBSA concentrations; and finally two reference
measurements with neither beads nor bBSA. It is seen that
the two measurements without bBSA almost coincide. When
the bBSA concentration is increased, both the signal ampli-
tude and the signal slope for t  102 s increase.
Figure 7 shows the corresponding measurements in the
frequency domain. Again, the measurements on the two sam-
ples without bBSA are found to be very similar. For the sam-
ples with bBSA, the peak in the in-phase sensor signal
(corresponding to the out-of-phase magnetic susceptibility)
is found to increase in intensity and it is shifted towards
lower frequencies upon increasing bBSA concentration.
Least squares curve fits of Eq. (19) are plotted as solid lines.
TABLE I. Parameters obtained from least squares fitting of Eq. (15) to the time domain measurements and of Eq. (19) to the frequency domain measurements
for the four different bead sizes. The 40 nm beads are from Ocean Nanotech and suspended in MilliQ water, while the remaining three types are from
Micromod and suspended in PBS. The numbers in parentheses are the errors for the 95% confidence interval obtained from the least squares curve fits.
Time domain Frequency domain
Dnom [nm] Dhm [nm] r V0t [lV] Voff [lV] Dhm [nm] r V0  V1 [lV] V1 [lV]
40 41(2) 0.22(5) 1.8(3) 0.4(3) 42.5(3) 0.18(2) 0.95(2) 0.1(2)
80 108(1) 0.35(1) 4.81(2) 0.48(2) 107(2) 0.32(2) 3.16(5) 0.4(8)
130 152(2) 0.45(2) 1.36(2) 1.85(1) 159(4) 0.50(2) 0.97(2) 0.5(3)
250 299(4) 0.60(1) 7.68(6) 8.15(5) 350(7) 0.64(2) 5.66(7) 5.5(5)
FIG. 5. Brownian relaxation measurements in the frequency domain.
Second harmonic in-phase (top) and out-of-phase (bottom) signal vs. fre-
quency for 5 different bead sizes. The sweep is performed from high to low
frequencies. The lines are curve fits of Eq. (19) to the data.
FIG. 6. Time domain measurements of clustering of streptavidin coated
bead by binding to bBSA. Vave is plotted vs. time. The lines are curve fits of
Eq. (15) to the data.
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The median hydrodynamic diameters Dhm and lognor-
mal standard deviations r obtained from analyses of the time
and frequency domain measurements are listed in Table II.
In general, it is seen that both Dhm and r increase with
increasing concentration of bBSA. However, the values of
Dhm obtained in the time domain do not differ significantly
for bBSA concentrations of 2.5 nM and 5 nM (although the
values of r do).
Figure 8 shows the values of Dhm extracted from fits of
the measurements with 0 nM and 10 nM bBSA as function of
time after sample injection. It is seen that in both the time
and frequency domains, the sample without bBSA has a
value of Dhm that increases slightly with time. In the pres-
ence of bBSA, the value of Dhm increases faster with time. It
is also seen that the values of Dhm obtained from frequency
domain measurements are generally larger than those
obtained from time domain measurements.
V. DISCUSSION
A. Bead size
For the beads with nominal sizes below 250 nm, the
hydrodynamic sizes found by the two methods agree within
the experimental uncertainty. For the 250 nm beads, there
are several possible explanations for the observed significant
difference between the time and frequency domain measure-
ments: The 250 nm bead suspension does not reach steady-
state over the duration of the experiment and hence the
signal continuously increases with time due to bead sedimen-
tation. This means that the signal measured during a sweep
in the frequency domain increases during the sweep such
that the signal level is higher towards the end of the sweep.
As the frequency is swept from high to low frequencies, this
may skew the spectrum towards lower values, i.e., towards
larger hydrodynamic diameters. In the time domain, each
measurement is carried out over a much shorter time interval
(125ms) and is thus not affected by bead sedimentation.
However, if not all beads can achieve equilibrium during a
half-period, which is consistent with the observation for the
250 nm beads in Fig. 4, this will give a relatively larger
weight to the small beads in the measurements and hence
shift the result towards smaller bead dimensions.
The Brownian relaxation measurements of the 40 nm
beads are almost on the limit of what can be resolved with
the data acquisition card used for the time domain measure-
ments, both in terms of signal level and time resolution. The
signal relaxes in around 100ls and due to the low pass filter,
the first measurement is obtained after 17ls and the time re-
solution of the data acquisition card is only 1.6ls. This
results in only 60 measurement points to define the relaxation
signal. From the scattering of the points for the measurements
on 40 nm beads, it is also seen that the signal change due to
relaxation is only a few times the resolution of the data acqui-
sition card. Note that a signal in these measurements of 1lV
FIG. 7. Frequency domain measurements of clustering of streptavidin coated
beads by bBSA. The in-phase (top) and out-of-phase (bottom) second har-
monic sensor signals are plotted vs. bias current frequency. The lines are
curve fits of Eq. (19) to the data.
TABLE II. Parameters obtained from least squares fitting to the measure-
ment in the time and frequency domains for five different bBSA concentra-
tions. The numbers in parentheses are the errors for the 95% confidence
interval obtained from the least squares curve fits.
Time domain Frequency domain
cbBSA [nm] Dhm [nm] r Dhm [nm] r
0 127.1(6) 0.31(1) 129(2) 0.34(2)
0 128.9(8) 0.33(1) 130(2) 0.34(2)
2.5 139.0(8) 0.40(1) 137(2) 0.40(3)
5 138.8(8) 0.43(1) 147(3) 0.47(3)
10 172.7(9) 0.62(1) 190(4) 0.65(3)
FIG. 8. Median hydrodynamic diameters obtained in the time and frequency
domains vs. time after injection. Results are plotted for samples with 0 nM
and 10 nM of bBSA.
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corresponds to an average magnetic field of 120 nT. Hence,
at present, the time domain measurements are limited by the
resolution and noise of the data acquisition card. Low-noise
signal amplification can significantly improve this as the sen-
sors have a very low intrinsic noise level.23 For example, the
present sensors have a calculated thermal noise on the order
of 1 nV under the present measurement conditions. The time
domain measurements can also be improved by magnetic and
electrical shielding of the set-up and the inclusion of
gradiometer-like sensor configurations. Such improvements
are the focus of our ongoing studies.
B. Bead clustering
Both time and frequency domain measurements can be
used to detect the presence of bBSA by measuring an
increase in the hydrodynamic diameters. However, with the
present setup and preliminary set of data, measurements in
the frequency domain measurements are found to be more
sensitive to bBSA. Again, this can likely be improved with
lower noise electronics for the signal treatment and/or longer
measuring times to avoid a skewing of the bead size distribu-
tion towards lower values.
It was found that for samples containing bBSA, the me-
dian hydrodynamic diameter increases with time, whereas
without bBSA, it is nearly constant. This is because bead clus-
ters sediment due to their larger size and they thereby increase
the ratio between clustered and free beads near the sensor sur-
face. This effect will potentially make the planar Hall effect
bridge sensors more sensitive if longer time is waited before
performing the measurement. Hence, an optimum condition
can be defined from the stability of the free beads, the sedi-
mentation time for the bead clusters, and the desired analysis
time. Moreover, it can also be envisioned to use active bead
manipulation, where the cluster sedimentation is accelerated
using an externally applied magnetic field gradient.
VI. CONCLUSION
We have shown that hydrodynamic sizes can be meas-
ured in a microfluidic channel with planar Hall effect bridge
sensors in both the time and frequency domains without
need for externally applied magnetic fields. We have also
demonstrated that both methods can be used to detect clus-
tering of streptavidin coated beads in the presence of biotin-
conjugated bovine serum albumin. In this study, the time
domain measurements take only a sixth of the time of the
measurements in the frequency domain and they provide
results of similar quality. This time can potentially be further
reduced by optimizing the electronics and measurement
times on the order of seconds are therefore within reach.
Such short measurement times will allow for quick diagnos-
tic tests as well as for real-time monitoring of the binding
kinetics of magnetic beads and biological samples.
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a b s t r a c t
We compare measurements of the Brownian relaxation response of magnetic nanobeads in suspension
using planar Hall effect sensors of cross geometry and a newly proposed bridge geometry. We ﬁnd that
the bridge sensor yields six times as large signals as the cross sensor, which results in a more accurate
determination of the hydrodynamic size of the magnetic nanobeads. Finally, the bridge sensor has
successfully been used to measure the change in dynamic magnetic response when rolling circle
ampliﬁed DNA molecules are bound to the magnetic nanobeads. The change is validated by
measurements performed in a commercial AC susceptometer. The presented bridge sensor is, thus, a
promising component in future lab-on-a-chip biosensors for detection of clinically relevant analytes,
including bacterial genomic DNA and proteins.
& 2012 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, the interest in using magnetic particle-based
biosensors has increased (Go¨ransson et al., 2010; Jaffrezic-Renault
et al., 2007; Koh and Josephson, 2009; Wang and Li, 2008). One of
the main reasons for this is the lack of magnetic background in
most biological samples. Furthermore, magnetic particles of
dimension in the sub-micrometer range, so called nanobeads,
have high physical and chemical stability, are inexpensive to
produce, and can easily be made biocompatible.
Brownian relaxation was ﬁrst proposed for biosensing by Connolly
and St Pierre (2001). The principle behind using Brownian relaxation
for biodetection is that a naked magnetic particle will have a smaller
hydrodynamic diameter than the same particle bound to a biomole-
cule. This means that the naked particle will relax faster than a
particle bound to a biomolecule. Brownian relaxation has been
demonstrated to work for both detection of DNA (Stro¨mberg et al.,
2008) and proteins (Astalan et al., 2004; O¨isjo¨en et al., 2010; Zarda´n
Go´mez de la Torre et al., 2012). Traditionally, Brownian relaxation is
measured in a SQUIDmagnetometer, which is expensive and requires
cryogenic liquids for cooling; other methods include inductive setups
and ﬂuxgates (Ludwig et al., 2005). None of these methods are easily
integrated into a lab-on-a-chip system, thus there is a need for a
sensor suited for integration onto a lab-on-chip platform. We have
previously demonstrated that Brownian relaxation can be measured
using a cross-shaped planar Hall effect (PHE) sensor without the need
for any externally applied ﬁeld since the beads are magnetized by the
ﬁeld generated by the alternating sensor bias current (Dalslet et al.,
2011; Østerberg et al., 2010).
In the present work, we compare results obtained from
measurements of Brownian relaxation of 40 nm magnetic beads
using two different PHE sensor geometries; the traditional cross
geometry and the newly proposed bridge (PHEB) geometry
(Henriksen et al., 2010; Persson et al., 2011). We ﬁrst show that
the two sensor types yield the same frequency dependence of the
measured signal from magnetic nanobeads and that the signals
measured by the bridge sensor are six times as large as those
measured by the cross-shaped sensor. We then present results of
the ﬁrst on-chip experiments, where functionalized magnetic
nanobeads are mixed and hybridized to DNA coils formed in a
rolling circle ampliﬁcation (RCA) process. These results are found
to compare well with those obtained in experiments carried out
using a commercial AC susceptometer. The presented ﬁndings
open up for the development of inexpensive on-chip magnetic
read-out devices for detection of clinically relevant analytes
including bacterial genomic DNA and proteins.
2. Theory
Below, the theoretically expected signals from magnetic beads
when they are magnetized by the sensor self-ﬁeld for both the
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cross and bridge geometries of planar Hall effect sensors are
derived. It is also described how the dynamic magnetic bead
response can be extracted using lock-in technique.
2.1. Low-ﬁeld sensor response
The sensors rely on the anisotropic magnetoresistance (AMR)
effect measured in the cross and bridge geometries shown in
Fig. 1. The cross consists of two orthogonal arms each of width w.
The bridge consists of four arms of width w and length l that form
angles 7p=4 to the x-axis as illustrated in Fig. 1. The sensors
consist of a ferromagnetic layer exhibiting the AMR effect, which
is exchange pinned along the positive x-direction in zero external
magnetic ﬁeld by an antiferromagnet. The sensors are connected
in series and are biased by a current I applied in the positive x-
direction. The resulting sensor output voltages VC and VB of the
cross and the bridge, respectively, are measured along the
y-direction. In zero magnetic ﬁeld both sensors will ideally give
zero output voltage. Upon application of a small magnetic ﬁeld Hy
in the y-direction, the magnetization of the ferromagnetic layer
will rotate resulting in non-zero values of VC and VB due to the
AMR effect. The cross sensor is usually termed planar Hall effect
sensor because it shares the geometry with ordinary Hall sensors.
The bridge sensor presented here has recently been shown to
have exactly the same response as the cross sensor except for a
geometrical ampliﬁcation factor and hence this particular class of
AMR sensors was termed planar Hall effect bridge sensors
(Henriksen et al., 2010). For both sensors, the output for low
applied magnetic ﬁelds can be written as
VC ¼ ISC,0Hy, ð1Þ
VB ¼ ISB,0Hy, ð2Þ
where SC,0 and SB,0 are the low-ﬁeld sensitivities of the cross and
bridge sensors, respectively. When the two sensors have the same
value of w, the two sensitivities are ideally related as
SB,0 ¼ ðl=wÞSC,0 (Henriksen et al., 2010).
2.2. Response to sensor self-ﬁeld and magnetic beads
We consider the self-ﬁeld Hsf acting on the sensor in the
directions indicated in Fig. 1 due to the applied sensor bias
current. For the present sensors, part of the sensor bias current
is shunted in the antiferromagnetic layer. This gives rise to an
effective in-plane magnetic ﬁeld acting on the ferromagnetic layer
aligned perpendicular to the direction of the current Ic through
the conductor. We write this effective ﬁeld as Icg0, where g0 is a
constant that depends on the sensor stack and sensor geometry.
Likewise, magnetic beads that are present on and near the
conductor will be magnetized by the ﬁeld from the sensor bias
current and give rise to a net positive ﬁeld acting on the
conductor. This we write as Icg1w, where g1 depends on the
sensor geometry and bead distribution and w is the magnetic bead
susceptibility (Hansen et al., 2010). Hence, we write the total self-
ﬁeld acting on the sensor due to the applied bias current as
Hsf ¼ Icg0þ Icg1w: ð3Þ
For the cross sensor, the entire current passes through the sensor
and the self-ﬁeld acts in the positive y-direction. Inserting Ic ¼ I
and Hy ¼Hsf in Eq. (1) yields the expected self-ﬁeld signal:
VC ¼ I2SC,0ðg0þg1wÞ: ð4Þ
For the bridge sensor, only half of the bias current passes through
each branch and the sensor is sensitive only to the y-component
of the self-ﬁeld. Inserting Ic ¼ I=2 and Hy ¼Hsf=
ﬃﬃﬃ
2
p
in Eq. (2) yields
the expected self-ﬁeld signal:
VB ¼ 23=2I2SB,0ðg0þg1wÞ, ð5Þ
where we have implicitly assumed that g0 and g1 are the same for
the two sensor types. Combining Eqs. (4) and (5), we ﬁnd that the
ratio of the self-ﬁeld signals for the two sensors is
VB=VC ¼ 23=2ðSB,0=SC,0Þ ð6Þ
and that, ideally, VB=VC ¼ 23=2ðl=wÞ.
2.3. Dynamic magnetic susceptibility measurements
To probe the dynamic magnetic properties of magnetic
nanobeads, we apply an alternating sensor bias current
IðtÞ ¼ IAC sinð2pftÞ, where IAC is the current amplitude, f is the
frequency and t is the time. The response of a bead ensemble to
the alternating magnetic ﬁeld is described by the complex
magnetic susceptibility:
w¼ w0iw00  9w9cos fi9w9sin f, ð7Þ
where w0 and w00 are the components of w in-phase and out-of-
phase with the magnetic ﬁeld, respectively, and f is the phase lag
of the magnetic response with respect to the magnetic ﬁeld. As
the self-ﬁeld signals are proportional to I2, the signals must be
detected at twice the frequency ð2f Þ of the bias current. This can
be achieved by measuring the 2nd harmonic signal V2 ¼ V 02þ iV 002
using lock-in technique, where V 02 and V
00
2 are the in-phase and
out-of-phase signals, respectively. We have previously shown
(Dalslet et al., 2011; Østerberg et al., 2010) that the 2nd harmonic
signals for the cross sensor are
V 0C,2 ¼23=2I2SC,0g1w00, ð8Þ
V 00C,2 ¼23=2I2SC,0ðg0þg1w0Þ: ð9Þ
Hence, VC,2
0 is directly proportional to the out-of-phase suscept-
ibility w00 and V 00C,2 depends linearly on the in-phase susceptibility
w0. The corresponding expressions for the bridge sensor can be
found using Eq. (6).
2.4. Brownian relaxation of magnetic beads
We consider a magnetic bead, where the superparamagnetic
relaxation time due to internal ﬂipping of the magnetic moment
of the bead is much longer than the Brownian relaxation time due
to a physical rotation of the bead (Brown, 1963). Hence, we
assume that Brownian relaxation is the dominating relaxation
mechanism in the investigated frequency window. Brownian
relaxation is characterized by the Brownian relaxation frequency
Fig. 1. Picture of a bridge and a cross sensor connected in series with deﬁnition
of geometric variables and the orientation of self-ﬁelds acting on the sensor. The
current is applied in the x-direction, while sensor signals are measured across the
sensors in the y-direction.
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fB given by
f B ¼
kBT
6pZVh
, ð10Þ
where T is the absolute temperature, kB is Boltzmann’s constant, Z
is the dynamic viscosity of the liquid and Vh is the hydrodynamic
volume of the relaxing entity.
For an ensemble of monodisperse non-interacting particles the
complex susceptibility w is described by the Debye (1929) theory.
To account for a possible polydispersity, Cole and Cole (1941)
have later provided the empirical expression:
w¼ w0w1
1þðif=f BÞ1a
þw1, ð11Þ
where a ð0rao1Þ is the Cole–Cole parameter, which equals zero
for a monodisperse sample, and w0 and w1 are the DC and high-
frequency susceptibilities. It should be noted that the DC suscept-
ibility w0 in a Brownian relaxation sense is strongly sensitive to
whether the beads are dynamically active or not whereas the
high-frequency susceptibility w1 depends only on the amount
of beads.
3. Material and methods
3.1. Sensor fabrication
The sensors were fabricated on a silicon wafer with a 1 mm
thick thermal oxide. The sensor stack Ta(3 nm)/Ni80Fe20(30 nm)/
Mn80Ir20(20 nm)/Ta(3nm) was deposited in a Kurt J. Lesker
CMS-18 magnetron sputter system and deﬁned by liftoff. During
deposition, a magnetic ﬁeld of 20 mT was applied to deﬁne an
easy magnetization direction along the positive x-direction
(Henriksen et al., 2010). The contact stack Ti(10 nm)/Pt(100 nm)/
Au(100 nm)/Ti(10 nm) was deposited in a Wordentech QLC 800
metal evaporator and also deﬁned by liftoff. Finally, a 900 nm
thick layer of Ormocomp (Micro resist technology GmbH,
Germany) was spun on to the wafer and patterned by photo
lithography, to leave the sensors covered and the contact pads
uncovered. The Ormocomp layer prevents electrical contact
between the sensors and the liquids during measurements, such
that the sensors can be operated at voltages up to at least 10 V
during measurements without formation of bubbles or sensor
corrosion. For this study the bridge sensor has the dimensions
l¼ 280 mm and w¼ 20 mm and the cross sensor has the dimen-
sion ww¼ 20 mm 20 mm, for deﬁnitions see Fig. 1.
3.2. Measurement setup
Electrical contact to the chip was made using a click-on ﬂuidic
system with integrated spring-loaded electrical contacts. The
click-on ﬂuidic system has a polydimethylsiloxane (PDMS) gasket,
which deﬁnes the sidewalls and the top of the ﬂuidic channel of
which the chip forms the bottom. The channel height, width and
length are 1 mm, 1 mm and 5 mm, respectively. For further
details on the click-on system, see Østerberg et al. (2010). During
measurements, the chip was placed in a measurement set-up
where the temperature was held constant at 25 1C using a PID
Peltier temperature control system.
Measurements of the 2nd harmonic sensor signal vs. frequency
were carried out using an HF2LI lock-in ampliﬁer (Zurich Instru-
ments, Switzerland). The bias current was provided by the built-
in function generator of the lock-in ampliﬁer. The two sensors
tested in this study were connected in series, which means that
the same current was passed through the two sensors. The
resistance of the two sensors in series was 222:9 O. Three
different voltage amplitudes were applied corresponding to the
bias current amplitudes IAC ¼ 12:4 mA, 18.6 mA and 24.8 mA.
The low-ﬁeld sensor sensitivities were found measuring the
1st harmonic sensor response vs. magnetic ﬁeld applied in the
y-direction as described by Henriksen et al. (2010). For the
cross and bridge sensors, we obtained SC,0 ¼90 V=ðATÞ and
SB,0 ¼616 V=ðATÞ, respectively.
3.2.1. Brownian relaxation measurements using cross and bridge
sensors
The relaxation measurements were performed by measuring
the 2nd harmonic signals as a function of bias current frequency.
All frequency sweeps comparing the bridge and cross were
performed with 18 equally spaced points on a log scale from
338.2 kHz down to 37.7 Hz. After each of the 18 points in the
frequency sweep, a reference point was recorded at 4667 Hz,
which is near the expected Brownian relaxation frequency of the
studied beads. The total time for such a sweep with 18 different
frequencies and 18 reference points was 7 min and 15 s. The
sweeps were set to run continuously, such that when a sweep
ended, a new sweep started automatically.
Prior to introduction of magnetic nanobeads in the ﬂuidic
system, three background sweeps were performed with MilliQ
water in the ﬂuidic channel. These sweeps were used to correct
for an instrumental phase shift at high frequencies and to subtract
the offset due to the self-ﬁeld from the current shunted through
the antiferromagnetic layer. Hence, all data shown below have
been corrected for g0 (cf. Eq. (9)).
At the beginning of the fourth frequency sweep, a suspension
of 1 mg/mL 40 nm SHP beads with COOH surface (Ocean Nano-
tech, AR, USA) was injected into the ﬂuidic channel at a ﬂow rate
of 30 mL=min and the nanobead suspension was left stagnant in
the ﬂuid channel for the subsequent four frequency sweeps
(sweeps number 5–8). When the 9th frequency sweep started,
the ﬂuid channel was ﬂushed with MilliQ water for 3 min at a
ﬂow rate of 800 mL=min. Finally, a tenth sweep was measured to
verify that the sensors were back to their initial state.
3.2.2. Brownian relaxation measurements on samples containing
DNA coils and oligonucleotide-tagged magnetic nanobeads
The samples for the DNA coil detection experiments were
prepared as described in Zarda´n Go´mez de la Torre et al. (2011a)
using amine-functionalized magnetic nanobeads with a nominal
diameter of 50 nm (Micromod Partikeltechnologie GmbH, Germany).
Brieﬂy, single-stranded detection oligonucleotides (50-SH-TTT TTT
TTT TTT TTT TTT TTG TTG ATG TCA TGT GTC GCAC-30-FAMÞ com-
plementary to the repeating sequence of the DNA coils were
conjugated to the beads (10 oligonucleotides per nanobead) using
the sulfo-succinimidyl-4-(N -maleimidomethyl) cyclohexane-1-car-
boxylate (sulfo-SMCC) chemistry as described in Zarda´n Go´mez de la
Torre et al. (2011b) and suspended in 1PBS pH 7.5 to a concentra-
tion of 1 mg/mL. A 4 nM suspension of DNA coils was produced
through the padlock probe target recognition (Nilsson et al., 1994)
and the RCA technology (Fire and Si-Qun, 1995; Liu et al., 1996) using
an RCA-time of 60 min. This resulted in long single-stranded DNA
coils containing about 1000 repetitions of the complement of the
padlock probe sequence. The DNA coils were suspended in hybridiza-
tion buffer (4 mM Tris–HCl, 4 mM EDTA, 0.02 v/v% Tween-20 and
0.1 M NaCl). The sequences of the target and padlock probes were
50-CCC TGG GCT CAA CCTAGG AAT CGC ATT TG-30 and 50-TAG GTT
GAG CCC AGG GAC TTC TAG AGT GTA CCG ACC TCA GTA GCC GTG
ACT ATC GAC TTG TTG ATG TCA TGT GTC GCA CCA AAT GCG ATT
CC-30, respectively.
Detection experiments were carried out by ﬁrst diluting the
DNA coil suspension with hybridization buffer to a DNA coil
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concentration of 400 pM. Then, a 30 mL solution of oligonucleo-
tide-tagged beads was added to a 30 mL solution of hybridization
buffer (reference sample) or 400 pM of DNA coils (200 pM after
addition of oligonucleotide-tagged beads). The mixture was
gently homogenized and thereafter incubated for 30 min at
70 1C. Immediately after, 30 mL of the incubated sample was
injected into the chip system and characterized using the planar
Hall effect bridge sensor. Another 30 mL sample was diluted to
200 mL with 1 PBS and characterized in a DynoMag commercial
AC susceptometer (Imego, Sweden).
4. Results
4.1. Brownian relaxation measurements using cross and bridge
sensors
Fig. 2 shows the in-phase (top) and out-of-phase (bottom) 2nd
harmonic sensor signals vs. frequency obtained from measure-
ments of the Ocean Nanotech beads with a nominal diameter of
40 nm for the three indicated amplitudes of the bias current. The
data for the cross sensor have been scaled by a factor of 6. All data
have been corrected for an instrumental phase shift and the data
measured on MilliQ water have been subtracted. Hence, the
corrected in-phase sensor response is proportional to the out-
of-phase magnetic susceptibility and the corrected out-of-phase
sensor response is proportional to the in-phase magnetic suscept-
ibility. The ﬁgure shows that the signals, as expected from Eqs. (4)
and (5), are quadrupled when the current amplitude is doubled
and that the signal from the bridge sensor is close to six times
that from the cross sensor.
The solid lines in Fig. 2 are curve ﬁts to the Cole–Cole model,
Eq. (11). The nanobead suspension was injected during the fourth
frequency sweep and the signal was stable during sweeps number
5–8. These frequency sweeps were analyzed in terms of the Cole–
Cole model and the resulting Brownian relaxation frequencies are
shown in Table 1. The errors on the values of f B in Table 1 are the
standard deviations found from the four repeated measurements.
The results show that f B increases slightly with the bias current
for measurements on the bridge sensor, whereas no clear trend is
observed for measurements on the cross sensor. Furthermore,
Table 1 shows that the uncertainties in f B decrease signiﬁcantly
when the bias current is increased and also that the uncertainties
are substantially smaller for the bridge than for the cross. For
example, for the highest bias current, the relative error on the
determination of f B is 0.1% for the bridge and 5% for the cross. The
obtained Brownian relaxation frequencies correspond to hydro-
dynamic diameters in the range 42–45 nm.
The reference points measured at f¼4667 Hz after each point
in the frequency sweep are plotted in Fig. 3 vs. the time t after
initiation of the experiment for the indicated amplitudes of the
current. The ﬁgure also indicates the frequency sweeps in chron-
ological order. Again the data for the cross sensor have been
scaled by a factor of 6.
For all measurements, a constant signal is observed until the
nanobead suspension is injected at t¼ 22 min. Then, the signal
increases to an approximately constant level, which is reached at
Fig. 2. In-phase (top) and out-of-phase (bottom) 2nd harmonic signal vs. fre-
quency for the indicated bias currents measured for cross and bridge shaped
sensors. The signals measured for the cross are multiplied by 6. The data shown
are from the last frequency sweep with nanobeads (sweep number 8). The solid
lines are curve ﬁts to the Cole–Cole model.
Table 1
Average Brownian relaxation frequencies and a-parameters obtained from Cole–
Cole ﬁts to the frequency sweeps number 5–8 for cross and bridge sensors. The
numbers in parentheses indicate the standard deviations (s) of the four
measurements.
I (mA) f B (kHz) a
Bridge Cross Bridge Cross
12.4 6.0(0.1) 6.5(0.9) 0.068(0.006) 0.16(0.06)
18.6 6.05(0.06) 5.3(0.3) 0.054(0.015) 0.04(0.02)
24.8 6.097(0.006) 6.1(0.3) 0.063(0.006) 0.04(0.03)
Fig. 3. In-phase signal of reference measurements (f¼4667 Hz) plotted vs. time
for the indicated bias currents. Signals from the cross sensor are multiplied by a
factor of six. The graph is separated into three regions by two vertical lines:
background (prior to nanobead injection), with nanobeads and after ﬂushing. The
numbers from 1 to 10 at the top show the number of the frequency sweep where
the points were obtained.
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t 29 min corresponding to the initiation of frequency sweep
number 5. After frequency sweep number 8 is completed at
t 58 min, the ﬂuidic system is rinsed with water and the signal
returns to the background level. The scaled signal levels for both
sensor types show the same behavior with nearly identical signal
levels. However, the data noise for the cross sensor is signiﬁcantly
higher than for the bridge sensor. Table 2 shows the average value
and standard deviation for the measurements in Fig. 3 obtained
during sweeps number 5–8. The average values for the bridge
sensor are close to six times as large as those for the cross,
whereas the standard deviations for the bridge sensor are less
than two times those for the cross sensor. The standard deviation
varies only little with the bias current and hence the relative
standard deviation decreases approximately as the inverse signal,
i.e., as the inverse square of the bias current. The lowest relative
standard deviation of 0.9% is obtained for the bridge sensor with a
bias current amplitude of IAC ¼ 24:8 mA.
4.2. Brownian relaxation measurements on samples containing DNA
coils and oligonucleotide-tagged magnetic nanobeads
Fig. 4 shows the dynamic magnetic measurements on oligo-
nucleotide-tagged nanobeads incubated with a suspension of
DNA coils with a concentration of 200 pM as well as correspond-
ing reference measurements on a sample containing no DNA coils.
The measurements have been carried out simultaneously in both
the DynoMag AC susceptometer (top panel) and in the chip
system using the bridge sensor (bottom panel). The Brownian
relaxation frequency of the individual nanobeads was measured
to f B  297 Hz. To obtain data values that are independent of the
nanobead concentration, all data have been normalized with the
in-phase susceptibility measured well above f B that approximates
w1. This normalization procedure was recently validated by
Zarda´n Go´mez de la Torre et al. (2011a) by comparing results
obtained in the DynoMag AC susceptometer normalized with the
high-frequency value of w0 with those obtained in a SQUID AC
susceptometer normalized with the saturation magnetic moment.
Nanobeads that are bound to DNA coils relax at a frequency of the
order of 1 Hz (Stro¨mberg et al., 2008), which is outside the
investigated frequency window. Therefore, nanobeads that are
bound to DNA coils will be dynamically inactive for the investi-
gated frequencies and will not contribute to the peak in w00 but
still contribute to the high-frequency value of w0. The binding of
nanobeads to DNA coils is therefore detected as a reduction of the
height of the peak in w00 as well as in the low-frequency value of
w0.
The results displayed in Fig. 4 show that the same Brownian
relaxation frequencies are obtained in the DynoMag system and
by the bridge sensor in the chip system. In both cases the
intensity of the peak in the normalized out-of-phase magnetic
susceptibility (w00 for the DynoMag system and V 02 for the bridge
sensor) is reduced when the nanobeads are immobilized to the
DNA coils. The observations in the DynoMag system are consis-
tent with previously reported results (Zarda´n Go´mez de la Torre
et al., 2011a). The relative reduction of the peak height for the
bridge sensor is larger than that observed in the DynoMag system.
5. Discussion
5.1. Brownian relaxation measurements using cross and bridge
sensors
First, we note that the ratio between the measured low-ﬁeld
sensitivities for the bridge and cross sensor is SB,0=SC,0 ¼ 6:8,
which is considerably lower than the ratio of 14 expected solely
from the sensor geometry. We attribute this to demagnetization
effects of the sensor, which reduce the sensitivity of the bridge
sensor and increase the sensitivity of the cross sensor (Donolato
et al., 2011). Using the ratio between the low-ﬁeld sensitivities,
we estimate from Eq. (6) that the nanobead signals should have a
ratio of VB=VC ¼ 2:4, which is signiﬁcantly lower than the experi-
mentally observed ratio of about six. This deviation is likely
caused by a combination of demagnetization effects and the
simplifying assumption that the current through the cross sensor
is uniformly distributed over the sensor width w, also in the
central part of the cross. The detailed origin of the differences will
be topic of our continued studies.
In all measurements, we have found that the highest signal is
obtained for the bridge sensor with the highest applied bias
Table 2
Average in-phase signal for cross and bridge sensors at three different bias
currents for the 418 reference points from sweeps number 5 to 8. The numbers
in parentheses indicate the standard deviations. The relative standard deviations
are also calculated.
I (mA) V 02 (nV) sV 02 =V
0
2  100% (%)
Bridge Cross Bridge Cross
12.4 174(5) 29(3) 2.9 10.3
18.6 377(5) 62(4) 1.3 6.5
24.8 679(6) 108(4) 0.9 3.7
Fig. 4. Top: complex susceptibility vs. frequency measured with the DynoMag AC
susceptometer. Measurements are normalized to the in-phase susceptibility at
6158 Hz. Bottom: in-phase and out-of-phase 2nd harmonic signal vs. frequency
measured with a planar Hall effect bridge sensor. Measurements are normalized to
the out-of-phase signal at 7068 Hz.
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current. Part of the observed noise in the measurements origi-
nates from electrical noise in the measurement set-up as the
signals are small. However, we have chosen not to use a pre-
ampliﬁer as they typically induce signiﬁcant instrumental phase
shifts at high frequencies. Higher values of the sensor bias current
than those employed here can be used, but they will result in
non-negligible self-heating of the sensor, which is undesirable.
The extracted Brownian relaxation frequencies shown in
Table 1 increase slightly with bias current. This increase could
be due to self-heating of the sensor, which would correspond to a
temperature increase of 0.6 1C when taking the temperature
dependence of the viscosity of water into consideration. However,
the increase is within the uncertainty limits of the measurements
and thus, it cannot be concluded to be due to temperature
changes. In general the extracted values are more stable for
measurements performed on the bridge sensor than on the cross
sensor. This shows that the higher signal-to-noise ratio results in
smaller variations of the parameters extracted from the ﬁts and
hence that the measurements are robust and reproducible.
The results from measurements at the reference frequency in
Fig. 3 show the time dependence of the dynamic bead signal. It is
observed that the signal for 40 nm beads stabilizes 7 min after
injection of the nanobead suspension. This time dependence
originates from the time needed to equilibrate the bead concen-
tration after the bead suspension is injected into the water-ﬁlled
channel where the initial bead concentration near the sensor is
lower due to the parabolic ﬂow proﬁle. Fig. 3 also shows that after
ﬂushing nanobeads away with 800 mL=min for 3 min, the signal
returns to the background level, which allows for reusing the
sensor.
5.2. Brownian relaxation measurements on samples containing DNA
coils and oligonucleotide-tagged magnetic nanobeads
The results from relaxation measurements on nanobeads with
and without DNA coils shown in Fig. 4 in general indicate the
same trends whether measured with the bridge sensor or the
DynoMag. In both cases the normalized peak levels become
smaller in the presence of DNA coils. This was also the effect of
DNA coils demonstrated by Zarda´n Go´mez de la Torre et al.
(2011a), where the DynoMag results were compared to SQUID
results. A reason why the responses are not completely identical
could be that the DynoMag AC susceptometer measures on the
entire sample volume, whereas the bridge sensor is more sensi-
tive to beads near to the sensor surface. The latter can in fact
prove useful for detecting DNA coils since nanobeads bound to
DNA coils will sediment faster than free nanobeads. Therefore, the
ratio between bound and free nanobeads near the sensor surface
will become larger and this will make it easier to detect smaller
DNA coil concentrations.
6. Conclusion
We have compared on-chip Brownian relaxation measure-
ments carried out using planar Hall effect sensors with cross
and bridge geometries with the same sensor width. For the
investigated geometries we found that the bead signal from the
bridge sensor is six times that from the cross. Moreover, the
Brownian relaxation frequencies were determined with signiﬁ-
cantly less variation for the bridge sensor than for the cross.
The bridge sensor was also used to measure the difference
between two samples of nanobeads with 0 pM and 200 pM of
DNA coils produced by RCA. For comparison, equivalent samples
were measured in a commercial AC susceptometer, and the
differences between 0 pM and 200 pM samples were found to
be very similar in the two systems. The presented bridge sensor
may, thus, open up for new possibilities to build inexpensive
biosensors for detecting pathogens and other clinically relevant
analytes that can be ampliﬁed using RCA, including DNA
sequences and proteins.
Acknowledgments
This work was supported by the Copenhagen Graduate School
for Nanoscience and Nanotechnology (C:O:N:T), The Royal Swedish
Academy of Sciences and the Knut and Alice Wallenberg (KAW)
Foundation. Also we would like to acknowledge Anja Mezger for
functionalization of beads with oligonucleotides, Camilla Russell for
preparing the DNA coils, and Rebecca Stjernberg Bejhed for assisting
during the DNA coil measurements.
References
Astalan, A.P., Ahrentorp, F., Johansson, C., Larsson, K., Krozer, A., 2004. Biosensors
and Bioelectronics 19, 945–951.
Brown, W., 1963. Physical Review 130, 1677–1686.
Cole, K.S., Cole, R.H., 1941. The Journal of Chemical Physics 9, 341.
Connolly, J., St Pierre, T.G., 2001. Journal of Magnetism and Magnetic Materials
225, 156–160.
Dalslet, B.T., Damsgaard, C.D., Donolato, M., Strømme, M., Stro¨mberg, M., Svedlindh, P.,
Hansen, M.F., 2011. Lab on a Chip 11, 296–302.
Debye, P., 1929. The Chemical Catalogue Co. New York.
Donolato, M., Dalslet, B.T., Damsgaard, C.D., Gunnarsson, K., Jacobsen, C.S.,
Svedlindh, P., Hansen, M.F., 2011. Journal of Applied Physics 109, 064511.
Fire, A., Xu, S.-Q, 1995. Proceedings of the National Academy of Sciences of the USA
92, 4641–4645.
Go¨ransson, J., Zarda´n Go´mez De La Torre, T., Stro¨mberg, M., Russell, C., Svedlindh,
P., Strømme, M., Nilsson, M., 2010. Analytical Chemistry 82, 9138–9140.
Hansen, T.B.G., Damsgaard, C.D., Dalslet, B.T., Hansen, M.F., 2010. Journal of
Applied Physics 107, 124511.
Henriksen, A.D., Dalslet, B.T., Skieller, D.H., Lee, K.H., Okkels, F., Hansen, M.F., 2010.
Applied Physics Letters 97, 013507.
Jaffrezic-Renault, N., Martelet, C., Chevolot, Y., Cloarec, J.P., 2007. Sensors 7,
589–614.
Koh, I., Josephson, L., 2009. Sensors 9, 8130–8145.
Liu, D., Daubendiek, S.L., Zillman, M.A., Ryan, K., Kool, E.T., 1996. Journal of the
American Chemical Society 118, 1587–1594.
Ludwig, F., Ma¨uselein, S., Heim, E., Schilling, M., 2005. Review of Scientiﬁc
Instruments 76, 106102.
Nilsson, M., Malmgren, H., Samiotaki, M., Kwiatkowski, M., Chowdhary, B.P.,
Landegren, U., 1994. Science 265, 2085–2088.
O¨isjo¨en, F., Schneiderman, J.F., Astalan, A.P., Kalabukhov, A., Johansson, C., Winkler, D.,
2010. Biosensors and Bioelectronics 25, 1008–1013.
Østerberg, F.W., Dalslet, B.T., Snakenborg, D., Johansson, C., Hansen, M.F., 2010. AIP
Conference Proceedings, 176–183.
Persson, A., Bejhed, R.S., Nguyen, H., Gunnarsson, K., Dalslet, B.T., Østerberg, F.W.,
Hansen, M.F., Svedlindh, P., 2011. Sensors and Actuators A: Physical 171,
212–218.
Stro¨mberg, M., Go¨ransson, J., Gunnarsson, K., Nilsson, M., Svedlindh, P., Strømme, M.,
2008. Nano Letters 8, 816–821.
Wang, S.X., Li, G., 2008. IEEE Transactions on Magnetics 44, 1687–1702.
Zarda´n Go´mez de la Torre, T., Mezger, A., Herthnek, D., Johansson, C., Svedlindh, P.,
Nilsson, M., Strømme, M., 2011a. Biosensors and Bioelectronics 29, 195–199.
Zarda´n Go´mez de la Torre, T., Herthnek, D., Ramachandraiah, H., Svedlindh, P.,
Nilsson, M., Strømme, M., 2011b. Journal of Nanoscience and Nanotechnology
11, 8532–8537.
Zarda´n Go´mez de la Torre, T., Ke, R., Mezger, A., Svedlindh, P., Strømme, M.,
Nilsson, M., 2012. Small, 2174–2177.
F.W. Østerberg et al. / Biosensors and Bioelectronics 40 (2013) 147–152152
Paper VI
F. W. Østerberg, G. Rizzi, M. Donolato, R. S. Bejhed, A. Mezger, M. Stro¨mberg, M.
Nilsson, M. Strømme, P. Svedlindh and M. F. Hansen
”On-chip detection of rolling circle amplified DNA molecules from Bacillus globigii spores
and Vibrio cholerae”
Small (2014)
143

1© 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim wileyonlinelibrary.com
 On-Chip Detection of Rolling Circle Ampliﬁ ed DNA 
Molecules from  Bacillus Globigii Spores and 
 Vibrio Cholerae 
 Frederik W.  Østerberg ,  Giovanni  Rizzi ,  Marco  Donolato ,  Rebecca S.  Bejhed , 
 Anja  Mezger ,  Mattias  Strömberg ,  Mats  Nilsson ,  Maria  Strømme , 
 Peter  Svedlindh ,  and  Mikkel F.  Hansen * 
of emerging and reemerging pathogens are absolute require-
ments today in both human and veterinary medicine. 
 The two standard methods employed for the detection of 
pathogenic bacteria in hospitals and medical centers are cul-
ture followed by colony counting or nucleic acid tests based on 
the polymerase chain reaction (PCR). Culture based methods 
are time consuming, up to several days, while PCRs require 
expensive equipment and trained personnel. Thus, there is a 
need for novel microbiological detection methods with a high 
sensitivity to pathogens in relevant biological media that can 
provide results within a short time and at low cost. 
 Figure  1 a schematically illustrates an alternative approach 
to the detection pathogenic bacteria based on rolling circle 
amplifi cation (RCA) that enables both nucleic acid and 
immunoassay based testing. (i) First, circularized reporter 
molecules are generated in an antibody based proximity liga-
tion assay (PLA) [ 2 ] or the circularized DNA is formed from 
a DNA target by padlock probe recognition. [ 3 ] (ii) The circu-
larized DNA is then amplifi ed by rolling circle amplifi cation 
(RCA) to form RCA coils. [ 2 ] (iii) Finally, the RCA coils are 
detected. 
 The padlock probe assay is based on a strictly target 
DNA dependent circularization reaction, while the PLA uti-
lizes DNA modifi ed antibodies to template circularization of 
probe strands upon coincident binding of two or more PLA 
probes to a target protein. [ 4 ] The circular DNA molecules 
 For the fi rst time DNA coils formed by rolling circle amplifi cation are quantifi ed 
on-chip by Brownian relaxation measurements on magnetic nanobeads using a 
magnetoresistive sensor. No external magnetic fi elds are required besides the magnetic 
fi eld arising from the current through the sensor, which makes the setup very compact. 
Limits of detection down to 500 Bacillus globigii spores and 2 pM of Vibrio cholerae 
are demonstrated, which are on the same order of magnitude or lower than those 
achieved previously using a commercial macro-scale AC susceptometer. The chip-
based readout is an important step towards the realization of fi eld tests based on 
rolling circle amplifi cation molecular analyses. 
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 1.  Introduction 
 Infectious and parasitic diseases rank second among the “top 
killers” of the world. [ 1 ] The countrywide economic loss due to 
infectious diseases is immense, cementing poverty and under-
development in many regions of the world. Early detection, 
high sensitivity and rapid identifi cation with high specifi city 
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formed by these assays are copied in an isothermal DNA 
polymerization reaction that due to the endless nature of 
the circular template proceeds until the polymerase dies, cre-
ating a very long DNA polymer (10–100 kilobases depending 
on the polymerization time) consisting of tandem repeated 
copies of the sequence of the DNA circle. [ 5 ] These long 
DNA polymers spontaneously coil into 500–1000 nm diam-
eter blobs of DNA in solution due to Brownian motion of 
the fl exible DNA chain. [ 6,7 ] Compared to PCR amplifi ca-
tion, padlock probe recognition followed by RCA results 
in a highly specifi c detection that, for example, can robustly 
resolve mutant sequence variants with no need for bacterial 
culture. [ 8 ] Moreover, RCA is less sensitive to contaminants 
than PCR and requires only two temperature steps near 
room temperature. [ 7 ] 
 Currently, the optimal method for detecting RCA coils is 
by fl uorescent microscopy, which requires high-power lasers 
and fast and sensitive line-cameras resulting in detection 
limits down to the fM range. [ 9 ] However, this instrument is 
expensive, and unsuitable to be used as the readout in a port-
able lab-on-a-chip device. 
 Another method for detecting the RCA coils relies on 
the change of the Brownian relaxation response of magnetic 
nanobeads functionalized with detection oligonucleotides 
when the nanobeads bind to the RCA coils. The principle 
behind this detection scheme is that the Brownian relaxation 
frequency  f B of a magnetic nanobead is inversely propor-
tional to its hydrodynamic volume. Thus, when analytes bind 
to a magnetic nanobead, its hydrodynamic volume increases 
resulting in a decrease of  f B . 
[ 10 ] Strömberg et al. [ 11 ] demon-
strated the use of a Brownian relaxation detection scheme 
for the detection of RCA coils down to pM concentrations 
as magnetic nanobeads bound to micrometer-sized coils show 
a substantially different Brownian relaxation than free mag-
netic nanobeads. [ 11–14 ] The Brownian relaxation response was 
characterized via measurements of the frequency spectrum 
of the complex magnetic susceptibility ( χ ) using a supercon-
ducting quantum interference device (SQUID) magnetom-
eter. However, a SQUID magnetometer is a bulky instrument 
that requires cryogenic liquids, which makes it unsuitable for 
the readout in a lab-on-a-chip biosensor. Zardán Gómez 
de la Torre et al. [ 15 ] later showed that RCA coils can also 
be detected with a portable AC susceptometer operated at 
room temperature. [ 15–18 ] Such a device is more compact than 
a SQUID, but it is still not suitable for the readout in a lab-
on-a-chip biosensor. 
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 Figure 1.  (a) Simplifi ed schematic of the bioassay scheme for the detection of  Vibrio cholerae (VC) DNA and  Bacillus globigii (BG) bacterial spores. 
 (b) Sketch of planar Hall effect bridge (PHEB) sensor with free beads (yellow) and beads bound to RCA coils (red) distributed over the sensor. 
The sensor bias current  I is applied in the  x -direction, while the voltage  V is measured in the  y -direction.  (c) Calculated out-of-phase magnetic 
susceptibility (in-phase second harmonic signal of the PHEB sensor) for free and bound beads as well as the two combined.
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 Recently, it has been shown that magnetoresistive planar 
Hall effect bridge (PHEB) sensors can be used to measure 
the hydrodynamic size of magnetic nanobeads with no need 
for externally applied magnetic fi elds. [ 19 ] The sensors are sub-
millimeter in size and can be operated at room temperature. 
Due to their small size, they require only small sample vol-
umes and are easily integrated as the readout in a complete 
lab-on-a-chip system with integrated sample preparation. 
In our previous work, [ 19 ] we demonstrated the feasibility 
of measuring the dynamic response of magnetic nanobeads 
dispersed in a biological buffer and observed a qualitative 
change of the dynamic magnetic signal when functionalized 
magnetic beads were incubated with a high concentration of 
RCA coils. 
 Here, we demonstrate for the fi rst time that RCA coils 
can be precisely quantifi ed on-chip using PHEB sensors 
and an analysis approach based on the ratio of the in-phase 
sensor signals at low and intermediate frequencies. Two types 
of pathogenic target entities, a DNA target sequence origi-
nating from  Vibrio cholerae (VC) and spores produced by 
 Bacillus globigii (BG), are quantitatively detected to illus-
trate the versatility of the assay. 
 The sensors used for this study are based on the aniso-
tropic magnetoresistance of permalloy and are patterned in 
a Wheatstone bridge confi guration as illustrated in Figure  1 b, 
where a bias current  I is forced through the sensor in the 
 x -direction, while the sensor voltage  V is measured across 
the sensor in the  y -direction. Details on the sensor geom-
etry, operation and mounting are given in the Supporting 
Information. 
 The beads are magnetized by the magnetic fi eld due to 
the bias current passed through the sensor, i.e., no external 
magnetic fi eld sources are needed. By using an alternating 
bias current with frequency  f , it is possible to measure the 
complex magnetic susceptibility χ χ χ= −′ ′′i  using lock-in 
technique. [ 20 ] The in-phase and out-of-phase second har-
monic sensor signals ′V2  and 
′′V2  are proportional to the 
out-of-phase and in-phase components χ ′′and χ ′ of the mag-
netic susceptibility, respectively. [ 21 ] The Brownian relaxation 
dynamics of the beads gives rise to a peak in χ ′′ or equiva-
lently in ′V2  at the Brownian relaxation frequency  f B . Figure 
 1 c illustrates the readout principle of the volume-based assay. 
Free magnetic beads will have a high Brownian relaxation 
frequency  f B,free , whereas beads bound to RCA coils have 
a much larger hydrodynamic size and hence a signifi cantly 
lower Brownian relaxation frequency,  f B,bound . The fraction of 
beads bound to RCA coils depends on the concentration of 
RCA coils and can be estimated from analyses of frequency 
sweeps such as those illustrated in Figure  1 c. 
 2.  Results and Discussion 
 Figure  2 a shows the normalized in-phase second harmonic 
sensor signal vs. frequency for the samples containing con-
centrations  c = 4–256 pM of RCA coils formed from VC 
DNA and a negative reference sample ( c = 0 pM). Spectra 
measured for  c = 1 pM and 2 pM are omitted, because on this 
scale they are indistinguishable from the spectrum for the 
sample with  c = 0 pM. The spectra shown in Figure  2 a were 
all recorded 30 min after sample injection into the micro-
fl uidic readout system. From the fi gure it is seen that the 
Brownian relaxation peak of the free beads (0 pM) is near 
240 Hz, which corresponds to a hydrodynamic size of 125 nm. 
This size is signifi cantly larger than the nominal bead size 
of 80 nm reported by the manufacturer. This deviation may 
be caused by batch-to-batch variation of the bead size, an 
increase of the bead size due to the functionalization, bead 
clustering, and a possible positive selection of larger beads 
during bead washing steps. 
 In previous studies by Strömberg et al. [ 11,12,22 ] and Zardán 
Gómez de la Torre et al., [ 13 ] the measured AC susceptibility 
for each sample was normalized with the saturation mag-
netic moment of the sample or the high-frequency value of χ
, which are both proportional to the number of nanoparticles 
in the sample. As the signals in these techniques are obtained 
from the entire sample volume, such normalization can be 
used to quantify the fraction of beads that are bound to coils 
solely from the reduction of the peak due to free beads in the 
normalized spectrum. A magnetoresistive sensor, however, is 
primarily sensitive to magnetic nanoparticles near the sensor 
surface [ 23 ] implying that the amount of beads contributing to 
the signal may vary over time. Moreover, the out-of-phase 2 nd 
harmonic sensor signal is subject to a small variable offset, 
which renders analyses using ′′V2  data less reliable. In the 
Supporting Information we present a detailed comparison 
of different analysis approaches and show that the analysis 
of the measurement results based on only the ′V2  data pre-
sented below gives the optimum result. Moreover, in section 
1.1 of the Supporting Information we show that the area 
under the ′V2  vs. log( f ) spectra is proportional to the total 
amount of beads contributing to the sensor signal. To facili-
tate evaluation of the frequencies where the signal decreases 
and increases with the concentration of RCA coils, we have 
normalized the frequency spectra with the average value of 
′V2  (which is proportional to the area of the ′V2  vs. log( f ) 
curve). Figure  2 a shows the normalized ′V2  spectra obtained 
for the indicated concentrations of RCA coils formed from 
VC. 
 From Figure  2 a, it is seen that the normalized signals can 
be split into three regions: At low frequencies ( f < 35 Hz), the 
normalized in-phase signal increases with RCA coil concen-
tration; at medium frequencies (35 Hz <  f < 2.7 kHz), the nor-
malized signal decreases with RCA coil concentration; and at 
high frequencies ( f > 2.7 kHz), the normalized signal increases 
slightly with RCA coil concentration. The explanation for the 
behavior of the normalized signal in these regions connects 
to the facts that the beads not bound to RCA coils have a 
Brownian relaxation peak near 240 Hz and that the beads 
bound to RCA coils have a Brownian relaxation peak below 
1 Hz. When the RCA coil concentration increases, the rela-
tive amount of free beads and hence the normalized signal at 
medium frequencies decreases. Correspondingly, the relative 
amount of beads bound to RCA coils increases, which is seen 
as an increase of the normalized signal at low frequencies. In 
order to quantify the RCA coil concentration, we propose to 
calculate the ratio  R ( c ) between the total signal measured 
at low and medium frequencies as described in detail in the 
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Supporting Information. Figure  2 b shows Δ R ( c )≡ R ( c )– R (0) 
vs. concentration of RCA coils formed from  Vibrio chol-
erae obtained 20 and 30 min after sample injection into the 
microfl uidic readout system. The values plotted are averages 
of triplicate experiments carried out on separate days, and 
the error bars represent the corresponding standard devia-
tions ( σ ). The horizontal line corresponds to three standard 
deviations of the samples containing no RCA coils (3 σ 0pM ). 
This line determines the limit of detection (LOD). It is noted 
that the signal ratio for samples with RCA coils increases 
with time after injection into the microfl uidic system. This is 
due to sedimentation of beads bound to RCA coils (see Sup-
porting Information). Thus, the ratio of bound to free beads 
near the sensor surface increases for longer analysis time. 
Therefore, the LOD also improves with longer time. After 
both 20 min and 30 min, Figure  2 b shows that samples with 
2 pM RCA coil concentrations are clearly different from the 
negative control samples whereas those with 1 pM are indis-
tinguishable from the negative control. Hence, the LOD is 
between 1 and 2 pM. Both curves in Figure  2 b show a linear 
trend although with beginning saturation appearing for the 
highest investigated RCA coil concentration of 256 pM. Thus, 
the dynamic range is about two orders of magnitude. Satura-
tion appears when most or all of the magnetic nanobeads are 
bound to RCA coils. It should be noted that the LOD and 
dynamic range can be tuned by varying the magnetic bead 
concentration. The LOD can be shifted towards lower values 
by using a lower magnetic bead concentration at the expense 
of a smaller signal to noise ratio. 
 Figure  2 c shows the normalized spectra obtained from 
measurements on RCA coils produced from BG spores by 
PLA. They show the same behavior as in Figure  2 a with the 
same splitting into low, medium and high frequency regions. 
Figure  2 d shows Δ R ( c ) vs. number of BG spores. Again, it is 
seen that the LOD decreases with time and that the ratios 
increase with time. For these measurements, the samples 
with 500 spores are signifi cantly different from the negative 
control sample both 20 min and 30 min after sample injec-
tion. It is also noted that the ratio for the sample with 50,000 
spores did not change over time. This is likely because these 
samples contained an excess of RCA coils, such that almost 
all beads became bound to RCA coils. From Figure  2 c it is 
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 Figure 2.  In-phase second harmonic sensor signal vs. frequency for samples with (a) 4–256 pM RCA coils formed from  Vibrio cholerae (VC) DNA 
and (c) RCA coils formed from 5 – 50000  Bacillus globigii (BG) spores. All spectra are normalized with their average signal. The measurements were 
recorded 30 min after sample injection into the microfl uidic readout system. The two vertical lines divide the frequency range into low, medium 
and high frequencies. Panels (b) and (d) show Δ R ( c )≡ R ( c )– R (0) vs. concentration  c of RCA coils formed from VC and BG spore samples, respectively. 
 R ( c ) is the ratio of the total signal measured at low frequencies to that measured at medium frequencies over four frequency sweeps (10 min total 
measuring time) ending at the indicated times. The values of R c( )Δ  are plotted 20 and 30 min after sample injection. The horizontal lines indicate 
the 3 σ levels for the samples without RCA coils. The error bars are standard deviations ( n = 3).
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observed that a small peak is left near 240 Hz for the sample 
containing 50,000 spores. This peak may be due to beads that 
were not successfully functionalized with detection oligonu-
cleotides such that they did not bind to RCA coils. 
 Previously, RCA coils formed from VC DNA have been 
characterized using a commercial AC magnetic susceptom-
eter by Zardán Gómes de la Torre et al. [ 15 ] using the anal-
ysis strategy presented in the Supporting Information. They 
found an LOD of 4 pM and a similar dynamic range using 
an analysis time of about 30 min. The same authors studied 
RCA coils formed from BG spores, where they also found a 
detection limit of 500 spores for samples prepared in the same 
way as in the present study. [ 17 ] Thus, the present results have 
shown that the LOD and dynamic range in the microfl uidic 
readout system are similar to or better than those obtained 
in a commercial AC susceptibility system. The microfl uidic 
readout system has the advantages that it is compact and 
suited for integration with upstream sample processing and 
that it measures on much smaller sample volumes. Thus, the 
presented assays may actually perform better with a microfl u-
idic-based readout than using a bulky commercial instrument. 
 The present work has focused on the detection of coils 
formed using an RCA time of 60 min. These coils are so large, 
≈1 µm in diameter, that the signal due to magnetic beads 
bound to coils is well separated from that of free magnetic 
beads in the frequency spectra. This has enabled the pre-
sented straightforward analysis. However, to reduce the total 
assay time a shorter RCA time could potentially be used. 
This would result in smaller RCA coils and hence shift the 
signal from beads bound to coils to higher frequencies. This 
could facilitate observation of more of the low-frequency 
peak from magnetic beads bound to RCA coils but it would 
also result in larger overlap between the low-frequency peak 
and the peak from free magnetic beads, which could make 
the analysis more challenging. Moreover, smaller RCA coils 
are not able to bind as many magnetic beads as larger coils 
and they also sediment more slowly. These factors reduce the 
sensitivity to a given coil concentration when the RCA time 
is reduced. An optimization of the assay for a given applica-
tion would involve varying both the magnetic bead size and 
concentration as well as the RCA time to identify the best 
compromise between LOD, dynamic range and total assay 
time. The method could also be envisioned to directly detect 
small molecules such as short DNA strands. In this case, the 
change of the hydrodynamic size of the individual magnetic 
beads due to the molecular binding is typically small com-
pared to the magnetic bead size resulting in only a small 
change of the Brownian relaxation time spectrum. [ 10,24 ] For 
such applications, it is therefore advantageous to pursue 
different assay strategies where the presence of the target 
results in agglutination of the magnetic beads [ 25,26 ] or binding 
of the magnetic beads to a solid support. [ 27 ] The exploration 
of such assay strategies will be topic of future studies. 
 3.  Conclusion 
 In this paper, we have for the fi rst time shown that mag-
netoresistive sensors integrated in a microfl uidic readout 
system can be used for the on-chip quantifi cation of coils of 
DNA formed by RCA with no need for externally applied 
magnetic fi elds. We have demonstrated that RCA coils 
formed off-chip from  Vibrio cholerae can be detected in con-
centrations down to 2 pM with an analysis time of 20 min. 
Furthermore, we have demonstrated that the magnetoresis-
tive sensor readout combined with off-chip proximity liga-
tion assay and RCA can detect down to 500  Bacillus globigii 
spores. These results are as good as—or better—than those 
obtained in commercial AC susceptometers on much larger 
sample volumes. This shows that magnetoresistive sensors are 
promising for a chip-based readout of volume-based assays 
for detection of DNA and spores based on RCA coil for-
mation. Thus, a signifi cant barrier towards a lab-on-a-chip 
implementation of such assays has been removed. Our future 
work aims at integrating the chip-based readout with on-chip 
sample preparation and amplifi cation. 
 4.  Experimental Section 
 Below, we describe the on-chip detection experiments of RCA coils 
formed from VC target using padlock probe recognition and RCA 
and from BG spores using a proximity ligation assay (PLA) followed 
by circle-to-circle amplifi cation (C2CA), i.e., RCA in several steps 
(in this case two). Details of the RCA coil preparation are given 
in the Supporting Information. In both cases, the RCA time was 
1 hour (for the spore protocol this was the time for the fi nal RCA 
step) resulting in coil lengths ∼90 kbp. 
 The RCA coils formed from VC DNA were produced in an initial 
concentration of 4 nM and subsequently diluted with hybridization 
buffer to form a two-fold serial dilution of samples with fi nal RCA 
coil concentrations between 1 pM and 256 pM. Thus, measure-
ments on these RCA coils only tested the chip readout and not the 
whole assay. For the RCA coils formed from BG spores, the PLA was 
applied to starting mixtures with 50,000 to 5 spores in a ten-fold 
serial dilution series. Hence, for these, the whole assay including 
the chip readout was tested. 
 The magnetic beads chosen for the readout should have a 
remanent magnetic moment such that the Brownian relaxa-
tion mechanism dominates (i.e., superparamagnetic relaxation 
is negligible). Moreover, the magnetic beads should be small 
enough to minimize bead sedimentation on the sensor surface 
and large enough to enhance the sensitivity of the sensor signal 
to a low number of binding events. [ 21 ] In this study we used 
streptavidin coated magnetic beads with a nominal diameter of 
80 nm (BNF-starch beads, Product no. 10–19–801, Micromod 
Partikeltechnologie GmbH, Germany). These beads showed the 
best properties in our previous comparative study of six different 
bead types. [ 21 ] The beads were functionalized with biotinylated 
single stranded detection oligonucleotides complementary to 
the repeating RCA coil sequences (see Supporting Information) 
and diluted in phosphate buffered saline (PBS) to a concentra-
tion of 1 mg/mL. 
 The samples were prepared for analysis by gently mixing the 
functionalized bead suspension (15 µL) with RCA coil solution 
(15 µL), followed by incubation at 55°C for 30 min. After incuba-
tion, the mixture was injected into the microfl uidic readout system 
and the second harmonic sensor signal was recorded as function 
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of frequency. The experiments were carried out in triplicate on sep-
arate days. 
 Supporting Information 
 Supporting Information is available from the Wiley Online Library 
or from the author. 
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a b s t r a c t
We demonstrate a magnetoresistive sensor platform that allows for the real-time detection of point
mutations in DNA targets. Speciﬁcally, we detect point mutations at two sites in the human beta globin
gene. For DNA detection, the present sensor technology has a detection limit of about 160 pM and a
dynamic range of about two orders of magnitude. The sensors are based on a new geometry for biological
sensing that detects the difference between the amount of beads bound to a sensing pad and a local
integrated negative reference pad. The magnetic beads are magnetised by the magnetic ﬁeld arising from
the sensor bias current such that no external magnetic ﬁelds are needed. The sensors are integrated in a
microﬂuidic system with temperature control. The local negative reference integrated in the sensor
geometry efﬁciently compensates for sensor offsets, external magnetic ﬁelds and a uniform background
of magnetic beads, which enables real-time quantiﬁcation of the speciﬁc binding of magnetic beads to
the sensor surface under varying experimental conditions.
& 2013 Elsevier B.V. All rights reserved.
1. Introduction
Genotyping has wide application in diagnostics of genetic
diseases, cancers, and viral and bacterial infections. There is an
ever-increasing need for rapid, speciﬁc and sensitive methods to
detect particular DNA sequences in a sample. Several diseases are
related to alternative forms (alleles) of a given gene. For cancer
and genetic diagnostics, the assays must be able to distinguish
DNA species differing in only one base to perform so called single
nucleotide polymorphism (SNP) genotyping. In some cases the
SNP is known and speciﬁc probes against that particular SNP can
be designed. In other cases, the SNP is unknown and must be
screened for. Allele speciﬁc hybridisation is a rapid method for SNP
genotyping that employs probes speciﬁc for the wild type (WT)
and mutant type (MT) sequences. A simple hybridisation and
dehybridisation reaction, most often with an end-point ﬂuores-
cence readout, can then be used to obtain speciﬁcity. Multiplexing
allele speciﬁc reactions is a substantial optimisation process and
sequence dependent variation around each respective SNP makes
it difﬁcult to obtain fully optimised SNP calling at a given assay
condition (Poulsen et al., 2011). The efﬁcacy of SNP calling can be
increased by treating the hybridisation at different stringencies by
varying the salt concentration or the temperature (Howell et al.,
1999; Poulsen et al., 2011; Petersen et al., 2008, 2009). The SNP
calling can be performed after a given time point or in real time
(Howell et al., 1999; Poulsen et al., 2011; Petersen et al., 2008,
2009). Studying real-time dehybridisation is preferable since far
more conditions can be investigated as compared to post washing
analysis. However, real-time ﬂuorescence monitoring is hampered
by high background signals from the ﬂuorochromes used to detect
the hybrids. Real-time investigation of hybridisation and dehybri-
disation can also be used to obtain high resolution melting curves
for screening of unknown mutations in a sample (Er and Chang,
(2012)). Such analyses are mostly performed in solution phase
using intercalating ﬂuorescent dyes. A corresponding analysis is
possible using DNAmicroarrays (Nørholm et al., 2004), but it requires
specialised and bulky instrumentation, and it is still hampered by
high background signals from ﬂuorochromes present in the sample.
Biosensors with a readout based on the binding of magnetic
beads to the surface of a magnetoresistive ﬁeld sensor based on
the giant magnetoresistance (GMR) or tunnelling magnetoresis-
tance effects have been proposed for the detection of DNA or
proteins by a number of authors and are reviewed by Freitas et al.
(2007), Tamanaha et al. (2008) and Wang and Li (2008). Common
for most of these approaches is that the magnetic beads are
excited by an oscillating applied magnetic ﬁeld resulting in a
signal detectable by the magnetic ﬁeld sensor. The studies have
focused on the end-point detection by comparing the signal level
after a washing step to that before the sample was introduced.
Recently, Gaster et al. (2009) demonstrated the ﬁrst real-time
measurements of the magnetic bead-binding to a GMR sensor
surface due to protein interactions. These measurements were
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carried out in a background of magnetic beads and thus the need
for washing was eliminated. Although the magnetoresistive sen-
sing technology is promising, real-time measurements of the
binding due to speciﬁc biological interactions have been limited
to protein interactions.
In the present work, we demonstrate a novel magnetoresistive-
based sensor architecture that allows for real-time detection of
microarray-based DNA hybridisation and dehybridisation without
the issues of washing steps and measurement of the background
signal.
Previously, we have presented the design of magnetic ﬁeld
sensors in a planar Hall effect cross-geometry (Ejsing et al., 2004)
and a Wheatstone bridge geometry based on the anisotropic
magnetoresistance effect (Henriksen et al., 2010). The particular
Wheatstone bridge conﬁguration studied by Henriksen et al.
(2010) gave the same response as the planar Hall effect sensor
cross geometry except for a geometrical ampliﬁcation factor and
was hence named planar Hall effect bridge (PHEB) geometry. It has
been demonstrated that sensors based on this geometry are well
suited for dynamic measurements on magnetic beads in a liquid
volume near the sensor surface using only the magnetic ﬁeld from
the sensor bias current as excitation (Østerberg et al., 2013a). Here,
we present a new Wheatstone bridge sensor geometry, which
integrates a local negative reference. We show that this enables
the real-time quantiﬁcation of beads that are speciﬁcally bound to
the sensor surface due to biomolecular recognition, even in a back-
ground of magnetic beads in suspension and when the environmental
conditions of the sensor are changed. Subsequently, we evaluate the
sensitivity of the present sensors when used for DNA analysis and
demonstrate their applicability for SNP detection.
2. Material and methods
2.1. Sensor designs
The PHEB sensors are based on the anisotropic magnetoresis-
tance of a thin ﬁlm of permalloy (Ni80Fe20) of the Wheatstone
bridge geometry shown in Fig. 1a, which is exchange-pinned along
the x-direction using an antiferromagnetic layer (Henriksen et al.
(2010)). When biased with an AC voltage Vx ¼
ﬃﬃﬃ
2
p
VRMS sin ð2πf tÞ,
a magnetic ﬁeld Hy acting on the sensor area along the y-axis gives
rise to a sensor voltage output along the y-axis, which can be
measured by lock-in detection in the ﬁrst harmonic in-phase
signal. For small ﬁelds, the response is linear and given by
V10 ¼ ðVRMS=RÞS0Hy, where R is the bridge resistance and S0(o0)
is the low-ﬁeld sensitivity (see Supplementary Material). The
current running in the sensor also generates a small inhomoge-
neous magnetic ﬁeld in the proximity of the sensor surface
(Hansen et al., 2010; Østerberg et al., 2013b). This self-ﬁeld is used
to magnetise the magnetic beads near the surface allowing for
their detection with no need for external magnetic ﬁelds. The
signal from magnetic beads over the sensor surface can be
measured by lock-in detection in the second harmonic out-of-
phase signal (Østerberg et al., 2013a), which can be written as
V ″2 ¼ %
1
4
S0
VRMS
R
" #2
ðγ0þγ1Þ ð1Þ
A detailed derivation of this expression is given in the Supple-
mentary Material. Here, γ0 is a constant describing a sensor self-
biasing due to current shunting in other layers than the magne-
toresistive layer and γ1 is a parameter accounting for the signal
due to magnetic beads, which depends on the sensor width, the
bead diameter, the bead magnetic susceptibility and the bead
number density distribution in the volume over the sensor
(including both beads on the sensor surface and in the volume
over the sensor) (Hansen et al., 2010). The value of γ1 is zero in the
absence of magnetic beads and positive in the presence of
magnetic beads.
Here, we propose a new sensor geometry termed differential
PHEB (dPHEB) with identical top and bottom halves of the bridge
as illustrated in Fig. 1b. This symmetry makes the sensor nomin-
ally insensitive to uniform magnetic ﬁelds. Moreover, since the
self-ﬁeld acts identically on the top and bottom parts, the second
harmonic out-of-phase signal depends only on differences in the
amount of beads on and over the top and bottom halves of the
bridge, respectively. The second harmonic out-of-phase signal of
the dPHEB sensor can be expressed as
V ″2 ¼ %
1
8
S0
VRMS
R
" #2
ðγtop%γbottomÞ ð2Þ
where S0 is the low-ﬁeld sensitivity of a PHEB sensor with
identical dimensions and γtop and γbottom depend on the amount
of beads on and over the top and bottom halves of the bridge. If
the bead concentration in the liquid over the sensor surface is the
same for the two sensor halves, only a difference in the amount of
surface-bound magnetic beads is anticipated to give rise to a
difference between γtop and γbottom. A full derivation of Eq. (2) is
given in the Supplementary Material. In this work, only the top
half of the differential sensor is functionalised to allow for
cancellation of the signal from the beads in suspension.
Fig. 1. Schematic illustration of sensor geometries: (a) PHEB sensor (b) Differential PHEB (dPHEB) sensor. The sensors are voltage-biased along the x-axis and the sensor
signal Vy is measured along the y-axis. The arms of the sensor bridges are functionalised with surface-linked probes as indicated by the grey areas.
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2.2. Sensor fabrication
The magnetic ﬁeld sensors with the geometries in Fig. 1 with
l¼ 250 mm and w ¼ 25 mm were fabricated as described pre-
viously by Henriksen et al. (2010). Brieﬂy, the top-pinned magnetic
stack Ta(15)/Ni80Fe20(30)/Mn80Ir20(10)/Ta(5) (all thicknesses in
nm) was deposited by sputtering in a saturating magnetic ﬁeld
applied along the x-direction. Compared to our previous studies,
the stack was slightly modiﬁed to have a thicker bottom tantalum
layer and a thinner Mn–Ir layer to reduce the sensor self-biasing
(γ0). The electrical contacts consisting of Ti(10)/Pt(100)/Au(100)/Ti
(10) were deposited by electron beam evaporation and deﬁned by
lift-off. The sensors were passivated with a layer of Ormocomp
(Micro resist technology GmbH, Berlin, Germany) hybrid polymer
of thickness 900 nm. The polymer, diluted 1:2 in Ma-T 1050, was
spin coated over the sensors at 3000 rpm for 60 s. The coating
geometry was deﬁned by UV lithography and after development,
the polymer was hard baked for 3 h at 150 1C. Finally, the wafer
was diced into chips, each comprising six sensors.
2.3. Surface chemistry and patterning
A silanisation of the sensor surface was used to covalently
couple amino-labelled oligonucleotides to the sensor coating.
Brieﬂy, this was carried out by: (1) surface activation for 20 min
in 45% H2O2 followed by rinsing in MilliQ water and drying;
(2) washing in acetone and dipping in 10% v/v solution of
3-Aminopropyltriethoxysilane (APTS) in acetone for 30 min;
(3) rinsing in acetone and drying followed by immersion in 5% v/v
solution of Glutaraldehyde (GA) inMilliQwater for 30 min; (4) rinsing
in MilliQ water and drying.
Solutions of 20 mM capture probe oligonucleotides in 3&
saline-sodiumcitrate (SSC) (Invitrogen, Auckland, New Zealand)
were spotted on the sensor surface to cover the sensor arms as
depicted in Fig. 1 using a Nanoplotter™ with a NanoTip™ (both
from GeSim GmbH, Grosserkmannsdorf, Germany) and incubated
overnight.
In this work we used allele-speciﬁc DNA probes (Supplemen-
tary Table S2) designed for SNP genotyping in the human beta
globin (HBB) gene by Petersen et al. (2008). Two mutation sites
were investigated: CD 8/9 and CD 17. The wild type (WT) and
mutant type (MT) probes differ by a single base insertion (CD 8/9)
and by a single base substitution (CD 17), respectively. In addition,
a biotinylated probe was used as a direct binding site for magnetic
labels to function as a positive reference. All probes were pur-
chased from DNA Technology A/S, Risskov, Denmark.
Prior to use, the sensors were rinsed in MilliQ water and the
surface was blocked in a solution of 1 mg/mL bovine serum
albumin (BSA) in 1&phosphate buffered saline (PBS) for 20 min.
2.4. Measurement platform
The chip was mounted in a click-on microﬂuidic system
(Østerberg et al., 2010) ensuring electrical contacts to the sensors,
and deﬁning a ﬂuidic channel (1&1&5 mm3) over the chip
surface. The sensors were connected in parallel and a voltage
VRMS ¼ 1:6 V at a frequency f¼167 Hz was applied by the lock-in
ampliﬁer via a commercial audio ampliﬁer. This frequency was
chosen low enough to ensure that the magnetic response of the
beads was in-phase with the ﬁeld excitation and high enough to
facilitate low-noise measurements at a rate of about 3 data points
per second. The resistance of a single sensor bridge was R¼89Ω,
such that the RMS bridge current was 18 mA. The corresponding
RMS value of the magnetic excitation ﬁeld at the surface of the
sensor was about 0.25 mT (see Supplementary Material).
The sensor signals were ampliﬁed using SR552 bipolar pre-
ampliﬁers and measured with SR830 lock-in ampliﬁers from
Stanford Research Systems Inc, Sunnyvale, CA, USA. The tempera-
ture of the chip holder was measured with a Pt1000 thermo-
resistor and controlled using a Peltier element with an accuracy of
0.1 1C via an LFI3751 temperature controller (Wavelength Electro-
nics, Inc., Bozeman, MT, USA).
The response of the two sensor designs to a homogeneous
external applied magnetic ﬁeld was measured in the ﬁrst harmo-
nic in-phase sensor voltage V ′1. The magnetic ﬁeld, provided by a
custom built Helmholtz coil, was swept in steps from þ11 mT to
%11 mT and back. These measurements were used to obtain the
low-ﬁeld sensitivity for the PHEB sensor and to test the immunity
of the dPHEB sensor to a homogeneous external applied magnetic
ﬁeld.
The response of the sensor designs to magnetic beads magne-
tised by the sensor self-ﬁeld was measured in the second harmo-
nic out-of-phase signal V ″2 in zero external applied magnetic ﬁeld.
To compensate for small offsets in the V ″2 signals, the experimental
results are plotted as the variations ΔV ″2 of the V ″2 signals with
respect to their values at the initiation of the experiment.
2.5. Experimental procedure
2.5.1. Target oligonucleotides and magnetic labels
The target oligonucleotides (Supplementary Table S2) were 120
bases long synthetic sequences from the human HBB gene (DNA
Technology A/S, Risskov, Denmark). Probes towards the CD 8/9 and
CD 17 mutation sites (Supplementary Table S2) were biotinylated
in the 5' end to allow for binding to the streptavidin coated
magnetic labels.
The magnetic beads used for this work were Miltenyi Strepta-
vidin MicroBeads (Cat. 130-048-102, Miltenyi Biotec Norden AB,
Lund, Sweden) with a nominal diameter of 50 nm. According to
Gaster et al., 2011, each bead comprises on the order of ten iron
oxide nanoparticles with a diameter of about 10 nm.
2.5.2. Sensitivity to magnetic beads
Here, we linked biotinylated DNA probes directly to the sensor
surface and studied the sensor output change for the two sensor
types upon exposure to streptavidin magnetic beads as function of
the number of functionalised sensor arms (see Supplementary
Fig. S4a for a schematic illustration).
In the experiments, 15 mL of stock solution of streptavidin
magnetic beads was injected over the functionalised sensor by
means of a syringe pump and the variation of the second harmonic
signal (ΔV ″2) after 20 min of incubation was recorded. Subse-
quently, the sensors were washed with 1& PBS at a ﬂow rate of
200 mL/min for 1 min and the sensor signals were measured again.
2.5.3. DNA hybridisation and dose-response
Here, we formed a sandwich between DNA capture probes
immobilised on the sensor surface, the biotinylated DNA target
and streptavidin magnetic beads and studied the time response vs.
the DNA target concentration (see Supplementary Fig. S4b for a
schematic illustration).
In the experiments, we used a dPHEB sensor functionalised on
the top two arms with CD 8/9 WT capture probes. The biotinylated
WT target was diluted in 2& SSCþ0.05% SDS in a ﬁve-fold dilution
series and mixed 1:1 v/v with the stock magnetic bead suspension
to ﬁnal DNA target concentrations ranging from 40 nM to
0.156 nM. Immediately after, 20 μL of sample was injected into
the microﬂuidic sensor at a ﬂow rate of 30 μL/min and incubated
for 60 min at 37 1C under stagnant conditions. The change of the
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second harmonic out-of-phase signal (ΔV ″2) was monitored vs.
time during the incubation.
2.5.4. Real-time SNP genotyping
Here, we studied the response of dPHEB sensors functionalised
with DNA capture probes upon exposure to DNA target–bead
mixtures during incubation under low stringency conditions and
subsequently under higher stringency washing (see Supplemen-
tary Fig. S4c for a schematic illustration).
The top arms of two sensors on the same chip were functio-
nalised with WT and MT capture probes, respectively. The two
mutation sites were investigated on separate chips. Solutions of
10 nMWT, MT or 1:1 mixture of MT/WT DNA were prepared in
1& SSCþ0.025% SDS. 10 mL of the target solution was mixed with
10 mL of the stock bead solution and immediately injected into the
microﬂuidic sensor system at a ﬂow rate of 30 μL/min. The ﬁnal
concentration of the target was 5 nM and the buffer was
0.5& SSCþ0.012% SDS. The sample was incubated over the sensor
for 30 min at 37 1C. After hybridisation, the sensors were washed
with 0.05& SSCþ0.05% SDS for 80 s at a ﬂow rate of 30 μL/min
and left stagnant. Three repetitions of the procedure were per-
formed for each target combination. The sensor signals were
monitored real-time during the process.
To compare the signals from the two sensors, we deﬁne the
normalised ratio (NR) of the sensor signals as
NR¼ ΔV
″
2 WT½ (
ΔV ″2 WT½ (þΔV ″2 MT½ (
; ð3Þ
where ΔV ″2 WT½ ( and ΔV ″2 MT½ ( are the second harmonic out-of-
phase signal variations for the sensors functionalised with WT and
MT capture probes, respectively.
3. Results
3.1. Sensitivity to external ﬁelds and magnetic beads
First, the response of the two sensor designs in Fig. 1 to external
magnetic ﬁelds was compared. The inset of Fig. 2 shows the ﬁrst
harmonic in-phase signal (V ′1) measured as function of homo-
geneous external applied magnetic ﬁelds m0Hy in the range
711 mT. The standard PHEB sensor showed the behaviour
described previously (Henriksen et al., 2010) with a linear low-
ﬁeld region with a slope corresponding to a low-ﬁeld sensitivity of
S0=μ0ﬃ%300 V=ðATÞ. The response of the differential sensor
(dPHEB) was about 50 times smaller. This shows that the differ-
ential sensor efﬁciently cancelled out homogeneous externally
applied magnetic ﬁelds as well as the sensor self-bias ﬁeld.
Subsequently, the response of the two sensor designs was
investigated as function of the number of sensor arms functiona-
lised with a biotinylated capture probe upon exposure to strepta-
vidin coated magnetic beads.
The squares in Fig. 2 show the signal measured for PHEB sensors as
function of the number of arms functionalised with biotinylated
capture probes before and after washing, respectively. Note, that the
measurements before washing were carried out with the magnetic
bead suspension in the liquid channel over the sensor. The signal was
found to increase linearly with the number of functionalised arms.
This shows that the signals from the arms are additive in accordance
with the theory presented in the Supplementary Material. Moreover,
before washing a signiﬁcant signal was observed from the arms with
no functionalisation. Washing was found to signiﬁcantly reduce but
not eliminate this signal. The signal vs. number of functionalised arms
was observed to follow a straight line with the same slope but
different non-zero offsets both before and after washing.
The triangles in Fig. 2 show the corresponding signals measured for
dPHEB sensors when zero to two of the upper sensor arms were
functionalised as illustrated in Fig. 1b. In this case, no offset of the
sensor response vs. number of functionalised arms was observed and
the points measured before and after washing (i.e., with and without
beads in the ﬂuid channel) were perfectly overlapping with the same
slope as observed for the PHEB sensors. Moreover, the standard
deviations on the measurements on the dPHEB sensors were found
to be about four times smaller than those obtained for the PHEB
sensors.
3.2. DNA hybridisation and dose-response curve
A dPHEB sensor was functionalised on the two top arms with CD
8/9 WT capture probe oligonucleotides as illustrated in the inset of
Fig. 3. In the assay, the biotinylated WT target of different concentra-
tions was mixed with the streptavidin magnetic beads and introduced
into the ﬂuidic system to form the WT capture probe – biotinylated
WT target – streptavidin magnetic bead sandwich on the sensor
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Fig. 2. Second harmonic out-of phase signal ΔV ″2 vs. number of sensor arms
functionalised with biotinylated positive reference probes. The signals before
washing were measured with the magnetic bead suspension in the microﬂuidic
channel over the sensor. The signals after washing were obtained with no beads in
the liquid channel after washing with 1&PBS. Error bars are standard deviations
obtained from repeated experiments (n¼3). Inset: First harmonic in-phase signal
vs. external applied magnetic ﬁeld μ0Hy in the range 711 mT.
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surface. Fig. 3 shows the measured signal variation ΔV ″2 vs. time
t during incubation with the bead-WT target mixture.
The dPHEB geometry allowed us to follow the hybridisation
reaction in real-time. After sample injection, the signal increased for
all tested target concentrations with a tendency to level off for long
times (this was most pronounced for the highest tested concentra-
tion). The no DNA target sample showed only a small variation of the
signal around 0 μV (Fig. 3). These small signal ﬂuctuations were
around two times the noise of the sensor signal, and determined
our limit of detection. The smallest investigated concentration
(c¼156 pM) gave a signal still discernible from the negative reference.
Fig. 4 shows the relationship between the target concentration and the
signal measured after about 60 min of hybridisation. The dashed line
indicates the mean value of three reference experiments with no DNA
(ΔV ″2¼4.5 nV) plus one standard deviation (s¼3.1 nV). The signal for
the lowest tested concentration was above this threshold level. The
signal for the sample with the highest target concentration (c¼40 nM)
reachedΔV ″2 ¼ 0:25 mV corresponding to about one third of the value
obtained when the biotinylated DNA was directly linked to the sensor
surface (Fig. 2). This difference may be due to the higher afﬁnity of the
streptavidin–biotin bond and the more complex reaction dynamics
when both the target and the beads are in suspension compared to
when only the beads are in suspension. The signal in Fig. 4 starts to
saturate when the target concentration exceeds about 10 nM and
hence the readout has a dynamic concentration range of about two
orders of magnitude.
3.3. Real-time SNP genotyping
In these experiments, the arms of two different dPHEB sensors
on the same chip were functionalised with WT and MT capture
probes as illustrated in the inset of Fig. 5. The two mutation sites
(CD 8/9 and CD17) were investigated on separate chips. Real-time
measurements of the sensor signals were performed during
incubation with the streptavidin bead—biotinylated DNA mixtures
(compositions given in the ﬁgure) as well as during subsequent
washing with a higher stringency buffer. The target concentration
was chosen to 5 nM to ensure that the signal was close to but
below saturation such that dehybridisation events could be
maximally resolved. The measured signals for the individual
sensors are shown vs. time in Supplementary Fig. S5. The resulting
normalised ratios NR given by Eq. (3) for three repetitions of the
indicated target compositions are shown in Fig. 5a and b for the
CD 8/9 and CD 17 mutation sites, respectively. Values of NR of
1 and 0 correspond to hybridisation to only the WT and MT
capture probes, respectively, and NR¼0.5 corresponds to identical
hybridisation to the two probes.
For the CD 8/9 mutation site, after approximately 15 min of
hybridisation under low stringency condition (0.5& SSCþ0.012%
SDS), the normalised ratio approached 0.5 for all target combina-
tions, corresponding to identical hybridisation of all targets to WT
and MT capture probes (Figs. 5a and 6a). For all target combina-
tions, we found NRﬃ0:54ð1Þ.
For the CD 17 mutation site, the value of the normalised ratio
prior to washing was found to differ for the three target combina-
tions (Figs. 5b and 6a) and the signal level was generally lower
than for the CD 8/9 mutation (Supplementary Fig. S5). For the
three targets we found NRﬃ0:39ð2Þ (MT target), NRﬃ0:49ð2Þ
(1:1 WT:MT target) and NRﬃ0:591ð6Þ (WT target), respectively.
Under higher stringency conditions (0.05& SSCþ0.05% SDS),
the mismatched duplexes denatured at a faster rate than the
perfectly matched counterparts. Approximately 10 min after initia-
tion of the washing, the NR values for the CD 8/9 mutation site
(Figs. 5a and 6b) stabilised above 0.8 and below 0.2 for the WT and
MT targets, respectively. For the 1:1 mixed MT:WT target, the
normalised ratio remained close to the value of 0.54 obtained before
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Fig. 4. Signal variation vs. WT target concentration from dPHEB sensors functio-
nalised with CD 8/9 WT capture probe oligonucleotides after about 60 min of
hybridisation with the WT target and streptavidin magnetic beads. Error bars are
standard deviations obtained from repeated experiments (n¼3), except for
c¼40 nM (n¼1). The dashed line indicates the negative control result plus one
standard deviation (n¼3).
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washing. For the CD 17 mutation site (Figs. 5b and 6b), the maximum
separation of the normalised ratios for the different targets was
observed 2min after initiation of the washing. For longer times, the
separation was reduced and the standard deviation of the normalised
ratio increased because of denaturation of both the mismatching and
matching DNA duplexes, which resulted in a decrease of the sensor
signals. For this mutation, the normalised ratio for the 1:1 mixed MT:
WT target after washing assumed a value of NRﬃ0:49ð3Þ.
4. Discussion
4.1. Characterisation of differential sensor
The study on the biotin-streptavidin bound beads on sensor
surface showed the strengths and weaknesses of the two sensor
designs. For both sensor designs, the signal due to bound beads
was found to depend linearly on the number of functionalised
sensor arms. The maximum signal from the dPHEB design was
only half of the maximum signal from a PHEB design, because only
half the sensor was used for sensing as the other sensor half was
used as a local negative reference. However, the signals from the
dPHEB design showed no offset both before and after washing
when the sensor arms were not functionalised and the standard
deviations of the sensor signals were about four times smaller
than for the corresponding data for the PHEB sensors (Fig. 4). We
speculate that due to the nearness of the sensing and reference
arms of the dPHEB sensors, the two parts of the sensor are
exposed to the nearly identical temperature, background bead
concentration, external magnetic ﬁeld and hybridisation condi-
tions and that this results in the lower offset and variance of the
signals. Therefore, the environmental parameters affecting the
sensor are efﬁciently cancelled out in dPHEB sensors and these
can be used to measure the amount of beads that are speciﬁcally
bound to the top half of the sensor. For these reasons, the dPHEB
sensors are the best choice for surface-based assays.
4.2. DNA hybridisation and dose-response curve
The design of the dPHEB sensors, and in particular the local
reference, allowed for target detection in concentrations down to
156 pM, with a dynamic range of about two orders of magnitude
and a low background. The obtained detection limit and dynamic
range is well suited for analysis of DNA products from an
ampliﬁcation process such as polymerase chain reaction (PCR).
Other research groups have been using magnetic labels for this
purpose. In particular, Xu et al. (2008) demonstrated the detection
of 10 nM of PCR products by adding magnetic particles to a spin
valve sensor onto which the target was hybridised outside the
measurement system. Our system offers a microﬂuidic liquid
control as well as control of the sensor temperature during real-
time measurements. These are key elements to carry out the
hybridisation procedure on-chip. The integration of these control
systems with the sensor allows for a real-time measurement of the
hybridisation reaction.
The closest comparable method to the present one is DNA
microarrays. Microarrays based on end-point ﬂuorescence readout
in a commercial microarray reader typically have detection limits
of 1–10 pM. The detection limit depends on hybridisation time,
surface chemistry, slide material, and the probes used. The
ﬂuorescence readout typically has several orders of magnitude of
dynamic range. Non-ﬂuorescent readouts, such as colorimetric
enzymatic readouts, have detection limits similar to ﬂuorescence
(10–30 pM) but with only one or at most two orders of magnitude
of dynamic range (Chen et al., 1998; Petersen et al., 2007). The
present method has a higher detection limit and a dynamic range
similar to colorimetric detection methods. Dynamic ranges of one
to two orders of magnitude are sufﬁcient for SNP genotyping
(Petersen et al., 2007). As the detection limit for the presented
method is high at present, it is better suited for analysis of targets
prepared by an ampliﬁcation process, such as PCR. The advantages
of the presented method over optical detection are the integration
in a compact microﬂuidic system with ﬂexible reaction conditions
and the ability to perform real-time measurements of the DNA
hybridisation and dehybridisation.
Other chip-based methods to measure hybridisation in real-
time includes surface plasmon resonance (SPR) (Auer et al., 2011),
quartz crystal microbalance (QCM) (Wang et al., 2013), and ﬁlm
bulk acoustic resonators (FBAR) (Auer et al., 2011). These methods
do not use a labelling of the targets and have detection limits of
about 1 nM. This limit is set by the unspeciﬁc binding of the
sample matrices to the sensor surface (Auer et al., 2011, Wang
et al., 2013). Since there is virtually no magnetic signal from
biological material, magnetic label detection is insensitive to the
sample matrix. Moreover dPHEB sensors, via their integrated local
negative reference, are effective in cancelling the signals from
unspeciﬁcally bound targets and labels in suspension.
4.3. Real-time SNP genotyping
Stringent washing was employed to denature mismatched
duplexes from the CD 8/9 and CD 17 mutations of the HBB gene.
The same mutation sites were previously investigated by Petersen
et al. (2009) under varying washing stringency conditions. In their
work, an optimal washing buffer composition of 0.25& SSCþ0.1%
SDS was identiﬁed for genotyping of the CD 8/9 mutation, but
acceptable discrimination was obtained down to salt concentra-
tions of 0.035& SSC. Here, we utilised 0.05& SSCþ0.05% SDS,
which is within their working buffer range. For the CD 17 mutation
site, Petersen et al. found that the optimal washing stringency was
lower than that for the CD 8/9 mutation site, and that higher
stringency conditions (i.e. washing at a lower salt concentration)
led to lower reproducibility of the NR values due to loss of signal.
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Fig. 6. Normalised ratio (NR) of sensors signals measured for different WT and MT
target ratios. The experiments were performed with capture probes for the CD 8/9
and CD 17 mutation sites in the human HBB gene. The signals were measured
(a) after 30 min incubation of the target and bead suspension on the sensor; and
(b) 25 min (CD 8/9) or 2 min (CD 17) after washing in stringent buffer. Error bars
are standard deviations obtained from repeated experiments (n¼3).
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This agrees well with the results presented here, where the
washing buffer was found to induce a fast denaturation of also
the matched duplexes for the CD 17 mutation site. Nevertheless,
with the dPHEB sensors, it was possible to perform real-time
measurements during incubation and washing in contrast to the
end-point detection employed in a standard microarray-based
approach with ﬂuorescence readout (Petersen et al., 2008, 2009;
Poulsen et al., 2011). The real-time data can be used to obtain
kinetic data and to optimise, for example, the timing of SNP
genotyping. For both mutation sites, the value of NR changed
rapidly after the washing was initiated (Fig. 5). For the CD 8/9
mutation site, the normalised ratio approached its equilibrium
value after about 10 min and a clear distinction between a
homozygote WT target (100% WT target) and a homozygote MT
target (100% MT target) could be made using cut-off values of
40.75 and o0.25, respectively. For the CD 17 mutation site, the
cut-off values were reached 2 min after initiation of the washing,
after which the total signal decreased resulting in lower reliability
of the values of NR. Considering the rapid signal change in Fig. 5, it
is possible to perform a robust genotyping for the present samples
just a few minutes after the high stringency buffer is introduced
while longer washing times may reduce the total signal. Real-time
data allows for genotyping of multiple SNPs even when the
optimal washing time varies between different probe sets. More-
over, rapid SNP detection may be feasible using the presented
approach.
5. Conclusions
A system for real-time hybridisation assays using magnetic
labels and integrated magnetoresistive ﬁeld sensors was described.
The system comprised integrated microﬂuidic sample handling and
temperature control. Each sensor included a local negative reference
close to the active sensing area. Therefore, the inﬂuence of the
sensor environment (temperature, external magnetic ﬁeld, mag-
netic bead background) was strongly reduced. These features
enabled real-time studies of the speciﬁc binding of magnetic beads
to the upper part of the sensor in a background of magnetic beads
under changing environmental conditions and strongly improved
the reliability of the quantiﬁcation of the speciﬁc binding of
magnetic beads. In the system, we demonstrated the detection of
DNA targets down to a concentration of about 160 pM. This number
is anticipated to be further improved by optimising the sensor stack
and geometry to achieve a higher sensitivity to surface-bound
magnetic beads. Moreover, we demonstrated the strengths of the
system in real-time SNP genotyping experiments on two mutation
sites in the human HBB gene, where the hybridisation of WT, MT
and a 1:1 mixture of WT and MT targets were monitored during
incubation and stringent washing. The results showed data of high
quality and reproducibility with a clear distinction between the
three investigated targets for both investigated mutations.
The presented system provides a ﬂexible tool for investigations of
the real-time speciﬁc binding of magnetic beads to a functionalised
sensor surface as function of biological target, the liquid composi-
tion and the temperature. Our future work aims at using this tool
for studies of DNA hybridisation kinetics and for the optimisation
of hybridisation conditions for SNP genotyping.
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