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The standard eigenvalue problem of finding the zeros of det(zI−A) is ubiquitous,
and comes from studying solutions to x′ = Ax as well as myriad other sources.
Similarly, if x′(t) = Ax(t) + Bx(t − 1) is some delay-differential equation (arising,
say, from modeling the spread of a disease, or from population growth models),
then stability is determined by computing the roots of det(zI − A− Be−z). Models
of physical processes where energy slowly leaks away to infinity lead to similar
problems. These physical systems are typically modeled in terms of differential
equations which are then discretized using e.g. collocation or finite elements.
For example, such a discretization gives a correspondence between the quantum
scattering resonances associated to a quantum corral and the zeros of det(A−zB+
C(z)), where A, B,C(z) ∈ Cn×n and the highly nonlinear entries of C(z) involve
square roots and ratios of Bessel functions. In each case, we are led to so-called
nonlinear eigenvalue problems of the form T (λ)v = 0, v , 0, where T : Ω ⊂ C→ Cn×n
is a matrix-valued function, and λ is called an eigenvalue of T .
The first contribution of this thesis is theorems for localizing eigenvalues of
general matrix-valued functions, effectively reducing the region in which eigen-
values of T are known to lie from all of Ω down to a smaller space, and deducing
eigenvalue counts within regions that meet certain conditions. These theorems
are derived by working with the diagonal entries or diagonal blocks of T , such
as our generalization of Gershgorin’s theorem, or by considering nonlinear gen-
eralizations of pseudospectra. Localization and counting results allow better
initial guesses or shifts for iterative algorithms, guide the selection of an appro-
priate closed contour for contour integral-based algorithms, and facilitate error
analysis in cases where eigenvalues can be confined to tiny regions.
The second contribution of this thesis is to exploit these results in several
contexts. To start with, a variety of strategies for getting the most out of our
main localization theorems will be presented and applied to several test prob-
lems. Then we foray into the analysis of higher-order and delay differential
equations, using our localization results to help bound asymptotic growth of so-
lutions, and using our generalization of the notion of pseudospectra to con-
cretely bound transient growth both above and below; a model for a semicon-
ductor laser with phase-conjugate feedback acts as the central example. The last
application we will treat is about the resonances for electrons trapped in circu-
lar quantum corrals, microscopic structures built by placing atoms in a circle
on a metal surface. We provide a framework for comparing various elastic-
scattering models, and use it to bound the error between resonances computed
from the naı¨ve particle-in-a-box model and resonances computed from a model
that takes quantum tunneling into account.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The standard eigenvalue problem of finding the zeros of det(zI−A) is ubiquitous,
and comes from studying solutions to x′ = Ax as well as myriad other sources.
Somewhat less well-known is the analogous problem arising in the study of de-
lay differential equations, which are used to model processes such as the spread
of a disease with an incubation period, or population growth models where ges-
tation period is taken into account. Specifically, it is the zeros of det(zI−A−Be−z)
that determine asymptotic growth and decay for solutions of the delay differen-
tial equation x′(t) = Ax(t) + Bx(t − 1) [MN07b, Prop. 1.12].
Models of physical systems where energy is lost lead to similar problems.
For a second order differential equation with a damping term, such as Mx¨ +
Cx˙ + Kx = f , solution behavior is determined by the zeros of the determinant
of the quadratic expression Mz2 +Cz + K [FT01]. More complicated expressions
arise from systems where energy slowly leaks away to infinity via a radiation
process. These physical systems are typically modeled in terms of differential
equations which are then discretized using collocation or finite elements. For
example, such a discretization gives a correspondence between the scattering
resonances associated to a quantum corral and the zeros of det(A − zB + C(z)),
where A, B,C(z) ∈ Cn×n and the highly nonlinear entries of C(z) involve square
roots and ratios of Bessel functions (Chapter 5).
The clear commonality among these cases is the characterization in terms of
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determinants of matrices. More precisely, zI − A, zI − A − Be−z, Mz2 +Cz + K, and
A−zB+C(z) are all matrix-valued functions, which are mappings T : Ω ⊂ C→ Cm×n
with m = n for the examples above. In keeping with the definition of an
eigenvalue of a matrix A as a number λ such that det(λI − A) = 0, an eigen-
value of a matrix-valued function T is defined to be a number λ such that
det T (λ) = 0. If T (λ)v = 0 with v , 0, then v is called an eigenvector for the
eigenvalue λ. To distinguish it from the ordinary eigenvalue problem, find-
ing eigenvalues of a given matrix-valued function T is often called a nonlin-
ear eigenvalue problem.1 Nonlinear eigenvalue problems arise in diverse fields
and in innumerable forms. We have already mentioned a few, and we will
analyze several examples in Chapters 3, 4, and 5. Among the problems we
take from the NLEVP collection [BHM+13] are applications in fiber optic de-
sign (fiber, [Kau06]), particle accelerator design (gun, [Lia07]), control sys-
tems (cd player, [DSB92]), modelling buildings (hospital, [CD02, Building
Model]), and the computation of eigenvibrations on a string with an elastically
attached load (loaded string, [Sol06]). We also analyze an example from
biology [CR00], stability for a delay differential equation [Eff13], [Jar08], two
examples from quantum scattering, and an example from laser physics [GW06].
Excellent overviews of nonlinear eigenvalue problems and further examples are
found in [FT01] and [MV04].
Though similar in definition, the process of computing eigenvalues for a
matrix-valued function is significantly more treacherous than the computation
of eigenvalues of a matrix. One obstacle is that eigenvectors associated to dis-
tinct eigenvalues of a matrix-valued function need not be linearly indepen-
1 More properly, this is one type of nonlinear eigenvalue problem. The same phrase has been
adopted for more general problems, including those in the continuous setting [AR10, FS68].
Since our results do not generalize to these cases, the term “nonlinear eigenvalue problem” is
generally avoided in this thesis.
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dent. Thus, the consensus seems to be that when one is interested in comput-
ing several eigenvalues of a matrix-valued function with an iterative method,
one should not work with sets of eigenvalues and eigenvectors, but rather in-
variant pairs. See [Eff13], [Kre09], [BEK11], and [JMM14] for instances of it-
erative methods for computing invariant pairs. Also see [Vos13] for a self-
contained overview of these and other iterative methods for nonlinear eigen-
value problems, and [VBJM16] and [BMM13] for more recent developments.
In every case, an iterative method requires the user to provide either a num-
ber of initial guesses or a shift for which the nearest eigenvalues are of interest.
There are contour integration-based methods that avoid the eigenvector issue
as well, in [AST+09] and [Bey12], and more recently the variations in [XMZZ16]
and [VBK16]. For these, the user must provide a simple closed curve enclos-
ing eigenvalues of interest. Clearly, then, having some idea ahead of time as to
where a matrix-valued function’s eigenvalues are or are not is quite helpful in
using the state of the art algorithms for computing them.
Another difficulty comes from the fact that the eigenvalues of a matrix-
valued function T can be infinite in number. Therefore, without some informa-
tion about their locations and counts, it is quite possible to miss eigenvalues of
interest, perhaps by stopping an iterative algorithm too early, using the wrong
initial guesses, or by poorly choosing a contour or parameters for integration-
based methods so that eigenvalues of interest are excluded or computed inac-
curately. In addition, sometimes we are not interested so much in the exact
values of eigenvalues, but would rather have a quick test as to whether they
are e.g. all in the left half-plane. For instance, we may want to check this for
a matrix-valued function like T (z) = zI − A − Be−z for the purpose of a stabil-
ity analysis [MN07b, Prop. 1.6]. Obviously this can’t be done by computing
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the (generically) infinitely many eigenvalues of T , and we must resort to lo-
calization, i.e., proofs about where eigenvalues could conceivably be (inclusion
regions) and where they cannot exist (exclusion regions).
Before concluding this section, we briefly illustrate the usefulness of meth-
ods employed in this thesis on two problems from the literature. We use analysis
performed by other authors for comparison.
The first of these examples is the gun problem from [BHM+13]. The origi-
nal source [Lia07] contains an experiment where the 10 eigenvalues of F(λ) =
K − λM + i√λW1 + i
√
λ − 108.87742W2 with
√
λ nearest the shift 146.71 are to
be computed, the square root being the principal branch. Putting z =
√
λ and
T (z) = F(λ) for ease of discussion, Tables 6.3 and 6.5 in [Lia07] each contain a set
of initial guesses and computed eigenvalues of T . By the author’s own assess-
ment [Lia07, p. 61, 2.], Table 6.3 is missing a few of the desired eigenvalues of
T and instead includes some which are far from the shift 146.71. Furthermore,
Table 6.3 contains a certain eigenvalue of T which is one of the ten closest to the
shift, but this eigenvalue is missing from Table 6.5 (although it turns out this par-
ticular eigenvalue fails to meet some other conditions, rendering it undesirable
anyway). Figure 1.1 shows the initial guesses (◦) and computed eigenvalues (∗)
from Table 6.3 (left) and Table 6.5 (right). These two plots are very different,
and do not in themselves lend confidence to the idea that all the eigenvalues
of interest have been found via these two computations. Contrast this with
the analysis we perform in Chapter 3, where we prove that all eigenvalues of T
in [120, 350] × [−20, 50] ⊂ C are contained in the thick blue contours shown in
Figure 1.2 and easily count how many eigenvalues of T are in each. Not only
does this information potentially allow us to use state of the art algorithms more
4
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Figure 1.1: Eigenvalues of gun problem from [Lia07, Tables 6.3, 6.5].
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Figure 1.2: Localization regions for gun problem.
wisely in computing the eigenvalues of T , but it also concretely justifies that Ta-
ble 6.5 in [Lia07] contains all 10 eigenvalues of T in [120, 350]× [−20, 50] that are
closest to the shift 146.71.
The second example comes from an asymptotic stability analysis of a partial
differential equation, performed in [Eff13, §5.1].2 The authors compute the eight
2 This problem is analyzed in Chapter 3 where it is referred to as the “single delay PDDE”.
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Figure 1.3: Comparison with analysis from [Eff13, §5.1].
largest real eigenvalues of a matrix-valued function T (z) = zI − A0 − A1e−τz using
naı¨ve initial guesses. This is presumably on purpose, in order to demonstrate
that the robust method presented in [Eff13] can give good results even with
questionable input. See Figure 1.3 (left) for the initial guesses used (red circles)
and the eigenvalues that were computed (black stars). Compare this with the
inclusion regions we compute in Chapter 3, shown in Figure 1.3 (right), which
must contain all eigenvalues of T within the pictured rectangular subset of C.
The inclusion region component around the eigenvalue ≈19 is so tiny it’s not
visible, and the components around eigenvalues at ≈11 and ≈16 are barely so.
In addition, our analysis also shows exactly how many eigenvalues of T are
in each component: in particular, the tiny components each contain one, and
the origin-containing component contains 5. Therefore plotting the inclusion
regions in Figure 1.3 (right) would have made it clear from the outset that the
three leftmost initial guesses in Figure 1.3 (left) were inappropriate, and would
have allowed initial guesses to be chosen in a more methodical way.
We also can easily show that the inclusion region components at ≈ −4.6+8.1i
(the inclusion regions for this problem are symmetric about the real axis, though
the mirror images are not shown) each contain one eigenvalue of T . From this it
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is obvious that the eigenvalues computed in [Eff13, §5.1] are slightly misleading
if one hopes to use them in stability analysis, because the eigenvalues of T asso-
ciated to fastest asymptotic growth (or slowest asymptotic decay) are the ones
with largest real part [MN07b, Prop. 1.12]. In particular, the eigenvalues in the
components near ≈ −4.6 ± 8.1i are more important for asymptotic analysis than
e.g. the eigenvalue at ≈ −11.8. Thus, the localization region also could have been
used to qualitatively understand whether more than just the real eigenvalues of
T should be computed in a stability analysis.
1.2 Some vocabulary
In this section we present the terminology that will be used throughout this
thesis. Formal definitions that are relevant to theorems used in the remainder of
this work will be numbered. Informal definitions will also be scattered through-
out this section and emphasized with italic text. When our terms differ from
those used in other sources, it will be pointed out.
Our central object of study is the nonlinear eigenvalue problem of computing
λ ∈ C such that T (λ)v = 0 for some nonzero vector v, where T : Ω ⊂ C → Cn×n
is analytic and regular. For T to be regular, det T (z) cannot be identically zero on
any connected component of the domain Ω. The function T may be referred to
as a matrix function, as in [Vos13], and sometimes as a λ-matrix (see [FT01, §3.3]
and references therein). Here we prefer the term matrix-valued function.
Definition 1.1 (Matrix-valued function). A matrix-valued function with domain
Ω ⊂ C is a map T : Ω→ Cm×n. If each entry function Ti j : Ω→ C is analytic, then T is
called analytic. If m = n, then T is called square. If det(T (z)) is not identically zero on
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any connected component of Ω, then T is called regular.
In this thesis, the reader may assume unless otherwise specified that all matrix-
valued functions under discussion are square, analytic, and regular.
Notice that if A is an n× n matrix then z 7→ zI − A is a matrix-valued function.
By analogy with the usual notion of eigenvalue, we define (finite) eigenvalues
of matrix-valued functions as follows.3 We confine our attention to finite eigen-
values unless otherwise specified.
Definition 1.2 (Eigenvalue, eigenvector, spectrum). If λ ∈ C satisfies det T (λ) = 0,
then λ is called an eigenvalue of T . Equivalently, if there is a nonzero vector v such
that T (λ)v = 0, then λ is an eigenvalue and v is then called an eigenvector; λ, v will
be referred to as an eigenpair. The set of all eigenvalues of T is called its spectrum and
denoted by Λ(T ).
A matrix-valued function may have any number of eigenvalues, and eigen-
vectors associated to distinct eigenvalues need not be linearly independent. As
examples, consider
T1(z) =
e
z 0
0 1
 and T2(z) =
(z − 1)(z − 2)(z − 3) 00 1
 .
T1 has no eigenvalues and T2 has three, and each eigenvalue of T2 has [1, 0]T as
an eigenvector. Despite these complications, we still have a notion of algebraic
multiplicity.
Definition 1.3 (Algebraic multiplicity). We say an eigenvalue λ of T (z) has algebraic
multiplicity m if the Taylor expansion of f (z) = det(T (z)) at λ is f (z) =
∑∞
j=m a j(z − λ) j
3 Although it is not common, some (see [Jar08, Ch. 4]) have found it convenient to define an
eigenvalue of a matrix-valued function G as a complex number λ such that G(λ)v = λv for some
nonzero vector v.
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with am , 0, i.e.,
d j
dz j
∣∣∣∣
λ
det(T (z)) = 0, j = 0, 1, ...,m − 1, (1.1)
dm
dzm
∣∣∣∣
λ
det(T (z)) , 0. (1.2)
We will call the problem of finding the eigenvalues of a matrix A, i.e. find-
ing the eigenvalues of z 7→ zI − A, the ordinary eigenvalue problem or the standard
eigenvalue problem. Other common types of eigenvalue problems are listed be-
low, along with the form of the corresponding matrix-valued function:
• generalized: z 7→ zB − A, A, B ∈ Cn×n
• quadratic: Q(z) = A0 + A1z + A2z2, A j ∈ Cn×n
• polynomial: P(z) = ∑nj=0 A jz j, A j ∈ Cn×n
• rational: R(z) = A(z)−∑nj=1 B j(z)D j(z)−1C j(z) where A, B j,C j,D j, j = 0, 1, ..., n,
are all polynomial.
In each case, eigenvalues and eigenvectors are defined the same way as in Def-
inition 1.2. Both the ordinary and generalized eigenvalue problems are linear
eigenvalue problems.
It is well known (see [FT01]) that Q(λ)v = 0 with Q as defined above is equiv-
alent to λ
A2 00 I
 −
−A1 −A0I 0


λvv
 = 0, (1.3)
by which we turn the quadratic eigenvalue problem into a generalized eigen-
value problem using a companion linearization. The same process can be ap-
plied to any polynomial eigenvalue problem [MMMM06, GLR09], and more-
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over different choices of polynomial basis lead to different kinds of lineariza-
tion [ACL09] (e.g. the colleague linearization used in [EK12] and [BH13]). Since
quadratic and polynomial eigenvalue problems can be rewritten as generalized
eigenvalue problems, we call them linearizable. Rational eigenvalue problems
are also linearizable [SB11].
There are also instances of nonlinear eigenvalue problems which we can
rewrite as linearizable eigenvalue problems using a change of variable. For in-
stance, T (z) = A2z+A1
√
z+A0 can be transformed into a quadratic matrix-valued
function S (w) = A2w2 + A1w + A0 with the change of variable z = w2, and every
eigenvalue of T will be the square of some eigenvalue of S .4 Therefore we call
the problem of finding eigenvalues of such a T a linearizable eigenvalue problem
as well.5 In contrast, we have the following definition.
Definition 1.4 (Genuinely nonlinear). A matrix-valued function T (z) is called gen-
uinely nonlinear if the problem of finding its eigenvalues is not linearizable. The eigen-
value problem for T is then called non-linearizable.
Throughout this thesis we use classic notions from matrix theory and their
extensions in terms of matrix-valued functions. One of these is the notion of
pseudospectra. The classic definition of the ε-pseudospectrum of a matrix A
(see [TE05]), denoted by σε(A), is the union
⋃
‖E‖<ε σ(A+ E), where σ(M) denotes
the spectrum of a matrix M. Equivalently, σε(A) = {z ∈ C : ‖zI−A‖−1 > ε−1}. Thus,
the following definition for the ε-pseudospectrum of a matrix-valued function
T reduces to the usual notion of pseudospectrum in case T (z) = zI − A. See
4 The converse may not hold, depending on whether the eigenvalues of S are in the range of
the appropriate branch of the square root function.
5 This is where we differ from other authors in our use of the term. Other authors would
include T (z) = A2z + A1
√
z + A0 in the category of genuinely nonlinear problems, as in [Sch08, p.
2].
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Section 2.3 for more details.
Definition 1.5 (Pseudospectra). The ε-pseudospectrum of a matrix-valued function
T with domain Ω is
Λε(T ) = {z ∈ Ω : ‖T (z)−1‖ > ε−1} (1.4)
where ‖T (λ)−1‖ is considered infinite if λ ∈ Λ(T ). Equivalently, Λε(T ) is the union⋃
E∈EΛ(T + E) where E is the set of matrix-valued functions on Ω with norm less than
ε. Yet another equivalent definition is the union
⋃
E∈E0 Λ(T + E) where E0 is the set of
constant n × n matrices with norm less than ε.
The last set of terms we must set out have to do with localization, the process
of deducing sets where the eigenvalues of a particular matrix-valued function T
can be (or cannot be) without actually computing the eigenvalues. For example,
the eigenvalues of a matrix A can be localized using Gershgorin’s theorem from
linear algebra, because Gershgorin’s theorem shows that σ(A) must lie in a cer-
tain union of disks in the complex plane whose centers and radii are computed
from the elements of A.
If U ⊂ C is a subset that has been determined to contain no eigenvalues of
a matrix-valued function T , then U is an exclusion region for the spectrum of T .
Similarly, if U is a subset of the domain Ω of T that has been determined to
contain all eigenvalues of T , then U is called an inclusion region for the spectrum
of T . Sometimes we are only able to deduce inclusion regions within a proper
subset of Ω. If V ⊂ W ⊂ Ω and it has been determined that any eigenvalues
in W must lie in its subset V , then V is called an inclusion region for the part of
the spectrum of T within W. Inclusion and exclusion theorems rely on conditions
called nonsingularity tests, which determine regions where T (z)−1 exists.
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We will call theorems about localization localization theorems, localization re-
sults, or sometimes inclusion theorems/results. A theorem that splits Ω into a dis-
joint union of inclusion and exclusion regions will be referred to as a global-type
localization result. Theorems that are guaranteed to do the same only for certain
specified subsets of Ω will be called regional-type localization results. Finally, a re-
sult that pertains only to one eigenvalue or one cluster of eigenvalues at a time
will be called a local result. All of our localization theorems also provide a way
to count how many eigenvalues are in each component of the inclusion region
under certain conditions. We will call this aspect of a localization theorem the
counting result, as in “the counting result in Theorem 2.1.”
1.3 A brief history of localization
Perhaps the first localization results were for analytic functions and polyno-
mials. The most famous example is Rouche´’s theorem [Rou62, The´ore`me III],
published in 1862. In its modern form, Rouche´’s theorem states that two func-
tions f and g := f + h, holomorphic on and inside a simple closed curve Γ ⊂ C,
have the same number of zeros inside Γ if on Γ both |h| < | f | and f is nonzero.
For instance, using Rouche´’s theorem one can show that z = 2 − e−z has ex-
actly one root with positive real part by taking f (z) = z − 2, h(z) = e−z, and
Γ = i[−R,R] ∪ {z : |z| = R,Rez > 0} for arbitrarily large R > 2 [SS03, Exercise
6.7.10]. This means that all but one of the roots is localized to the left half-plane.
Similarly, results due to Cauchy in 1829 and Pellet in 1881 [Mel13] allow one to
localize the zeros of polynomials to certain disks and exclude them from certain
annuli. And Mosier [Mos86] in 1986 defined so-called root neighborhoods of a
polynomial p, easily computed regions with non-circular shapes, that allow one
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to obtain approximations and counts for the roots of polynomials q which are
sufficiently close to p in the proper sense.6 Polynomial root localization theo-
rems such as these are used in the program MPSolve [BNS13, BF00] released in
2000 by Bini and Fiorento, which performs simultaneous computation of poly-
nomial roots.
A matrix approach to computing the roots of a polynomial, say, p(z) = a0 +
a1z + a2z2 + z3 is to write p(λ) = 0 in the form
−a2 −a1 a0
1 0 0
0 1 0
︸             ︷︷             ︸
companion matrix

λ2
λ
1
 = λ

λ2
λ
1
 . (1.5)
Thus, the roots of p are the eigenvalues of the companion matrix.7 This
is the formulation used for computing polynomial roots in the program
Eigensolve [For, For02] and in MATLAB’s roots. Eigensolve depends
heavily on easy-to-compute eigenvalue localization regions obtained using Ger-
shgorin’s Theorem [Var04]. Using Gershgorin’s theorem to localize polynomial
roots is also done in [Car91], [Els73] among other work.
Gershgorin published his famous and elegant localization result in
1931 [Ger31].8 Several others before him had come shockingly close to proving
the same thing, but stopped short. For example, the underpinning of the Ger-
shgorin theorem is a nonsingularity test based on diagonal dominance ([Ger31,
6Root neighborhoods are the polynomial analog of pseudospectra for matrices.
7Technically it’s possible to reverse this process and compute or localize eigenvalues of a
matrix A by localizing the roots of its characteristic polynomial det(zI − A). This is not done
in practice because of numerical difficulties. Finding the coefficients in terms of sums and dif-
ferences of traces or determinants [Pen87] is prone to cancellation [GL96, §2.4.3], and other
methods [RI11b] have their own problems as well. In fact, the characteristic polynomial is usu-
ally computed by first computing the eigenvalues of A ([RI11a], also MATLAB’s poly), which
defeats the purpose of the exercise.
8We will discuss Gershgorin’s theorem in more detail in Section 2.1.1.
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Satz I], [Var04, Theorem 1.4]), and the 1881 article [Le´v81] of Lucien Le´vy, which
Gershgorin cited, had already used a version of diagonal dominance. However,
Le´vy only used the concept to prove that a specific matrix arising in electrostat-
ics can always be inverted. Minkowski used a version of diagonal dominance
as well, for real matrices with all negative entries except for a positive diagonal,
as the lemma of his 1900 article on algebraic number theory [Min00, Hu¨lfssatz].
He, too, appears to have only concerned himself with showing that a particular
matrix has nonzero determinant.
Others who came close to Gershgorin’s theorem approached it from a dif-
ferent side. The usual proof, and the one Gershgorin himself gave, is to write
out (A − λI)x = 0 as a system of equations, move the diagonal term in each
equation to the other side, take absolute values, and reason about the sizes
of the terms. In contrast to this simplicity, previous notable localization re-
sults for matrix eigenvalues were encumbered by restrictive hypotheses. For
instance, Bendixson proved in 1900 [Ben02] that if A is a real n × n matrix,
then all of its eigenvalues live in the rectangle [m,M] × [−G,G] ⊂ C, where
G = 12
√
n(n−1)
2 max j,k |A jk − Ak j| and m and M are the smallest and largest eigenval-
ues of (A + AT )/2 (which are all real).9 And in 1902, part of a letter from Hirsch
to Bendixson was printed [Hir02], in which was contained an extension to ma-
trices with complex entries. These results of Bendixson and Hirsch, which were
proved by writing out the system of equations (A − λI)x = 0 (with subsequent
appeals to algebraic tricks and the theory of quadratic forms), clearly foreshad-
owed the Gershgorin theorem. Unfortunately, they were more complicated to
state and to prove, and not even as useful.10
9 This article also contains analogous localization results for eigenvalues of the pencil (A, B)
for A ∈ Rn×n and B symmetric positive definite.
10See the references in Householder [Hou64, §3.4] for an overview of eigenvalue localiza-
tion pre-1964. Also see Varga’s 2004 book [Var04] and the important 1960 article by Bauer and
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The problem with modern-day localization results for matrix-valued func-
tions has been similar; most of them (until [BH13], on which Chapter 2 of
this thesis is based) apply only to a limited class of matrix-valued functions
or are complicated to state and prove.11 For instance, by using generaliza-
tions of Pellet’s theorem mentioned above, eigenvalues for matrix polynomials
were restricted to disks and excluded from annuli by Bini, Noferini and Shar-
ify [BNS13] and by Melman [Mel13] in 2013. These rely on computing roots
of univariate polynomials related to the given matrix polynomial, and thus do
not extend to non-polynomial matrix-valued functions. Also, in 2003, Chu pub-
lished Bauer-Fike-inspired results bounding the spectral variation (a distance
measure between two sets of eigenvalues) between a given matrix polynomial
and a perturbation [Chu03].12 The simplest of these results bounds the dis-
tance between eigenvalues of L(z) = Iz` +
∑`−1
j=0 A jz
j and those of its perturbation
L˜(z) = Iz` +
∑`−1
j=0(A j + δA j)z
j in terms of a Jordan triple for L and the perturba-
tion size, measured as ‖ [δA0, ..., δA`−1] ‖ [Chu03, Theorem 4.1]. However, objects
like the Jordan triple are not available for matrix-valued functions in general, so
these results do not generalize well either.
Although it may be expensive, pseudospectra can be used for localization
as well. Recall that for a square matrix A and a chosen induced norm ‖ · ‖,
the ε-pseudospectrum of A is the union
⋃
‖E‖<ε σ(A + E). Clearly then the spec-
trum of A is contained in σε(A) for every ε. The interesting part is that each
connected component of σε(A) must contain at least one eigenvalue of A [TE05,
Fike [BF60] for norm-based inclusion regions. For inclusion regions based on pseudospectra,
see [TE05, Theorem 2.4(i)].
11This is not to say that any localization theorem is useless; to the contrary, since the intersec-
tion of localization regions is a localization region, the more types we can use, the better.
12Interestingly, the author states that when he published these results in a technical report in
1992, he considered them of “negligible interest, due to the lack of applications.” That has since
changed.
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Theorem 2.4(i)]. Since the study of pseudospectra came to the fore after the
advent of computers, the field has only been around since the mid 1970s, with
most work occurring in the 1990s and afteward.13 It seems that the result about
each component containing at least one eigenvalue first appeared in the 2001
article [ET01] by Embree and Trefethen.
Now, a matrix arising in applications may be constructed through a dis-
cretization process (say, the discretization of a differential operator, or the stiff-
ness matrix in a finite element formulation), and thus its entries will have been
computed numerically. From this perspective, the ε-pseudospectrum is not
viewed so much as a localization tool, but as a means to understand the sen-
sitivity of eigenvalues to ε-sized error in the computed entries. This perspective
has inspired a whole class of generalizations of pseudospectra, and has been
especially attractive because it allows structured perturbations. To see what is
meant by this, notice that any matrix-valued function T can be written as a sum
T (z) =
m∑
j=1
p j(z)A j, (1.6)
where each A j is a constant matrix and each p j is a function with the same do-
main as T . Thus, if T comes from an application where each A j should be sym-
metric, then within the context of the application we need only worry about
sensitivity of eigenvalues under errors in A j that preserve its symmetry. In any
case, by this thinking the functions p j should remain untouched under pertur-
bations. Thus, by 2001 a notion of pseudospectra tailored to the polynomial
case P(z) =
∑m
j=0 A jz
j, due to Tisseur and Higham, had appeared in [TH01].14
13 See the bibliography at http://www.cs.ox.ac.uk/pseudospectra/biblio.html.
14 There are also definitions that apply both to square and rectangular matrix polynomials,
such as in [HT02]. These results give localization regions also, but it is not clear how to obtain
eigenvalue counts for a given connected component of a localization region defined in this way.
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The definition given was
Λε(P) =
{
λ ∈ C :
 m∑
j=0
(A j + ∆A j)λ j
 x = 0 for some x , 0
and ‖∆A j‖ ≤ εα j, j = 0, 1, ...,m
}
,
(1.7)
where the α j are a chosen set of weights, or equivalently
Λε(P) =
{
z ∈ C : ‖P(z)−1‖ ≥ (εp(|λ|))−1
}
, p(z) =
m∑
j=0
α jz j. (1.8)
More recently, a definition suitable in the context of time-delay problems was
introduced in the 2006 article [GW06] by Green and Wagenknecht, having the
form
Λε(T ) =
{
z ∈ C : det(zI − (A0 + B0) −
m∑
i=1
(Ai + Bi) exp(−τiz)) = 0
for some set of Bi all satisfying ‖Bi‖ ≤ εwi, i = 0, 1, ...,m
}
,
(1.9)
equivalent to
Λε(T ) =
{
z ∈ C : ‖T (z)−1‖ ≥ (εg(z))−1
}
, g(z) = w0 +
m∑
j=1
w j| exp(−τ jz)|, (1.10)
for matrix-valued functions T (z) = zI − A0 −∑mj=1 A je−τ jz. In both of these tailored
definitions, the ε-pseudospectrum clearly contains the eigenvalues of their re-
spective problems, and hence they are localization regions as well (although not
used as such since there is no perceivable advantage).
Note that zI − A0 − ∑mj=1 A je−τ jz and matrix polynomials A0 + A1z + ... + Amzm
are both special cases of the expansion T (z) =
∑m
j=1 A jp j(z) written earlier. So the
definition presented in [MGWN06, §2] by Michiels, Green, Wagenknecht and
Niculescu in 2006 (also in [MN07b, Theorem 2.2]), of the form
Λε(T ) =
{
z ∈ C : ‖T (z)−1‖α ·
∥∥∥∥∥ [ p0(z)w0 . . . pm(z)wm
]T ∥∥∥∥∥
β
> ε−1
}
, T (z) =
m∑
i=0
Aipi(z)
(1.11)
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should not come as a surprise. This definition of ε-pseudospectrum for a general
matrix-valued function T gives inclusion regions for the eigenvalues of T , but
again it is hard to see how to use it effectively.
The main drawback to using any of the aforementioned generalizations of
pseudospectra in localization is that (generically) no ε-pseudospectrum thus de-
fined is guaranteed to contain eigenvalues of a problem that is easier to solve.
In contrast, the definition of pseudospectra given in Definition 1.5 allows arbi-
trary changes to the matrix-valued function T under consideration. In terms of
the expansion given above, this means we can perturb the p j as well as the A j,
and make use of polynomial or rational approximants across arbitrarily large re-
gions. Consequently, the pseudospectral localization result we present in Chap-
ter 2 (also [BH13]) makes it easy to find eigenvalue approximations and counts,
which would be difficult if not impossible to do with the definitions of pseu-
dospectra that only allow perturbations to the coefficient matrices.
As far as we are aware, there are only two generalizations of pseudospectra
in previous work that have the potential to be effectively used for localization,
although no one seems to have pursued this direction. The first is in [WMG08,
Def. 1], published in 2008 by Wagenknecht, Michiels, and Green, where per-
turbations to individual entries of T (z) are allowed. However, the definition is
more laborious to state than ours, and its peculiarities seem to add no theoretical
value as far as localization goes. The second is the relatively old generalization
Λε(T ) =
{
z ∈ C : ‖T (z)‖2 ‖T (z)−1‖2 ≥ ε−1
}
(1.12)
published in [CR01] by Cullum and Ruehli in 2001, apparently before the trend
was to focus on structured pseudospectra. This definition can be used for a
localization result as well, but the factor of ‖T (z)−1‖2 is an encumberance rather
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than a help; in our framework, it obstructs the process of comparing T to a
simplified function and hence makes eigenvalue counts more complicated to
obtain.
As far as non-pseudospectral, global-type localization results that work for
general matrix-valued functions, besides the results presented in [BH13] and
Chapter 2 of this thesis we know of only two, and even those are rather restric-
tive. First, Jarlebring showed in his thesis in 2008 that if a matrix-valued func-
tion has a certain contractive property then a Bauer-Fike-related localization re-
sult could be derived using a fixed point iteration [Jar08, Theorem 4.20]. For
example, he used his theorem to show the eigenvalues of G2(s) = A1 + A2 cos(|s|)
(in the sense that G2(s) − sI is singular) are contained in disks of radius 0.223
centered at the eigenvalues of A1, where
A1 =
7 108 −15
 , A2 = 110
−1 −10.7 0.6
 . (1.13)
The second was developed for matrix-valued functions such as z 7→ zI − A0 −
A1e−z arising in the study of delay differential equations. It is possible to find an
“envelope curve” |z| = ‖A0‖2 + ‖A1‖2e−Rez which is to the right of all eigenvalues
of T (see the 2007 book [MN07b, Prop. 1.10] by Michiels and Niculescu and a
similar result in [MN07b, §1.2] for neutral type equations). This is generalizable
to general matrix-valued functions T (z) by writing T (z) = zI − (T (z) − zI) and
deducing that any eigenvalue λ of T must satisfy |λ| ≤ ‖T (λ) − λI‖. Splitting the
right-hand side appropriately gives something similar to the envelope curve.
However, this result does not provide eigenvalue approximations or counts.
Before concluding this section it is worth mentioning some local analysis that
has been done for eigenvalues of general matrix-valued functions (including the
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class of genuinely nonlinear ones). First of all, a matrix version of Rouche´’s the-
orem [GGK90, Theorem 9.2, p. 206] is used in [MGWN06, Prop. 2] to prove that
if T is a matrix-valued function and D ⊂ C is a given disk, then every pertur-
bation of T , provided it is small enough, has the same number of eigenvalues
inD as T does. This is used to prove continuity of the eigenvalues with respect
to perturbations, but could also be used to obtain eigenvalue counts within a
particular disk D of interest through comparison to a simplified problem. Sec-
ond, although these are by no means concrete localization results, there has been
much attention paid to perturbation theory for eigenvalues, especially for poly-
nomial eigenvalue problems. Work since 2000 on backward error analysis and
eigenvalue condition numbers includes [Tis00], [DT03], [HLT07], [Bor10], and
[AM11]. The pseudospectra definitions addressed above also assist in this type
of perturbation analysis.
1.4 Contributions and outline
The first contribution of this thesis is theorems for localizing eigenvalues of gen-
eral matrix-valued functions T : Ω ⊂ C → Cn×n. The most important one is The-
orem 2.115, a generalization of Gershgorin’s theorem [Var04, Theorem 1.1]. Just
like Gershgorin’s theorem, Theorem 2.1 is both very easy to use and very useful;
it is a localization theorem of global type, allowing Ω to be split into a disjoint
union of inclusion and exclusion regions, and visualizing these regions requires
only basic arithmetic and a contour plotter. The next most important theorem is
a localization result based on a nonlinear generalization of pseudospectra; The-
15 A slight generalization of this theorem also appears as [BH13, Theorem 3.1].
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orem 2.516 allows us to obtain concrete inclusion regions and eigenvalue approx-
imations by comparison with a problem that is easier to solve. A close third is
a block version of our Gershgorin generalization, Theorem 2.2. Although clum-
sier to use than Theorem 2.1, there are times it works when Theorem 2.1 is of
no help. We also include some Bauer-Fike-inspired theorems for matrix-valued
functions of the form T (z) = A− zI+E(z), most useful when E : Ω→ Cn×n is small
in norm over subregions of Ω.
What makes Theorems 2.1, 2.2, and 2.5 so special is how generally they can
be applied and how little work it takes to do so. We hope this will be made
abundantly clear by the gallery of examples presented in Chapter 3. Through
experience, we have found that there are several basic strategies for getting the
most out of these theorems, and have grouped the problems in the chapter by
strategy. In some cases we do not stop at localization, but proceed to compute
eigenvalues using the initial localization step to make the computations easier
and more reliable. In particular, we
• choose good initial guesses for Kressner’s block Newton algo-
rithm [Kre09],
• choose good contours for Beyn’s integral-based method [Bey12], and
• validate the computed eigenvalues using the counting results in the theo-
rems.
In cases where we are able to localize eigenvalues to tiny regions, we also use
Theorem 2.1 as a theoretical tool to analytically derive concrete error bounds
between computed eigenvalue approximations and the true values.
16 Appears also as [BH13, Theorem 4.4].
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The next contribution is to apply our notion of pseudospectra to matrix-
valued functions arising in higher order and delay differential equations. Rather
than viewing pseudospectra as merely relating to the size of the perturbation
that will knock a system out of stability, we follow [TE05] and use our definition
to study transient growth, i.e., solution behavior for intermediate times, before it
ultimately settles down into the asymptotic behavior dictated by eigenvalues.
We are able to concretely bound transient behavior both above and below, and
a model for a semiconductor laser with phase-conjugate feedback acts as the
central example.
The last contribution of this thesis is about the resonances for electrons
trapped in circular quantum corrals, microscopic structures built by placing
atoms in a circle on a metal surface. Starting from a differential equation, we
reduce the problem of finding resonances to a nonlinear eigenvalue problem for
a matrix-valued function, discussing the error in each step. Along the way, we
use the pseudospectral inclusion result Theorem 2.5 and the Gershgorin gen-
eralization Theorem 2.1 in both theoretical and computational capacities. The-
orem 2.5 and first order perturbation theory results are then used to create a
framework for comparing models. We then use this framework to bound the er-
ror between resonances computed from the naı¨ve particle-in-a-box model and
resonances computed from a model that takes quantum tunneling into account.
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CHAPTER 2
LOCALIZATION THEOREMS FOR GENERAL MATRIX-VALUED
FUNCTIONS1
2.1 Gershgorin theorems
In this section, we show how to localize eigenvalues of a matrix-valued function
T by looking at simple functions of its entries Ti j.
2.1.1 Inspiration
Suppose A ∈ Cn×n is split into A = D + F where D is diagonal. Since the zeros
of a polynomial depend continuously on the polynomial coefficients, the zeros
of det(D + sF − zI) move continuously from the diagonal entries of D to the
eigenvalues of A as s is increased from 0 to 1.
We can restrict where the paths between the eigenvalues of D and A can be
in the following way. First, let s be arbitrary and let λ, v be an eigenpair for
M = D + sF, that is, λ is on one of the paths connecting eigenvalues of D and
A. Then
∑n
j=1 Mi jv j = λvi for all i = 1, ...n. A little manipulation turns this into∑n
j=1 sFi jv j = (λ−Dii)vi, i = 1, ..., n. Then |λ−Dii| |vi| ≤ s
∑n
j=1 |Fi j| |v j| for all i = 1, ..., n.
Hence, |λ − Dii| ≤ s∑nj=1 |Fi j| for at least one value of i, namely the one such that
|vi| = max j |v j|. Furthermore, for this i, |λ − Dii| ≤ ∑nj=1 |Fi j| since 0 ≤ s ≤ 1.
The preceding are the proof ingredients for the Gershgorin Circle Theo-
rem [Var04], which states that the eigenvalues of A live in the union of the n
1This chapter is partially based on [BH13].
23
Gershgorin disks {|z − Dii| ≤ ∑ j |Fi j|}, i = 1, 2, ..., n, and that in every connected
component of this union the number of eigenvalues of D and A are the same.
Remark 2.1. The eigenvalues of a matrix A can be localized by applying the
Gershgorin Circle Theorem to any matrix with the same eigenvalues, namely
VAV−1 for nonsingular V . As discussed in [Var04, §1.4], this could be useful if
the Jordan normal form of A is expensive or inaccurate to compute.
Remark 2.2. Also as discussed in [Var04, §1.1], the Gershgorin Circle Theorem
is just one example of how to turn a nonsingularity test into an eigenvalue lo-
calization result.
A major convenience of the Gershgorin Circle Theorem is that each Gersh-
gorin disk is computed merely by adding up a few scalars. The next best thing
is localization regions that come from analyzing small matrices. For instance, if
we take a square matrix A with Av = λv and partition this equation into m block
rows and columns we get
A11 A12 . . . A1m
A21 A22 . . . A2m
...
...
. . .
...
Am1 Am2 . . . Amm


v1
v2
...
vm

=

λv1
λv2
...
λvm

. (2.1)
In parallel to the argument used for the Gershgorin Circle Theorem, let us split
A into D + F, where D is block diagonal according to the above partition. Then
the i-th block row equation is
∑m
j=1 Fi jv j + Diivi = λvi, which we can rearrange as
(Dii − λI)vi = −∑mj=1 Fi jv j. Then for ‖vi‖ = max j ‖v j‖,
‖(Dii − λI)vi‖
‖vi‖ ≤
m∑
j=1
‖Fi j‖. (2.2)
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By definition of induced norm, the left hand side is greater than or equal to
‖(Dii − λI)−1‖−1. Therefore, according to the block diagonal version of Gersh-
gorin’s theorem [Var04, Theorem 6.3], eigenvalues of A live in the union of the
m Gershgorin regions {z ∈ C : ‖(Dii − zI)−1‖−1 ≤ ∑mj=1 ‖Fi j‖}, i = 1, 2, ...,m.
Remark 2.3. As z approaches an eigenvalue of Dii, ‖(Dii − zI)−1‖−1 approaches
zero, so we should consider the eigenvalues of each Dii to live in the i-th set.
Furthermore, each connected component of the union should contain the same
number of eigenvalues of D and A by the same reasoning as before.
2.1.2 Useful tools
Most of the proof ingredients in Section 2.1.1 will essentially be reused to de-
rive localization results for the eigenvalues of general matrix-valued functions
T (z). However, there are two points that must be handled with more care in the
latter case. First, in the previous discussion of the Gershgorin Circle Theorem,
we used the fact that the zeros of a polynomial are continuous functions of the
coefficients to justify that the same number of eigenvalues of D and A live in a
given connected component of the union of Gershgorin regions. Since det T (z)
is not necessarily a polynomial, we will need the argument principle to justify
this counting result. Second, in contrast to Gershgorin disks for a matrix A, the
“Gershgorin regions” we will derive for the eigenvalues of T (z) can be arbitrar-
ily shaped and we would like to be able to say that every connected component
contains at least one eigenvalue of T . While this is completely obvious for Ger-
shgorin disks, the theory of subharmonic functions will be needed to show it
for the Gershgorin regions for T .
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Recall that if f is a function analytic in open set U, then for Γ a simple closed
curve inside U on which f is nonzero, the number of zeros (counting multiplic-
ity) of f inside Γ is
N f =
1
2pii
∮
Γ
f ′(z)
f (z)
dz. (2.3)
This is usually called the argument principle and can be found in standard
complex analysis references, e.g., [Rud87, Theorem 10.43a]. For a given regu-
lar, analytic matrix-valued function T (z) with domain Ω ⊃ U, the number of
eigenvalues of T (counting multiplicity) inside Γ can be computed by putting
f (z) = det T (z).2
Lemma 2.1. (based on [BH13, Lemma 2.1]) Suppose T : Ω→ Cn×n and E : Ω→ Cn×n
are analytic, and that Γ ⊂ Ω is a simple closed contour. If T (z) + sE(z) is nonsingular
for all s ∈ [0, 1] and all z ∈ Γ, then T and T + E have the same number of eigenvalues
inside Γ, counting multiplicity.
Proof. Define f (z; s) = det(T (z) + sE(z)). By hypothesis, f (z; s) , 0 on Γ× [0, 1] and
we can apply the argument principle to compute N f (·,s) for every s ∈ [0, 1]. Since
N f (·,s) is integer-valued and continuous in s, it is constant. 
Recall that a continuous function f : Ω ⊂ C → R is called subhar-
monic [Rud87, Definition 17.1] if it satisfies
f (a) ≤ 1
2pi
∫ pi
−pi
u(a + reiθ) dθ (2.4)
whenever the integrand lies entirely in Ω. It is easy to see from this property that
subharmonic functions obey the maximum principle, i.e., the maximum over a
set cannot occur on the interior or (2.4) would be violated.
2 Since ddz det(T (z)) = det(T (z)) tr
(
T (z)−1T ′(z)
)
[MN07a, III.8.3], Ndet T (z) = 12pii
∮
Γ
tr
(
T (z)−1T ′(z)
)
dz.
26
Lemma 2.2. If v : Ω→ Cn is an analytic vector-valued function, v , 0 on K, then ‖v‖1
is subharmonic, where ‖v‖1 = ∑nj=1 |v j(z)|.
Proof. Since each v j(z) is analytic, each log |v j(z)| is harmonic (this can be veri-
fied directly using the fact that v j satisfies the Cauchy-Riemann equations) and
therefore trivially subharmonic. Second, the composition |v j(z)| = exp(log |v j(z)|)
is subharmonic [Rud87, Theorem 17.2] because exp is monotonically increas-
ing and convex (preserving (2.4) by Jensen’s inequality [Rud87, Theorem 3.3]).
Hence, each |v j(z)|must obey (2.4), i.e.,
|v j(a)| ≤ 12pi
∫ pi
−pi
|v j(a + reiθ)| dθ. (2.5)
Furthermore, ‖v(z)‖1 is continuous since each |v j(z)| is continuous. Finally,
‖v(a)‖1 =
n∑
j=1
|v j(a)| ≤ 12pi
∫ pi
−pi
 n∑
j=1
|v j(a + reiθ)|
 dθ = 12pi
∫ pi
−pi
‖v(a + reiθ)‖1 dθ (2.6)
shows that ‖v(z)‖1 is subharmonic, as desired. 
That was basically a warm-up, but it is all we need for the generalization
of the Gershgorin Circle Theorem to the case of matrix-valued functions. For
the block diagonal extension, we need a more general version of the previous
lemma, and a lemma that involves matrix norms.
Lemma 2.3. If v : K → Cn is an analytic vector-valued function on a compact set K,
with v , 0 on K, then ϕ(z) = ‖v(z)‖ is subharmonic for any norm ‖ · ‖.
Proof. First, notice that ϕ(z) is continuous because v is. Next, as a con-
sequence [Rud87, Remarks 5.21] of the Hahn-Banach theorem, ‖v(z)‖ =
sup`∗∈B∗ |`∗v(z)|where B∗ is the set of bounded linear functionals on Cn with norm
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equal to 1. For any given `∗ ∈ B∗, `∗v(z) is an analytic function C → C. There-
fore |`∗v(z)| is subharmonic by the same reasoning as in Lemma 2.2. We will now
find a monotone increasing sequence of continuous, subharmonic functions that
converges uniformly to ϕ on K.
Since the dual B∗ is finite-dimensional, it has a countable dense subset (` j).
Define ϕm(z) = max j≤m |`∗jv(z)|. Because f , g continuous and subharmonic im-
plies max( f , g) is continuous (max( f , g) = 12 ( f + g + | f − g|)) and subharmonic
(check (2.4)), it follows that each ϕm is continuous and subharmonic. Since
ϕm(z) ≤ ϕm+1(z) for all m and all z ∈ K and ϕm → ϕ pointwise, ϕm → ϕ uni-
formly on K [Rud76, Theorem 7.13]. Using the fact that each ϕm satisfies (2.4),
we have
ϕ(a) = lim
m→∞ϕm(a) ≤ limm→∞
1
2pi
∫ pi
−pi
ϕm(a + reiθ) dθ =
1
2pi
∫ pi
−pi
ϕ(a + reiθ) dθ (2.7)
where the last equality follows from the uniform convergence ϕm → ϕ
by [Rud76, Theorem 7.16]. Therefore ϕ is subharmonic. 
Our last lemma of this type has to do with norms of matrix-valued functions.
Lemma 2.4. Suppose B : K → Cp×n is a regular, analytic matrix-valued function on
compact domain K, B , 0 on K. Then ϕ(z) = ‖B(z)‖ is subharmonic for any norm ‖ · ‖
induced by a vector norm.
Proof. Since ϕ(z) = max‖v‖=1 ‖B(z)v‖, let (v j) be a countable dense subset of the unit
ball of Cn under ‖ · ‖ such that B(z)v j , 0 for all v j. Define ϕm(z) = max j≤m |B(z)v j|.
Each B(z)v j is an analytic, nonzero, vector-valued function on K, hence each
‖B(z)v j‖ is continuous and subharmonic by Lemma 2.3. (ϕm) is pointwise mono-
tone increasing and ϕm → ϕ pointwise, so ϕm → ϕ uniformly by [Rud76, Theo-
rem 7.13], and hence ‖B(z)‖ is subharmonic by [Rud76, Theorem 7.16]. 
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2.1.3 Extensions for matrix-valued functions
In this section, for a given set S we denote by S ε the union of closed ε-balls
centered at elements of S , i.e., S ε =
⋃
z∈S {w ∈ C : |w − z| ≤ ε}. The following
extension to the Gershgorin Circle Theorem is adapted from [BH13, Theorem
3.1].
Theorem 2.1. Suppose T (z) = D(z) + E(z) where D, E : Ω → Cn×n are analytic and D
is diagonal. Define G =
⋃n
j=1 G j, where
G j =
{
z ∈ Ω : |D j j(z)| ≤ r j(z)
}
, r j(z) =
n∑
k=1
|E jk(z)|. (2.8)
is called the j-th Gershgorin region. Then
(a) Λ(T ) ⊂ G.
(b) If U is a bounded connected component of G such that the closure of U in C is
contained in Ω, thenU contains the same number of eigenvalues of T and D.
(c) If in addition U is the union ⋃mk=1Uk where each Uk is a connected component of
some Gershgorin region G j, thenU contains at least m eigenvalues.
Proof. Following the proof sketch for the Gershgorin Circle Theorem in Sec-
tion 2.1.1, suppose λ, v is an eigenpair for D(z) + sE(z) for some s ∈ [0, 1], i.e.,
(D(λ) + sE(λ))v = 0. Then for each row j,
∑n
k=1 sE jk(λ)vk + D j j(λ)v j = 0, or
D j j(λ)v j = −s∑nk=1 E jk(λ)vk. For |v j| = maxk |vk|, |D j j(λ)| ≤ r j(λ). Therefore every
eigenvalue of D(z) + sE(z) is contained in some G j, for every s ∈ [0, 1]. This
statement with s = 1 is (a).
To prove (b), first we show that the distance betweenU and G − U is finite.
Now,G is closed in Ω because it is the finite union of closed setsG j. By definition
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of connected component,G is the union of disjoint setsU andG−U, from which
it is clear that each is closed in Ω as well. ThereforeU andG−U cannot share any
limit points in Ω. By assumption, the closure ofU in C is a subset of Ω, whereas
the closure of G −U in C can only add limit points from C −Ω. Hence there is a
finite distance betweenU and G−U in C. Then it is clear that ∂Uε ⊂ (C−G)∩Ω
for sufficiently small ε. Since D(z) + sE(z) is nonsingular in (C −G)∩Ω for every
s, we can apply Lemma 2.1 with Γ = ∂Uε to show that D and T have the same
number of eigenvalues inside each Uε for every sufficiently small ε, and hence
D and T have the same number of eigenvalues inU.
To prove (c), it is enough to show that each bounded connected component
V of G j with V ⊂ Ω contains at least one zero of the scalar function D j j. First
notice that V is closed by the same reasoning used previously. Therefore V is
compact. Now define the meromorphic vector-valued function v : Ω → C¯n 3 by
vk(z) = E jk(z)/D j j(z), so that G j = {z ∈ Ω : 1 ≤ ‖v(z)‖1}. By previous argument,
∂Vε ⊂ (C−G j)∩Ω for ε small enough. Notice that ‖v(z)‖1 < 1 on ∂Vε but ‖v(z)‖1 ≥
1 on V ⊂ Vε. If D j j , 0 on a given V¯ε, which is compact, then Lemma 2.2
shows that ‖v(z)‖1 is subharmonic onVε and hence the maximum of ‖v(z)‖1 must
occur on the boundary ∂Vε. But as we have just pointed out, this is impossible.
Therefore D j j must have at least one zero in each Vε for every ε sufficiently
small. Thus, D j j must have at least one zero inV. 
Remark 2.4. By applying permutations and similarity transformations that pre-
serve the spectrum, different Gershgorin regions can be obtained. Taking the
intersection of several is often helpful.
The proof of b) given above hinges on hypotheses that allow us to use
3The symbol C¯ denotes the extended complex plane C ∪ {∞}.
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Lemma 2.1. These hypotheses are in fact necessary, as demonstrated by the two
simple examples that follow. The first shows what can happen if a component
of the inclusion region G is not contained in Ω.
Example 2.1. Consider the matrix-valued function
T (z) =
z − 0.2
√
z + 1 −1
0.4
√
z 1
 . (2.9)
Since the square root function is multi-valued, the domain of T must exclude
a branch cut in order that T be analytic on its domain Ω. Taking the principal
branch of the square root corresponds to Ω = C − (−∞, 0]. By Theorem 2.1, the
eigenvalues of T are confined to G1 ∪G2, where
G1 =
{
z : |z − 0.2√z + 1| ≤ 1
}
(2.10)
G2 =
{
z : 1 ≤ |0.4√z|
}
. (2.11)
These regions are shaded and labeled in Figure 2.1.
Now, det T (z) = z + 0.2
√
z + 1, which is formally satisfied by
√
z = −0.1 ±
i
√
0.99. These numbers are in the left half-plane. However, the range of the
principal branch of the square root is the right half-plane. Therefore T has no
eigenvalues at all given our choice of square root branch. Taking D(z) = diag(z −
0.2
√
z+1, 1), the zeros of detD(z) satisfy 0.1± i√0.99, which are in the range of the
principal branch of the square root. The corresponding values of z are ≈ −0.980±
0.199i, which are in the G1 component. Hence D and T have different numbers
of eigenvalues in the component G1, but this does not violate Theorem 2.1(b)
because G1 intersects Ωc.
The second example addresses the hypothesis of boundedness.
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Figure 2.1: Inclusion regions for hypothesis-illustrating examples.
Example 2.2. The bilby example from [BHM+13] is a quadratic eigenvalue
problem T (z) = Az2 + Bz +C,
A =

0 0.05 0.055 0.08 0.1
0 0 0 0 0
0 0.2 0 0 0
0 0 0.22 0 0
0 0 0 0.32 0.4

, B =

−1 0.01 0.02 0.01 0
0 −1 0 0 0
0 0.04 −1 0 0
0 0 0.08 −1 0
0 0 0 0.04 −1

, C =

0.1 0.04 0.025 0.01 0
0.4 0 0 0 0
0 0.16 0 0 0
0 0 0.1 0 0
0 0 0 0.04 0

.
(2.12)
Eigenvalues of T are confined to G =
⋃5
j=1 G j,
G1 =
{
z : | − z + 0.1| ≤
5∑
k=2
|A1kz2 + B1kz +C1k|
}
(2.13)
G2 =
{
z : | − z| ≤ 0.4} (2.14)
G3 =
{
z : | − z| ≤ |0.2z2 + 0.04z + 0.16|
}
(2.15)
G4 =
{
z : | − z| ≤ |0.22z2 + 0.08z + 0.1|
}
(2.16)
G5 =
{
z : |0.4z2 − z| ≤ |0.32z2 + 0.04z + 0.04|
}
. (2.17)
The boundary of the union G is depicted in Figure 2.1 (right) in thick blue
line, along with eigenvalues of T (◦) and the diagonal D(z) = diag([−z +
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0.1,−z,−z,−z, 0.4z2 − z]) (∗). The Gershgorin region G itself is the union of the
regions outside the outer curve and within the inner curve, thus the inner com-
ponent must contain the same number of eigenvalues of T and D by Theo-
rem 2.1(b). Computing the eigenvalues of T and D (e.g., with polyeig from
MATLAB) confirms that each has 5 eigenvalues in the inner component. We also
learn that D has only one eigenvalue in the outer component, at 2.5, while T has
two: one at ≈ 2.5 and one at ≈ 1123. The fact that D and T have different num-
bers of eigenvalues in the outer component is not a violation of Theorem 2.1(b)
because the outer component is unbounded.
The next theorem is an extension of a block version of Gershgorin’s theo-
rem [Var04, Theorem 6.3].
Theorem 2.2. Suppose T (z) = D(z) + E(z) where D, E : Ω → Cn×n are analytic, D is
block diagonal, and E is split into blocks according to the same partition of {1, 2, ..., n}
and the j, k block is size n j × nk. Let ‖ · ‖ denote any vector norm and the corresponding
induced matrix norm. Define
G˜ j =
{
z ∈ Ω : 1 ≤
n∑
k=1
‖D j j(z)−1E jk(z)‖
}
, (2.18)
G j =
{
z ∈ Ω : ‖D j j(z)−1‖−1 ≤
n∑
k=1
‖F jk(z)‖
}
(2.19)
and G =
⋃
jG j, and G˜ =
⋃
j G˜ j. Then
(a) Λ(T ) ⊂ G˜ ⊂ G.
(b) IfU is a bounded connected component of G (or G˜) such that the closure ofU in C
is in Ω, thenU contains the same number of eigenvalues of T and D.
(c) If in addition U is the union ⋃mk=1Uk where each Uk is a connected component of
some G˜ j, thenU contains at least m eigenvalues.
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Proof. Suppose (D(λ) + sE(λ)) v = 0 and split v accordingly so that vk is length
nk. Then the j-th block row of this equation is
∑n
k=1 sE jk(λ)vk + D j j(λ)v j = 0,
or equivalently v j = −s∑nk=1 D j j(λ)−1E jk(λ)vk. If ‖v j‖ = maxk ‖vk‖, then 1 ≤∑n
k=1 ‖D j j(λ)−1E jk(λ)‖, which shows λ ∈ G˜ j. So for every s ∈ [0, 1], each eigen-
value of D(z) + sE(z) is in some G˜ j. And since 1 ≤ ∑k ‖D j j(z)−1E jk(z)‖ implies
1 ≤ ∑k ‖D j j(z)−1‖ ‖E jk(z)‖ which is equivalent to ‖D j j(z)−1‖−1 ≤ ∑k ‖E jk(z)‖, it fol-
lows that G˜ j ⊂ G j for each j. Therefore we have (a). The proof for (b) is the same
as in Theorem 2.1.
To prove (c), it suffices to show that ifV is a bounded connected component
of G˜ j with V ⊂ Ω, then V contains at least one eigenvalue of D j j. As a closed
and bounded set,V is compact. As in Theorem 2.1, ∂Vε ⊂ (C−G˜ j)∩Ω for ε small
enough. Now, for each k, D j j(z)−1F jk(z) is a meromorphic matrix-valued function
Ω → C¯n j×nk with poles at the eigenvalues of D j j. If D j j has no eigenvalues in V¯ε,
which is compact, then Lemma 2.4 shows that ‖D j j(z)−1F jk(z)‖ is subharmonic on
Vε for every k = 1, 2, ..., n, and hence f (z) := ∑nk=1 ‖D j j(z)−1F jk(z)‖ is subharmonic
onVε. Then the maximum of f overVε must occur on the boundary. But this is
impossible, because by definition of G˜ j we have f (z) ≥ 1 onV ⊂ Vε and f (z) < 1
on ∂Vε. So, the matrix-valued function D j j must have at least one eigenvalue in
Vε for every sufficiently small ε. Therefore D j j must have at least one eigenvalue
inV. 
2.2 Bauer-Fike theorems
Suppose B = A+ E ∈ Cn×n where AV = VD is an eigendecomposition for A and E
is small. If λ is an eigenvalue of B, then (λI−B)u = 0 for some u , 0 by definition,
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which can be rearranged as (λI − A)u = Eu. Now, (zI − D)−1 = ∑nj=1(z − D j j)−1e jeTj
where e j is the j-th column of the identity matrix. Similarly,
(zI − A)−1 = V(zI − D)−1V−1 =
N∑
j=1
(z − D j j)−1(Ve j)(eTj V−1). (2.20)
Therefore u =
∑N
j=1(λ − D j j)−1(Ve j)(eTj V−1)Eu. Taking norms, this implies that if λ
is an eigenvalue of B, then
1 ≤ ‖E‖
N∑
j=1
|λ − D j j|−1‖(Ve j)(eTj V−1)‖. (2.21)
Similar to the derivation of Gershgorin regions, let
‖(Vei)(eTi V−1)‖/|λ − Dii| = maxj ‖(Ve j)(e
T
j V
−1)‖/|λ − D j j|. (2.22)
Then multiplying by |λ − Dii|/‖(Vei)(eTi V−1)‖ gives
|λ − Dii|
‖(Vei)(eTi V−1)‖
≤ ‖E‖
N∑
j=1
1 = n‖E‖. (2.23)
Multiplying by ‖(Vei)(eTi V−1)‖ gives
|λ − Dii| ≤ n‖E‖ ‖(Vei)(eTi V−1)‖. (2.24)
So far we are following the reasoning leading up to Theorem IV in [BF60]
(also very similar to [Var04, Theorem 1.22]), which in slightly different notation
states that all eigenvalues of B must lie in the subset of C satisfying (2.21), which
is contained in the union
⋃n
i=1 Mi, where Mi is the set satisfying condition (2.24).
In terms of matrix-valued functions, we have just derived inclusion regions
for the eigenvalues of T (z) = A − zI + E based on knowledge of the eigenvalues
of A. This process carries over to the case where E is a matrix-valued function
without much adjustment, leading to a generalization of [BF60, Theorem IV].
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Theorem 2.3. Let T (z) = A−zI+E(z), where E : Ω→ Cn×n and A ∈ C with AV = VD.
Then
Λ(T ) ⊂ M :=
{
z ∈ Ω : 1 ≤ ‖E(z)‖
n∑
k=1
|z − d j j|−1‖(Ve j)(eTj V−1)‖
}
⊂
n⋃
i=1
Mi, (2.25)
where
Mi =
{
z ∈ Ω : |z − dii| ≤ n‖E(z)‖ ‖(Vei)(eTi V−1‖
}
. (2.26)
If U is a bounded connected component of M or ⋃ni=1 Mi with the closure of U in C
contained completely in Ω, then U contains the same number of eigenvalues of T and
of A (counting multiplicity).
Proof. Previous discussion shows that Λ(T ) ⊂ M ⊂ ⋃ni=1 Mi. The counting result
follows the same way as in Theorem 2.1. 
Instead of using a bound on the norm of E(z), we can use entrywise bounds.
The next theorem is adapted from [BH13, Theorem 5.3]. The counting result
therein is particularly convenient.
Theorem 2.4. If T = A − zI + E(z) as in the previous theorem, and if |E(z)| ≤ F
entrywise on Ω, then Λ(T ) ⊂ ⋃ni=1 Bi where
Bi = {z ∈ C : |z − dii| ≤ φi}, φi := n‖F‖2 sec(θi) (2.27)
is the i-th Bauer-Fike disk and θi is the angle between Vei and V−∗ei. Furthermore, ifU
is a bounded connected component of the union
⋃n
i=1 Bi consisting of exactly m Bauer-
Fike disks, and if the closure of U in C is contained in Ω, then U contains exactly m
eigenvalues of T .
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Proof. We start from the point in the previous proof where we have deduced
(λI − A)u = E(z)u for λ an eigenvalue of T , and take a different path. Premulti-
plying by V−1 gives (λI − D)x = V−1E(z)Vx where x = V−1u. The i-th row of this
equation reads
(λ − Dii)xi =
n∑
k=1
(V−1EV)ikxk =
n∑
k=1
 n∑
`=1
(V−1)i`(EV)`k
 xk (2.28)
=
n∑
k=1
 n∑
`=1
(V−1)i`
 n∑
m=1
E`mVmk
 xk (2.29)
so
|λ − Dii| |xi| ≤
n∑
k=1e
 n∑
`=1
|(V−1)i`|
 n∑
m=1
|E`m| |Vmk|
 |xk| = n∑
k=1
(
|V−1| |E| |V |
)
ik
|xk| (2.30)
=
n∑
k=1
eTi |V−1| |E| |V |ek |xk| (2.31)
where for a matrix A = (ai j) ∈ Cn×n, |A| is defined as |A| = (|ai j|) ∈ Rn×n≥0 .
Using the assumption on E, this becomes |λ − Dii| |xi| ≤ ∑nk=1 eTi |V−1|F|V |ek |xk|.
If we let |xi| = maxk |xk|, then |λ − Dii| ≤ ∑nk=1 eTi |V−1| F |V |ek. Since ∑nk=1 |V |ek = |V |e
where e is the vector of all ones, we have |λ−Dii| ≤ eTi |V−1| F |V |e. Taking 2-norms,
it follows that |λ − Dii| ≤ ‖eTi |V−1| ‖2 ‖F‖2 ‖ |V |e‖2.
If we assume that the columns of V have Euclidean length 1, which we
may do without loss of generality, then every entry of V is at most 1 in mag-
nitude. Therefore ‖ |V |e‖2 ≤ n. Since (V−∗ei)∗(Vei) = eTi V−1Vei = 1, cos(θi) =
(‖V−∗ei‖2 ‖Vei‖2)−1 = ‖eTi V−1‖2. Therefore |λ − Dii| ≤ n‖F‖2 sec(θi), as desired.
The counting result follows the same way as in Theorem 2.1. 
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2.3 Pseudospectral localization theorems
Recall that in Section 1.2 we defined the ε-pseudospectrum of a matrix-valued
function T : Ω ⊂ C → Cn×n as the set {z ∈ Ω : ‖T (z)−1‖ > ε−1}, denoted by
Λε(T ), where ‖ · ‖ may be any norm induced by a vector norm. The equiva-
lences mentioned in that definition are proved in the next proposition which
parallels [TE05, Theorem 2.1].
Proposition 2.1. Let T : Ω ⊂ C → Cn×n be a matrix-valued function, and let ε > 0 be
fixed. Define E as the set of matrix-valued functions E : Ω→ Cn×n satisfying ‖E(z)‖ < ε
on all of Ω, and define E0 to be the subset of n × n matrices E0 with ‖E0‖ < ε. Then the
following definitions are equivalent:
Λ(T ) = {z ∈ Ω : ‖T (z)−1‖ > −1} (2.32)
=
⋃
E∈E
Λ(T + E) (2.33)
=
⋃
E0∈E0
Λ(T + E0). (2.34)
Proof. Denote the sets in (2.32), (2.33), and (2.34) as Λ1 (T ), Λ2 (T ), and Λ3 (T ). We
break the proof into three steps:
z ∈ Λ2 (T ) ⇐⇒ z ∈ Λ3 (T ): If T (z) + E(z) is singular for some E ∈ E, then
T (z) + E0 is singular for E0 = E(z). Since E0 ∈ E0, it follows that z ∈ Λ3 (T ).
Conversely, if T (z) + E0 is singular for some E0 ∈ E0, then T (z) + E(z) is singular
for E the constant function E0.
z < Λ1 (T ) =⇒ z < Λ3 (T ): Suppose ‖T (z)−1‖ ≤ −1. Then for any E0 such that
‖E0‖ < , we have that ‖T (z)−1E0‖ < 1, so there is a convergent Neumann series4
for I + T (z)−1E0. Thus, (T (z) + E0)−1 = (I + T (z)−1E0)−1T (z)−1 is well defined.
4 A Neumann series is the matrix version of a geometric series.
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z ∈ Λ1 (T ) =⇒ z ∈ Λ3 (T ): Eigenvalues of T belong to both sets, so we
need only consider z ∈ Λ1 (T ) not an eigenvalue. So suppose T (z) is invertible
and s−1 = ‖T (z)−1‖ > −1. Then T (z)−1u = s−1v for some vectors u and v with unit
norm; alternately, write su = T (z)v. Let E0 = −suw∗, where w∗ is a dual vector of
v. Then ‖E0‖ = s < , and T (z) + E is singular with v as a null vector. 
Remark 2.5. If ‖ · ‖ = ‖ · ‖2, then the 2-norm ε-pseudospectrum of T is the set
Λε(T ) = {z ∈ Ω : σmin(T (z)) < ε}.
The following result is nearly identical to the analogous statement for pseu-
dospectra of a matrix [TE05, Theorem 4.2].
Proposition 2.2. Suppose T : Ω → Cn×n is analytic and U is a bounded connected
component of Λ(T ) with the closure of U in C contained completely in Ω. Then U
contains an eigenvalue of T .
Proof. If T (z)−1 is analytic on U¯, then by Lemma 2.4 ‖T (z)−1‖ is subharmonic on
U¯. Therefore, the maximum of ‖T (z)−1‖ must be attained on the boundary. But
‖T (z)−1‖ = −1 for z ∈ ∂U, and ‖T (z)−1‖ > −1 for z ∈ U. Therefore, T (z)−1 cannot
be analytic onU, i.e., there is an eigenvalue inU. 
Keep in mind that we are interested in computing approximate eigenvalues
for a matrix-valued function T by finding some Tˆ ≈ T such that the eigenval-
ues of Tˆ are easy to compute. To see the relationship between pseudospectra
of T and the eigenvalues of Tˆ , consider Tˆ = T − E with ‖E(z)‖ < ε. Then
Tˆ (z)−1 = (T (z) − E(z))−1 = (I − T (z)−1E(z))−1T (z)−1. If ‖T (z)−1E(z)‖ < 1, then the
Neumann series
∑∞
j=0(T (z)
−1E(z)) j for (I−T (z)−1E(z))−1 converges; if ‖T (z)−1‖ ≤ ε−1
this is guaranteed. Therefore, if ‖T (z)−1‖ ≤ ε−1, then Tˆ (z)−1 is finite. Therefore if z
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simultaneously satisfies ‖E(z)‖ < ε and ‖T (z)−1‖ ≤ ε−1, then z is not an eigenvalue
of Tˆ . Corresponding to this nonsingularity test is an inclusion result.
Lemma 2.5. If λ is an eigenvalue of Tˆ = T − E satisfying ‖E(λ)‖ < ε, then ‖T (λ)−1‖ >
ε−1, i.e., λ is in the ε-pseudospectrum of T .
The nonsingularity test also gives us an opportunity to apply Lemma 2.1 to
get a counting result.
Lemma 2.6. If U is a bounded connected component of Λε(T ) such that the closure of
U in C is contained in the subset Ωε = {z ∈ Ω : ‖E(z)‖ < ε}, thenU contains the same
number of eigenvalues of T and Tˆ = T − E.
Proof. Notice that U, as a connected component of Λε(T ) = {z ∈ Ω : ‖T (z)−1‖ >
ε−1}, is open in Ω. By assumption on U, it follows that ∂U is completely con-
tained in Ωε. Since ‖T (z)−1‖ = ε on ∂U by definition of Λε(T ), ∂U is not in Λε(T ).
By the contrapositive of Lemma 2.5, no point of ∂U is an eigenvalue of Tˆ = T−E.
Furthermore, since ‖sE(z)‖ ≤ ‖E(z)‖ for s ∈ [0, 1], no point of ∂U is an eigenvalue
of T − sE for any s ∈ [0, 1]. Therefore we can apply Lemma 2.1 with Γ = ∂U and
the claim follows. 
The lemmas above result in the following theorem adapted from [BH13, The-
orem 4.4].
Theorem 2.5. Suppose T, Tˆ : Ω→ Cn×n are regular analytic, define E(z) = T (z)− Tˆ (z)
and let Ωε = {z ∈ Ω : ‖E(z)‖ < ε}. Then
Λ(T ) ∩Ωε ⊂ Λε(Tˆ ) and Λ(Tˆ ) ∩Ωε ⊂ Λε(T ). (2.35)
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Furthermore, if U is a bounded connected component of Λε(T ) such that the closure of
U in C is in Ωε, then U contains exactly the same number of eigenvalues of T and Tˆ
(counting multiplicity).
Proof. The second inclusion in (2.35) is Lemma 2.5 applied to every eigenvalue
of T in Ωε, while the first follows the same way after interchanging the roles of
T and Tˆ . The counting result is a restatement of Lemma 2.6. 
2.3.1 Recommendations
Our intention is for Theorem 2.5 to be used to localize the eigenvalues of a
matrix-valued function T in the following way:
1. Choose a region, call it U, where eigenvalues of T are desired.
2. Plot pseudospectra for T on U.
3. Form a matrix-valued function Tˆ such that the eigenvalues of Tˆ are easy
to compute and ‖T − Tˆ‖ is small enough on U that Theorem 2.5 applies to
some (ideally all) components of Λε(T ) within U.
4. Compute the eigenvalues of Tˆ and use them in combination with the pseu-
dospectra for T to deduce localization regions and counts for eigenvalues
of T in U according to Theorem 2.5.
5. Compute the eigenvalues of T using an integral-based or iterative method.
Step 1 is up to the user. Step 2 can be accomplished by computing the values
of ‖T (z)−1‖−1 on a mesh of U and inputting the results into a good contour plot-
ter, e.g. contour in MATLAB. This is straightforward in theory, but for large
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problems this may be quite expensive. If it so happens that ‖ · ‖ = ‖ · ‖2 is the
2-norm (a choice we make in every pseudospectral plot in this thesis), then we
have an important simplification according to the remark after Proposition 2.1,
namely that ‖T (z)−1‖−12 = σmin(T (z)), and hence the boundary of the 2-norm ε-
pseudospectrum of T is the set of points where σmin(T (z)) = ε. Then a contour
plot should be created by computing the values of σmin(T (z)) on a mesh of U
and inputting the results into a contour plotter. Either way, the resulting picture
should show (parts of) the boundary of Λε(T ) for several ε as contours, each
labeled with their respective ε, and some of these contours will be closed.
Now we come to Step 3, which is the heart of the process. Suppose for con-
creteness that during Step 2 we found that µ is a value such that the boundary
of the µ-pseudospectrum of T inside U consists of several closed contours. Then
a reasonable next step is to find another matrix-valued function Tˆ such that
‖T − Tˆ‖ < µ on U, or at least on a neighborhood of at least one component of
U∩Λµ(T ), and such that the eigenvalues of Tˆ are easy to compute. Many options
immediately come to mind, such as taking Tˆ to be a Taylor polynomial that ap-
proximates T accurately near a certain point, or letting Tˆ be a Chebyshev poly-
nomial that approximates T accurately near a certain interval (see [BH13]). A
flexible approach to constructing such a Tˆ is to design it to be a rational matrix-
valued function. For instance, supposing that T is analytic on and inside a curve
Γ, we can use the Cauchy integral formula in combination with a quadrature
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rule such as the trapezoid rule to do this:
T (z) =
1
2pii
∫
Γ
T (ζ)
ζ − z dz (2.36)
=
1
2pii
∫ 1
0
T (ϕ(x))
ϕ(x) − z ϕ
′(x) dx (ϕ : [0, 1]→ Γ) (2.37)
≈ 1
2pii
N∑
j=1
T (ϕ(x j))
ϕ(x j) − z ϕ
′(x j) (x j − x j−1) (x j = j/N) (2.38)
=
N∑
j=1
W j
z j − z (2.39)
where z j = ϕ(x j) and W j = 12piiT (z j)ϕ
′(x j)(x j − x j−1). By varying Γ and N, the region
where ‖T (z) − ∑ jW j/(z j − z)‖ < µ can be manipulated. Once satisfactory Γ and
N have been found, define Tˆ (z) =
∑N
j=1 W j/(z j − z) with these parameters. As a
rational matrix-valued function, the eigenvalues of Tˆ can be computed via its
linearization 
0 W1 . . . WN
−I z1I
...
. . .
−I zN I

− z

0
−I
. . .
−I

(2.40)
whose Schur complement [Zha05] equals Tˆ . Obviously this method of con-
structing a rational approximation is out of the question for large problems, but
in practice usually only a few entries of a genuinely nonlinear matrix-valued
function need to be approximated and we can use a similar process to accom-
plish the same thing while using less space. This is done in Chapter 5 for a
matrix-valued function that comes from discretizing a linear differential equa-
tion with nonlinearity in the boundary condition. Also, sometimes rational ap-
proximations naturally appear in a series expansion, which we take advantage
of in our treatment of the gun problem in Chapter 3.
Step 4 is now simple. Suppose we have decided on a certain Tˆ in Step 3,
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where Tˆ ≈ T . Then we compute and plot the eigenvalues of Tˆ in the region of
interest U. Suppose now that V is a component of Λµ(T ) such that ‖Tˆ − T‖ < µ
on V¯. By Theorem 2.5, V must contain the same number of eigenvalues of Tˆ
and T .5 Since Λ(T ) ⊂ Λε(T ), this method allows us to localize all eigenvalues of
T within Ωµ = {z ∈ Ω : ‖T − Tˆ‖ < µ}.
Lastly, we come to Step 5. Assume that all eigenvalues of T in U have been
localized, and let V be a bounded component of Λµ(T ) in U. Suppose m eigen-
values of Tˆ are in V, so m eigenvalues of T must be also. Then there are (at
least) three standard approaches to computing those m eigenvalues of T that
use the information provided by the eigenvalues of Tˆ .6 First, we can use a con-
tour integral-based method such as [VBK16], [Bey12], or [AST+09] to compute
the m eigenvalues of T inV. With these methods, it is important to choose an in-
tegration contour that is not too near any eigenvalues, i.e., ‖T (z)−1‖ must not be
too large. Choosing a contour that surroundsV but is not too close to any other
component of Λµ(T ) will eliminate this issue. In addition, knowing the number
of eigenvalues within V in advance simplifies the choice of parameters for the
algorithms and saves on execution time. Second, an iterative, Newton-based
method method such as [Kre09] can be used for simultaneous computation of
the m eigenvalues of T inV. Such an algorithm requires a set of initial guesses,
which we could provide with eigenvalues of Tˆ or with their refinements. We
can then validate the results by checking whether all computed eigenvalues are
still within V. This course is most appropriate if the component V is small or
if we have other reasons to believe that the eigenvalues of Tˆ are very close to
those of T within V. Third, we could use a bordered Newton iteration [Gov00,
5Of course, V contains at least one eigenvalue of T (see Proposition 2.2), so V must contain
at least one eigenvalue of Tˆ as well.
6Each will be demonstrated on at least one example in Chapter 3.
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Ch. 3] on each eigenvalue of Tˆ in V individually and hope for convergence to
an eigenvalue of T . If the limits are distinct, all in V, and there are m of them,
we have found the m eigenvalues of T inV.
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CHAPTER 3
GALLERY OF EXAMPLES
3.1 Naı¨ve application of nonlinear Gershgorin theorem
In this section, we present matrix-valued functions T (z) from the literature
where a naı¨ve splitting into diagonal and off-diagonal parts give useful local-
ization regions.
3.1.1 Single delay PDDE I
This example is taken from the example [Eff13, §5.1] where eigenvalues of the
partial delay differential equation
ut(x, t) = uxx(x, t) + a0u(x, t) + a1(x)u(x, t − τ), u(0, t) = u(pi, t) = 0 (3.1)
a0 = 20, a1(x) = −4.1 + x(1 − exp(x − pi)), τ = 0.2 (3.2)
are studied. Following [Eff13], discretizing with the centered difference approx-
imation uxx(x, t) ≈ (u(x + h, t) − 2u(x, t) + u(x − h, t))/h2 at grid points x j = jh,
h = pi/(n + 1), n = 1000, j = 1, ..., n gives
uxx(x1, t)
...
uxx(xn, t)
 =
1
h2


u(x2, t)
...
u(xn+1, t)
 − 2

u(x1, t)
...
u(xn, t)
 +

u(x0, t)
...
u(xn−1, t)

 . (3.3)
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By the boundary conditions, u(x0, t) = 0 and u(xn+1, t) = 0. Therefore, this dis-
cretization of (3.1) yields1
ut(x1, t)
...
ut(xn, t)
 =

1
h2

−2 1
1 . . . 1
1 −2
 + a0I
︸                           ︷︷                           ︸
A0

u(x1, t)
...
u(xn, t)
 +

a1(x1)
. . .
a1(xn)
︸                    ︷︷                    ︸
A1

u(x1, t − τ)
...
u(xn, t − τ)
 .
(3.4)
Defining v(t) = [u(x1, t), ...u(xn, t)]T gives the first order delay differential equation
v˙(t) = A0v(t) + A1v(t − τ). The asymptotic growth and decay of its solutions are
determined by the eigenvalues of T (z) = zI − A0 − A1 exp(−τz).
Since the off-diagonal part of T (z) is contained in the constant term, we ex-
pect that the diagonal of T (z) becomes more and more dominant as |z| → ∞.
Motivated by this, we apply Theorem 2.1 to T (z). The resulting inclusion re-
gion is unbounded and symmetric about the real axis. Figure 3.1 (left) shows
the part of the inclusion region in [−65, 30] × [0, 32000] ⊂ C. By the time z gets
to the top of this rectangle, the inclusion region has split into connection com-
ponents (see Figure 3.1 (center)), each of which must contain the same number
of eigenvalues of T and zeros of the diagonal entries of T (see the counting re-
sult in Theorem 2.1). The latter are computed using lambertw in MATLAB and
plotted. See [CGH+96] for more on the Lambert W function. Near to the origin
the inclusion region is far less useful (see Figure 3.1 (right)), being comb-shaped
rather than a union of several components. We will return to this example in
Section 3.2 to present very tight inclusion regions derived another way.
1Note the error in the definition of A0 in [Eff13, §5.1] where h2 =
(
pi
n+1
)2
rather than 1/h2 is
used.
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Figure 3.1: Naı¨ve inclusion regions for a single delay PDDE.
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Figure 3.2: Naı¨ve inclusion region for fiber problem and graph of s(z).
3.1.2 Fiber
The fiber problem from [BHM+13], [XH10] is of the form
F(z) = A − zI + s(z)eneTn (3.5)
where n = 2400, en is the last column of the n×n identity, A is real and tridiagonal,
and s(z) involves a ratio of Bessel functions taking multiples of
√
z as arguments.
With the splitting F(z) = Fˆ(z) + E(z) into diagonal and off-diagonal parts,
Theorem 2.1 gives the Gershgorin region inside the thick blue line shown in
Figure 3.2 (left), where the eigenvalues of Fˆ are shown as well (◦). Unfortu-
nately, this contour encircles the origin, which is a branch point for s. Therefore
we cannot use the counting result from Theorem 2.1, and this means we cannot
be sure whether we have computed all the eigenvalues of F using some iterative
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algorithm. Integral-based algorithms cannot be used effectively here because F
is not analytic on any contour surrounding the inclusion region.
Luckily, according to [BHM+13] and the sources cited therein, only the real
and positive eigenvalues are needed. It is known (see [XH10, Example 3] and
Figure 3.2 (right)) that s is negative and decreasing on (0,∞). This allows us
to analytically derive an interval in which real, positive eigenvalues must lie.
From Theorem 2.1, the Gershgorin regions associated to each row are in this
case G j = {|A j j − z| ≤ r j}, j = 1, ..., n − 1, and Gn = {|Ann − z + s(z)| ≤ rn}. Since A is
tridiagonal, r1 = |A12|, rn = |An,n−1|, and r j = |A j, j−1|+ |A j, j+1|, j = 2, ..., n− 1. Then G j
is circular for j ≤ n − 1 and Gn is of some unknown shape, possibly consisting
of multiple components. Recalling that A is real, one can compute how far to
the right each of the G1, ..., Gn−1 reach as max j≤n−1
(
A j j + r j
)
≈ 3.5 × 10−5. As for
Gn, the fact that all three of Ann, s(z), and −z are negative for z > 0 implies that
|Ann − z + s(z)| = |Ann| + |z| + |s(z)| for z > 0. Therefore, z ∈ Gn ∩ (0,∞) is equivalent
to |z| + |s(z)| ≤ |An,n−1| − |Ann|, where the right-hand side is ≈ 2.0818 × 10−4. Clearly
this implies |z| ≤ 2.0818 × 10−4.
Hence we have derived that any positive, real eigenvalue of F must lie in
the interval J = (0, 2.0818 × 10−4]. Using 8 steps of bordered Newton itera-
tion [Gov00, Ch. 3] on T with the right endpoint of J as an initial guess produces
λ = 7.13949430588745 × 10−7, σminT (λ) = 2.1 × 10−16. (3.6)
The table in [XH10, p. 233] shows agreement with this result.
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Figure 3.3: Inclusion regions for planar waveguide problem.
3.1.3 Planar waveguide
The planar waveguide problem from [BHM+13] is of the form T (z) = A4z4 +
A3z3 + A2z2 + A1z + A0, where each A j is in R129×129. Both A1 and A3 are diag-
onal and rank 2, and the rest are tridiagonal, full rank, and have no zeros on
their diagonals. Additionally, the magnitudes of the diagonal entries of A0, A2,
and A4 exceed the magnitudes of the off-diagonal entries by about a factor of 4.
This suggests we can get reasonable inclusion regions by applying Theorem 2.1
without needing to do any transformations. Accordingly, we use the splitting
T (z) = Tˆ (z) + E(z) where Tˆ (z) is the diagonal part of T (z). The resulting inclusion
region for the eigenvalues of T , and the eigenvalues (◦) of Tˆ , are pictured in
Figure 3.3 (left). The eigenvalues of T (∗), computed using MATLAB’s polyeig
are plotted as well.
The matrix A4 is symmetric positive definite, and A0 is a multiple of A4, say
A0 = cA4. Therefore a Cholesky decomposition A4 = RTR can be used for an
eigenvalue-preserving transformation of T : R−TT (z)R−1 = Iz4+B3z3+B2z2+B1z+cI,
where B j = R−TA jR−1. At this point, we can choose to diagonalize any one of B3,
B2, or B1. After experimenting, the best choice of the three is to diagonalize B2,
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since it is full rank (unlike B3) and large in norm. With B2V = VD, we transform
T again to become
T˜ (z) = V−1R−TT (z)R−1V = Iz4 +C3z3 + Dz2 +C1z + cI, C j = V−1B jV.
Then we split T˜ (z) = Tˇ (z) + F(z) where Tˇ (z) is the diagonal part of T˜ (z), and
apply Theorem 2.1. Figure 3.3 (right) shows the resulting inclusion region and
the eigenvalues of Tˇ (+). Although the eigenvalues of Tˇ approximate those of
T much better than do the eigenvalues of Tˆ , the inclusion region is worse. This
shows that the simple splitting T = Tˆ + E sometimes gives better inclusion
regions than a more sophisticated analysis does.
3.1.4 Butterfly I
The butterfly problem from [BHM+13] has nothing to do with butterflies
except that its spectrum resembles one (see Figure 3.4 (left)). The matrix-valued
function whose eigenvalues we want is a matrix polynomial
T (z) = A4z4 + A3z3 + A2z2 + A1z + A0 (3.7)
where each A j ∈ R64×64 is either a symmetric or a skew-symmetric Kronecker
product and each A j is zero off diagonals -8, -1, 0, 1, and 8. If we do not ex-
ploit any of this structure and apply Theorem 2.1 according to the splitting of
T into diagonal and off-diagonal parts, we obtain the inclusion region in Fig-
ure 3.4 (right). Unfortunately, the inclusion region we obtain in this manner
is unbounded. We will revisit this example three times in this chapter, using
strategies of diagonalization and block structure exploitation.
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Figure 3.4: Spectrum and naı¨ve inclusion regions for butterfly problem.
3.2 Diagonalizing the dominant term
In practice, a matrix-valued function is often the sum of a few terms, such as
T (z) = A2z2+A1z+A0, or T (z) = zI−A−Be−z. Diagonalizing one of the terms makes
the diagonal of T (z) bigger where the term is dominant. Applying Theorem 2.1
to the resultant transformed problem gives inclusion regions that are likely to
be tighter in the region where the diagonalized term is dominant. In addition
to the examples presented in this section, see the treatment of the time delay
problem from [BHM+13] in [BH13].
3.2.1 Single delay PDDE II
We return to the example presented in Section 3.1, of the form
T (z) = zI − A0 − A1 exp(−τz) (3.8)
where A0 is tridiagonal and A1 is diagonal. Recall that T comes from asymptotic
stability analysis for solutions to the delay equation v˙(t) = A0v(t) + A1v(t − τ).
Previously we computed inclusion regions which were useful very far from
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the origin. However, the asymptotic stability of solutions to the delay equation
hinges on whether the eigenvalues of T are all in the left half-plane, and growth
of solutions is largely determined by several of the right-most eigenvalues, that
is, the eigenvalues with largest real part. Examining Figure 3.1 makes it clear
the eigenvalues near the origin are the ones of interest for asymptotic analy-
sis, so we should concentrate on localizing those (compare with [§5.1][Eff13],
also discussed in Section 1.1). Because A0 comes from discretizing a differential
equation and has 1/h2 dependence for tiny parameter h, the behavior of T (z)
is dominated by A0 if |z| is small.2 Therefore we diagonalize A0 to obtain the
matrix-valued function
T˜ (z) = zI − D − A˜1 exp(−τz), A0D = DV, A˜1 = V−1A1V (3.9)
with the same spectrum as T . Applying Theorem 2.1 to T˜ gives the inclusion
regions shown in Figure 3.5 (left) on top of the inclusion regions derived in
Section 3.1. The zeros of the diagonal entries of T˜ are also plotted (◦). Notice
that the inclusion region components around the three largest eigenvalues are
so tight that the rightmost is not visible and the other two are barely so.
Because the part of the spectrum near the origin has been localized, we can
now compute those eigenvalues and be confident about the results. We will
use two methods: [Kre09, Algorithm 1] and [Bey12, Algorithm 1], which we call
Kressner’s algorithm and Beyn’s algorithm, respectively. These algorithms both
work for general, analytic matrix-valued functions. Kressner’s algorithm is iter-
ative and requires initial guesses, while Beyn’s algorithm computes eigenvalues
within a user-specified simple, closed contour.
2It is because of the dominance of A0 near the origin, as well as the growth of the exp(−τz)
term in the left half-plane, that the “envelope curve” inclusion region |z| ≤ ‖A0‖2 + ‖A1‖2 exp(−τz)
(see Section 1.3) is not helpful for this problem.
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Figure 3.5: Diagonalization-based inclusion regions and eigenvalues for single
delay PDDE example.
λˆ σminT (λˆ) λ σminT (λ) |λ − λˆ|
-4.622505e+00 +8.086895e+00i 7.87e-03 -4.620537e+00 +8.083313e+00i 3.88e-11 4.09e-03
+1.061861e+01 +0.000000e+00i 3.06e-05 +1.061857e+01 +0.000000e+00i 3.45e-11 3.31e-05
+1.586818e+01 +0.000000e+00i 6.14e-06 +1.586817e+01 +0.000000e+00i 9.19e-12 6.30e-06
+1.893224e+01 +0.000000e+00i 8.09e-06 +1.893225e+01 +0.000000e+00i 1.96e-11 8.20e-06
-1.163801e+01 +0.000000e+00i 8.94e-01 -1.181831e+01 +0.000000e+00i 4.99e-12 1.80e-01
-1.068312e+01 +0.000000e+00i 1.47e-01 -1.071767e+01 +0.000000e+00i 2.65e-11 3.46e-02
-9.237972e+00 +0.000000e+00i 6.73e-02 -9.215977e+00 +0.000000e+00i 2.99e-11 2.20e-02
-5.358304e+00 +0.000000e+00i 1.38e-02 -5.342532e+00 +0.000000e+00i 1.54e-11 1.58e-02
+1.735173e+00 +0.000000e+00i 8.20e-04 +1.733673e+00 +0.000000e+00i 5.96e-12 1.50e-03
Table 3.1: Error table for single delay PDDE I.
Specifically, we will compute the eigenvalues in the origin-containing com-
ponent, the three rightmost eigenvalues, and the eigenvalue near −5 + 8i. We
provide the eigenvalues of T˜ in those components as initial guesses for Kress-
ner’s algorithm applied to T . The initial guesses (◦) and results (∗) are plotted
in Figure 3.5 (right) and tabulated in Table 3.1. The table columns are the initial
guesses λˆ, their residuals σminT (λˆ), the true eigenvalues λ of T computed with
Kressner’s algorithm, their residuals, and finally the absolute errors |λ − λˆ|. The
last show that the eigenvalues of the diagonal part of T˜ are already quite close
to the eigenvalues of T .
The contours drawn around the relevant components in Figure 3.5 (right)
were used as inputs to Beyn’s algorithm, which is sensitive to the choice of
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contour. In particular, if a contour is too close to an eigenvalue, Beyn’s al-
gorithm becomes inefficient or inaccurate [Bey12, Remarks 3.5(d)]. Because
the components of the localization regions are well-separated, we were able to
choose contours that avoided such issues. The pictured contours are an ellipse
−5 + 10 cos(t) + 5i sin(t), unit-radius circles centered at each of the three right-
most eigenvalues of the diagonal part of T˜ , and a radius 2 circle centered at the
eigenvalue of the diagonal part of T˜ near −5 + 8i. The trapezoid rule parameter
N was set to 1000 for the ellipse, 100 for the unit circles, and 200 for the circle
of radius 2. The parameter ` was set to the number of eigenvalues in each con-
tour, respectively, obtained through the counting result in Theorem 2.1 and the
eigenvalues of the diagonal part of T˜ . With the other algorithm parameters set
to tolrank = 10−8, tolres = 10−6 and maxcond = 10, the eigenvalues com-
puted by Beyn’s algorithm agree with those computed by Kressner’s algorithm
to within 10−10 and have residuals with the same order of magnitude.
3.2.2 CD player
The cd player problem from [BHM+13] is of the form T (z) = Iz2 + Cz + K,
where C and K are in R60×60. Since the term with largest growth is a multiple of
the identity, we diagonalize the term with the next largest growth. By doing so,
we expect that inclusion regions far from the origin will be tight. For CV = VD,
we define T˜ (z) = Iz2 + Dz + V−1KV , and split T˜ (z) = Tˆ (z) + E(z) into diagonal
and off-diagonal parts, respectively. Applying Theorem 2.1 with this splitting
gives inclusion regions so tight that they can’t be seen on a plot that includes
all eigenvalues of Tˆ (which are estimates for eigenvalues of T˜ and therefore
for T ). Figure 3.6 shows this and some inclusion regions near a few particular
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Figure 3.6: Inclusion regions for cd player problem.
eigenvalues.
Since T is a matrix polynomial, we take this opportunity to compare with in-
clusion regions obtained through localization results tailored to the polynomial
case. Specifically, from [BNS13, Theorem 2.1], the positive roots of
x2 = ‖C‖x + ‖K‖ (3.10)
x = ‖C−1‖x2 + ‖C−1K‖ (3.11)
1 = ‖K−1‖x2 + ‖K−1C‖ (3.12)
will give us inclusion and exclusion annuli. For this example we use the 2-norm,
and other choices of norm do not make a perceptible difference in the results.
Theorem 2.1.3 in [BNS13] states that there can be no eigenvalues of T with
modulus less than the positive root of (3.12), which turns out to be ≈ 2.2 × 10−4.
In this context, this result is not very interesting because the exclusion disk we
infer is so small. Theorem 2.1.4 in [BNS13] also states that no eigenvalues of
T can have modulus greater than the positive root of (3.10), which is ≈ 1.07 ×
107. This is quite a bit less useful than the inclusion regions we have derived,
since our inclusion regions consist of a large central component and individual
components around each eigenvalue with modulus greater than about 1000,
and the latter components get tighter and tighter as modulus of the eigenvalue
increases. Lastly, Theorem 2.1.1 states that no eigenvalues can have modulus
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Figure 3.7: Comparison with matrix polynomial inclusion regions for the
cd player problem.
between the two positive roots of (3.11). The origin-centered circles with radii
equal to these two positive roots are shown in Figure 3.7 (left) as green curves.
The outer circle does not bound eigenvalue moduli from below as tightly as our
inclusion regions, as discussed above. As for the inner circle, we can see from
Figure 3.7 (right) that our inclusion region for the eigenvalues of small modulus
is bounding moduli just as well, and it is significantly less generous because it
is not forced to be axisymmetric.
3.2.3 Butterfly II
The butterfly problem from [BHM+13] is a matrix polynomial of the form
T (z) =
∑4
j=0 A jz
j, where each A j is a Kronecker product. We have already ap-
proached the problem of localizing the eigenvalues of T once in Section 3.1. In
this section, we will use the fact that the Kronecker products defining A0, A2,
and A4 are related and can be diagonalized simultaneously.
Specifically, M0, M1, and c are certain matrices used to define the matrices
A j in the original source [MW02] cited by [BHM+13]. If M0V0 = V0D0 is the
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eigendecomposition of the real, symmetric matrix M0, and we define V = V0×V0
and X = V∗0M1V0 , then
B0 := V∗A0V = c01(I ⊗ D0) + c02(D0 ⊗ I) (3.13)
B1 := V∗A1V = c11(I ⊗ X) + c12(X ⊗ I) (3.14)
B2 := V∗A2V = −6c21I + 6c21(I ⊗ D0) − 6c22I + 6c22(D0 ⊗ I) (3.15)
B3 := V∗A3V = c31(I ⊗ X) + c32(X ⊗ I) (3.16)
B4 := V∗A4V = 6c41I − 6c41(I ⊗ D0) + 6c42I − 6c42(D0 ⊗ I) (3.17)
gives the transformed matrix-valued function
S (z) = B4z4 + B3z3 + B2z2 + B1z + B0 (3.18)
with the same eigenvalues as T . Splitting S (z) = Sˆ (z) + E(z) into the sum of its
diagonal and off-diagonal parts, respectively, and applying Theorem 2.1 gives
localization regions shown in Figure 3.8 (left). Eigenvalues of Sˆ (∗) and the
true eigenvalues of T (◦) are shown as well. For this particular problem, using
the Kronecker product structure gives localization regions that are much better
than the unbounded localization region that comes from applying Theorem 2.1
directly to T . The latter is shown in Figure 3.8 (right) in blue for comparison.
However, the localization region we derive in this section is not as good as any
of the ones we will derive by using a Cholesky factorization in Section 3.3 (see
Figure 3.12). Therefore, for this particular problem, it is better to prioritize diag-
onalization of the terms with fastest growth than to diagonalize the lower order
terms. The best option of all will be shown in Section 3.5.
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Figure 3.8: Localization region from simultaneous diagonalization of z4, z2, and
constant terms in butterfly problem.
3.2.4 Hospital
The hospital problem from [BHM+13] is of the form T (z) = z2I + Cz + K,
where K and C are order 104 and 10 in 2-norm, respectively. To make inclusion
regions from Theorem 2.1 as tight as possible we need to increase the size of the
diagonal relative to the off-diagonal. Therefore we diagonalize K. If KV = VD,
then an equivalent transformed problem is S (z) = z2I+C˜z+D, where C˜ = V−1CV .
Because the sums
∑
k, j |C˜ jk| are less than 10−6 for all rows j, the components of
the inclusion region obtained via Theorem 2.1 applied to S are so tight as to be
invisible in Figure 3.9 (left). The actual eigenvalues of T (◦) and the eigenvalues
of Sˆ (∗) are also plotted. Each component contains exactly one eigenvalue of Sˆ ,
and by the counting result in Theorem 2.1, exactly one eigenvalue of T . Since
the inclusion regions are so tight, we can analytically derive disks centered at
each eigenvalue of Sˆ that contain the corresponding eigenvalue of T .
First, we recall that the Gershgorin region corresponding to the j-th row
of S is G j = {z : |z2 + C˜ j jz + D j j| ≤ |z|∑k, j |C˜ jk|}. Factoring the quadratic into
(z − z( j)− )(z − z( j)+ ), we have G j = {z : |z − z( j)− | · |z − z( j)+ | ≤ |z|∑k, j |C˜ jk|}. Both z( j)−
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Figure 3.9: Eigenvalues and inclusion regions for the hospital problem.
and z( j)+ are complex conjugate eigenvalues of Sˆ due to the realness of C˜ and
D. We would like to find a radius r j such that the disk B(z
( j)
+ , r j) of radius r j
centered at z( j)+ contains the component of G j surrounding z
( j)
+ (and similarly for
z( j)− ). Using the fact that
∑
k, j |C˜ jk| < 10−6, it’s enough that B(z( j)+ , r j) contain G˜ j =
{z : |z − z( j)− | · |z − z( j)+ | ≤ 10−6|z|}.
Assume that r j < 12 |z( j)+ − z( j)− |, which ensures that the disks surrounding z( j)+
and z( j)− do not intersect. We need r j such that |z − z( j)− | = r j implies that z < int G˜ j.
The latter is equivalent to |z − z( j)− | · |z − z( j)+ | ≥ 10−6|z|. Now, if |z − z( j)− | = r j, the
assumption on r j implies |z − z( j)+ | > 12 |z( j)+ − z( j)− | and |z| ≤ r j + |z( j)− |. Therefore, if
r j
1
2
|z( j)+ − z( j)− | ≥ 10−6(r j + |z( j)− |), (3.19)
then r j|z − z( j)+ | ≥ 10−6|z| (i.e., |z − z( j)− | = r j implies z < G˜ j, as desired). The condi-
tion (3.19) is equivalent to
r j ≥ 10
−6|z( j)− |
1
2 |z( j)+ − z( j)− | − 10−6
. (3.20)
the right-hand side is less than 12 |z( j)+ − z( j)− | for all j, so there is no inconsistency
with the original assumption on r j. Obviously we take r j as small as possible,
60
namely
r j =
10−6|z( j)− |
1
2 |z( j)+ − z( j)− | − 10−6
. (3.21)
As can be seen in Table 3.2, each r j is approximately 10−6. Therefore the error in
the eigenvalues of Sˆ in approximating the eigenvalues of S is less than or equal
to 10−6. The rest of the table shows the eigenvalue zˆk of Sˆ used as an initial guess
for a Newton iteration on a bordered system [Gov00, Ch. 3] to find the nearby
eigenvalue zk of T , the residuals σminT (z) for each initial guess and final iterate,
and the absolute error between them. In every case the upper bound r j on the
error is comparatively generous but still tiny.
3.2.5 HIV I
This problem comes from modelling the spread of human immunodeficiency
virus (HIV) on a cellular level [CR00, §3]. The linearized system [CR00, Eq.
(3.2)] is of the form v˙(t) = A0v(t) + A1v(t − τ), where v(t) is a vector of length 3
representing concentrations of healthy cells, infected cells, and free HIV at time
t, and the linearization is (as usual) computed at a known equilibrium. The
corresponding matrix-valued function is
T (z) = zI − A0 − A1e−τz. (3.22)
The equilibrium is asymptotically stable only if all eigenvalues of T are in the
left half-plane.
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zˆk σminT (zˆk) σminT (zk) |zk − zˆk| rk
-4.484871e+00 + +8.958173e+01i 1.45e-11 1.21e-12 8.53e-14 1.00e-06
-3.210194e+00 + +7.493127e+01i 1.79e-12 9.22e-13 1.42e-14 1.00e-06
-2.999503e+00 + +7.222190e+01i 1.13e-11 5.08e-13 8.53e-14 1.00e-06
-2.766164e+00 + +6.909666e+01i 4.52e-13 5.47e-13 4.44e-16 1.00e-06
-2.459082e+00 + +6.475301e+01i 4.50e-12 8.66e-13 4.26e-14 1.00e-06
-2.209414e+00 + +6.099277e+01i 3.35e-13 3.35e-13 0.00e+00 1.00e-06
-2.030327e+00 + +5.814532e+01i 1.76e-12 4.00e-14 1.42e-14 1.00e-06
-1.971334e+00 + +5.717617e+01i 5.26e-12 1.89e-13 4.26e-14 1.00e-06
-1.834912e+00 + +5.486924e+01i 7.29e-12 6.32e-13 6.39e-14 1.00e-06
-1.704811e+00 + +5.257465e+01i 2.67e-12 2.81e-13 2.84e-14 1.00e-06
-1.394569e+00 + +4.664821e+01i 9.14e-14 5.50e-14 2.22e-16 1.00e-06
-1.291331e+00 + +4.450093e+01i 1.27e-12 4.94e-13 1.42e-14 1.00e-06
-1.226016e+00 + +4.308709e+01i 2.29e-12 3.77e-13 2.84e-14 1.00e-06
-1.005318e+00 + +3.792083e+01i 9.74e-13 1.01e-13 1.42e-14 1.00e-06
-9.068205e-01 + +3.537199e+01i 8.74e-13 8.13e-14 1.42e-14 1.00e-06
-7.461690e-01 + +3.076432e+01i 7.52e-13 9.47e-14 1.07e-14 1.00e-06
-6.160677e-01 + +2.645034e+01i 2.82e-13 1.04e-13 1.42e-14 1.00e-06
-5.639218e-01 + +2.450881e+01i 8.81e-14 8.81e-14 0.00e+00 1.00e-06
-4.098228e-01 + +1.755768e+01i 7.22e-13 1.74e-13 1.42e-14 1.00e-06
-3.541163e-01 + +1.423217e+01i 6.51e-14 1.44e-13 1.24e-14 1.00e-06
-3.431182e-01 + +1.347896e+01i 6.94e-13 2.38e-14 2.84e-14 1.00e-06
-2.618023e-01 + +5.229862e+00i 5.17e-13 1.43e-13 3.82e-14 1.00e-06
-2.656843e-01 + +5.892319e+00i 7.13e-14 5.82e-14 1.60e-14 1.00e-06
-2.781202e-01 + +7.636927e+00i 7.59e-14 6.08e-14 7.99e-15 1.00e-06
Table 3.2: Error table for the hospital problem.
Using the parameters in [CR00, Fig. 2(A4), Table 1], we have
A0 =

−4.3575 × 10−2 −5.2136 × 10−3 −6.2563 × 10−3
0 −2.6000 × 10−1 0
−4.2439 × 10−2 1.2000 × 102 −2.4063
 (3.23)
A1 =

0 0 0
3.5366 × 10−2 0 5.2136 × 10−3
0 0 0
 . (3.24)
The matrix A0 is diagonalizable and allows us to transform the problem to have
tighter Gershgorin regions in the right half-plane (where the exponential term
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Figure 3.10: Localization region and envelope curves for HIV problem.
becomes small). If A0V = VD, then
S (z) = zI − D − A˜1e−τz, A˜1 = V−1A1V. (3.25)
Applying Theorem 2.1 to S gives the inclusion region shown in Figure 3.10 (left).
The zeros of the diagonal entries of S (z) are also plotted (∗). Because they appear
on the left of the boundary of the inclusion region, the inclusion region must be
to the left of the plotted boundary and hence the eigenvalues of S (and T ) are
also to the left.
In Figure 3.10 we plot the envelope curves (see [MN07b, Prop. 1.10])
|z| ≤ ‖A0‖2 + ‖A1‖2 exp(−τRez) (red) and |z| ≤ ‖D‖2 + ‖A˜1‖2 exp(−τRez) (green) for
comparison. The former is far too generous for small imaginary parts but tighter
than our blue curve for |Imz| > 125. The latter is comparable to our blue curve.
Unlike other time delay problems we treat in this thesis, the matrix in the ex-
ponential term is not diagonalizable, and its eigenvalues are all zeros. It may
be possible to find some scaling (such as the ones used in Section 3.5 for the
delta potentials problem) or other transformation that will give tight inclusion
regions in the left half-plane after an application of Theorem 2.1. If we are only
concerned about stability, though, it is enough to compute the eigenvalues of T
in the small region to the left of the blue curve and to the right of the imaginary
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axis. We return to this problem in Section 3.6.
3.3 Using the Cholesky decomposition
Given a matrix-valued function consisting of a sum of a few terms, it is some-
times possible to diagonalize several simultaneously. In this section, we use the
Cholesky decomposition [GL96] to do this for some examples where one term
involves a Hermitian positive definite matrix.
3.3.1 Loaded string
The loaded string problem from [BHM+13] is a rational eigenvalue problem
of the form
T (z) = A − zB + z
z − σC, (3.26)
where A, B,C ∈ R20×20 and σ = 1. Both A and B are real, symmetric, tridiagonal,
and positive, and C is zero except for C20,20. The term with fastest growth in
R is λB, and since B is symmetric positive definite we can apply a Cholesky
decomposition to diagonalize it while having the freedom to further diagonalize
another term. If B = R∗R where R is the upper triangular Cholesky factor of B,
then we can transform (3.26) into the matrix-valued function
T˜ (z) = A˜ − zI + z
z − σC˜, (3.27)
with the same eigenvalues as T , where A˜ = R−∗AR−1 and C˜ = R−∗CR−1. Then
‖A˜‖2 ≈ 5000 whereas ‖C˜‖2 ≈ 70, so it makes more sense to diagonalize A˜ than C˜
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Figure 3.11: Localization regions and approximate eigenvalues for the
loaded string problem.
as the next step. If A˜V = VD, then
S (z) = D − zI + z
z − σCˆ, Cˆ = V
−1C˜V (3.28)
has the same eigenvalues as (3.26). Applying Theorem 2.1 to S gives the lo-
calization regions and eigenvalue estimates (∗) shown in Figure 3.11 (left). The
actual eigenvalues of T are also plotted (◦). Figure 3.11 (right) is a closer view of
the left-most component. Due to the pole at z = σ = 1, this left-most component
does not necessarily contain the same number of eigenvalues of S and Sˆ , where
Sˆ is the diagonal part of S .
Since A, B, and C are real, eigenvalues of T (and therefore of S ) come in
complex conjugate pairs. Furthermore, almost all connected components of the
localization regions contain exactly one eigenvalue of Sˆ . By the counting result
in Theorem 2.1, S also has exactly one eigenvalue in each of those components,
and therefore must be real. Hence, each localization region component contain-
ing one eigenvalue is actually a localization interval on the real line.
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3.3.2 Butterfly III
We return to the butterfly problem from [BHM+13], of the form
T (z) = A4z4 + A3z3 + A2z2 + A1z + A0. (3.29)
Out of the five matrices A j, only A0 and A4 are symmetric positive definite.
Therefore we can use the Cholesky decomposition on either. Since A0 and A4
have roughly the same norm, it makes more sense to prioritize making the term
with fastest growth diagonal. Letting A4 = R∗R, where R is the upper triangular
Cholesky factor, we can transform (3.29) into another matrix-valued function
with the same eigenvalues, namely
T˜ (z) = Iz4 + B3z3 + B2z2 + B1z + B0, B j = R−∗A jR−1. (3.30)
Now we are free to diagonalize any of the other terms. Since all the B j’s have
roughly the same norm, it would seem likely that diagonalizing the term with
largest growth, namely the z3 term, would give the best inclusion regions out
of the four choices. Trying each confirms this supposition. If B3V = VD, then
conjugating (3.30) by V gives the matrix-valued function
S (z) = Iz4 + Dz3 +C2z2 +C1z +C0, C j = V−1B jV (3.31)
with the same eigenvalues as (3.29). Splitting (3.31) as S (z) = Sˆ (z) + E(z), into
the sum of its diagonal and off-diagonal parts, respectively, and applying Theo-
rem 2.1 gives the localization region (red, dashed) and eigenvalues of Sˆ (∗) plot-
ted in red in Figure 3.12 (left). Plotted in blue are the naı¨ve localization regions
computed in Section 3.1 as well as the eigenvalues of the diagonal part of (3.29).
The black circles are the true eigenvalues of (3.29). In Figure 3.12 (right) we
have added the localization regions and eigenvalue estimates obtained by diag-
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Figure 3.12: Localization regions for butterfly problem obtained with
Cholesky decomposition of A4 and diagonalization of another term.
onalizing B2 (green), B1 (black), or B0 (magenta) instead of B3 for comparison.
3.4 Dropping terms
So far we have performed similarity transformations on a matrix-valued func-
tion T (z) to obtain another matrix-valued function T˜ (z) with the same eigenval-
ues, and split T˜ into its diagonal and off-diagonal parts D(z) and E(z), respec-
tively. Occasionally a splitting where the diagonal of E(z) is nonzero may be
more practical.
3.4.1 Hadeler
The hadeler problem from [BHM+13] is of the form
T (z) = (ez − 1)B + z2A − αI (3.32)
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where A, B ∈ R8×8 are symmetric and positive definite and α = 100. This ex-
ample has been analyzed in [BH13] using both the Gershgorin generalization
Theorem 2.1 and the pseudospectral localization result in Theorem 2.5 with ex-
cellent results. Here we focus on one aspect of the analysis that demonstrates a
part of Theorem 2.1 that we have not had occasion to use in the other examples
in this thesis.
Suppose we take advantage of our ability to diagonalize both A and B simul-
taneously by performing a Cholesky decomposition A = RTR and subsequently
diagonalizing R−TBR−1. This leads to the matrix-valued function
S (z) = (ez − 1)D + z2I − F,
(
R−TBR−1
)
V = VD, F = V−1
(
R−TR−1
)
V. (3.33)
Since the terms which become large away from the origin (namely the ez and
the z2 terms) are diagonal, we know that the inclusion regions that come from
splitting S (z) into diagonal (ez − 1)D + z2I − DF and off-diagonal F − DF (where
DF is the diagonal part of F) and applying Theorem 2.1 will be tight far from
the origin. Indeed, this is borne out by looking at the inclusion region (thick
red line) in Figure 3.13 (left) where a pseudospectral plot for T also indicates
the eigenvalues of T . In fact, the result is better than expected, because even the
components of the inclusion region near the origin are very tight. Most of the
components off the real line are so tiny they are not visible in the figure, with
only the components near 6.5 ± 5i showing.
There is a drawback to using this diagonal/off-diagonal splitting in this case,
which is that the eigenvalues of the diagonal part of S , namely (ez−1)D+z2I−DF ,
are hard to compute analytically, thus making it difficult to use the counting
result in Theorem 2.1 or to use the eigenvalues of the diagonal part as approx-
imations to the eigenvalues of T . Most importantly, suppose we would like all
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the eigenvalues of T in the region pictured in Figure 3.13 (left or right) and want
to use inclusion region and pseudospectral plots as a visual guide. As we have
already pointed out, it is quite possible that with a given choice of mesh of this
region, a component of the Gershgorin region surrounding an eigenvalue may
not appear. Also, an eigenvalue may not be contained in a component of any
of the plotted ε-pseudospectra, or a component of an ε-pseudospectrum could
surround a group and we could miss one or more of said group by not knowing
how many we should expect there. The only way we can be sure to avoid miss-
ing eigenvalues of T is by also having the eigenvalues of the diagonal summand
in whatever splitting we use in Theorem 2.1.
Recall that Theorem 2.1 allows arbitrary splittings of e.g. S as long as the first
summand is a diagonal matrix. For instance, we may choose S (z) = Sˆ (z) + E(z)
where
Sˆ (z) = ezD + z2I, E(z) = −D − F, (3.34)
the latter being a constant matrix-valued function with nonzero diagonal en-
tries. The inclusion regions we get with this splitting (thick blue line in Fig-
ure 3.13 (right)) are much more generous than the ones derived using the first
splitting (Figure 3.13 (left)). However, we can write the eigenvalues of Sˆ in
closed form using the Lambert W function [CGH+96]. In particular, ezD j j+z2 = 0
is equivalent to z2 = −D j jez, which is equivalent to z = ±i
√
D j jez/2. Rewriting this
as (−z/2)e−z/2 = ±i√D j j/2 exhibits the original equation in the form wew = x for
x = ±i√D j j/2, whose solutions w can be computed using e.g. lambertw in
MATLAB. The eigenvalues of Sˆ computed this way are plotted in Figure 3.13
(right) with blue stars. Clearly they do not approximate the real eigenvalues of
T very well, but are better and better approximations as we move away from
the real axis. In fact, it is shown in [BH13] that if λˆ is an eigenvalue of Sˆ with
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Figure 3.13: Inclusion regions for the hadeler problem using different split-
tings.
|λˆ| > 16.3, then the error in λˆ approximating a true eigenvalue of T is O(|λˆ|−2).
As for the union U of inclusion region components in |Imz| < 10, there are
many ways of obtaining the eigenvalues of T within it. An approach taken
in [BH13] is to approximate T by a Chebyshev polynomial such that the ap-
proximation is excellent near the real axis, and reason about pseudospectral
inclusion regions using Theorem 2.5. On the other hand, knowing the num-
ber of eigenvalues of Sˆ in U gives us the number of eigenvalues of T in U and
U is well-separated from the rest of the inclusion regions, so we could simply
use an algorithm like Beyn’s [Bey12]. In particular, Sˆ has—and therefore T also
has—32 eigenvalues in U, which is greater than the number of rows in T , so we
must use Beyn’s Integral Algorithm 2 [Bey12, p. 3860]. As inputs, we choose the
contour |z| = 10 shown in Figure 3.14 (left), N = 500, ` = 8 (as directed in Step
1 of the algorithm), K = 4 (so that K` ≥ 32), tolrank = 10−8, tolres = 10−6,
and maxcond = 10. The eigenvalues λ computed this way are plotted in Fig-
ure 3.14 (right) with black dots and tabulated along with their residuals σminT (λ)
in Table 3.3.
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λ σminT (λ)
1 +2.335425e+00 -1.074084e-13i 3.93e-11
2 +2.731077e+00 -1.284750e-13i 3.75e-10
3 +3.182596e+00 -1.776527e-13i 5.91e-10
4 -3.571756e+00 +1.184595e-14i 1.33e-12
5 -3.627468e+00 +1.592141e-14i 2.33e-12
6 -3.702762e+00 +5.605691e-15i 8.74e-13
7 -3.491853e+00 +3.655253e-14i 1.23e-11
8 -3.801275e+00 +9.039860e-15i 1.92e-12
9 -3.968169e+00 +7.906693e-15i 2.82e-12
10 -4.521556e+00 +4.282154e-15i 3.09e-13
11 +3.178272e+00 +5.492525e+00i 1.33e-11
12 +3.621948e+00 +5.359316e+00i 2.29e-11
13 +2.688852e+00 +5.638766e+00i 1.44e-11
14 +4.187385e+00 +5.191003e+00i 2.31e-11
15 +1.928091e+00 +5.867287e+00i 1.10e-11
16 +5.008011e+00 +4.952609e+00i 2.71e-11
17 +7.222701e-01 +6.190483e+00i 7.39e-12
18 +6.460619e+00 +4.569605e+00i 2.23e-10
19 +3.178272e+00 -5.492525e+00i 1.06e-11
20 +3.621948e+00 -5.359316e+00i 1.08e-11
21 +2.688852e+00 -5.638766e+00i 1.59e-11
22 +4.187385e+00 -5.191003e+00i 2.76e-11
23 +1.928091e+00 -5.867287e+00i 1.15e-11
24 +5.008011e+00 -4.952609e+00i 2.49e-11
25 +7.222701e-01 -6.190483e+00i 3.51e-12
26 +6.460619e+00 -4.569605e+00i 2.27e-10
27 -7.642558e+00 -4.440892e-15i 3.61e-12
28 +2.007944e+00 +8.441774e-14i 2.18e-11
29 +1.726304e+00 +4.224966e-14i 5.09e-12
30 +1.394724e+00 +1.066024e-13i 6.19e-10
31 +8.849615e-01 +1.537867e-13i 2.75e-09
32 +2.174614e-01 -1.897609e-14i 2.71e-08
Table 3.3: Error table for the hadeler problem.
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Figure 3.14: Using Beyn’s Integral Algorithm 2 to compute eigenvalues for the
hadeler problem.
3.5 Using block structure
From time to time a matrix-valued function does not yield to our diagonaliza-
tion tricks, but can be manipulated in such a way that its block diagonal is dom-
inant. Then, it is worth trying the slightly more difficult to use block version
of Theorem 2.1, namely Theorem 2.2. The first example in this section is of this
type. The second example demonstrates that even if Theorem 2.1 is successfully
applied to a problem, Theorem 2.2 may be even more effective.
3.5.1 Delta potentials
We might see a matrix like
1 −1 −1 0
1/2 − ik 1/2 − ik 1/2 + ik 0
0 eik e−ik −eik
0 (1/2 + ik)eik (1/2 − ik)e−ik (1/2 − ik)eik

(3.35)
72
−30 −20 −10 0 10 20 30
−10
−8
−6
−4
−2
0
2
4
6
8
10
Figure 3.15: Square roots of resonances for V(x) = δ(x) + δ(x − 1).
in a physics student’s homework. It comes from computing solutions ψ for the
one-dimensional Schro¨dinger equation (−∆ + V)ψ = k2ψ, where the potential
function is V(x) = δ(x) + δ(x − 1). See Appendix A for a derivation.
If the determinant of the matrix (3.35) is zero, then k2 is called a resonance
for V(x) = δ(x) + δ(x − 1). By computing the determinant of this simple 4x4 ma-
trix we find that the square roots of resonances satisfy k = −i(1/2 − w) where
wew = ±e1/2/2. The latter equation can be solved using the Lambert W func-
tion [CGH+96], and the (infinitely many) solutions k with −30 < Rek < 30 are
plotted in Figure 3.15.
If we switch to the case where the delta functions have different strengths
and the second delta function is at p > 0, i.e., V(x) = L1δ(x) + L2δ(x − p) with
L1 , L2, then the matrix defining the resonances is
1 −1 −1 0
L1/2 − ik L1/2 − ik L1/2 + ik 0
0 eikp e−ikp −eikp
0 (L2/2 + ik)eikp (L2/2 − ik)e−ikp (L2/2 − ik)eikp

, (3.36)
and setting the determinant of (3.36) equal to zero shows that the resonances for
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V(x) = L1δ(x) + L2δ(x− p) satisfy (L1 − 2ik)(L2 − 2ik) = L1L2ei2kp. Now that L1 , L2,
it’s not obvious how to massage this into the form w(k)ew(k) = x (or any form)
that lends itself to closed form solutions. The analysis of the L1 = L2 = p = 1
case suggests there are infinitely many solutions of (L1 − 2ik)(L2 − 2ik) = L1L2ei2kp
and we might be able to find them on a curve like the one in Figure 3.15. But
is this always true, even if |L1 − L2| is large or the signs differ? Further, what
happens if the potential V(x) is a sum of n delta functions, leading to a 2n × 2n
matrix? We will turn to the theorems from Chapter 2 for a partial answer.
Let us first consider the case of a two-delta potential V(x) = L1δ(x)+L2δ(x− p)
with p > 0 and L1 not necessarily equal to L2. The corresponding matrix-valued
function whose eigenvalues we want is
T (k) =

1 −1 −1 0
L1
2 − ik L12 − ik L12 + ik 0
0 eikp e−ikp −eikp
0
(
L2
2 + ik
)
eikp
(
L2
2 − ik
)
e−ikp
(
L2
2 − ik
)
eikp

. (3.37)
If we split this into a sum
∑
j p j(k)A j, each of the matrices A j is low rank. There-
fore, diagonalizing any one of the terms is of limited usefulness in applying
Theorem 2.1. However, by appropriate scalings, we can transform T (k) into a
matrix-valued function with the same eigenvalues and useful block structure.
Our guiding thought is that eikp = eipxe−yp (k = x + iy) is large in the lower half-
plane and small in the upper half-plane.
First, scale T (k) on the left by diag([L1/2 − ik, 1, L2/2 − ik, 1]) and on the right
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by diag([1, 1, exp(ikp), exp(−ikp)]) to obtain
S (k) =

L1
2 − ik −
(
L1
2 − ik
)
−
(
L1
2 − ik
)
eikp 0
L1
2 − ik L12 − ik
(
L1
2 + ik
)
eikp 0
0
(
L2
2 − ik
)
eikp L22 − ik −
(
L2
2 − ik
)
0
(
L2
2 + ik
)
eikp L22 − ik L22 − ik

. (3.38)
The left diagonal scaling introduced the eigenvalues −iL1/2 and −iL2/2 for S
which T may not have had. Aside from that exception, S has the same spectrum
as T . If we partition S (z) into 2 × 2 blocks, the off-diagonal blocks will be small
compared to the diagonal blocks wherever exp(ikp) is small, which it is in the
upper half-plane. Therefore, in the upper half-plane, the off-diagonal blocks are
small in norm compared to the diagonal blocks. This gives us the opportunity to
obtain tight inclusion regions in the upper half-plane by using Theorem 2.2. To
simplify notation, let X =
1 −11 1
 so that the diagonal blocks of S are (L1/2− ik)X
and (L2/2 − ik)X. Note that ‖X−1‖−1∞ = 1. Then Theorem 2.2, using the infinity
norm, shows that eigenvalues of S are confined to the union G1 ∪G2 where
G1 =
{
k : |L1/2 − ik| ≤ |eikp| max (|L1/2 − ik|, |L1/2 + ik|)
}
(3.39)
=
{
k = x + iy : eyp ≤ max
(
1,
|L1/2 + ik|
|L1/2 − ik|
) }
, (3.40)
G2 =
{
k = x + iy : eyp ≤ max
(
1,
|L2/2 + ik|
|L2/2 − ik|
) }
. (3.41)
Clearly both G1 and G2 include a subset of C with sufficiently negative real part
and cannot include complex numbers with large positive imaginary part. There-
fore the boundary of G1∪G2 bounds the spectrum of S (and T ) from above. This
boundary appears as the thick black line in each plot in Figures 3.16 and 3.17.
For the second transformation, we can swap the second and third columns
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of T (k) and then multiply on the right by diag([exp(ikp), exp(ikp), 1, 1]), to obtain
R(k) =

eikp −eikp −1 0(
L1
2 − ik
)
eikp
(
L1
2 + ik
)
eikp
(
L1
2 − ik
)
0
0 1 eikp −eikp
0
(
L2
2 − ik
) (
L2
2 + ik
)
eikp
(
L2
2 − ik
)
eikp

. (3.42)
Clearly, if T (k)v = 0, then R(k)v˜ = 0 for v˜ a permuted and scaled version of v,
and vice versa. Therefore R and T have the same eigenvalues. Partitioning R
into 2 × 2 blocks, it is clear that the diagonal blocks are multiples of eikp and the
off-diagonal blocks do not involve eikp. Since the diagonal blocks are large in
norm compared to the off-diagonal blocks in the lower half-plane, where eikp
is large, Theorem 2.2 can give tight inclusion regions for the spectrum of R in
the lower half-plane. Similar to the analysis we did before, the boundary of the
block Gershgorin region for R derived from Theorem 2.2 bounds the spectrum
of R (and T ) from below. The bound from below is shown as the thick blue line
in each plot in Figures 3.16 and 3.17.
Pseudospectral plots suggesting the locations of eigenvalues of (3.37) cor-
responding to a potential δ(x) + δ(x − 1) (top left), −δ(x) − δ(x − 1) (top right),
20δ(x) + 20δ(x − 1) (bottom left), and 100δ(x) + 100δ(x − 1) (bottom right) are
shown in Figure 3.16 along with the upper bounds (thick black line) and lower
bounds (thick blue line) we derived by transforming (3.37) and applying Theo-
rem 2.2. Since we can compute the eigenvalues in this case, they are plotted as
well (∗).
The transformations we have done in this section can be generalized to an
arbitrary number of delta potentials with arbitrary real strengths. For instance,
if V(x) = L1δ(x) + L2δ(x − p2) + L3δ(x − p3) is a potential with three resonances at
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Figure 3.16: Inclusion regions and pseudospectra for some problems with 2
delta potentials of equal strength.
0 < p2 < p3, then its resonances are the eigenvalues of
T3(k) =

1 −1 −1 0 0 0
L1
2 − ik L12 − ik L12 + ik 0 0 0
0 eikp2 e−ikp2 −eikp2 −e−ikp2 0
0
(
L2
2 + ik
)
eikp2
(
L2
2 − ik
)
e−ikp2
(
L2
2 − ik
)
eikp2
(
L2
2 + ik
)
e−ikp2 0
0 0 0 eikp3 e−ikp3 −eikp3
0 0 0
(
L3
2 + ik
)
eikp3
(
L3
2 − ik
)
e−ikp3
(
L3
2 − ik
)
eikp3

.
(3.43)
If we define S 3 by multiplying T3 by diag([L1/2 − ik, 1, L2/2 − ik, 1, L3/2 −
ik, 1]) on the left and diag([1, 1, exp(ikp2), exp(−ikp2), exp(ikp3), exp(−ikp3]), then
S 3 will have block structure similar to S . If we define R3 by swapping
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Figure 3.17: Inclusion regions and pseudospectra for problems with 3 and 10
delta potentials of differing strengths.
columns 2 and 3, then swapping columns 4 and 5, and finally applying
diag([exp(ikp2), exp(ikp2), exp(−ikp1), exp(ikp3), exp(−ikp2), 1]) on the right, then R3
will have block structure similar to R. Applying Theorem 2.2 to S 3 and R3 give
bounds on the spectrum of T from above and below, respectively.
Pseudospectra for matrix-valued functions associated to V(x) = δ(x) + 2δ(x −
1/2)+3δ(x−1) and V(x) = ∑4n=0(δ(x−2n)+20δ(x−2n−1)) are pictured in Figure 3.17
(left) and (right), respectively. The blue curves pictured are the boundaries of
the block Gershgorin regions for the associated matrix-valued functions “R” and
thus gives bounds from below on the spectrum of the associated “T”. Similarly,
the black curves are derived from the corresponding matrix-valued functions
analogous to “S ” and give bounds from above. These inclusion regions are not
tight, but at least give an idea of where in the complex plane we should focus
our attention.
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Figure 3.18: Structure of matrices in butterfly problem.
3.5.2 Butterfly IV
We return for a final time to the butterfly problem from [BHM+13] in order to
present the best localization region we have found. Recall that this problem is to
find the eigenvalues of matrix-valued function T (z) = A4z4 +A3z3 +A2z2 +A1z+A0.
We have mentioned in Section 3.2 that each A j is a sum of Kronecker products.
As a result, the structure of each A j is block tridiagonal after partitioning into
8 × 8 blocks. See Figure 3.18 for the structure of A0, A2, and A4 (left) and the
structure of A1 and A3 (right). The off-diagonal blocks are themselves multiples
of the identity, and are smaller in norm than the diagonal blocks. This suggests
we use Theorem 2.2 with T (z) = Tˆ (z) + E(z) the splitting into the 8 × 8 block
diagonal part of T and the rest, respectively. Indeed, Figure 3.19 (left) shows the
resulting localization regions, and they are much tighter than the localization
regions we have computed for the butterfly problem in previous sections
(compare with Figure 3.19 (right), copied from Figure 3.12 (right) and described
in Section 3.2). The actual eigenvalues of T (◦) and eigenvalues of Tˆ (∗) are also
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Figure 3.19: Localization region for butterfly problem obtained by applying
the nonlinear block Gershgorin theorem.
plotted.
The drawback of Theorem 2.2 in comparison to Theorem 2.1 is that the eigen-
values of a block diagonal matrix-valued function are harder to compute than
eigenvalues of a diagonal matrix-valued function, which could make it more
difficult to use the counting aspect of the theorems. However, this example
shows that using Theorem 2.2 may well be worth the extra effort.
3.6 Using approximations
When Theorems 2.1 and 2.2 fail to help localize the eigenvalues of a genuinely
nonlinear matrix-valued function, it is time to construct an approximation and
use Theorem 2.5.
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3.6.1 Gun
Here we analyze the gun problem from [BHM+13]. It is a matrix-valued func-
tion of the form
F(λ) = K − λM + i√λW1 + i
√
λ − σ22W2, (3.44)
where K,M,W1,W2 ∈ R9956×9956 are sparse and symmetric, K ≥ 0, M > 0, σ2 =
108.8774, and the principal branch of the square root is used.
The first thing that should be mentioned is, contrary to some statements
made in the literature (e.g. “there is no efficient transformation to convert [it]
to the polynomial eigenvalue problem” from [LBLQL10]), there is a very use-
ful change of variable that makes (3.44) a polynomial eigenvalue problem (see
Appendix B). We will use this change of variable to obtain exact eigenvalues
of (3.44) for comparison, but proceed with the localization process as if we do
not have exact eigenvalues available.
In [Lia07], the principal square roots of some eigenvalues of (3.44) are tabu-
lated. We will also focus on the square roots z =
√
λ, where the principal branch
is used. Changing to the new variable z, we define
T (z) = F(z2) = K − z2M + izW1 + iz
√
1 −
(
σ2
z
)2
W2. (3.45)
Now, according to [Lia07, p. 59], we are only interested in eigenvalues of T
which are near but to the right of 146.71. Under these conditions, |σ2/z| < 1, so
the Taylor expansion√
1 −
(
σ2
z
)2
= 1 − 1
2
σ22
z2
− 1
8
σ42
z4
− 1
16
σ62
z6
− ... (3.46)
converges reasonably quickly. Truncating it provides us with a rational approx-
imation, and a matrix-valued function Tˆ that approximates T in the region of
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Figure 3.20: Exact and approximate eigenvalues and localization regions for
gun problem.
interest. We define
Tˆ (z) = K − z2M + izW1 + izW2 − i2
σ22
z
W2 − i8
σ42
z3
W2 − i16
σ62
z5
W2, (3.47)
so that T (z) = Tˆ (z) + E(z), with ‖E(z)‖2 reasonably small in the region of in-
terest because ‖W2‖2 ≈ 3.2 is not too large. The eigenvalues of T near 146.71,
computed via a companion linearization of the matrix polynomial derived in
Appendix B, are plotted in Figure 3.20 (left), with the 10 eigenvalues of T closest
to 146.71 plotted in black for easy comparison with [Lia07, Tables 6.3, 6.5]. The
shift 146.71 is plotted in red. Figure 3.20 (right) contains eigenvalues of T (∗),
eigenvalues of Tˆ (◦), contours of log10 ‖E(z)‖2, and the 2-norm ε-pseudospectrum
of T for ε = 101 (red) and ε = 100.5 (blue). Since we are using the 2-norm, the
pseudospectra of T are the contours of σmin(T (z)), but we have actually plotted
log10 (σmin(T (z))) contours.
The three conclusions we can draw from Figure 3.20 (right) by using The-
orem 2.5 are as follows. First, since the pictured components of the 101-
pseudospectrum of T are contained in the region where ‖E(z)‖2 < 101, each of
those components contains exactly the same number of eigenvalues of T and
eigenvalues of Tˆ . Second, all but the leftmost pictured component of the 100.5-
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pseudospectrum of T is in the region where ‖E(z)‖2 < 100.5. Therefore all pic-
tured components of the 100.5-pseudospectrum (except the leftmost one) contain
the same number of eigenvalues of T and Tˆ . Third, every component of the 2-
norm 101-pseudospectrum in the region Ω10 where ‖E(z)‖2 < 101 must necessar-
ily also contain an eigenvalue of Tˆ (see Proposition 2.2 and the counting result
in Theorem 2.5). Thus, since all eigenvalues of Tˆ in the pictured rectangle have
been plotted, we can be assured by examining Figure 3.20 (right) that we have
not missed some tiny component of the 2-norm 101-pseudospectrum of T which
was too small to be detected with the mesh we used. Since every eigenvalue of
T is contained in every ε-pseudospectrum, and there are no other components
of the 101-pseudospectrum in the pictured region, there are no eigenvalues of T
in the complement of the 101-pseudospectrum in the pictured part of Ω10. There-
fore we have localized and counted all eigenvalues of T within the intersection
of [120, 350] × [−20, 50] with Ω10 in the complex plane.
3.6.2 HIV II
We return to the HIV problem from Section 3.2.5, of the form
T (z) = zI − A0 − A1e−τz, (3.48)
where A0 is diagonalizable but A1 is not. Because all the eigenvalues of A1 are
zero and A1 is not diagonalizable, the best localization region we were able to
find in Section 3.2.5 was to the left of the blue curve in Figure 3.21 (top left),
where zeros of the diagonal entries of (3.25) are plotted as well (∗).
As discussed in Section 3.2.5, to study stability we need only compute eigen-
values of T to the left of the blue curve and to the right of the imaginary axis.
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Figure 3.21: Deriving pseudospectral inclusion for the HIV problem.
We will use Theorem 2.5 to do this. First, we look at the 2-norm pseudospectra
for T as defined in Section 2.3. These are pictured in Figure 3.21 (top right) as
labeled contours of log10 σminT (z).
Now, to use Theorem 2.5, we need to find a matrix-valued function Tˆ such
that the eigenvalues of Tˆ are easy to compute and such that ‖T − Tˆ‖2 is small in
the region of interest (to the left of the blue curve but to the right of the imagi-
nary axis) and perhaps a little to the left as well, since the pseudospectral plot
for T shows there is an eigenvalue for T near the origin. There are many ways
we can choose Tˆ , but in this case we have found that a Taylor polynomial works
quite well and we do not need to resort to anything more complicated. Specifi-
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cally, taking exp(−τz) ≈ ∑4j=0(−τz) j/ j!, we define
Tˆ (z) = zI − A0 − A1
(
1 − τz + τ
2
2!
z2 − τ
3
3!
z3 +
τ4
4!
z4
)
(3.49)
which becomes a matrix polynomial after grouping by powers of z. A plot of
log10 ‖T (z) − Tˆ (z)‖2 is shown in Figure 3.21 (bottom left).
The 10−2-pseudospectrum of T is plotted in Figure 3.21 (bottom right) as
red contours. Clearly the right-most component of the 10−2-pseudospectrum
of T is in the region where ‖T − Tˆ‖2 < 10−2. Therefore, by Theorem 2.5, this
right-most component contains the same number of eigenvalues of Tˆ and T ,
and furthermore T has no other eigenvalues in the region where ‖T − Tˆ‖2 < 10−2.
Since the latter encloses the region of interest (left of the blue curve, right of
the imaginary axis), and since Tˆ has two eigenvalues (red stars) in the right-
most component of the 10−2-pseudospectrum of T , we need only compute two
eigenvalues of T to answer the question of whether the eigenvalues of T are all
in the left half-plane.
The two right-most eigenvalues of Tˆ are −0.0167 ± 0.0886i. We use these
as initial guesses for Kressner’s algorithm [Kre09] applied to T with parameter
` = 1, and compute that the two nearby eigenvalues λ1,2 of T differ from the
initial guesses by 0.48 × 10−8 (and satisfy σminT (λ1,2) ≈ 2 × 10−17). Hence, these
eigenvalues of T are in the left half-plane, and furthermore all eigenvalues of T
are in the left half-plane. This gives a positive answer to the asymptotic stability
question discussed in Section 3.2.5.
One final comment refers to Figure 3.21 (bottom right). The reader will no-
tice that the components of the 10−2-pseudospectrum of T (red contours) on the
left contain no eigenvalues of Tˆ (red stars). This is not a contradiction of Theo-
rem 2.5 because those components do not lie in the region where ‖T − Tˆ‖ < 10−2.
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CHAPTER 4
TRANSIENT DYNAMICS1
4.1 Introduction
Nonlinear differential equations are often used to model economic [BCG09], bi-
ological [KS02], chemical [Leh94], and physical [GHA94] systems. Often an
equilibrium solution is of interest, and since the equilibrium will not actually
be achieved in practice, the behavior of nearby solutions is studied. To make
analysis of this problem more tractable, one commonly analyzes stability of the
linearized dynamics near the equilibrium. This is done in terms of eigenvalues
of some matrix or matrix-valued function. However, linear stability can fail to
describe dynamics in practice. If solutions to the linearized system can undergo
large transient growth before eventual decay, as can happen for systems x˙ = Mx
when M is nonnormal [TE05], then the truncated nonlinear terms may become
significant and incite even greater growth, rendering the linear stability analysis
irrelevant. See [Sin08], [GW06] (the semiconductor laser model which we also
study here) and [GG94] for examples where this happens.
Throughout this chapter we will focus on autonomous, homogeneous,
constant-coefficient linear systems, which are the type of systems often encoun-
tered as linearizations of nonlinear differential equations. Work has already
been done on pseudospectral upper and lower bounds on transient dynam-
ics for first-order ODEs of this type (see [TE05]), and those results inspire the
bounds derived here. Additionally, upper bounds derived using Lyapunov
norms appear in [HP06], and a study of these and more upper bounds, some
1This chapter is based on [HB].
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elementary and some requiring specific assumptions, is contained in [Pli05]. As
for delay differential equations (DDEs), an upper bound has been derived based
on Lyapunov-Krasovskii functionals applied to an operator mapping one solu-
tion segment to the next [Pli05]; an approximate pseudospectral lower bound
is obtained in [GW06] by discretization of the associated infinitesimal genera-
tor as in [BM00] to reduce to the ODE case; and in [LBLV92] changes in the
time-average of a solution under changes to the model are used to infer effects
on transient behavior. As far as the authors are aware, there has been no work
extending the pseudospectral bounds in [TE05] to equations beyond first-order
ODEs. Our extension consists of replacing the resolvent of a matrix, which plays
the key role in the first-order ODE results, with the generalized resolvent of a
matrix-valued function which naturally appears in the same way. This idea
is straightforward, but a useful implementation depends on the details of the
problem at hand. Therefore, rather than state a general result at the cost of in-
troducing an ungainly and narrowly applicable set of assumptions, we apply
the main principle to higher order ODEs and somewhat less directly to DDEs
with constant delay. We hope to motivate the use of this idea in various other
situations, in which the necessary assumptions will be taken into account as
needed.
The rest of this chapter is organized as follows. In Section 4.2 we repro-
duce the transient growth bounds for first-order ODEs and discuss some ter-
minology. In Section 4.3 we make the direct extension to higher-order ODEs
and introduce our main example, a model of a semiconductor laser with phase-
conjugate feedback. Section 4.4 contains our main theorem, an upper bound
for transient growth for DDEs, and its application to a discretized partial DDE
and to the laser example. In the penultimate section, we give a practical lower
87
bound on worst-case transient growth and show its effectiveness on both our
examples. Finally, we conclude in Section 4.6.
4.2 Preliminaries
The essential ingredient used in [TE05] to derive bounds on transient growth
for ODEs x˙ = Mx is the contour integral relationship between the solution prop-
agator etM and the matrix resolvent (zI − M)−1. To paraphrase [TE05, Theorem
15.1],
(zI − M)−1 =
∫ ∞
0
e−ztetM dt (4.1)
for Rez sufficiently large, and
etM =
1
2pii
∫
Γ
ezt(zI − M)−1 dz (4.2)
where Γ is a contour enclosing the eigenvalues of M. The first equation means
that {Lx}(z) = (zI − M)−1x0 for any solution with initial condition x(0) = x0 and
Rez sufficiently large,L being the Laplace transform operator. The second equa-
tion is an inverse Laplace transform. By exploiting the Mellin inversion theo-
rem [Wei12], we will be able to use similar integral equations to achieve the de-
sired bounds for more general problems. But first we will collect the necessary
terms and state the theorems from [TE05] we wish to extend.
We start by reminding the reader of the definitions of spectrum and pseu-
dospectrum for matrices and matrix-valued functions. The spectrum σ(M) of a
matrix M is the set of its eigenvalues. The ε-pseudospectrum, denoted by σε(M),
is the union of the spectra of all matrices M + E, where ‖E‖ ≤ ε. An equivalent
definition which gives a different intuition is σε(M) = {z ∈ C : ‖(zI − M)−1‖ >
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ε−1} [TE05]. Similarly, we defined the spectrum Λ(T ) and ε-pseudospectrum
Λε(T ) of a matrix-valued function T : Ω ⊂ C → Cn×n in Section 1.2 as the set of
eigenvalues of T and the set {z ∈ Ω : ‖T (z)−1‖ > ε−1}, respectively. The different
symbols σ and Λ will be used to easily distinguish between when we are talking
about matrices and when we are talking about matrix-valued functions.
The spectral abscissa α(M) of a matrix M is the largest real part among any
of its eigenvalues, and the pseudospectral abscissa is correspondingly defined
as αε(M) = maxReσε(M). The spectral abscissa of M determines asymptotic
growth, and the next theorem shows the role of the pseudospectral abscissa in
transient growth. Its usefulness is most apparent when α(M) < 0.
Theorem 4.1 (based on [TE05], Theorem 15.2). If M is a matrix and Lε is the arc
length of the boundary of σε(M) (or the convex hull of σε(M)) for some ε > 0, then
‖etM‖ ≤ Lεe
tαε(M)
2piε
∀t ≥ 0. (4.3)
Proof. Let Γ be the boundary of σε(M) (or its convex hull). Since σε(M) contains
the spectrum of M for every ε > 0, Γ contains the spectrum of M. Therefore we
can use the representation (4.2) for etM. On Γ, |ezt| ≤ etαε(M) and ‖(zI − M)−1‖ ≤ ε−1.
Taking norms in (4.2), we then have
‖etM‖ ≤ 1
2pi
etαε(M)ε−1
∫
Γ
|dz|,
and the theorem follows by observing that Lε =
∫
Γ
|dz|. 
In addition to upper bounds, pseudospectra also give lower bounds on the
maximum achieved by ‖ exp(Mt)‖, as in this theorem paraphrased from [TE05,
Theorem 15.5]:
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Theorem 4.2. Let M be a matrix and let ω ∈ R be fixed. Then αε(M) is finite for each
ε > 0 and
sup
t≥0
‖e−ωt exp(tM)‖ ≥ αε(M) − ω
ε
∀ε > 0.
Proof. Letting ε > 0 be arbitrary, αε(M) is finite because
‖(zI − M)−1‖ = |z|−1 ‖
∞∑
n=0
(
z−1M
)n ‖ ≤ |z|−1
1 − |z|−1 ‖M‖
is less than ε−1 for |z| sufficiently large. Thus, the desired bound is trivially sat-
isfied for ω ≥ αε(M). Therefore we assume that ω < αε(M).
Now, let z ∈ σε(M) satisfy Re(z) > α(M) so that (4.1) holds, and further sup-
pose that Re(z) > ω. Then ‖(zI − M)−1‖ ≥ ε−1 by definition of σε(M), and by (4.1)
the hypothesis ‖eMt‖ ≤ Ceωt for all t ≥ 0 implies that ‖(zI − M)−1‖ ≤ C
Re(z)−ω . This
in turn implies that Re(z) ≤ Cε + ω. Since z may be chosen such that Re(z) is
arbitrarily close to αε(M), it follows that αε(M) ≤ Cε + ω.
By the contrapositive, if αε(M) > Cε + ω, then
sup
t≥0
‖e−ωteMt‖ ≥ sup
{
C :
αε(M) − ω
ε
> C
}
=
αε(M) − ω
ε
.

Remark 4.1. If ω = 0 and α(M) < 0, then the essence of the theorem is that there
is some unit initial condition x0 such that the solution to x˙ = Mx, x(0) = x0 satis-
fies ‖x(t0)‖ ≥ supε>0 αε(M)ε at some finite time t0 before eventually decaying to zero.
One can think of such a solution as a long-lived “pseudo-mode” associated with
pseudo-eigenvalues in the right half-plane. If the ε-pseudospectrum extends far
into the right half-plane for some small ε, then there must be some solution that
exhibits large transient growth.
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To bound transient growth for the higher-order ODE and DDE cases, a gener-
alized resolvent T (z)−1, with T : Ω ⊂ C→ Cn×n a matrix-valued function, will play
the role that the resolvent (zI −M)−1 did above. We let α(T ) represent the largest
real part of any eigenvalue of T and call it the spectral abscissa of T . Similarly, we
define the pseudospectral abscissa of T as
αε(T ) = sup
z∈Λε(T )
Rez.
The following proposition is immediate.
Proposition 4.1. If ‖T (z)−1‖ → 0 uniformly as Rez→ ∞, then αε(T ) < ∞ for all ε > 0.
4.3 Upper bounds for higher-order ODEs
In this section we treat equations of the form
y(n) =
n−1∑
j=0
A jy( j) (4.4)
with initial conditions y( j)(0) = y( j)0 , j = 0, ..., n − 1, and where each A j ∈ Ck×k.
We can solve (4.4) by writing it in first-order form, e.g., x˙ = Mx, x =
[y, y˙, ..., y(n−1)]T , where
M =

0 I 0 . . . 0
0 0 I . . . 0
0 0 0 . . . 0
0 0 0 . . . I
A0 A1 A2 . . . An−1

. (4.5)
Then Theorem 4.1 can be applied to the solutions x(t) = eMtx(0) in order to bound
y(t), since ‖y(t)‖ ≤ ‖x(t)‖. But since the maximum reached by ‖x(t)‖ could be much
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larger than the maximum of ‖y(t)‖, one can hardly expect to obtain a tight bound
for ‖y(t)‖with this process. With the next theorem, we can bound y(t) directly.
Theorem 4.3. Let the equations in y and x be as above, with M partitioned as
M =
0 BC D
 , D square.
Assume y( j)0 = 0 for j = 1, ..., n − 1. Then y(t) = Ψ(t)y(0) with
‖Ψ(t)‖ ≤ Lεe
αε(T )t
2piε
∀ε > 0,
where T (z) = zI − B(zI − D)−1C and Lε is the arc length of the ε-pseudospectrum of T .
The bound is finite for every ε > 0.
Proof. Let E1 represent the first k columns of the nk × nk identity. Then the
initial condition in x is x(0) = E1y(0), so that x(t) = eMtE1y(0) and hence
y(t) = ET1 e
MtE1y(0). Therefore we define Ψ(t) := ET1 e
MtE1. From the integral
representation (4.2) for eMt, we have
Ψ(t) =
1
2pii
∫
Γ
ET1 (zI − M)−1E1︸              ︷︷              ︸
T (z)−1
ezt dz.
As in the proof of Theorem 4.2, for |z| large enough ‖T (z)−1‖ ≤ ε−1. Therefore
Λε(T ) is bounded for every ε > 0. Therefore Lε and αε(T ) are both finite and the
result follows as in Theorem 4.1. 
Remark 4.2. Bounds for similar objects can be found in [Pli05] in the sec-
tion “Kreiss Matrix and Hille-Yosida Generation Theorems,” where structured
(M, β)-stability is considered.
The assumption y( j)(0) = 0 for j = 1, ..., n−1 was not essential, as the following
corollary shows.
92
Corollary 4.1. If y satisfies y(n) =
∑n−1
j=0 A jy
( j), with initial condition y( j)(0) = y( j)0 for
j = 0, 1, ..., n − 1, then
‖y(t)‖ ≤
n−1∑
j=0
L( j)ε eαε(T j)t
2piε
‖y( j)0 ‖, ∀ε > 0,
where L( j)ε is the arclength of the boundary of Λε(T j), T j(z)−1 = ET1 (zI − M)−1E j+1, and
E j+1 is the j+1-th block column of the nk×nk identity partitioned into n block columns.
Proof. From x(0) =
∑n−1
j=0 E j+1y
( j)
0 , we can use (4.2) to write
y(t) =
n−1∑
j=0
1
2pii
∫
Γ
T j(z)−1ezt dz · y( j)(0), T j(z)−1 = ET1 (zI − M)−1E j+1
and apply the theorem to each summand. 
Remark 4.3. We arrive at expressions for each T j(z) by taking the Laplace trans-
form of the original equation (4.4) and expressing y(t) in terms of the inverse
Laplace transform. First, using standard facts about the Laplace transform,
snY(s) −
n−1∑
j=0
sn−1− jy( j)0 =
n−1∑
k=0
Ak
skY(s) − k−1∑
j=0
sk−1− jy( j)0
 , Y = Ly.
Rearranging, snI − n−1∑
k=0
skAk
︸              ︷︷              ︸
P(s)
Y(s) =
n−1∑
j=0
sn−1− jI − n−1∑
k= j+1
Aksk−1− j
︸                         ︷︷                         ︸
X j(s)
y( j)0 .
Then we recover
y(t) =
n−1∑
j=0
1
2pii
∫
Γ j
P(z)−1X j(z) ezt dz · y( j)0
from which we see that T j(z)−1 = P(z)−1X j(z). Therefore T j(z) = X j(z)−1P(z).
The last result of this section is the higher-order difference equation version
of the last corollary, and is a direct extension of [TE05, Theorem 16.2].
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Corollary 4.2. Suppose (yn) satisfies the difference equation yn+1 =
∑N
j=0 A jyn− j with
initial conditions y0, y−1, ..., y−N given. Then
‖yn‖ ≤
N∑
j=0
L( j)ε ρε(T j)n
2piε
‖y0− j‖ < ∞ ∀ε > 0
where T j(z)−1 = ET1 (zI − M)−1E j+1, L( j)ε is the arclength of the boundary of Λε(T j), and
ρε(T j) = max{|z| : z ∈ Λε(T j)} is the pseudospectral radius.
Proof. Putting xn = [yn−0, yn−1, ..., yn−N]T , we have xn = Mnx0. Applying the inverse
Z-transform to z(zI − M)−1 we obtain Mn = 12pii
∫
Γ
zn(zI − M)−1 dz for Γ a contour
enclosing the spectrum of M. The quantity of interest may then be expressed as
yn = ET1 xn =
∑N
j=0 E
T
1 M
nE j+1y0− j. Since ET1 M
nE j+1 = 12pii
∫
Γ j
znT j(z)−1 dz, the bound
for this term follows by taking Γ j equal to the ε-pseudospectrum of T j. These
bounds are finite for any ε since ‖(zI − M)−1‖ ≥ ‖T j(z)−1‖ for all z implies that
Λε(T ) ⊂ Λε(M), and we know the latter to be finite. 
Our first example demonstrates the improvement in bounding the solution
to (4.4) directly versus bounding the solution to the first-order form x˙ = Mx
while simultaneously motivating the need for the bound in the next section.
Example 4.1. The model for a semiconductor laser with phase-conjugate feed-
back studied in [GW06] has an equilibrium at
(Ex, Ey,N) = (+1.8458171368652383,−0.2415616277234652,+7.6430064479131916)
after scaling, and linearizing about this equilibrium yields the DDE y˙(t) = Ay(t)+
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By(t − 1) where2
A =

−8.4983 × 10−1 1.4786 × 10−1 4.4381 × 101
3.7540 × 10−3 −2.8049 × 10−1 −2.2922 × 102
−1.7537 × 10−1 2.2951 × 10−2 −3.6079 × 10−1
 ,
B =

2.8000 × 10−1 0 0
0 −2.8000 × 10−1 0
0 0 0
 .
Discretizing with N + 1 points on each unit segment, we can use the forward
Euler approximation to obtain the higher-order difference equation approxima-
tion y j+1 = (I+hA)y j+hBy j−N , h = 1/N. Initial conditions y0, y0−1, ..., y0−N come from
sampling the initial condition for the original equation on [−1, 0]. We then apply
Corollary 4.2 with AN = hB, A0 = I + hA, and A j = 0 otherwise. A companion
linearization gives

y j+1
...
y j−N+1
︸   ︷︷   ︸
xn+1
=

I + hA 0 . . . hB
I 0
. . .
...
I 0
︸                       ︷︷                       ︸
M

y j
...
y j−N
︸︷︷︸
xn
.
Here we choose the initial condition y(t) = 0.0015 × (Ex, Ey,N)T on [−1, 0] since
a similar initial condition in [GW06] corresponds to a decaying solution with
2 The equilibrium and linearized system computed here differ slightly from those in [GW06].
It appears there were two typographical errors and a lack of precision in one or more of the given
parameters, which led to the parameters, linearization, and equilibrium stated in [GW06] being
mutually inconsistent. The authors have been contacted, and we have attempted to reproduce
their linearization and equilibrium closely by making the following adjustments. We have put
I = 0.0651A to match the value in [GHA94], [GK02], and [KGL98] cited in [GW06] as the sources
for the parameters. We have set κ = 4.2×108s−1 so that the coefficient matrix B for the delay term
is the same as in [GW06]. Lastly, we have put Nsol = N0+1/(GNτp) as prescribed in [GK02] (which
is approximately the value of Nsol stated in [GW06]). The equilibrium we have listed above was
computed using Newton’s method after the parameter corrections were implemented, with the
equilibrium stated in [GW06] as an initial guess.
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Figure 4.1: Upper bound from Corollary 4.2 (thick, solid), upper bound from
Theorem 4.1, 2-norm of solution y(t) to continuous DDE computed
with the MATLAB dde23 routine, and 2-norm of solution yn to dis-
cretized equation (thick, dotted) for N = 10 (left), N = 25 (center),
N = 50 (right).
nontrivial transient growth.
As in the continuous case, with a little manipulation we find that T j(z)−1 =
P(z)−1X j(z), where P(z) = zN+1I − (I + hA)zN − hB, X0(z) = zN I, and X j(z) = hBz j−1
for j ≥ 1. (In general, P(z) = zN+1I − ∑Nj=0 A jzN− j and X j(z) = ∑Nk= j AkzN+ j−1−k for
j ≥ 1.) Notice that B is singular and therefore the inverse of T j(z)−1 does not
exist for j ≥ 1. However, we can still do ‖T j(z)−1‖ ≤ ‖P(z)−1‖h‖B‖ |z j−1| and obtain
bounds by taking Γ j = ∂{z : ‖P(z)−1‖h‖B‖ |z| j−1 = ε−1} for j ≥ 1. In Figure 4.1,
we show an upper bound on ‖yn‖2 from using Corollary 4.2, an upper bound
on ‖xn‖2 using Theorem 4.1, the 2-norm of the solution yn and the 2-norm of the
solution y(t) to the continuous DDE. Notice that as the mesh becomes finer, yn
becomes a better approximation to y(t) but the upper bound on ‖yn‖2 becomes
much more generous. This is because the spectral radius of M increases with
mesh size. This in turn suggests that a bound which comes directly from the
continuous DDE itself may be more straightforward and effective.
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4.4 Upper bounds for delay differential equations
Now we turn to transient bounds for DDEs
u˙(t) = Au(t) + Bu(t − τ) A, B ∈ Cn×n (4.6)
with a single delay τ > 0 and with α(A) and α(T ) both negative, where T (z) = zI−
A−Be−τz is the characteristic equation [MN07b]. Although we treat only a single
delay here, a direct extension to multiple constant delays is straightforward.
The characteristic equation T (z) = zI −A−Be−τz generally has infinitely many
eigenvalues, as is often the case with nonlinear matrix-valued functions. There-
fore, unlike in the previous section, bounds on transient behavior will depend
on integrals whose integration path is unbounded. So, if we expect a bound for
a DDE to be useful in practice, then we expect it to require more preparation
(such as locating eigenvalues so as to find an admissible integration path) and
look more complicated (since the integrand’s behavior at infinity will need to
be analyzed) than a bound for an ODE.
Let Ψ be the fundamental solution for the DDE, that is, the solution whose
initial conditions are zero on [−τ, 0) and the matrix identity I at t = 0. Following
the treatment in Chapter 1 of [HL93], we first bound Ψ by invoking the Mellin
inversion theorem [Wei12] and then splitting the characteristic equation into its
linear and nonlinear parts. We show that the integration can be taken over a
curve more convenient than the usual vertical one, and finally compute upper
bounds using elementary means.
Lemma 4.1. If X,Y ∈ Cn×n are two matrices, and if ‖X−1‖ ‖Y‖ < 1, then
‖(X − Y)−1‖ ≤ 1‖X−1‖−1 − ‖Y‖ .
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Proof. We write (X − Y)−1 = (I − X−1Y)−1X−1. By hypothesis, the Neumann se-
ries
∑∞
j=0(X
−1Y) j for (I − X−1Y)−1 converges and is bounded by (1 − ‖X−1‖ ‖Y‖)−1.
Therefore ‖(X − Y)−1‖ ≤ ‖X−1‖ (1 − ‖X−1‖ ‖Y‖)−1 and the desired result follows. 
Lemma 4.1 can be used to bound ‖T (z)−1‖ = ‖(zI − A − Be−τz)−1‖ in various
ways, depending on the choice of norm and the properties of the matrices A
and B. For simplicity, in the following lemma we use ‖ · ‖ = ‖ · ‖2 and assume A is
Hermitian. Generalizations are straightforward. For instance, the laser example
analyzed in this section does not have A Hermitian and we show how to apply
our results to that case.
Lemma 4.2. Let T (z) = zI − A − Be−τz with A = VDV∗ Hermitian. If y0 is a given
positive number, and η is chosen so that
1 < ηy0 < min
{ y0
‖B‖2 , e
−α(T )τ, e−α(A)τ
}
,
then
Γ = {x(y) + iy : |y| > y0}︸                  ︷︷                  ︸
Γ∞
∪ {x0 + iy : |y| ≤ y0, x0 = x(y0)}︸                               ︷︷                               ︸
Γ0
, x(y) = −1
τ
log (|y|η)
is to the right of both Λ(T ) and σ(A) but lies entirely in the left half-plane.
Proof. Γ is certainly to the right of σ(A), since all eigenvalues of A are real and
the condition ηy0 < e−α(A)τ guarantees x(y0) > α(A). The eigenvalues of T are
also to the left of Γ0 by the condition ηy0 < e−α(T )τ. As for Γ∞, ‖(zI − A)−1‖−12 =
σmin(zI − D) ≥ |y| because the eigenvalues of A are real. Hence, if z ∈ Γ∞, then
‖(zI − A)−1‖−12 ≥ |y| > ‖B‖2η|y| by the hypothesis η < 1/‖B‖2. Therefore, Lemma 4.1
applies with X = zI − A and Y = Be−τz, so ‖T (z)−1‖ ≤ (|y| − ‖B‖2η|y|)−1 < ∞ on Γ∞.
Since decreasing η to zero moves Γ∞ infinitely to the right, and decreasing η does
not violate the assumption guaranteeing nonsingularity of T on Γ∞, it follows
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that T is nonsingular on and at all points to the right of Γ∞. Therefore Γ is to the
right of Λ(T ). The condition 1 < ηy0 assures that Γ0 is in the left half-plane, and
therefore so is Γ. 
By our assumption that all eigenvalues of T are in the left half-plane, all
solutions of (4.6) are exponentially stable [MN07b, Proposition 1.6] and hence
of exponential order. Therefore we can take the Laplace transform of (4.6) to
obtain
(zI − A − Be−τz)U(z) = u(0) + Be−τz
∫ 0
−τ
e−ztu(t) dt, U = Lu.
Since the fundamental solution satisfies Ψ(t) = 0 on [−τ, 0) and Ψ(0) = I, it
follows that (LΨ)(z) = T (z)−1. Then we can use the Mellin inversion theo-
rem [Wei12] to write
Ψ(t) =
1
2pii
∫
γ+iR
T (z)−1ezt dz (4.7)
for any γ > α(T ). The next lemma shows that we can integrate over the contour
Γ from Lemma 4.2 rather than γ + iR in (4.7).
Lemma 4.3. For Γ as in Lemma 4.2 and γ such that (4.7) holds, we have∫
Γ
T (z)−1ezt dz =
∫
γ+iR
T (z)−1ezt dz.
Proof. Since T has no eigenvalues in the region bounded by γ + iR and Γ, we
only need to show that the integrals∫ γ
x(y)
T (w + iy)−1 e(w+iy)t dw
go to zero as y → ±∞. But from Lemma 4.1 we know ‖T (w + iy)−1‖ ∼ 1|y| on
x(y) ≤ w ≤ γ as |y| becomes large, and |e(w+iy)t| ≤ eγt on the integration path which
itself has arc length ∼ log(|y|). Therefore∥∥∥∥∥∥
∫ γ
x(y)
T (w + iy)−1 e(w+iy)t dw
∥∥∥∥∥∥ . log |y||y| → 0
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as |y| becomes large, and the lemma is proved. 
We now come to the main result of this section, in which we bound transient
growth of the fundamental solution. Note that a bound on Ψ(t) for t ≥ τ is all
that is required, since Ψ(t) = eAt for 0 ≤ t < τ. Again, we use the 2-norm, but
only for simplicity.
Theorem 4.4. With the hypotheses of the previous lemmas, the fundamental solution
of u˙(t) = Au(t) + Bu(t − τ) satisfies the bound
‖Ψ(t)‖2 ≤ ‖ exp(At)‖2 + ex0tI0 + ex0t Ct/τ
on t ≥ τ, where
I0 =
1
2pi
∫ y0
−y0
‖T (x0 + iy)−1 − R(x0 + iy)‖2 dy, R(z) = (zI − A)−1
and
C =
‖B‖2η
√
(τy0)−2 + 1
pi (1 − ‖B‖2η) .
Proof. Since Γ was chosen to the right of all eigenvalues of A, the splitting
1
2pii
∫
Γ
T (z)−1ezt dz =
1
2pii
∫
Γ
R(z)ezt dz +
1
2pii
∫
Γ
[
T (z)−1 − R(z)
]
ezt dz
and subsequent evaluation of the first summand as eAt is justified, as the Mellin
inversion theorem applies to R(z) for the same reason it applies to T (z)−1. With
I0 as defined in the theorem statement, it only remains to give a bound on the
second integral in the sum.
From the hypothesis that A is Hermitian we have that ‖R(z)‖2 ≤ |y|−1, and
hence ‖R(z)Be−τz‖2 ≤ ‖B‖2η. Therefore the assumption ηy0 < y0/‖B‖2 implies
‖R(z)Be−τz‖2 < 1 on Γ∞, so that T (z)−1 − R(z) is subject to the Neumann bound
‖T (z)−1 − R(z)‖2 ≤ |y|−1‖B‖2η (1 − ‖B‖2η)−1 .
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In addition, if z ∈ Γ∞ then |z′(y)| ≤
√
(τy0)−2 + 1. It then follows that∥∥∥∥∥ 12pii
∫
Γ∞
[
T (z)−1 − R(z)
]
ezt dz
∥∥∥∥∥
2
≤ ex0t C
t/τ
.

Remark 4.4. In general, if A is not Hermitian we can still bound ‖R(z)‖ simply
by splitting A into its Hermitian and skew-Hermitian parts as A = H + S , from
which ‖R(z)‖2 ≤ (|y| − ‖S ‖2)−1 if we use the 2-norm. However ‖R(z)‖ is bounded
must be taken into account when choosing Γ∞.
Also note that we could have integrated over a vertical contour at Rez = x0,
because ‖T (x0 + iy)−1 − R(x0 + iy)‖ . |y|−2 as |y| → ∞. But then we obtain
‖Ψ(t)‖2 ≤ ‖ exp(At)‖2 + ex0tI0 + ex0tC, C = ‖B‖2η
pi(1 − ‖B‖2η) (4.8)
and we have lost the 1/t dependence in the third term.
Since ‖T (z)−1‖ is integrable on Γ∞, we also could have obtained an upper
bound in terms of the integral of ‖T (z)−1‖ over Γ0 and another term with 1/t
dependence, specifically
‖Ψ(t)‖2 ≤ ex0t I˜0 + ex0t Ct/τ, I˜0 =
1
2pi
∫
Γ0
‖T (z)−1‖2 |dz|, C =
√
(τy0)−2 + 1
pi(1 − ‖B‖2η) . (4.9)
In this version we fail to take advantage of the closed form of
∫
R(z)ezt dz. How-
ever, we may be able to shift x0 further to the left since we no longer need to
have Γ to the right of the spectrum of A, and this will result in faster decay.
One consequence of a bound on the fundamental solution is a bound on
worst-case transient behavior of a certain class of solutions, namely the ones
equal to zero on [−τ, 0) and with an initial “shock” condition specified at t = 0.
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Example 4.2. Consider the DDE
v˙(t) = Av(t) + Bv(t − τ), τ = 0.2 (4.10)
coming from the discretization of a parabolic partial delay differential equation3
where n = 102 and h = pi/(n + 1), and A, B ∈ Cn,n are defined by
A =
1
h2

−2 1
1 . . . 1
1 −2
 + 2I, B( j, j) = a1( jh), a1(x) = −4.1 + x(1 − e
x−pi).
Rather than compute eigenvalues of T to obtain α(T ), we can compute inclusion
regions by applying Theorem 2.1.
For AV = ΛV an eigendecomposition of A, the matrix-valued function
T˜ (z) = zI − Λ − V−1BVe−τz has the same spectrum as T . Applying Theorem 2.1
to T˜ with a diagonal/off-diagonal splitting yields the inclusion regions plotted
in Figure 4.2 (left). The rightmost point of the inclusion regions is then a bound
for α(T ). The largest eigenvalues of A are also plotted, and the solid contour is
chosen as in the theorem, with y0 = 21.4214 and η = 0.0491366, so that it is to the
right of both the eigenvalues of T and the eigenvalues of A. The dashed contour
is the vertical alternate integration path, as referred to in Remark 4.4. Lastly, if
we use (4.9), we can integrate over a contour whose vertical section is shifted
to the left, depicted as the dotted line in Figure 4.2 (left). In Figure 4.2 (right),
we have plotted the bound derived using the theorem (solid), as well alternate
bounds (4.8) (dashed), (4.9) (dot-dashed), and (4.9) with the contour whose ver-
tical part is shifted leftward (dotted). The last bound gives better results for
larger times, as expected, but the bound given in Theorem 4.4 outperforms it
for smaller times and outperforms the other bounds for all times t > τ.
3 This example is adapted from the example in [Eff13, §5.1]. We treated the latter in Chapter 3
where it is named the single delay PDDE and we use the same localization techniques here.
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Figure 4.2: Left: Inclusion regions for the eigenvalues of T (z) (green line), the
six largest eigenvalues of A (∗), the contour Γ used in Theorem 4.4
(solid), and the vertical contour used for alternate bound (4.8)
(dashed). Contour parameters y0 and η are set to 21.4214 and
0.0491366, respectively. For the contour with left-shifted vertical part
(dotted), y0 = 27.7628 and η = 0.0491366. Right: Upper bounds
on the fundamental solution of (4.10): the upper bound described
in the theorem (solid), and the alternates (4.8) (dashed), (4.9) (dot-
dashed), and (4.9) with the contour with dotted vertical part (dot-
ted). Lower solid curves are solutions to (4.10) with zero initial con-
dition on [−τ, 0) and various unit-norm initial conditions specified at
t = 0.
In case u([−τ, 0)) . 0, we can still obtain bounds on u(t) in terms of the fun-
damental solution Ψ(t).
Corollary 4.3. Suppose u satisfies the DDE of the theorem subject to initial conditions
u(0+) = u0 and u(t) = ϕ(t) on [−τ, 0), with Bϕ integrable. Then
‖u(t)‖2 ≤ ‖Ψ(t)‖2 · ‖u0‖2 + sup
0≤ν<τ
‖Ψ(t − ν)‖2
∫ τ
0
‖Bϕ(ν − τ)‖2 dν.
Furthermore, this bound is dominated by the more generous but more explicit piecewise
bound k1(t)‖u0‖2 +k2(t)
∫ τ
0
‖Bϕ(ν−τ)‖2 dν, where k1(t) is an upper bound on ‖Ψ(t)‖2 and
k2(t) =

sup
0<s<t
‖ exp(As)‖2 (0 ≤ t < τ),
sup
t−τ<s<τ
‖ exp(As)‖2 + sup
τ<s<t
‖ exp(As)‖2 + ex0τ(I0 +C) (τ ≤ t < 2τ),
sup
t−τ<s<t
‖ exp(As)‖2 + ex0(t−τ)
(
I0 +
C
(t − τ)/τ
)
(t ≥ 2τ).
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Proof. From [HL93, Ch. 1, Thm. 6.1],
u(t) = Ψ(t)u0 +
∫ τ
0
Ψ(t − ν)Bϕ(ν − τ) dν
and the first assertion is obvious. Using the fact that Ψ(t) = eAt on 0 ≤ t < τ and
Ψ(t − ν) = 0 for t − ν < 0, the integration path can be truncated to ∫ t
0
. Similarly,
if τ ≤ t < 2τ, then Ψ(t − ν) = eA(t−ν) for t − τ < ν < τ, and for this range of ν we
have t − ν ≥ τ. Finally, if t ≥ nτ then t − ν ≥ (n − 1)τ as ν ≤ τ. Taking norms and
applying the theorem gives the piecewise bounds. 
Example 4.3. We return to the model of the semiconductor laser with phase-
conjugate feedback. Since A is not Hermitian, Theorem 4.4 does not apply di-
rectly. However, by letting β equal the largest imaginary part of any eigenvalue
of A, changing the definition of Γ∞ so that x(y) = − log (η(|y| − β)) instead, and
using the fact that A = VDV−1 is diagonalizable, it is straightforward to derive
the same bound as in Theorem 4.4 with the alteration
C =
κ2(V)η‖E‖2
√
(τ(y0 − β))−1 + 1
pi(1 − η‖E‖2) ,
where E = V−1BV , κ2(V) is the 2-norm condition number of V , and y0 and η were
chosen to satisfy
1 < η(y0 − β) < min
{
y0 − β
‖E‖2 , e
−α(T ), e−α(A)
}
.
Inclusion regions were obtained for T˜ (z) = zI −Λ−Ee−z with the splitting D(z) =
zI − Λ − E0e−z and E(z) = Fe−z (E0 = diag E, F = E − E0) and an application
of Theorem 2.1. The one component of the inclusion region intersecting the
right half-plane contains exactly one eigenvalue of D(z), and therefore exactly
one eigenvalue of T (z), which we have computed using Newton’s method on a
bordered system [Gov00, Chapter 3].
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Figure 4.3: Left: An inclusion region for the eigenvalues of T (z), the three right-
most eigenvalues of T (z), and the contour Γ (thick line). Contour
parameters y0 and η are set to 21.4214 and 0.0491366, respectively.
Right: Upper bound on solution with initial conditions φ(t) ≡ u(0)
(thick line) and the solution computed with MATLAB’s dde23.
4.5 Lower bounds
The following is an extension of Theorem 4.2.
Theorem 4.5. Let T be a matrix-valued function and suppose we have the representa-
tions
Ψ(t) =
1
2pii
∫
Γ
T (z)−1ezt dz and T (z)−1 =
∫ ∞
0
Ψ(t)e−zt dt
where the latter holds for Re(z) > α(T ) and Γ is a (possibly unbounded) curve in the
complex plane. Then for arbitrary ω ∈ R,
sup
t≥0
‖Ψ(t)‖e−ωt ≥ αε(T ) − ω
ε
for any ε > 0 for which αε(T ) is finite.
Proof. Suppose ‖Ψ(t)‖ ≤ Ceωt for all t ≥ 0 and fix ε > 0. Without loss of generality,
suppose that ω < αε(T ), and take z ∈ Λε(T ) such that Rez > α(T ) and Rez >
ω. Then by the representation for T (z)−1, the bound on Ψ(t) implies ‖T (z)−1‖ ≤
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Re(z)−ω . Then ‖T (z)−1‖ > ε−1 by definition of Λε(T ), which implies Re(z) − ω < Cε.
It follows that αε(T ) ≤ Cε + ω. By the contrapositive, αε(T ) > Cε + ω implies the
desired result. 
The following proposition is easier to use in practice.
Proposition 4.2. For each x > 0, supt≥0 ‖Ψ(t)‖ ≥ x supy∈R ‖T (x + iy)−1‖.
Proof. Fix x and let y ∈ R be arbitrary. Set ‖T (x+iy)−1‖ = ε−1. Then αε(T ) ≥ x. From
Theorem 4.5, supt≥0 ‖Ψ(t)‖ ≥ xε−1. For fixed x, the right-hand side is maximized
by finding ε as small as possible, i.e., by finding y such that ‖T (x + iy)−1‖ is as
large as possible. 
Remark 4.5. Note that for a given x we may only need to check a finite range of y
values. This can be shown by proving that for |y| sufficiently large ‖T (x+ iy)−1‖ ≤
‖T (x)−1‖, for example.
Example 4.4. We now give lower bounds on worst-case growth for our two ex-
amples. In the case of the discretized PDDE, we use the fact that A is Hermitian
to derive ‖T (x + iy)−1‖2 ≤ ‖T (x)−1‖2 for |y| > |x| + ‖B‖2e−τx + σmin(T (x)) as per the
previous remark, and check 100 equally spaced x values in [5, 10] for the largest
lower bound given by Proposition 4.2. For the linearization of the laser exam-
ple, where A is not Hermitian, we use instead that ‖T (x + iy)−1‖2 ≤ ‖T (x)−1‖2 for
|y| > ‖xI − A‖2 + ‖B‖2e−x +σmin(T (x)) and check an equally spaced 100 point mesh
of [1, 5].
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Figure 4.4: Left: Discretized PDDE example with lower bound for solutions
with ‖u(0)‖2 = 1. Notice that one but not both of the plotted so-
lutions for the discretized partial DDE have supremum above the
given lower bound. Right: Linearization of laser example with lower
bound for solutions with ‖u(0)‖2 = 0.0015‖(Ex, Ey,N)T ‖2. The solution
to the linearized system from the laser model departs significantly
from the equilibrium before decaying asymptotically. Unless the
truncated nonlinear part of the original laser model is guaranteed
to stay small under departures which differ from the equilibrium by
0.38242 in norm, the applicability of the linear stability analysis to
this equilibrium and these initial conditions is questionable.
4.6 Conclusion
Some practical, pointwise upper bounds on solutions to higher-order ODEs and
single, constant delay DDEs have been demonstrated on a discretized partial
DDE and a DDE model of a semiconductor laser with phase-conjugate feedback.
A general lower bound was stated and used to concretely bound worst-case
transient growth for both examples with a small computational effort. Effective
techniques for localizing eigenvalues rather than computing them were used in
an auxiliary fashion.
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CHAPTER 5
SCATTERING RESONANCES AND QUANTUM CORRALS
5.1 Introduction
In 1993, IBM researchers Crommie, Lutz, and Eigler used a scanning tun-
neling microscope (STM) to place iron atoms into a circle on a copper sur-
face [CLE93]. With the STM, they were able to create images not only of this
“corral”, but also of the quantum states of electrons trapped inside it.1 Al-
though admitting that failure to include the possibility of “transmission past
the boundary atoms” [CLE93, p. 220], e.g. quantum tunneling, could be a
source of error, they nevertheless successfully explained the qualitative behav-
ior of observed quantum states using a two-dimensional, circular version of
the first quantum model every physics student is introduced to: the parti-
cle in a box2 [Gri05]. Within a few years, others had attempted to explain
quantum corral experiments with more sophisticated models, including mul-
tiple scattering [CB96, FH03, HCLE94], elastic scattering with various poten-
tials [HP96, RZ04], computations based on analogies with acoustics [BZH10],
and a joint wave packet propagation approach where the corral is considered a
circular wire [DTOBG08, GDTB09]. There has also been theoretical work on the
distribution of resonances for quantum corrals, where the potential due to the
corral atoms is modeled as a delta function on a circle [Gal16].
The success of the approaches cited above (multiple scattering, elastic scat-
tering, etc.) is usually measured by how well the model used can reproduce
1 http://researcher.watson.ibm.com/researcher/view_group_subpage.
php?id=4252 contains a gallery of high resolution images.
2This model is also called the infinite square well.
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experimental observations of the local density of states (LDOS).3 This quantity,
which depends on both a position x and an energy E, relates to the likelihood
of finding an electron with energy E at location x. The actual quantity the STM
measures, which is supposed to reflect the local density of states, is the differen-
tial conductance dI/dV [RZ04, Eq. (1)], i.e. the derivative of a measured current
with respect to an applied voltage. If a certain energy parameter is fixed, al-
lowing the STM tip to move across a diameter of the corral produces curves of
dI/dV for fixed energy and varying position, as in [HCLE94, Fig. 2].
Different authors have advocated for the use of multiple scattering theory or
for elastic scattering theory, but it is not clear which more accurately reflects the
underlying physics (see for example [RZ04, Fig. 1] and discussion in [HP96]).
And those opting for elastic scattering vary in their approaches to modeling
the potential. Some choices include modeling each corral atom with finite cylin-
ders [HP96] or Gaussian bumps [RZ04], and taking care about placing their cen-
ters on adsorption sites for the copper metal lattice rather than modeling them
as equally spaced around a circle or other curve [FH03, HP96, HCLE94, RZ04].
It is not clear how much these choices matter for the computation of resonances
themselves, because these approaches have only been compared by how well
they reproduce the observed LDOS.
We will outline a framework for a comparative analysis between models.
The key goal is to be able to concretely bound the difference between resonances
predicted by corral models with different potentials and/or boundary condi-
tions. This comparison will take place in the context of the discretizations of the
partial differential equations appearing in the elastic scattering model, allowing
3 A concise resource about the STM and what it measures can be found at http://
davisgroup.lassp.cornell.edu/STM_theory.html.
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us to formulate the computation of quantum states and their energies as a non-
linear eigenvalue problem, and giving us access to a powerful combination of
linear algebra and complex analysis tools.
A brief outline is as follows. In Section 5.2 we will introduce models
which permit quantum tunneling, the definition of resonance, the Dirichlet-to-
Neumann map, and some facts about Schur complements that we will need
later. In Section 5.3, we will describe the details of the discrete formulations
and resulting nonlinear eigenvalue problems to be compared. Section 5.4 con-
tains two types of error analysis: one based on first-order perturbation theory
and the other on localization theorems for matrix-valued functions (Chapter 2
and [BH13]). Various sources of error due to the discretizations will be dealt
with through these means. In Section 5.5 we apply these tools to compare both
the particle-in-a-box (5.1) model and a formulation using rational approxima-
tions to a model where an exact scattering boundary condition is used.
5.2 Background
Mathematically, the particle in a box is posed as the following partial differential
equation with Dirichlet boundary conditions:
−∆ψ = Eψ on B(0,R)
ψ = 0 on r = R
(5.1)
where we have used a scaling to eliminate the usual constants in the
Schro¨dinger equation and R is the radius of the corral. Separation of variables
shows ψ(r, θ) =
∑
n anJn(kr)einθ, where k2 = E and each Jn is a first-kind Bessel
function. To respect the convention that the first kind Hankel function H(1)(kr)
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is outgoing, k is taken as the principal square root of E. Eigenstates and their
corresponding energies are then extracted by computing the zeros of Jn(kR) for
each n ∈ Z. While the payoff from this naı¨ve analysis in [CLE93] is quite good,
one wonders how much the failure to account for quantum tunneling explains
observed disagreement between calculation and experiment.
Since quantum tunneling through the corral is possible, the waves observed
within the corral should be characterized as resonant (long-lived but transient)
states rather than eigenstates [DZ16]. The resonances of a quantum system are
defined to be those complex numbers E = k2 such that
(−∆ + V − E)ψ = 0 (Time-independent Schro¨dinger equation) (5.2a)
lim
r→∞
√
r
(
∂
∂r
− ik
)
ψ = 0 (Sommerfeld radiation condition) (5.2b)
has a nonzero solution ψ, where V is the potential due to the corral. In this
case, the solution ψ is known as a resonant state, and the imaginary part of E is
inversely proportional to the lifetime of the state. The particle-in-a-box model
uses V(r) = 0 for r < R and V(r) = ∞, simplifying (5.2) to an eigenvalue problem
for a self-adjoint operator.
The potential induced by the quantum corral is necessarily of limited
strength, as is the extent of its influence. The simplest model potential func-
tion that reflects these qualities is
V(r) =

0, r < R1
V0, R1 < r < R2
0, r > R2
, (5.3)
where V0 is a positive constant and [R1,R2] is the annulus on which the potential
is supported (see Figure 5.2). Other options for V include those used in [HP96]
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or [RZ04]. For simplicity, we will use (5.3) through Section 5.4.
It turns out that the rather unwieldy condition (5.2b) can be simplified under
the assumption that the potential has compact support in B(0,R). In particular,
it can be rephrased as a boundary condition at r = R by using the Dirichlet-to-
Neumann (DtN) map, a pseudodifferential operator mapping solution values
on the boundary to derivatives on the boundary [Giv99]. On the circular bound-
ary r = R (see Appendix C), the action of the DtN map f (k,R) corresponding
to (5.2) can be written in terms of Fourier expansions as
∑
n
cneinθ
f (k,R)7−−−−→
∑
n
fn(k,R)cneinθ, fn(k,R) = k
(
H(1)n
)′
(kR)
H(1)n (kR)
, (5.4)
where H(1)n is the outgoing Hankel function of order n [AW05, §11.4].
This is a good time to simplify (5.2a) based on axisymmetry of (5.3) as well
as motivate how the DtN map comes into play. First of all, using separation of
variables on (5.2a), it can be shown that each component of the Fourier series
ψ(r, θ) =
∑
n ψn(r)einθ of the resonant state satisfies
− ψ′′n (r) −
1
r
ψ′n(r) +
(
n2
r2
+ V(r) − E
)
ψn(r) = 0, n ∈ Z, (5.5)
which reduces to Bessel’s equation
r2ψ′′n (r) + rψ
′
n(r) +
(
(kr)2 − n2
)
ψn(r) = 0
(
E = k2
)
(5.6)
outside of B(0,R). Since the outgoing and incoming Hankel functions H(1)n (kr)
and H(2)n (kr) (resp.) are a basis for the solution space of (5.6) [AW05, §11.4],
and the radiation boundary condition (5.2b) picks out only the outgoing H(1)n (kr)
term, each ψn(r) looks like a multiple of H
(1)
n (kr) away from B(0,R). As a conse-
qence, satisfying (5.2b) is equivalent to the condition ψ′n(R) = fn(k,R)ψn(R) ∀n, or
ψr(R, θ) = f (k,R)ψ(R, θ) ∀θ, which is where the Dirichlet-to-Neumann map gets
its name.
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Having split (5.2) with (5.3) into a sequence of 1D problems, for now we will
focus on one at a time, the n-th being(
− ∂
2
∂r2
− 1
r
∂
∂r
+
n2
r2
+ V(r) − E
)
ψn(r) = 0 on B(0,R)
ψ′n(R) = k
(
H(1)n
)′
(kR)
H(1)n (kR)
ψn(R).
(5.7)
To be clear, the resonances of (5.2) are precisely those complex numbers E such
that that (5.7) has a nonzero solution for at least one index n.
In the next section, we will discretize (5.7) to approximate the operator
in (5.7) by a matrix-valued function T (DtN)n (k) (a different one for each index n).
Recall that we define an eigenvalue of a matrix-valued function T : Ω ⊂ C →
CM×M as a complex number λ such that T (λ) is a singular matrix. Therefore, the
resonances of (5.7) will be approximated by E = k2 where k is an eigenvalue
of some T (DtN)n . It will turn out that T
(DtN)
n is highly nonlinear and the problem
of computing its eigenvalues cannot be attacked directly (although T (DtN)n itself
remains invaluable for error analysis in Section 5.4). Instead, we will obtain
resonance approximations from linear matrix-valued functions z 7→ A − zB that
have Schur complements approximating T (DtN)n . We will also use Schur comple-
ments to relate problems posed on different domains. We now define the Schur
complement and some related vocabulary.
Consider the block matrix
A =
A11 A12A21 A22
 . (5.8)
If A22 is nonsingular, then a block Gaussian elimination givesA11 − A12A
−1
22A21 0
A21 A22.
 (5.9)
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Then it is customary to say that the matrix A11 − A12A−122A21 is the Schur comple-
ment of A22 in A [Zha05]. Informally, we may also say that A11 − A12A−122A21 is the
Schur complement of A onto its leading block. Alternatively, if A is operating
on a vector of variables [xT1 , x
T
2 ]
T , then A11 − A12A−122A21 acts on x1 alone. Thus we
also sometimes say that we have Schur complemented away the variables in x2.
If T : Ω → Cn×n is a matrix-valued function, we can also define a Schur com-
plement S (z) = T11(z) − T12(z)T22(z)−1T21(z) by an appropriate partition. Notice
that S is now a matrix-valued function as well. Generically speaking, T and S
will have the same eigenvalues.
Lemma 5.1. Let T : C → CM×M be a matrix-valued function, let I1, I2 be comple-
mentary subsets of {1, 2, ...,M} and define Ti, j(z) := T (z)Ii,I j , i, j = 1, 2. If λ is not an
eigenvalue of T2,2, then T (λ) is singular if and only if T1,1(λ) − T1,2(λ)T2,2(λ)−1T2,1(λ) is
singular.
Proof. For simplicity, suppose that I1 is the index vector (1, 2, ..., p) and I2 = (p +
1, p + 2, ...,M). Other cases can be reduced to this one by conjugating T by a
permutation matrix.
Let λ be an eigenvalue of T . Then there is some nonzero x = [xT1 , x
T
2 ]
T such
that T11(λ) T12(λ)T21(λ) T22(λ)

x1x2
 =
00
 . (5.10)
If λ is not an eigenvalue of T22, the above system is equivalent toT11(λ) − T12(λ)T22(λ)
−1T21(λ) 0
T21(λ) T22(λ)

x1x2
 =
00
 . (5.11)
114
Since T22(λ) is nonsingular, x1 must be nonzero. Thus, T (λ) singular implies
T1,1(λ) − T1,2(λ)T2,2(λ)−1T2,1(λ) singular. The converse follows from setting x2 =
−T22(λ)−1T21(λ). 
5.3 Discretization
There are a several options for discretizing (5.7). A popular choice is finite ele-
ments, used in [HP96]. See also [Lin02] for a variational discretization method
used with complex scaling [Moi98] and an interesting choice of basis. Here we
use spectral collocation [Tre00], which is known to exhibit fast convergence as
the number of discretization points is increased. Applying spectral collocation
to (5.7) amounts to approximating the solution ψn(r) by a polynomial pn(r) and
enforcing that pn satisfies (5.7) at all points in a certain mesh of [0,R].
The first step in setting up a spectral collocation discretization is to choose
the mesh. To capture the discontinuity in (5.3), we will mesh [0,R1] and [R1,R2]
separately, the first with a half Chebyshev mesh rˆ1 to avoid redundancy at the
origin [Tre00, Ch. 11], and the second with the usual Chebyshev extreme points
rˆ2 (see Figure 5.2 for a cartoon of the mesh on [0,R1] and [R1,R2]). Note that
this means rˆ1 and rˆ2 both include the point R1. Continuity and differentiability
of pn(r) will be enforced at the interface point R1, and the DtN map boundary
condition from (5.7) will be enforced at R = R2.
Let D1 be the Chebyshev differentiation matrix mapping values of pn(r)
to values of p′n(r) on rˆ1 and define D2 similarly (see [Tre00] for details and
code). Let rˆ be the concatenation of rˆ1 and rˆ2. For notational convenience,
if xˆ = [x1, x2, ..., xM]T is a vector of points and f is a function, then we let
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f (xˆ) denote the vector [ f (x1), f (x2), ..., f (xM)]T . With this convention, we write
D jpn(rˆ j) = p′n(rˆ j), j = 1, 2. As a further notational convenience let diag(xˆ) denote
the diagonal matrix with diagonal entries from the vector xˆ, and let 1/xˆ and
xˆs be understood as the vectors [1/x1, 1/x2, ..., 1/xM]T and [xs1, x
s
2, ..., x
s
M]
T , respec-
tively (akin to MATLAB syntax). Then, ignoring boundary conditions at R1 and
R2 for the moment, the discretization of (5.7) is
(
An, j − k2I
)
pn(rˆ j) = 0, j = 1, 2,
where An, j = −D2j −diag(1/rˆ j)D j +diag(n2/rˆ2j )+diag(V(rˆ j)). Enforcing interface and
boundary conditions is done by replacing the rows corresponding to R1 and R2,
yielding the discretization
(A(DtN)n − k2B(DtN) +C(DtN)n (k)︸                               ︷︷                               ︸
T (DtN)n (k)
)pn(rˆ) = 0, (5.12)
where
A(DtN)n =

An,1(1 : end − 1, :)
−D1(end, :) D2(1, :)
0 . . . 0 1 −1 0 . . . 0
An,2(2 : end − 1, :)
−D2(end, :)

,
B(DtN) = diag([1 . . . 1 0 | 0 1 . . . 1 0]),
C(DtN)n (k) = diag(
[
0 . . . 0 | 0 . . . 0 fn(k,R)]).
(5.13)
The expression An,1(1 : end − 1, :) is MATLAB notation meaning all columns and
all but the last row of An,1.
It is difficult to find eigenvalues of T (DtN)n due to the presence of the highly
nonlinear term C(DtN)n (k). However, we may approximate (5.12) by something
more tractable. To this end, in Section 5.5.2 we replace C(DtN)n (k) with a rational
approximation C(rat)n (k) := −An,12
(
An,22 − k2B22
)−1
An,21. Then, the eigenvalues of
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T (rat)n (k) := A
(DtN)
n − k2B(DtN) +C(rat)n (k) are all eigenvalues of
(
T (rat)full
)
n
(k) =
A
(DtN)
n An,12
An,21 An,22
︸            ︷︷            ︸(
A(rat)full
)
n
−k2
B
(DtN)
B22
︸          ︷︷          ︸
B(rat)full
(5.14)
(by Lemma 5.1), which are easy to compute. And wherever C(rat)n (k) approxi-
mates C(DtN)n (k) closely enough, we will be able obtain approximate eigenvalues
of T (DtN)n through use of the pseudospectral inclusion result Theorem 2.5. This
will be further discussed in Section 5.4.
A very popularly known rational approximation to the DtN map comes from
using perfectly matched layers (PMLs) [Kim09]. While there are physical ways
of describing PMLs and how to select good parameters, the mathematical de-
scription is a complex-valued coordinate change that bends [R,∞) into the up-
per half of the complex plane. This causes the waves H(1)n and H
(2)
n to be at-
tenuated and amplified, respectively, as distance from the potential support in-
creases. Recalling that each ψn must be a multiple of H
(1)
n for r > R, a Dirichlet
boundary condition applied sufficiently far from the potential support serves as
a reasonable way to select for H(1)n after sufficient attenuation has occurred. Af-
ter discretizing and Schur complementing away the variables associated to the
PML region (outside the potential support and up to the radius where a Dirich-
let boundary was enforced), one obtains T (PML)n (k) = A
(DtN)
n − k2B(DtN) + C(PML)n (k).
It tends to be that C(PML)n (k) approximates C
(DtN)
n (k) best for moderately-sized k,
since accuracy is lost both near the origin due to the square root branch cut and
far from the origin due to numerical reflection artifacts. To enlarge the region
of accuracy, the number of discretization points in the PML region can be in-
creased, but accuracy will always be best for moderate k.
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In contrast, we can choose other rational approximations to be most accu-
rate wherever we want. The following proposition shows how to obtain such a
rational approximation for a range of energies k2.
Proposition 5.1. Let f (z) = fn(
√
z,R) using the principal branch of the square root and
let N be a positive integer. Let Ω be a chosen domain of interest with smooth, positively
oriented boundary parametrized by ϕ : [0, 1] → ∂Ω, and suppose f (z) is analytic in Ω¯.
Define
z j = ϕ( j/N),
w j = f (z j)ϕ′( j/N)
2/N
4pii
, j = 1, ...,N − 1,
w j = f (z j)ϕ′( j/N)
1/N
4pii
, j = 0,N
(5.15)
and let zˆ and wˆ be column vectors of the poles z j and nodes w j as defined above. Define
(
A(rat)full
)
n
=

0 . . . 0
A(DtN)n
...
...
0 . . . 0
wˆT
0 . . . 0 . . .
...
... −1 diag(zˆ)
0 . . . 0 . . .

, B(rat)full =
 B
(DtN)
I

(5.16)
where 1 represents the vector of all ones, and define T (rat)n (k) as the Schur complement
of
(
A(rat)full
)
n
− k2B(rat)full onto the leading block. Then for any k in the right half-plane with
k2 ∈ Ω, T (rat)n (k)→ T (DtN)n (k) as N → ∞.
Proof. The Cauchy integral formula states that under the conditions of the the-
orem
f (k2) =
1
2pii
∮
∂Ω
f (z)
z − k2 dz (5.17)
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for any k2 ∈ Ω. Since the principal branch of the square root is being used, √k2 =
k if and only if k is in the left half-plane. The result follows by approximating
the integral using the trapezoid rule. 
5.4 Error analysis
We have taken several steps getting from the definition of the resonance in the
continuous, two-dimensional setting (5.2) to the kind of problem we can solve
numerically, and most introduced a new source of error. In this section we con-
tinue to use the axisymmetric potential (5.3), so that moving from (5.2) to the full
sequence of 1D problems (5.7) preserves eigenvalues exactly. But the following
steps do not:
1. Passing from (5.7) to the discretized version (5.12).
2. Solving an approximating, linear eigenvalue problem (5.14) instead of the
difficult nonlinear eigenvalue problem (5.12) for a genuinely nonlinear
matrix-valued function.
3. Neglecting (5.12) for infinitely many n.
5.4.1 Error due to discretization
To address the first source of error, recall that the spectral collocation discretiza-
tion amounts to replacing ψn with a polynomial approximant pn(r) in (5.7), and
subsequently computing k2 and the values of some nonzero pn(r) on a mesh.
Then a sum such as
∑N2
n=N1
pn(r)einθ (usually N1 = −N2 or −N2 + 1) approximates
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the solution to (5.2). In any case, suppose ψˆ, kˆ is some approximate solution pair
for (5.2), written here for simplicity of notation as
(
H − k2
)
ψ = 0 on B(0,R)(
∂
∂r − f (k,R)
)
ψ = 0 on ∂B(0,R)
(5.18)
where H = −∆ + V and the Sommerfeld boundary condition has been replaced
with the DtN map boundary condition on r = R. For ψˆ, kˆ to be an approximate
solution, there must exist δψ with small L2(B(0,R)) norm and small δk such that
ψ = ψˆ + δψ and k = kˆ + δk. From another point of view, the approximate pair
must have a small residual, i.e., (H − kˆ2)ψˆ should be small on B(0,R) and (∂/∂r −
f (kˆ,R))ψˆ should be small on r = R. Then a residual-based error estimate for the
eigenvalues computed by discretizing (5.2) is contained in the next proposition,
for which the following lemma is essential.
Lemma 5.2. If u, v ∈ H1(B(0,R)), then ∫
∂B(0,R)
u f (k,R)v =
∫
∂B(0,R)
v f (k,R)u.
Proof. See Appendix C. 
Proposition 5.2. Suppose
(
H − kˆ2
)
ψˆ = η on B(0,R)(
∂
∂r − f (kˆ,R)
)
ψˆ = α on ∂B(0,R).
(5.19)
Then to first order,
δk ≈
∫
B(0,R)
ψˆη +
∫
∂B(0,R)
ψˆα
2kˆ
∫
B(0,R)
ψˆ2 +
∫
∂B(0,R)
ψˆ fk(kˆ,R)ψˆ
. (5.20)
Remark 5.1. Since in our discretization the values of ψˆ are known on a
Chebyshev-based mesh in the radial direction, integration with respect to r can
be performed by applying the Chebfun [DHT14] sum() function.
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Proof. Deleting second-order terms from
(
H − (kˆ + δk)2
) (
ψˆ + δψ
)
= 0 and(
∂/∂r − f (kˆ + δk,R)
) (
ψˆ + δψ
)
= 0 shows that to first order the δk, δψ pair satis-
fies 
(
H − kˆ2
)
δψ − 2kˆδkψˆ = −η on B(0,R)(
∂
∂r − f (kˆ,R)
)
δψ − fk(kˆ,R)ψˆδk = −α on ∂B(0,R).
(5.21)
Applying Green’s identity [Eva98, p. 628, Theorem 3(iii)] (essentially an inte-
gration by parts) gives∫
B(0,R)
ψˆ∆(δψ) =
∫
B(0,R)
(δψ)∆ψˆ +
∫
∂B(0,R)
(
ψˆ(δψ)r − (δψ)ψˆr
)
, (5.22)
and ∫
B(0,R)
ψˆ(H − kˆ2)δψ =
∫
∂B(0,R)
(
(δψ)ψˆr − ψˆ(δψ)r
)
. (5.23)
Using (5.21) in the previous equation we obtain∫
B(0,R)
ψˆ(2kˆδk − η) =
∫
∂B(0,R)
[
δψ f (kˆ,R)ψˆ − ψˆ
(
f (kˆ,R)δψ + fk(kˆ,R)ψˆδk − α
)]
. (5.24)
By the lemma, this reduces to∫
B(0,R)
ψˆ(2kˆδkψˆ − η) =
∫
∂B(0,R)
ψˆα −
∫
∂B(0,R)
ψˆ fk(kˆ,R)ψˆδk, (5.25)
and solving for δk gives the result. 
Corollary 5.1. If ψˆ(r, θ) =
∑N2
n=N1
ψˆn(r)einθ and we express all other functions in terms
of their Fourier series as well, then by Parseval’s theorem
δk =
∑N2
n=N1
∫ R
0
ψˆn(r)η−n(r) r dr + 2piR
∑N2
n=N1
ψˆn(R)α−n
2kˆ
∫ N2
n=N1
∫ R
0
ψˆn(r)ψˆ−n(r) r dr + 2piR
∑N2
n=N1
ψˆn(R)( f−n)k(kˆ,R)ψˆ−n(R)
. (5.26)
5.4.2 Error due to rational approximation
To address the second source of error, we can also do a first-order analysis, but
this time entirely in the discretized framework. In the following proposition, we
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think of T as being the exact problem and Tˆ as an approximating problem that
is easier to solve.
Proposition 5.3. Let T (z) and Tˆ (z) be matrix-valued functions satisfying T (z) = Tˆ (z)+
E(z). Suppose we have an eigentriple wˆ, vˆ, λˆ for Tˆ , i.e. wˆ∗Tˆ (λˆ) = Tˆ (λˆ)vˆ = 0, and suppose
w = wˆ + δw, v = vˆ + δv, λ = λˆ + δλ is an eigentriple for T . If δw, δv, δλ, and E(λˆ) are
all small, and if Tˆ and T are both analytic at λˆ, then to first order
δλ = − wˆ
∗E(λˆ)vˆ
wˆ∗T ′(λˆ)vˆ
. (5.27)
Proof. By assumption, (wˆ∗ + δw∗)
(
Tˆ (λ) + E(λ)
)
(vˆ + δv) = 0. Also, Tˆ (λ) ≈ Tˆ (λˆ) +
Tˆ ′(λˆ)δλ and E(λ) ≈ E(λˆ) + E′(λˆ)δλ. Putting them together we obtain
0 = (wˆ∗ + δw∗)
(
Tˆ (λˆ) + E(λˆ) + T ′(λˆ)δλ
)
(vˆ + δv)
≈ wˆ∗E(λˆ)vˆ + wˆ∗T ′(λˆ)vˆδλ
(5.28)
after dropping higher-order terms and terms that are equal to zero. Solving for
δλ gives the result. 
In some cases it is possible to get concrete error bounds through Theo-
rem 2.5 as well, as we will demonstrate in Section 5.5. Recall that the gist of
the pseudospectral inclusion result in Theorem 2.5 is as follows. Suppose that
λˆ is the only eigenvalue of Tˆ in a bounded, connected component U of the ε-
pseudospectrum of T , where ε > 0 is some small parameter. Then if ‖T − Tˆ‖ < ε
on U¯ and T, Tˆ are both analytic onU, then there is exactly one eigenvalue of T
in U. Similarly, if there are n eigenvalues of Tˆ in U, then there must be exactly
n eigenvalues of T inU as well.
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5.4.3 Truncation of the sequence of 1D problems
Now we deal with the third and last source of error, due to truncating the infi-
nite sequence of problems (5.12) for n ∈ Z. The concern is that even if we spec-
ify a bounded domain Ω of interest and verify that any eigenvalues we have
computed there are accurate, we may have missed some due to dropping the
problems associated to large |n|. In this section, we prove using the Gershgorin
generalization Theorem 2.1 that we needn’t worry.
It is clear from (5.13) and the definition of A(DtN)n that the matrix-valued func-
tions T (DtN)n , n ∈ Z, differ from each other only in the n2/rˆ2 term in their re-
spective A(DtN)n ’s, and in their C
(DtN)
n terms. To make this more explicit, let us
express A(DtN)n as A + Dn, where Dn equals diag(n2/rˆ2) with the two rows corre-
sponding to r = R1 and the one row corresponding to r = R2 set to zero. Then
T (DtN)n (k) = A + Dn − k2B(DtN) + C(DtN)n (k). Now, let I2 be an index vector corre-
sponding to the two rows corresponding to r = R1, where Dn and B(DtN) are zero
(see (5.13)), and let I1 be the index vector for the remaining rows. Taking advan-
tage of MATLAB notation once again, denote the submatrix consisting of the Ii
rows and I j columns of a matrix M by M(Ii, I j). Now, we can Schur complement
away the I2 variables in T
(DtN)
n (k) to obtain
S n(k) = A(I1, I1) +
diag(n
2/rˆ(I1)2) − k2I
fn(k,R)

− A(I1, I2)A(I2, I2)−1A(I2, I1).
(5.29)
Then the following theorem shows that for a fixed mesh rˆ of [0,R2], we only
need solve the nonlinear eigenvalue problem (5.12) for finitely many n.
Theorem 5.1. Suppose that Ω is a bounded region in the complex plane, and define the
matrix-valued functions T (DtN)n and S n as above. If A(I2, I2) is nonsingular, then there
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exists N such that T (DtN)n has no eigenvalues in Ω if |n| ≥ N.
Proof. Let k be fixed. Recall that the outgoing Hankel function H(1)n satisfies
H(1)n (z) = Jn(z) + iYn(z) and
(
H(1)n
)′
(z) =
(
H(1)n−1(z) − H(1)n+1(z)
)
/2 [AW05, Ch. 11]. By
Lemma C.2 in Appendix C,
fn(k,R)→ −|n|R +
1
|n| − 1
k2R
4
(5.30)
as |n| → ∞. Thus, given ε > 0 and a fixed value of k, there exists Nk,ε such that
| − |n|/R − fn(k,R)| < ε for all |n| ≥ Nk,ε.
Now, by Lemma 5.1 and the assumption that A(I2, I2) is nonsingular, S n(k)
and T (DtN)n have the same eigenvalues. By the Gershgorin generalization Theo-
rem 2.1, all eigenvalues of S n are contained in the union
⋃
jGn, j of the Gershgorin
regions Gn, j, j = 1, 2, ...,M, defined as
Gn, j = {k ∈ C : |n2/rˆ(I1( j))2 − k2| ≤ ρ j}, j = 1, 2, ...,M − 1
Gn,M = {k ∈ C : | fn(k,R)| ≤ ρM}
(5.31)
where S n maps to M ×M matrices and ρ j is the sum of the absolute values of the
entries in the j-th row of A(I1, I1) − A(I1, I2)A(I2, I2)−1A(I2, I1).
The first M−1 Gershgorin regions have finite set diameter and contain points
±n/rˆ(I1( j)) that diverge, and hence Gn, j∩Ω = ∅ for |n| large enough. To prove the
same is true for Gn,M, we argue by contradiction. Suppose for infinitely many
n ∈ Z there is some kn ∈ Ω such that | fn(kn,R)| ≤ ρM. By the Bolzano-Weierstrass
theorem, there is a convergent subsequence of the kn’s and hence a limit k0. This
implies that | fn(k0,R)| ≤ ρM for arbitrarily large n ∈ Z. However, that contradicts
the fact that | fn(k0,R)| → ∞ as n → ∞ by (5.30). Therefore no such sequence of
kn’s can exist, and hence there is some N such that | fn(k,R)| > ρM for all |n| ≥ N
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and all k ∈ Ω. With that we have shown that for |n| ≥ N, Gn,N ∩ Ω = ∅ and the
proof is complete. 
5.5 Examples
5.5.1 The particle in a box
As previously discussed, the classical particle in a box model for the quantum
corral with radius R is (5.1), and the resonance approximations according to this
model are computed from zeros of Bessel functions Jn. To compute resonance
approximations from the discretized version of the problem, we use separation
of variables to split (5.1) according to (5.5) and apply the Dirichlet boundary
condition to each ψn. We then discretize the continuous problem for index n,
i.e., (
− ∂
2
∂r2
− 1
r
∂
∂r
+
n2
r2
− k2
)
ψn(r) = 0 on [0,R]
ψn(R) = 0
(5.32)
to obtain the matrix equation
(
A(Dir)n − k2B(Dir)
)︸               ︷︷               ︸
T (Dir)n (k)
pn(rˆ) = 0 (5.33)
where
A(Dir)n =
An,1(1 : end − 1, :)0 . . . 0 1
 ,
B(Dir) = diag([1 . . . 1 0])
(5.34)
according to the procedure that led us to (5.12), (5.13). Then resonance energy
estimates are the eigenvalues E = k2 of the pencil
(
A(Dir)n , B(Dir)
)
[GL96]. To verify
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Figure 5.1: Eigenvalues of matrix-valued function T (Dir)n (k) for index n = 0, 1, 2, 3,
constructed using 40 and 10 points on [0,R1] and [R1,R], resp., for
R1 = 0.95, R = 1, with plot of corresponding Bessel function Jn(kR).
Resonance estimates are E = k2 as defined by (5.32).
that the resonance estimates we compute through discretizing the particle in a
box model are the same as those computed in [CLE93], consider Figure 5.1.
Recall that (5.32) is equivalent to putting
V(r) =

0, r < R,
∞, r > R
(5.35)
in (5.2). Now, suppose we would like to compare the output of the particle in a
box model with some other model that permits quantum tunneling. As a simple
case, take (5.7) with potential (5.3), where R = 1, V0 = 430, R1 = R −w/2 and R2 =
R + w/2, and w = 0.1. These parameters are chosen to make the potential a high
wall concentrated around radius R in an attempt to be consistent with (5.35). In
this section, T (DtN)n will denote the discretization of (5.7) with these parameters.
The potential for each of these models, and the underlying meshes of [0,R1],
[R1,R], and [R1,R2] are illustrated in Figure 5.2.
The question is, what is the connection between the resonances of the par-
ticle in a box model and the quantum tunneling model we have just defined?
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Figure 5.2: Illustration of two potentials with mutually consistent meshes.
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Figure 5.3: Pseudospectra and error norms used in comparing the particle in a
box model to a quantum tunneling model.
In terms of matrix-valued functions, how do the eigenvalues of T (Dir)n and T
(DtN)
n
relate? If we are to use Theorem 2.5 to answer, then we cannot use T (Dir)n and
T (DtN)n directly because they are not the same size. Instead, we can Schur com-
plement away the variables associated to [R1,R] and [R1,R2], respectively, to ob-
tain matrix-valued functions of the same size that act on vectors of values at the
same mesh points.4 Let us denote those Schur complements by S (Dir)n and S
(DtN)
n .
Now let us examine Figure 5.3. On the left we have a 2-norm pseu-
4 Caveat: to do this, we need to have meshed [0,R1], and [R1,R] separately, so that both
T (Dir) and T (DtN) were created with the same mesh of [0,R1]. Therefore (5.34) would be not quite
correct, since we need C1 boundary conditions at r = R1 as well.
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Figure 5.4: Plot used to deduce inclusion regions and counts for resonances of
quantum tunneling model.
dospectral plot (Definition 1.5) of S (DtN)n for n = 0, 1, 2, where contours of
log10
(
σmin(S
(DtN)
n (z))
)
are shown. Eigenvalues of S (Dir)n are plotted as well. We can
see that as we move from left to right the eigenvalues of S (Dir)n become less accu-
rate approximations for eigenvalues of S (DtN)n . On the right, we plot contours of
log10 ‖S (DtN)n (z) − S (Dir)n (z)‖2 for n = 0, 1, 2. By comparing the two plots, it appears
that several components of the 100.2-pseudospectrum of S (DtN)n lie completely
within the region where S (DtN)n and S
(Dir)
n differ by less than 100.2 in 2-norm. The
analogous fact appears to be true for the 100-pseudospectrum of S (DtN)n and the
region where ‖S (DtN)n (z) − S (Dir)n (z)‖2 < 100. Figure 5.4 (left) contains the 100.2 con-
tours of σmin(S
(DtN)
n (z)) (green) and ‖S (DtN)n (z) − S (Dir)n (z)‖2 (red) for n = 0, 1, 2. We
deduce from Theorem 2.5 that any green component fully to the left of the red
curve must contain exactly one resonance for the quantum tunneling model,
i.e., one eigenvalue of T (DtN)n . Similar conclusions can be drawn about Figure 5.4
(right), where 100 contours are plotted.
We were able to localize a few of the smallest eigenvalues of T (DtN)n for
n = 0, 1, 2 this way, and the inclusion region components were reasonably small,
so we have reason to believe that the first order correction derived in Propo-
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n T (Dir) eig kˆ first order correction δk kˆ residual kˆ + δk residual
0 2.404826 +0.000288 − 0.000911i 1.34e − 04 1.01e − 06
0 5.520078 −0.001711 − 0.004925i 6.72e − 04 1.18e − 05
0 8.653728 −0.009409 − 0.012977i 2.10e − 03 6.92e − 05
0 11.791534 −0.026079 − 0.026736i 5.29e − 03 2.79e − 04
1 3.831706 −0.000046 − 0.002246i 3.89e − 04 4.28e − 06
1 7.015587 −0.004338 − 0.008094i 1.49e − 03 3.55e − 05
1 10.173468 −0.015972 − 0.018662i 4.07e − 03 1.70e − 04
1 13.323692 −0.038196 − 0.036196i 9.55e − 03 6.03e − 04
2 5.135622 −0.000795 − 0.003902i 7.24e − 04 1.05e − 05
2 8.417244 −0.007913 − 0.011780i 2.50e − 03 7.57e − 05
2 11.619841 −0.024014 − 0.025243i 6.44e − 03 3.25e − 04
2 14.795952 −0.052291 − 0.047245i 1.46e − 02 1.07e − 03
3 6.380162 −0.001966 − 0.005857i 1.14e − 03 2.05e − 05
3 9.761023 −0.012441 − 0.016013i 3.78e − 03 1.38e − 04
3 13.015201 −0.033531 − 0.032818i 9.41e − 03 5.53e − 04
3 16.223466 −0.068326 − 0.060106i 2.11e − 02 1.73e − 03
Table 5.1: Some eigenvalues of T (Dir)n for various n and their first order correc-
tions according to Proposition 5.3. The residual at k is defined to be
σmin
(
T (DtN)(k)
)
.
sition 5.3 may be reasonably small as well. Suppose that kˆ, vˆ and wˆ satisfy
S (Dir)n (kˆ)vˆ = wˆ∗S
(Dir)
n (kˆ) = 0. Then the first-order sensitivity analysis from Proposi-
tion 5.3 suggests that kˆ+δk is approximately an eigenvalue of the matrix-valued
function S (DtN)n (and hence of T
(DtN)
n by Lemma 5.1), where
δk = −
wˆ∗
(
S (DtN)n (kˆ) − S (Dir)n (kˆ)
)
vˆ
wˆ∗
(
S (DtN)n
)′
(kˆ)vˆ
. (5.36)
See Table 5.1 for some numerical values of δk. In the particular case of eigen-
value kˆ ≈ 2.404826 of T (Dir)0 , applying five steps of bordered Newton [Gov00,
Ch. 3] on T (DtN)n using kˆ as an initial guess we find that k = 2.405119613525277 −
0.000906699509689i is very close to an eigenvalue of T (DtN)n (residual ≈ 6.91 ×
10−13), and k − kˆ ≈ −0.000294 − 0.000907i. This agrees well with the error pre-
dicted by δk.
The eigenvalues of T (DtN)n , n = 0, 1, 2, we were able to localize correspond to
energies E = k2 with smallest imaginary part and hence the longest lifetime.
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Thus, in practice, they are the most likely to be observed and hence the most
important. We are able to prove that said eigenvalues from the matrix-valued
function T (Dir)n corresponding to the particle in a box model were already excel-
lent approximations to eigenvalues of T (DtN)n , so the behavior of a system whose
potential is well-modelled with the parameters used in constructing T (DtN)n could
be acceptably analyzed using a particle in a box model.
5.5.2 Rational approximation to the DtN map
The information given by the particle in a box model is rather unsatisfying. A
handful of good approximations were produced for each n, but from the pseu-
dospectral plot in Figure 5.3 we see that there are plenty of eigenvalues not
being captured by eigenvalues of T (Dir)n , including those with small imaginary
parts and thus long lifetimes. In addition, we may want to know about cer-
tain resonances that are not nearly on the real line or are far from the origin. In
this case, the particle in a box model cannot give good approximations, since it
predicts real resonances only.
Furthermore, although we obtained good agreement between the particle in
a box model and the quantum tunneling model from the previous section, the
parameters for the quantum tunneling potential were arbitrarily chosen. Based
on work by others [HP96], if we continue to use a length scale where R = 1, then
it turns out that V0 ≈ 1204 and w ≈ 0.02 are more realistic parameter choices for
the potential (5.3) (see Appendix D for a derivation). In this section, denote by
T (DtN)n the matrix-valued function (5.12) constructed by using the more realistic
parameters. Unfortunately, the particle in a box model does not agree as well
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Figure 5.5: Pseudospectra (left) for realistic quantum tunneling model and error
(right) between that model and the particle in a box.
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Figure 5.6: The ellipse used to define the rational approximation and contour
plot of log10 | f (z) − fn(
√
z,R)| for n = 0 (left). The square root of the
ellipse and contour plot of log10 ‖T (DtN)0 (k) − T (rat)0 (k)‖ (right), where
T (rat)0 (k) is defined according to (5.14).
with this model (see the Figure 5.5 analogous to Figure 5.3), so we are forced to
turn elsewhere for eigenvalue approximations.
Let us use a rational approximation to T (DtN)n to predict its eigenvalues near
[0, 50], corresponding to resonance energies E = k2 near [0, 2500]. For index
n = 0 let us define a rational approximation f (z) to fn(
√
z,R) according to Propo-
sition 5.1, with Ω the ellipse centered at 1250 − 0.5i with semi-major and -minor
axis lengths 1249 and 50, and N = 500. Following the notation in Proposition 5.1
and (5.14), the rational approximation to T (DtN)n will be denoted by T
(rat)
n and its
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Figure 5.7: Level curves of log10 σminT
(DtN)
n (k) (green) and log10 ‖T (DtN)n (k)−T (rat)n (k)‖
(red) at −1 (left) and −1.3 (right). Compare with Figure 5.6 (right).
linearization will be denoted by
(
T (rat)full
)
n
.
See Figure 5.6 (left) for the log10 error between f (z) and f0(
√
z,R) over Ω. Note
that | f (z) − f0(√z,R)| = ‖T (DtN)n (√z) − T (rat)n (√z)‖2 since T (DtN)n and T (rat)n differ only
in one entry. The accuracy of the rational approximation to f0(
√
z,R) suggests
that whatever eigenvalues of the pencil ((A(rat)full )0, (B
(rat)
full )0) are found near [0, 2500]
will be very accurate resonance approximations. Once again, we can use lo-
calization results and sensitivity analysis to confirm this. Referring to Figure 5.7
(right), we can see that several of the plotted eigenvalues of T (rat)n are surrounded
by a component (green) of the 10−1.2-pseudospectrum of T (DtN)n that fits nicely
into the region where ‖T (DtN)n (k) − T (rat)n (k)‖2 < 10−1.2 (red). By Theorem 2.5, each
one that lies entirely within the region where ‖T (DtN)n (k) − T (rat)n (k)‖2 < 10−1.2 con-
tains exactly one eigenvalue of T (DtN)n as well. Much tighter localization regions
for these eigenvalues of T (DtN)n can be obtained by looking at ε-pseudospectrum
level curves for smaller ε. It should be noted that we can increase the region of
accuracy by increasing the number N of poles in the rational approximation f ,
thus localizing more eigenvalues of T (DtN)n . Alternatively, we can create a region
of accuracy that slants down at right, following the direction of the eigenvalues
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Figure 5.8: Rectangular region of interest, contours of log10 ‖T (DtN)n (
√
E) −
T (rat)n (
√
E)‖2, and eigenvalues of T (rat)n (
√
E), all for n = 0 (left).
The contours log10 ‖T (DtN)n (
√
E) − T (rat)n (
√
E)‖2 = −1.8 (red) and
log10
(
σmin
(
T (DtN)n (
√
E)
))
= −1.8 (green), and the eigenvalues of
T (rat)n (
√
E) in the rectangle of interest (right).
of T (rat)n indicated in Figure 5.7. An angled ellipse is used that way in [BH13, Fig.
6.10].
There is no reason we are restricted to looking near the real line–we can
apply the same technique to find resonances far from the real line as well. Sup-
pose we are interested in knowing about resonance energies in another region,
say, the rectangle [990, 3010] × [−2000, 0] ⊂ C (note that now we are looking
for the energies E = k2, not the parameters k). We used 150 mesh points on a
circle of radius 1500 centered at 2000 − 1000i to create the rational approxima-
tion T (rat)0 whose log10 2-norm error with T
(DtN)
0 is pictured in Figure 5.8 (left).
Also in Figure 5.8 (left), we plot resonance energy approximations computed
from the eigenvalues of
(
T (rat)full
)
0
, which is the linearization of the rational ap-
proximation T (rat)0 to T
(DtN)
0 . On the right, we can see that the resonance ap-
proximations computed from
(
T (rat)full
)
0
are each in their own connected compo-
nent of the 10−1.8-pseudospectrum of T (DtN)n , and all lie within the region where
‖T (DtN)n (
√
E) − T (rat)n (
√
E)‖2 < 10−1.8. Therefore, each of those connected compo-
nents contains exactly one eigenvalue of T (DtN)n by Theorem 2.5. With the reso-
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nances of T (DtN)0 in the chosen rectangle localized, we are now free to compute
them using standard techniques described in Step 5 of Section 2.3.1.
5.6 Conclusion
We have presented a framework for computing definitive bounds on the differ-
ence between quantum corral resonances predicted by different discretized elas-
tic scattering models with axisymmetric potentials. Along with it is a method of
resonance computation guided by approximation and localization as described
in Section 2.3.1. We have also discussed sources of error due to the discretization
and offered first-order perturbation analysis. The framework is flexible enough
to be used with finite elements rather than spectral collocation, and in theory
is easily extended to the general two-dimensional case, although the computa-
tional challenges increase significantly. Once the computational obstacles are
overcome, however, this will be the only two-dimensional resonance computa-
tion framework of which the author is aware that permits concrete error analy-
sis.
134
CHAPTER 6
CONCLUSION
We have presented tools to make nonlinear eigenvalue problems easier. Var-
ious strategies for accomplishing this were illustrated on a collection of exam-
ples. In addition, we have used these tools in other ways, obtaining concrete
bounds on transient growth for linear delay differential equations via general-
ized pseudospectra; appealing to our generalization of Gershgorin’s theorem in
an analytical derivation of a bracketing interval for the positive, real eigenvalue
of the fiber problem from [BHM+13]; and invoking the same theorem in the
proof in Section 5.4, where we showed that the eigenvalues of a sequence of
matrix-valued functions eventually leave any bounded region of interest. The
author hopes that others will find further creative ways to employ these flex-
ible and practical theorems, and that the exposition given here will serve as a
helpful resource.
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APPENDIX A
DELTA POTENTIALS
The time-independent, one-dimensional Schro¨dinger equation is(
− ~
2
2m
∂2
∂x2
+ V(x)
)
ψ(x) = Eψ(x) (A.1)
where ~ is the reduced Planck constant, V(x) is called the potential function, E is
energy, and m is the reduced mass. As a facile example, m could be the mass of
an electron with energy E (insofar as an electron could be confined to a line), in
which case
∫ b
a
|ψ(x)|2 dx would represent the probability of finding the electron
in the interval [a, b]. A famous first example for quantum students is the one-
dimensional “particle in a box” potential V(x) = 0 in [0, a] and V(x) = ∞ other-
wise, in which case the particle in the box (say, the electron) is allowed only cer-
tain energies En and corresponding wavefunctions (bound states) ψn(x) [Gri05]:
En =
~2k2n
2m
=
n2pi2~2
2ma2
, ψn(x) =
√
2
a
sin
(npi
a
x
)
(n = 1, 2, ...). (A.2)
If ψ is a solution to (A.1), then the time-dependent Schro¨dinger equation
dictates that e−iEt/~ψ(x) is its evolution as a function of time. In a region where
V(x) = 0, ψ is a linear combination of eikx and e−ikx, where E = ~2k2/(2m) as
in (A.2). Now, e−iEt/~eikx = ei(kx−Et/~). If k > 0, then in order for kx − Et/~ to stay
constant as time increases, x must increase, and hence eikx corresponds to a wave
traveling to the right. Similarly, e−ikx travels to the left.
In the rest of this appendix we will use the following scaled version of (A.1)
without the presence of those physical constants:(
− ∂
2
∂x2
+ V(x)
)
ψ(x) = k2ψ (A.3)
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(where the k corresponds to kn above). We will call k2 the energy from now
on. Furthermore, we will no longer be interested in finding bound states, but
instead will consider scattering problems and scattering resonances. In a scat-
tering problem, k may range over a continuous set and the solution ψ is not
required to be square integrable.
It is helpful to break ψ(x) into a scattered part (defined to be left traveling
at −∞ and right traveling at ∞) and an incident part–this terminology comes
from the idea of scattering experiments where a stream of particles is fired at
an obstacle. For a compactly-supported potential V(x), it is clear on physical
grounds that the incident wave ψinc satisfies −ψ′′inc(x) = k2ψinc. And from the
previous paragraph, the scattered wave must be a multiple of e−ikx to the left
of the potential support and must be a multiple of eikx to the right. Writing
ψ = ψscatt + ψinc, this characterizes the scattered wave with the differential equa-
tion
(
−∂2/∂x2 + V(x) − k2
)
ψscatt = −V(x)ψinc and the above boundary conditions.
Resonances correspond to values of k2 such that a solution exists even when we
set ψinc = 0.
Another first example for physics students is a potential function made up of
weighted delta functions (see [Gri05] for a discussion), say V(x) =
∑N
n=1 αnδ(x−xn)
where x1 < x2 < ... < xN . For a given energy k2, the solution ψ must look like
some linear combination of eikx and e−ikx between each of the delta functions
(different linear combinations in each subinterval). The solution ψ must be con-
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tinuous everywhere, and using the definition of delta function
lim
ε→0+
∫ xn+ε
xn−ε
(
− ∂
2
∂x2
+ V(x)
)
ψ(x) dx = lim
ε→0+
∫ xn+ε
xn−ε
k2ψ(x) dx (A.4)
⇔ lim
ε→0+
∫ xn+ε
xn−ε
ψ′′(x) dx = lim
ε→0+
∫ xn+ε
xn−ε
V(x)ψ(x) dx (continuity of the wavefunction)
(A.5)
⇔ lim
ε→0+
ψ′(xn + ε) − ψ′(xn − ε) = αnψ(xn). (A.6)
For concreteness, let us take the case of two delta functions, one placed at
zero and the other at x = p
V(x) = α1δ(x) + α2δ(x − p) (A.7)
and write the solution as
ψ(x) =

ψ1(x) = A1eikx + B1e−ikx, x < 0
ψ2(x) = A2eikx + B2e−ikx, 0 < x < p
ψ3(x) = A3eikx + B3e−ikx, p < x
. (A.8)
Then the continuity conditions are ψ1(0) = ψ2(0) and ψ2(p) = ψ3(p). Writing the
derivative jump conditions as ψ′2(0)−ψ′1(0) = α1(ψ1(0)+ψ2(0))/2 and ψ′3(p)−ψ′2(p) =
α2(ψ2(p) + ψ3(p))/2, we obtain four conditions
A1 + B1 − A2 − B2 = 0
A1(α1/2 + ik) + B1(α1/2 − ik) + A2(α1/2 − ik) + B2(α1/2 + ik) = 0
A2eikp + B2e−ikp − A3eikp − B3e−ikp = 0
A2(α2/2 + ik)eikp + B2(α2/2 − ik)e−ikp + A3(α2/2 − ik)eikp + B3(α2/2 + ik)e−ikp = 0
(A.9)
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which is the matrix equation

1 1 −1 −1 0 0
α1
2 + ik
α1
2 − ik α12 − ik α12 + ik 0 0
0 0 eikp e−ikp −eikp −e−ikp
0 0
(
α2
2 + ik
)
eikp
(
α2
2 − ik
)
e−ikp
(
α2
2 − ik
)
eikp
(
α2
2 + ik
)
e−ikp


A1
B1
A2
B2
A3
B3

=

0
0
0
0

.
(A.10)
According to [Gri05], a typical physical experiment corresponds to B3 = 0
and A1 set by the experimenter, leading to
1 −1 −1 0
α1
2 − ik α12 − ik α12 + ik 0
0 eikp e−ikp −eikp
0
(
α2
2 − ik
)
e−ikp
(
α2
2 − ik
)
eikp
(
α2
2 + ik
)
e−ikp


B1
A2
B2
A3

=

−A1
−A1
(
α1
2 + ik
)
0
0

. (A.11)
Equivalently, we can consider the scattered wave picture with incident wave
ψinc(x) = A1eikx. If we reuse notation, defining
ψscatt(x) =

B1e−ikx, x < 0
A2eikx + B2e−ikx, 0 < x < p
A3eikx, p < x
(A.12)
and ψ(x) = ψscatt(x) + A1eikx, then the total wave ψ is
ψ(x) =

A1eikx + B1e−ikx, x < 0
A˜2eikx + B2e−ikx, 0 < x < p
A˜3eikx, p < x
, (A.13)
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where A˜2 = A2 + A1 and A˜3 = A3 + A1. Applying the continuity conditions as
before, we end up with
1 −1 −1 0
α1
2 − ik α12 − ik α12 + ik 0
0 eikp e−ikp −eikp
0
(
α2
2 − ik
)
e−ikp
(
α2
2 − ik
)
eikp
(
α2
2 + ik
)
e−ikp


B1
A˜2
B2
A˜3

=

−A1
−A1
(
α1
2 + ik
)
0
0

. (A.14)
Putting ψinc = 0 is to put A1 = 0, yielding
1 −1 −1 0
α1
2 − ik α12 − ik α12 + ik 0
0 eikp e−ikp −eikp
0
(
α2
2 − ik
)
e−ikp
(
α2
2 − ik
)
eikp
(
α2
2 + ik
)
e−ikp


B1
A2
B2
A3

=

0
0
0
0

. (A.15)
This characterizes the resonances as the energies k2 such that this matrix equa-
tion admits a nonzero solution, i.e., such that the matrix is singular.
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APPENDIX B
CHANGE OF VARIABLE MAKING GUN POLYNOMIAL
The gun problem from [BHM+13] is of the form
F(λ) = K − λM + i√λW1 + i
√
λ − σ22W2, (B.1)
where according to [Lia07, p. 59] the eigenvalues of interest are a subset of
those with
√
λ near and to the right of 146.71, where the principal branch of the
square root is used. In this appendix, we show how the problem of finding the
eigenvalues of F can be reformulated as a polynomial eigenvalue problem.
First define z =
√
λ, taking the principal branch. This means that the variable
z represents a value in the union of the open right half-plane and the ray i(0,∞).
Using this, we have
F(λ) = K − z2M + izW1 + iz
√
1 − (σ2/z)2W2, λ = z2. (B.2)
This suggests we put σ2/z = cos(θ) so that
√
1 − (σ2/z)2 equals sin(θ). Defining
w = eiθ, 0 ≤ θ < 2pi, such a change of variable is equivalent to
2σ2
z
= w + w−1. (B.3)
Rewriting as a quadratic in w, it follows that for a fixed value of z there are two
values of w that satisfy this equation. Therefore we have not lost any eigenval-
ues of (B.2) by rewriting in terms of w. In terms of the θ variable, (B.1) becomes
cos2 θ F(λ) = K cos2 θ − σ22M + iσ2 cos θW1 + iσ2 cos θ sin θW2, λ = (σ2/ cos θ)2 .
(B.4)
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Next, observing that 2i sin θ = w − w−1, in terms of the w variable
cos2 θ F(λ) (B.5)
= K
(
w + w−1
2
)2
− σ22M + iσ2
(
w + w−1
2
)
W1 + iσ2
(
w + w−1
2
) (
w − w−1
2i
)
W2 (B.6)
=
1
4
K
(
w2 + 2 + w−2
)
− σ22M +
1
2
iσ2
(
w + w−1
)
W1 +
1
4
σ2
(
w2 − w−2
)
W2, (B.7)
λ =
(
2σ2
w + w−1
)2
. (B.8)
Multiplying by 4w2 gives
4w2 cos2 θ F(λ) (B.9)
= K
(
w4 + 2w2 + 1
)
− 4w2σ22M + 2iσ2
(
w3 + w
)
W1 + σ2
(
w4 − 1
)
W2 (B.10)
= (K + σ2W2)w4 + (2iσ2W1)w3 +
(
2K − 4σ22M
)
w2 + (2iσ2W1)w + (K − σ2W2)
(B.11)
:= P(w). (B.12)
The matrix-valued function P is a matrix polynomial in w. Noticing that
4w2 cos2 θ = (w2 + 1)2, it follows that P(w0) is singular at a particular value w0
if and only if λ0 =
(
2σ2/(w0 + w−10 )
)2
is an eigenvalue of F or w0 = ±i. It is worth
noting that w = ±i corresponds to θ = ±pi/2, or cos θ = 0, which cannot occur for
finite values of z (or λ). So the spectrum of F is completely characterized by the
spectrum of P.
Since the matrices in the definition of F and P are so large, the natural thing
to do is use a sparse solver to find eigenvalues of P near some point of interest.
Now, if we are interested in z near but to the right of z0 = 146.71, there are
two values of w that satisfy the change of variable equation z0 = 2σ2/(w + w−1),
namely
w± =
σ2
z0
±
√(
σ2
z0
)2
− 1. (B.13)
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Therefore to find eigenvalues of F with λ1/2 near z0, we should look for eigen-
values of P near both w+ and w−. For the given problem parameters, w± are
≈ 0.7421 ± 0.6703i, which are sufficiently close together (and sufficiently sep-
arated from the rest of the spectrum) that it suffices to look near only one of
them. This stays true if z0 is taken further to the right, since such a choice de-
creases σ2/z0 towards zero and thus makes the difference between w± approach
2.
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APPENDIX C
THE DIRICHLET-TO-NEUMANN MAP
In Section 5.4.1, first-order perturbation theory for 2D scattering resonances
made use of a Dirichlet-to-Neumann (DtN) map f (k,R) and some of its proper-
ties. Most importantly, we used∫
∂Ω
u f (k,R)v dS =
∫
∂Ω
v f (k,R)u dS (C.1)
for Ω = B(0,R) and any u, v ∈ H1(Ω), and the proof is provided in this section.
For simplicity of notation, we use B(k) instead of f (k,R) in all that follows.
Before starting, note that the appearance of B(k)v in the boundary integral
in (C.1) represents the DtN map B(k) applied to the trace Tv of v, i.e., v|∂Ω in case
v ∈ C∞(Ω¯). We will postpone discussion of traces and other technical matters,
and for now give a proof of (C.1) under a set of restrictive assumptions.
Lemma C.1. Suppose u, v ∈ C∞(Ω¯) with f := u|∂Ω and g := |∂Ω. If B(k) f , B(k)g ∈
L2(∂Ω), then (C.1) holds.
Proof. First of all, recall that Parseval’s theorem says if a, b ∈ L2(∂Ω), then∫ 2pi
0
a(θ)b(θ) dθ = 2pi
∑
n anbn, where a(θ) =
∑
n aneinθ and b(θ) =
∑
n bneinθ. There-
fore
2piR
∑
n
anbn =
∫ 2pi
0
a(θ)b(θ)Rdθ =
∫
∂Ω
ab¯ dS . (C.2)
Second, if B(k) is the DtN map acting on functions on ∂Ω, then f 7→ B(k) f is
formally defined by
B(k) f =
∑
n
B(k)n fneinθ, B(k)n = k
(
H(1)n
)′
(kR)
H(1)n (kR)
(C.3)
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where H(1)n (x) is the first-kind (i.e. outgoing) Hankel function equal to Jn(x) +
iYn(x). From standard properties of integer-order Bessel functions, we have
H(1)−n = (−1)nH(1)n ,
(
H(1)n
)′
=
[
H(1)n−1 − H(1)n+1
]
/2, and
(
H(1)−n
)′
= (−1)n
(
H(1)n
)′
from which it
follows that
B(k)−n = B(k)n. (C.4)
Now define G = B(k)g ∈ L2(∂Ω) and F = B(k) f ∈ L2(∂Ω) so that B(k)g = G¯ and
B(k) f = F¯. Then for G(θ) =
∑
nGneinθ,
Gn =
1
2pi
∫ 2pi
0
G(θ)e−inθ dθ =
1
2pi
∫ 2pi
0
B(k)geinθ dθ =
1
2pi
∫ 2pi
0
B(k)geinθ dθ (C.5)
= (B(k)g)−n. (C.6)
ThereforeGn = (B(k)g)−n, which is just B(k)−ng−n, and similarly for Fn. Since f and
g are obviously in L2(∂Ω) because they are smooth, and B(k) f , B(k)g ∈ L2(∂Ω) by
assumption, we have∫
∂Ω
f B(k)g dS =
∫
∂Ω
f G¯ dS (C.7)
= 2piR
∑
n
fnGn (from (C.2)) (C.8)
= 2piR
∑
n
fn (B(k)g)−n (C.9)
= 2piR
∑
n
fnB(k)−ng−n (C.10)
= 2piR
∑
n
f−nB(k)ngn (reverse order of summation) (C.11)
= 2piR
∑
n
gnB(k)−n f−n (from (C.4)) (C.12)
= 2piR
∑
n
gn (B(k) f )−n (C.13)
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= 2piR
∑
n
gnFn (C.14)
=
∫
∂Ω
gF¯ dS (from (C.2)) (C.15)
=
∫
∂Ω
gB(k) f dS . (C.16)
Therefore (C.1) holds under the assumptions of this lemma. This completes the
proof. 
It’s simple to show that u ∈ C∞(Ω¯) implies B(k) f ∈ L2(∂Ω) once we have some
estimates for B(k)n. The next lemma includes these.
Lemma C.2.
B(k)n → −|n|R +
1
|n| − 1
k2R
4
as |n| → ∞ (C.17)
and
d
dk
B(k)n → 1|n| − 1
3kR
4
+
1
(n − 1)2(n − 2)
(kR)3
24
as |n| → ∞. (C.18)
Proof. By (C.4), it suffices to consider n > 0. According to [AS70, §9.3], for fixed
x and n→ ∞we have
Jn(x) ≈ 1
Γ(n + 1)
( x
2
)n
and Yn(x) ≈ −Γ(n)
pi
(
2
x
)n
. (C.19)
Due to the speedy decrease of Jn(x) as n→ ∞, it is clear that Hn ≈ iYn and H′n ≈ iY ′n
for n large enough. Hence,
H′n(x)
Hn(x)
≈ Yn−1(x) − Yn+1(x)
2Yn(x)
≈
Γ(n − 1)
(
2
x
)n−1 − Γ(n + 1) ( 2x)n+1
2Γ(n)
(
2
x
)n (C.20)
=
1
2
 1n − 1
(
2
x
)−1
− n
(
2
x
) = −nx + 1n − 1 x4 . (C.21)
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Thus,
B(k)n = k
H′n(kR)
Hn(kR)
≈ − n
R
+
1
n − 1
k2R
4
(C.22)
for large enough n.
Now we consider ddkB(k)n. This is
d
dk
B(k)n =
1
k
B(k)n + kR
H′′n (kR)Hn(kR) − H′n(kR)2
Hn(kR)2
. (C.23)
It is again clear that we may take n > 0 with no loss of generality. Using asymp-
totic expressions for Hn as above, we have
Hn(x) ≈ − i
pi
(n − 1)!
(
2
x
)n
(C.24)
Hn(x)2 ≈ − 1
pi2
(n − 1)!2
(
2
x
)2n
(C.25)
H′n(x) =
1
2
(Hn−1(x) − Hn+1(x)) (C.26)
≈ − i
2pi
(
2
x
)n (n − 2)! (2x
)−1
− n!
(
2
x
) (C.27)
H′′n (x) =
1
4
(Hn−2(x) − 2Hn(x) + Hn+2(x)) (C.28)
≈ − i
4pi
(
2
x
)n (n − 3)! (2x
)−2
− 2(n − 1)! + (n + 1)!
(
2
x
)2 . (C.29)
After simplifying the factorials, we obtain H′′n (x)Hn(x) − H′n(x)2 ≈
− 1
4pi2
(
2
x
)2n (n − 3)!2(n − 2) (2x
)−2
+ 2(n − 2)!2(n − 1) + (n − 1)!2n
(
2
x
)2 (C.30)
showing that
H′′n (x)Hn(x) − H′n(x)2
Hn(x)2
≈ 1
4
 1(n − 1)2(n − 2)
( x
2
)2
+ 2
1
n − 1 + n
(
2
kR
)2 . (C.31)
Hence, for large n,
d
dk
B(k)n ≈ − nkR +
1
n − 1
kR
4
+
kR
4
 1(n − 1)2(n − 2)
(
kR
2
)2
+ 2
1
n − 1 + n
(
2
kR
)2 (C.32)
=
1
n − 1
3kR
4
+
1
(n − 1)2(n − 2)
(kR)3
24
. (C.33)

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With these estimates in hand, we can simplify the assumptions in
Lemma C.1.
Lemma C.3. If u, v ∈ C∞(Ω¯), then (C.1) holds.
Proof. From u ∈ C∞(Ω¯, we see that f ∈ C∞(∂Ω), and so f and f ′ are both in L2(∂Ω).
Furthermore, by integration by parts
( f ′)n =
1
2pi
∫ 2pi
0
f ′(θ)e−inθ dθ (C.34)
=
1
2pi
[
f (θ)e−inθ
∣∣∣2pi
0
−
∫ 2pi
0
f (θ)(−in)e−inθ dθ
]
(C.35)
= in fn. (C.36)
By (C.2), (n fn) ∈ `2. It follows from the asymptotics for B(k)n in Lemma C.2 that
(B(k)n fn) ∈ `2. By (C.2) once again, ‖B(k) f ‖L2(∂Ω) < ∞. Similarly, B(k)g ∈ L2(∂Ω).
Therefore the assumptions of Lemma C.1 are satisfied, and hence (C.1) holds for
u, v ∈ C∞(Ω¯). 
Now, C∞(Ω¯) is dense in H1(Ω) [Eva98, §5], so if the mapping u × v 7→∫
∂Ω
uB(k)v dS is continuous on H1(Ω)×H1(Ω), then (C.1) holds for all u, v ∈ H1(Ω)
by Lemma C.3. We do need a few technical results now, starting with traces and
the trace theorem.
Let T be the trace operator whose restriction to C∞(Ω¯) acts as Tu = u|∂Ω. The
first lemma is a version of the trace theorem (see [Wlo87] for a rigorous proof of
the general result). In an effort to keep this appendix self-contained, we include
the proof for the special case Ω = B(0,R).
Lemma C.4. If u ∈ H1(Ω), then
‖(n1/2(Tu)n)‖2`2 ≤
1
2pi
‖∇u‖2L2(Ω). (C.37)
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Proof. Take u ∈ C∞(Ω¯) real-valued and define f := Tu. Then, f ∈ C∞(∂Ω), and
hence it has Poisson extension
v(r, θ) =

1
2pi
∫ 2pi
0
Pr/R(θ − t) f (t) dt, 0 ≤ r < R
f (θ), r = R
(C.38)
to all of Ω¯, where Pr/R is the Poisson kernel:
Pr/R(ϕ) =
∞∑
n=−∞
( r
R
)|n|
einϕ. (C.39)
The Poisson extension v is known to be harmonic and C∞(Ω¯).
Next, we show that ‖∇v‖2L2(Ω) = 2pi‖(n1/2 fn)‖2`2 . First, observe that since v ∈
C∞(Ω¯), all of f , f ′ and T (dv/dr) are in L2(∂Ω). Now, the integrand defining v is
absolutely convergent, and therefore uniformly convergent, on compact subsets
of Ω. Hence, we can integrate term by term to get
v =
∞∑
n=−∞
( r
R
)|n|
einθ fn. (C.40)
For the same reason, we can differentiate this series term by term to get
dv
dr
=
1
R
∞∑
n=−∞
|n|
( r
R
)|n|−1
einθ fn. (C.41)
Hence, the n-th Fourier coefficient of T (dv/dr) is(
T
(
dv
dr
))
n
=
|n|
R
fn. (C.42)
Therefore, since f = f¯ by the assumption that u is real-valued,∫
∂Ω
v (∇v · n) dS =
∫ 2pi
0
f
(
T
(
dv
dr
))
Rdθ (C.43)
= 2piR
1
2pi
∫ 2pi
0
f¯
(
T
(
dv
dr
))
dθ (C.44)
= 2piR
∞∑
n=−∞
fn
|n|
R
fn (by (C.2)) (C.45)
= 2pi
∞∑
n=−∞
|n| | fn|2. (C.46)
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An integration by parts using Green’s first identity shows∫
∂Ω
v(∇v · n) dS =
∫
Ω
(v∆v + |∇v|2) dA = ‖∇v‖2L2(Ω) (C.47)
because v is harmonic, and therefore ‖∇v‖2L2(Ω) = 2pi‖(n1/2 fn)‖2`2 as desired.
The final major step is to show that ‖∇v‖L2(Ω) ≤ ‖∇u‖L2(Ω) (that is, of all smooth
functions with the same trace, the harmonic one has smallest H1 semi-norm).
We show this by writing u = v + (u − v) and using integration by parts. Thus we
obtain∫
Ω
|∇u|2 dA =
∫
Ω
|∇v|2 dA +
∫
Ω
|∇(u − v)|2 dA + 2
∫
Ω
∇v · ∇(u − v) dA (C.48)
since u and v are real. Applying Green’s first identity,∫
Ω
∇v · ∇(u − v) dA =
∫
∂Ω
(u − v)(∇v · n) dS −
∫
Ω
(u − v)∆v dA = 0 (C.49)
where Tu = Tv and ∆v = 0 were used. Therefore∫
Ω
|∇u|2 dA =
∫
Ω
|∇v|2 dA +
∫
Ω
|∇(u − v)|2 dA ≥
∫
Ω
|∇v|2 dA (C.50)
as required.
In summary, so far we have proved that
2pi
∞∑
n=−∞
|n| | fn|2 = ‖∇v‖2L2(Ω) ≤ ‖∇u‖2L2(Ω) (C.51)
for all real-valued u ∈ C∞(Ω¯). Now, if u is complex-valued, then the inequal-
ity (C.51) holds for both its real part Reu and its imaginary part Imu. Since
|∇u|2 = |∇Reu|2 + |∇Imu|2 and | fn|2 = |(Re f )n|2 + |(Im f )n|2, the desired inequality
holds for all u ∈ C∞(Ω¯). The density of C∞(Ω¯) in H1(Ω) shows the inequality
holds for all u ∈ H1(Ω), completing the proof. 
Corollary C.1. If u ∈ H1(Ω), then Tu ∈ L2(∂Ω).
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Proof. This follows from
‖Tu‖2L2(∂Ω) = 2piR
∞∑
n=−∞
| fn|2 ≤ 2piR
∞∑
n=−∞
|n| | fn|2 ≤ R‖∇u‖2L2(Ω) (C.52)
bounded, where the equality is (C.2). 
Lemma C.5. The map H1(Ω) × H1(Ω)→ C defined by
u × v 7→
∫
∂Ω
uB(k)v dS (C.53)
is continuous.
Proof. Since the operator in (C.53) is bilinear, it is enough to show it is bounded.
By density of C∞(Ω¯) in H1(Ω), it is enough to show boundedness on C∞(Ω¯) ×
C∞(Ω¯).
Take u, v ∈ C∞(Ω¯). Then Tu ∈ L2(∂Ω) by Corollary C.1 and B(k)v ∈ L2(∂Ω) by
Lemma C.3, so ∫
∂Ω
uB(k)v dS = 2piR
∞∑
n=−∞
f−nB(k)ngn (C.54)
from the proof of Lemma C.1. By Lemma C.2, for any ε > 0 there is an N such
that |B(k)n| < |n|/R + ε for all |n| > N. Let B¯N = max|n|≤N |B(k)n|. Then∣∣∣ ∞∑
n=−∞
f−nB(k)ngn
∣∣∣ (C.55)
≤ B¯N
∑
|n|≤N
| f−n| |gn| +
∑
|n|>N
| f−n|
( |n|
R
+ ε
)
|gn| (C.56)
≤ (B¯N + ε)
∞∑
n=−∞
| f−n| |gn| + 1R
∞∑
n=−∞
| f−n| |n| |gn| (C.57)
= (B¯N + ε)‖( fn)‖2`2‖(gn)‖2`2 +
1
R
‖(n1/2 fn)‖2`2‖(n1/2gn)‖2`2 (Cauchy-Schwarz) (C.58)
≤ (B¯N + ε)
(2piR)2
‖ f ‖2L2(∂Ω)‖g‖2L2(∂Ω) (by (C.2)) (C.59)
+
1
(2pi)2R
‖∇u‖2L2(Ω)‖∇v‖2L2(Ω) (by Lemma C.4) (C.60)
≤
(
B¯N + ε
(2piR)2
+
1
(2pi)2R
)
‖u‖2H1(Ω)‖v‖2H1(Ω). (C.61)
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We have now shown∣∣∣∣∣ ∫
∂Ω
uB(k)v dS
∣∣∣∣∣ ≤ C(ε,R, k)‖u‖2H1(Ω)‖v‖2H1(Ω), (C.62)
for all u, v ∈ C∞(Ω¯) which gives the result. 
Finally we can prove that (C.1) holds for all u, v ∈ H1(Ω).
Theorem C.1. If u, v ∈ H1(Ω), then∫
∂Ω
uB(k)v dS =
∫
∂Ω
vB(k)u dS . (C.63)
Proof. By Lemma C.5, it is enough that (C.63) hold for all u, v ∈ C∞(Ω¯), because
C∞(Ω¯) is dense in H1(Ω) [Eva98]. Since (C.63) indeed holds for all u, v ∈ C∞(Ω¯)
by Lemma C.3, the proof is complete. 
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APPENDIX D
DERIVATION OF REALISTIC QUANTUM TUNNELING MODEL
PARAMETERS
Harbury & Porod [HP96] used m∗ = 0.361m0 as the reduced mass of the
electron and EB = 2.5 eV as the potential height for 142.6 Angstrom diameter
circular corrals made of 48 iron adatoms on copper. Their model differs from
ours in that they are using finite cylinders centered at adatoms, whereas we use
piecewise constant axisymmetric potentials. Despite the difference, we will use
the heights and widths of the cylinders as estimates for the height and width of
of our potential.
The time-independent Schro¨dinger equation is(
− ~
2
2m
∆ + V − E
)
ψ = 0 (D.1)
where
• V is the potential function with units of energy (such as eV as above)
• ∆ has units of [L]−2 (such as 1/m2)
• ~ = 1.05 × 10−34 m2 · kg/s = 6.58 × 10−16 eV · s
• m = 0.361m0, where m0 = 9.11 × 10−31 kg for the electron mass
• E is an energy equal to ~2k22m in terms of our frequency parameter k
• ψ has units of [L]−1 so that its L2-norm can be a unitless probability density.
The unitless version of the Schro¨dinger equation that we prefer to use is
(
−∆ + V˜ − k2
)
ψ˜ = 0.
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If we simply multiply (D.1) by 2m/~2 we obtain(
−∆ + 2mV
~2
− 2mE
~2
)
ψ = 0.
Using the values for EB and m∗ above, we get
EB
~
=
2.5 eV
6.58 × 10−16 eV · s ≈ 3.80 × 10
15 s−1,
m0
~
=
9.11 × 10−31 kg
1.05 × 10−34 m2 · kg/s ≈ 8.68 × 10
3 s/m2,
so
2m∗EB
~2
≈ 2 · 0.361 · 8.68 × 103 s/m2 · 3.80 × 1015 s−1 ≈ 2.38 × 1019 1/m2
would be the height of our piecewise constant axisymmetric potential V˜ in units
of 1/m2.
We could convert to Angstroms using 1 Angstrom = 10−10 m and then put
the radius of our corral as 71.3. If instead we define our own unit u so that the
radius of this corral is 1 u, then the relationship between u and m is given by
1 u = 71.3 Angstroms = 71.3 × 10−10 m. Then in terms of u, the height of V˜ is
(71.3)2 × 10−20 m2
1 u2
· 2m
∗EB
~2
≈ 1204 1/u2.
Now for the width of V˜ . In [HP96], Harbury & Porod take the cylinders to be
1.52 Angstroms in diameter. So, proportionally, we want (potential width/cor-
ral diameter) = 1.52/142.6 which is about 0.0107. Therefore if our corral radius
is 1 u, we want the potential width to be 0.0107 ∗ 2 u = 0.0214 u.
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