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We identify the analogues of KMS state in topos theory. Topos KMS states can be viewed as classes
of truth objects associated with a measure µρ (in one-to-one correspondence with an original KMS
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I. INTRODUCTION
Topos formulation of quantum theory was put forward by Isham, Butterfield, Do¨ring and co-workers [1–15, 19–27] as
an attempt to solve certain interpretational problems inborn in quantum theory and mainly due to the mathematical
representation of the theory [16]. In particular, the main idea stressed by the authors, in the above-mentioned papers,
is that the use of topos theory to redefine the mathematical structure of quantum theory leads to a reformulation
of quantum theory in such a way that it is made to ‘look like’ classical physics. Furthermore, this reformulation of
quantum theory has the key advantages that (i) no fundamental role is played by the continuum; (ii) propositions can
be given truth values without needing to invoke the concepts of ‘measurement’ or ‘observer’; and (iii) probabilities
are given by a logical definition, that is to say the notion of probabilities becomes secondary while the notion of truth
values becomes primary.
The reasons why such a reformulation is needed in the first place concern quantum theory in general and quantum
cosmology in particular.
• As it stands, quantum theory is non-realist.1 From a mathematical perspective, this is reflected in the Kocken-
Specher theorem.2
• Notions of measurement and external observer introduce issues when dealing with cosmology.
• The existence of the Planck scale suggests that there is a priori no justification for the adoption of the notion
of a continuum in the quantum theory used in formulating quantum gravity.
These considerations led Isham and Do¨ring to search for a reformulation of a more realist quantum theory. It turns
out that this can be achieved through the adoption of topos theory, as the mathematical framework with wish to
reformulate the notion of quantum theory. The strategy adopted to attain such a new formulation is to re-express
quantum theory as a type of classical theory in a particular topos. The notion of classicality in this setting is defined in
terms of the notion of context or classical snapshots. In this framework, quantum theory is seen as a collection of local
classical snapshots, where the quantum information is determined by the relation of these local classical snapshots.
Mathematically, each classical snapshot is represented by an abelian von-Neumann sub-algebra V of the algebra
B(H) of bounded operators on a Hilbert space. The collection of all these contexts forms a category V(H) which
is actually a poset by inclusion. As one goes to smaller sub-algebras V ′ ⊆ V , one obtains a coarse-grained classical
perspective on the theory. The fact that the collection of all such classical snapshots forms a category, in particular a
poset, means that the quantum information can be retrieved by the relations of such snapshots, i.e. by the categorical
structure.
A topos that allows for such a classical local description is the topos of presheaves over the category V(H). This
is denoted as SetsV(N )
op
. By using the topos SetsV(N )
op
to reformulate quantum theory, it was possible to define
pure quantum states, quantum propositions and truth values of the latter without any reference to external observer,
measurement or any other notion implied by the instrumentalist interpretation. In particular, for pure quantum
states, probabilities are replaced by truth values which derive from the internal structure of the topos itself. These
truth values are lower sets in the poset V(H), thus they are interpreted as the collection of all classical snapshots for
which the proposition is true. Of course, being true in one context implies that it will be true in any coarse graining
of the latter.
As just mentioned, the mathematics underpinning the definition of classical sub-components of a quantum theory
is a topos over the category of abelian von Neumann sub-algebras of bounded operators over a given Hilbert space.
The von Neumann algebras are the preferred fields for defining another important object in quantum mechanics and
statistical physics: the KMS (Kubo-Martin-Schwinger) state [28][29].
1 By a realist theory, we mean a theory in which the following conditions are satisfied: (i) propositions form a Boolean algebra; and (ii)
propositions can always be assessed to be either true or false. As will be delineated in the following, in the topos approach to quantum
theory both of these conditions are relaxed, leading to what Isham and Do¨ring called a neo-realist theory [13].
2 Kochen-Specker Theorem: If the dimension of the Hilbert space H is greater than 2, then there does not exist any valuation
function V~Ψ : O → R (depending on
~Ψ a vector in H) from the set O of all bounded self-adjoint operators A of H to the reals R such
that, for all A ∈ O and all f : R→ R, the following holds V~Ψ(f(Aˆ)) = f(V~Ψ(Aˆ)).
3The KMS state occurs in statistical analysis as a state describing the thermal equilibrium of many body quan-
tum systems [28][29]. For oscillator systems and under particular conditions, the KMS state turns out to coincide
with Gibbs state [30–32]. Its significance has also been highlighted through a mathematical framework called the
Tomita-Takesaki modular theory on von Neumann algebras [33–39]. The Tomita-Takesaki theory on its own was
the focus on intense research activities in the mid 70’s and after. Indeed, it has been revealed that, for algebras of
observables associated with a quantum field theory obeying Wightman axioms, the modular objects associated with
the vacuum state and algebras of observables, localized in certain wedge-shaped regions in Minkowski space, have the
some geometric content (the unitary modular group is associated to Lorentz boost symmetry, whereas the modular
involution implements space-time reflection about the edge of the wedge and charge conjugation) [37, 38]. Thus, KMS
state and Tomita-Takesaki theory are significant in physics.
In this paper, we succeed in identifying the topos analogues of the KMS state or KMS condition for an equilibrium
state. In fact, given a (modular) automorphism in the Hilbert space of states, to which there corresponds a geometric
morphism in the topos formulation, there can be defined two KMS conditions: i) the external condition, defined
through a geometric morphism, which does not respect the truth value object (topos state) fibration but maps the
topos KMS state onto a twisted KMS presheaf. ii) The internal condition, defined via an internal group object and
which respects the presheaf structure of the topos state. Roughly speaking, a topos KMS state can be viewed as a
truth object presheaves for which, the KMS condition is satisfied on the sub-objects at each context. More precisely,
the topos KMS state will be defined as a collection of sub-objects of the state space such that their measure, as defined
for each context, is invariant with respect to a given automorphism of the von-Neumann algebra.
When defining the measures on the spectral presheaf and seeking a characterization of measures corresponding to
normal states, Do¨ring mentioned a likely link between KMS states and topos theories [40]. The present study, never
addressed before to the best of our knowledge, provides explicitly this link and, thereby, illustrates once again the
wealth of Topos quantum theory.
This paper also provides an interesting illustration of the possible uses of the internal group transformations in
topos quantum theory defined in [18, 45]. There group transformations were defined in such a way so as to solve the
problem of twisted presheaves (see [12]) thus giving a well-defined meaning to the concept of group action in topos
quantum theory. The results of this paper show that the definition of group transformations of [45] also provides a
solution for the problem of defining the topos analogue of KMS state. In fact, these group transformations are given
in terms of automorphisms on the topos analogue of the state space and one of the KMS conditions is the state’s
invariance under an automorphisms of the algebra to which it belongs. However, since topos states are particular
collection of sub-objects of the state space, such a KMS condition can be reproduced at the level of topos quantum
theory only if group transformations are defined as automorphisms on the state space.
It should be noted, at this point, that by defining the KMS condition via the above mentioned automorphism on
the state space we are able to define the KMS condition globally in the sense that we are defining it for all abelian
sub-algebras of a non commutative von Neumann algebra N . As explained later in the paper, such a collection of
abelian von Neumann sub-algebras form the base category V(N ) of the topos utilised to express quantum theory. In
this sense, the definition of KMS state present in this paper is different from the definition of classical KMS condition
put forward in [57, 58] where the authors only consider abelian algebras of observables. In particular in [57] the
authors define a classical KMS boundary condition while in [58], they define a non trivial time evolution in terms of
the KMS condition so that, also in the classical case, a non trivial instance of the Tomita-Takesaki theorem can be
defined. Given that these works only deal with commutative algebras, it would be very interesting to see how and if it
is possible to translate them in the covariant topos approach to quantum theory [47, 48] rather than the contravariant
approach dealt with in the present paper. The reasoning being that in the covariant approach the starting point is an
internal (to the topos) abelian C∗-algebra which is precisely the starting point in [57, 58]. However this line of ideas
is beyond the scope of this paper and will deserve full investigation.
The plan of the paper is the following: The next section briefly yields basic definition on von Neumann algebra,
the simplest instance referring to the KMS condition on a state and a short summary of the modular theory of
Tomita-Takesaki [34]. In Section III, we start our analysis and define the topos analogue of the KMS state under
an external condition. We then identify its properties. Section IV is devoted to the construction of the topos KMS
state subjected now to an internal condition. Section V deals, in a streamlined analysis, with the extension of the
Tomita-Takesaki modular structure in topos formulation. Finally, a detailed appendix gathers basic definitions on
category and topos theories and important statements used throughout the text.
II. KMS STATE AND THE TOMITA-TAKESAKI MODULAR THEORY
We briefly provide here some definitions related to von Neumann algebras, the canonical KMS state and the
Tomita-Takesaki modular theory (see, for example, [32–34]).
4On von Neumann algebras. Let H be a complex separable Hilbert space of any dimension, we denote by B(H)
the set of all bounded operators on H. Let A be a subset of B(H) and A′ its commutant, i.e. the set of all elements
of B(H) commuting with every element of A.
Assuming that (1) A be closed under linear combinations, (operator) multiplication and adjoint conjugation, and
(2) A = A′′, then A is called a von Neumann algebra. A von Neumann algebra always contains the identity operator
IH on H. This statement relies on the fact that A is a weakly closed set with respect to some operator scalar product.
The von Neumann algebra A is called a factor if the only common elements of A and its commutant are those
proportional to the identity of H, i.e. if A ∩A′ = CIH.
Given ϕ : A −→ C, be a bounded linear functional on A, its action is given by duality scalar product denoted by
〈ϕ ; A〉 or equivalently by ϕ(A), for A ∈ A. The functional ϕ is called a state on this algebra if (a) 〈ϕ ; A∗A〉 ≥ 0,
∀A ∈ A and (b) 〈ϕ ; IH〉 = 1.
• A state ϕ is said to be faithful if 〈ϕ ; A∗A〉 > 0 for all A 6= 0.
• A state is said to be normal if and only if there is a density matrix ̺, such that 〈ϕ | A〉 = Tr[̺A], ∀A ∈ A.
• A state is called a vector state if there exists a vector φ ∈ H, such that 〈ϕ ; A〉 = 〈φ | Aφ〉, ∀A ∈ A. Note that such
a state is also normal.
• A vector ψ ∈ H is called cyclic for the von Neumann algebra if the set {Aψ | A ∈ A} is dense in H.
• A vector ψ ∈ H is said to be separating for A if Aψ = Bψ, ∀A,B ∈ A, if and only if A = B.
Canonical KMS condition. The general notion of KMS state in a von-Neumann algebra N can be stated as
follows:
Definition II.1 ([55]). Given a von Neumann algebra N equipped with a one parameter automorphisms group
{α(t)| t ∈ R}, then a normal state ρ : N → C is a KMS state if it satisfies the following properties:
1. Invariance under the automorphism group: [α(t) · ρ](A) = ρ(α(t)A) = ρ(A);
2. Given any two elements A,B ∈ N , the function
FA,B(t) = 〈ρ;Aα(t)B〉 , (1)
for all t ∈ R, has an extension to the strip {z = t+ iy| t ∈ R, y ∈ [0, β]} ⊂ C, such that FA,B(z) is analytic in
the open strip (0, β) and continuous on its boundary. Moreover, it satisfies the boundary condition
FA,B(t+ iβ) = 〈ρ;α(t)BA〉 , (2)
for t ∈ R and A,B in N .
As shown in Proposition 5.3.7 of [55] the above definition is equivalent to the following
Definition II.2. Given a von Neumann algebra N with an automorphism group {α(t)| t ∈ R}, a state ρ on N is a
KMS state if
ρ(Aαiβ(B)) = ρ(BA) , (3)
for all A,B in Nα, a σ-weakly dense α-invariant ∗-sub-algebra of N .
From the equivalence of these two definitions it follows that for all A,B ∈ Nα then FA,B(t + iβ) = ρ(Aαt+iβB) =
ρ(α(t)BA). This is precisely condition (3) in fact ρ(Aαt+iβB) = ρ(Aαiβ(αt(B))), renaming B
′ = αt(B), we obtain
ρ(Aαiβ(B
′)) = ρ(B′A).
Tomita-Takesaki modular theory. Let A be a von Neumann algebra on a Hilbert space H and A′ its commutant.
Let Φ ∈ H be a unit vector which is cyclic and separating for A. There exists a corresponding state ϕ = ϕΦ on the
algebra, 〈ϕ ; A〉 = 〈Φ | AΦ〉, A ∈ A, which is faithful and normal. The map
S : H 7−→ H , SAΦ = A∗Φ , ∀A ∈ A . (4)
is antilinear. Due to the fact that Φ is cyclic, S is densely defined and closable. Denoting its closure again by S, the
latter admits a polar decomposition as
S = J∆
1
2 = ∆−
1
2 J , with ∆ = S∗S . (5)
The operator ∆ is called the modular operator. It is positive and self-adjoint. Moreover, J , called the modular
conjugation operator, is antiunitary and obeys J = J∗, J2 = IH. By the antiunitarity of J , we have 〈Jφ|Jψ〉 = 〈ψ|φ〉,
∀φ, ψ ∈ H.
5Using the fact that ∆ is self-adjoint and therefore admits a spectral representation, the family of operators ∆−i
t
β ,
for t ∈ R and for some fixed β > 0, is well defined. From this point, there exists a unitary family {αϕ(t)}t∈R of
automorphisms of the algebra A, such that
αϕ(t)[A] = ∆
i t
βA∆−i
t
β , ∀A ∈ A . (6)
These automorphisms determine a strongly continuous one-parameter group of automorphisms, called the modular
automorphism group. The generator Hϕ of this one-parameter group is such that ∆
−i t
β = eitHϕ or ∆ = e−βHϕ . It
can be shown that the state ϕ is invariant under this automorphism group: e−βHϕΦ = Φ (and that the von Neumann
algebra is stable ∆i
t
β A∆−i
t
β = A). Remarkably, the antilinear map J interchanges A with its commutant A′:
JAJ = A′ and JA′J = A.
In this specific instance, using the modular evolution operator αϕ(t), the KMS condition can be easily translated
in terms of the modular structure ∆ itself related to the vector Φ, the state ϕ or its associated density.
III. TOPOS ANALOGUE OF THE KMS STATE
In this section, we define the topos analogue of a KMS state. The existence of such a state is granted by the
1:1 correspondence between states ρ and truth objects Tρ, which represent the topos analogue of a state. Since the
definition of Tρ depends on the definition of a measure µρ on the state space Σ, we first need to introduce such a
measure.
A. Measure on the state space
Let N be a von Neumann algebra and V(N ) be the category3 of abelian von Neumann sub-algebras of N ordered
by sub-algebra inclusion. The elements V ∈ V(N ) will be called contexts.
For now, let us consider Sets the category of sets ordered by subset inclusion and the topos of contravariant functors
from V(N ) to Sets which we denote as SetsV(N )
op
(see Appendix B, Definition B.1).
To start the analysis, we need the notion of measure and of measurable subsets of the state space in the topos
SetsV(N )
op
[7]. The state space Σ is defined as an object of SetsV(N )
op
such that, to each V it assigns the set
ΣV = {λ : V → C|λ(1ˆ) = 1} which is the Gel’fand spectrum of V , (see Appendix B, Definition B.2 for more
precisions). To have a proper notion of measure on Σ, we need to define (I) the collection of measurable sets and (II)
the object in which these measures take their values. These notions are defined respectively as: (I) the collection of
clopen sub-objects of Σ which is denoted as Subcl(Σ) and such that for each V ∈ V(N ), Subcl(Σ)V represents the
lattice of clopen subsets of ΣV . The lattice operations are given by intersection and union while the lattice ordering
is given by subset inclusion (see Appendix B, Definition B.3); (II) The collection of global elements (global sections)
Γ[0, 1] which is a collection of natural transformations from the terminal object 1 ∈ SetsV(N )
op
to the presheaf [0, 1]
(see Appendix C, Definition C.2). The presheaf [0, 1] ∈ SetsV(N )
op
is the object in which the measure takes its value.
In fact, it assigns to each context V the set [0, 1]
V
of order reversing (which we denote by OR) functions from ↓V to
[0, 1] (see Appendix C, Definition C.1).
In order to be able to define a measure, we need an ulterior feature, namely the existence, for each context V , of a 1:1
correspondence between the lattice P(V ) of projection operators in V and clopen subsets of ΣV . This correspondence
is defined via the lattice homeomorphism
S : P(V )→ Subcl(Σ)V (7)
such that
Pˆ 7→ S(Pˆ ) := SPˆV := {λ ∈ ΣV |λ(Pˆ ) = 1} . (8)
Thus PˆSV = S
−1(SV ) (see Appendix B 2).
We are in a position to define a measure on Σ.
3 A short survey on category theory is provided in Appendix A.
6Definition III.1 ([7]). Given any state ρ of N , the associated measure on Subcl(Σ) is
µρ : Subcl(Σ)→ Γ[0, 1] (9)
S = (SV )V ∈V(H) 7→ µ
ρ(S) := (ρ(PˆSV ))V ∈V(H) . (10)
The association between a state ρ and a measure is 1:1 (Appendix C provides more details on this correspondence).
Let us now analyze the measure in (9) in more detail. In particular, for any V ∈ V(N ), we obtain
[µρ(S)](V ) : 1V → [0, 1]V (11)
{∗} 7→ [µρ(S)](V )({∗}) := [µρ(S)](V ) (12)
where [µρ(S)](V ) : ↓ V → [0, 1]. Thus, the measure µρ defined in (9) takes a clopen sub-object of Σ and defines an
OR function
µρ(S) : V(N )→ [0, 1] (13)
such that, for each V ∈ V(N ), [µρ(S)](V ) defines the expectation value with respect to ̺ of the projection operator
PˆSV (associated with SV ). Therefore, given two contexts V
′ ⊆ V , since PˆSV ′ ≥ PˆSV then ρ(PˆSV ′ ) ≥ ρ(PˆSV ). Results
from [17] and in particular Proposition 20 of [18] show that µρV = ρV ◦S
−1
V for all V ∈ V(H). Moreover Lemma 23 in
[18] shows that, given an automorphism α : N → N it is possible to define a group action on the measure as follows
α · µρ = µα·ρ = µρ◦α
−1
(14)
such that α · µρ is the measure uniquely associated to the state α · ρ := ρ ◦ α−1. These results will play a key role in
KMS condition on the measure.
From the above discussion, given a KMS state ρ : N → C we can deduce that there is a measure µρ uniquely
associated with it. In the following section, we will define some characterising properties of such a measure and,
consequently, define the topos analogue of the KMS state.
B. External KMS condition
From this section, our main results are discussed. We are now interested in understanding the properties of the
measure µρ associated to a KMS state. To achieve this goal, first of all, we analyze the automorphisms group
Aut = {α(t)| t ∈ R} acting on N . Since each α(t) can be extended to a functor α(t) : V(N ) → V(N ); V 7→ α(t)V ,
this induces a geometric morphism4 whose inverse image part is
α(t)∗ : SetsV(N )
op
→ SetsV(N )
op
A 7→ α(t)∗A (15)
where, for each V ∈ V(N ), α(t)∗AV := Aα(t)(V ).
Importantly, note that we have defined the automorphism group in an external way, i.e. Aut is not itself an object
in the topos. Hence the ensuing analysis and conditions that we investigate can be qualified in this respect as being
external. In the next section, another type of automorphism group will be introduced.
The following statement holds:
Proposition III.1 (KMS measure). Given a KMS state ρ, for all elements of the one parameter group Aut =
{α(t)| t ∈ R}, the associated measure µρ satisfies the following conditions:
(C1) µρ(S) = µρ(α(t)∗S), ∀S ∈ Subcl(Σ);
(C2) ∀S, T ∈ Subcl(Σ) and V ∈ V(H) the function
FT ,S(t) := [µ
ρ(T ∧ α(z)∗S)](V ) , (16)
for all t ∈ R has an extension to the strip {z = t+ iy| t ∈ R, y ∈ [0, β]} ⊂ C such that FT ,S(z) is analytic in the
open strip (0, β) and continuous on its boundary where it satisfies the following boundary condition
FT ,S(t+ iβ) = µ
ρ(α∗(t)S ∧ T )(V ) . (17)
4 A geometric morphism [41][42] φ between topoi τ1 and τ2 is defined as a pair (φ∗, φ∗) of functors such that φ∗ : τ1 → τ2 and φ∗ : τ2 → τ1
called, respectively, the direct image and the inverse image part of φ. Moreover, (a) φ∗ ⊣ φ∗ i.e., φ∗ is the left adjoint of φ∗; (b) φ∗ is
left exact, i.e., it preserves all finite limits.
7From the definition of KMS states given in Definition II.2, it follows that it is possible to give a precise character-
isation of the function FT ,S(t + iβ) for an appropriate domain. In particular, given any algebra V , we consider the
σ-weakly dense α invariant *-sub-algebra Vα ⊆ V . For these contexts, FT ,S(t+ iβ) can be defined as
FT,S(t+ iβ) := µ
ρ(T ∧ α(t+ iβ)∗S)(Vα) , (18)
such that the boundary condition becomes
µρ(T ∧ α(t+ iβ)∗S)(Vα) = µ
ρ(α∗(t)S ∧ T )(Vα) . (19)
Let us analyse conditions C1 and C2, separately. For simplicity, in the following, we will write α(t) = αt.
In order to study C1 and C2, we first need to define how αt acts on a state ρ. If ρ is a normal state, then it can be
defined as tr(̺−), where ̺ is a density matrix. We then obtain
αt · ρ = αt · tr(̺−) := tr(αt̺−) = tr(̺α
−1
t −) = ρ ◦ α
−1
t (20)
Thus, for a general state we can define
αt · ρ := ρ ◦ α
−1
t . (21)
This being introduced, we can turn to the question of the significance of C1. The condition C1 means that, for all
V ∈ V(N ), one has
[µρ(α∗tS)](V ) = µ
ρ[(S ◦ αt)|V ] := ρ|V ◦S
−1
|V (α
∗
tS)(V ) (22)
= ρ|V (Pˆ(α∗tS)(V )) = ρ|V ◦ αtPˆSV (23)
= α−1t · ρ|V ◦S
−1
|V SV (24)
= [µρ(S)](V ) = ρ|V ◦S
−1
|V SV (25)
Our claim is that condition C1 on the measure represents the first condition of the KMS state ρ (see point 1. in
Definition II.1), namely that ρ is invariant under the automorphism group. To proceed with this, let us prove that
the following diagram commutes:
P(V )
SV //
α(t)

Subcl(ΣV )
α(t)

P(α(t)V )
Sα(t)V // Subcl((α∗(t)Σ)V )
The diagram in one direction yields, for a given Pˆ ∈ P(V ),
[αt ◦SV ](Pˆ ) = αt(SPˆV ) = {αt(λ) ∈ ΣαtV | [αtλ](Pˆ ) = 1} = {λ ∈ ΣαtV | λ(αt(Pˆ )) = 1} . (26)
On the other direction, we get:
[SαtV ◦ αt](Pˆ ) = SαtV (αt(Pˆ )) = S(αtPˆ )αtV
= {λ ∈ ΣαtV | λ(αt(Pˆ )) = 1} . (27)
Thus the diagram commutes. Using this, we can now prove conditions C1 and C2 in Proposition III.1:
Proof of C1. Given a KMS state ρ, for any V ∈ V(N ), we have:
[µρ(α∗tS)](V ) = µ
ρ
|V
(
S ◦ αt|V
)
:= ρ|V ◦S
−1
|V (α
∗
tS)(V ) (28)
= ρ|V (Pˆ(α∗tS)(V )) = ρ|V ◦ αtPˆSV (29)
= α−1t ρ|V ◦S
−1
|V (SV ) (30)
= ρ|V ◦S
−1
|V (SV ) = [µ
ρ(S)](V ) . (31)
8Proof of C2. Let us consider the expression µρ(α∗tS∧T ) and evaluate in some context Vα (which should be a σ-weakly
dense α-invariant *-sub-algebra of some context V ). This gives
[µρ(α∗tS ∧ T )](Vα) := (ρ|Vα ◦S
−1
|Vα
)(α∗t (S) ∧ T )(Vα) (32)
= ρ|Vα(S
−1
|Vα
α∗t (S)(Vα) ∧S
−1
|Vα
T (Vα)) (33)
= ρ|Vα(αtPˆSVα ∧ PˆTVα ) (34)
= ρ|Vα(PˆTVα ∧ α(t+iβ)PˆSVα ) (35)
= [µρ(T ∧ α∗(t+iβ)S)](Vα) , (36)
where the fourth equality follows from the second condition of a KMS state on a suitable σ-weakly dense α-invariant
*-sub-algebra Vα ⊆ V . We thus obtain
µρ(α∗tS ∧ T )(Vα) = µ
ρ(T ∧ α∗(t+iβ)S)(Vα) = FT ,S(t+ iβ) . (37)
which is precisely the boundary condition on the measure. The fact that [µρ(S ∧ α(z)∗T )](Vα) is analytic in the
complex strip and continuous on the boundary follows from from the definition of Vα.
5.
We now want to relate conditions C1 to invariance of the measure with respect to the automorphisms group. To
this end we will utilise Lemma 23 in [18] which shows that αt · µρ = µαtρ = µρ◦α
−1
t is the measure associated to the
state αt · ρ. With this in mind, condition C1 becomes
[µρ(α∗tS)](V ) = µ
ρ
|V (S ◦ αt|V ) := ρ|V ◦S
−1
|V (α
∗
tS)(V ) (38)
= ρ|V (Pˆ(α∗t S)(V )) = ρ|V ◦ αtPˆSV (39)
= α−1t ρ|V ◦S
−1
|V SV (40)
= [α−1t · µ
ρ(S)](V ) (41)
= [µα
−1
t ρ(S)](V ) (42)
= [µρ(S)](V ) (43)
which is clearly satisfied for KMS states since α−1t ρ = ρ.
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If we now consider the topos formulation of quantum theory defined in [12] and take N = B(H), then the automor-
phisms group α becomes automatically internal and the KMS state has unique solution as Gibbs state. Thus we see
that in the case of topos quantum theory defined for N = B(H) our definition of general KMS state reduces to that
of Gibbs state as it should do.
Let us now go back to Proposition III.1, conditions C1 and C2 only refer to conditions on the measure associated
with the KMS state. However, since there is an injective correspondence between states and truth objects in the
topos SetsV(N )
op
, we can translate the above conditions to conditions on the truth object which should represent the
topos analogue of the KMS state. In the following, we will focus only on condition C1, but the same analysis can be
performed for C2. The main idea is to define a topos state using the measure µρ having well defined properties.
As explained in more details in Appendix D, when introducing truth objects, one has to extend the topos to
the topos of sheaves Sh(V(N ) × (0, 1)L). In this setting, contexts now become pairs (V, r) with V ∈ V(N ) and
r ≡ (0, r) ∈ (0, 1)L (see Appendix D for details pertaining to these notations and also [43]).
5 From now on, the analyticity and continuity properties of condition C2 will be immediate. Furthermore, the notation Vα will always
refer to a suitable dense *-sub-algebra of any context V so that the automorphism αt+iβ finds a sense.
6 Note that in the case of von Neumann algebras, as stated in Definition II.1. a KMS state ρ is actually normal thus it can be defined in
terms of a trace, i.e. ρ := tr(̺−). Given such a state conditions C1 and C2 are easily derived. In fact the KMS measure condition C1
becomes
[µρ(S)](V ) := tr(̺PˆSV )
= [µρ(α(t)∗S)](V ) := tr(̺Pˆ(α(t)∗S)V )
= tr(̺PˆSα(t)V ) . (44)
This is trivially satisfied for a KMS state ρ in fact, we obtain
[µρ(S)](V ) := tr(̺PˆSV ) = tr(α−t̺PˆSV ) = tr(̺αtPˆSV ) = tr(̺PˆSαt(V )
) = [µρ(α∗tS)](V ) . (45)
On the other hand, given a KMS state ρ condition C2 is shown to hold:
[µρ(α∗tS ∧ T )](Vα) = tr(̺Pˆ(α∗t S)Vα PˆTVα
) = tr(̺ αtPˆSVα
PˆTVα
) (46)
= tr(̺PˆTVα
α(t+iβ)PˆSVα
) = tr(̺PˆTVα
Pˆ(α∗
(t+iβ)
S)Vα
) = [µρ(T ∧ α∗(t+iβ)S)](Vα) .
The third equality follows from the second KMS condition on ρ. The fact that [µρ(S ∧ α(z)∗T )](Vα) is analytic in the complex strip
and continuous on the boundary follows from the trace properties in the case of normal states.
9Definition III.2 (KMS condition C1 on truth objects). Given a truth object Tρ, for each (V, r) ∈ V(N ) × (0, 1)L,
Tρ satisfies a condition C1 if it is defined by all sub-objects of the spectral presheaf, whose measure with respect to µρ
is invariant under Aut. In symbol, that is:
Tρ(V,r) = {S ∈ Subcl(Σ|↓V )| ∀V
′ ⊆ V, [µρ(S)](V ′) = [µρ(α∗t (S))](V
′) ≥ r, ∀αt ∈ Aut} . (47)
One notices that this definition implies that the objects Tρ and α∗tT
ρ are equivalent under a precise sense:
Definition III.3 (Topos state µ-equivalence). Two truth objects T and T′ are said to be µ-equivalent (or equivalent
under the measure µ) iff, at each context (V, r), for each S ∈ T(V,r) there exists a S
′ ∈ T′(V,r), such that [µ(S)](V
′) =
[µ(S′)](V ′), for all V ′ ⊆ V . Then, we write T ≃µ T
′.
This is trivially an equivalence relation. Given a truth object T, we will then denote its µ-equivalence class by
[T]µ. Given the condition C1 for a topos KMS state T
ρ, it follows that for such a state α∗tT
ρ ≃µρ T
ρ, for all
αt ∈ Aut. However, the KMS condition C1 tells us slightly more. Indeed, it also specifies which elements have the
same measure, namely: µρ(S) = µρ(α∗tS). To implement this extra condition, one defines the notion of a µ-invariant
natural transformation.
Definition III.4 (µ-invariant natural transformation). Given a µ-equivalence topos state class [T]µ, a µ-invariant
natural transformation fµ is a natural transformation between a pair of elements T
′ and T′′ (representatives of [T]µ)
which is defined, for each context (V, r), as follows
fµ,V : T
′
(V,r) → T
′′
(V,r)
S 7→ fµS (48)
where fµS is the unique element such that [µ(fµS)](V ) = [µ(S)](V ).
To show that, indeed, fµ as defined above is a natural transformation, we must show that given any two contexts
(V, r) and (V ′, r′), such that i : (V, r) ≥ (V ′, r′) (see Appendix D, Equation (D.5)), the following diagram commutes
T′(V,r) fµ,V
//
T
′(i)

T′′(V,r)
T
′′
(i)

T′(V ′,r′)
fµ,V ′ // T′′(V ′,r′)
In one direction, we have
T′′(i) ◦ fµ,V (S) = T
′′(i)(fµS) = (fµS)|↓V ′ . (49)
In the other one, we get
fµ,V ′ ◦ T
′
(i)(S) = fµ,V ′(S)|↓V ′ = fµ(S)|↓V ′ . (50)
Here, S ∈ Subcl(Σ|↓V ), therefore S = S↓V which implies that (fµS)|↓V ′ = (fµS|↓V )|↓V ′ = fµ(S)|↓V ′ .
We now join Definitions III.3 and III.4 in order to define the notion of strongly µ-equivalence as follows:
Definition III.5 (Topos state strong µ-equivalence). Two objects T
′
and T, are strongly µ-equivalent iff they are µ-
equivalent and there exists a µ-invariant natural transformation between them. We will denote a strong µ-equivalence
class as [[T]]µ.
Using this notion, we can write the first KMS condition as:
Definition III.6 (KMS condition C1 on strong µ-classes). A truth object Tρ satisfies a KMS condition C1 at the
strong µ-equivalent class level if, for all αt ∈ Aut,
[[Tρ]]µρ = [[α
∗
t T
ρ]]µρ , (51)
with µ-invariant natural transformation defined as
Tρ(V,r) → α
∗
t T
ρ
(V,r)
S 7→ α∗t (S) . (52)
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As a consequence of the above, for each presheaf Tρ, all the twisted presheaves derived from the morphism α∗t for
all αt ∈ Aut are µρ-equivalent. In other words, they select sub-objects of the respective state spaces Σ which have
exactly the same measure. We can finally read off the full KMS conditions.
Definition III.7. [Topos state KMS conditions] Given a KMS state ρ, the truth object Tρ is the topos analogue of
the KMS state if the following conditions are satisfied
1. For all αt ∈ Aut,
[[Tρ]]µρ = [[α
∗
tT
ρ]]µρ , (53)
with the µ-invariant natural transformation defined as
Tρ(V,r) → α
∗
tT
ρ
(V,r)
S 7→ α∗t (S) (54)
2. For each context (V, r) ∈ (V(N )× (0, 1)L), given any two elements S, T ∈ T
ρ
(V,r), the function
FT ,S(t) = µ
ρ(T ∧ α(t)∗S)](V ) (55)
for all t ∈ R admits an extension FT ,S(z) analytic in the complex strip Dβ = {z = (t + iy)| t ∈ R, y ∈]0, β[}
and continuous at the boundary of Dβ such that
FT ,S(t+ iβ) = [µ
ρ(α∗tS ∧ T )](V ) ≥ r , (56)
Alternatively condition 2) above can be stated as follows
2’) For each context (Vα, r) ∈ (V(N )× (0, 1)L), given any two elements S, T ∈ T
ρ
(Vα,r)
the function
FT ,S(t+ iβ) := [µ
ρ(α(t)∗T ∧ S)](V ′α) = [µ
ρ(S ∧ α(t+ iβ)∗T )](V ′α) ≥ r . (57)
where V ′α ⊆ Vα. FT ,S(t+iβ) is analytic in the complex strip Dβ = {z = (t+iy)| t ∈ R, y ∈]0, β[} and continuous
at the boundary of Dβ .
C. Deriving the canonical KMS state from the topos KMS state
As noticed in the previous analysis, the definition of the topos KMS state follows from the very existence of an
initial KMS state (that we call canonical). We are now interested in proving the reciprocal, i.e. starting with the
topos KMS state definition and derive the canonical KMS state. To this end, we will use the fact that there is a 1:1
correspondence between states ρ and truth objects Tρ. Since Tρ is defined through the measure µρ on Σ, we will first
concentrate on the link between the topos KMS measure and the canonical KMS state.
The following statement holds:
Theorem III.1. Consider a measure µ and a one parameter automorphism group Aut = {α(t)| t ∈ R} on N , whose
action on the category V(N ) is
Aut× V(N )→ V(N )
(α(t), V ) 7→ [α(t)](V ) (58)
and such that Aut can be extended to a complex strip {α(t + iγ)| t ∈ R, γ ∈ [0, β]}. If µ satisfies the following
conditions
C˜1 : µ(S) = µ(α(t)∗S) (59)
and C˜2 : for all S, T in Subcl and Vα ∈ V(N ), if FT ,S(z) := [µ(T ∧α(z)∗S)](Vα) is analytic in the complex open strip
Dβ and continuous at the boundary of Dβ such that
FT ,S(t+ iβ) := [µ(T ∧ α(t+ iβ)
∗S)](Vα) = [µ(α(t)
∗S ∧ T )](Vα) , (60)
then the state ρµ associated to such a topos measure is the KMS state associated to the algebra N .
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Proof. In order to define a state from a measure, we apply Theorem C.1 (see Appendix C2). In particular, (C.17)
which can be written
m(Pˆ ) := [µ(SPˆ )](V ) (61)
will be useful. Since our measure satisfies conditions (59) and (60), it can be shown that
m(Pˆ ) := [µ(SPˆ )](V ) = [µ(α
∗
tSPˆ )](V ) = [µ(SPˆ )](αt(V )) = m(αtPˆ ) . (62)
Because µ is a finitely additive probability measure, by construction m : P(N )→ [0, 1] will be finitely additive on the
projections in N , hence we can apply the generalised version of Gleason’s theorem7[36] and obtain the unique state
ρm : N → C such that ρm|P(N ) = m. Hence
m(Pˆ ) = ρm|P(N )(Pˆ ) = m(αtPˆ ) = ρm|P(N )(αtPˆ ) . (63)
Similarly, for the second condition, we have
m(αtPˆ Rˆ) = [µ(α
∗
tSPˆ ∧ T Rˆ)](Vα) = [µ(T Rˆ ∧ α
∗
t+iβSPˆ )](Vα) = m(Rˆαt+iβPˆ ) (64)
which translates to
ρm|P(Nα)(αtPˆ Rˆ) = ρm|P(Nα)(Rˆαt+iβPˆ ) . (65)
where Nα is a σ-weakly dense α-invariant ∗-sub-algebra of N as defined in Definition II.2.
We are in position to derive the canonical KMS state from the topos KMS state.
Theorem III.3. Given a topos state Tρ defined via the topos measure µρ satisfying C˜1 and C˜2, the unique state ρ˜
corresponding to µρ is a KMS state in the canonical sense.
Proof. The first condition on Tρ is
[[Tρ]]µρ = [[α
∗
tT
ρ]]µρ , (66)
where the µ-invariant natural transformation is defined for each αt as
Tρ → α∗t T
ρ (67)
S 7→ α∗t (S) (68)
Given two elements Tρ and α∗t T
ρ in [[Tρ]]µρ , for each context (V, r) the local components are, respectively,
Tρ(V,r) = {S ∈ Subcl(Σ|↓V )| ∀V
′ ⊆ V, [µρ(S)](V ) ≥ r} (69)
and
α∗t T
ρ
(V,r) = {α
∗
tS ∈ Subcl(α
∗
tΣ|↓V )| ∀V
′ ⊆ V, [µρ(α∗tS)](V ) ≥ r} . (70)
From the definition of the µ-invariant natural transformation, we now know how to identify objects with the same
measure:
[µρ(α∗tS)](V ) = [µ
ρ(S)](V ) . (71)
The second condition on the topos state tells us that, for all Vα ∈ V(N ),
[µρ(α∗tS ∧ T )](Vα) = [µ
ρ(T ∧ α∗t+iβS)](Vα) (72)
Applying Theorem III.1 to conditions (72) and (71), one infers that ρ is indeed a KMS state.
7 Gleason Theorem tells us that the only possible probability measures on Hilbert spaces of dimension at least 3 are measures of the form
µ(P ) = Tr(ρP ), where ρ is a positive semidefinite self-adjoint operator of unit trace. This theorem was extended to a von-Neumann
algebraN in [44] where the author shows that, provided N contains no direct summand of type I2, then every finitely additive probability
measure on P(N ) can be uniquely extended to a normal state on N . The general form of Gleason theorem is as follows
Theorem III.2. Assume that dim(H) ≥ 3) and let µ be a σ-additive probability measure on P (B(H)) then the following three statement
hold
1. µ is completely additive.
2. µ has support.
3. There exists a positive operator x ∈ B(H) of trace class such that tr(x) = 1 and µ(e) = tr(xe) for e ∈ P (B(H))
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D. Expectation Values
In this section we would like to analyse the consequences of the measure KMS condition on expectation values as
defined in topos quantum theory. In particular, we seek an analogue condition for 〈φ, Aˆ〉 = 〈φ, αtAˆ〉 in the topos
formulation which is compatible with the first condition on the measure. A primary notion towards this generalization
would be the one of expectation value in the topos formalism [43]. Let us review quickly the main features of that
latter notion.
Consider the measure µρ associated to a state ρ. According to (C.4), the following quantity
µρ(δ(Pˆ )) : V(N )→ [0, 1] (73)
is an OR function such that, for all V ∈ V(N ), [µρ(δ(Pˆ ))](V ) := ρ(δo(Pˆ )V ) (daseinisation δ and δ
o have been defined
in Appendix B2). Thus, if V is such that Pˆ ∈ V , then δo(Pˆ )V = Pˆ and [µρ(δ(Pˆ ))](V ) = tr(̺ Pˆ ). For all other
contexts V ′, such that Pˆ /∈ V ′, then δo(Pˆ )V ′ > Pˆ , therefore [µρ(δ(Pˆ ))](V ′) > ρ(Pˆ ). It follows that the expectation
value E(Pˆ , ρ) is the minimum of the function µρ(δ(Pˆ )) : V(N )→ [0, 1], i.e.
E(Pˆ , ρ) = 〈ρ ; Pˆ 〉 = ρ(Pˆ ) = min
V ∈V(N )
[µρ(δ(Pˆ ))](V ) . (74)
Consider a self-adjoint operator Aˆ ∈ N which can be written in the form
Aˆ =
n∑
i
aiPˆi , ai ∈ R , (75)
for pairwise orthogonal projections Pˆi ∈ P(N ). Given a state ρ and using (74), the expectation value of Aˆ is then
E(Aˆ, ρ) = 〈ρ ; Aˆ〉 =
n∑
i
ai〈ρ ; Pˆi〉 =
n∑
i
ai min
V ∈V(N )
[µρ(δ(Pˆi))](V ) . (76)
It follows that the topos analogue of the KMS condition 〈φ, Aˆ〉 = 〈φ, αtAˆ〉 is
E(Aˆ, ρ) = E(αtAˆ, ρ) ,
n∑
i
ai min
V ∈V(N )
[µρ(δ(Pˆi))](V ) =
n∑
i
ai min
V ∈V(N )
[µρ(δ(αtPˆi))](V ) . (77)
We can relate this condition to the condition on the measure defined in Proposition III.1. To this end, we first analyze
the effect that the group elements αt have on daseinisation. In particular, we consider
αt[δ
o(Pˆ )(V )] = αt
(∧
{Rˆ ∈ P(V )| Rˆ ≥ Pˆ}
)
=
∧
{αtRˆ ∈ P(αtV )|αtRˆ ≥ αtPˆ}
= δo(αtPˆ )(αtV ) .
From this, it follows that, given a KMS state ρ,
[µρ(α∗t δ(Pˆ ))](V ) = ρ
(
α∗t δ(Pˆ )(V )
)
= ρ(δ(Pˆ )(αtV )) = αt ρ(δ(Pˆ )(αtV ))
= ρ ◦ α−1t (δ(Pˆ )(αtV )) = ρ(δ(α
−1
t Pˆ )(V ))
= [µρ(δ(α−1t Pˆ ))](V ) , (78)
where the third and fourth equality follow from the fact that ρ is a KMS state8. Thus
[µρ(δ(αtPˆ ))](V ) = [µ
ρ(α−1t )
∗(δ(Pˆ ))](V ) . (79)
8 It is worth noting that the last equation in (77) can also be written as
∑n
i aiminV ∈V(N ) µ
ρ(δ(αtPˆi))(αtV ), since αt : V(N ) →
V(N ). Writing the equation in such a way and using the fact that δo(αtPˆ )(αtV ) = αt[δo(Pˆ )(V )], we obtain that [µρ(α∗t δ(Pˆ ))](V ) =
[µρ(δ(αtPˆ ))](αtV ), hence [µρ(δ(αtPˆ ))](αtV ) = [µρ(α∗t (δ(Pˆ ))](V ).
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Putting this result in (77), we obtain the topos analogue of the first KMS condition to be
n∑
i
ai min
V ∈V(N )
[µρ(δ(Pˆi))](V ) =
n∑
i
ai min
V ∈V(N )
[µρ(α−1t )
∗δ(Pˆi))](V ) . (80)
This is in accordance with the result obtained above, namely for KMS states ρ, the measure is invariant under
transformation of the automorphism group.
The second condition of Proposition III.1 can be related to the second condition on the KMS state. Considering
the product of two operators AˆBˆ where A,B are in a norm dense α-invariant *-subalgebra Vα of N . Each such
operator can be written as Aˆ =
∑n
i aiPˆi and Bˆ =
∑m
j bjPˆj . Since PˆiPˆj = Pˆi ∧ Pˆj , in the topos framework, the
relevant objects will be of the form δo(Pˆi ∧ Pˆj)(V ), for some context V . In general, it is true that δo(Pˆi ∧ Pˆj)(V ) ≤
δo(Pˆi)(V ) ∧ δ
o(Pˆj)(V ), however, for those contexts V for which Pˆi ∧ Pˆj , Pˆi, Pˆj ∈ V , then the same relation trivially
reduces to δo(Pˆi ∧ Pˆj)(V ) = Pˆi ∧ Pˆj . Clearly such contexts will be of the form Vα. Moreover, if Pˆi, Pˆj ∈ V , then we
have
δo(Pˆi ∧ Pˆj)(V ) ≥ δ
o(Pˆi)(V ) ∧ δ
o(Pˆj)(V ) = Pˆi ∧ Pˆj . (81)
On the other hand, if Pˆi ∧ Pˆj ∈ V, then
δo(Pˆi ∧ Pˆj)(V ) = Pˆi ∧ Pˆj ≤ δ
o(Pˆi)(V ) ∧ δ
o(Pˆj)(V ) . (82)
Hence, computing the minimum with respect to all contexts V ∈ V(N ), the two expressions yield the same result.
Thus, the expectation value of Pˆi ∧ Pˆj is
E(Pˆi ∧ Pˆj , ρ) = min
V ∈V(N )
[µρ(δ(Pˆi ∧ Pˆj))](V ) = min
V ∈V(N )
[µρ(δ(Pˆi) ∧ δ(Pˆj))](V ) = min
Vα∈V(N )
[µρ(δ(Pˆi) ∧ δ(Pˆj))](Vα) . (83)
where the last equality follows since we have assumed that Aˆ, Bˆ ∈ Vα . In this situation, we obtain
E(AˆBˆ, ρ) =
n∑
i
m∑
j
aibj min
V ∈V(N )
µρ(δ(Pˆi) ∧ δ(Pˆj))(V ) . (84)
We would like to mimicking the KMS condition 〈ρ, Aˆαt+iβBˆ〉 = 〈ρ, αtBˆAˆ〉 for A,B in some Vα. However, since
〈ρ, Aˆαt+iβBˆ〉 = 〈ρ, AˆαiβαtBˆ〉, then condition 〈ρ, Aˆαt+iβBˆ〉 = 〈ρ, αtBˆAˆ〉 simply reduces to 〈ρ, AˆαiβBˆ〉 = 〈ρ, BˆAˆ〉. In
topos language this gets translated, for all Vα ∈ V(N ), to
n∑
i
m∑
j
aibj min
Vα∈V(N )
[µρ(δ(Pˆi) ∧ δ(αiβ Pˆj))](Vα) =
n∑
i
m∑
j
aibj min
Vα∈V(N )
[µρ(δ(Pˆj) ∧ δ(Pˆi))](Vα) (85)
which is equivalent to
n∑
i
m∑
j
aibj min
Vα∈V(N )
µρ(δ(Pˆi) ∧ α
∗
−iβδ(Pˆj))(Vα) =
n∑
i
m∑
j
aibj min
Vα∈V(N )
µρ(δ(Pˆj) ∧ δ(Pˆi))(Vα) . (86)
If we consider for a moment two general sub-objects of the state space: S, T ⊆ Σ, then the above condition translates
to the following
[µρ(S ∧ (α∗−iβT )](Vα) = [µ
ρ(T ∧ S)](Vα) (87)
Replacing α−iβ by αiβ equation (87) becomes
µρ(S ∧ α∗iβT )(Vα) = µ
ρ(T ∧ S)(Vα) (88)
which is the topos analogue of the second KMS conditions: 〈ρ, Aˆ αiβBˆ〉 = 〈ρ, BˆAˆ〉 and is in agreement with Proposition
III.1.
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E. Consequences on truth values
We now discuss the consequences of the KMS condition at the topos level. Given Tρ, we compute, for all contexts
(V, r) ∈ V(N )× (0, 1)L,
v(δPˆ ∈ Tρ)(V, r) = {(V ′, r) ≤ (V, r)|µρ(δ(Pˆ ))(V ′) ≥ r} . (89)
Applying a transformation by αt ∈ Autρ on this set, we have
αt v(δPˆ ∈ T
ρ)(V, r) = αt{(V
′, r) ≤ (V, r)|µρ(δ(Pˆ ))(V ′) ≥ r}
= {(αtV
′, r′) ≤ (αtV, r)| [µ
ρ(δ(Pˆ ))](V ′) ≥ r′}
= {(αtV
′, r′) ≤ (αtV, r)| [µ
ρ(δ(αtPˆ ))](αtV
′) ≥ r′}
= {(αtV
′, r′) ≤ (αtV, r)| [µ
ρ(α∗t δ(Pˆ ))](V ) ≥ r
′}
= v(α∗t δ(Pˆ ) ∈ T
ρ)(αtV, r) . (90)
However v
(
α∗t δ(Pˆ ) ∈ T
ρ
)
(αtV, r) = v
(
α∗t δ(Pˆ ) ∈ T
ρ(αtV, r)
)
= v
(
α∗t δ(Pˆ ) ∈ α
∗
tT
ρ(V, r)
)
= v
(
α∗t δ(Pˆ ) ∈ α
∗
tT
ρ
)
(V, r).
Since µρ(α∗t δ(Pˆ ))(V ) = µ
ρ(δ(Pˆ ))(V ), we get
v(α∗t δ(Pˆ ) ∈ T
ρ)(V, r) = {(αtV
′, r′) ≤ (αtV, r)|µ
ρ(α∗t δ(Pˆ ))(V ) ≥ r
′}
= {(αtV
′, r′) ≤ 〈αtV, r)|µ
ρ(δ(Pˆ ))(V ) ≥ r′}
= v(δ(Pˆ ) ∈ Tρ)(V, r) . (91)
Combining the two results, it follows that, given a KMS state Tρ, then, for each context (V, r) ∈ V(N )× (0, 1)L, the
truth values of a given proposition δ(Pˆ ) are invariant under Autρ, i.e.
v(δPˆ ∈ Tρ)(V, r) = αt v(δPˆ ∈ T
ρ)(V, r) . (92)
F. Application: Topos KMS state on C3
In this section, we give an example of the topos analogue of the KMS state with the external condition. Our
starting point will be the three dimensional Hilbert space C3 with orthonormal basis denoted by {|i〉}, i = 1, 2, 3. In
this context, B(H) = M3(C), while our KMS state density9 is ̺ :=
∑3
i=1 aiPˆi where Pˆi = |i〉〈i| are the projection
operators spanning C3 and
∑3
i=1 ai = 1, ai ∈ [0, 1]. The associated state ρ is ρ :=
∑3
i=1 a
1
2
i Pˆi which is is cyclic and
separating. In fact given any Xˆ ∈M3(C), if X is orthogonal to all Aˆρ (Aˆ ∈M3(C) then
tr(Xˆ∗Aˆρ) =
3∑
i=1
a
1
2
i 〈i|Xˆ
∗Aˆi〉 = 0 , ∀Aˆ ∈M3(C) . (93)
In particular taking A = Pˆi, then it follows that 〈i|Xˆ
∗i〉 = 0 thus Xˆ = 0. Similarly one can prove that ρ is cyclic10.
The automorphisms considered are of the form αρ(t)A = e
itHˆAe−itHˆ , for all A ∈ B(H), where ̺ = e−βHˆ , and
Hˆ = (−1/β)
∑3
i=1 ln aiPˆi.
For simplicity, we will only consider a particular abelian von Neumann sub-algebra of B(H) and restrict our
calculations of Tρ to that sub-algebra. Let Pˆ12 be the projection operator defined by 12 (|1〉 + |2〉)(〈2| + 〈1|). The
sub-algebra we choose is V = linC(Pˆ12, 1ˆ− Pˆ12) whose elements are all matrix of the forma b 0b a 0
0 0 c

9 Note here our state ρ is normal.
10 Note that it is a standard result that given a faithful normal state on a von-Neumann algebra, the corresponding state is cyclic and
separating.
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Given the simplicity of such an algebra, we have that ↓V = V . It is straightforward to see that such an algebra V
is its own commutant and therefore V ′′ = V is a von Neumann algebra. Within such a setting, we first compute
the spectral presheaf for the context V . Since such an algebra has only two generators, the spectral presheaf at this
context only contains two elements, namely
ΣV = {λ1, λ2} such that λ1(Pˆ12) = λ2
(
1ˆ− Pˆ12
)
= 1 ; λ1
(
1ˆ− Pˆ12
)
= λ1(Pˆ12) = 0 . (94)
The next object that we need to determine is Subcl(Σ)V . This collection contains only three clopen sub-sets, namely
S1V := S1 = {λ1} , S2V := S2 = {λ2} , S12V := S12 = {λ1, λ2} . (95)
Applying the inverse image of the map S : P(V )→ Subcl(Σ)V defined in (7), we obtain
S(S1) = Pˆ12 , S(S2) = 1ˆ− Pˆ12 , S(S12) = 1ˆ . (96)
We are interested in computing the topos truth object associated to the KMS state ρ. This will be the unique (up
to the µ-equivalence) truth object Tρ satisfying conditions 1 and 2 in Definition III.7 for automorphism αρ(t) given
above. Having such a Tρ,r, it will be a simple task to built the equivalence class [[Tρ]]µρ associated to the truth object
in the sense we prescribed above. We then consider a general r ∈ [0, 1], such that at context V we obtain
Tρ,rV = {S ∈ Subcl(Σ↓V )| ∀Vi ⊆ V , [µ
ρ(S)](Vi) ≥ r} . (97)
It can be checked that conditions C1 and C2 of the measure µρ are satisfied. We recall that the measure on an
element S1 ∈ T
ρ,r
V , is defined as [µ
ρ(S1)](V ) := tr(̺PˆS1V ) for each V . Given such an expression for the measure it is
straightforward to show that indeed conditions C1 and C2 are satisfied for ̺ =
∑3
i=1 aiPˆi and the clopen sub-objects
with associated projection operators defined in (95) and (96) respectively.
To determine which clopen sub-objects belong to Tρ,rV , we need to compute µ
ρ(S)(Vi) for each of the clopen sub-
objects in (95). This computation will provide us with conditions to be satisfied in order to determine if a clopen
sub-object belongs to the KMS truth object or not. We do a case study:
1. Clopen sub-object S1:
µρ(S1)(V ) = tr(̺ Pˆ12) =
1
2
(a1 + a2) . (98)
Therefore, the condition obtained is
if
1
2
(a1 + a2) ≥ r , then S1 ∈ T
ρ,r
V . (99)
2. Clopen sub-object S2:
µρ(S2)(V ) = tr
(
̺ (1ˆ− Pˆ12)
)
= 1−
1
2
(a1 + a2) . (100)
Therefore the condition, in this case, is
if 1−
1
2
(a1 + a2) ≥ r , then S2 ∈ T
ρ,r
V (101)
3. Clopen sub-object S12:
µρ(S12)(V ) = tr
(
̺ 1ˆ
)
= 1 . (102)
Therefore, it becomes obvious that
S12 ∈ T
ρ,r
V . (103)
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IV. INTERNAL KMS CONDITION
Although the topos analogue of the KMS state reproduces the ordinary canonical properties, its definition still
requires a collection of µ-equivalent twisted presheaves. Nevertheless, it is possible to avoid twisted presheaves. This
can indeed be done by internalizing the group Autρ (henceforth, for simplicity denoted by H) and defining presheaves
in terms of it. The tools used in order to achieve this were introduced in [45]. The first step is to define the topos
analogue of H .
For simplicity of exposition all properties induced by the external KMS condition in the previous section will not
be treated in detail in the present section. We emphasize, however, that they should admit an analogue formulation
in the internal condition setting.
It should be also noted that the notion of external and internal topos properties used in the present paper should
not be confused with the notion of external and internal description as used in [46], [47] and [48].
A. The automorphism group
The first step is to define the topos analogue of the automorphisms group H = {αt| t ∈ R} of the algebra N . For
each element, in this group, we obtain the induced geometric morphism
α∗t : Sh(V(N ))→ Sh(V(N ))
S 7→ α∗tS (104)
such that α∗t S(V ) := S(αtV ). This action, however, gives rise to twisted presheaves [12]. In order to avoid this
feature, the same recipe as performed in [45] can be used. We start with the base category Vf(N ) which is fixed, i.e.
the group H is not allowed to act on it. Then, we define the internal group H over this new base category as follows:
Definition IV.1. The internal group H is the presheaf defined on
1. Objects: for each V ∈ Vf(N ), HV = H;
2. Morphisms are simply identity maps.
It is straightforward to realize that the global sections of this presheaf reproduce the group, i.e. Γ(H) = H . Next,
the fixed point group presheaf HF can be defined as:
Definition IV.2. The presheaf HF is defined on
1. Objects: for each V ∈ Vf(N ), HF V = HFV subgroup of H called the fixed point group of V i.e. HFV = {α ∈
H|∀a ∈ V αa = a}.
2. Morphisms: given a morphism iV ′V : V
′ ⊆ V , the corresponding morphism is
HF (iV ′V ) : (HF V = HFV )→ (HF V ′ = HFV ′)
α 7→ HF (iV ′V )[α] = α|V ′ (105)
viz. HF V → HF V ′ is given in terms of subgroup inclusion, i.e. HF V ⊆ HF V ′ .
Similarly, as above, we have that Γ(HF ) = HF .
We now define the main presheaf of our analysis:
Definition IV.3. The presheaf H/HF ∈ Sets
Vf (N )
op
is defined on
1. Objects: for each V ∈ Vf(N ) corresponds the set
H/HF
V
:= HV /HFV = H/HFV = {[g]V | g ∼ g1 iff hg1 = g for h ∈ HFV } . (106)
2. Morphisms: given a morphism iV ′V : V
′ ⊆ V , the corresponding presheaf morphism is the map H/HF (iV ′V ) :
H/HFV → H/HFV ′ defined as the bundle map of the bundle HFV ′/HFV → H/HFV → H/HFV ′ .
We can also define the following presheaf:
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Definition IV.4. The presheaf H/HF over Vf(N ) is defined on
• Objects: for each V ∈ Vf(N ) we obtain (H/HF )V := H/HFV , since the equivalence relation is computed context
wise.
• Morphisms: for each map i : V
′
⊆ V we obtain the morphisms
(H/HF )V → (H/HF )V ′ (107)
H/HFV → H/HFV ′ (108)
These are defined to be the projection maps πV ′V of the fibre bundles
HFV ′ /HFV → H/HFV → H/HFV ′ (109)
with fibre isomorphic to HFV ′ /HFV .
We then obtain the analogue of Theorem 6.1 in [45]
Theorem IV.1 ([45]).
H/HF ≃ H/HF . (110)
Since Vf(N ) is a poset and, as such, it is equipped with the lower Alexandroff topology (which we denote as
Vf(N )−), we then have the ordinary result
SetsVf (N )
op
≃ Sh(Vf(N )
−) , (111)
where Sh(Vf(N )−) is the topos of sheaves over Vf(N )−. Thus, each presheaf in Sets
Vf(N )
op
is a sheaf in Sh(Vf(N )−).
From now on, we will simply denote Vf(N )− by Vf(N ). Moreover, using the 1:1 correspondence between sheaves and
etale´ bundles, the presheaf H/HF yields the associated etale´ bundle
11 p : Λ(H/HF ) → Vf(N ) whose bundle space
Λ(H/HF ) can be given a poset structure, as follows:
Definition IV.6. Given two elements [g]V ′ ∈ H/HFV ′ , [g]V ∈ H/HFV we define the partial ordering by
[g]V ′ ≤ [g]V iff p([g]V ′) ⊆ p([g]V ) and [g]V ⊆ [g]V ′ . (112)
In addition, since each element [g] corresponds uniquely to a faithful12 automorphisms αgρ(t) ∈ H , it is also possible
to define the ordering in terms of such automorphisms. We denote the set of faithful automorphisms by Aut fth(V,N ),
from V → N .
Definition IV.7. Given two faithful automorphisms α1 ∈ Aut fth(V,N ) and α2 ∈ Aut fth(V ′,N ), we define the partial
ordering by
α2 ≤ α1 iff p(α2) ⊆ p(α1) and α2 = α1|V ′ . (113)
In the following, switching from [g] to the representative αgρ(t), we will denote α
g
ρ(t) as lg.
Theorem IV.2. The map I : Sh(Vf(N ))→ Sh(Λ(H/HF )) is a functor defined as follows:
(i) Objects:
(
I(A)
)
[g]V
:= A lg(V ) =
(
(lg)
∗(A)
)
(V ). If [g]V ′ ≤ [g]V , then
(IA(i[g]V ′ ,[g]V )) := A lg(V ),lg(V ′) : A lg(V ) → A lg(V ′) , (114)
where V = p([g]V ) and V
′ = p([g]V ′).
11
Definition IV.5. Given a topological space X, a bundle pE : E → X is said to be etale´ iff pA is a local homeomorphism. This means
that, for each e ∈ E there exists an open set V with e ∈ V ⊆ E, such that pV is open in X and p|V is a homeomorphism V → pV .
If for example X = R2 then for each point of a fibre there will be an open disc isomorphic to an open disc in R2. It is not necessary
that these discs have the same size. Such a collection of open discs on each fibre are glued together by the topology on E. Another
example of etale´ bundles are covering spaces. However, although all covering spaces are etale´, it is not the case that all etale´ bundles
are covering spaces.
12 Here, by faithful, we mean that, for each V , we will only consider automorphisms of the algebra N ⊇ V , which do not leave any element
A ∈ V unchanged.
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(ii) Morphisms: given a morphism f : A→ B in Sh(Vf(N )), define the associated morphism in Sh(Λ(H/HF )) as
I(f)[g]V : I(A)[g]V → I(B)[g]V (115)
f[g]V : A lg(p([g]V )) → B lg(p([g]V )) (116)
We are now able to map all the sheaves in Sh(Vf(N )) to sheaves in Sh(Λ(H/HF )). Applying the functor p! :
Sh(Λ(H/HF ))→ Sh(Vf(N )), we finally obtain sheaves on our fixed category Vf(N ) (for details the reader should refer
to [45]).
In this context, the object H is indeed a group object and, as shown in [49], is the topos analogue of a one parameter
group taking its values in R. Moreover, by defining the relevant objects in our formalism through the above method,
i.e. in terms of the composite functor p! ◦ I, the action of H does not induce twisted presheaves.
Having defined the automorphism group H , we can define the KMS condition in terms of such a group. This is the
purpose of the next section.
B. Internal KMS condition
We work in the topos Sh(Vf(N )) for which the state space is defined as follows:
Definition IV.8. The spectral presheaf Σ˘ := p! ◦ I(Σ) is defined on
(i) Objects: for each V ∈ Vf(N ) we have
Σ˘V :=
∐
[g]V ∈H/HFV
Σ(lgV ) ≃
∐
α∈Aut fth(V,N )
Σ(αV ) (117)
which represents the disjoint union of the Gel’fand spectrum of all algebras related to V , via a faithful group
transformation.
(ii) Morphisms: given a morphism iV ′V : V
′ → V (V ′ ⊆ V ), in Vf(N ) the corresponding spectral presheaf morphism
is
Σ˘(iV ′V ) : Σ˘V → Σ˘V ′ (118)∐
α1∈Aut fth(V,N )
Σα1(V ) →
∐
α2∈Aut fth(V ′,N )
Σα2(V ′) (119)
such that, given λ ∈ Σα1(V ), we obtain Σ˘(iV ′V )(λ) := Σα1(V ),α2(V ′)λ = λ|α2(V ′). Thus, Σ˘(iV ′V ) is actually a
co-product of morphism Σα1(V ),α2(V ′), one for each α1 ∈ Aut fth(V,N ).
Similarly, analogous to the previous [0, 1], the presheaf of OR functions can be defined as follows:
Definition IV.9. The presheaf ˘[0, 1] := p! ◦ I([0, 1]) is defined on
(i) Objects: for each V ∈ Vf(N ), we have
˘[0, 1]
V
:=
∐
[g]∈H/HFV
[0, 1]
lgV
≃
∐
α∈Aut fth(V,N )
[0, 1]
αV
. (120)
(ii) Morphisms: given iV ′V : V
′ ⊆ V , the corresponding presheaf morphism is
˘[0, 1](iV ′V ) : ˘[0, 1]
V
→ ˘[0, 1]
V ′
(121)∐
α1∈Aut fth(V,N )
[0, 1]
α1(V )
→
∐
α2∈Aut fth(V ′,N )
[0, 1]
α2(V ′)
. (122)
Applying the composite functor p! ◦ I to the truth object Tρ,r, we obtain the presheaf T˘
ρ,r
:= p! ◦ I(Tρ,r).
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Definition IV.10. The truth object presheaf T˘
ρ,r
is defined on
(i) Objects: for each V ∈ Vf(N ) we have
T˘
ρ,r
V :=
∐
[g]V ∈H/HFV
Tρ,r(lgV ) ≃
∐
α∈Aut fth(V,N )
Tρ,r(αV ) (123)
which represents the disjoint union of the truth object defined for all algebras related to V , via a faithful group
transformation.
(ii) Morphisms: given a morphism i : V ′ → V (V ′ ⊆ V ), in Vf(N ) the corresponding morphism is
T˘
ρ,r
(iV ′V ) : T˘
ρ,r
V → T˘
ρ,r
V ′ (124)∐
α1∈Aut fth(V,N )
Tρ,rα1(V ) →
∐
α2∈Aut fth(V ′,N )
Tρ,rα2(V ′) (125)
such that, given S ∈ Tρ,rα1(V ), we have T˘
ρ,r
(iV ′V )(S) := T
ρ,r
α1(V ),α2(V ′)
S = S|↓α2(V ′). T˘
ρ,r
(iV ′V ) is actually a
co-product of morphism Tρ,rα1(V ),α2(V ′), one for each α1 ∈ Aut fth(V,N ).
In this setting, given a sate ρ, the associated measure is
µ˘ρ : Σ˘→ Γ ˘[0, 1] (126)
S˘ 7→ µ˘ρ(S˘) (127)
such that, for each V ∈ Vf(N ), we have
µ˘ρ(S˘)(V ) :=
∐
[g]∈H/HFV
µρS(lgV ) =
∐
[g]∈H/HFV
µρ(l∗gS)(V ) . (128)
If ρ is a KMS state, then µρ(l∗gS)(V ) = µ
ρ(S)(V ). It follows that µρ(S) : Vf(N )→ [0, 1] is constant on all H related
V , i.e. such a measure is constant on the orbits H/HFV defined for each V . It is then reasonable to first of all define
a measure on Subcl(I(Σ)), where I : Sh(Vf(N ))→ Sh(Λ(H/HF )) was introduced above. Such a measure would be
µ¯ρ : Subcl(I(Σ))→ Γ(I[0, 1])
S 7→ µ¯ρS (129)
where µ¯ρS : Λ(H/HF )→ [0, 1] is such that, ∀[g] ∈ Λ(H/HF ) we have µ¯ρS[g] := µρS(lg(V )) = ρ(PˆS(lg(V ))).
Since for each V ∈ Vf(N ) corresponds the orbit H/HFV , each global element µ¯ρ(S), when restricted to such an
orbit, gives the constant local section. In other words,
µ¯ρS|H/HFV : Λ(H/HF )(V )→ [0, 1] (130)
is constant on all [g] ∈ Λ(H/HF )(V ). It is possible to consider µ¯|H/HFV (I(S)) as a constant global section if we
introduced the presheaf [0, 1]V ∈ Sets
Λ(H/HFV )
op
. Here H/HFV is the category whose elements are the equivalence
classes [g], as in Λ(H/HF ), but whose morphisms are now given by group multiplication, i.e. g : [h]→ [h
′
] iff h
′
= gh
and h /∈ HFV .
Definition IV.11. The presheaf [0, 1]V ∈ Sets
Λ(H/HFV )
op
has as
1. Objects: for each [h], the respective presheaf set is
[0, 1]V ([h]) := I([0, 1])[h] = [0, 1]lh(V ) = {f :↓ lh(V )→ [0, 1]|f is OR} . (131)
2. Morphisms: given a map g : [h]→ [h
′
] such that h
′
= gh then we get a corresponding presheaf map
[0, 1]V (g) : [0, 1]V ([h
′
])→ [0, 1]V ([h])
f 7→ lg−1(f) (132)
where f :↓ lh(V )→ [0, 1] and lg−1f :↓ lg−1hV → [0, 1].
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To show that this is indeed a presheaf, we need to show that, given two maps gj : [h
′′
] → [h
′
] and gi : [h
′
] → [h],
then the following equality holds:
[0, 1]V (gj ◦ gi) = [0, 1]V (gi) ◦ [0, 1]V (gj) . (133)
Considering first the left hand side we obtain
[0, 1]V (gj ◦ gi) : [0, 1]V [h]→ [0, 1]V [h
′′
]
f 7→ l(gjgi)−1(f) = lg−1i
lg−1j
f (134)
On the other hand the right hand side is
[0, 1]V (gi) ◦ [0, 1]V (gj) : [0, 1]V [h]→ [0, 1]V [h
′
]→ [0, 1]V [h
′
]
f 7→ lg−1j
f 7→ lg−1i
lg−1j
f (135)
Thus, indeed [0, 1]V is a well defined presheaf.
Obviously, for each Vi ∈ Vf(N ), one gets a presheaf [0, 1]Vi ∈ Sets
Λ(H/HFVi )
op
. Using these new presheaves, we can
then define the first condition on the measure associated to a KMS state to be the following:
µ˘ρ(S˘)(V ) = Γc([0, 1]V ) , (136)
where Γc([0, 1]V ) denotes the global element with constant value c, which, in this case is µ
ρ(S)(lgV ). This condition
on the measure translates to the following condition on the truth object representing a KMS:
T˘
ρ,r
V = {S˘ ∈ Subcl(Σ˘|↓V )| ∀V
′ ⊆ V, µ˘(S˘)(V ′) = Γc([0, 1]V ′) for c = µ
ρ(S)(V ) ≥ r} . (137)
Thus, the truth object associated to the KMS state represents the collection of sub-objects for which the measure
is constant on the orbits H/HFV , for each V ∈ Vf(N ). A moment of thought reveals that this is nothing but the
following:
T˘
ρ,r
V = [[α
∗
tT
ρ,r]]µρ ,V . (138)
The action of the group H on T˘
ρ,r
is defined for each V ∈ Vf(N )
HV × T˘
ρ,r
V → T˘
ρ,r
V (139)
(αt, S) 7→ α
∗
t (S) (140)
Thus restricting only to the first KMS condition, we can define a truth object satisfying such a condition as follows:
Definition IV.12. Given a truth object T˘
ρ,r
, it satisfies the first KMS condition iff the following diagram commutes:
T˘
ρ,r
α(t)∗

µρ
!!❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
T˘
ρ,r µρ // ˘Γ[0, 1]
for all α(t) ∈ Λ(H).
We are still missing the second condition for a KMS state, namely for any two elements Aˆ, Bˆ ∈ Nα, then
〈ρ, Aˆαt+iγBˆ〉 = 〈ρ, αtBˆAˆ〉. Here αt+iγ belongs to the set E = {αt+iγ | t ∈ R , γ ∈ [0, β]} which represents an ex-
tension of the group H to a strip on the complex plane. Since we are also considering γ = 0, it follows that H is
contained in the above set. Is it possible to internalize E as we did for H? The answer is yes and it is done through
the construction of the following trivial presheaf E for which, at each context, we simply assign the set E itself and the
maps are identity maps. Note that such presheaf is not a group, nevertheless we get H ⊂ E. Recalling the definition
of the presheaf HF , it is possible to define its action on E as follows:
HF × E → E , (141)
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such that, for each V ∈ Vf(N ), we obtain
HF V × EV → EV (142)
(α(t1), α(t2 + iγ)) 7→ α(t1 + t2, iγ) (143)
Given this action, it is meaningful to define the quotient presheaf E/HF . Thus, for each V ∈ Vf(N ) we obtains the
set E/HFV where two elements α(t1+ iγ) ≃ α(t2+ iγ) iff there exists an element α(t3) such that t2 = t1+ t3. Clearly,
H/HF ⊂ E/HF . We can then extend what has been done with respect to the presheaf H/HF to the presheaf E/HF .
First, we define the new truth object for each V ∈ Vf(N ) as
T˜
ρ,r
V :=
∐
[g]∈E/HFV
Tρ,r(lgV ) . (144)
Here T˜
ρ,r
is defined as13 T˜
ρ,r
:= pE! ◦ I(T
ρ,r) where I : Sh(Vf(N )) → Sh(Λ(E/HF )) and pE : Λ(E/HF ) → Vf(N ).
Since H ⊂ E, the above truth object contains all the elements of T˘
ρ
(V,r). Hence, the first KMS condition keeps its
form. On the other hand, the second KMS condition seems a little more involved since it concerns measures on the
conjunction of two sub-objects of the state space. To implement the second KMS condition, the following natural
transformation is needed:
F : E × T˜
ρ
→ T˜
ρ
, (145)
However, we need to pay attention to domain issues. In particular we know that FT ,S(t+iβ) = [µ
ρ(T ∧α(t+iβ)∗S]Nα
only for Nα being a σ-weakly α-invariant sub-algebra of N . Therefore we can construct a category V(Nα) of abelian
sub-algebras of Nα ordered by inclusion. Clearly V(Nα) is a full subcategory of V(N ), thus we can define the
continuous identity map i : V(Nα) → V(N ). This gives rise to the corresponding geometric morphisms between
i : Sh(V(Nα)) → Sh(V(N )) whose associated inverse image is i∗ : Sh(V(N )) → Sh(V(Nα)) such that (i∗(A))Vα :=
Ai(Vα) = AVα .
We then utilise these inverse image morphisms to correctly define the natural transformation in (145), which we
still call F , as
F : i∗(E × T˜
ρ
)→ i∗(T˜
ρ
) (146)
F : i∗(E)× i∗(T˜
ρ
)→ i∗(T˜
ρ
) (147)
where the last equation holds since the left adjoint f∗ preserves finite limits. Given a context Vα ∈ V(Nα) we then
have
FV : (i
∗(E))Vα × (i
∗(T˜
ρ
)Vα → (i
∗(T˜
ρ
)Vα
FV : EVα × T˜
ρ
Vα → T˜
ρ
Vα
(α(t+ iβ), S) 7→ F ((α(t+ iβ), S)) := α∗(t+ iβ)S . (148)
To show that this is a well defined natural transformation, we prove that, given a pair of contexts V ′ and V , such
that iV ′V : V
′ ⊆ V , the following diagram commutes14:
EVα × T˜
ρ
Vα
FVα //
〈E(iV ′αVα
),T˜
ρ
(iV ′αVα
)〉

T˜
ρ
Vα
T˜
ρ
(iV ′αVα
)

EV ′α × T˜
ρ
V ′α
FV ′α // T˜
ρ
V ′α
Chasing the diagram round one way, we obtain:[
T˜
ρ
(iV ′αVα) ◦ FV
](
α(t), S
)
= T˜
ρ
(iV ′αVα)
(
α(t)∗S
)
= (α(t)∗S)|↓V ′α = S|α(t)V ′α (149)
13 Note that we use the same method that was used to define T˘
ρ,r
, but now we replace I by I and p! by pE !.
14 Note that, since (i∗(A))Vα = Ai(Vα) = AVα , form now on we will simply write AVα and the action of the i
∗ functor will be assumed.
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while going round the other way it yields:
FV ′ ◦ 〈E(iV ′αVα), T˜
ρ
(iV ′αVα)〉
(
α(t), S
)
= FV ′α
(
α(t)|V ′α , S|↓V ′α
)
= α(t)∗S|↓V ′α = S|α(t)V ′α . (150)
Hence, F is a natural transformation.
We can now write the second condition for the KMS state as follows:
Definition IV.13. The truth object T˜
ρ
represents the topos analogue of the KMS state iff for all Vα ∈ V(N ), the
following diagram commutes
T˜
ρ,r
Vα × T˜
ρ,r
Vα
〈α∗t ,id〉 //
〈α∗t+iγ ,id〉

T˜
ρ,r
Vα × T˜
ρ,r
Vα
f // T˜
ρ,r
Vα × T˜
ρ,r
Vα
∧

T˜
ρ,r
Vα × T˜
ρ,r
Vα
µρ //
∧

T˜
ρ,r
Vα
µρ

T˜
ρ,r
Vα
µρ // ˜Γ[0, 1]
Vα
for all αt+iγ ∈ Λ(E). Here f is a switching function, i.e. f : T˜
ρ,r
Vα × T˜
ρ,r
Vα → T˜
ρ,r
Vα × T˜
ρ,r
Vα ; f(S, T ) := (T , S).
Thus given a pair (S, T ) ∈ T˜
ρ,r
× T˜
ρ,r
, going one way round the diagram, we obtain
µρ ◦ ∧ ◦ f ◦ 〈α∗t , id〉(S, T )Vα = µ
ρ ◦ ∧ ◦ f((α∗tS)Vα , TVα) = µ
ρ ◦ ∧(TVα , α
∗
tSVα) = µ
ρ(T ∧ α∗tS)Vα . (151)
Going the other way instead, it can be proved that
µρ ◦ ∧ ◦ 〈α∗t+iγ , id〉(S, T )Vα = µ
ρ ◦ ∧((α∗t+iγS)(V ), TVα) = µ
ρ(α∗t+iγS ∧ T )Vα . (152)
This is precisely the second KMS condition.
It is straightforward to see that the above definition incorporates Definition IV.12 by setting γ = 0. So far, we
have considered the one parameter family of truth objects T˜
ρ,r
V one for each r ∈ (0, 1)L. As stated in the Appendix
D, these can be combined to define an object in the topos Sh(Vf(N )× (0, 1)L) as follows:
Definition IV.14. The truth object T˜
ρ
∈ Sh(Vf(N )× (0, 1)L) is defined on:
(i) Objects: for each pair (V, r) ∈ Vf(N ) × (0, 1)L, we have
T˜
ρ
(V,r) :=
∐
[g]∈E/HFV
Tρ,rlg(V ) ≃
∐
αt∈Aut fth(V,N )
Tρ,rαt(V ) (153)
where each
Tρ,rαt(V ) = {S ∈ Subcl(Σ↓αt(V ))| ∀V
′ ⊆ αt(V ), (µ
ρS)(V ′) ≥ r} . (154)
(ii) Morphisms: given a map i : (V ′, r′) ≤ (V, r) (iff V ′ ⊆ V and r′ ≤ r), then the associated morphism is
T˜
ρ
(i) :
∐
[g]∈H/HFV
Tρ,rlg(V ) →
∐
[h]∈H/HFV ′
Tρ,rlh(V ′)∐
α1(t)∈Aut fth(V,N )
Tρ,rα1(t)(V ) →
∐
α2(t)∈Aut fth(V ′,N )
Tρ,rα2(t)(V ′) (155)
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such that, given a sub-object S ∈ Tρ,rα1(t)(V ), we get
T˘
ρ
(i)S := Tρ,r(iα1(t)(V ),α2(t)(V ′))S = S|α2(t)(V ′) (156)
where α2(t) ≤ α1(t) thus p(α2(t)) ⊆ p(α1(t)) and α2(t)(V ′) = (α1(t))|V ′(V ′). Obviously, now the condition
on the restricted sub-object is (µρS)(V ′′) ≥ r′ where V ′′ ⊆ α2(t)(V ′). However, such a condition is trivially
satisfied since r′ ≤ r.
Given the internal definition of the topos KMS state, then it is possible to derive conditions on expectation values
and truth values in the same was as was done for the external perspective. Moreover the derivation of the standard
KMS state from the topos KMS state is done similarly as for the internal situation.
V. CONNECTION WITH TOMITA-TAKESAKI MODULAR THEORY
We briefly analyze the connection between the topos formulation of KMS state and the Tomita-Takesaki formulation.
The topos role of the operators ∆ and J has to be identified. We will focus only on the external formulation, but it
is clear that there should exist a corresponding internal formulation of the following.
In Tomita-Takesaki theory, ∆ is a self-adjoint operator called modular operator and J is an antiunitary operator.
As such, in our topos SetsV(N )
op
, ∆ should be represented as a map between the state space Σ and the real number
quantity value object R↔, i.e. ˘δ∆ : Σ→ R↔, whereas J should be represented as δ˘(J) : Σ→ C↔. Nevertheless, such
a description, following from [12], does not seem to be useful in the present analysis. We proceed differently in the
following.
Definition V.1. The presheaf ∆ ∈ SetsV(N )
op
is defined on:
(i) Objects: for each V ∈ V(N ), we have the set ∆V := {∆
it| t ∈ R} where ∆it is a unitary operator and ∆V forms
a strongly continuous unitary group.
(ii) Morphisms: for a given morphism iV ′V : V
′ ⊆ V , the corresponding presheaf morphism is simply the identity
map.
Such a presheaf represents a group in SetsV(N )
op
and is clearly the more abstract definition of the group H . Thus,
when defining the topos analogue of the KMS state, if we want to have an explicit connection with Tomita-Takesaki
formulation, H should be replaced by ∆.
On the other hand, to describe J in the topos formulation, its role has to be understood better. In particular,
let us consider a von Neumann algebra N , such that it contains two sub-algebras which we call Nl and Nr. These
sub-algebras are such that i) Nl ∩ Nr = idN , ii) Nl = (Nr)
′′
(Nr = (Nl)
′′
) and iii)
JNlJ = Nr . (157)
It can be underlined that this description is not physically insignificant. Indeed, by applying the modular theory to
a particle in a plane submitted to a magnetic field perpendicular to that plane, Nl,r algebras correspond to algebra
of Hilbert-Schmidt operators built out of the two sectors of the Hilbert space of states (Landau levels) of the system
when the magnetic field point towards the “up” or “down” direction [50]. In this setting the transformation (157)
represents a change in the magnetic direction.
Starting from (157), at the level of categories, a map can be defined as follows:
P : V(Nl)→ V(Nr) (158)
Vl 7→ JVlJ (159)
where V(Nl) and V(Nr) are the categories of von Neumann abelian sub-algebras of the algebrasNl andNr respectively.
Both such category are ordered by inclusion. We intend to show that the map P is continuous, to this end we need
to define a topology on the categories V(Nl) and V(Nr). Since they are both posets under algebra inclusion, they are
automatically equipped with the Alexandroff topology whose basis are the lower sets ↓V := {V ′|V ′ ⊆ V }. In order
to show continuity, we define an inverse which is trivially
P−1 : V(Nr)→ V(Nl) (160)
Vr 7→ J
−1VrJ
−1 (161)
Theorem V.1. The map P is continuous with respect to the Alexandroff topology.
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Proof. Given an open set (it suffices to show this for the basis sets) ↓Vr, the pullback is P−1(↓Vr) and is defined as
P−1(↓Vr) := {P
−1V ′r |V
′
r ⊆ Vr} . (162)
Since V ′r ⊆ Vr iff P
−1V ′r ⊆ P
−1Vr , the above equation can be written as
P−1(↓Vr) := {P
−1V ′r |P
−1V ′r ⊆ P
−1Vr} =↓ P
−1Vr =↓Vl . (163)
Lemma V.1. Given the map P : V(Nl)→ V(Nr) between the two posets, then P is order preserving iff it is continuous
with respect to the Alexandroff topology, i.e. for each lower subset ↓ L ∈ V(Nr) then P
−1(↓ L) is a lower subset in
V(Nl).
Proof. Let us assume that P is order preserving and ↓Vr is a lower set in V(Nr). Moreover consider V
1
l ∈ P
−1(↓Vr)
which is equivalent to P (V 1l ) = V
1
r ∈↓ Vr. We assume that V
2
l ∈ V(Nl) such that V
2
l ≤ V
1
l . Since P is order
preserving by assumption, then P (V 2l ) ≤ P (V
1
l ) = V
1
r ∈↓Vr. Since ↓Vr is a lower set it means that P (V
2
l ) ∈↓Vr, i.e.
V 2l ∈ P
−1(↓Vr). It follows that P−1(↓Vr) is a lower set, i.e. P is continuous.
Conversely, let us assume that P is continuous, then, given any lower set ↓ Vr ∈ V(Nr), P−1 ↓ Vr is a lower set
in V(Nl) and that there is a pair V 1l , V
2
l ∈ V(Nl) such that V
1
l ≤ V
2
l . Since ↓ P (V
2
l ) is a lower set in V(Nr) then
P−1 ↓ P (V 2l ) is a lower set in V(Nl). However P (V
2
l ) ∈↓ P (V
2
l ), therefore V
2
l ∈ P
−1 ↓ P (V 2l ). But V
1
l ≤ V
2
l implies
that V 1l ∈ P
−1 ↓ P (V 2l ) (P (V
1
l ) ∈↓ P (V
2
l )) which means that P (V
1
l ) ≤ P (V
2
l ). Thus P is order preserving.
Since P is continuous, we can lift it to the level of sheaves and define a geometric morphism whose direct image is
P∗ : Sh(V(Nl))→ Sh(V(Nr)) (164)
S 7→ P∗(S) := S ◦ P
−1 (165)
such that, for each context Vr ∈ V(Nr), we have (P∗(S))(Vr) = S ◦ P−1(Vr) = S(J−1VrJ−1). On the other hand the
inverse image is
P ∗ : Sh(V(Nr))→ Sh(V(Nl) (166)
A 7→ P ∗(A) := A ◦ P (167)
such that, for each context Vl ∈ V(Nl), we have (P ∗(A))(Vl) = A ◦ P (Vl) = S(JVlJ). The above maps are adjoint of
each another in particular P ∗ is the left adjoint of P∗ which is denoted as P
∗ ⊣ P∗. The properties of adjoints are the
following: To each morphism f : Xr → P∗Al in Sh(V(Nr)), there is associated the unique morphism h : P ∗Xr → Al
in Sh(V(Nl). This means is that the following
θ : HomSh(V(Nr))(Xr, P∗Al)→ HomSh(V(Nl))(P
∗Xr, Al) (168)
is an isomorphism for any element Xr ∈ Sh(V(Nr)) and Al ∈ Sh(V(Nl)). We conjecture at this point that the change
in the magnetic direction can be described in terms of a geometric morphism. The consequences of such a property
will be analyzed in a forthcoming work.
ACKNOWLEDGEMENTS
C.F. would like to thank her mother Elena Romani, her father Luciano Flori and her grandmother Pierina Flori
for constant support and encouragement.
Research at Perimeter Institute is supported by the Government of Canada through Industry Canada and by the
Province of Ontario through the Ministry of Research and Innovation.
APPENDIX
This appendix gathers basic notions in category and topos theories, precisions on notations and topos applications
to any quantum phase space. Well-known results used in the text have been, for the sake of clarity, rederived.
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Appendix A: Short introduction to category theory
1. Categories, arrows, posets and all that
“Category Theory allows you to work on structures without the need first to pulverize them into set theoretic dust”
(Corfiel).
The above quotation explains, in a rather pictorial way, what category theory and, in particular, topos theory are
really about. In fact, category theory (and topos theory) allows to abstract from the specification of points (elements
of a set) and functions between these points to a universe of discourse in which the basic elements are arrows, and
any property is given in terms of compositions of arrows.
The reason for the above characterization is that the underlying philosophy behind category theory (and topos
theory) is that of describing mathematical objects from an external point of view, i.e. in terms of relations.
This is in radical contrast to set theory, whose approach is essentially internal in nature. By this we mean that the
basic/primitive notions of what sets are and the belonging relations between sets, are defined in terms of the elements
which belong to the sets in question, i.e. an internal perspective.
In order to be able to implement the notion of external definition, we first need to define two important notions:
i) the notion of a map or arrow, which is simply an abstract characterization15 of the notion of a function between
sets; ii) the notion of an equation in categorical language. We will first start with the notion of a map. For detailed
analysis see [51–54].
Given two general objects A and B (not necessarily sets) an arrow f is said to have domain A and codomain B if
it goes from A to B, i.e. f : A→ B. It is convention to denote A = dom(f) and B = cod(f). We often draw such an
arrow as follows:
A
f
−→ B (A.1)
Given two arrows f : A → B and g : B → C, such that cod(f) = dom(g) then we can compose the two arrows
obtaining g ◦ f : A→ C. The property of composition is drawn as follows:
A
f
−→ B
g
−→ C (A.2)
For each object (or set A), there always exists and identity arrow
idA : A→ A , such that idA(a) = a , ∀a ∈ A . (A.3)
The collection of arrows between various objects satisfies two laws:
i) Associativity: given three arrows f : A→ B, g : B → C and h : C → D with appropriate domain and codomain
relations, we then have
h ◦ (g ◦ f) = (h ◦ g) ◦ f . (A.4)
ii) Unit law: given f : A→ B, idA : A→ A and idB : B → B the following holds
f ◦ idA = f = idB ◦ f . (A.5)
We can now give the axiomatic definition of a category:
Definition A.1. A (small16) category C consists of the following elements:
1. A collection Ob(C) of C-objects.
2. For any two objects a, b ∈ Ob(C), a set MorC(a, b) of C-arrows (or C-morphisms) from a to b.
15 By abstract characterization here we mean a notion that does not depend on the sets or objects between which the arrow is defined.
16 A category C is called small if Ob(C) is a Set.
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3. Given any three objects a, b, c ∈ C, a map which represents composition operation.
◦ :MorC(b, c)×MorC(a, b)→MorC(a, c) (A.6)
(f, g) 7→ f ◦ g (A.7)
Composition is associative, i.e. for f ∈MorC(b, c), g ∈MorC(a, b) and h ∈MorC(c, d) we have
h ◦ (f ◦ g) = (h ◦ f) ◦ g (A.8)
which in diagrammatic form is the statement that the following diagram commutes
h◦(f◦g)

a
g //
h◦f
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃
(h◦f)◦g

b
f

f◦g
    
  
  
  
  
  
  
  
d c
h
oo
4. For each object b ∈ C, an identity morphism idb ∈MorC(b, b), such that the following Identity law holds: for all
g ∈ MorC(a, b) and f ∈MorC(b, c) then f = f ◦ idb and g = idb ◦ g. In diagrammatic form, this is represented
by the fact that the diagram
a
g //
g
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃ b
idb

f
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃
b
f // c
commutes.
So, a category is essentially a collection of diagrams for which certain equations or commutative relations hold.
An example of a category which is used throughout the paper is a poset. A poset is a set in which the elements are
related by a partial order, i.e. not all elements are related to each other. The definition of a poset is as follows:
Definition A.2. Given a set P we call this a poset iff a partial order ≤ is defined on it. A partial order is a binary
relation ≤ on a set P , which has the following properties:
• Reflexivity: a ≤ a for all a ∈ P .
• Antysimmetry: if a ≤ b and b ≤ a, then a = b.
• Transitivity: If a ≤ b and b ≤ c, then a ≤ b.
An example of a poset is any set with an inclusion relation defined on it. Another example is R with the usual
ordering defined on it.
A poset forms a category whose objects are the elements of the poset and, given any two elements p, q, there exists
a map p → q iff p ≤ q in the poset ordering. We will be using such a (poset) category quite often when defining a
topos description of quantum theory. Thus, it is worth pointing out the following:
Definition A.3. Given two partial ordered sets P and Q, a map/arrow f : P → Q is a partial order homomorphism
(otherwise called monotone functions or order preserving functions) if
∀x, y ∈ P , x ≤ y ⇐⇒ f(x) ≤ f(y) . (A.9)
Homomorphisms are closed under composition. A trivial example of partial order homomorphisms is given by the
identity maps.
We now define some basic notions in category theory.
Definition A.4. A terminal object in a category C is a C-object 1 such that, given any other C-object A, there
exists one and only one C-arrow from A to 1.
For example, in Sets, a terminal object is a singleton {∗}. Since given any other element A ∈ Sets, there exists
one and only one arrow A→ {∗}. On the other hand, in Pos, the poset ({∗}, {(∗, ∗)}) is the terminal object.
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2. Functors and natural transformations
It is also possible to define maps between categories, such maps are called functors. Generally speaking a functor
is a transformation from one category C to another category D, such that the categorical structure of the domain C
is preserved, i.e. gets mapped onto the structure of the codomain category D.
There are two types of functors covariant functors and contravariant functor.
Definition A.5. : A covariant functor from a category C to a category D is a map F : C → D that assigns to each
C-object a, a D-object F(a) and to each C-arrow f : a→ b a D-arrow F (f) : F (a)→ F (b), such that the following are
satisfied:
1. F (ida) = idF (a)
2. F (f ◦ g) = F (f) ◦ F (g) for any g : c→ a
It is clear from the above that a covariant functor is a transformation that preserves both:
• The domain’s and the codomain’s identities.
• The composites of functions, i.e. it preserves the direction of the arrows.
A pictorial description for a covariant functor is given as follows:
a
f //
h
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄ b
g

c
F +3 F (a)
F (f) //
F (h)
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
F (b)
F (g)

F (c)
On the other hand, we have
Definition A.6. A contravariant functor from a category C to a category D is a map X : C → D that assigns
to each C-object a a D-object X(a) and to each C-arrow f : a → b a D-arrow X(f) : X(b) → X(a), such that the
following conditions are satisfied:
1. X(ida) = idX(a)
2. X(f ◦ g) = X(g) ◦X(f) for any g : c→ a
A diagrammatic representation of a contravariant functor is the following:
a
f //
h
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄ b
g

c
X +3 F (a) X(b)
X(f)
oo
X(c)
X(h)
aa❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈❈
X(g)
OO
Thus, a contravariant functor in mapping arrows from one category to the next reverses the directions of the arrows,
by mapping domains to codomains and vice versa. A contravariant functor is also called a presheaf.
So far we have defined categories and maps between them called functors. We will now abstract a step more and
define maps between functors. These are called natural transformations.
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Definition A.7. A natural transformation from Y : C → D to X : C → D is an assignment of an arrow
N : Y → X that associates to each object A in C an arrow NA : Y (A) → X(A) in D such that, for any C-arrow
f : A→ B the following diagram commutes
A
f

Y (B)
NB //
Y (f)

X(B)
X(f)

B Y (A)
NA
// X(A)
i.e.
NA ◦ Y (f) = X(f) ◦NB
Here NA : Y (A)→ X(A) are the components on N , while N is the natural transformation. From this diagram, it
is clear that the two arrows NA and NB turn the Y -picture of f : A → B into the respective X-picture. If each NA
(A ∈ C) is an isomorphism, then N is a natural isomorphism
N : Y
≃
−→ X (A.10)
The collection of all contravariant functor, with natural transformations as morpshims, forms a topos which is denotes
as SetsC
op
. Roughly speaking a topos is a category which has a lot of extra structure. This extra structure implies
that a general topos ‘looks like’ Sets in the sense that any mathematical operation which can be done in set theory
has a general topos analogue (ex: disjoint union, cartesian product etc.).
The most important properties of a topos for our purpose are:
1. The existence of a terminal object, with associated global elements.
2. The existence of a subobject classifier Ω which represents the generalisation of the set {0, 1} ≃ { true, false} of
truth-values in the category Sets. As the name suggests, the subobject classifier identifies subobjecs. In the
case of Sets, given a set A we say either A ⊆ X or A * X . Thus to the proposition “A a subset of X” we can
ascribe either the value true (1) or false (0), respectively. Moreover, if A ⊆ X one can ask which points x ∈ X
lie also in A. This can be expressed mathematically using the so called characteristic function: χA : S → {0, 1},
which is defined as follows:
χA(x) =
{
0 if x /∈ A
1 if x ∈ A
(A.11)
where here {0, 1} = {false, true}. Thus, in sets, we only have true or false as truth values, i.e Ω = {0, 1}. This
type of truth values determines the internal logic of set to be Boolean, i.e. S ∨ ¬S = 1.
However, in a general topos Ω 6= {0, 1} but it will be a more generalised object (not necessarily a set) leading
to a multivalued logic. In this setting we obtain a well defined mathematical notion of what it means for an
object to nearly be a subobject of a given object and how far it is from being a subobject. Thus the role of a
sbobject classifier Ω in a topos is to define how subobjects fit in a given object.
The elements of this object Ω, similarly as was the case in Sets, represent the truth values. The collection of
all such truth values undergoes a Heyting algebra (see below).
3. The existence of an internal logic derived from the collection of all sub-objects of any object in the topos. Such
a logic is called a Heyting algebra, which is distributive and for which the law of excluded middle does not hold,
i.e. S ∨ ¬S ≤ 1. This represents a generalisation of the Boolean algebra in Sets for which S ∨ ¬S = 1.
An example of Heyting algebra is given by the collection of all open sets in a topological space
A terminal object in the Topos of presheaves SetsC
op
is defined as follows:
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Definition A.8. A terminal object in SetsC
op
is the constant functor 1 : C → Sets that maps every C-object to the
one element set {∗} and every C-arrow to the identity arrow on {∗}.
C
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
E

B
⑦⑦
⑦⑦
⑦⑦
⑦⑦
A Doo
1 +3
{∗}
id{∗}}}④④
④④
④④
④④
{∗}
id{∗}

{∗}
id{∗}}}④④
④④
④④
④④
{∗} {∗}
id{∗}
oo
The notion of terminal object allows us to define the notion of global element (or global section).
Definition A.9. A global section or global element of a presheaf X in SetsC
op
is an arrow k : 1 → X from the
terminal object 1 to the presheaf X.
What k does is to assign to each object A in C an element kA ∈ X(A) in the corresponding set of the presheaf X.
The assignment is such that, given an arrow f : B → A the following relation holds
X(f)(kA) = kB . (A.12)
The above relation (A.12) uncovers that the fact that the elements of X(A) assigned by the global section k are
mapped into each other by the morphisms in X . Presheaves with a local or partial section can exist even if they do
not have a global section.
Appendix B: State space and sub-objects
We first discuss the topos analogue of state space and its sub-objects in this section.
LetN be a von Neumann algebra and V(N ) be the category of abelian von Neumann sub-algebras ofN . We consider
also Sets the category of sets. The main topos considered here is SetsV(N )
op
, set of all contravariant functors from
V(N )→ Sets.
1. State space
To start, let us introduce basic ingredients in order to define the topos state space.
Definition B.1. The topos SetsV(N )
op
is the collection of all contravariant functors (called presheaves) from V(N )
to Sets. A general element T ∈ SetsV(N )
op
is defined by:
(i) Objects: Given an object V in V(N ), the associated set is T (V ) = TV ∈ Sets.
(ii) Morphisms: Given a morphism iV ′V : V
′ → V (V ′ ⊆ V ) in V(N ), the associated morphism is T (iV ′V ) : T (V )→
T (V ′).
The topos state space is the object in SetsV(N )
op
defined as follows:
Definition B.2. The spectral presheaf, Σ, is the contravariant functor from the category V(N ) to Sets defined by:
(i) Objects: Given an object V in V(N ), the associated set Σ(V ) = ΣV is defined to be the Gel’fand spectrum of the
(unital) commutative von Neumann sub-algebra V, i.e. the set of all multiplicative linear functionals λ : V → C,
such that λ(1ˆ) = 1, where 1ˆ is the unit operator on N , and that λ(ab) = λ(a)λ(b), for a, b ∈ V . We simply
write: ΣV = {λ : V → C| λ(1ˆ) = 1}.
(ii) Morphisms: Given a morphism iV ′V : V
′ → V (V ′ ⊆ V ) in V(N ), the associated morphism Σ(iV ′V ) : ΣV → ΣV ′
is defined for all λ ∈ ΣV to be the restriction of the functional λ : V → C to the sub-algebra V
′ ⊆ V , i.e.
Σ(iV ′V )(λ) := λ|V ′ .
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Note that since our base category V(N ) is a partially ordered set, then we have an equivalence of topoi: SetsV(N )
op
≃
Sh(V(N )) where Sh(V(N )) is the topos of sheaves over V(N ). A sheaf is nothing but a presheaf carrying topolog-
ical information and can be defined as an etale´ bundle. In this paper, we will denote presheaves as X while the
corresponding etale´ bundles as X . The interested reader is referred to [12].
Definition B.3. A sub-object S of the spectral presheaf Σ is a contravariant functor S : V(N )→ Sets such that:
(i) SV is a subset of ΣV for all V ∈ V(N ).
(ii) Given a map iV ′V : V
′ → V , then S(iV ′V ) : SV → SV ′ is simply the restriction of the map Σ(iV ′V ) to the subset
SV ⊆ ΣV , thus it is given by λ 7→ λ|V ′ .
When each set SV is clopen (closed and open) in ΣV , where the latter is equipped with the usual compact and Hausdorff
spectral topology, then S is called a clopen sub-object of Σ. The collection of all clopen sub-objects of Σ is denoted by
Subcl(Σ).
2. Projection operators and sub-objects of the state space
We now describe clopen sub-objects of Σ which are the topos analogues of propositions.
As a first step, we have to introduce the concept of daseinisation. Roughly speaking, the daseinisation procedure is
a kind of approximation scheme for operators so as to make them fit into any given context V . Explicitly, consider the
simple case in which we would like to analyze the projection operator Pˆ , which corresponds via the spectral theorem
to the proposition “A ∈ ∆”.17 In particular, let us take a context V such that Pˆ /∈ P(V ) (the lattice of projection
operators in V ). We need to define a projection operator which does belong to V and which is related, in some way,
to our original projection operator Pˆ . This can be achieved by approximating Pˆ from above in V , with the smallest
projection operator in V , greater than or equal to Pˆ . More precisely, the outer dasenisation, δo(Pˆ ), of Pˆ is defined at
each context V by
δo(Pˆ )V :=
∧
{Rˆ ∈ P(V )|Rˆ ≥ Pˆ} . (B.1)
Since projection operators represent propositions, δo(Pˆ )V is a coarse graining of the proposition “A ∈ ∆”.
This process of outer dasenisation takes place for all contexts and, hence, gives for each projection operator Pˆ , a
collection of daseinised projection operators, one for each context V, i.e.,
Pˆ 7→ {δo(Pˆ )V |V ∈ V(N )} . (B.2)
Due to the Gel’fand transform, to each operator Pˆ ∈ P(V ) is associated the map P¯ : ΣV → C, which takes values
in {0, 1} ⊂ R ⊂ C, since Pˆ is a projection operator. Thus, P¯ is a characteristic function of the subset SPˆV ⊆ Σ(V )
defined by
SPˆV := {λ ∈ ΣV | P¯ (λ) := λ(Pˆ ) = 1} . (B.3)
Since P¯ is continuous with respect to the spectral topology on Σ(V ), then P¯−1(1) = SPˆV is a clopen subset of Σ(V ),
since both {0} and {1} are clopen subsets of the Hausdorff space C.
Through the Gel’fand transform, it is then possible to define a bijective map between projection operators, δo(Pˆ )V ∈
P(V ), and clopen subsets of ΣV where, for each context V,
Sδo(Pˆ )V := {λ ∈ ΣV |λ(δ
o(Pˆ )V ) = 1} . (B.4)
This correspondence between projection operators and clopen sub-objects of the spectral presheaf Σ, or simply
Subcl(Σ), implies the existence of a lattice homeomorphism for each V
S : P(V )→ Subcl(Σ)V , (B.5)
17 It should be noted that different propositions may correspond to the same projection operator, i.e. the mapping from propositions
to projection operators is many to one. Thus, to account for this, one is really associating an equivalence class of propositions to
each projection operator. The reason why von Neumann algebras were chosen instead of general C∗ algebras is precisely because all
projections representing propositions are contained in the former, but not necessarily in the latter.
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such that
δo(Pˆ )V 7→ S(δ
o(Pˆ )V ) := Sδo(Pˆ )V . (B.6)
The collection of subsets {Sδo(Pˆ )V }, V ∈ V(N ), induces a sub-object of Σ.
Theorem B.1. For each projection operator Pˆ ∈ P(N ), the collection
δ(Pˆ ) := {Sδo(Pˆ )V |V ∈ V(N )} (B.7)
forms a (clopen) sub-object of the spectral presheaf.
Proof. We know that, for each V ∈ V(N ), Sδo(Pˆ )V ⊆ ΣV . Therefore, what we need to show is that these clopen
subsets get mapped one to another by the presheaf morphism. Indeed, consider an element λ ∈ Sδo(Pˆ )V and given
any V ′ ⊆ V , then by the definition of daseinisation, we get δo(δo(Pˆ )V )V ′ =
∧
{αˆ ∈ P(V ′)|αˆ ≥ δo(Pˆ )V } ≥ δo(Pˆ )V .
Therefore, if δo(Pˆ )V ′ − δo(Pˆ )V = βˆ, then λ(δo(Pˆ )V ′) = λ(δo(Pˆ )V )+λ(βˆ) = 1 since λ(δo(Pˆ )V ) = 1 and λ(βˆ) ∈ {0, 1}.
Moreover,
{λ|V ′ |λ ∈ Sδo(Pˆ )V } ⊆ {λ ∈ Sδo(Pˆ )V ′ } . (B.8)
However, λ|V ′ is precisely Σ(iV ′V )λ and so one infers
{λ|V ′ |λ ∈ Sδo(Pˆ )V } = Σ(iV ′V )Sδo(Pˆ )V . (B.9)
It follows that δ(Pˆ ) is a sub-object of Σ.
Appendix C: Phase space measure
In this section, we will investigate the close relationship between states ρ on a von Neumann algebra and measures
on the state space Σ. In particular, we will show how, given a state ρ it is possible to uniquely define a measure µρ
and, on the other hand, given an abstract characterization of a measure it is possible to uniquely determine a state
([40]).
1. Deriving a measure from a state
To define the notion of measure on the state space Σ, the notion of probability valued presheaf is required.
Definition C.1. The presheaf [0, 1] : V(N )→ Sets is defined on:
(i) Objects: For each context V ∈ V(N ), the set [0, 1]
V
:= {f : ↓V → [0, 1]| f is order reversing} is a set of order
reversing (OR) functions over ↓V , the downwards set of all abelian von Neumann sub-algebras of V .
(ii) Morphisms: Given iV ′V : V
′ → V, V ′ ⊂ V, then the corresponding presheaf map is
[0, 1](iV ′V ) : [0, 1]V → [0, 1]V ′
f 7→ f |↓V ′ (C.1)
where f |↓V ′ is the restriction of f to ↓V ′.
We stress the fact that [0, 1] is usually denoted by [0, 1]

in topos literature to distinguish it from [0, 1]

, which is
the presheaf assigning to each V the set of order preserving functions from ↓V to C.
Definition C.2. The collection Γ[0, 1] of global elements (global sections) is a collection of natural transformations
from the terminal object18 1 ∈ SetsV(N )
op
to the presheaf [0, 1]. Thus an element γ ∈ Γ[0, 1] is defined, for each V, as
γV : 1V → [0, 1]V
18 The terminal object 1 is the presheaf which assigns, to each context V , a singleton {∗} and, to each morphism, simply the identity map.
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{∗} 7→ γV ({∗}) (C.2)
where γV ({∗}) : ↓V → C. Global sections mean that, for V
′ ⊆ V ,
γV ′{∗} = [0, 1](iV ′V )γV {∗} . (C.3)
We are now interested in constructing a measure µ on the state space Σ. As such, it should somehow define a
size or weight for each sub-object of Σ. However, we will not consider all sub-objects of Σ but only a collection of
them, which we define as measurable. This collection of measurable sub-objects of Σ will be the collection of all
clopen sub-objects Subcl(Σ). The reasons behind this choice come from classical physics ideas. In the latter context,
a proposition is defined as a measurable subset of the state space. Hence, in the topos formulation of quantum theory,
we ascribe the status of measurable to all clopen sub-objects of Σ, viz. all propositions. It could be the case that
one can consider a larger collection of sub-objects but, surely, Subcl(Σ) is the minimal such collection. In any case,
we will define a probability measure on Subcl(Σ) such that Σ will have measure 1 and 0 (the empty presheaf) will
have measure 0. As we will see, the measure defined on Σ will be such that there exists a bijective correspondence
between such a measure and states of the quantum system, i.e. µ 7→ ̺µ is a bijection19 (for ̺ a density matrix). The
remaining question is: How is this measure defined? A suitable measure on Σ is defined as follows:
Given a state ρ, we have:
µρ : Subcl(Σ)→ Γ[0, 1]
S = (SV )V ∈V(N ) 7→ µρ(S) := (ρ(PSV ))V ∈V(N ) (C.4)
Recall that PSV = S
−1SV , where S : P(V )→ Subcl(Σ)V is defined as in (B.5) (see also (7)).
Thus, the measure µρ defined in (C.4) takes a clopen sub-object of Σ and defines an OR function
µρ(S) : V(N )→ [0, 1]
[µρ(S)](V ) : 1V → [0, 1]V
{∗} 7→ [µρ(S)](V )({∗}) := [µρ(S)](V ) (C.5)
where [µρ(S)](V ) :↓V → [0, 1]. It is worth mentioning some properties of µρ:
(i) For each V ∈ V(N ), then [µρ(0)](V ) = ρ(0ˆ) = 0 therefore, globally,
µρ(0) = (0)V ∈V(N ) . (C.6)
(ii) For each V ∈ V(H), [µρ(Σ)](V ) = ρ(1ˆ) = 1, therefore, globally,
µρ(Σ) = (1)V ∈V(N ) . (C.7)
(iii) Given two disjoint clopen sub-objects S and T of Σ, we then have for each context V ∈ V(N ) that
[µρ(S ∨ T )](V ) = µρ((S ∨ T )V )
= µρ(SV ∪ TV )
= ρ(PˆSV ∨ PˆTV )
= ρ((PˆSV + PˆTV )
= ρ(PˆSV ) + ρ(PˆTV )
= [µρ(S)](V ) + [µρ(T )](V ) . (C.8)
It follows, globally, that
µρ(S ∨ T ) = µρ(S) + µρ(T ) . (C.9)
This is the property of finite additivity.
19 At this point it should be noted that the correspondence between measures and states is present also in the context of classical physics.
In fact, in that situation, a pure state (i.e. a point) is identified with the Dirac measure, while a general state is simply a probability
measure on the state space. Such a probability measure assigns a number in the interval [0, 1] called the weight and, thereby, gives sense
of the measurable set.
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(iv) As generalization of the above property, one has: given two arbitrary clopen sub-objects S and T of Σ, for all
V ∈ V(N ), the following is valid:
[µρ(S ∨ T )](V ) + [µρ(S ∧ T )](V ) = ρ(PˆSV ∨ PˆTV ) + ρ(PˆSV ∧ PˆTV )
= ρ(PˆSV ∨ PˆTV + PˆSV ∧ PˆTV )
= ρ(PˆSV + PˆTV )
= ρ(PˆSV ) + ρ(PˆTV )
= [µρ(S)](V ) + [µρ(T )](V ) . (C.10)
Globally, this yields
µρ(S ∨ T ) + µρ(S ∧ T ) = µρ(S) + µρ(T ) . (C.11)
(v) Because the collection of clopen sub-objects of Σ forms a bi-Heyting algebra and so a Boolean algebra (this has
been discussed in [56]), one has
S ∨ ¬S < Σ , (C.12)
so that
µρ(S ∨ ¬S) < 1V ∈V(N ) . (C.13)
(vi) The closest property from σ-additivity is the following: given a countable infinite family (Si)i∈I for open sub-
objects, such that for each context V ∈ V(N ) the clopen subsets (Si)V ⊆ ΣV (for all i ∈ I) are pairwise disjoint,
then we have [
µρ
(∨
i∈I
Si)
)]
(V ) = ρ(
∨
i∈I
PˆSi) = ρ(
∑
i∈I
PˆSi) =
∑
i∈I
ρ(PˆSi) =
∑
i∈I
[µρ(Si)](V ) . (C.14)
Thus, µ is locally σ-additive.
2. Deriving a state from a measure
So far, we have defined a particular measure given a quantum state ρ. We are now interested in establishing the
reciprocal. Thus, we first give an abstract characterization µ of a measure with no reference to a state and, then, show
how such a measure can uniquely be inferred from a state ρµ. We end up with a bijective correspondence between
the space of states ρ and the space of measures µ on Σ.
Definition C.3. A measure µ on the state space Σ is a map
µ : Subcl(Σ)→ Γ[0, 1]
S = (SV )V ∈V(N ) 7→ (µ(SV ))V ∈V(H) (C.15)
such that the following conditions hold:
(i) µ(Σ) = (1)V ∈V(N );
(ii) For all S and T in Subcl(Σ), then µ(S ∨ T ) + µ(S ∧ T ) = µ(S) + µ(T ).
Theorem C.1. Given a measure µ on Σ, there exists a unique state ρµ associated to that measure.
Proof. We define
m : P(N )→ [0, 1]
P 7→ m(P ) (C.16)
such that i) m(1ˆ) = 1; ii) if Pˆ Qˆ = 0 (are orthogonal), then m(Pˆ ∨ Qˆ) = m(Pˆ + Qˆ) = m(Pˆ ) +m(Qˆ). Such a map is
called in the literature a finitely additive probability measure on the projections of V . We now want to define a unique
such finite additive measure, given the probability measure µ. To this end, we define
m(Pˆ ) := [µ(SPˆ )](V ) = µ(SPˆ )V , (C.17)
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such that m(1ˆ) := 1. In the above formula, S is some clopen sub-object S ⊆ Σ, such that, for V , we have S−1(SV ) =
PˆSV .
This statement is well defined if it proves to be independent of which sub-object of Σ is chosen to represent the
projection operator. In fact, it could happen that for contexts V and V ′, SV and TV ′ both correspond to the same
projection operator Pˆ = S−1(SV ) = S
−1(TV ′). For this situation, one must show that µ(SPˆV ) = µ(T PˆV ′
). Let us
first take the case for which there exist two sub-objects of Σ, such that they correspond to the same projector at the
same context. It can be obtained that
[µ(S)](V ) + [µ(T )](V )
C.3
= [µ(S ∨ T )](V ) + [µ(S ∧ T )](V )
= µ[(S ∨ T )V ] + µ[(S ∧ T )V ]
= µ(SV ∪ TV ) + µ(SV ∩ TV )
= µ(SV ) + µ(SV )
= [µ(S)](V ) + [µ(S)](V ) . (C.18)
Therefore, as expected,
[µ(S)](V ) = [µ(T )](V ) . (C.19)
Next, let us consider the case in which SV = TV ′ and that these sub-objects both correspond to the projection
operator Pˆ . This means that Pˆ ∈ V and Pˆ ∈ V ′, so that Pˆ ∈ V ∩ V ′. For instance, δo(Pˆ )
V
= SV = TV . Note that
although δo(Pˆ )V ′∩V = Pˆ , however, it is not true that S
−1(SV ′∩V ) = Pˆ or S
−1(TV ′∩V ). Given such a situation, we
obtain
[µ(S)](V )
C.19
= [µ(δo(Pˆ ))](V )
= [µ(δo(Pˆ ))](V ′ ∩ V )
= [µ(δo(Pˆ ))](V ′)
C.19
= [µ(T )](V ′) . (C.20)
Hence, Definition C.17 makes sense. It remains to prove that m satisfies ordinary properties of measures on N : (i) m
is actually a finitely additive probability measure on the projections in P(N ). To this end, consider two orthogonal
projection operators Pˆ and Qˆ, such that S−1(TV ) = Qˆ and S
−1(SV ) = Pˆ . Then, (S ∨ T )V corresponds to the
projection operator Pˆ ∨ Qˆ, such that
m(Pˆ ∨ Qˆ) := [µ(S ∨ T )](V )
= [µ(S)](V ) + [µ(T )](V ) + [µ(S ∧ T )](V )
= [µ(S)](V ) + [µ(T )](V )
=: m(Pˆ ) +m(Qˆ) ; (C.21)
(ii) the fact that m(0ˆ) = 0 is easily inferred. Putting these results together, one can prove that, given a measure µ
on Σ, a unique finitely additive probability measure on the projections in N is defined. Through Gleason’s theorem
[44],20 it is possible to show that such a probability measure corresponds to a state ρµ. Thus, the following chain
µ 7→ m 7→ ρµ induces one-to-one mappings.
The proof that there exists a one-to-one correspondence between states and measures, as defined in C.3, has been
established.
Appendix D: Truth object and the topos Sh(V(N )× (0, 1)L)
We now give the definition of a truth object which is the topos analogue of a state. In particular, for any state ρ
and any number r ∈ [0, 1], the associated topos state is represented by the following:
Definition D.1. The presheaf Tρ,r ∈ SetsV(N )
op
is defined on
20 Such a theorem shows that a quantum state is uniquely determined by the values it takes on projections. Since clopen sub-objects have
components which correspond to projections, Gleason’s theorem applies.
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(i) Objects: for each context V ∈ V(N ), we have
Tρ,rV := {S ∈ Subcl(Σ|↓V )| ∀V
′ ⊆ V, ρ(PˆSV ′ ) ≥ r} . (D.1)
(ii) Morphisms: given iV ′V : V
′ → V , V ′ ⊆ V , the corresponding morphism is Tρ,r(iV ′V ) : T
ρ,r
V → T
ρ,r
V ′ ; S 7→ S|↓V ′ .
It can be shown that, if we have two distinct numbers r1 ≤ r2 ≤ 1, then
Tρ,r2 ⊆ Tρ,r1 . (D.2)
This means that the collection of sub-objects (propositions) of the state space, which are true with probability at least
r1, includes the collection of sub-objects (propositions) of the state space which are true with a greater probability
(at least r2).
As can be seen from the above definition, we end up with a one parameter family of truth objects, namely, one for
each r. We now would like to combine such a family together so as to be itself an object in a topos. To this end one
needs to extend the topos from Sh(V(N )) to Sh(V(N )× (0, 1)L).
Consider the topological space (0, 1) whose open sets are the intervals (0, r) for 0 ≤ r ≤ 1. This topological space
is denoted as (0, 1)L and the collection of open sets as O((0, 1)L). This is a category under inclusion. One can then
define a bijection
ι : [0, 1]→ O((0, 1)L) (D.3)
r 7→ (0, r) (D.4)
In this setting, the stages/contexts are now pairs (V, r). Such a category V(N )× (0, 1)L can be given the structure of
a poset as follows:
(V ′, r′) ≤ (V, r) iff V ′ ≤ V and r′ ≤ r . (D.5)
The new truth object now becomes, for each context (V, r),
TρSh(V(N )×(0,1)L)((V, r)) := T
ρ,r(V ) = {S ∈ Subcl(Σ|↓V )| ∀V
′ ⊆ V , ρ(PˆSV ′ ) ≥ r} . (D.6)
As shown in [43] each object in the topos SetsV(N )
op
can be consistently translated to an object in the topos
Sh(V(N )× (0, 1)L), without any information being lost.
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