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ABSTRACT
Generatingsequencesofactions–plans–foranautomaticsystem,likearobot,
usingAutomatedPlanningisparticularlydiﬃcultinstochasticand/ordynamic
environments.Theseplansarecomposedofactionswhoseexecution,incertain
scenarios,mightfail,whichinturnpreventstheexecutionoftherestoftheactionsin
theplan.Also,insomeenvironments,plansmustbegeneratedfast,bothatthestart
oftheexecutionandaftereveryexecutionfailure.Theseproblemshavecontributed
togeneratenewAutomatedPlanning models(PlanningunderUncertainty)to
tacklethesesituations.These modelsincludechangesintherepresentationof
theinformationto managethedynamicsoftheenvironment(actionoutcomes,
observabilityoftheenvironment,etc).Inspiteoftheinitialadvantagesofthese
models,therearesomeimportantdisadvantagesthatincreasethecostofgenerating
aplan.Thesemodelsrequireanaccuratedeﬁnitionoftheenvironment’sdynamics.
Frequently,itisextremelydiﬃculttodeﬁnesuchaccuratemodels,andinsome
environmentstheamountofinformationneededishuge.Themostcommonsolution
toavoidtheseproblemsconsistsonrepairingorre-planningwhenafailurein
executionisdetectedduetothelackofinformation.Therefore,ateachplanning
(re-planning)step,anewplanofactionsisgeneratedincludingthepossiblechanges
intheenvironment.
Themainobjectiveofthisthesisconsistsondevelopinganewplanning-execution
approachthatreducesthecomputationaleﬀortoftheplanningtaskindynamic
andstochasticscenarios.Thesescenariospresentsomechalengesthatincrease
thecomplexityoftheplanning-executionprocess:(i)newinformationaboutthe
environmentcanbediscoveredduringactionexecution,modifyingthestructure
oftheplanningtask;(i)actions’executioncanfailwhichinturnpreventsthe
executionoftherestoftheplan;(ii)theexecutionoftheactionsintheplancan
generatestatesfromwhichthereisnosolution(dead-ends);(iv)plansmayneedto
begeneratedquicklytooﬀerarealtimeinteractionbetweentheautomatedplanning
systemandtheenvironment;and(v)planningtaskspresentscalabilityproblems.
Forthesereasons,theprocessofgeneratingandexecutingaplanofactionscanbe
prohibitivelyexpensiveinrealworldenvironments.
Intheﬁrstpartofthisthesis,wedetailnovelmethodsforgeneratingpredicate
abstractionsfromplanningtasks. Wethenproposeawayofusingthesepredicate
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abstractionsduringsearchtogeneratepartialabstractplans,whileconsidering
thefarfutureinformationwithadiﬀerentlevelofdetail,byselectivelyremoving
predicatesoftheplanningtask.Thisapproachgeneratespartialabstractsolution
planswherethek-ﬁrstactionsintheplanareguaranteedtobeapplicableaslongas
theinformationabouttheenvironmentdoesnotchangeortheactions’executionis
correct.Meanwhile,therestoftheplanmightnotnecessarilybeapplicabledueto
thelevelofthedetailsofthepredicateabstraction.Inthesecondpartofthisthesis,
wefocusonimprovingthetechniquedevelopedontheﬁrstparttoimplementa
methodtogeneratepredicateabstractionautomaticalyusingdiﬀerentextraction
methods(LandmarkbasedandRelaxedPlanbased).Finalyinthethirdpartof
thisthesis,wecomparetheperformanceofbothextractionmethodsconductinga
detailedstudyaboutthegenerationtimeandthetypeofpredicatechoseninorder
toanalyzetheireﬀectintheplanning-executionprocess.
Finaly,weprovideanoutlookonpossibleextensionsofourworkindiﬀerent
directions:(1)investigatingmorecomplexwaystodeployabstractionsduringsearch
usingdiﬀerentlevelofabstractions;(2)deployingpredicateabstractionstogenerate
partialplanswhichcanbeusedtoguidethesearch;and(3)modifyingthevalue
ofkdynamicalyinordertoimprovethequalityofthepartialplansgeneratedfor
ourapproach.
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RESUMEN
Generarsecuenciasdeacciones–planes–paraunsistemaautomático,como
unrobot,mediantelautilizacióndePlaniﬁcaciónAutomáticaesparticularmente
difícilenentornosestocásticosy/odinámicos.Estosplanesestáncompuestospor
accionescuyaejecuciónpuedefalarenalgunasocasiones,evitandoquesepuedan
ejecutarelrestodeaccionesquecomponenelplan.Además,enalgunosentornos,
losplanesdebensergeneradosrápidamente,tantoalcomienzodelaejecución,
comocuandounfaloesdetectadoduranteésta.Estosproblemashancontribuido
aqueaparezcannuevosmodelosdePlaniﬁcaciónAutomática(Planiﬁcacióncon
Incertidumbre)capacesde manejarestosproblemas. Estos modelosincluyen
cambiosenlarepresentacióndelainformaciónparagestionarlasdinámicasdel
entorno(resultadosdelasacciones,observabilidaddelentorno,etc).Apesarde
laventajasinicialesdeestosmodelos,existenalgunasimportantesdesventajasque
producenunincrementoenelcostedegeneracióndelosplanesdeacciones.Esto
esdebidoaqueesnecesariotenerunarepresentaciónprecisadeladinámicadel
entornoyfrecuentementeesextremadamentecomplicadoobtenerlaoesdemasiado
grandeparamanejarla.Lasoluciónmáscomúnparaevitarestosproblemasconsiste
enrepararore-planiﬁcarcuandosedetectaunfalodurantelaejecucióndebidoala
faltadeinformación.Porlotanto,encadaprocesodeplaniﬁcación(re-planiﬁcación),
segeneraunnuevoplandeaccionesincluyendolosposiblescambiosdetectadosen
elentorno.
Elobjetivoprincipaldeestatesisconsisteendeﬁnirunnuevoenfoquede
planiﬁcación-ejecuciónbasadoenabstraccionesquepermitareducirelcoste
computacionaldelatareadeplaniﬁcaciónenescenariosdinámicosyestocásticos.
Estosescenariospresentanalgunosdesafíosqueaumentanlacomplejidaddel
procesodeplaniﬁcación-ejecución:(i)nuevainformaciónsobreelentornopuede
serdescubiertadurantelaejecucióndelasacciones,modiﬁcandolaestructurade
latareadeplaniﬁcación;(i)laejecucióndelasaccionespuedefalarimpidiendo
laejecucióndelrestodelplan;(ii)laejecucióndelasaccionespuedegenerar
estadosapartirdeloscualesnohaysolución(caminossinsalida);(iv)losplanesde
accionespuedennecesitarsergeneradosrápidamenteparaofrecerunainteracción
másrealistaentreelsistemadeplaniﬁcaciónautomáticayelentorno;y(v)estetipo
deentornospresentanproblemasdeescalabilidaddebidoalaexplosióncombinatoria
implícitaporlacantidaddeinformaciónylacomplejidaddelmodelodeacciones.
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Porestasrazones,elprocesodegeneraryejecutarunplandeaccionespuedeser
prohibitivamentecostosoenentornosdelmundoreal.
Enlaprimerapartedeestatesis,vamosadescribirdeformadetaladael
métododesarroladosparagenerarabstraccionesbasadasenpredicadospara
tareas de planiﬁcación. Acontinuación, proponemos unaformade utilizar
abstraccionesbasadasenpredicadosdurantelabúsquedaparagenerarplanes
parciales,considerandolainformaciónfuturacondiferentesnivelesdedetale,
mediantelaeliminacióndeformaselectivadepredicadosdelatareadeplaniﬁcación.
Esteenfoquegeneraráplanesparcialesabstractos,dondelask-primerasacciones
delplan(horizonte)podránserejecutadassiempreycuandolainformaciónsobre
elentornoseacompletaynovaríe,mientrasqueelrestodelplanpodríanoser
necesariamenteaplicable.Enlasegundapartedeestatesis,noscentramosen
lamejoradelatécnicadescritaenlaprimerapartemediantelaimplementación
dediferentestécnicasparagenerarabstractionesbasadasenpredicadosdeforma
automáticautilizandodistintosmétodosdeextracción(LandmarksyPlanrelajado).
Finalmenteenlatercerapartedelatesis,comparamoselcomportamientode
ambosmétodosmediantelarealizacióndeunestudiodetaladosobreeltiempo
degeneraciónylospredicateextraidosconelﬁndeanalizarsuefectosobreel
procesodeplaniﬁcaciónyejecución.
Porúltimo,ofrecemosunaperspectivasobrelasposiblesextensionesdenuestro
trabajoendiferentesdirecciones:(1)investigandoformas máscomplejasde
desplegarlasabstraccionesdurantelabúsquedautilizandodiferentesnivelesde
abstracciones;(2)desplegandoabstracionesbasadasenpredicadosparageneral
planesparcialesquepuedanserutilizadosconelﬁndeguiarelprocesodebúsqueda;
y(3)modiﬁcandoelvalordekdeformadinámicaconelﬁndemejorarlacalidad
delosplanesparcialesgeneradospornuestratécnica.
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INTRODUCTION
Inthelastdecade,therewasagrowingneedtobuildcontrolsystemswiththe
abilitytointeractincomplexstochasticanddynamicenvironments.Thiskind
ofenvironmentsgeneratessigniﬁcantchalengesrelatedtothetasksofsensing,
controlanddeliberation.Inparticular,itiscriticaltodesigncontrolalgorithmsthat
determineanappropriateactiontotakebasedonthecurrentstateoftheworld.
Buttheprocesstochoosetheseactionscouldbeadiﬃculttaskdependingonthe
informationknownabouttheenvironmentorthetimeusedtomakedecisions.
Asolutioncouldbetogetsomeinspirationfromhumanreasoningprocesseswhen
solvingproblemsfromtherealworld. WithintheﬁeldofArtiﬁcialInteligence
(AI),AutomatedPlanning(AP)isthebranchofAIthatstudiesthegeneration
ofanorderedsetofactions–plan–thatalowsasystemtotransitfromagiven
initialstatetoastatewhereasetofgoalshavebeenachieved.APhasbeen
successfulyusedtosolverealworldproblemssuchasplanning Marsexploration
missions(Ai-Changetal.,2004),managingﬁreextinctions(Asunciónetal.,2005)or
controlingunderwatervehicles(Rajanetal.,2007).Despiteoftheseexamples,the
applicationofAPsystemstostochasticanddynamicenvironmentsstilpresents
somechalenges, mainlybecausethesescenariosincreasethecomplexityofthe
planning-executionprocess:(i)newinformationabouttheenvironmentcanbe
discoveredduringactionexecution,modifyingthestructureoftheplanningtask;
(i)actions’executioncanfailwhichinturnpreventstheexecutionoftherestofthe
plan;(ii)theexecutionoftheactionsintheplancangeneratestatesfromwhich
therestoftheplancannotbesuccessfulyexecuted(dead-ends);(iv)plansmay
needtobegeneratedquicklytooﬀerarealtimeinteractionbetweentheAPsystem
andtheenvironment;and(v)planningtaskspresentscalabilityproblemsaccording
tothecombinatorialexplosion.Forthesereasons,theprocessofgeneratingand
executingaplanofactionscanbeprohibitivelyexpensiveforthiskindofscenarios.
Therearetwo main(extreme)approachestosolveproblemsinstochastic
anddynamicenvironment:deliberativeandreactive. Atoneextreme,weﬁnd
deliberativesystemswhicharebasedoninterleavingplanningandexecutionwith
fulorpartialobservability.Dependingonwhatinformationabouttheenvironment
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isknowntobuildtheplanofactions,whenthisinformationiscolectedandhow
thisinformationisusedtobuildtheplan,wecangroupdeliberativesystemsinto
threeperspectives:(1)Oﬀ-lineplanning;(2)Situatedplanning;and(3)On-line
planning.
Oﬀ-lineplanningsystemsarebasedongeneratingauniqueplanofactionswhich
iscomputedusinganaccuratedomainmodelinordertohandlethecontingencies
(failures,newinformation,sensing,etc)whichcanappearduringexecution.Inorder
togeneratesuchplan,theplanningsystemneedstohavefulknowledgeaboutthe
dynamicsoftheenvironment(failuresintheactuatorsofarobot,thestructure
oftheterrain,accuracyofsensors)todeﬁneanaccurateaction model.There
arediﬀerentalternativesbasedonoﬀ-lineplanningwhichconsiston:(1)building
conditionalplans(PeotandSmith,1992)whereplanstakeintoaccountalpossible
outcomes;(2)generatingasetofpoliciesbysolvingtheproblemasa Markov
DecisionProcess(MDP)(BonetandGeﬀner,2005;Yoonetal.,2008;Kolobov
etal.,2010);or(3)translatingtheplanningtaskintoanotherrepresentationto
applyalgorithmswhichcansolvethetaskinthenewrepresentation(Palaciosand
Geﬀner,2005).But,unfortunately,thedynamicsoftheenvironmentarenotusualy
knownorcannotbeeasilymodeled.Asalternative,wecantrytolearnthedynamics
oftheenvironmentandthenapplyoneofthepreviousapproaches.However,the
learningeﬀortishugeexceptforsmaltasks(Zettlemoyeretal.,2005).
The mostcommonsolutionconsistsonusing Situated planning.Situated
planningsystemsarebasedongeneratingaplanusingadeterministicactionmodel
andreplansand/orrepairsthepreviousplanwhenafailureisdetectedduring
execution(therobotisnotintheexpectedlocation,therobothandsdonothold
theobject,...). Whenre-planning(Yoonetal.,2007),theplannergeneratesan
initialapplicableplanandexecutesit,oneactionatthetime.Ifanunexpectedstate
isdetected,thesystemgeneratesanewplanfromscratch.Thisprocessisrepeated
untilthesystemreachestheproblemgoals.Therefore,ateachplanning(re-planning)
step,includingtheinitialone,thesystemisdevotingahugecomputationaleﬀort
ongeneratingavalidplan(anapplicableplanthatachievesthegoals),when
mostofitwilnotbeused. Whenrepairingarunningplan(Krogtand Weerdt,
2005;Foxetal.,2006;BorrajoandVeloso,2012),theplannergeneratesaninitial
applicableplanfromscratchandexecutesit.Ifanunexpectedstateisdetected,
thesystemgeneratesanewplanbyreusingtheplangeneratedpreviouslyadding
and/orremovingsomeactions.Ingeneral,deliberativesystemsrequireahuge
computationaleﬀorttogenerateacompleteandsoundplan.Dependinguponthe
dynamicsoftheenvironment,mostprobablytheplanwilnotbefulyexecuted.
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On-lineplanningsystemsarebasedonexecutingactionscontinuouslyuntilgoals
arereached.Theseplanningsystemsgeneratepartialsolutionsoftheplanning
taskwhichdonotguaranteethattheplanwilactualyreachthegoals.Partial
plansarecommonlygeneratedusingtwoalternatives:(1)Sub-goalingplanning
whichgeneratesasolutionplanusingasubsetofgoals(Champandardetal.,2009)
chosenmanualyorautomaticaly.Thesesubsetscanbegeneratedusingthediﬀerent
predicateswhicharepartofthegoalsoftheproblemorcomputinganorderedset
oflandmarkschoosingthemassubgoals(Sebastiaetal.,2006).(2)Limited-horizon
planningsearchesforasolutionplanuntiltheplannerreachesthegoalsorreaches
auser-suppliedbound(time,numberofactions,etc),andthenitreturnsthebest
solutionfound(Korf,1990).
Ontheotherextreme,thereareseveralapproachesthatsolveproblemsinstochastic
anddynamicscenariosusingreactivesystems.Thesesystemsarebasedongreedily
selectingthenextactiontobeappliedaccordingtosomeknowledgewhichhas
beenprogrammedorlearnedpreviously.Iftheknowledgeabouttheenvironmentis
onlyusedtoselectthenextaction,wecanconsiderapurereactivesystemwithout
anydeliberation,wherethesystemperceivesandgeneratesthenextactionina
continuouscycle.SystemsbasedontheSubsumptionarchitecture(Brooks,1986;
Amirand Maynard-reid,1999;Butleretal.,2001)arebuiltusingacontrollayer
set,wherediﬀerentlayersareinterconnectedwithsignals.Duringeachexecution
step,onelayerischosendependingontheinformationperceived.Then,thislayer
executeasetofactionintheenvironment.Otherreactiveapproachesarebasedon
buildingreactivebehaviouralnavigationcontrolersusingneuralnetworks(Zalama
etal.,2002;YangandMeng,2003)orfuzzylogic(AguirreandGonzález,2003;Zhu
andYang,2010).Ingeneral,reactivesystemsrequiremuchlesscomputationaleﬀort
andare“mostly”blindwithrespecttothefuture;theyusualyignoretheimpact
oftheselectedactiononthenextactionsandstates.Thus,theyoftengettrapped
inlocalminimaordead-ends.
Themainideaofthisthesisconsistsonextendingsomeworksonabstractionstothe
ﬁeldofplanningunderuncertainty,bygeneratingplansthatprovidedetailedactions
intheﬁrststepsoftheplan.Meanwhileinlaterstepsoftheplan,ourapproachwil
onlyprovidelimiteddetails,sincetheactionsthatareplannedtobeexecutedin
thefutureareveryunlikelytobeused,giventheuncertaintyduringexecution.Our
researchhasbeeninspiredbytheworkofZicklerandVeloso(ZicklerandVeloso,
2010),whereamotionplanningtechniqueispresented.Thistechniquegeneratesa
colision-freetrajectoryfromaninitialstatetoagoalstateindynamicenvironments.
TheyintroducedtheconceptofVariableLevel-Of-Detail(VLOD),whichfocuses
searchonobtainingaccurateshort-term motionplanning,whileconsideringthe
farfuturewithadiﬀerentlevelofdetail,byselectivelyignoringthephysical
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interactionswithdynamicobjects.Thistechniquedecreasesthecomputational
eﬀortofthemotionplanningprocess,sothatinformationaboutdiﬀerentelements
oftheenvironmentisnotusedtosearchapathtoreachalgoals.Thisapproach
onlyworksformotionplanning,sowehavegeneralizeditfortaskplanning.
1.1 Objectivesofthethesis
Current Automated Planning models(classicalplanningandplanningunder
uncertainty) based on heuristicsearch, decision making and/or dynamic
programming,onlyobtainrobustplanswhentheyhavecompleteandaccurate
action models.Butunfortunatelyobtaininganaccurateaction modelfromthe
realworldisnotalwayspossibleorthecosttogetitishuge.Besides,ifthe
informationusedtorepresenttheenvironmentishuge,thetimerequiredtogenerate
aplancouldbeprohibitivelylarge.Planninginreal-worldenvironmentspresent
someimportantdrawbacks:(1)thecomplexityofsolvingareal-worldplanning
taskthatencodesfulinformationaboutthecontingenciesoftheenvironmentis
EXPSPACE-complete(Littmanetal.,1998);(2)itisextremelydiﬃculttobuild
anaccurateaction modelofthereal-worldwhichencodesfulknowledgeabout
thecontingenciesoftheenvironmentandthelearningeﬀorttogenerateitis
huge(Zettlemoyeretal.,2005);and(3)real-worldscenariosimplyquickinteractions
withtheenvironmentwhichcannotbeperformedifthetimerequiredtogenerate
aplanisprohibitivelylargeaccordingtothecomplexityofthereal-worldscenario.
Accordingtothis,themainobjectiveofthisthesisconsistsinprovingourinitial
hypothesis:
Itispossibletosolveplanningtasksindynamicandstochastic
(real-world)environmentsusingdeterministicplanningbygenerating
k-boundedplansby meansofabstractionswhicharebuiltremoving
some predicates that represent futureinformation about the
environment.
Thishypothesisisbasedontwomainideas:itisnotalwayspossibletocolectal
theinformationaboutthedynamicsofarealworldenvironment,orifitispossible
togetit,theamountofinformationthatdescribestheenvironmentcannotbe
managedbycurrentplanners;andindynamicandstochasticenvironmentsitisnot
usefultospendalongtimegeneratingadetailedlongplan,whenmostofitwil
notbeappliedduetothedynamicbehavioroftheenvironment(changesinthe
informationknown,unexpectedstates,newinformation,etc).Themainobjective
hasbeendividedintoseveralsub-objectives,whicharedescribedindetailnext:
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•Analyzingtheexistingliteraturerelatedwiththisthesis(Objective
1):theﬁrstobjectiveofthisthesisistoperformanexhaustivereview
oftheexistingliteratureinclassicalplanning,planningunderuncertainty,
abstractionsonAPandplanningandexecution.Itrequiresadeepstudy
abouttheadvantagesandlimitationsoftheexistingparadigmsandhowthey
canbeimprovedtosolvesimilarplanningtasksinthedynamicandstochastic
environments.
•Decreasingthecomputationaleﬀortoftheplanningtask(Objective
2):solvingproblemsindynamicandstochasticenvironmentsischalenging
in AutomatedPlanning. Asecondobjectiveofthisthesisistopropose
anewplanningapproachtodecreasethetimeoftheplanningtaskthat
appliesabstractionsovertheinformationknownabouttheenvironment.The
abstractionswilbecreatedoverinformationaboutthefuture,whichcould
changeduringtheplanningandexecutionprocesses.
•Designinganautomaticwaytogenerateabstractions(Objective3):
itisveryimportanttoidentifywhatinformationcanbeusedtogeneratethe
abstractions.Thisobjectiveconsistsondesigningatechniquethatgenerates
abstractionsautomaticaly.Thistechniquemustanalyzetheinformationused
torepresenttheenvironmentandgenerateasetofabstractions,whichcan
beusedbythetechniquedesignedtosolvetheobjective2.Therulesusedto
selecttheinformationtobeabstractedmustbebasedontheimportanceof
theinformationfortheplanningprocess.
•Buildingasetoftest benchmarks (Objective4): Thecurrenttest
benchmarksfor AutomatedPlanninghavebeendesignedtoanalyzethe
capabilityofplannerstoﬁndasolution,butthesesolutionsarenotusualy
executedinanenvironment.Forthisreason,wearegoingtogenerateaset
oftestbenchmarkswhichwilbecomposedofbothdomainsfromprevious
worksanddomainsdesignedforthisthesis.Besides,wearegoingtodeﬁne
awaytoevaluatethefeaturesofthediﬀerenttechniquesdevelopedinthis
Thesis.
1.2 ThesisOutline
Thisintroductorychapterhasbrieﬂysummarizedtheresearchbackground,
motivation,andthe mainideasofthisthesis.Theremainderofthisthesisis
organizedasfolows:
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PartI:StateoftheArt
•Chapter2providesbackgroundonthestateoftheartinAutomatedPlanning.
Speciﬁcaly,itreviewstheliteratureaboutdeterministic,probabilistic,
contingentandconformantplanningapproaches.
•Chapter3introducestheconceptofabstractionandhowabstractionshave
beendeployedoverdeterministicplanning.
•Chapter4introducestheconceptof Real Time Search,thediﬀerent
techniquesdevelopedandtheconceptoflookaheadinHeuristicSearch.
PartII:PredicateAbstractionsoverAutomatedPlanning
•Chapter5introducestheconceptofPlanningandExecutiondescribingin
detailtheplanningandexecutionarchitecturedevelopedtoconductthe
empiricalevaluation. Besides,thischapteralsodescribesthe methodof
empiricalevaluationusedtotestthethesis.
•Chapter6introducesVariableResolutionPlanning(VRP).Next,itdescribes
theconceptofpredicateabstractionintroducingatheoreticaldeﬁnition,aset
ofpropertiesbasedonpreviousworks(Knoblocketal.,1990;Yangetal.,
1991)andamethodtodeploypredicateabstractionsinAutomatedPlanning
choosingthepredicateusedtobuildthepredicateabstractionandthehorizon
valuethatdeﬁneswhenthepredicateabstractionisappliedmanualy.
•Chapter7introducesthediﬀerent methodsdevelopedtogeneratethe
predicatesetwhichcanbeusedtogeneratethepredicateabstraction.
PartIII:ConclusionsandFuture Work
•Chapter8summarizesthecontributionsofthisthesis.
•Chapter9pointsoutsomedirectionsforfutureresearch.
PartIV:Appendixes
•AppendixAdescribestheexecutionsequenceofthemodulesthatcompose
thediﬀerentversionsoftheplannerimplementedinthisthesis.
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•AppendixBdescribeshowtodeployandconﬁguretheLPELEAarchitecture
implementedtoconducttheempiricalevaluationofthisthesis.
•AppendixCincludesthedetailedresultsfortheexperimentsconductedin
Chapter6.
•AppendixDincludesthedetailedresultsfortheexperimentsconductedin
Chapter7.

PartI
STATEOFTHEART

2
AUTOMATEDPLANNING
OneoftheaimsofArtiﬁcialInteligenceconsistsongeneratingautonomoussystems
abletoproduceinteligentbehavioursrelatedtotheabilitiesofthehumanbrain.
Oneofthedistinctabilitiesofthehumanbrainrelatestoitscapabilityoflong-term
reasoningwhichconsistsongeneratingsolutionstocomplextasks.Thegeneral
problemofﬁndingasolutiontoacomplextaskhasbeentackledfolowingthree
maintrends:(1)programming-basedapproacheswhereaprogramencodesaspeciﬁc
methodthatsolveaspeciﬁctask;(2)model-basedapproacheswhereageneralsolver
infersautomaticalyasolutionusinganactionmodel,theinformationaboutthe
problemandtheobjectives(goals);and(3)learning-basedapproacheswherean
automaticsystemimprovesitselfbylearningtheadequatesolutionaccordingto
theinformationprovidedbyaninstructorortheenvironment.
AutomatedPlanningisamodel-basedapproachtoautonomousbehaviourwhich
generatesaplanofactions(behaviours)thatsolveaspeciﬁctaskaccordingto
theavailableinformationabouttheenvironment.Inother words,aplanning
taskcanbedeﬁnedsuchasalong-termreasoningprocessinwhichasetof
agents mustachieveasetofgoalsbyexecutingasequenceofactions(Nau
etal.,2004).Theabilityoflong-termreasoningabouttheactionstoperform,
before acting,iscertainly animportant pointto generate behavioursin
real-worldenvironments.Despitethecomplexityoflong-termreasoning,Automated
planninghasprovedtobeeﬀectivetosolvediversereal-worldproblemssuch
as managingﬁreextinctions(Asunciónetal.,2005),controlingunderwater
vehicles(Rajanetal.,2007),natural-languagegeneration(KolerandHoﬀmann,
2010),intermodaltransportationproblems(Garcíaetal.,2013)andcontroling
quadcopters(Bernardinietal.,2014).
ThischapterisareviewofAutomatedPlanningwhichisthemaintopicaddressed
inthisthesis. WeintroducetherelevantconceptsinAutomatedPlanningbasedon
deterministic,probabilisticandnon-deterministicapproaches.
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2.1 Introduction
AutomatedPlanningisaﬁeldofArtiﬁcialInteligencebasedontheProblem
SpaceframeworkcreatedbyHerbertSimonandAlenNewel(NewelandSimon,
1972).Aproblemspaceisdeﬁnedbyasetofstatesandasetofoperatorsthat
conﬁgurethedomainmodel.Thedomainmodelcanberepresentedasadirected
graphwhosenodesrepresentthestates,andwhoseedgesrepresenttheoperators.
Formaly,aplanningtaskconsistsofanactionmodel,aninitialstateandagoalstate
whereasolutionplanisapathfromthenodeinthegraphthatrepresentstheinitial
statetoagoalnodethatrepresentastateidentiﬁedasagoalstate.Thisframework
isextremelygeneraltorepresenttasksinalargevarietyofdomains,rangingfrom
simpletaskstomovearobotfromonepointtoanothertomorecomplexplanning
tasks.AsetofplanningtaskscanbedeﬁnedwithinaProblemSpacewhereeach
taskiscomposedofaninitialstateandasetofgoals.AnAutomatedPlanning
systemisbasedonasetofthreecommonfeatures:
•AConceptual Model.Aformaldeﬁnitionofthetasktobesolvedandthe
structureofthesolution
•AModelingLanguage.Aformallanguagethatdescribestheproblemsolving
taskandtheenvironment
•AnAlgorithm.Thetechniqueusedtoﬁndasolution
Atstart,someassumptionswere madetosimplifyproblemsolving.Theyare
relatedtotherepresentationoftheenvironment,theactionsorthestatesofthe
environment:
•Finiteworld:theenvironmentisrepresentedasaﬁnitesetofstates
•Staticworld:theenvironmentonlychangeswhenanactionisexecuted
•Determinism:theexecutionofthesameactioninthesamestatealwaysyields
thesamenewstate
•Totalobservability:thereiscompleteknowledgeaboutthestateofthe
environment
•Implicittime:theexecutionofanactionhasnoduration.Then,thestate
transitionsareinstantaneous
•Reachabilitygoals:theobjectiveoftheplanningtaskistoﬁndasetofactions
thattransformagiveninitialstateintoanotherstatesatisfyingthegoals
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Dependingonwhichoftheseassumptionsarerelaxedwecandeﬁnediﬀerenttypes
ofplanningparadigms.Inthisthesis,weareinterestedintheuseofAPindynamic
andstochasticenvironments.Thisimpliesthatitisnotpossibletohavecomplete
knowledgeaboutboththeenvironmentandtheactionoutcomes.Besidestheactions
havediﬀerentdurations.Inmoredetail:
•Non-determinism:determinismisanunrealisticassumptionbecause,when
anactionisexecutedinarealenvironment,predictingtheeﬀectsisoften
diﬃcult. Wecandiﬀerentiatethreekindsofoutcomes:(1)deterministic;(2)
disjunctive,whendiﬀerentactionsoutcomesarepossible(actionsdonotfolow
aprobabilisticmodel);and(3)stochastic,whentheeﬀectsoftheactionsfolow
aprobabilisticmodel.
•Environmentobservability:inseveralsystems,thestateoftheenvironment
cannotbeobservedcompletely.Dependingontheamountofinformationthat
isknown,threelevelsofobservabilitycanbedeﬁned:(1)totalobservability,
whenfulinformationabouttheenvironmentcanbecapturedorsensed;(2)
partialobservability,whenthestatecannotbefulyobservedand(3)no
observability,whennoinformationabouttheenvironmentcanbecapturedor
sensed,exceptfortheinitialstate.
Accordingtotheseconcepts(Non-deterministicandEnvironmentObservability),
diﬀerentplanningmodels(andthus,techniques)canbeusedtogenerateplansof
actions.Table1showssomeAPmodelsthatcanbedeﬁneddependingonthese
dimensions.
PlanningParadigms
Observability Action Model
Deterministic  Stochastic
Total  Deterministic  Probabilistic
Partial  Contingent Probabilistic-Contingent
None  Conformant Probabilistic-Conformant
Table1:Automatedplanningparadigms.
AccordingtoTable1,fourdiﬀerentplanningparadigmscanbedeﬁned.Classicalor
DeterministicPlanningisthesub-ﬁeldofAPthatstudiesthefulrelaxationofboth
dimensions.Thissub-ﬁeldworksinafulyobservableenvironmentwhereaction
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outcomesaredeterministic.Meanwhile,Planningunderuncertaintyisthesub-ﬁeld
ofAPthatstudiestherelaxationofthetotalobservabilityand/ordeterministic
worldassumptions.Thissub-ﬁeldcanbedividedintothreeﬁeldsdependingon
howthediﬀerentdimensionsaredeﬁned.Probabilisticplanningworksinafuly
observableenvironmentwhereactionoutcomesarestochastic.Conformantplanning
worksinenvironmentswherenoinformationabouttheenvironmentcanbeobserved
exceptfortheinitialstate.Andﬁnaly,Contingentplanningworksindeterministic
environmentswheretheinformationknownabouttheworldispartialyobservable.
Next,eachparadigmisexplainedinmoredetail.
2.2 ClassicalPlanningTask
ClassicalPlanningcanbedeﬁnedastheprocessofgeneratingasetofactions,which
sequentialyexecutedintotheenvironmenttransformtheinitialstateintoanother
statewherethegoalsarereached.Thisgenerationprocesscanbeconsideredasa
path-ﬁndingprocessinadirectedgraphwhosenodesrepresentthestatesofthe
environment,andwhoseedgesrepresentthestatetransitionsresultingfroman
actionexecution.
AnexampleofaplanningtaskoftheRoversdomain(Mcdermott,2000)ispresented
inFigure11.Theenvironmentisrepresentedasagridof16cels,caledwaypoints.
Eachoneisdenotedwithabi-dimensionalcoordinate(x,y),startingontheleft
bottomcelofthegrid. Whitecelsrepresentwaypointsinwhichtherovercanstay
(free);andblackcelsrepresentobstacles.Twotypesofsamplescanbecolected:
rocksandsoil.Rocksaredenotedwithasmalblackcircle.Soilisdenotedwitha
smalblacksquare.Roversarelocatedatwaypointsandcanmovebetweenanytwo
freewaypointswhichareadjacent.Besides,roverscantakesamplesofrocksand
soilandanalyzethem.Finaly,thereisalanderbasewhichisusedbytherovers
tosendinformationtotheEarthabouttheanalysismadeoverthesamples.The
typicalgoalofaRoverstaskistotakesomesoilandrocksamples,analyzethemand
sendtheresulttothelanderbase.Intheexample,thedashedredlinerepresents
thedeterministicplantosolvetheplanningtask. Wearegoingtousethisexample
toexplainsomeconceptsaboutdeterministicplanning.
2.2.1 TheConceptual Model
Theconceptual modelforaclassicalplanningtaskdeﬁnestheformalizationof
theenvironment,theactionsthatcanbeusedtomodifytheenvironment,andhow
1ThisdomainisasimpliﬁedversionoftheoneusedtoprovideplansfortheactualMarsrovers.
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Figure1:ClassicalplanningtaskoftheRoversdomain.Roverr1musttakesoilsamplev1
fromlocation(2,2)androcksamples1fromlocation(1,0).
actionsareappliedintheenvironmenttoachievethegoals.Classicalplanningtasks
arefrequentlyencodedastransitiongraphswhosenodesrepresentthestatesofthe
environment,andwhoseedgesrepresentthestatetransitionsresultingfromaction
execution(DUDA).Thisgraphrepresentationisthesearchspaceoftheplanning
taskwhichiscommonlyusedforgraphsearchalgorithmstoﬁndapath(planof
actions)betweentheinitialstateandagoalstatethatsolvethetask.
Deﬁnition1. (DeterministicPlanningModel)ADeterministicPlanningtaskcan
bedeﬁnedasa5-tupleΠ=(S,A,T,S0,G),where:
•Sisaﬁnitesetofstates,whereeachstateisanon-emptysetofgrounded
literals(alsoknownasfactsoratoms).
•Aisaﬁnitesetofgroundedactionsderivedfromtheactionschemesofthe
domain.Eachactionai∈Acanbedeﬁnedasatupleai=(Pre,Add,Del),
wherePre(ai)arethepreconditionsoftheaction,Add(ai)areitsaddeﬀects,
andDel(ai)arethedeleteeﬀects.Eﬀ(ai)=Add(ai)∪Del(ai)aretheeﬀects
oftheaction.Besides,eachactionaihasanassociatednon-negativeinteger
cost,cost(a)(thedefaultcostisone).
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•TisastatetransitionfunctionT:S×A→S:(s,a)→T(s,a)=s,wheres
isthestateresultingfromapplyingtheactionainagivenstates.
•s0∈Sisaﬁnitesetofliteralswhichencodetheinitialstate.
•G⊆Sisaﬁnitesetofgoalstates.
Anactiona∈Aisapplicableinastatesi∈Swhenatargetstatesi+1exists
suchthatT(si,a)=si+a.AsolutionplanπforaplanningtaskΠisanordered
setofactions(commonly,asequence)π=(a1,...,an),∀ai∈A,thattransforms
theinitialstates0intoastatesnwhereG⊆sn.Thisplanπcanbeexecutedif
thepreconditionsofeachactionaresatisﬁedinthestateinwhichitisapplied;i.e.
∀ai∈π,Pre(ai)⊆si−1suchthatstatesiresultsfromexecutingtheactionaiin
thestatesi−1.s0istheinitialstate.
Theplanlengthcorrespondswiththecostoftheplanwhenal actionshave
unitarycosts.Inaconceptual modelwithnon–unitarycosts,planswithlower
costarepreferredtoplanswithhighercost.Asatisﬁcingplanningtaskconsistsin
ﬁndingaplanofactionsorshowingthatnosuchplanexists.Anoptimalplanning
taskconsistsinﬁndingaplanofactionsthatminimizesthevaluecomputedby
Deﬁnition2orshowingthatnosuchplanexists.
Deﬁnition2. (PlanCost)Thecostofaplanπ=(a1,...,an),∀ai∈Aisgiven
byafunction
cost(π)=n
i=1
C(ai)
Therearetwomainwaysofformalizingtheconceptualmodelofaclassicalplanning
taskintheliterature:PropositionalandMulti-Valued.
2.2.1.1 PropositionalFormalization
ClassicalplanningtasksareformalizedinPropositionalLogic(Mendelson,1987)
usingpropositionsthatdescribethestateoftheworldintermsofobjects(robots,
locations,rocks,etc),predicateswhichdescribestaticordynamicfeaturesofthese
objectsorrelationsamongthem(e.g.locationsareconnectedbyroads)andactions
thatmanipulatethoserelations(arobotcanmovefromonelocationtoanother,
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apackagecanbegraspedbyarobot)anddescribewhatpropositionsareadded
ordeletedwhentheactionisapplied.EachpropositionisBoolean,soeachsuch
variableindicateswhetherapropositionabouttheworldistrueorfalseinagiven
state.
Deﬁnition3. (PropositionalFormalizationofClassicalPlanning)Adeterministic
planningtaskusingapropositionalformalizationisdeﬁnedasa4-tupleΠ=
(F,A,I,G),where:
•Fisaﬁnitesetofgroundedliterals(alsoknownasfactsoratoms).
•Aisaﬁnitesetofgroundedactionsderivedfromtheactionschemesofthe
domain.Eachactionai∈Acanbedeﬁnedasatupleai=(Pre,Add,Del),
wherePre(ai)⊆ Farethepreconditionsoftheaction,Add(ai)⊆Fare
itsaddeﬀects,andDel(ai)⊆Farethedeleteeﬀects.Eﬀ(ai)=Add(ai)∪
Del(ai)aretheeﬀectsoftheaction.Besides,eachactionaihasanassociated
non-negativeintegercost,cost(a)(thedefaultcostisone).Anystatesisa
subsetoffactsthataretrueatagiventimestep.Anactionaisapplicable
insi,ifPre(a)⊆si.Then,theresultofapplyinganactionainstatesi
generatesanewstatethatcanbedeﬁnedas:si+1=si\Del(a)∪Add(a).
•I⊆Fisaﬁnitesetofgroundedliteralsthataretrueintheinitialstate.
•G⊆Fisaﬁnitesetofgroundedliteralswhichmustbetrueinthegoalstate.
TheexampleshowninFigure1depictsasimpletaskofthe Roversdomain
whichconsistsontakingsomeimagesandanalyzingsomesoilandrocksamples.
Thisinformation mustbecommunicatedtothelanderbaseusingtheavailable
rovers.TheinitialstateisshownonFigure1andthegoalconsistsontaking
andanalyzingonesoilsamplefromwaypointw22 andonerocksamplefrom
waypoint w01.Statesarecomposedofpropositionsofthetype(atrw),
(can_traverserxy),...,(at_soil_samplew).Eachpropositioniscomposed
ofasequenceofparameters wheretheﬁrstparametercorrespondstothe
identiﬁeroftheactionandtherestcorrespondtoparticularobjects.Forinstance,
theaction(atrw)isidentiﬁed Theinitialstates0 isshowninFigure2.
Theactionsarenavigate,sample-soil,sample-rock,drop,calibrate,take-image,
communicate-soil-data,communicate-rock-dataandcommunicate-image-data.
Figure3showsthestructureofthepartialtransitiongraphthatrepresentsthe
conceptual model(action/state)fortheplanningtaskshownonFigure1.This
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(visiblew10w20)...(visiblew33w23)
(at_soil_samplew22)
(at_rock_samplew10)
(at_landergeneralw30)
(channel_freegeneral)
(atr1w03)(availabler1)
(store_ofrs1r1)
(emptyrs1)
(equipped_for_soil_analysisr1)
(equipped_for_rock_analysisr1)
(can_traverser1w10w20)...(can_traverser1w33w23)
Figure2:InitialstateoftheplanningtaskshowninFigure1.
Figure3:Transitiongraphforthepropositionalencodingoftheplanningtaskshownin
Figure1.Theinitialstateistheblueoneandthegoalstateistheredone.
graphrepresentsthestatespaceandthediﬀerentactionswhichcanbeexecutedto
transitbetweenthediﬀerentstatesthatdescribetheplanningtask.
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2.2.1.2 Multi-ValuedFormalization
Planningtasksareformalizedusingmulti-valuedstatevariablesthatdescribethe
stateoftheworldandactionsthatdescribehowthevaluesofthestatevariables
changewhentheactionisapplied.Therearetwo multi-valuedformalizations:
SAS+ (BäckströmandNebel,1993)andFinite-DomainRepresentation(Helmert,
2006)whichisbasedonSAS+.
Deﬁnition4. (Multi-valuedFormalizationofClassicalPlanning)Aplanningtask
usingamulti-valuedformalizationisdeﬁnedasa4-tupleΠ=(V,A,s0,s∗),where:
•Visaﬁnitesetofstatevariables,whereeachstatevariablev∈Vhasan
associatedextendeddomainD+v =Dv∪{u}.Thedomainofastatevariable
iscomposedofasetofvaluesDvandtheundeﬁnedvalueuwhichisused
todenotewhenthevalueisunknown.Avalueofastatevariablesv∈Vin
agivenstates,alsoknownasﬂuent,isdeﬁnedass[v]∈D+v.Thesestate
variablesdeﬁnetheplanningspaceS+=D+v0x...xD+vn.Apartialvariable
assignmentorpartialstateisastateinwhichatleastaﬂuents[v]=u.
•AisaﬁnitesetofactionsoverV.Eachactiona∈Aisa3-tuplea=
(pre(a),post(a),prev(a))wherepre(a)representsthepreconditions,post(a)
thepost-conditionsandprev(a)theprevail-conditions.Thepreconditionsof
a∈Aareﬂuentswhichmustbetruepriortotheapplicationoftheactiona
andbecomenottrueafteritsapplication.Thepost-conditionsofa∈Aare
ﬂuentswhicharenottruepriortotheapplicationoftheactionaandbecome
nottrueafteritsapplications.Theprevail-conditionsofa∈Aareﬂuents
whichmustbetruebeforeandaftertheapplicationoftheactiona.
•s0istheinitialstatewhichisdeﬁnedoverVsuchthats0[vi]=u∀vi∈V.
•s∗isapartialstateoverVsuchthats∗[vi]∈D+v ∀vi∈V.
AnystatesisacompleteassignmenttoalthevariablesinV.Thismeansthat
eachvariableisrepresentedbyaﬂuent.Thereforeanactiona∈Aisapplicable
inthestatesif∀vi∈V:(prev(a)[vi]=u∨prev(a)[vi]=s[vi])∧(pre(a)[vi]=
u∨pre(a)[vi]=s[vi]).Then,theresultofapplyinganactionainstatesigenerates
anewstatethatisequaltosiexceptthat∀vi∈Vpost(a)[vi]=u:si+1[vi]=
post(a)[vi].Anactionsequenceπ=(a1,...,an),∀ai∈Aisasolutionplanif
s∗⊆snwheresnistheﬁnalstategeneratedafterthesequentialexecutionofthe
planπ.
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V={vr1,vv1,vs1,vrs1,va1,va2}
Dvr1={at-r1-w01,at-r1-w02,...,at-r1-w33}
Dvv1={communicated-rock-data-w10,¬communicated-rock-data-w10}
Dvs1={communicated-soil-data-w22,¬communicated-soil-data-w22}
Dvrs1={empty-rs1,ful-rs1}
Dva1={have-rock-analysis-r1-w10,¬have-rock-analysis-r1-w10}
Dva2={have-soil-analysis-r1-w22,¬have-soil-analysis-r1-w22}
A={a1,a2,...,a37}
S0={vr1→ at-r1-w03,vv1→ ¬communicated-rock-data-w10,
vs1→ ¬communicated-soil-data-w22,vrs1→ empty-rs1,
va1→ ¬have-rock-analysis-r1-w10,va2→ ¬have-soil-analysis-r1-w22}
s∗={vr1→ communicated-rock-data-w10,vs1→ communicated-soil-data-w22}
Figure4:PartialSAS+encodingoftheplanningtaskofFigure1.
Figure4showspartofaSAS+encodingoftheplanningtaskdepictedinFigure1.
Theplanningtaskiscomposedofsixstatevariables:(1)avariablethatdescribes
wheretheroveris,vr1;(2)avariablethatdescribesthestateoftheroverstore,
vrs1;(3)avariablethatdescribesiftherocksamplefromwaypoint(1,0)hasbeen
communicated,vv1;(4)avariablethatdescribesifthesoilsamplefromwaypoint
(2,2)hasbeencommunicated,vs1;(5)avariablethatdescribesiftherocksample
fromwaypoint(1,0)hasbeenanalyzed,va1;and(6)avariablethatdescribesifthe
soilsamplefromwaypoint(2,2)hasbeenanalyzed,va2.Forinstance,thevariable
vr1∈Visdeﬁnedtorepresentthelocationofroverr1suchthatDvr1={at-r1-w01,at-r1-w02,...,at-r1-w33}.Dvr1describesthediﬀerentvalueswhichcanbeassignedtovariablevr1.Figure5showsthestructureofthedomaintransitiongraphforthe
variablesvr1andvrs1.
2.2.2 The ModelingLanguage
Themodelinglanguageisanotationthatdescribesthesemanticrepresentationof
theplanningtask.Themostrepresentativelanguagesusedtodescribeplanning
tasksarebasedonavariationofFirstOrderLogic(FOL)whereeachatomof
informationisdeﬁnedusingpredicates.Diﬀerentlanguageshavebeendeﬁnedin
AutomatedPlanningtorepresenttheconceptualmodeldescribedpreviously,and
someofthemaresummarizednext.
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at-r1-w30 at-r1-w31 at-r1-w32 at-r1-w33
at-r1-w20 at-r1-w22
at-r1-w10 at-r1-w11 at-r1-w12 at-r1-w13
at-r1-w01 at-r1-w02 at-r1-w03
empty-rs1
ful-rs1
(a) (b)
Figure5: Multi-valuedconceptualmodelcorrespondingtotheplanningtaskdeﬁnedin
Figure1.(a)Domaintransitiongraphforroverr1.(b)Domaintransitiongraphforrover
storers1.
2.2.2.1 STRIPS
TheSTanfordResearchInstituteProblemSolver(STRIPS)(FikesandNilsson,
1971)languageisthebaseofmostmodernplanningrepresentationlanguages.This
languageisbasedontwoimportantlogicassumptions:(1)theClosed World
Assumption (Reiter,1987)whichassumesthatalfactsthatarenotknown
tobetrue,arefalse;and(2)theSTRIPS AssumptiontohandletheFrame
Problem(McCarthyandHayes,1969)whichconsistsonrepresentingonlythe
propositionsthatchangeafterapplyinganactionandassumingthattherestof
propositionsdonotchangetheirvalues.Inotherwords,STRIPSassumesthatonly
actionscanchangeaspeciﬁcpartoftheworldstateaccordingtotheirowneﬀects.
Commonly,theplanningtaskisprovidedintwoinputﬁles:aproblemandadomain.
Theproblemﬁledeﬁnesasetofobjects(instantiationsoftypesinthedomain),an
initialstate(I),andasetofgoals(G).Figure6showstheproblemdescription
encodedusingSTRIPSoftheplanningtaskshowninFigure1.
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(define(problemrover1)(:domainrover)
(:objects
general-Lander
colourhigh_reslow_res-Mode
r1-Rover
rs1-Store
w00w01w02w03w10w11w12w13w20w21w22w23w30w31w32
w33-Waypoint
camera0-Camera
)
(:init
(can_traverser1w01w02)
(can_traverser1w01w11)
(can_traverser1w02w03)
(can_traverser1w02w12)
....
(at_soil_samplew10)
(at_rock_samplew22))
(:goal(and
(communicated_soil_dataw10)
(communicated_rock_dataw22)))
Figure6:PartialproblemdescriptionencodedinSTRIPSoftheplanningtaskshownin
Figure1.
Thedomainﬁlecontainsthedeﬁnitionofasetofgeneralizedactions(whose
instantiations withproblemobjects willeadtoactionsinA)andasetof
ungroundedpredicates(whoseinstantiationswilgenerateliteralsinF).Table2
showsactionsoftheRoversdomaininSTRIPSlanguage.
2.2.2.2 ADL
The Action DescriptionLanguage(ADL)(Pednault, 1994)isoneoftheﬁrst
extensionsofSTRIPS.ThislanguageincreasestheexpressivityoftheSTRIPS
language.ThislanguageisbasedontheOpen WorldAssumptionwhichmeans
thatanypropositionwhichisnotassertedbytheeﬀectsoftheactionsinthestate
oftheworldordeﬁnedintheinitialstateistakentobeunknown.The main
contributionsofthislanguageare:
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Action Preconditions Added Deleted
navigate
can-traverse(r,x,y) at(r,y) at(r,x)
available(r)
at(r,x)
visible(x,y)
sample-soil
at(r,x) ful(s) empty(s)
at-soil-sample(x) have-soil-analysis(r,x)  at-soil-sample(x)
equipped-for-soil-analysis(r)
store-of(r,s)
empty(s)
sample-rock
at(r,x) ful(s) empty(s)
at-rock-sample(x) have-rock-analysis(r,x)  at-soil-sample(x)
equipped-for-rock-analysis(r)
store-of(r,s)
empty(s)
drop store-of(r,s) empty(s) ful(s)
ful(s)
calibrate
at(r,x) calibrated(c,r)
equipped-for-imaging(r)
calibration-target(c,o)
visible-from(o,x)
on-board(c,r)
take-image
on-board(c,r) have-image(r,o, m) calibrated(c,r)
calibrated(c,r)
equipped-for-imaging(r)
at(a,x)
supports(c m)
visible-from(o,x)
communicate-soil-data
at(r,x) available(r) available(r)
at(l,y) channel-free(l) channel-free(l)
have-soil-analysis(r,p)  communicated-soil-data(p)
visible(x,y)
available(r)
channel-free(l)
communicate-rock-data
at(r,x) available(r) available(r)
at(l,y) channel-free(l) channel-free(l)
have-rock-analysis(r,p)  communicated-rock-data(p)
visible(x,y)
available(r)
channel-free(l)
communicate-image-data
at(r,x) available(r) available(r)
at(l,y) channel-free(l) channel-free(l)
have-image(r,o, m) communicated-image-data(p)
visible(x,y)
available(r)
channel-free(l)
Table2:STRIPSdeﬁnitionoftheRoversdomain.
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•Thepreconditionsoftheactionsandthegoalscanbeexpressedusing
negations,disjunctionsandquantiﬁedformulas.
•Theeﬀectsoftheactionscanbeexpressedusingconditionaleﬀects.This
alowsactionstohavediﬀerentoutcomesaccordingtothecurrentstate.
•Theproblemgoalscanbeexpressedasconjunctionsanddisjunctions.
2.2.2.3 PDDL
ThePlanningDomainDeﬁnitionLanguage(PDDL)(Mcdermott,2000)wascreated
inordertodeﬁneastandardplanninglanguageandtoalowcomparativeanalysis
ofthediﬀerentplanningsystems.PDDLwasalsodevelopedastheplanninginput
languageoftheFirstInternationalPlanningCompetition(IPC),whoseobjective
wastocomparethestate-of-the-artplanningsystems.Duringthefolowingyears
diﬀerentversionsofPDDLhavebeendeveloped,eachaddingnewfeatures.
•PDDL1.2(IPC1andIPC2)istheﬁrstversionofthelanguageandcontains
STRIPSandADLfeatures.Besides,itincludestheuseoftypedvariables.
•PDDL2.1(IPC3)increasesthefeaturesofPDDL1.2addingnumericvalues
whichcanbemodiﬁedintheeﬀectsoftheactions.Besides,itincludesanew
typeofactions:durativeactions.Durativeactionsintroducetheconceptof
timeinPDDLandalowdiscreteandcontinuouseﬀects.
•PDDL2.2(IPC4)increasesthefeaturesof PDDL2.1addingderived
predicates(alsoknownasaxioms).Additionaly,itaddedtimedinitialliterals,
whicharepropositionsthatbecometrueafteragivenamountoftime
independentoftheplanningactionswhichhavebeenselectedpreviously.
•PDDL3.0(IPC5)alowstheuseofsoftgoals.Asoftgoaldoesnotneedtobe
achievedbytheplan,butacostispaidifitisnotachievedattheendofthe
plan(Smith,2004).
•PDDL3.1(IPC6)introducesfunctionalSTRIPS(Geﬀner,2000).Functional
STRIPSoﬀersadiﬀerentwaytoencodeplanningtasksmappingtheobjectsof
theplanningtasktotheirproperties.Thisencodingprovidesamorenatural
modelingforsomedomainsandmakestheextractionofinformationfrom
someheuristicfunctionseasier(Edelkamp,2002;FrancèsandGeﬀner,2015).
AlthoughPDDL3.1oﬀersanextensivesetoffeaturesandfunctionalitiesmostthe
currentplannersdonotsupportit.Actualy,mostplanningsystemsonlysupport
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thepropositionalfragmentofPDDL2.2thatapproximatelycorrespondstowhat
wassupportedbySTRIPS,typing(deﬁnitionoftypes),theuseoftheequality
predicateandnumericvalues.Figure7showsanexampleofaPDDLaction.Inthis
case,theactioncorrespondstotheactionnavigatefromtheRoversdomain.
(:actionnavigate
:parameters(?x-rover?y-waypoint?z-waypoint)
:precondition(and(can_traverse?x?y?z)
(available?x)
(at?x?y)
(visible?y?z)
:effect(and(not(at?x?y))(at?x?z)))
Figure7:PPDLdeﬁnitionforactionnavigatefromRoversdomain.
2.2.3 TheAlgorithms
Ascommentedabove,solvingaclassicalplanningtaskcanbeconsideredasa
path-ﬁndingprocessinadirectedgraphwheregraphsearchalgorithmscanbe
conductedindiﬀerentways:(1)forwardsearch(alsocaledprogression),ifthe
graphsearchalgorithmstartssearchingattheinitialstateandgoestowards
thegoalstate;(2)backwardsearch(alsocaledregression),ifthegraphsearch
algorithmstartssearchingatthegoalstateandgoestowardstheinitialstate;
and(3)bidirectionalsearch,whentwographsearchalgorithmsareperformed
simultaneously,onestartingfromtheinitialstateandanotheronestartingfrom
thegoals.
Ingeneral,graphsearchinAutomatedPlanningisaextremelydiﬃculttaskbecause
thesizeofthesearchspace maybeexponential.STRIPSplanningsystemwas
developedasadeliberativemoduleofthesoftwarethatcontrolstheautonomous
robotShakey. Thisplanningsystemimplementsa Depth-FirstSearch(DFS)
algorithmwhichexpandsthestatesoftheproblemspaceuntilagoalstateisfound
withoutanytypeofguidance.Thisplanningsystemtriestosatisfyiterativelyeach
goalindependentlyoftheothers.Inthenextyears,similarplanningsystemswere
developedaddingdomain-independentheuristicsandMachineLearningtechniques.
Otherapproachestriedtoexploretheproblemspacebyothergraphrepresentations
like Planning Graph. A Planning Graphiscomposedofthelevelsobtained
byalternatingpropositionsandactionslayers.Theﬁrstlayerincludesalthe
propositionsdeﬁnedintheinitialsituation,thenthesecondlayeriscomposed
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ofaltheactionswhichcanbeappliedinthepreviouslayer.Thethirdlayeris
composedofthepropositionsgeneratedfromapplyingtheactionsofthesecond
layer.GRAPHPLAN(BlumandFurst,1997)wastheﬁrstplanningsystemthat
performedsearchinaPlanningGraph.Thisplannerstartswithaninitialgraph
thatonlycontainsthepropositionlayerwhichiscomposedofliteralsoftheinitial
state.Then,thegraphisbuiltexpandingsequentialyactionandpropositionlayers
untilapropositionlayerthatsatisﬁesthegoalsisreached.Then,theplannertries
toextractaplanordeterminesthatthegoalsarenotachievablebyaplanoflength
N.Ifnoplanisfound,itextendsthegraphonetimestep(thenextactionlayer
andthenextpropositionallayer),andthenitsearchesagainforasolutionplan.
ThisgraphiscomposedofalpotentialplansuptoacertainlengthN,whereNis
thenumberofactionlayers.Diﬀerentplanningsystems(Kambhampatietal.,1997;
Smithand Weld,1998)haveappliedthiskindofrepresentation.
Domain-independentheuristicshaveshowntobeeﬀectiveimprovinggraphsearch
algorithmstoguideorprunethesearchtowardsthegoalstates.Planningas
HeuristicSearch(BonetandGeﬀner,2001;HoﬀmannandNebel,2001)isbased
onthedeﬁnitionofanevaluationfunction,f(n),thatscoresalstatesinthesearch
graphaccordingtohowclosetheyaretoagoalstate.Heuristicfunctionsareusualy
obtainedbysolvingarelaxedversionoftheoriginaltask,whichissimplerthanthe
originalone(DUDA)relaxingsomeelementsofthetaskdescription(Pearl,1984).
Inthelastyears,researchersareanalyzingotherwaystodeﬁneheuristicfunctions,
likeabstractions.
TheBestFirstSearch(BFS)algorithmsusedforheuristicsearchexpandthestate
withlowestheuristicvalueaccordingtothefunctionf(s)=g(s)+h(s),whereg(s)is
thecostofthecurrentpathfromtheinitialstatetosandh(s)istheheuristicvalue
ofs.ThemostcommonalgorithmsusedforheuristicsearchareGreedyBest-First
Search(GBFS)(Pearl,1984)andA∗(Hartetal.,1968).A∗canbemodiﬁedto
speedupthesearchbyweightingtheheuristicfunctionwithafactorw>1(Pohl,
1970),thususingtheselectionfunctionf(s)=g(s)+w∗h(s).Thisnewalgorithm,
caledweightedA∗,searchesmoregreedilythelargerwis.
Oneoftheﬁrstplanningsystemswhichuseddomain-independentheuristicswasthe
HeuristicSearchPlanner(HSP)(BonetandGeﬀner,2001).Thisplanningsystem
usesaweightedA∗guidedbytheheuristicfunctionhaddwhichapproximatesthe
distancebetweentwostatesbysummingthedistancebetweenthepropositionsin
thestates.Thisfunctionisbasedonadelete-relaxationoftheoriginalproblem
(aversionoftheoriginalplanningtaskinwhichalthedeleteeﬀectsofalthe
actionsa∈Aareignored).FastForward(FF) (HoﬀmannandNebel,2001)
isaforward-chainingplanningsystemwhichimplementsadomain-independent
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heuristicsimilartoHSPbutinthiscaseanexplicitsolutionoftherelaxedtask
isusedtocomputethedistancebetweentwostatesby meansofaPlanning
Graph. Besides, FFintroducessomenewtechniques:(1)the Enforced Hil
Climbingalgorithm(EHC),alocalsearchalgorithmthatperformsavariationof
aBreadth-FirstSearchalgorithm(BFS)whichsearchesexhaustivelyuntilanode
withbetterheuristicvaluethanthelastbestfoundnodeisdiscovered;(2)helpful
actions,whichareactionsextractedfromtherelaxedplanusedtocomputethe
heuristicfunctionthatincreasethegreedinessofthesearchalgorithm.FFstarts
searchingforaplanusingEHCandhelpfulactions.IfEHCfails,FFautomaticaly
switchestoaweightedbest-ﬁrstsearchalgorithm.
Finaly,Fast Downward(FD)(Helmert,2006)isaforward-chainingheuristic
planningsystemsimilartoHSPandFF,butthisplannerusesa multi-valued
representationoftheplanningtask(Helmert,2009).FDimplementsdiﬀerent
domain-independentheuristicfunctionswhichcanbecombinedduringsearchsuch
as:(1)Landmarkcountingheuristic(Richterand Westphal,2010)whichconsistsin
countingunachievedpropositionsthatmustbetrueineverysolutionofaplanning
task(Porteousetal.,2001);or(2)MergeandShrink(M&S)(Helmertetal.,2007)
whichgeneratesabstractionsaboutthestructureoftheplanningtask.
2.2.4 OtherAlgorithms
Asdescribedintheprevioussection,classicalplanningtasksarecommonly
formalizedasadirectedgraph.Thisgraphdescribesthesearchspacewhichcanbe
hugedependingontheinformationusedtoencodingtheplanningtaskincreasing
thecomplexityofﬁndingasolution.Simultaneouslytotheevolutionofsearch
graphalgorithms,othertypesofalgorithmsweredevelopedusingdiﬀerentways
offormalization.
2.2.4.1 PlanningasSatisfiability
Planningassatisﬁabilityisoneofthe mostpowerfulapproachestoAutomated
Planning(KautzandSelman,1992).ThediﬀerentapproachesbasedonBoolean
SatisﬁabilityTask(SAT)translateaplanningtaskintoSAT.ASATtaskisan
NP-Completeproblemwhichconsistsondeterminingwhetherasetoftruthvalues
canbeassignedtothevariablesofabooleanformulasothatisitsatisﬁed.
TheﬁrstSATsolverstranslateaSTRIPStaskandahorizoninapropositional
logicalformulawhosesatisﬁabilityischeckedsequentialyoneatatimeforhorizon
lengths(1,2,3,...,n)untilaplanisfound(KautzandSelman,1992).These
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approachestrytosolvetheSATtaskusingasolverthatchecksthebooleanformula
withhorizonlengthnstartingwithn=1.Iftheformulaisfoundsatisﬁable,the
solverreturnsasolutionandterminates.Iftheformulaisfoundunsatisﬁable,a
newsolvingprocessisstartingwithahigherhorizonvalue.Inthenextyears,SAT
algorithmswereextendedbyusingdiﬀerentencodingschemes(Rintanenetal.,
2006;Tompkinsetal.,2011;Caietal.,2015)inordertoimprovetheperformance
ofSATsolvers.
2.3 ProbabilisticPlanningTask
Intheprevioussectionwedescribedclassicalplanningwherefulinformationabout
theenvironmentisavailableandactionsaredeterministic.Theseassumptions
areextremelyusefultodecreasethecomplexityoftheplanningtasksbut
theypreventto model morerealisticdomains. Probabilisticplanningisan
extensionofnon-deterministicplanning withinformationontheprobabilities
ofnon-deterministicevents.Thisplanningparadigmtriestoﬁndaplanthat
transformstheinitialstateintoagoalstatewithfulorpartialinformationabout
thestateoftheenvironmentandactionswithprobabilisticeﬀects.Instochastic
environments,actionscangeneratediﬀerentoutcomes,soitisnotpossibletoﬁnda
planofactionsthatassurereachingthegoals.Forthisreason,probabilisticplanning
systems mustreasonaboutthelikelihoodoftheactions’outcomes.Thisfact
increasesthecomplexityoftheplanningprocess,soplannersmustgenerateplans
whichmaximizetheprobabilitytoreachthegoalsandminimizetheprobability
togenerateunexpectedstates.The mostcommonwayofsolvingprobabilistic
planningtasks(BonetandGeﬀner,2005)consistsinrepresentingtheplanningtask
asanoptimizationproblemusinga MarkovDecisionProcess(MDP)(Puterman,
1994),PartialyObservableMDPs(POMDPs)(Cassandraetal.,1994)andfactored
MDPs(Boutilieretal.,2001).Probabilisticplanningisbasedonthefolowingthree
ideas:
•Aplanningdomainismodeledasastochasticsystem,whereactionoutcomes
aremodeledasaprobabilitydistributionfunction.
•Goalsarerepresentedasanutilityfunction,numericfunctionorasetofgoals.
•Solutionsarerepresentedaspoliciesthatspecifytheactiontoexecuteineach
stateorasconditionalsequencesofactions.
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2.3.1 TheConceptual Model
Theconceptual modelforaplanningtaskdeﬁnestheformalizationofthe
environment,theactionsthatcanbeusedtochangetheenvironment,andhow
actionsareappliedintheenvironmenttoachievethegoals.ProbabilisticPlanning
tasksarefrequentlyencodedasprobabilistictransitiongraphs.
TheconceptualmodelforaProbabilisticPlanningtaskisastochastic,ﬁniteand
fulyobservablestate-transition model,whereeachtransitionhasassociateda
probability.
Deﬁnition5. (ProbabilisticPlanning Model)AProbabilisticPlanningtaskcan
bedeﬁnedasa6-tupleΠ=(S,A,T,s0,G),where:
•Sisaﬁnitesetofstates,whichiscomposedofalstatesthatcanbereached.
•Aisasetofactionswhoseeﬀectsfolowaprobabilisticmodel.
•T(s|s,a),istheprobabilitythattheactiona∈Aexecutedinstates∈S
resultsinastates ∈S.This meansthatforeachstates∈S,ifthere
existsanactiona∈Aandastates ∈SsuchthatT(s|s,a)=0,then
i,T(si|s,a)=1.
•s0∈Sisaﬁnitesetofliteralswhichencodetheinitialstate.
•G⊆Sisaﬁnitesetofgoalstates.
Thesolutionplanofaprobabilisticplanningtaskπisasequenceofactionsπ=
{a0,a1,...,an−1}∀ai∈Aorapolicyp:S→Asuchasp(s)=awherethebest
actionischosenaccordingtothecurrentstate.
2.3.2 The ModelingLanguage
Themodelinglanguageisanotationthatalowsasyntacticrepresentationofthe
planningtask.DiﬀerentlanguageshavebeendeﬁnedinAutomatedPlanningto
representtheconceptualmodelofaprobabilisticplanningtask,andsomeofthen
aresummarizednext.
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2.3.2.1 PPDDL
TheProbabilisticPlanningDomainDeﬁnitionLanguage(PPDDL)(Younesand
Littman,2004)isamodelinglanguagethatextendsPDDL2.1alowingtodescribe
planningtasksinstochasticenvironments.Thislanguagewascreatedfortheﬁrst
IPCwithanon-deterministictrack(Younesetal.,2005)andsupportsactionswith
probabilisticeﬀects,probabilisticliteralsintheinitialstateandmarkovianrewards.
Probabilisticeﬀectsalowustodeﬁneasetofpossibleoutcomesofanaction.
Equation1showsthestructureofprobabilisticeﬀects,where∀ei∃pi,thismeans
thateﬀecte1occurswithaprobabilitypi.
(probabilisticp1e1p2e2...pn−1en−1pnen)
Thismeansthatforeachaction,itismandatorythat0 pi 1and ni=0pi 1.If
thesumoftheprobabilitiesislowerthan1,itisassumedthatthereisaprobabilityP
=1− ni=0pithattheaction(DUDA).Thisrepresentationoftheactionsincreases
thecapabilitiesofPDDLalowingprobabilisticeﬀectsontheactions,butitalso
increasesthecomplexityoftheactions.AccordingtotheresultsofLittman(Littman
etal.,1998),PPDDL,aftergrounding,isequivalenttoDynamicBayesianNetworks
(DBN)(DeanandKanazawa,1989),whichisalsoanothercommonrepresentationof
theprobabilisticplanningtasks.Figure8showsanexampleofaprobabilisticaction
intheRoversdomain.Inthisaction,therover?xwilnavigatetowaypoint?zfrom
waypoint?ywith0.8probabilityanditwilnotnavigatewitha0.2probability.
(:actionnavigate
:parameters(?x-rover?y-waypoint?z-waypoint)
:precondition(and(can_traverse?x?y?z)
(available?x)
(at?x?y)
(visible?y?z))
:effect(probabilistic0.8(and(not(at?x?y))(at?x?z))))
Figure8:PPDDLdeﬁnitionforactionnavigatefromRoversdomain.
Probabilisticliteralsalowustogeneratediﬀerentinitialstatesforasimilarplanning
task.Asetofliteralscanbedeﬁnedusingaprobabilisticrelationintheinitialstate.
Markovianrewardsareencodedusingﬂuents(numericalvariablesinPDDL)andare
associatedwithactions.PPDDLreservesaspecialﬂuentcaledrewardtorepresent
2.3probabilisticplanningtask 31
(:init
(probabilistic0.5(atr1w11)
0.4(atr1w12)
0.1(atr1w10)))
Figure9:PPDDLdeﬁnitionforprobabilisticliteralsintheinitialstatefortheRoverstask
showninFigure1.
thetotalaccumulatedrewardoftheplanningtask.Thisspecialﬂuentisinitialized
tozeroandcannotbeusedaspartofthepreconditionsortheeﬀectsofactions.
Theserestrictionsontheuseoftherewardﬂuentalowaprobabilisticplannerto
handledomainswithrewards,withoutimplementingfulsupportforﬂuents.
2.3.2.2 RDDL
RDDL(RelationalDynamicinﬂuenceDiagramLanguage)(Sanner,2011)isthe
representationlanguageoftheuncertaintytracksoftheIPC7(Colesetal.,
2012). Thislanguage wascreatedinordertointroducesomefeatures which
arediﬃculttoformalizeusingPPDDL.RDDLcanbedeﬁnedasa Dynamic
Bayes Network(DBN)(withpotentialy manyintermediatelayers)extended
withaninﬂuencediagram(Howardand Matheson,1984).Thisalowsforthe
eﬃcientdescriptionofMarkovDecisionProcesses(MDPs)andPartialyObservable
MarkovDecisionProcesses(POMDPs)byrepresentingeverything(state-ﬂuents,
observations,actions)withvariables.AprobabilisticplanningtaskusingtheRDDL
languagecanbedeﬁnedasa7-tupleΠ=(C,S,A,P,R,I,O)where:
•Cisaﬁnitesetofconstantvariables.
•Sisaﬁnitesetofstatevariables.
•Aisaﬁnitesetofactionvariables.
•Pisaﬁnitesetoffunctions.Eachonedeﬁnestheconditionalprobability
functionforeachnextstatevariableintermsofthepreviousstatevariable
andaction.
•Risarewardfunction.
•I⊆Sisaﬁnitesetofstatevariableswhichareinitializedwithavalue.
•Oisaﬁnitesetofobjectives(goals).
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domainrovers{
types{rock-sample:object;}
pvariables{
//Constantsfluents
ROCK_XPOS(rock-sample):{non-fluent,real,default=0.0};
ROCK_YPOS(rock-sample):{non-fluent,real,default=0.0};
ROCK_VALUE(rock-sample):{non-fluent,real,default=1.0};
//Statefluents
robot-at(xpos,ypos):{state-fluent,bool,default=false};
//Actionfluents
moveX:{action-fluent,real,default=0.0};
moveY:{action-fluent,real,default=0.0};
takeRock:{action-fluent, bool,default=false}
};
cpfs{
xPos’=xPos+xMove+Normal(0.0,MOVE\_VARIANCE\_MULT*xMove);
yPos’=yPos+yMove+Normal(0.0,MOVE\_VARIANCE\_MULT*yMove);
.
.
.
}
reward=if(takeRock)then1.0else0.0;
state-action-constraints{
takeRock=>((xMove==0.0)^(yMove==0.0));
};
};
Figure10:RDDLcodiﬁcationoftheRoversdomain.
Figure10showsasimpliﬁedexampleoftheRoversdomainonRDDL.Inthis
examplevariablesandactionsareencodedintheparameterizedvariablesection
(pvariables).Inthiscasethreetypesofﬂuentshavebeendeﬁned:(1)non-ﬂuents
whicharestaticvariablesoftheenvironment;(2)state-ﬂuentswhicharedynamic
variablesoftheenvironmentand(3)action-ﬂuentsthatdescribetheactions
whichcanbeexecuted. Moretypesofﬂuentscanbedeﬁnedinthissection.
Next,theconditionalprobabilityfunctionforeachstatevariableisdeﬁnedinthe
correspondingsection(cpfs).Inthisexample,conditionalprobabilityfunctionsare
encodedtovariablesxposandyposwhichareusedtodeﬁnethelocationofthe
rover.Finaly,therewardfunctionisdeﬁned,aswelastheconstraintsthatare
appliedtoactions.Inthiscase,aconstraintovertheactiontakeRockisdeﬁned,
suchthattherovercannotexecuteactionxMoveandyMovewhileactiontakeRock
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isexecuting. WereferthereadertotheLanguageDescriptiondocument(Sanner,
2011)forfurtherdetailsontheRDDLsyntax.
2.3.3 TheAlgorithms
ThereareseveraltechniquesusedtogenerateaplaninProbabilisticPlanning:
(1)extendingclassicplannerstohandleprobabilisticeﬀects;(2)ﬁndingpolicies
(mappingsbetweenworldstatesandthepreferredactiontobeexecutedtoachieve
thegoals)thatoptimizeautilityfunction,whichgivespreferencetothediﬀerent
statesandtransitionsoftheMDP;and(3)compilingtheplanningtaskintoanother
representationforwhichthereareeﬀectivealgorithms.
2.3.3.1 Approachesbasedonextendingclassicalplanning
Theﬁrstapproachestriedtosolveprobabilisticplanningtasksextendingsome
techniquesdevelopedtosolvedeterministicplanningtasksbyincludingprobabilistic
eﬀects.TheBURIDANplanningsystem(Kushmericketal.,1995)isconsideredthe
ﬁrstprobabilisticplanningsystem.Thisplannerusesaprobabilitydistributionover
somepossibleworldstatestomodelimperfectinformationabouttheinitialstate
andactions.Thisplanningsystemgeneratesasequentialplanwheretheprobability
oftheplanachievingthegoalsisgreaterthanauser-suppliedprobabilitythreshold.
OtherapproachesmodiﬁedthePlanningGraphstructureintroducingprobabilistic
outcomesintheactions.Paragraph(LittleandThiébaux,2006)isaprobabilistic
planningsystembasedonGraphplan.Thisplanningsystemmodiﬁesthestructure
ofthePlanningGraphintroducinganewlayercomposedtotheaction’soutcomes.
Handlingprobabilisticeﬀectsincreasesthecomplexityofthedirectedgraphwhich
isusedtorepresentthesearchspace.Besides,theplanningsystemmusthaveful
knowledgeaboutthedynamicsoftheenvironmentwhichisnotcommonlypossible
inrealworldscenarios.Someapproachestrytosolveprobabilisticplanningtasks
generatingsequentialplanswhichcanbemodiﬁedduringexecutionaccordingto
theinformationwhichisavailableabouttheenvironment.
Ononehand,planrepairconsistsonadaptingthepreviousplantothenewcontext.
LPG-ADAPT(Foxetal.,2006)isastochasticplanningsystemwhichconductsa
localsearchalgorithmintoasearchspacewhichisrepresentedasanactiongraph
ofpartialplans.Thisplanningsystemcanbeusedtogenerateanewplanfrom
scratchorrepairapreviousone.Therepairingprocessusesthepreviousplanto
buildtheinitialgraphstructureandintroducessomemodiﬁcationsaccordingto
theinformationobtainedfromtheenvironment.ERRT-PLAN(BorrajoandVeloso,
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2012)isastochasticplanningsystemwhichguidesthesearchbyusingaprevious
plan.Ontheotherhand,replanningapproachesgenerateanewplanfromscratch
accordingtothenewinformationobtainedfromtheenvironment.FF-Replan(Yoon
etal.,2007)translatestheprobabilisticdomainintoadeterministicdomain.There
aretwowaysofperformingthetranslation:(1)generatinganewdeterministic
domainwhereactioneﬀectsarecomposedoftheoutcomewiththehigherprobability
oftheprobabilisticversionoftheactionor(2)generatinganewdeterministic
domainsplittingeachprobabilisticactiononasetofthem,oneperoutcome.
Next,theplanningsystemgeneratesaplanusingFFandexecutestheactions
intheenvironment.Duringexecution,ifanunexpectedstateisreachedtheplanner
FFgeneratesanewplanfromscratchusingthedeterministicdomaingenerated
previouslyandthecurrentstateoftheenvironment.
2.3.3.2 Approachesbasedonfindingpolicies
Themostcommontechniqueconsistsongeneratingasetofpoliciesbysolvingatask
whichismodeledasaMDPwhichdescribestheenvironmentwithfulinformation
andstochasticactions.AMDPcanbecharacterizedbyastatespaceS,anaction
spaceA,astatetransitionfunctionT(si+1|si,a)whichdeﬁnestheprobabilityto
movefromstatesi∈Stosi+1∈Sexecutingtheactiona∈A,andareward
functionr(s)whichspecifytheimmediateutilityofbeinginstates.Thegoal
consistsonﬁndinganoptimalpolicythatsolvesthetaskmaximizingtheexpected
reward.
Thisrepresentationmodelpresentssomeimportantdisadvantages:(1)theyneed
accurateaction modelsfornon-deterministicenvironments whichisextremely
complexandsometimesimpossibletogenerate(Bresinaetal.,2005);and(2)the
complexityofthesemodelsgrowpolynomialyaccordingtothesizeofthestate
space.Thisstatespaceexplosionproblemlimitstheuseoftheapproachesbasedon
fulyobservableMDPmodels.Commonly,MDPsaresolvedbymeansofdynamic
programmingalgorithmsuchaspolicyiterationorvalueiteration,butinthelast
yearsheuristicsearchalgorithmshaveshowntobeeﬀectivetosolveMDPs.
Theﬁrstapproachesusedvalueiterationalgorithms(Belman,1957),whicharealso
caledbackwardinductionalgorithms.Thesealgorithmsdeﬁnearandomlyselected
costforeachstatecn(sn)ontheMDPandreﬁnethevalueofeachstateﬁndingan
actionthatminimizestheexpectedcost.Valueiterationalgorithmsarecomposed
oftwophases:(1)avaluedeterminationphase,inwhichtheexpectedcostofeach
stateiscalculatedand(2)avaluereﬁnementphase,inwhichthealgorithmﬁndsan
actionthatminimizesthecostofastateandstoresitinthepolicy.Thesealgorithms
2.3probabilisticplanningtask 35
requireenumerationofthestatespacewhichincreasesthecomputationaloverhead
accordingtothesizeofthetasktosolve.
Boutilier(Boutilieretal., 2001)developedanalgorithmthattransformsa
probabilisticplanningtaskintoaFirst-OrderMDP(FOMDP)performingavalue
iterationalgorithmwithoutexplicitenumerationofeitherthestateoraction
spacesoftheMDP.First-orderapproximatelinearprogramming(FOALP)(Sanner
and Boutilier,2005)translatesaprobabilisticplanningtaskintoaFOMDP
andapproximatesitsvaluefunction using First-Order Approximate Linear
Programming.Thisalgorithmapproximatesvaluefunctionsbyrepresentingthemas
alinearcombinationofﬁrst-orderbasicfunctionsusingaﬁrst-ordergeneralization
ofapproximatelinearprogrammingtechniquesforpropositionalMDPs.
Wang(Wangetal.,2007)transformstheprobabilisticplanningtaskintoFirstOrder
BDDsandappliesavariationofthealgorithmdevelopedbyBoutilier.Stochastic
EnforcedHil-climbing(SEH)(Wuetal.,2011)generalizestheenforcedhil-climbing
algorithmtostochasticdomains.Thisplannerbuildsabreadth-ﬁrstlocal MDP
aroundthecurrentstateandsearchesapolicythatexpectstosolvethisMDPwith
abettervaluedstate. Whenapolicyisfound,themethodexecutesthepolicyuntil
thelocal MDPexits.Thepolicyiscomputedusingthevalueiterationalgorithm
overthelocalMDP,wheretherewardsaredeﬁnedastheheuristicvalueassigned
whenexecutionﬁnishes.
Otherapproachesusepolicyiterationalgorithms(Howard,1960)whichgeneratea
randomlyselectedinitialpolicyandreﬁnesitrepeatedly.Commonly,thealgorithm
alternatesbetweentwophases:(1)anevaluationphase,inwhichthecostofthe
actualpolicyiscomputedand(2)apolicyreﬁnementphase,inwhichtheactual
policyisreﬁnedtoanewpolicywithasmalerexpectedcost.Thiskindofalgorithms
hasbeenrarelyextendedtosolveplanningtasks.
Finaly, domain-independent heuristics haveshownto beeﬀectivesolving
deterministicplanningtasks.Otherworkshaveextendedsearchalgorithmsfrom
heuristicsearchtosolveMDPs.Theﬁrstprobabilisticplanningsystemwhichuses
aheuristicsearchalgorithmtosolve MDPsisLAO∗(HansenandZilberstein,
2001)whichisanextensionofAO∗algorithm.LAO∗generatesanoptimalpolicy
performingagraphsearchoverthe MDPswithoutevaluatingtheentirestate
space.mGPT(BonetandGeﬀner,2005)isaprobabilisticplanningsystembased
onheuristicsearchalgorithmsforsolving MDP models.Thisplanningsystem
combinesheuristicsearchalgorithmswith methodsforobtaininglowerbounds
fromdeterministicrelaxations.LearningDepth-FirstSearch(LDFS)(Bonetand
Geﬀner,2006)combinesdynamicprogrammingandheuristicsearch.LDFSsearches
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forsolutionsbycombiningiterative,boundeddepth-ﬁrstsearches,withlearning.
RFF(Teichteil-königsbuchetal., 2008)generatesanoﬀ-linepolicycombining
classicalplanningandsimulation.Thisplannercompilestheprobabilisticproblem
intoadeterministiconesolvingitbymeansofthedeterministicplannerFF.Next,
RFFusesMonte-Carlosimulationtoestimatetheprobabilityoffailureoftheaction
step.Ifthisprobabilityexceedsathresholdatagivenstep,RFFcomputesanew
planforovercomingthefailuresofthisstepandstartsanewMonte-Carlosimulation
forthenewplan.
2.3.3.3 Approachesbasedontranslatingtoanotherrepresentation
Some approaches compile the probabilistic planning task into another
representationtoapplyalgorithms whichcansolvethetaskinthe new
representation.Themostcommoncompilationsoftheprobabilisticplanningtask
are:
•DeterministicPlanningTaskcompilation:Thesimplestsolutionconsistson
compilingtheprobabilisticplanningtaskintoadeterministicplanningtask.
Theseapproachestransformactionsfromtheprobabilisticrepresentationtoa
deterministicrepresentationandsolvetheplanningtaskusingadeterministic
algorithm.Thiscompilationgeneratesadeterministicactionforeachoutcome
ofeachprobabilisticaction,wherethecostofthedeterministicactionis
deﬁnedbytheprobabilityassociatedwiththeoutcomeusedtogenerate
them(Jimenezetal.,2006;KalyanamandGivan,2008).
•Planningasbooleansatisﬁability(SAT): MAXSAT(MajercikandLittman,
1998)istheﬁrstplannerthattransformsaplanningtaskintoanE-MAJSAT
problemwhichisaprobabilisticversionofaSATproblem.E-MAJSAT
compilationissimilartoatraditionalSATcompilationexceptfortheactions’
encoding.Eachactioneﬀectisencodedwithaclauseconsistingofrandom
propositionswhicharetruewithagivenprobabilityvalue.Aftercompilation,
thesolverdeterminesal possiblesatisfyingassignmentsofthevariables.
Foreachsatisfyingassignment,itiscomputedtheproductofprobabilities
associatedtothesatisﬁedclause.Theplannerﬁndstheassignmentoftruth
valuesthatproducesthehighestproductoftheprobabilitiesofsatisﬁed
clauses.
•ConstraintSatisfactionProblem(CSP)compilation:CSPsaremathematical
problemswhicharedeﬁnedbyasetofvariablesandasetofconstraints.
Eachvariableisdeﬁnedbyasetofpossiblevalues.Eachconstraintinvolves
asubsetofvariablesspecifyingthealowablecombinationsofvaluesforthat
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subset.AsolutionofaCSPconsistsofacompleteassignmentofalvariables
thatsatisﬁesaltheconstraints.TheProbabilisticPlanningTaskiscompiled
intoastate-variablerepresentation.Thisrepresentationissolvedusinga
CSPalgorithmandtheresultgeneratedbythealgorithmisencodedto
PDDL(HyaﬁlandBacchus,2004).
2.3.4 OtherAlgorithms
Asdescribedintheprevioussection,probabilisticplanningtasksarecommonly
formalizedasa MDPoraPOMDPinordertogenerateapolicythatsolvesthe
planningtask.Thesetechniquesrepresentthestatespaceasadirectedgraphwhere
thetransitionsbetweenthestatesfolowaprobabilitydistributionwhichdescribes
thedynamicoftheenvironment.Thismeansthatthesizeofthestatespacecan
behugedependingoftheinformationusedtoencodetheplanningtaskandthe
dynamicsoftheenvironmentmustbeknownapriori.Inthelastyears,othertypes
ofalgorithmshavebeendevelopedtosolveproblemsinstochasticdomainswithout
informationaboutthedynamicsoftheenvironment.
2.3.4.1 MonteCarloTreeSearch
Monte Carlo Tree Search (MCTS) is a domain independent search
approach(Brügmann,1993) whichconsistsonﬁndingdecisionsinaful or
partialobservableenvironmentbytakingrandomsamplesinthesearchspace
buildingasearchtreeaccordingtothe mostpromisingresults.The mainidea
ofthisalgorithmistousetheﬁrstiterationsinordertocreatestatisticsthat
guidingthenextiterationstothemostpromisingpartsofthesearchspace.There
aretwomainalgorithmsfornodeselectionusedtoimplement MCTS:(1)Upper
ConﬁdenceBound(UCB)algorithm(Aueretal.,2002);and(2)UpperConﬁdence
BoundforTrees(UCT)algorithm(KocsisandSzepesvári,2006).MTCShasbeen
usedinprobabilisticplanning(KelerandEyerich,2012).
2.4 ConformantPlanningTask
Conformant Planningtriestoﬁndaplanthattransformstheinitialstate
intoagoalstateinanon-deterministicenvironmentandwithoutanysensing
capabilitiesduringplanexecution. This meansthatactions’eﬀects maybe
non-deterministic(GoldmanandBoddy,1996),exogenouseventsarepossibleand
theinitialstatecanbepartlyknown.ConformantPlanningcanbemodeledasbelief
state-transitionsystemwhereabeliefstateisthesetofalstatesthatarepossible.
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Forthisreason,aconformantplanningtaskcanbeformulatedasapath-ﬁnding
probleminbeliefspaceBSwhereasequenceofactionsthatmapagiveninitial
beliefstateintoagoalbeliefstate(BonetandGeﬀner,2000a).Theuseofthis
representationincreasesthecomplexityofconformantplanninggeneratingtwomain
problems:therepresentationofbeliefstatesinacompactway;andthegeneration
ofeﬀectiveheuristicfunctionsoverthebeliefspacestate.
2.4.1 TheConceptual Model
TheconceptualmodelforaConformantPlanningtaskisastochastic,ﬁniteand
partialobservablebeliefstate-transitionmodel.
Deﬁnition6. (ConformantPlanningModel)AConformantPlanningtaskcanbe
deﬁnedasa5-tupleΠ=(S,A,F,b0,G),where:
•Sisaﬁnitesetofstates.SisusedtobuildthebeliefstatesetBS.
•Aisaﬁnitesetofgroundeddeterministicactionsderivedfromtheaction
schemesofthedomain.Eachactionai∈Acanbedeﬁnedasatupleai=
(Pre,Eff).Pre(ai)arethepreconditionsoftheactions,andEff(ai)isalist
ofnon-deterministiceﬀects.
•TisthestatetransitionfunctionfornondeterministicactionsT:S×A→
2S:(s,a)→(s1,...,sn),wherenisthenumberofnon-deterministiceﬀects.
•b0⊆BSistheinitialnonemptybeliefstate.
•G⊆BSisaﬁnitesetofbeliefstatesthatcontainsthegoalstates.
Accordingtothisconceptualmodel,anactionaisapplicableinthebeliefstate
b=(s0,...,sm)∀si∈SifT(si,a)givesatleastonetargetstateforanysi∈b.
Therefore,applyinganactionainagivenbeliefstatebiresultsinthesuccessor
beliefstatebi+1deﬁnedwhenaisapplicableineverystates∈b.
AsolutionplanπforaconformantplanningtaskΠisanorderedsetofactions
(commonly,asequence)π=(a0,...,an),∀ai∈Acorrespondingtoasequenceof
belief-states(b0,b1,...,bn),∀bi∈BSsuchthatbi+1istheresultofexecuting
theactionaiinthebeliefstatebi.Finaly,thecomplexityofConformantPlanning
isincreasedwhenactionoutcomesareprobabilistic.Inthiscase,itiscaled
ConformantProbabilisticPlanning.
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2.4.2 TheRepresentationLanguage
ConformantplanningtaskscanbedescribedusinganextensionofPDDL2.1which
hasbeenintroducedintheﬁrstIPCwithanon-deterministictrack(Younesetal.,
2005).Thisextendedlanguagesupportsnon-deterministiceﬀects,probabilistic
literalsintheinitialstate,literaldisjunctionsintheinitialstateandmarkovian
rewards:
•Disjunctionsintheinitialstatebyusingtheoneofstatementforexpressing
diﬀerentinitialstatesinthesameplanningtask.
(oneofl1,l2,...,ln)
Theoneofstatementdescribesasetofliteralswhichcannotbetruein
thesamestate.Thisstatementisusedtodeﬁnediﬀerentinitialstatesfor
Contingentplanningtasks.
•Mutualexclusionforliteralsbymeansoftheorstatementforexpressingthe
mutualexclusionbetweentwoliterals.
(or(notl1)(notl2))
Theorstatementdescribesthemutualexclusionofliteralsintheinitialstate.
Thismeansthatonlyoneofthetwoliteralsdeﬁnedintheexpressionmust
betrueineachpossibleinitialstate.
2.4.3 TheAlgorithms
ThereareseveraltechniquesusedtogenerateaplaninConformantPlanning:(1)
extendingdeterministicplanningtohandlerepresentationsbasedinbeliefstates;
(2)generatingsearchalgorithmsforbelief-statesspace;and(3)compilingthe
conformantplanningtaskintootherrepresentations.
2.4.3.1 Approachesbasedonextendingdeterministicplanning
Theﬁrstapproachattemptstosolve Conformant Planningtasksextending
theideas applied over classical planners alowing multipleinitialstates.
Conformant-Graphplan(CGP)(Smithand Weld,1998)isaplanningsystembased
onGraphplan-basedplannerthatgeneratessound(non-contingent)plans.This
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planningsystembuildsonediﬀerentplangraphforeachpossibleinitialstate
andsearchesasolutioninalgraphssimultaneously.Thisprocessiscomposed
oftwophases:agraphexpansionphaseinwhichseparateplangraphs(worlds)
aregeneratedforeachpossiblestateoftheenvironmentandoneforeachpossible
non-deterministicoutcome;andasolutionextractionphaseinwhichavalidplanin
alpossibleworldsisgeneratedconsideringthemutualexclusionrelationsbetween
thediﬀerentgraphs.
2.4.3.2 Approachesbasedonsearchinginthebelief-statesspace
Theseapproachessearchasolutionplanexplicitlysearchinginthebelief-statespace.
TheﬁrstapproachwasintroducedbyBonetandGeﬀer(BonetandGeﬀner,2000b)
whichsolvesaContingentPlanningtaskasaproblemofheuristicsearchina
belief-statesspaceusingstandardsearchalgorithmssuchasA∗.However,thesizeof
thespaceofbelief-statescouldbeextremelylargedependingofthecomplexityofthe
taskandthisapproachusualyfailstoscaleup.(CPA)(Sonetal.,2005)implements
adepth-ﬁrstsearchalgorithminthespacesofpartialstatesinsteadofthespaceof
beliefstates.Partialstatesareasetofﬂuentliterals.Conformant-FF(Hoﬀmann
andBrafman,2006)extendstheFFplannerintoConformantPlanningperforming
aforwardsearchintothebelief-statesspace.Beliefstatesaredeﬁnedbythesets
ofknownandnegativelyknownpropositionsbyusingaConjunctiveNormalForm
(CNF).TheheuristicfunctionisavariationoftherelaxedplanningmethodofFF
withanapproximatelinear-timereasoningaboutknownpropositionsusinga2-CNF
projectionoftheformulathatcapturesthetruebeliefstatesemantics.
2.4.3.3 Approachesbasedoncompilingtoanotherrepresentation
ThemostcommonapproachesconsistoncompilingtheConformantPlanningtask
intoanotherrepresentationinwhichthereareeﬃcientalgorithmstosolvethetask.
•ConformantPlanningtaskcanbetranslatedintoaDeterministicPlanning
taskusingthecompilationK(P)(PalaciosandGeﬀner,2006).Thetranslation
k(p)generatesanon-deterministic,fulyobservableplanningtaskbyincluding
newliterals. After,theKi(P)(Palaciosand Geﬀner,2007)extendsthe
theoreticalandpracticallimitationsofK(P).
•ConformantPlanningtaskscanbecompiledintoSATfolowingtwodiﬀerent
approaches:
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–GenerateandTestStrategy:Thistechniqueconsistsoncheckingthe
existenceofplansoflengthnwithincompleteinformationaboutthe
initialstate.SATtaskscanbedescribedusingdiﬀerentlanguages:(1)
QuantiﬁedBooleanFormulas(QBFs)isapropositionalrepresentation
thatextendspropositionallogicwherevariablescanbequantiﬁedover
eitherexistentialy,oruniversaly.Thisrepresentationhasbeenusedby
theQBFPLANplanner(Rintanen,1999);and(2)Actionlanguageζis
basedonthecausaltheories(McCainandTurner,1997).Thislanguageis
anextensionofpropositionallogicforexpressingcausalknowledgewhich
isrepresentedbyinferencerules.Thisrepresentationhasbeenusedby
theζ-PLANsolver(Castelinietal.,2003).
–TransformedTaskStrategy:Thetechniqueconsistsongenerateand
testtheexistenceofconformantplansusingasingleSATcalovera
transformedtask.Thistransformedtaskisgeneratedbyprojectingthe
originaltheoryovertheactionvariables.Thisstrategyhasbeenusedby
theCOMPILE-PROJECT-SAT(PalaciosandGeﬀner,2005)
•SymbolicModelchecking(SMC)(Burchetal.,1990)isaformalveriﬁcation
techniquewhichpermitstheautomaticveriﬁcationofsystems modeledin
aspeciﬁclanguagefordescribingﬁnitestatesystemsby meansofBinary
Decision Diagrams(BDDs)(Bryant, 1992).ABDDisadirectedacyclic
graphrepresentingabooleanfunction.TerminalnodesareeitherTrueor
Falseandnon-terminalnodesareassociatedwithabooleanvariable,and
twoBDDs,caledleftandrightbranches.ConformantModelBasedPlanner
(CMBP)(CimattiandRoveri,2000)isaconformantplannerimplementing
SMC.
2.5 ContingentPlanningTask
ContingentPlanningisanextensiontoConformantPlanningincludingsensing
actions. Whenaplanningsystemissolvingareal-worldtask,itisnotpossibleto
havecompleteknowledgeaboutthestateoftheenvironment,butitispossibleto
sensesomeinformationrelevanttosolvethetask.ContingentPlanningtriestoﬁnd
aconditionalplanofactionsthattransformstheinitialstateonagoalstateina
deterministicorstochasticandpartial-observableenvironment.Thismeansthatthe
stateoftheenvironmentisnotfulyknown,butitispossibletocolectinformation
aboutthestateoftheenvironmentduringtheexecution.Thesefeaturesimplyan
importantchangeinthestructureofthesolutionplanregardingtheotherplanning
paradigms.Intheotherparadigms,plansaregivenbyasequenceofactions,while
inContingentPlanningplansaretreesofactionsbranchingonobservations.
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2.5.1 TheConceptual Model
TheconceptualmodelforaContingentPlanningtaskisastochastic,ﬁniteandful
orpartialobservablebeliefstate-transitionmodel.ThismodelissimilartoClassical
orProbabilisticmodelsincludingtwonewfeatures:(1)sensingactionstocapture
informationabouttheenvironmentafteractionexecution;and(2)disjunctiveeﬀects
tomodelsensingactions.
Deﬁnition7. (ContingentPlanning Model)Acontingentplanningtaskcanbe
deﬁnedasa7-tupleΠ=(S,A,δ,O,σ,b0,G),where:
•SisaﬁnitesetofstateswhichareusedtobuildthebeliefstatesetBS.
•Aisaﬁnitesetofgroundeddeterministicorprobabilisticactionsderived
fromtheactionschemesofthedomain.Eachactionai∈Acanbedeﬁned
astupleai=(Pre,Eff).Pre(ai)arethepreconditionsoftheaction,and
Eff(ai)isasetofconditionaleﬀects.Aconditionaleﬀecte(ai)isatriple
e(ai)=(con(e),add(e),del(e))correspondingtotheeﬀect’scondition,add,
anddeletelistsrespectively.
•Tisthestatetransitionfunctionforanon-deterministicaction,anditis
a mapT:S×A→ S:(s,a)→ (e1,...,en),wherenisthenumberof
non-deterministiceﬀects.
•Oisaﬁnitesetofgroundedsensingactions(observations)whichgenerate
thepossibleobservedstatesafterapplyingthesensingactionointhestateb.
Sensingactionscangeneratediﬀerentoutcomes.Butinthiscase,eacheﬀect
isnotdeﬁnedbyaprobability.Theyaredeﬁnedbyconditionsthatdependof
theobservationsofthestate.Thiskindofactionsintroducesaforkintothe
planwhentheyareappliedassumingbinaryobservations,onebranchmarked
withobs(oi)andanotherbranchmarkedwith¬obs(oi).
•σisanobservationfunctionσ:S→ Owhichassociatestoeachstatea
possibleobservation.
•b0⊆SBisaﬁnitesetofstateswhichdeﬁnethediﬀerentinitialstates.
•G⊆SBisaﬁnitesetofgoalstates.
InContingentPlanningtheinformationknownabouttheinitialstatemightnotbe
completeandtheactioneﬀectsmightnotbepredictable.But,thesystemhasthe
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abilitytoobservesomeaspectsofthecurrentstateusingobservationactions.This
meansthatasolutionplaniscomposedtotwodiﬀerenttypesofactionswhichare
interleaved:(1)actions;and(2)observations.
•Anactiona∈Aisapplicableinthebeliefstateb=(s0,...,sm)∀si∈Sif
T(si,a)givesatleastonetargetstateforanysi∈b.Therefore,applyingan
actionainagivenbeliefstatebiresultsinthesuccessorbelief-statebi+1
whenaisapplicableinatleastonestates∈bi.
•Anobservationo∈Acanbeappliedineverybeliefstate.Observations
areperformedtoremoveoraddstatestothebelief-state.Theapplication
ofanobservationoinabelief-statebigeneratesabelief-statebi+1 =
s∈S|s=o(s),s∈b.
AsolutionplanπforacontingentplanningtaskΠisanaction-observationtree
wherethenodesofthetreecorrespondtoobservationsandactionsofthecurrent
stateoftheenvironmentandtheleafsofthetreecorrespondtothepossiblebelief
goalstates.Finaly,thecomplexityofContingentPlanningisincreasedwhenaction
outcomesareprobabilistic.InthiscaseiscaledContingentProbabilisticPlanning.
2.5.2 TheRepresentationLanguage
Thereis notastandardrepresentationlanguagefor Contingent Planning.
Commonly,eachcontingentplannerdeﬁnesitsownrepresentationlanguage,so
diﬀerentlanguageshavebeendeﬁnedtorepresenttheconceptual modelof
ContingentPlanning.
2.5.2.1 PDDL
AnextensionofPDDL2.1wasproposed(BonetandGeﬀner,2000b)whichincludes
sensingactions.Sensingactionsareplanningactionswitheﬀectswhichgenerate
someinformationobservedfromthecurrentstate.Besides,thislanguagesupports
non-deterministiceﬀects,probabilisticliteralsintheinitialstate,literaldisjunctions
intheinitialstateandmarkovianrewards.
2.5.2.2 NPDDL
TheNon-deterministicPlanningDomainDeﬁnitionLanguage(NPDDL)(Bertoli
etal.,2003)isarepresentationlanguagethatextendsPDDL2.1alowingusersto
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describeplanningtasksinnon-determinismenvironments.Thislanguagesupports
somefeatures:
•Incompleteinformationintheinitialstatesischaracterizedbydescribing
thesetof possibleinitialstates usingtheunknown andtheoneof
statements(Younesetal.,2005).
•Non-deterministicactions.Theseactionsarecharacterizedbyintroducing
severalpossibleoutcomesusingtheunknownandtheoneofstatements.
•PartialObservabilityisexpressedbyintroducingobservablevariablesand
observations.Anobservablevariableisavariablewhosevalueisobserved
continuouslyduringplanning. Anobservationisasensingactionovera
variablevwhichischaracterizedbyabooleanformulaovervandthedomain
ofvaluesofv.
2.5.3 TheAlgorithms
TherearediﬀerenttechniquesusedtogenerateaplaninContingentPlanning:(1)
extendingdeterministicplanningfordealingwithcontingencies;and(2)compiling
thecontingentplanningtaskintoanotherrepresentation.
2.5.3.1 Approachesbasedonextendingdeterministicplanning
Theﬁrstapproachattemptstosolvecontingentplanningtasksextendingtheideas
appliedoverclassicalplanningalowingsensingactions.TheConditionalNon-Linear
Planner(CNLP)(PeotandSmith,1992)isaconditionalversionoftheSystematic
NonlinearPlanner(SNLP)(McAlesterandRosenblitt,1991)thatincludessensing
actions.Thisplanningsystemrepresentsuncertaininformationaboutsomeliterals
usingthespecialpredicateunknown.Sensingactionsareusedtoknowifunknown
literalsaretrueorfalseduringexecutionwhenthelackofinformationcanprevent
ittoachievethegoals.
OtherapproacheslikeSensoryGRAPHPLAN(SGP)(Weldetal.,1998)extends
theplanninggraphstructuretohandlesensingactions.Thisplanningsystembuilds
anindividualplanninggraphforeachpossiblestateoftheenvironmentmaintaining
theoriginalstructurebasedonpropositionsandactionslayers.Observationactions
arerepresentedasactionswithoutpreconditionsandsensingeﬀects.Thiskindof
actionscorrespondstoprimitiveobservationsthatreturninformationaboutone
literaldeﬁningiftheliteralistrueorfalseaftertheexecutionoftheobservation
action.
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2.5.3.2 Approachesbasedontranslatingtoanotherrepresentation
Anotherwaytosolveacontingentplanningtaskconsistsoncompilingthetaskinto
anotherformofproblemsolving.Themostcommonmethodtranslatesacontingent
planningtaskintoafuly-observablenon-deterministicplanningtasktransforming
thesensingactionsintoasetofnon-deterministicactions(Alboreetal.,2007).
2.6 Discussion
Aplanningtaskcanbemodeledasasearchprobleminadirectedgraph,where
nodesrepresentthediﬀerentstatesofthesearchspaceandedgesrepresent
theactions whichdeﬁnethetransitionsbetweenthediﬀerentstates.States
arerepresentedasasetofvariables(logicornumerical),andactionsare
representedasoperationsthatchangethevariables’value,intermsofpre-conditions
andpost-conditions. Diﬀerentplanningparadigms(classical,probabilisticand
non-deterministic)canbedeﬁneddependingonhowthisinformationismodeled
andextractedfromtheenvironment.
Ononehand,classicalplanningsystemsaredeterministicandfulinformationon
theinitialstateisassumed.Thismeansthatthestateoftheenvironmentisalways
perfectlyknown(fulobservability)andtheactionexecutionalwaysyieldstothe
expectedstate(determinism).Theseunrealisticassumptionsweredeﬁnedinorder
todecreasethecomplexityofﬁndingasolutionofaplanningtask.Theﬁrstplanning
systemssuchasSTRIPS(Fikesand Nilsson,1971)performedanexhaustive
depth-ﬁrstsearchalgorithmwithanyguidancewhichjustalowthemtosolvesimple
lineartasks.Inthenextyears,someimportantcontributionssuchastheplanning
graphframework(BlumandFurst,1995),heuristicsearch(BonetandGeﬀner,2001;
HoﬀmannandNebel,2001)andthediﬀerentheuristicfunctions(Helmertetal.,
2007;Richterand Westphal,2008)increasedthepowerfulofclassicalplanning
systems.However,theseassumptiondonotholdanymoreinandynamicand
stochasticenvironmentwherethesystemhastodealwithincompleteinformation,
becausetheworldispartialyobservableandnon-deterministic.
Ontheotherhand,probabilistic,conformantandcontigentplanningsystems
arenon-deterministicandpartialinformationabouttheenvironment,including
theinitialstate,isassumed.This meansthatthestateoftheenvironmentis
partialyknownandtheeﬀectsoftheactionsarenotdeterministicgenerating
diﬀerentoutcomes.Severalapproacheshavebeendevelopedincludingsensing
actions(Alboreetal.,2007)andnon-deterministiceﬀects withincomplete
informationabouttheinitialstate(PalaciosandGeﬀner,2007; Wuetal.,2011).
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However,theseapproachesrequirefulinformationaboutthedynamicsofthe
environmentwhichiscommonlyunknownorcannotbeeasilymodeled.
Ingeneral,ifwearetryingtosolveaplanningtaskinastochasticanddynamic
environment(real-worldenvironment)itisnotpossibletocapturefulinformation
abouttheenvironmenttogenerateaperfectplanofactions.Thereareahuge
numberofcontingenceswhichareunknownaprioriandmightbedetectedduring
theexecutionoftheplan.Thisimplieschangesintheactionsmodeland/orthe
informationabouttheenvironmentwhichinturnpreventstheexecutionoftherest
oftheplan.
3
ABSTRACTIONSINAUTOMATEDPLANNING
Theabilityofabstractionisoneofthemostimportantfeaturesofthehumanbrain
relatedtothecapabilitiesofperception,conceptualizationandreasoning.Human
reasoningprocessesperformssimpliﬁcationsabouttheenvironmentinordertosolve
complextaskswhicharisefromtheinteractionwiththeenvironment.Thediﬀerent
approachestoabstraction,developedinAI,commonlyconsideranabstractionasa
relationbetweenacomplextask,whichisrepresentedinaspeciﬁcformalism,and
asimpletaskanditsownrepresentation.Thissimplertaskisgeneratedusinga
bidirectionalmappingfunctionthatmapsthecomplextaskfromtheoriginalspace
ofrepresentationtoanabstractspacewhichissmalerthantheoriginal.Inthis
thesis,wefocusindeployingabstractionsoverAPinordertosimplifythestructure
oftheplanningtaskdecreasingthecomplexityofthesearchprocess.
In this chapter, we review the state of the artinabstractions for
domain-independentplanningfromtwoperspectives.Theﬁrstoneisbasedon
buildingabstractionswhichchangethestructureoftheplanningtask;andthe
secondoneisbasedonbuildingabstractionheuristicstoguidesearchalgorithms.
Inbothcases,weexplainthediﬀerenttheoreticaldeﬁnitionsofabstractionandthe
diﬀerentmethodsdevelopedtobuildthem.
3.1 Introduction
Theﬁrstplanningsystems(NewelandSimon,1972)performedgoalregressionin
thestate-spacewithoutanyunderstandingaboutwhatpartsofthestate-spacewere
morepromisingtoﬁndasolutionplanthatreachesthegoals.But,theprocessof
ﬁndingapathinadirectedgraphcanbehugeintermsoftimeandcomputation
resourcesdependingonboththestructureandthesizeofthegraph.
Atechniquewhichhasshowntobeeﬀectivediminishingthecomplexityofplanning
tasksistouseabstractionsinordertohelpfocusthesearchinthemostpromising
partsofthesearch-space.Inthiscontext,anabstractioncanbedeﬁnedasa
surjectivefunctionthattransformsaplanningtaskintoanothersimplerone,
wheresomedetailsaboutthestructureofthestate-spaceofthetaskareignored
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orremoved.Asdescribedbelow,thestate-spaceofaplanningtaskisrepresented
asadirectedgraphwhosenodesrepresentthestates,andwhoseedgesrepresent
thetransitions madepossiblebyeachaction.Thisrepresentationoﬀerssome
opportunitiestodeployabstractionsinordertosimplifythestructureofthe
state-space:(1)joiningsomestates;and/or(2)simplifyingthestructureofthe
actions.Then,ifanabstractionisappliedoverthestate-spaceofaplanningtask,a
newsearch-spaceisgenerated.Thisnewsearch-spaceiscommonlycaledabstract
spaceandisasimpliﬁcationoftheoriginalstate-space.
state-space
abstract-space
s0
s1
s2 s3 s4
s5
s6
s7
sa0 s
a1 sa2 s
a3
Figure11:Exampleofanabstractionappliedoverasimpleplanningtask.
Figure11showsthestate-spaceofasimpleplanningtaskandtheabstractspace
generatedafteranabstractionoverthestructureofthestateshasbeenapplied.In
thisexampletheoriginalstate-spaceiscomposedto8statesand10actions,which
arereducedto4statesand3actions.Inthisexample,thestatess0ands1are
joinedtocreateanewabstractstatecaledsa0.Inthiscase,theabstractionnot
onlyreducesthenumberofstatesofthestate-space,italsodecreasesthenumber
oforiginalactionswhichcanbeappliedoverthenewabstractstates.Then,itis
possibletobuildtwotypesofabstractionsoverAutomatedPlanning:
•Abstractionsoverthestates:Thiskindofabstractionbuildsanewstate-space
composedofabstractstates.Thenewstatesarebuiltbycompositionsofthe
statesoftheoriginalstate-space.
•Abstractionsovertheactions:Thiskindofabstractionincludessomechanges
intheoriginalstate-space.Thesechangesconsistsonnewabstractactions
whichmodifythestructureofthegraphbychangingtheconnectionsbetween
thestates.
AbstractionsonAutomatedPlanningareusualydonebyﬁrstsolvingaplanning
taskdeﬁnedinanabstractspaceandthenusingtheabstractsolutiontoguidethe
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searchprocesssolvingtheoriginaltask.Inorderforanabstractiontobeuseful,
theabstracttaskshouldbeeasiertosolveandthetotaltimespentshouldbeless
thanwithoutusingtheabstraction.Thiscouldbeconsideredthemostimportant
requirementtobuildgoodabstractions,neverthelessithasturnedoutverydiﬃcult
toachieveinpractice.
Multipleabstraction-basedalgorithmshavebeendeﬁneddependingontwo
importantaspects:(1)whatkindoftransformationsmustbeappliedtotheoriginal
planningtaskand(2)howwecanusetheabstractplanningtaskortheabstract
solutiontosolvetheoriginaltask.Thesealgorithmshavebeenusedsuccessfulyin
twodiﬀerentways:(1)decreasingthecomplexityofthesearchprocessmodifying
thestructureofthestate-spaceoftheplanningtasktosolveitincrementaly;or
(2)generatingdomain-independentheuristicswhichareusedtoguidethesearch
processintheoriginalstate-space.
3.2 Abstractionsoverthestate-space
Asdescribedbelow,thestate-spaceofaplanningtaskisrepresentedasadirected
graph.Inthiscontext,anabstractionoverthestate-spaceappliesatransformation
functionthatgeneratesasimplerversionoftheoriginalstate-space(abstractspace).
Commonly,theabstractspaceisbuiltusingabstractionsovertheactionswhere
someaspectsaboutactions’structureisrelaxed.Then,thesetofactionsusedto
builttheabstractspaceiscomposedofbothoriginalactionsandabstractactions.
Thiskindofabstractionchangesthestructureandthesizeofthestatespace:
(1)includingnewtransitionsbetweenstateswhicharegeneratedbynewabstract
actions;and(2)pruningsomepartsofthestate-spacewhicharenotachievedusing
thenewsetofactionsand/orcombiningsomestatesgeneratingnewones.
Themostcommontechniquesbasedonapplyingabstractionsoverthestate-space
generatesahierarchicalrepresentationofdiﬀerentstate-spaceswheretheground
levelcorrespondstotheoriginalstate-spaceandtherestofthelevelsofthe
hierarchycorrespondtoabstractspaceswhichcommonlyaresortedindescending
orderofsizeorcomplexity.Thisrepresentationisusedtosolvetheplanningtask
startingwiththemostabstractspaceinthehierarchyandsolvingit,andthenthe
abstractsolutionisreﬁnedthroughsuccessivelymoredetailedabstractlevelsuntil
theoriginaltaskissolved.Thistechniquehasbeensuccessfulyusedindiﬀerent
planningsystems,someofthemaredescribednext.
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3.2.1 GeneralProblemSolving
GeneralProblemSolver(GPS)(NewelandSimon,1972)isconsideredoneofthe
ﬁrstplanningsystems.Thisplannerimplementsahierarchicalalgorithmtosolve
planningtasksusinganabstractionsofthestate-space.Thisplannerreceivesas
inputaplanningtaskandanabstractionofthestate-space.Then,GPSmapsthe
originaltaskintotheabstractspacegeneratinganabstractplanningtaskwhich
issolved.Thesolutionoftheabstracttaskisusedtoguidethesearchprocess
intheoriginalstate-spacetogenerateasolution.Thisplannerprovidedtheﬁrst
automateduseofabstractionoverthestate-space,buttheabstractionwasbuilt
manualybyanexpert.
3.2.2 AbstractionsforSTRIPS
ABstractionforSTRIPS(ABSTRIPS)(Sacerdoti,1972)wasaplanningsystem
thatusesabstractionsmodifyingthestructureofthesearchspace.Thisapproach
extendedthe workof Newel andSimonon GPS(Simonand Newel,1969)
combiningabstractionswithSTRIPS(Fikesand Nilsson,1971)togeneratea
hierarchyofabstractionsdecreasingthecomplexityofsolvingtheplanningtask.
ABSTRIPSintroducedtheconceptofabstractionspaces,whicharegeneratedby
removingpredicatesofthepreconditionsfromtheactionsoftheoriginalplanning
task.Anabstractionspaceisareducedversionspaceoftheoriginaltaskspacein
whichasingleabstractstatecorrespondstooneormorestatesintheoriginaltask
space.Severallevelsofabstractions(abstractionspaces)aregeneratedformingan
abstractionhierarchy.Abstractionslevelsaredeﬁnedbyassigningcriticalitiesto
predicates.Criticalitiesarenaturalnumbersthatindicatehowdiﬃcultistoachieve
aspeciﬁcliteralandareusedtodeﬁnetheorderinwhichliteralsareremovedto
buildthediﬀerentabstractionspaces.
Thisapproachiscomposedoftwophases:theﬁrstphasedeﬁnesthestructureof
thehierarchyofabstractionsandhowtheyarebuilt.Apredetermined(partial)
orderingofalthepredicatesthatdescribethedomainisdeﬁnedmanualy.This
setofpredicatesdeterminetheorderinwhichtheliteralsofthepreconditionsare
analyzedbythealgorithmthatdeterminesthecriticalitiesofeachpredicate.This
algorithmiscomposedoftwosteps:(1)theﬁrststepassignsacriticalityoftwoplus
themaximumvalueinthepartialordertoeachliteralwhichcannotbechangedby
anyoperator.Thismeansthattheoperatorisstatic.(2)thesecondstepanalyzes
eachliteralaccordingtothepartialorderingdeﬁnedinitialy.Ifashortplancouldbe
computedtoachievetheliteralfromastateinwhichalpreviouslyanalyzedliterals
wereassumedtobetrue,thenthecriticalityoftheliteralisassignedequaltoitsrank
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inthepartialordering.But,ifnoshortplanisfound,thecriticalityoftheliteralis
assignedgreaterthanthehighestrankinthepartialorder.Thesecondphaseuses
theabstractionshierarchytogenerateasolution.First,anabstractplanisfound
thatsatisﬁesonlythepreconditionsoftheoperatorswiththehighestcriticality
values.Theabstractplanisthenreﬁnedbyconsideringthepreconditionsatthe
nextlevelofcriticalityandinsertingstepsintothehierarchicalproblemsolving
usingabstractspacesuntiltheoriginalproblemissolvedinthegroundlevel.
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Figure12:Hierarchicalrepresentationofthestatespace.
Figure12showsanexampleofaplanningtaskwheretheabstractionspacesare
arrangedinahierarchy.Thegroundlevelcorrespondstothestructureoftheoriginal
taskandtherestlevelscorrespondwithdiﬀerentlevelofabstractionwherethelast
levelrepresentsthemostabstractstatespace.Inthisexample,thestate-spaceis
reducedineachlevelofthehierarchy.Thestatesofthestate-spaceareindirectly
combinedbetweenthemgeneratingabstractstatesaccordingtothepredicates
removedfromthepreconditionsoftheactionsofthepreviouslevel.Forinstance,
statess2ands3arecombinedgeneratingtheabstractstates11intheLevel1.This
stateiscombinedagainwiththestates12generatingatheabstractstates21inthe
Level2.
3.2.3 Alpine
Alpine(Knoblocketal.,1991)isasystemthatbuildsautomaticalyabstractions
basedontheinteractionsbetweenliterals,whicharepartofthepreconditionsofthe
operators.Thegenerationprocessusestheoperatorsand,optionaly,thegoalsof
theplanningtaskanditproducesanorderedabstractionhierarchy.Thegeneration
processpartitionstheliteralsofthedomainindiﬀerentclassesandordersthem
accordingtotheinteractionsamongthem.Literalswhicharedeﬁnedinonelevel
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cannotinteractwiththeliteralsinhigherabstractlevels.Thisordersetisusedto
generateanorderedsetofabstractionspaces,wherethehighestlevelinthehierarchy
isthemostabstractoneandthelowestlevelisthemostdetailedone.Thishierarchy
isusedinthehierarchicalversionofProdigy(Carboneletal.,1991).
TherearesomeimportantdiﬀerencesbetweentheabstractionsgeneratedbyAlpine
andABSTRIPS:(1)Alpinegeneratesabstractionshierarchiesusingonlytheinitial
taskdeﬁnition,whileABSTRIPSrequiresaninitialorderofalpredicatestoform
theabstractions;(2)Alpinegeneratesabstractionsforaspeciﬁcproblem,and
ABSTRIPSbuildsasingleabstractionshierarchyforanentiredomain;and(3)
Alpinegeneratesanabstractionoftheoriginaltaskspaceforeachlevel,while
ABSTRIPSgeneratesaglobalrelaxedmodel.
3.3 Abstractionsovertheheuristicfunction
Heuristicsfunctionsareawayofrankingasetofnodesinorderofdeﬁnetheirquality
andchoosewhatthebestsuccessoristoexplorethestate-spaceofaplanningtask.
Theyare modeledasafunctionhthatreturnsanumberforeachnodeofthe
state-space,whichisusedtoestimatethedistancefromastatestoagoalstateg.
Heuristicfunctionsareusualyobtainedbysolvingarelaxedorabstractversionof
theoriginaltask,whichisasimplerthantheoriginalonerelaxingsomeelements
ofthetaskdescription(Pearl,1984).
3.3.1 Deleterelaxation
TheFFheuristic(Hoﬀmannand Nebel,2001),hFF,isadomainindependent
heuristicfunctionderivedasthecostoftheplanofarelaxedproblem.Theplanning
problemrelaxationconsistsonignoringthedeletelistofalactionsandextracting
asolutionusingaGraphplan-stylealgorithm(BlumandFurst,1995).Thenumber
ofactionsintherelaxedsolutionisusedasagoaldistanceestimate.Therelaxation
canbeconsideredasanabstraction.Theprocessofcreatingagraphofthesearch
spacewheredeletelistsareignoredforeachactionisasimpliﬁcationoftheoriginal
problemdecreasingthecomplexityoftheplangenerationprocess.
3.3.2 PatternDatabases
APatternDatabase(PDB)isasetofpatterns,whereeachpatternisapair.The
ﬁrstcomponentisapartial(abstract)speciﬁcationofastateoftheproblemand
thesecondcomponentisthecostofsolvingtheabstractproblemderivedfromthe
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originaloneusingasinitialstatethepartialstate.Thesewereoriginalydeﬁnedto
improvethesearcheﬃciencyoftheA∗algorithmdecreasingthenumberofexpanded
nodesinthesliding-tilespuzzle(CulbersonandSchaeﬀer,1998).After,PDBswere
usedinAP(Edelkamp,2001)tostorethecostofsolvingabstracttasksderived
fromtheoriginalplanningtask.Inthiscase,patternsarecomposedofabstract
stateandthecostofsolvinganabstracttaskstartingfromtheabstractstate.This
costisalowerboundonthecorrespondingcostinthestatespaceoftheoriginal
planningtask.
PDBsareformalydeﬁnedinAPusingaMulti-ValuedFormalization(Deﬁnition4)
whereabstractionsarebuiltbymeansofaprojectionoftheoriginalplanningtask
overasubsetofvariables.
Deﬁnition8.(Projection(Helmertetal.,2007))Aprojectionoftheplanningtask
Πoverasetofvariablesυ∈Visdeﬁnedbyrestrictingtheinitialstate,goals
andpreconditions/eﬀectsoftheoperatorstoυ.Inotherwords,aprojectionisan
abstractionα,sothattwostatess1ands2areequivalentifandonlyiftheyare
agreeonthevalueofvariablesinυ,i.e.s1∼αs2ifandonlyifs1[v]=s2[v]∀v∈υ.
3.3.3 Merge-and-Shrink
TheMerge-and-Shrink(M&S)isatechniquethatgeneratesabstractionspacesthat
aredirectlyassociatedwiththevariablesoftheplanningtask.M&Swasoriginaly
proposedinthecontextofModelChecking(Drägeretal.,2006;Drägeretal.,2009)
anditwasadaptedtoAP(Helmertetal.,2007).Thedeﬁnitionofthevariables
isbasedonthe Multi-ValuedFormalization(BäckströmandNebel,1993),where
eachvariableisdeﬁnedasamulti-valuedstatevariable.Theabstractstatespace
isbuiltincrementaly,startingwithasetofatomicabstractionsassociatedwith
eachindividualvariableandmergingtwoabstractions(replacingthemwiththeir
synchronizedproduct)andshrinkingthem(aggregatingpairsofstatesinone).M&S
isageneralizationofPDBs,sinceforanyPDBispossibletobuildanequivalent
M&Sabstractionbymergingtheprojectionsthatcorrespondtovariablesinthe
pattern.Variableswhicharenotinthepatternareshrunktoasingleabstract
state,sothattheabstractiondoesnotdistinguishtheirvalue,justasPDBs.This
heuristicfunctionhasbeensuccessfulyusedindiﬀerentplanningsystems(Reyna
etal.,2013;Helmertetal.,2014).
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3.4 Discussion
Inthischapter, wehavereviewedstate-of-the-artabstractionheuristicsfor
domain-independentplanningfromtwodiﬀerentperspectives.Theﬁrstoneis
relatedwithapproachesthat manipulatethestructureofthesearchspacein
ordertospeedupsearch.Someoftheseapproaches,likeABstractionforSTRIPS
(ABSTRIPS)andAlpine,showthatispossibletosolveplanningtasksdecomposing
themindiﬀerentabstractlevelsofdetailswhereeachlevelismoredetailedthan
thepreviousone.Thecomplexityofsolvinganabstractplanningtaskiscommonly
lessthantheoriginaloneiftheabstractionisconsistentwithasetofproperties
discoveredby Knoblock(Knoblocketal.,1991).Then,itispossibletobuild
detailedplansincrementalybyincludingnewpartialplanbetweentheactionsof
thepreviousabstractplan.But,itisimportanttoanalyzewhatinformationcanbe
abstracted.Choosinganincorrectabstractionselectioncanincreasethecomplexity
oftheplanningprocess.
Thesecondperspectiveisrelatedwithapproachesthatuseabstractionstobuild
moreeﬀectiveheuristicfunctionswhichareusedtoguidesearchinordertodecrease
thecomputationaloverhead. Merge-and-shrink(M&S),whichisageneralization
ofPDBs,shownthatispossibletogenerateﬂexibleheuristicfunctionsbymeans
ofabstractions.Theseheuristicfunctionshaveshowntheircapacitytoguidethe
searchinordertosolveplanningtaskoptimaly,butthetimeneededtobuildthe
abstractionisprohibitivelylargeaccordingtothecomplexityofthetask.
Ingeneral,abstractionsoﬀerarealopportunitytodecreasethecomplexityof
planningwhichisanimportantissueinreal-worldenvironmentswhentheplanning
timetogenerateasolutionissmalandtheenvironmentcanchangeduetoexternal
agents.Inthefolowingchapterswewil makeuseofabstractionsincombination
withclassicalplanningtodecreasethecomputationaleﬀortofsolvingplanningtask
fordynamicandstochasticenvironments.
4
REAL-TIMESEARCH
Theprocessofbuildingeﬀectiveautonomoussystemsthatinteract withthe
real-worldisacornerstoneofAI.Autonomoussystemsmustconsiderarangeof
issuesincluding:(1)whatinformationcanbeobtainedabouttheenvironment;(2)
howthesystemdeliberatesaboutwhatactiontoperform;(3)howthesystemgoes
aboutexecutingitsstrategy;and(4)howmuchtimeisalowedtodeliberate.Alof
thesekeyissuesmustbeconsideredtobuildinteractiveautonomoussystemswhich
mustadapttounexpectedchangesintheenvironment,andtobeﬂexibleenough
toreactnimblyandmodifythepreviousactionswhenitmust.
Commonly,autonomoussystemsdonothavetimeenoughtocomputeacomplete
solutionbeforeperforminganactioninreal-worldscenariosduetothecomplexity
oftheproblem. Real-worldenvironmentsarecharacterizedforneedingquick
responsestooﬀerarealtimeinteractionbetweentheautonomoussystemandthe
environment.ThesetimerestrictionsareanimportantdrawbackforAutomated
Planningwherethecomplexityofsolvingareal-worldproblemusingplanning
thatencodesfulinformationaboutthecontingenciesoftheenvironmentis
EXPSPACE-complete(Littmanetal.,1998).Inthelastyears,severalapproaches
basedonheuristicsearchhavebeendevelopedtogenerateplansofactionsusing
upper-bounds(time,expandednodes,depth,etc)whichlimitsearchandactin
real-worldscenarios.
Inthischapter,wereviewthestateoftheartinReal-TimeSearchfromtwo
perspectives.TheﬁrstoneisbasedonIncrementalSearchHeuristictechniques
whichconductincrementallocalsearchincreasingthecomplexityofthesearchspace
explored;andthesecondoneisbasedonReal-TimeHeuristicSearchwhichconducts
localsearchwheretheheuristicfunctionisupdatedaccordingtotheinformation
obtainedinprevioussearches.
4.1 Introduction
Theabilityofgeneratingasolutionplaninareasonabletimeinreal-worldscenarios
isoneofthe mostimportantfacetsthatanautonomoussystem mustdisplay.
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Autonomoussystemshavetoadapttheiractions(i.e.plans)continuouslyaccording
tochangesintheworldorchangesoftheiractionmodelsoftheworld.Inthesecases,
theoriginalsetofactionsmightnolongerapplyormightnolongerbegoodfor
thenewstate.Then,anewsetofactionsmustbegenerated.But,inthesecases,
theautonomoussystemhastochooseitsactionsinalimitedamountoftimeusing
partialinformationwhichisrelatedtothecurrentstateoftheenvironment.For
instance,anautonomoussystem(i.e.arobot)cannotspendmuchtimegenerating
aplanwhenisinteractingwithahumanthatislookingforinformationabouthis
ﬂightwhichisclosetotakingoﬀ.Diﬀerentapproacheshavebeendevelopedtospeed
upthecostofgeneratingaplanusingIncrementalHeuristicSearch(Pemberton
andKorf,1994)orReal-TimeHeuristicSearch(Korf,1990;IshidaandKorf,1991).
TheseapproachesarecommonlycaledAgent-CenteredSearchalgorithms(Koenig,
1996),becauseanagentconductsalocalsearchoverasmalpartofthesearchspace
whichisclosetothecurrentstateoftheagent.
AswedescribedintheChapter1ofthisdissertation,twodeliberativeperspectives
basedonsearchcanbedeﬁnedtosolvereal-worldproblems.Ononehand,oﬀ-line
planningsystemsfocusondeﬁningmethodsthatsolveaone-timesearchproblem.
Thesesystemsgenerateafulplanofactionsfromscratchusingalgorithmslike
A∗ (Hartetal.,1968)andIDA∗ (Korf,1985)andthenactionsintheplan
areexecutedintotheenvironment.But,iftheenvironmentchanges,theplan
cannotbeexecuted.Ontheotherhand,onlineplanningsystemsinterleaves
searchandactionexecutioninordertoadaptactionstothecontingenciesofthe
environmentwhichcannotbeexpectedpreviously.Furthermore,generatingeﬀective
plansaccordingtotherestrictionsofreal-timeenvironmentsimpliesthatsearch
mustberestrictedtotheareasofthesearchspacearoundthecurrentstateby
limitingtheexplorationtime.
Thesealgorithmshavebeenusedtosolvereal-timeproblemsfromthereal-world
becausetheycancomputeapartialsetofactionsbeforeanentiresolutionisfound
adaptingittonewinformationfromtheenvironment. Manyofthesealgorithms
havebeenusedin Real-TimeStrategygames(Buro,2003; BulitkoandLee,
2006),navigationsystems(StentzandHebert,1995),controlinrobotics(Koenig,
1996; Gutmannetal.,2005)andtactical mobilerobotprototypesforurban
reconnaissance(Matthiesetal.,2002).
4.2 IncrementalHeuristicSearch
Incremental HeuristicSearch methodsarebasedonreusinginformationfrom
previoussearchestosolvemorecomplexsearchtaskspotentialyfasterthansolving
eachsearchtaskfromscratch.Commonly,thiskindofalgorithmsisusedto
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solverobotnavigationproblemsinunknownenvironmentswherethesearchtime
isboundedtooﬀerquickresponses.DynamicA∗(D∗)(Stentz,1995a)wasan
evolutionoftheA∗algorithmforReal-TimeSearch.Thisalgorithmcomputesan
initialsolutionfromthegoalstatetotheinitialstate.Then,thesolutioniseﬃciently
repairedaccordingtothechangesinthecostofthearcsduringexecution.The
repairingphaseisonlyexecutedwhennewinformationisfoundthatchangesthe
structureoftheproblem.Thealgorithmcomputesanoptimalsolutionassuming
thatalinformationcapturedateachexecutionstepiscorrect.Besides,these
approachesoﬀertheoptionofdistributingthecomputationaleﬀortbetweenthe
on-lineandoﬀ-linephases.
Dynamic A∗ introducedtheconceptofincrementalheuristicsearchsolving
navigationproblemswhosecomplexityisincreasedbychangesinthestructureofthe
graph.However,DynamicSWSF-FP(RamalingamandReps,1996)isconsidered
theﬁrstrealalgorithmforIncrementalHeuristicSearch.Thisalgorithmcomputes
shortestpathsfromasetofnodestothegoalnoderecomputingthepathswhich
haveonlychangedduringexecution.LifelongPlanningA∗(LPA∗)(Koenigetal.,
2004)combinesDynamicA∗andDynamicSWSF-FPtorepeatedlyﬁndshortest
pathsinagraph,whiletheedgecostorthestructureofthegraphchange(vertices
areaddedordeleted).ThisalgorithmstartssearchinginthesamewayasA∗.But,
thesubsequentsearchesarepotentialyfaster,becausetheyreusesomepartsof
theprevioussearchtreewhicharesimilartothenewsearchtree.Thisalgorithm
interleavessearchandactionexecutionupdatingtheprevioussolutionaccordingto
thenewinformationdiscoveredduringexecution.
Otherapproachesintroducedtheconceptofanytimesearchtoimprovethefeatures
ofIncrementalHeuristicSearch.AnytimeA∗(Likhachevetal.,2004)(ARA∗)
computesaﬁrstsolutionusingA∗withinﬂatedheuristicsandthencontinues
toimprovethesolutionreusingsearcheﬀortsfrompreviousexecutionsinsucha
waythatthesub-optimalityboundsarestilsatisﬁed.Theboundsarechanged
progressivelyastimealowstocomputeanoptimalsolutionfortheproblem.
Anytime Dynamic A∗ (Likhachevetal.,2005)isaplanningandreplanning
algorithmwhichcomputesboundedsuboptimalsolutionsinaanytimefashion
reusingprevioussearcheﬀorts. Whennewinformationabouttheenvironmentis
received,thealgorithmincrementalyrepairsitsprevioussolution.Thisalgorithm
tunesthequalityofthesolutionbasedontheavailablesearchtime(bound).
4.3 Real-timeHeuristicSearch
Real-timeSearch(RTS)methodsareaspecialtypeofagent-centeredsearchwhere
searchislimitedbyahorizon.Thesemethodsarecharacterizedfortwoproperties:
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(i)thesearchtimeperactioncanbeupper-boundedbyauser-suppliedconstant
(hencereal-time);(i)theyassociateaheuristicfunctionwitheachstate(hence
heuristic)whichisupdated(orlearned)inordertoavoidlocal minimaand/or
dead-ends. MostoftheRTSalgorithmsareimprovementsovertheReal-timeA∗
algorithm.
Real-timeA∗(Korf,1990)(RTA∗)isconsideredtheﬁrstRTSalgorithm.This
algorithmcombinesA∗and MiniMaxalgorithmswhereasolutioniscomputed
searchingfromthecurrentstatetoaﬁxeddepthdeterminedbycomputational
resourcesand/ortheinformationavailableabouttheenvironment.Besides,this
algorithmadaptstheheuristicfunctiontoevaluatethenodesinsidetoperimeter
deﬁnedtothesearchfrontier.Thisalgorithminterleavestwosearchphases:(1)
asimulationphasewhichconsistsonapartialtreeexpansion(lookahead)search
inasimulatedenvironmentwhereactionsarenotactualyexecuted;and(2)an
executionphaseinwhichthebestactionfoundisexecutedinthereal-world.After
eachexecutionphaseanewsimulationphaseisperformedusingthenewcurrent
state.
LearningReal-timeA∗(Korf,1990)(LRTA∗)wasanevolutionoftheprevious
algorithm.ThisalgorithmperformsaniterativeexecutionoftheRTA∗searchwith
anupdatingruletoenablethealgorithmtolearnfrompreviousruns.Theupdate
ruleisbasedonchangingtheheuristicvalueofthecurrentstateonlywithrespect
toitsimmediateneighborhoods.AvariationoftheLRTA∗algorithm(Ishidaand
Korf,1991)wasdevelopedtoavoidthelocalminimaoftheheuristicfunctionused
(heuristicdepressions).ThisvariationranalimitedA∗searchwhenaheuristic
depressionwasdetectedandthenusedtheresultsoftheA∗searchtocorrectthe
depressionatonce.
Inthefolowingyears,ShimboandIshida(ShimboandIshida,2003)introduced
variationsonLRTA∗ for boundingtheamountofstatespaceexploration.
LRTA∗(k)(HernándezandMeseguer,2005)isanalgorithmbasedonLRTA∗with
adiﬀerentupdatingstrategy.Thisalgorithmupdatestheheuristicvalueofk
statesperiterationfolowingaboundedpropagationstrategy.Bulitko(Bulitkoand
Lee,2006)developedathree-parameterframework(namedLRTS)whichdeploys
diﬀerentLearningRTSalgorithmstunningthreeparameters.
4.4 Discussion
Inthischapter,wehavereviewedthestate-of-the-artinreal-timesearchfrom
twodiﬀerentperspectives.Theﬁrstoneisrelatedwithapproachesthatconduct
anincrementalheuristiclocalsearchreusinginformationfromprevioussearches.
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Thesealgorithmsarecommonlyusedtosolvenavigationproblemsinreal-time
environmentswherethestructureofthesearchspacechangesduringexecution.
Thesealgorithmshaveshowntobeeﬀectiveinreal-timeenvironmentsdecreasing
thesearchtime,buttheycannotguaranteeaconstanttimeboundonsearchtime
peractionexecution.Dependingonthechangesintheenvironment,thistimecan
behuge.Thisisanimportantdrawbackinreal-worldenvironmentswithpartial
informationwheresomechangescanmodifythecomplexityoftheproblemsavoiding
togenerateasolutionorincreasingthetimeneededtocomputeone.
Thesecondoneisrelatedwithapproachesthatconductaheuristicsearchwith
partialinformationwherethesearchtimeislimitedbyalookaheadcommonlycaled
horizon.Thehorizonguaranteesaconstanttimeboundonsearchtimeperaction
execution.However,thequalityofthesolutiondependsofthetimeboundwhich
ischosenmanualy.BesidessomeRTSapproachesdiscoverpathologicalcasesof
deeperlookaheadwhichincreasebothexecutionandplanningcosts(Bulitkoetal.,
2003).ThismeansthatchoosingagoodlookaheadinRTSisrealyimportantin
ordertoobtainabalancebetweensearchtimeandexecutioncost.
Ingeneral,timeorcomputationalboundsalowRTSalgorithmstohandlereal-world
problems. Thisisanimportantfeatureinreal-worldenvironmentswherethe
availabletimetogenerateasolutionisoftenshort.Inthefolowingchapters,we
wiluselookaheadinclassicalplanninginordertogeneratepartialplanstoactin
dynamicandstochasticenvironments.

PartII
PREDICATEABSTRACTIONSOVERAUTOMATED
PLANNING

5
PLANNINGANDEXECUTION
Inpreviouschapters, wefocused mainlyontheproblemofplangeneration
describingthediﬀerentplanningparadigms.However,themainobjectiveofthis
thesisconsistsofusingplanningasreasoningsysteminreal-worldapplications
likerobotics,industrialapplications,aerospaceorvideo-games.Theseapplications
requirecontrolsystemswithsituatedplanningcapabilities,systemsthatinterleaves
planningandexecution, monitoringcontrol,updatingstatestrategies,failure
recovery,plansupervisionandreplanningorrepairingmechanisms.
Whenaplanthattheoreticalysolvesaplanningtaskisexecutedintheenvironment,
somediscrepanciesbetweenpredictedandobservedstatesoftheenvironment
mayoccur.Thesediscrepanciescanbecausedby:(1)newinformationaboutthe
environmentcanbediscoveredduringactionexecutionmodifyingthestructureof
theplanningtask;(2)unanticipatedexogenousactionscanchangetheenvironment;
(3)actions’executionwhichcanfailgeneratingunexpectedstateswhichinturn
preventstheexecutionoftherestoftheplan;and(4)theexecutionofthe
actionsintheplancangeneratestatesfromwhichnoplancanbesuccessfuly
executed(dead-ends).Regardlessofthecause,whenadiscrepancyisdetected
duringexecution,itbringsintoquestionwhethertheplanbeingexecutedremains
validormustbechanged.
Thischapterdescribestheconceptof Planningand Execution,thediﬀerent
techniquesforplangenerationandvalidationandsomeofthe mostimportant
architecturesbasedonAutomatedPlanning.Next,itpresentsadetaileddescription
oftheLightPlanning,Execution,LEarningArchitecture(LPELEA)whichhasbeen
developedtoperformtheempiricalevaluationofthisthesis.Finaly,itshowsthe
diﬀerentmethodsusedtoconducttheempiricalevaluationofthisthesisdescribing
thedomains,themetricsandthediﬀerentplanners.
5.1 Introduction
Planningandexecutionconsistsofgeneratingaplanandexecutingitinareal-world
environment.Thismeansthattheplanningandexecutionsystemmusthandlethe
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complexityofthereal-worldtosolvetheplanningtask.Firstplanningsystems
werenotabletohandlethecomplexitythatimpliesexecutingaplanofactionsina
real-worldenvironment.Inordertohandlethiskindofproblemssomeassumptions
weremadetosimplifythecomplexityoftheplanningprocessomittingtheexecution
process.Theseassumptionsarerelatedtotherepresentationoftheenvironment,the
actionsandthegoals.
•Assumptionsabouttheenvironment.Therearetwoassumptionsrelated
totherepresentationoftheenvironmentandhowtheinformationabout
itisobserved.Themostcommonandunrealisticsimpliﬁcationconsistsof
assumingthattheplanningsystemhasfulknowledgeaboutthestateof
theworld.Thismeansthattheplanningsystemhasfulinformationabout
theenvironment.However,real-worldenvironmentsarecomplexanddiﬃcult
tomodel.Inthesecases,theplanningsystemmustgenerateaplanusing
partialinformationwhichisunknownapriorior mustbeobtainedusing
theavailablesensors.Thesecondoneconsistsofconsideringtheworldas
static. Aworldisconsideredstaticwhenonlytheactionexecutioncan
changetheenvironment(Velosoetal.,1998a).But,thereisawidenumber
ofexogenousevents(uncontroledagents,people,environmentalevents,etc)
whichcanchangetheenvironmentwhenaplanisexecutedinareal-world
environment(NareyekandSandholm,2003).Theseunpredictablechanges
mustbedetectedusingmonitoringmechanismsandincludedintheplanning
modeltogenerateanewplanwhichconsidersthenewinformationaboutthe
environment.Thesemonitoringmechanismsaredescribedinsection5.1.2.
•Assumptionsabouttheactionexecution.Theseassumptionsarerelated
tothestructureoftheactionsandhowtheyareexecutedintheenvironment.
Theﬁrstoneconsistsofconsideringthatactionsaredeterministic.Thismeans
thattheeﬀectsoftheactionsarealwaysknownandpredictableandthe
executionoftheactiononlydependsonthecurrentstate.However,thisisan
unrealisticsimpliﬁcationinreal-worldscenarioswhenactionexecutionmay
generatediﬀerentoutcomeswhichcannotbepredictedfortheplanningsystem.
Thissigniﬁesthataction’sexecution mustbecontroledusing monitoring
mechanismwhichcananalyzetheresultoftheactionexecution(Blythe,1994).
Thesecondoneconsidersthattheexecutionoftheactionisimmediate.But,
thissimpliﬁcationcanbeaprobleminsituationswheresomeresourcesare
onlyavailableincertaintimeintervals(Coddingtonetal.,2001;Mausamand
Weld, 2008)ortheresource-usageimpactsonthefeasibilityoftheplan(Coles
andColes,2012).Inreal-worldscenariostheactionexecutiontimedependson
diﬀerentfactorsrelatedtotheenvironmentwhichmustbecontroled.Actions
executionmustbemonitoredtodetectfailuresduringexecutionorexcessive
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executiontimegeneratinganewsolutionaccordingtothenewinformation
sensedfromtheenvironment.
•Assumptionsaboutthegoals.Theobjectiveofaplanningtaskisdeﬁned
asasetofgoalswhich mustbeachieved.However,planningsystemsdo
nothaveconsiderationsaboutwhathappensifanyofthesegoalscannot
beachievedorifmoreinformationisneededabouttheenvironmenttoreach
theplanningtask.Planningsystemsassumethattheobjectivesarestatic
andcanchangeduringtheexecutionprocess.Onmanyoccasionsgoalscan
changeduringexecutionornewgoalscanbediscoveredaccordingtothe
unpredictablechangesoftheenvironment(HaighandVeloso,1996).
Mostoftheseassumptionshavebeenrelaxedbynewplanningparadigms
(probabilistic,contingent,conformant,temporal,etc)whichtrytohandlesome
aspectsofthereal-worldenvironments. But,these paradigmsincreasethe
complexityoftheplanningprocessandalsoincludenewassumptionsrelatedtothe
knowledgeabouttheenvironmentwhichmustbeusedtomodelrealisticplanning
tasks.Forinstance,Probabilisticplanningintroducesstochasticeﬀectswhichimply
anaccurateknowledgeaboutthedynamicsoftheenvironmentwhichinreal-world
domainsisimpossibletoacquireexceptforsmaltasks(Zettlemoyeretal.,2005).
Ingeneral, manypracticalapproachesofplanningandexecutionarebasedon
usingclassicalplanningcombinedwithmonitoringandexecutionmechanismswhich
removepartialysomeoftheseassumptionswithoutincreasingthecomplexityof
theplanningmodel.Infact,theﬁrstworkthatcombinedplanningandexecution
inareal-worldenvironmentwasbasedinclassicalplanning.Thisapproach(Fikes
etal.,1972)wasdevelopedtocontroltherobotShakey(seeFigure13).Thisrobot
isconsideredtheﬁrstgeneral-purposemobilerobottobeabletoreasonaboutits
ownactions.Itwascomposedofatelevisioncamera,agroupofcontactsensorsand
sonarrangeﬁnderstoobtaininformationabouttheenvironmentandadrivemotor
tomovearounddiﬀerentrooms.Thereasoningsystemwasabasicplanningand
executionarchitecturewhichusedSTRIPS(FikesandNilsson,1971)togeneratea
planandPLANEX(Fikes,1971)tovalidatetheplanaccordingtotheinformation
oftheenvironmentwhichisobtainedbythesensors.
Thisﬁrstapproachwasthestartingpointfornewcontrolsystemsbasedonplanning.
Thesecontrolsystemscanbedividedintwotrends(oﬀ-lineandsituatedoron-line
planning)dependingofwhatinformationisknownabouttheenvironmentandhow
thisinformationisusedtogenerateasolutionplan.
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Figure13:Shakey:theﬁrstgeneral-purposemobilerobot(Thisimageislicensedunderthe
CreativeCommonsAttribution-ShareAlike3.0Unported(wikipedia)).
Ononehand,ifwehavefulinformationaboutthedynamicsoftheenvironment
(accuratemodeloftheactuatorsofarobot,failureprobabilitiesofactions,accuracy
modelsofsensors,contingenciesoftheenvironment,...),wecandeﬁneadomain
modelwithprobabilisticinformation(suchasinPPDDLorRDDL)and/orwith
non-deterministicinformation(suchasinPDDL+contingenciesorNPDDL).In
thiscase,wecanproceedindiﬀerentways:(1)generatingaconditionalplan(Peot
andSmith,1992;Draperetal.,1994)thattakesintoaccountalpossiblestates;
(2)buildingapolicybysolvingan MDP(HansenandZilberstein,2001;Bonet
andGeﬀner,2003);orcomputingaconformantplan(BryceandKambhampati,
2004).Theseplanningsystemhavebeenusedtobuildcontrolsystemswhichare
oftencomposedoftwomodules:(1)aplanningmodulewhichgeneratesonlyone
solutionplanfromscratchbeforetheexecution(Washington,1995)byusinga
non-deterministicplanningsystem(probabilistic,conformant,contingent,...);and
(2)anexecution modulewhichexecutesthesolutionplanintheenvironment.
Thesecontrolsystemsarecaledoﬀ-lineplanningsystems,becausetheygenerate
onlyoneplanbeforetheexecutionwithouttakingintoaccountthechangesin
theenvironment.Thisisanimportantdrawback,becausetheyneedaccurate
informationaboutthedynamicsoftheenvironment whichisnotpossiblein
real-worldscenarios.
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Ontheotherhand,ifwedonothavefulinformationaboutthedynamicsof
theenvironment,wecandeﬁneabasicdomainmodelwithdeterministicactions
whichcanincludeactioncostand/ortemporalconstraints.Inthiscase,wecan
generateadeterministicsolutionplanwhichisexecutedintheenvironmentuntil
anunexpectedstateisdetected.Then,anewplaniscomputedincludingthe
informationobtainedfromtheenvironment.Thecontrolsystemswhichfolowthis
schemearecaledonlineplanningsystems,becausetheyadapttothecontingencies
oftheenvironmentgeneratinganewsolution. Mostofthecontrolsystemsbased
onthistrenddeployacontrolarchitecturethatincludeplanning,monitoring,and
execution.Thesimplestcontrolsystemthatcanbedeﬁnedtointerleaveplanning
andexecution(seeFigure14)iscomposedofthreemainmodules:
Planning
Monitoring
Execution
Environment
Controlsystem
Problem
Domain
task
plan actionai
statesi
action
state
Figure14:Exampleofabasicplanningandexecutioncontrolsystem
•Theplanningmodulegeneratesaplanthatsolvesaspeciﬁcplanningtask.
Thesimplestsolutionconsistsofusingaplanningsystemwithadeterministic
actionmodelthatissimpleandincomplete.Diﬀerentmonitoringmechanisms
aredescribedinsection5.1.1.
•Theexecutionmodulewhichisasensor-actuatorsystem.Thismodulereceives
informationfromtheenvironmentusingthesensorsandexecutestheactions
oftheplanusingtheactuators.
•The monitoring modulecontrolstheexecutionprocesssendingactionsto
theexecutionmoduleandobservingtheresultofeachone,analyzingifan
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unexpectedstatehasbeenobservedanddecidingwhetherexecutionshould
proceed,oritshouldgenerateanewplanofactions.The mostcommon
monitoringmechanismsaredescribedinsection5.1.2.
5.1.1 Plangenerationstrategies
Inthisthesis,wefocusonon-lineplanningsystemswhichinterleaveplanninga
executioninordertousetheinformationobtainedfromtheenvironmenttoadapt
tothecontingenciesthatappearduringexecution.Thisprocesscanbeperformed
usingaplangeneration mechanism(replanning,repairing,computationorplan
reuseandcase-basereasoning).Alofthesemechanismsproceedbytryingtoadapt
thepreviousplantothecontingenciesdetectedwiththehopethatsuchadaptation
wildecreasesearchtimeholdingtheplanquality.However,givenanunexpected
statewhichgeneratesasimilarproblemtothepreviousone,theadaptationprocess
doesnotguaranteeneithertosaveplanningeﬀortortoholdplanquality(Nebel
andKoehler,1995).Inspiteofthis,severalplangenerationstrategieshaveshown
tobeeﬀectivedecreasingplanningeﬀortinmanysituations:
•Replanning:Thisstrategygeneratesanewplanfromscratchusingthenew
informationobtainedfromtheenvironmentduringexecution(Yoonetal.,
2007).
•Repairing:Thisstrategyconsistsofmodifyingthepreviousplanbyremoving
obstructingactionsfromtheplanand/oraddingactionstoachievethegoals.
OneoftheﬁrstapproacheswasdevelopedintheSystemforInteractive
PlanningandExecution(SIPE-2)(Wilkins,1990)wheresomesub-plansare
removedfromtheoriginalplantoreplacethembybetterones.Morerecently,
therepairingsystemLS-ADJUST-PLAN(GereviniandSerina,2000)uses
twolocalsearchalgorithms:(1)theﬁrstonetoanalyzetheinconsistenciesof
theplan;and(2)thesecondonetosearchonasub-graphoftheplanningtask
torepairtheplanaccordingtothenewstateoftheworld.Anotherapproach
forplanrepairwasincludedinSimPlanner(Onaindiaetal.,2001)whichuses
heuristicsearchtoﬁndwhatpartofthepreviousplanisvalidandcanbeused
tobuildanewplan.Ingeneral,repairingtechniquesarefasterthatreplanning
techniques,buttheydependontheplanningsystemthatisusedtogenerate
theﬁrstplanfromscratch.Ifthisﬁrstplancannotbegenerated,therepairing
systemcannotbeusedtorepairtheplanduringexecution.
•Computationreuse:Thisstrategyconsistsofusingdatastructurescomputed
duringtheﬁrstplanningprocess.TheSHERPAsystem(Koenigetal.,2002)
canbecombinedwithdiﬀerentplanningsystemstogenerateplanskeeping
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thequalityanddecreasingtheplanningtime.Thisapproachretainsthesearch
treebuiltduringthepreviousplanningepisodestodeterminehowchangesin
theenvironmentmayaﬀectthecurrentplan.
•Planreuse:Thisstrategyconsistsofusingpastsolutionstoguidethesearch
ortobuildanewplan(BorrajoandVeloso,2012).
•Case-baseReasoning(CBR):Thisstrategyconsistsofstoringinformation
aboutparticularsolutions(cases)inwhichproblemsaresuccessfulysolved.
Thesesolutionsarestoredinacase-basewhereeachsolutioniscomposed
ofaplan,theinitialstateandthegoalswhicharereachedusingthatplan.
Commonly,approachesbasedonCBRproceedbygeneratingaplanusing
atraditionalplanningsystemandexecuteseachactionintotheenvironment.
Duringexecution,ifanunexpectedstateisreachedapastsolutionisretrieved
fromthecase-baseanditisusedtosolvetheproblemortobuildamore
complexsolutionaccordingtotheinformationabouttheenvironment.There
aremanyapproachesthatusedmechanismbasedonCBR(Veloso,1993;Ihrig
andKambhampati,1997;BritanikandMarefat,2004;Borrajoetal.,2014).
5.1.2 Monitoringstrategies
Aplanmonitoringmechanismconsistsofﬁndingdiﬀerencesbetweentherealstate
oftheenvironmentandtheexpectedstateofthecontrolsystem(Giacomoetal.,
1998).Therearediﬀerenttypesofcontingencieswhichcanbedetectedduringthe
execution.
•Executionfailures:Thesecontingenciesareproducedwhenactionexecution
failsduetohardwareorsoftwarefailures.Forinstance,afailureinthe
actuatorsofarobotthatmakeitmovetoawronglocation.
•Exogeneousevents:Thesecontingenciesareproducedwhensomeinformation
abouttheenvironmentchangesduetoactionsproducedbyexternalagents
ornewinformationisdiscovered.
•Opportunities: Changesintheenvironment mightbeproducedduring
executionsuchthattheydonotpreventtheactionexecution,buttheycan
beusedtoimprovethesolution.
Diﬀerent monitoring mechanismshavebeendevelopedtocontroltheexecution
indynamicandstochasticenvironments.Ononehand,Plan Monitoring(PM)
mechanismsconsistoncheckingwhetheraremainingsub-planisstilexecutable.A
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sub-planisconsideredexecutablewhenthepreconditionsofthesub-planactions
thatwerenotestablishedbyactionsofthesub-plan,areholdingintheenvironment.
Ifthesub-plancannotbeexecuted,themonitoringmodulehastorequestanewplan
fromtheplanningmodule.ThePLANEXsystem(Fikes,1971)isconsideredthe
ﬁrstmonitoringmechanism.Thissystemwasdevelopedtomonitortheexecution
oftherobotShakey.Rational-Based monitoring(Velosoetal.,1998b)captures
informationbothabouttheplancurrentlyunderexecutionandthealternative
choicesthatwerefoundbuttheydidnotpurposed.Thisinformationisusedto
introducechangesintotheexecutionplanaccordingtotheinformationwhichis
captured.OtherPMmechanismsmonitorplanvalidityusingalgorithmsthatexploit
knowledgeabouttheenvironmentandthediﬀerentdiscrepancieswhicharedetected
duringexecution.Thesealgorithmsintroduceannotationsontheplanwhichcan
beexploitedbytheplanvalidationalgorithmtoquicklydiscernconditionsthat
arerelevanttoasituationtryingtoavoidreplanningepisodes(FritzandMcIlraith,
2007).
Ontheotherhand,ActionMonitoring(AM)mechanismsconsistonanalyzingifthe
nextactioncanbeexecuted.Anactionisconsideredexecutableifthepreconditions
oftheactionaretruewhenitisgoingtobeexecuted.Ifthepreconditionsofthe
actionsarenottrue,theplancannotbeexecutedandanewplanhastobegenerated
fromthecurrentstate.TheLivingstonsystem(WiliamsandNayak,1996)was
developedtomonitortheexecutionofareactivecontrolsystem.Thissystemuses
AMmechanismwheretheexpectedstateiscomparedwiththeobservedstate.If
somediscrepanciesaredetectedthesystemanalyzesthestatebysearchingthe
informationoftheexpectedstatewhichareconsistentwiththeobservedstate.
Then,anewsetofactionsisgeneratedusingtheHSTSplanningandscheduling
system(Muscettola,1994).AnotherwaytoimplementAMconsistsofbuildinga
probabilisticrepresentationoftheactionmodelusingaPartial-Observable MDP
(POMDP)wheresomepreconditionsaremonitored(Boutilier,2000).But,thisAM
mechanismneedsfulinformationaboutthedynamicsofthepreconditionswhich
aremonitored.
Finaly,therearesomeapproacheswhichmodify
5.2 Architectures
Thissectiondescribessomepreviouscontrolarchitecturesthathaveinﬂuencedthe
implementationofthecontrolarchitectureusedinthisthesisfortheempirical
evaluation.
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5.2.1 TaskControlArchitecture
TheTaskControlArchitecture(TCA)isoneoftheﬁrstdeliberativearchitectures
developedtocontrolautonomousrobotsthatmustworkindynamicanduncertain
environments(Simmons,1992).TCAwasdevelopedtocontrolboththeAmbler
six-leggedwalkerrobotdesignedforplanetaryexplorationbyNASAandtheXavier
robot(Simmonsetal.,1997).Thisarchitecturesupports:(i)distributedprocessing
ofthesensors;(i)hierarchicaltaskdecomposition;(ii)temporalsynchronization
ofsubtasks;(iv)executionandmonitoring;and(v)resourcesmanagement.TCAis
basedonahierarchicalrepresentationoftaskexecutioncaledtasktrees.Tasktrees
describethehierarchicalrelationshipsbetweenthediﬀerenttasksandthetemporal
constraintsamongthem.
Figure15showsthestructureofthetaskcontrolarchitecturefortheAmbler
WalkingSystem.Thisarchitectureconsistsofasetoftaskmodulesandageneral
purpose Control Central Module(CCM). Task modulescommunicateamong
thembymessagepassing.CCMcontrolsthecommunicationbetweenmodulesby
schedulingandexecutingthemessages.TheCCMcoordinatestheexecutionofthe
messagestakingintoaccounttheavailableresources(sensorsandactuators)and
thetemporalconstraintsofthetasks.Besides,thismodulemonitorsthemessages
andthetaskexecutiontopreventfailures.
Real-TimeControlerAMBLERRobot LaserScanner
Scanner
Interface
ImageQueue
Manager
LocalTerrain
Mapper
Gait
Planner
Footfal
Planner
Leg
Recovery
Planner
MessageRoutingTable
ResourceScheduler
TaskTreeHandler
CCM
Error
Recovery
Module
User
Interface
Module
Figure15:TaskControlArchitectureforAmbler WalkingSystem.
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5.2.2 LAASArchitectureforAutonomousSystem
LAAS Architecture for Autonomous System is a three-layered (3T)
architecture(Gat,1998)thatgeneratestasksplans(eachtaskiscomposed
ofasetofactions)takingintoaccounttemporalconstraints(Alamietal.,1998)
whicharecommoninreal-worldenvironments.Besides,thisarchitectureincludes
softwaretoolstoprogrammingeachlayer.Thearchitectureiscomposedofthree
layers:
1.Thelowestlayer,caledfunctionlayerconsistsofahierarchyofinterconnected
modules whichimplementactandperceptioncapabilities. Modulesare
softwareentitieswhichimplementacontrollooprelatedtoagivenresource.
Resourcesmaybephysicalorlogicalsensorsoractuators.Modulesarewritten
inGenoMlanguage,whichgeneratesstandardizedtemplatesthatsimplifythe
developmentofmodules.Besides,thisdesignmakeseachmodulehardware
independentwhichmeansthatthearchitectureisportablefromonerobotto
another.
2.Theintermediatelayer,caledexecutivelayer,controlsandcoordinatesthe
executionofthefunctionsdistributedinthe modulesaccordingtothe
taskrequirements.Thismoduleisconsideredasacommunicationinterface
betweenthedecisionandthefunctionallayerswhichselects,parameterizes
andsynchronizesdynamicalythemodulesofthefunctionallayerrelatedto
thetasksreceivedfromthedecisionlayer.ThislayeriswrittenintheKheops
languagewhichautomaticalygenerateanautomatawhichcanbeformaly
veriﬁedinordertocheckthelogicalandtemporalpropertiesofthetasks.
3.Thehighestlayer,caleddecisionlayer,consistsoftwo modules:(1)a
temporalplanner;(2)asupervisorbasedonProceduralReasoningSystem
(PRS)(Ingrandetal.,1996).Theﬁrstversionofthearchitecturestarted
usingtheIxTeTtemporalplanner(GhalabandLaruele,1994),butthis
plannerwasreplacedbytheFapetemporalplanner(Dvoraketal.,2014).The
PRSdecomposestasks,choosesalternativemethodsforachievingtasks,and
monitorsexecution.Besides,LAASarchitecturealowsformultipledecision
layers,suchasahigh-level“global mission”layerandalower-level“task”
layer.
Figure16showsthestructureoftheLAASArchitecture.Thisiscomposedofthree
layersandaninterfacetoconnectwithsensorsandactuatorsoftherobotcontroled
bythearchitecture.
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Figure16:LAASArchitectureforAutonomousSystems.
5.2.3 Teleo-ReactiveExecutive
T-REX(Teleo-ReactiveExecutive)(McGannetal., 2008a)isanarchitecture
basedontheIDEAarchitecture(Finzietal.,2004)developedtocontrol
AutonomousUnderwaterVehicles(AUV)inrealoceanographicscientistmissions.
Thisarchitectureiscomposedofdiﬀerent modulesorTele-Reactors(McGann
etal.,2008b)organizedinahierarchicalstructure,whereeachreactorsolvesa
speciﬁctask.Tele-reactorsreceivegoalstogeneratetheirbehaviour,sendgoals
tolowerlevelreactors,andreceiveobservationsfromlowerlevelreactors.Besides,
tele-reactorscanusediﬀerentplanningsystems:(1)Europawhichisatemporal
constraintsatisfactionbasedplannerthatencodestheplanningtaskinNDDL;
or(2)APSI-TRFwhichisatemporalplannerthatencodestheplanningtaskin
DDL(Borgoetal.,2014).
Figure17showsanexampleofthestructureoftheT-REXarchitecture.Asitcan
beseen,inthiscasethearchitectureiscomposedofthreemodules:tworeactors
(missionmanagerandnavigator)andafunctionallayer(vehiclecontrolsubsystem
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(VCS)).Inthiscase,VCSworksasafunctionallayerthatconnectswiththe
autonomousunderwatervehicle.Thisarchitecturedividestheplanningtaskamong
thediﬀerentreactors.
Figure17:T-REXarchitecture.
5.2.4 Planning,ExecutionandLearningArchitecture
ThePlanning,ExecutionandLearningArchitecture(PELA)(Jiménezetal.,2008)
isanarchitecturethatintegratesplanning,executionandlearningtechniques.
Thisarchitecturegeneratesaplanusingaplanner,whichcanbedeterministicor
probabilistic;executestheplanstoringtheresultassuccess,failureordead-end;and
learnsthepatternsforpredictingtheseoutcomes.Figure18showsthestructureof
thearchitecturealongwiththeintegrationofthemodules.Asitcanbeseen,PELA
hasthreecomponents:(1)aplanning modulewhichgeneratesasolutionplan;
(2)anexecutionmodulewhichexecutestheactionsinasimulatedenvironment;
and(3)alearningmodulewhichstorestheresultsoftheexecutedactions.The
planningandlearningcomponentscanbeexchangedforothersthatprovidethe
samefunctionalitywiththesameinputsandoutputs.
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Figure18:PELAarchitecture
5.2.5 Summary
Inthe previoussectionsofthischapter, we have partialyreviewedthe
state-of-the-artofplanningandexecution.First, wehavedescribedthe most
importantcomponentsofaplanningandexecutionsystemwhichincludesreactive
anddeliberativecomponents.Besides,wehaveemphasizedinthediﬀerentplan
generationandmonitoringstrategies,whichinouropinionareextremelyimportant
inplanningandexecution.Next,wehavedescribedsomeofthe mostrelevant
architecturesforplanningandexecution.
Mostofthearchitecturesdescribedinthissectionarefocusontheexecutionprocess
oﬀeringdiﬀerentfunctionalitiesrelatedtotheexecutionofconcurrentactions
ortasks,tasksynchronizationbetweendiﬀerentrobotsandtemporalexecution.
Besides manyofthesearchitectureshavenotbeendevelopedtousedplanners
basedonPDDL.Howeverinthisdissertation,wearefocusonusingplanning
systemswhichusePDDLtomodeltheenvironmentandtheactionmodel. More
precisely,weusedeterministicplanningsystemsduetothreeimportantfactors:
(1)thecomplexityofdescribingadynamicandstochasticenvironmentusingother
modelinglanguageslikePPDDLandRDDL;(2)thecomplexityofgeneratinga
solutionusingamorecomplexrepresentationwhichincludesprobabilisticand/or
non-deterministiceﬀects,sensingaction,etc;and(3)PDDLhasbecomeastandard
forcurrentplanningsystem.
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According to these reasons, we have chosen the theoretical PELEA
architecture(Quinteroetal.,2011) whichusesPDDLasthe mainlanguage
tomodeltheinputsoftheplanningsystems,theglobalandpartialstatesofthe
environmentandtheexecutionplans.Inthisthesis,wehaveimplementedanew
versionofthePELEAarchitecture,caledLigthPELEA(LPELEA)whichdeploys
someofthe modulesofthearchitectureintroducingnewalgorithmsanddata
structureswhicharedescribedinthenextsection.
5.3 Planning,ExecutionandLEarningArchitecture
Planning,ExecutionandLEarningArchitecture(PELEA)(Quinteroetal.,2011)is
atheoreticalarchitecturethatincludesdiﬀerentmoduleswhichintegrateplanning,
execution,monitoring,re-planningandlearningtechniquestosolveplanningtasks
indynamicandstochasticenvironments.Thisarchitecturehasbeendesignedin
ordertocreateahybridarchitecturewhichcombinestwoofthemostextended
controlparadigms:DeliberativeandReactive.
•TheDeliberativeparadigm,commonlycaledhigh-level,istheoldestcontrol
paradigmsusedinArtiﬁcialInteligence(Fikesetal.,1972;KeijiNagatani
andThrun,1998).Thisparadigmischaracterizedbyusingaglobalworld
modelwhichisprovidedbyuserinformationorsensoryinformation.This
informationisusedbylong-termreasoningalgorithmswhichgeneratea
sequenceofactionstoreachasetofgoals.
•TheReactiveparadigm,commonlycaledlow-level,itwasﬁrstdeveloped
byBrooks(Brooks,1986;Amirand Maynard-reid,1999).Thisparadigm
ischaracterizedbyusingalocalworldmodelwhichisprovidedbysensory
information.Thisinformationisusedbysimplealgorithmswhichsolveone
speciﬁctask.Commonly,thosealgorithmsaredistributedinahierarchyof
interconnectedmodules.
ThePELEAarchitecturehasbeendesignedtousebothlevelsinordertocombine
theadvantagesofeachone.Thedivisionintwolevelsalowscontrolsystemsto
recoverfromexecutionfailuresateitherlevel.Forinstance,ifareactivefailureis
detected,itcanbesolvedinthelow-levelandgeneratinganewhighlevelplanis
notneeded.Besides,thestructureofthearchitecturecanbeeasilyadaptedtothe
requirementsofthecontrolsystem.Although,thearchitecturemustbecomposed
ofatleastthreemodules:amonitoringmodule,aexecutionmoduleanddecision
supportmodule.Figure19showsthestructureofthePELEAarchitecturealong
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withtheintegrationofthemodules.Asitcanbeseen,thetheoreticaldeﬁnition
ofPELEAiscomposedofeightmodulesthatexchangeasetofKnowledgeItems
(inXML)duringthereasoningandexecutionsteps.Theknowledgeusedbythe
architectureiscomposedoftheinformationabouttheenvironment(Actionmodel,
worldmodel)indiﬀerentlevelsofdetail(HighandLow).Inthisthesis,wehave
implementedanewversionofPELEAcaledLightPELEA(LPELEA)whichis
composedbyonlysixofthemodulespresentedinFigure19(Execution,Monitoring,
DecisionSupport,LowToHigh,LowLevelPlannerandGoalsandMetrics),butwe
haveonlyusedfourofthemfortheempiricalevaluation(Execution, Monitoring,
DecisionSupportandGoalsandMetrics)1.
Monitoring
Info
Execution1Sensors1 Actuators1
....
ExecutionNSensorsN ActuatorsN
LowToHigh
LowLevel
Planner
Goals&
Metric
Decision
Support Planners
Lea
rni
ng
Figure19:ThePELEAarchitecture.
1ThesourcecodeoftheLPELEAarchitectureisavailableathttps://bitbucket.org/momartin/pelea
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5.3.1 Monitoring
The MonitoringmoduleisthemaincomponentofthePELEAarchitecture.This
moduledeploysthecontrolalgorithmthatsynchronizescommunicationsamongthe
othermodules,supervisestheexecutionoftheactionsanddispatchtheactionsto
thecorrespondingexecutionmodules.TheLightPELEAarchitecturedevelopedin
thisthesisoﬀerstwodiﬀerentcontrolalgorithmsformonitoring:
•Acontrolalgorithmfor monitoringanarchitecturecomposedofthree
typesof modules(Monitoring, Executionand Decisionsupport). This
conﬁgurationhasbeendeﬁnedtocontrolsystemswherethereisanone-to-one
correspondencebetweentheactionsofhighandlowlevel.
•Acontrolalgorithmformonitoringanarchitecturecomposedoffourtypesof
modules(Monitoring,Execution,DecisionsupportandGoalsand Metrics).
Thisconﬁgurationhasbeendeﬁnedtocontrolsystemswherethereisa
one-to-onecorrespondencebetweentheactionsofhighandlowlevelandthe
informationobtainedfromtheenvironmentisusedtochangetheplanning
strategy.
Thismodulestorestheglobalstateoftheworldwhichisbuiltusingboththeinitial
informationoftheenvironmentandthesensoryinformationobtainedfromthe
diﬀerentexecutionmodules.Besides,itanalyzesthecurrentstateoftheworldin
ordertodetectsomediscrepanciesbetweenthecurrentstateandtheexpectedstate.
Theexpectedstateisgeneratedusingthepreviousstateandtheactionexecuted.
Algorithm5.1showsthemonitoringalgorithmforcontrolsystemscomposedofthree
typesofmodules.Thisalgorithmobservesandanalyzesactionexecution,splitting
theparalelactionsetEAamongthediﬀerentexecutionmodules(line11),sending
thenextactiontothecorrespondingExecutionModule(line14),andaskingfora
newplantotheDecisionsupportmodule(line19)ifanexecutionfailureisdetected
(line6).Besides,itisresponsibleforcheckingdiﬀerencesbetweentheexpectedstate
andtheobservedstateoftheenvironmentsentbytheExecutionmodule(line15).
Ifanobservedstateisnotvalid(detailedon5.3.1.1),thismodulestartsanother
planningepisodetogenerateanewplanaccordingtotheobservedstate(line19).
Thisalgorithmhasbeendeﬁnedtocontroltheexecutionofdiﬀerentdevices.
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Algorithm5.1:Pseudo-codeofthemainloopoftheMonitoringModulefor
HighLevel
input:Planningtask:Π=(S,A,I,G)
input:Horizonvalue:k
Data:Executionmodules:E
1begin
2 Sets←I;
3 Setplan←∅;
4 plan←sendgetPlan(s,A,k)toDecisionSupport;
5 repeat
6 ifvalidState(s)then
7 ifgoalReached(s,G)then
8 returnSuccessfulExecution;
9 else
10 ifplan=∅then
11 EA←getNextAction(plan);
12 foreachactionainEAdo
13 e←getExecutionModule(a,E);
14 sendExecuteAction(a)Toe;
15 s←sendgetState()ToExecution;
16 else
17 ReturnNosolution;
18 else
19 plan←sendgetPlan(s,A,k)toDecisionSupport;
20 untilproblemSolved();
5.3.1.1 Statecomparisontechniques
Aswedescribedintheprevioussection,aftereveryexecutionofanaction,the
monitoringmodulecomparesthecurrentstateoftheenvironmentandtheexpected
statetodetermineifthecurrentstateisvalidaccordingtothedeterministicversion
ofthedomain.Theexpectedstateisgeneratedaftereachactionexecutionusing
theavailableinformationabouttheenvironmentandtheactionwhichhasbeen
executedintheenvironment.Thecomparisonprocesscanbeperformedinthree
diﬀerentwaysdependingonthelevelofsimilarityamongthestates:(1)analyzing
iftheexpectedstateandthecurrentstateareequalaccordingtodeﬁnition9;
(2)analyzingiftheexpectedstateandthecurrentstatearesimilaraccordingto
deﬁnition10;or(3)analyzingifthenextactionoftheplancanbeexecutedinthe
currentstateaccordingtodeﬁnition11.
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Deﬁnition9. (Validfulstate).LetΠ=(S,A,I,G)beaplanningtask,s∈Sis
theexpectedstateofthesystemandsc∈Sisthecurrentstateoftheenvironment.
scisafulvalidstateifs=sc.
Deﬁnition10. (Validpartialstate).LetΠ=(S,A,I,G)beaplanningtask,
s∈Sistheexpectedstateofthesystemandsc∈Sisthecurrentstateofthe
environment.scisavalidpartialstateif∀pi∈scpi∈s.
Deﬁnition11. (Validstatebasedonnextaction).LetΠ=(S,A,I,G)be
aplanningtask,a∈Aisthenextactiontobeexecutedinthecurrentplanand
sc∈Sthecurrentstateoftheenvironment.sc∈Sisavalidstatefortheexecution
ofactionaif∀pi∈Pre(a),pi∈sc.
5.3.2 Execution
Theexecutionmodulesarethecommunicationinterfacesbetweenthearchitecture
andtheenvironment.Thesemodulesexecuteactionsintheenvironment(realor
simulated)andobtaininformationabouttheenvironmentafterexecutionwhich
issentto Monitoringinordertoupdatetheglobalstateoftheenvironment.
DependingofhowtheLPELEAarchitectureisconﬁgured,executionmodulescan
beimplementedintwodiﬀerentways:
•Simulatorinterface:Theexecution moduleisimplementedasaninterface
betweenthearchitectureandasimulator(MDPSim).Inthiscase,thereis
onlyoneexecutionmodulewhichexecutesalactionsinthesimulator.
•Roboticinterface:Theexecution moduleisimplementedasaninterface
betweenthearchitectureandtherobotwhich mustbecontroled.Inthis
case,thearchitecturecandeploydiﬀerentexecutionmodules(1...N),one
foreachrobotunit.Eachexecution modulecanbedevelopedasanative
moduleoftheLPELEAarchitectureorarosjavamodule(Luisetal.,2016).
5.3.3 DecisionSupport
TheDecisionSupportmodulehandlesasetofplanningsystemswhichareusedto
generateaplanofactions.Thisnodecanbeconﬁguredtousediﬀerenttypesof
planningsystems,butthemostcommonconﬁgurationconsistsoftwoplanners:one
forplanningfromscratchandanotheronetoperformreplanningorplanrepair.
Theﬁrstplannerreceivesasinputtheinitialstateandthedomainandthesecond
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plannerreceivesasinputthecurrentstate,thedomainandthepreviousplan.
However,itispossibletosendmoreparameterstotheplanner(metrics,achieved
goals,identiﬁeroftheplanneretc).
5.3.4 Thesimulatedenvironment
Inthissection,wedescribethestructureofthesimulatorusedtosimulatedynamic
andstochasticenvironments. Thesimulatorenvironmentiscomposedoftwo
components:(1)AMDPsimulatorwhichsimulatestheexecutionoftheactioninthe
environmentgeneratingdiﬀerentoutcomesfortheactionsbasedonaprobability
distribution;and(2)anErrorSimulatorwhichgeneratesadditionalinformation
whichisintroducedtotheprobabilisticactionasparametersinordertogenerate
eventswhichcannotbeproducedbythesimulator.
5.3.4.1 MDPSimulator
The MDPSimulator(MDPSim)wasdevelopedduringtheﬁrstIPCprobabilistic
track(Younesetal.,2005).Thissimulator,basedonan MDP,wasdeveloped
tosimulatetheexecutionofPDDLactionsinstochasticenvironments. MDPSim
executeseachactionaccordingtoagivenprobabilisticactionmodeldescribedin
PPDDLandsendsbacktheresultingstate.ThePPDDLmodelgeneratesexecution
failures,suchasactionsthatgenerateeﬀectsthatwerenotpresentintheoriginal
deterministicPDDLmodelusedbytheplanner.
5.3.4.2 ErrorSimulator
MDPSimcansimulateaprobabilistic modeltogeneratediﬀerentoutcomesfor
eachactionusingPPDDL,butitisextremelydiﬃculttogenerateoutcomesthat
changesomedetailsoftheenvironment.Forinstance,intheRoversdomain,inthe
realworldarovercouldmovetoanotherwaypointdiﬀerenttotheexpectedone
dependingonthegroundproperties(roughness,slippery)orthelackofprecision
oftheactuators.But,thisisdiﬃculttoencodeusingPPDDL.Therefore,we
havedevelopedanErrorSimulatorthatintroducesadditionalinformationinthe
environment.Thisadditionalinformationisencodedasparametersintotheaction
andusedintheeﬀectstogeneratediﬀerentoutcomes,whichcannotbedeﬁnedby
thegrammaracceptedbytheMDPSIMparser.
Figure20showsthestructureoftheErrorSimulatormodule.Thisnodeiscomposed
oftwoprocesses:(1)anactionhandlerwhichchoosestheerrorfunctionaccording
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Figure20:ErrorSimulatorstructure
tothenameoftheactionreceivedasinput;and(2)anerrorfunctionwhich
generatessomeadditionalparametersforaspeciﬁcaction.Ifanactionisreceived,
theactionhandlerchoosestheerrorfunctionassociatedwiththeactionandexecutes
itgeneratinganewactionwithotherparametersasoutput.Ifthereisnotanerror
functionassociatedwiththeaction,theErrorSimulatorgeneratesthesameaction
asoutput.
Algorithm5.2:Pseudo-codeofthehandlerfunctionforactionnavigate
input:Currentstateoftheenvironment:s
input:Action:a
Output:errorparameters:p=[p1,p2]
1begin
2 rover←getParameter(a,0);
3 currentLoc←getParameter(a,1);
4 futureLoc←getParameter(a,2);
5 preMovements←getPredicates(s,"can_traverse",[rover,currentLoc]);
6 postMovements←getPredicates(s,"can_traverse",[rover,futureLoc]);
7 preMovements.remove([rover,futureLoc]);
8 postMovements.remove([rover,currentLoc]);
9 whilep=∅do
10 le1←preMovements.getRandom();
11 le2←postMovements.getRandom();
12 ifle1=le2then
13 p←[le1,le2];
14 returnp;
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Algorithm5.2showsthepseudo-codeoftheerrorfunctionforactionnavigateof
theRoversdomain.Thiserrorfunctionreceivestwoparametersasinput:(1)the
currentstatesdeﬁnedasasetofpredicates;and(2)theactionadeﬁnedas
atuplecomposedofthenameoftheactionandanorderedsetofparameters
accordingtothePDDLdeﬁnitionoftheaction.Theerrorfunctiongeneratestwo
errorlocationsforarovertryingtosimulateactuatorsfailures.Inordertoobtainthe
valuesoftheparametersoftheaction,thefunctiongetParameterisapplied(lines
2,3and4).Then,twopredicatessetcomposedofavailablewaypointlocations
aregenerated:(1)theﬁrstoneiscomposedofal waypointlocationswhichare
accessibleusingthecurrentlocationoftheroverasstartpoint(line5);and(2)the
secondoneiscomposedofalwaypointlocationsusingtheexpectedpositionofthe
roverasstartpoint(line6).Bothsetsaremodiﬁedremovingtheexpectedlocation
frompostMovementsandthecurrentlocationfrompreMovements(line,7and8).
Finaly,theloop(line9)choosestwodiﬀerentlocationswhichareincludedasnew
parametersoftheactions.
(:actionnavigate
:parameters(?x-rover?y-waypoint?z-waypoint
?we1-waypoint?we2-waypoint)
:precondition(and(can_traverse?x?y?z)
(available?x)
(at?x?y)
(visible?y?z)
(can_traverse?x?y?we1)
(can_traverse?x?z?we2)
(not(equal?z?we1))
(not(equal?y?we2))
(not(equal?we1?we2)))
:effect(probabilistic0.80(and(not(at?x?y))(at?x?z))
0.05(and(not(at?x?y))(at?x?we1))
0.05(and(not(at?x?y))(at?x?we2))))
Figure21:PPDDLdeﬁnitionforactionnavigatefromRoversdomain.Thisactioninclude
newinformationwhichiscomputedfortheErrorSimulatormodule
Figure21showsanavigateactionfromRoversdomainencodedinPPDDL.It
representsthepossibleoutcomeofanactionwithstochasticeﬀects,wheretheRover
wil movetothedesiredwaypoint(denotedbyvariable?z)witha0.8probability,
andtwodiﬀerentaccessiblewaypoints(denotedbyvariables?we1and?we2)witha
0.05probability.Sinceprobabilitiesdonotsumone,withtheremainingprobability
(0.1),therewilbenochangesinthestate(theroverwilremaininthecurrent
waypoint,?y).Inthiscase,theactionnavigateincludestwonewparameterswhich
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representtwowaypointlocationswhichhavebeencomputedusingthealgorithm5.2.
TheseparametersareincorporatedtotheactionmodelbytheErrorsimulator.
5.4 Discussion
Inthis Chapter, wehavepresentedthe Light PELEAarchitecture,anew
implementationofthetheoreticalPELEAarchitecturewhichhasbeenimplemented
inordertoconducttheempiricalevaluationofthisthesis.Mostofthefunctionalities
oftheLightPELEAarchitecturehavenotbeendescribedinthisdissertation,
becausetheyarenotrelevanttotheobjectives.However,thisnewversionincludes
someadvantagesoverthetheoreticalarchitectureinordertomakeiteasierand
moreportabletootherscenarios.
Ononehand,the LPELEAarchitectureoﬀerssomeadvantagesaboutthe
architecture,the communications betweenthe diﬀerent modules andthe
conﬁgurationofeachone.Moduleshavebeenimplementedasindependententities
whichcanbeenreplacedbyother modules.New modulescanbeimplemented
extendingthegenericclassesandcodingthe methodsthatprocessthegeneric
messageswhichreceivethemodules.LPELEAalowstwocommunicationsmodes:
(1)onebasedinJavaRemote MethodInvocation(RMI)toalowcommunication
betweentheLPELEAmodules;and(2)anotheronebasedinthemessagepassing
interfaceimplementedbytheRobotOperatingSystem(ROS)inordertocontrol
diﬀerenttypesofrobots.Finaly,LPELEAoﬀersaconﬁgurationsystembasedin
XMLﬁleswhichalowsLPELEAtointroducenewpropertiestothemodules.The
basicstructureoftheXMLﬁlesisdescribedinAppendixB.
Ontheotherhand,theLPELEAarchitectureimplementsasystemtosimulate
dynamicandstochasticenvironmentscomposedoftwosystem:(1)the MDPSim
simulator;and(2)theErrorsimulatorwhichalowsLPELEAtointroducemore
complexerrorsinthesimulatedenvironmentbygeneratingactionhandlerswhich
introducenewparameterswhicharediﬃcultorimpossibletocomputeusingPDDL.
Besides,LPELEAintroducesdiﬀerentmonitoringalgorithms,asetofdiﬀerentstate
comparisontechniquesanddiﬀerentwrapperstousediﬀerentplanningsystem.
6
VARIABLERESOLUTIONPLANNING
Humanshavetheabilityofsolvinghardproblemsfromthereal worldby
formingabstractmentalconstructions(TropeandLiberman,2010).Humanscannot
experiencewhatisnotpresent,butourcognitive modelscan makepredictions
orspeculateaboutthefutureaccordingtotheinformationwhichisavailable.A
predictionisanabstract mentalconstructioncomposedofasetofbehaviours
(actions)whichcanbeconductedtosolvetheproblem.However,behavioursofthe
abstractmentalconstructionbecomemoreabstractaccordingtoapsychological
distance(horizon)isincreased.Psychologicaldistanceisasubjectiveexperience
thatsomethingiscloseorfarawayfromtheself,here,andnow.Humanreasoning
processesconstructabstractmentalconstructionswithdiﬀerentlevelsofabstraction
basedofthepsychologicaldistancewhichisbasedondiﬀerentmetrics.Forinstance,
anarbitrarynumberofbasicbehaviours,amaximumtime,thelevelofveracityof
theinformation,etc.
Foranautomaticsystemtooperateeﬀectivelyinadynamicandstochastic
environment,itsbehaviourmustbeﬂexibleinthefaceofunexpectedchanges.In
thecontextofAP,someimportantdrawbackscanappearwhenaplanningtask
mustbesolvedindynamicandstochasticenvironments:(i)newinformationabout
theenvironmentcanbediscoveredduringactionexecution;(i)actions’execution
canfail;(ii)theexecutionoftheactionscangenerateunexpectedstatesfromwhich
noplancanbesuccessfulyexecuted(dead-ends);and(iv)plansmayneedtobe
generatedquicklytooﬀerarealtimeinteractionbetweentheplanningsystems
andtheenvironment.Planningundertheseconditionsisanextremelyhardtask,
andoftenplansthatguaranteereachingthegoalsinspiteofincompleterun-time
informationcannotbegenerated.Oneoptioninsuchcasesistoﬁndcontingent
plansorpolicies,butbothrequireaccurateinformationaboutthedynamicsofthe
environment.But,gettingaccurateinformationaboutthedynamicsofthiskindof
scenariosishugelydiﬃcult.Then,themostviableoptionconsistsofinterleaving
planningandexecutioninordertohandlethesecontingencies.
Inthischapter,wepresentanovelapproachthatgeneratesaSequentialAbstract
Plan(SAP)whichcanbeusedtosolveplanningtasksindynamicandstochastic
85
86 variableresolutionplanning
environmentswhichareclosetoreal-world.Unlikeasequentialplan,whichspeciﬁes
asetofdetailedactions,aSAPspeciﬁesasetofactionsthatprovidedetailed
actionsintheﬁrststepsoftheplan.But,inlaterstepsoftheplan,itwilonly
provideabstractactionswhicharecomputedusinglimiteddetails,sincetheactions
thatareplannedtobeexecutedinthefutureareveryunlikelytobeuseddue
totheuncertaintyinplanexecution.OurﬁrstapproachforcomputingaSAP
usesabstractionsbasedonremovingsomepredicateswhicharechosenmanualy
byanexpert. Wealsopresentanewplanner,caledakfd,whichimplements
vrp. Weempiricalycompareourapproachtootherapproachesandﬁndthat
ourtechniquedecreasesthecomplexityofsolvingplanningtasksindynamicand
stochasticenvironments.
6.1 Introduction
Dynamicandstochasticenvironmentsarecharacterizedbythepresenceof
uncertaintyintheactionsandpartialinformationabouttherealstateofthe
environment.Thismeansthattheactions’executioncanfailwhichinturnprevents
theexecutionoftherestofthesolutionduetotheuncertaintyoftheenvironment.
Thislackofinformationincreasesthecomplexityofbuildingaccurateactionmodels
inordertogeneratedetailedplans.Besides,thetimeneededtogenerateadetailed
planinthesecomplexscenarioscanbeprohibitivelyhugefreezingtheplanning
systemduringtheexecutionprocess.Inordertofacetheseimportantdrawbacks,
weproposeVariableResolutionPlanning(vrp)whichisanoveltechniquefor
interleavingplanningandexecutioninstochasticanddynamicenvironments.
ThekeyideainvrpistogenerateaSequentialAbstractPlan(SAP)quicker
thantraditionalplanningapproachesrelaxinginformationabouttheenvironment
whichischangingcontinuously.Thisideaisbasedonthreeimportantassumptions
accordingtothecharacteristicsofdynamicandstochasticenvironments:(1)itis
notpossibletoobtainenoughinformationabouttheuncertaintyoftheenvironment
tobuildanaccurateaction model;(2)itisnotusefultospendalotoftime
generatingadetailedplan,becausetheplanmightnotbeexecutedfuly;and(3)the
processofinteractinginthesescenariosmustbequickinordertoproduceareal
interactionwiththeenvironment. Withthepurposeoffacingtheseassumptions,
thevrptechniquecombinespredicateabstractionsandlookaheadstodecreasethe
searchtimeinclassicalplanning.Abstractionsareusedtobuildarelaxedversion
oftheactionmodelandlookaheadsareusedtodeﬁnewhenthisrelaxedversionis
deployedduringsearch.
Tooﬀerthereaderanoverviewofthevrp’sarchitecture,Figure22showsthevrp
architecturemainphasesandhowtheseareconnected.Thevrpplanningsystemis
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composedoftwodiﬀerentphases.Theﬁrstphase,caledAbstractionGeneration,
buildsasetofabstractactionsandvariables(abstractstates).Thesecondphase,
caledSearchAlgorithm,executesaheuristicsearchalgorithmtocomputeaSAP
usingtwosetsofactions:regularactionsandabstractactions.Regularactionsare
thesetofstandardactionsdeﬁnedintheoriginalplanningtask.Abstractactions
arethesetofactionsgeneratedinthepreviousphase.Thesearchalgorithmusesthe
regularactionssetuntilitreacheshorizonk;then,thealgorithmusestheabstract
actionssetuntilitreachesthegoals.Upontermination,thesearchalgorithmeither
outputsaSAPornosolution.Thismeansthatthemostsearcheﬀortoftheplanning
taskisdevotedtocomputeavalidplanheadoflengthk;andtherestoftheplanis
onlygeneratedbycheckingforpotentialreachabilitybyrelaxingtheactions’model.
AbstractionsGeneration
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Figure22:vrp’sarchitecture.
6.2 FormalizationofPredicateAbstractions
Aswedescribebelow,vrpisbasedonremovingsomefuturedetailsaboutthe
planningtasktospeedupsearchonhardproblems,whichareexecutedinadynamic
and/orstochasticenvironment.Fromaplanningperspective,theinformationabout
theenvironmentisrepresentedusingpredicatesinFOLthatdescribethefeatures
orthestateofthediﬀerentobjectsoragents.Forinstance,inordertodescribe
thecurrentlocationofarobot,wedeﬁnethepredicate(atrobot1location1).
Predicateatdescribesthattherobot1islocatedinthepositionlocation1.This
informationcanbeselectivelyignoredinordertosimplifythestatespacegenerating
anabstractrepresentationoftheplanningtask.Thisabstractrepresentationisbuilt
byremovingsomepredicatesfromthestructureofpropositionalrepresentation
describedindeﬁnition3.ThisprocessiscaledPredicate Abstraction and
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consistsofremovingliteralsfromF,IandGandfromthepreconditionsandeﬀects
ofthegroundedactionsinA.
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Figure23:SimpleplanningtaskoftheRoversdomain
Toilustratetheconceptofpredicateabstractionusedinourapproach,ataskof
theRoversdomainisshowninFigure23.Theenvironmentisrepresentedasagrid
of16cels,caledwaypoints.Eachoneisdenotedwithabi-dimensionalcoordinate
(x,y),startingontheleftbottomcelofthegrid. Whitecelsrepresentwaypoints
inwhichtherovercanstay(free);andblackcelsrepresentobstacles.Twotypesof
Marssamplescanbecolected:rocksandsoil.Rocksaredenotedwithasmalblack
circle.Soilsaredenotedwithasmalblacksquare.Roversarelocatedatwaypoints
andcanmovebetweenanytwofreewaypointswhichareadjacent.Besides,rovers
cantakesamplesofrocksandsoilortakeimagesandanalyzethem.Finaly,there
isalanderbasewhichisusedbytheroverstosendinformationabouttheanalysis
madeoverthesamples.ThetypicalgoalsofaRoverstaskaretotakeimagesand
soilandrocksamples,analyzethemandsendtheresulttothelanderbase. We
aregoingtousethisexampletoexplaindiﬀerentconceptsrelatedtopredicate
abstractions.
First,wearegoingtodescribetheconceptofGroundingmappingwhichgenerates
amappingbetweentheungrounded(PDDL)deﬁnitionofapredicatepandaset
ofgroundedfactsF.
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Deﬁnition12. (Grounding mapping)LetLbeasetoffacts,andpan
ungroundedpredicate.Thegrounding mappingg(p,L)isthesetofgrounded
propositions(facts)ofpredicatepinL.
Figure23describesaplanningtaskwherearover,denotedasr1,canmovebetween
diﬀerentwaypoints(w00,...,w33).Forinstance,theungrounded(lifted)predicate
p=(at?x?y)1isdeﬁnedtorepresentthecurrentlocationinwhichtheroverr1is
located.Then,thegroundingmappingofpredicatepinFiscomposedofonlythe
groundingsofpredicateat:
g(p,F)={(atr1w00),(atr1w01),...,(atr1w33)}
Aswedescribebelow,vrpperformsanabstractionoversomepredicates.Then,we
ﬁrstneedtodeﬁneaprojectionoversomepredicatesthatwilbethebasisforthe
abstraction.
Deﬁnition13.(Projectionofasetoffactsoverapredicateorapredicate
set).LetLbeasetofgroundedpropositions(facts)andpapredicate.Aprojection
ofLoverpisafunctiondeﬁnedas:
Projp(L)={x|x∈L,x∈g(p,L)}
IfPisasetofungroundedpredicates,wealsodeﬁnetheprojectionoverLas:
ProjP(L)={x|x∈L,p∈P,x∈g(p,L)}
Wecangeneralizedeﬁnition 13toanyﬁrst-orderlogicformulabyrecursively
applyingthepreviousdeﬁnition.
Deﬁnition14. (Projectionofaformulaoverasetofpredicates)Letφ1
beaformula,letφ2beaformulaandPbeasetofungroundedpredicates.A
projectionofφ1andφ2overPcanberecursivelydeﬁnedas:
1InPDDLanysymbolpreceededbyaquestionmarkdenotesavariablethatcanbegroundedwith
particularobjects.Also,inPDDL,variablesinpredicatesarefurtherdenotedwiththeappropriate
objecttypesthatcansubstitutethevariable.Inthiscase,wewouldhave(at?x-robot?y-
waypoint).
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ProjP(φ1∧φ2)=ProjP(φ1)∧ProjP(φ2)
ProjP(φ1∨φ2)=ProjP(φ1)∨ProjP(φ2)
ProjP(¬φ1)=¬ProjP(φ1)
whereφ1andφ2areﬁrst-orderlogicformulas.
AprojectionofsomeplanningtaskΠoversomepredicatepremovestheinformation
oftherestofpredicatesinalthecomponentsofΠ.
Deﬁnition15. (Projectionofaplanningtaskoverapredicateset)Let
Π=(F,A,I,G)beaplanningtaskandletPbeasetofpredicates.Aprojection
oftheplanningtaskΠoverPisdeﬁnedas:
ProjP(Π)=(ProjP(F),ProjP(A),ProjP(I),ProjP(G))
whereProjP(A)={a|a∈A,a=(Pre,Add,Del),a=(ProjP(Pre),ProjP(Add),
ProjP(Del))} and ProjP(F),ProjP(I),ProjP(G),ProjP(Pre),ProjP(Add) and
ProjP(Del)arecomputedaccordingtoDeﬁnitions13and14.
Inthecaseofvrp,insteadofprojectingoverasetofpredicates,wewilgenerate
abstractionsbyprojectingoverthecomplementofasetofpredicates.Thatis,we
wilremovefromtheplanningtaskeverythingrelatedtothatsetofpredicates.
Deﬁnition16. (Abstractionofaplanningtaskoverapredicateset)Let
Π=(F,A,I,G)beaplanningtask,PtheoriginalsetofpredicatesofΠandP1
asubsetofpredicatesP1⊆ P.AnabstractionoftheplanningtaskΠoverP1
canbedeﬁnedas:ΠabsP1 =ProjP\P1(Π).Also,ΠabsP1 =(FabsP1 ,AabsP1 ,IabsP1 ,GabsP1 )whereFabsP1 =ProjP\P1(F),AabsP1 =ProjP\P1(A),IabsP1 =ProjP\P1(I)andGabsP1 =ProjP\P1(G).
Letusseeanexampleofabstractinganactionfromaplanningtask.Giventhe
planningtaskΠshowninFigure23,ifP={(at?x?y)}andaisthegrounded
actionnavigate(r1,w03,w13)2,where:
2Movingtheroverfromonewaypointtoanother.
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Pre(a)={(can_traverser1 w03 w13),(visiblew03 w13),
(availabler1),(atr1 w03)}
Add(a)={(atr1 w13)}
Del(a)={(atr1 w03)}
TheabstractionofactionaoverPisaabs=(Pre(aabs),Add(aabs),Del(aabs))
where:
Pre(aabs)={(can_traverser1 w03 w13),(visiblew03 w13),
(availabler1)}
Add(aabs)=∅
Del(aabs)=∅
Ifwebuildtheabstractionusingthepredicateat(atisremovedfromΠ),rovers
arenotrequiredtobeatanylocationtoperformanytask,andthereforetomove
betweenlocations.Thus,apredicateabstractionoverthepredicateatmodiﬁesthe
structureoftheplanningtaskchangingtheconnectionsbetweenthestatesofthe
statespace.Accordingtothepreviousexample,iftheabstractionprocessisapplied
overthenavigateaction,theeﬀects(addsanddeletes)oftheactionbecomeempty
setsandthennavigateactionsareprunedfromtheabstractactionsetdecreasingits
size.Thisfactalsochangesthestructureofthestatespacedecreasingthenumber
ofstatesusedtobuilttheabstractstatespace,becauseremovingthepredicatethat
deﬁnesthelocationoftherobotmergessomestatesofthestatespace.
Corolary1.Ifapredicateabstractionremovesaleﬀectsofanaction.Theaction
isprunedfromtheabstractactionset.
Finaly,wehavetodeﬁnehowtheabstractionaﬀectsplans.
Deﬁnition17. (Sequential AbstractPlan(SAP))LetΠ=(F,A,I,G)bea
planningtask,letP1beasetofpredicates,letΠabsP1 =(FabsP1 ,AabsP1 ,IabsP1 ,GabsP1 )beasequentialabstractplanningtaskandletkbeanumberk>0.ASequential
AbstractPlanπabsP1 isanactionsequenceπabsP1 ={a0,...,ak−1,ak,...,an−1}
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dividedintotwosub-plans:theﬁrstoneisasoundplancomposedofthekﬁrst
actions∀i=0...k−1,ai∈A;andthesecondoneiscomposedofn−kabstract
actions∀i=k...n−1,ai∈Aabs.
SequentialAbstractPlansarecomputedinordertodecreasethecomplexityof
problemsolvinginAutomatedPlanning.Actionsbeforethehorizonkareactions
intheoriginalstatespace,sotheheadoftheplanisavalidoneandhence,sound.
Afterthehorizon,vrponlyusesabstractactions,whichalowsforamuchfaster
paceofproblemsolving.Inmanycases,theseabstractactionswilnotbeexecuted
intheenvironment,becausesomerequiredpreconditionshavebeenremovedfrom
thedeﬁnitionoftheaction.Assumingtheworldisstochastic,insomecasesthe
planwileventualyfailbeforeevenattemptingtoexecuteabstractactions.So,it
isnotthatimportantfromthepointofviewofplanningandexecutionthatthe
actionsarenotcompletelyvalid,becausetheywil mostprobablynotbeusedinthe
currentrun. When(if)theplanfails,anewplanwilbecomputedwithhorizonk
again,sotheﬁrstabstractactionsofthepreviousplanwilbereplacedbyoriginal
validactions.
Figure24comparestheabstractplangeneratedfromtheexampleabstractplanning
taskwithk=4totheplangeneratedfromtheexampleplanningtask(Figure23).
Sincepredicateatisremovedfromhorizonk=4,no morenavigationactions
appearintheabstractplan,becausetheyarenotincludedintheabstractaction
set.Accordingtothis,theabstractplaniseasiertocomputethanthestandardplan,
butitiscomposedofabstractactionswhichcannotbeexecutedintheenvironment.
6.3 PropertiesofPredicateAbstractions
Inthissection,westudythediﬀerentpropertieswhichcanbedrawnfrompredicate
abstractionsandifthesepropertiescanbeusedtobuildgoodabstractionsdetecting
whatpredicatesaregoodcandidatestobuildthem.Agoodabstractionisonethat
separatesoutsomepartsoftheproblemwhichcanbesolvedﬁrstandthenheld
invariantwhileotherpartsoftheproblemaresolved.Mostofthesepropertieshave
beendiscoveredbypreviousworksbasedongeneratingabstractionsbyremoving
predicates.
Property1.(MonotonicityProperty(Knoblocketal., 1990))Theexistence
ofaground-levelsolutionimpliestheexistenceofanabstractsolutionthatcanbe
reﬁnedintoagroundsolutionwhileleavingtheliteralsestablishedintheabstract
planunchanged.
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1  navigate(r1w10w11) navigate(r1w10w11)
2  navigate(r1w11w01) navigate(r1w11w01)
3  sample_soil(r1rs1w01) sample_soil(r1rs1w01)
3  navigate(r1w01w02) navigate(r1w01w02)
5  communicate_soil_data(r1gw01w02w02) communicate_soil_data(r1gw01w02w02)
6  drop(r1rs1) drop(r1rs1)
7  navigate(r1w02w12) sample_rock(r1rs1w22)
8  navigate(r1w12w22) communicate_rock_data(r1gw22w13w03)
9  sample_rock(r1rs1w22)
10 navigate(r1w22w12)
11 navigate(r1w12w02)
12 communicate_rock_data(r1gw22w13w03)
k=4
Figure24:PlansgeneratedfortheRoverstaskdescribedinFigure23.Left:sequentialplan
generatedbyatraditionalclassicalplanner.Right:sequentialabstractplangeneratedby
removingpredicateatwithhorizonk=4.
Theproperty1deﬁnesthatanabstractplancanbereﬁnedinanon-abstractplan
ifthegroundedpredicatesaddedanddeletedfromtheactionsintheabstractplan
areunchangedinthenon-abstractplan.Inotherwords,thepredicatesaddedto
orremovedfromtheabstractstatespace mustbeaddedtoandremovedfrom
theoriginalstatespacetoo.However,thispropertydoesnotensuretheorderin
whichthepredicatesareaddedorremovedoriftheyareaddedorremovedbythe
sameactionsinboththeabstractplanandthenon-abstractplan.Then,sometimes
thereﬁnementprocesscanbemorecomplexthangeneratingaplanwithoutusing
abstractions.Inordertosimplifythereﬁnementprocess,Knoblockintroducesa
strongerversionofthepreviousproperty.
Property2. (Ordered Monotonicity Property(Knoblock, 1994))The
reﬁnementofanabstractplanleavesaltheliteralsthatcomprisetheabstract
spaceunchanged.
Thispropertywasdeﬁnedinordertobuildabstractionhierarchies.But,itcanbe
veryusefulforourapproachinordertodeﬁnewhichpredicatescanbecombinedin
ordertobuildgoodabstractions.Intheprevioussection,wedeﬁnedhowtobuilda
predicateabstractionusingasetofungroundedpredicates.Thismeansthatifthe
predicateabstractionisbuiltusingtoomanypredicates,theabstractsolutionmay
notbeabletobereﬁnedbecausetheactionsoftheabstractplanmaynotbeused
inthenon-abstractplan.
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6.4 VRPAlgorithm
Aswehavediscussedpreviously,predicatescanberemovedfromtheoriginal
planningtasktodecreasethesizeofthesearchspaceandgenerateanewsmaler
abstractsearchspace.Butﬁrst,weneedtoshowhowthepredicatesmanualy
chosenareusedtobuildpredicateabstractions(discussedinSection6.4.1)and
whentheseabstractionsaredeployedduringsearch(discussedinSection6.4.3).
6.4.1 PredicateSelection
Previouslytotheﬁrstphaseofvrp,itismandatorytochooseasetofpredicates
toabstractover.Therelevanceofeachpredicatedependsofdiﬀerentfactors:(i)
thetypeofpredicate—whetherthepredicateisaddedordeletedduringsearch—;
(i)whethertheinformationthatdescribesthepredicateisrelevanttoachievethe
goals;and(ii)whethertheinformationaboutapredicateisrelevanttoselectother
predicates.Duringthisphase,somepredicatesareselectedaccordingtosomeof
thesefactors,andwilformthepredicatesetofaplanningtaskps(Π). Wehave
deﬁnedfourcategoriesofpredicates:
•Static:theyarepredicateswhichdonotappearintheeﬀectsofanyactionof
theplanningtask,sonoactioncanremovethem.
•Dynamic:theyarepredicateswhicharepartoftheeﬀectsofatleastone
actionoftheplanningtask.
•Goal:theyarepredicatesthatrepresentsomeofthegoalsoftheplanning
task.
•Function:theyarepredicatesthatdescribeapropertyoftheworldthatis
representedusingnumericvalues.
Accordingtothiscategorization,itiseasytoidentifytherelevanceofthediﬀerent
typesofpredicatesinrelationtoselectingthemforabstraction.Staticpredicates
areinvariant,sotheydonotchangeduringtheplanningprocess.Forthisreason,
eliminatingthemdoesnotoﬀeranyrealopportunitytodecreasethecomplexityof
thesearchtask.Goalpredicatescannotberemoved,sincetheplanningtaskwould
betransformedintounsolvableplanningtask.Ourobjectiveconsistsinrelaxing
somepartsoftheplanningtaskwhilekeepingthesametask.Functionscanbe
goodcandidatesbut,initialy,wearegoingtofocusinpredicates.Finaly,dynamic
predicateschangeduringsearch.Clearly,thesearethebestoptiontosimplifythe
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planningtaskbyabstractingthemwithoutlosinggoalsreachability.Asanexample,
Table3showsthepredicatecategorizationfortheRoversdomain.
Static Dynamic Goals
at_lander at communicated_soil_data
can_traverse empty communicated_rock_data
equipped_for_soil_analysis  have_rock_analysis  communicated_image_data
equipped_for_rock_analysis have_soil_analysis
equipped_for_imaging  ful
available calibrated
supports have_image
visible channel_free
visible_from at_soil_sample
store_of at_rock_sample
calibration_target communicated_soil_data
on_board communicated_rock_data
communicated_rock_data
Table3:PredicatecategorizationfortheRoversdomain.
Therecanbepotentialymanydiﬀerentwaystochoosewhatpredicatescanbeused
togenerateabstractions.Theﬁrstapproachtoselectthepredicatestoremoveis
torelyonhumanexpertknowledge. Wehaveexploredthisalternativeinprevious
studiesovertheFFplanner(Martínezetal.,2012; Martínezetal.,2013).Inthe
Roversdomain,thebestcandidatefromthestandpointofanexpertisthepredicate
at.Thispredicatedescribesthecurrentlocationofarobotwhichiscontinuously
movingbetweenlocationsthatareconnectedbydiﬀerentpaths.Therobotsneed
tomovetocompleteothertasks.Sincetherearediﬀerentpathstomovefromone
locationtoanyanotherlocation,removingpredicateatisagoodchoicetodecrease
thecomplexityofthesearchprocess,whilenotintroducingdead-ends.Thus,it
decreasesthenumberofactionswhichcanbeappliedduringsearch,sotheplanner
doesnothavetoreasonaboutthepositionoftherover.Theplannerwildealwith
thosecomputationswhenthenextactionfails,ignoringagainmovementactions
inthefarfuture.Foreachdomain,wewilprovideintheexperimentalsectiona
rationaleforchoosingsomepredicatesoverothers.Theadvantageofthisapproach
isthatitworksquitewelifthedomainsathandarewel-knowninadvance.The
disadvantageisthatitmightrequiresomemanualtrialanderror.
96 variableresolutionplanning
6.4.2 AbstractionsGeneration
Thenextphasegeneratesabstractionsusingtheinformationofthepredicateset
computedinthepreviousphase.Accordingtothedeﬁnitionsinsection6.2,vrp
buildsanabstractionoverthepropositionalrepresentation(Martínezetal.,2013).
But,currently,mostplannersuseamulti-valuedstatevariablerepresentation,which
isanextensionoftheSAS+formalism(BäckströmandNebel,1993).Thecomplete
abstractiongenerationprocessiscomposedoftwosteps(encodingabstractionson
SAS+andgeneratingabstractactions).
6.4.2.1 EncodingAbstractionsonSAS+
PlannersthatuseSAS+transformaplanningtaskexpressedinPDDLintoSAS+
using multi-valuedstatevariables.Eachvariablevalue(aﬂuentinSAS+)is
equivalenttoagroundedpredicate.AccordingtotheexampledepictedinFigure23,
aSAS+plannerwouldgenerateastatevariabler1todeﬁnethepositionoftherover
r1.Itwilbecomposedof16ﬂuents,oneforeachpositioninwhichtherovercan
be:
r1={at-w00,...,at-w33}∪{u}.
Inthiscase,ifinastatess[r1]=at-w00,itwouldrepresentthesameinformation
asthegroundedpredicateat-r1-w00.However,inmanydomains,variables’values
cancomefromgroundingsofdiﬀerentpredicates.Forinstance,ifroverscouldhold
rocksandmoverockstootherlocations,thevariablethatrepresentsthelocation
oftherockrc1canhaveasvaluesal waypointsintheplanningtask(at-w00to
at-w33),aswelasalrobotsthatcanholdit(holds-r1toholds-rninthecaseof
aplanningtaskwithnrobots).Thus,inordertoapplytheabstractionmechanism
describedbefore,wecannotjustremovevariablesfromtheplanningtask,butvalues
ofvariablesthatcorrespondtopredicatesinthepredicateset.
Therefore,theﬁrststageoftheprocessofthegenerationofabstractionsconsists
ofmarkingﬂuentsfromSAS+variables.Anewpropertymustbedeﬁnedforeach
ﬂuent.Propertya(vi)indicateswhetheraﬂuentmustberemovedwhenabstractions
aredeployed.The markingprocessconsistsofidentifyingwhichﬂuent mustbe
removed.Inordertodetermineifaﬂuentispartofthepredicateset,afunction
get_fact_name(vi)isdeﬁned.Thisfunctionextractsthenameofthepredicate
thatrepresentstheﬂuentvi.Thenameofthepredicateofeachﬂuentiscompared
witheachelementfromthepredicateset.Ifthefactnameoftheﬂuentispartof
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thepredicatesset,theﬂuentismarkedasabstract.Theresultofthisstageisa
variationofthestatevariableset,wheresomeﬂuentsaremarkedasabstract.
Algorithm6.1detailsthemarkingprocessforastatevariablesetandapredicate
set.Thealgorithmiteratesoveralstatevariablesofthestatespace(line2).Then,
alavailableﬂuentsofeachstatevariablevareanalyzed(line3)inordertocheck
iftheycanbeabstractedornot.Thecorrespondingfactnameofeachﬂuentfis
extractedusingthefunctionget_fact_name(f)(line4)whichiscomparedtoeach
predicateinthepredicatesetP.Ifthefactnameisamemberofthepredicateset
(line6),theﬂuentismarkedasabstractﬂuentchangingthevalueoftheproperty
a(f)totrue(line7).
Algorithm6.1:Pseudo-codeofthemarkingprocess
input:orderedstatevariablesetV
input:predicatesetP
1begin
2 foreachv∈Vdo
3 foreachf∈vdo
4 name←get_fact_name(f)
5 foreachp∈Pdo
6 ifp=namethen
7 a(f)←true
8 break
6.4.2.2 GeneratingAbstractActions
Thesecondstageoftheabstractiongenerationprocessconsistsofgenerating
abstractactionsusingSAS+ﬂuents markedasabstract.Anewsetofactions
isdeﬁnedastheabstractactionsetAabs.Itiscomposedofthenewactions
computedafterremovingﬂuentsmarkedasabstractfromstandardactions.For
eachactiona∈Aanewactionaabsisgenerated,wherepreabs(a)=pre(a)\AP,
prevabs(a)=prev(a)\APandpostabs(a)=post(a)\AP.Ifalﬂuentsfromthe
postandpresetsareremoved,theactionisnotaddedtoAabs.
Algorithm 6.2describesthegenerationprocessoftheabstractactions. This
generationprocessiscomposedofthreefunctions.Theﬁrstoneisthemainfunction
ofthegenerationprocesswhichiteratesoveralactionsoftheactionspace(line3).
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Foreachactionafromtheoriginalspaceanewactionisgeneratedintheabstract
space.Thisprocessiscomposedoftwophases:(1)theﬁrstonegeneratesthe
pre-conditionsandthepost-conditionsusingthegenerate_pre_and_post_fluents
function(line4);and(2)thesecondonegeneratestheprevail-conditionsusingthe
generate_prevail_fluentsfunction(line6),iftheﬂuentsetgeneratedbythe
functiongenerate_pre_and_post_fluentsisnotempty(line5).Finaly,ifthe
abstractactionkeepsatleastoneeﬀect,theactionisaddedtotheabstractaction
set(line8).
Algorithm6.2:Pseudo-codeofthegenerationprocessoftheabstractaction
space
input:orderedstatevariablesetV
input:actionssetA
output:abstractactionsetAabs
1begin
2 SetAabs← empty
3 foreacha∈Ado
4 prepost← generate_pre_and_post_ﬂuents(get_eﬀects_ﬂuents(a))
5 ifprepostisnotemptythen
6 prevail← generate_prevail_ﬂuents(get_prevail_ﬂuents(a))
7 name← get_action_name(a)
8 Aabs∪action(name,prevail,prepost)
9 returnAabs
The generate_pre_and_post_fluentsfunction(line1)generates boththe
pre-conditionsandthepost-conditionsset(predicates)forthenewaction.
Thefunctioniteratesoveral ﬂuentsoftheoriginaleﬀectsetaddingto
thepredicateseteachpre-conditionandpost-condition whichhasnotbeen
markedasabstract(lines5and8).Finaly,thefunctionreturnsthepredicate
set. Thegenerate_prevail_fluentsfunction(line11)generatesthesetof
prevail-conditionsforthenewabstraction.Asthepreviousfunction,thisfunction
iteratesoveralﬂuentsoftheoriginalprevailsetaddingtotheprevailseteach
prevail-conditionwhichhasnotbeen markedasabstract(line14).Finaly,the
functionreturnstheprevailset.
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Algorithm6.3:Pseudo-codeofthegenerationfunctionswhichgeneratethe
prevail-conditions,thepre-conditionsandthepost-conditionsoftheabstract
actions.
1Functiongenerate_pre_and_post_ﬂuents(F)
input:originalﬂuentset:F
output:newpre-conditionandpost-conditionﬂuentset:p
2 Seteﬀ← empty
3 foreachf∈Fdo
4 iff.preisnotemptythen
5 ifa(f.pre)then
6 predicates∪f.pre
7 else
8 ifa(f.post)then
9 predicates∪f.post
10 returnpredicates
11Functiongenerate_prevail_ﬂuents(F)
input:originalprevailﬂuentset:F
output:newprevailﬂuentset:prevail
12 Setprevail← empty
13 foreachf∈Fdo
14 ifa(f)then
15 prevail∪f
16 returnprevail
Figure25ilustratesthedescriptionﬁlegeneratedfortheexampledescribedin
Figure23.Thisﬁlerepresentstheplanningtaskinahighlevellanguageusedby
thepreprocessormoduleofFD3.Thisﬁleisusedbytheplanningmoduletosolvethe
abstractplanningtask.Aswecanseeintheexample,actionnavigate-r1-w01-w02
doesnotgenerateanyabstractactionwhentheabstractionisapplied.However,
actioncommunicate_rock_data-r1-general-w10-w20-w30generatesanabstract
actionwithonepreconditionless.Theresultofthisstepisahighlevelrepresentation
includingbothabstractactionsandabstractﬂuentsgeneratedusingthesetAP.
Corolary2.LetΠ=(F,A,I,G)beaplanningtask,letPbeapredicateset,and
letΠabsP =(FabsP ,AabsP ,IabsP ,GabsP )betheabstractplanningtask.Thesizeofthe
abstractactionsetwilalwaysbeAabsP |A|.
3Thesyntaxofthehighlevellanguageusedbythepreprocessorof FDisdescribedin
http://www.fast-downward.org/PreprocessorOutputFormat
100 variableresolutionplanning
Proof.(Corolary2)Accordingtodeﬁnition13,theprojectionProjP(a)ofanaction
a∈AtransformstheactionainanabstractactionaabswhichisaddedtoAabsP if
eff(aabs)=∅.Otherwise,theactionaabsisnotaddedtoAabsP .Therefore,given
thatactionsinAaretransformedinabstractactionsandtheycaneitherbeadded
toAabsornot,andtheprojectionoperationdoesnotcreateanynewaction,then
itmustbetruethatAabsP |A|.
6.4.3 SearchusingPredicateAbstractions
Finaly,thethirdphaseofvrpgeneratesasequentialabstractplanusingboth
theactionsetAfromtheoriginalspaceandtheabstractactionsetAabs from
theabstractspace.Thesearchalgorithmimplementedinthisphaseisbasedon
relaxingsomefarfuturedetailsabouttheplanningtaskinordertodecreasethe
timeneededtogenerateasolutionplan.Thus,wehavetodeﬁnehowtheexecution
timemustbemeasuredduringthesearchprocessandfromwhatpointpredicate
abstractionmustbedeployed.Themostcommonwaytomeasuretheexecution
timeduringsearchconsistsof monitoringthedepthofthenodesaccordingto
theactionswhichhavebeenchosentobuildthesolution.Then,weintroducethe
conceptofhorizon(Stentz,1995b)intothesearchwhichisboundedusingthedepth
ofthenodesofthesearchspace.
Deﬁnition18. (Horizon).AvalidHorizonisanyknaturalnumbersuchthat
k>0.
ThehorizondescribedinDeﬁnition18isemployedtodeﬁnewhichactionset
mustbeusedtogeneratethesuccessorsofastateduringsearch.Thefunction
getApplicableActions(A,Aabs,s,k)generatestheapplicableactionsforthe
statesaccordingtothehorizonvaluek.Thisfunctioncomparesthedepthofthe
stated(s)withk.Ifthehorizonvaluekishigherthand(s),theapplicableactions
ofthestatesaregeneratedusingtheoriginalactionsetA.Otherwise,thefunction
getApplicableActions(s,k)usestheabstractactionsetAabstochoosethem.
getApplicableActions(A,Aabs,s,k)= getActions(A,s) d(s)<kgetActions(Aabs,s) d(s) k (1)
Duringthesearchprocess,theeﬀectofthehorizoniscombined withthe
predicateabstraction,eﬀectivelypruningthesearchspace.Thecombinationofboth
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Variables:
r1∈{at-w01,at-w02,at-w03,at-w10,at-w11,at-w13,at-w20,at-w21,at-w22,at-w23,
at-w30,at-w31,at-w32,at-w33}
rs1∈{empty-rs1,ful-rs1}
c1∈{communicated_rock_data-w10,¬communicated_rock_data-w10}
c2∈{communicated_soil_data-w22,¬communicated_soil_data-w22}
v1∈{have_rock_analysis-r1-w10,at_rock_sample-w10}
s1∈{have_soil_analysis-r1-w22,at_soil_sample-w22}
InitialState:
r1=at-w33
rs1=empty-rs1
c1=¬communicated_rock_data-w10
c2=¬communicated_soil_data-w22
v1=at_rock_sample-w10
s1=at_soil_sample-w22
Goal:
c1=communicated_rock_data-w10
c2=communicated_soil_data-w22
Actioncommunicate_rock_data-r1-general-w10-w20-w30
PREV:r1=at-w10PRE:v1=have_rock_analysis-r1-w10
POST:c1=communicated_rock_data-w10
...
Actionnavigate-r1-w01-w02
PRE:r1=at-w01POST:r1=at-w02
Abstractactioncommunicate_rock_data-r1-general-w10-w20-w30
PRE:v1=have_rock_analysis-r1-w10POST:c1=communicated_rock_data-w10
...
Figure25:Multi-valuedstatevariablerepresentationoftheRoversplanningtaskincluding
abstractactionswhenpredicateatisremoved.Thisrepresentationisdescribedusinga
highlevellanguageusedbythepreprocessorofFD.
parametersdecreasesthenumberofapplicableactionsforeachstatesiwhendepth
isgreaterthank.Thus,itisexpectedthatsolvingtimedecreases,becausethe
numberofgeneratedstateswilbemuchless.However,thequalityofthegenerated
abstractplandependsonthevalueofk. Webelievethatsmalvaluesofkdecrease
theplanningtimeanddecreasethenumberofexpandednodesduringsearch.
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Potentialy,thisdiminishestheaccuracyoftheplanandincreasesthenumberof
replanningstepswhenthistechniqueisusedonaplanningandexecutioncycle
(moreabstractactionsmeansmoreexecutionfailures).Ontheotherhand,high
valuesofkincreasetheaccuracyoftheplan,butincreasetheplanningtime.Inthe
worstcase,ifthevalueofkisclosetothesizeofthestandardplan,theplanning
timeusingthehorizonandthepredicateabstractionwilbeequalthanthestandard
planningtime.Inordertounderstandhowthevalueofkinﬂuencesthesearch
process,wewilchoosearepresentativesetofvaluestouseontheexperiments
reportedinthenextsection.
Algorithm6.4showsthepseudo-codeofthek-boundedBest-FirstSearch(BFS).
Theopenlist,open,organizesthegeneratedstatesinalistaccordingtotheirf-value.
Theopenliststoressearchstateswhicharecomposedofonestate,theactionwhich
generatesthestate,thehvalueandthegvalue.Thealgorithmstartsinsertingthe
initialstateusingthestatefunction(line2).Then,thealgorithmiteratestheopen
listuntilitisemptyorasolutionisfound(line5).Ateachiteration,thenextstate
tobeexpandedisextractedfromthetopoftheopenlist(line6)andinsertedin
theclosedlist(line7).First,thealgorithmcheckswhetherthecurrentstateisa
goalstate(line8).Ifthecurrentstateisavalidgoalstate,thealgorithmstopsthe
search(line9)andbuildsthesolutionpathgoingovertheclosedliststartingfrom
thecurrentstate(line23).Otherwise,thealgorithmgeneratestheapplicableactions
usingthegetApplicableActionsfunction(line12).Ifd(current)islowerthank,
thesuccessorsaregeneratedusingtheoriginalactionset(line12).But,ifd(current)
isgreaterthank,thesuccessorsaregeneratedusingtheabstractactionset(line
14).Finaly,thesuccessorsofthecurrentstatearegenerated.Eachsuccessoris
evaluated(line15)andaddedtothecorrespondinglist(openorclosed).Then,the
algorithmchecksifthesuccessorhasbeengeneratedpreviouslyandcanbereopened
orupdated(line17).Otherwise,thealgorithminsertsthesuccessorintheopenlist
orintheclosedlistifthesuccessorisadead-end.Finaly,thealgorithmbuilds
thesolutionusingthebuildSolutionfunction(line23).Thisfunctionﬁndsthe
forwardpathfromItothecurrentstateiteratingtheclosedlistifthecurrentstate
isagoalstate.Otherwise,thefunctionoutputs"noplan".
6.5 EmpiricalEvaluation
Inthissection,wedescribethe methodthatwehavefolowedtoconductthe
empiricalevaluationofthediﬀerentapproacheswhichhavebeendevelopedinthis
thesis.Duringthelastyears,theplanningcommunityhasdonemanyeﬀortsto
developcommon methodsandtoolsto measurethecapabilitiesofthediﬀerent
planningsystemsandcomparetheirperformance.Theseeﬀortsledtothecreation
in1998oftheInternationalPlanningCompetition(IPC).Thiscompetitionhas
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Algorithm6.4:Pseudo-codeofthek-boundedBestFirstSearchalgorithm
input:Planningtask:Π=(F,A,I,G)
input:Abstractplanningtask:ΠabsP =(FabsP ,AabsP ,IabsP ,GabsP )
input:Horizonvalue:k
output:Sequentialabstractplanor"noplan"
1begin
2 Setopen←open∪state(I,empty,evaluate(I),0)
3 Setclosed← empty
4 Setsolved← false
5 whileopenisnotemptyandnotsolveddo
6 current←getBestState(open)
7 closed←closed∪{current}
8 h←getH(current)
9 ifG⊆currentthen
10 solved← true
11 else
12 acts←getApplicableActions(A,AabsP ,current,k)
13 successors←generateSuccessors(current,acts)
14 foreachsuc∈successorsdo
15 hsuc←evaluate(suc)
16 gsuc←getG(current)+getCost(suc)
17 ifreopen(suc,closed)orupdate(suc,hsuc,open)then
18 open←
open∪state(getState(suc),getAction(suc),hsuc,gsuc)
19 elseifnotisDeadEnd(suc)then
20 open←
open∪state(getState(suc),getAction(suc),hsuc,gsuc)
21 else
22 closed←
closed∪state(getState(suc),getAction(suc),hsuc,gsuc)
23 returnbuildSolution(s0,current,A,AabsP ,solved,closed)
asobjectivetooﬀeracommonenvironmentandrulesinordertocomparethe
performanceofcurrentstate-of-the-artplanners.
Inthelastyears,IPCruleshavebecomeastandardtocompareplannerperformance
andevaluateresearchinAP.However,mostoftheseruleshavebeencreatedto
comparetheperformanceoftheplangenerationprocesswithoutanyconsideration
abouttheexecutionprocess.Inordertoevaluatethisthesis,wehaveimplemented
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anewversionofthePELEAarchitecturetosolveplanningtasksinasimulatedor
real-worldenvironment.ThePELEAarchitectureautomaticalytrackstheplanning
andexecutionprocessmeasuringtheplanningandreplanningtime,thenumberof
planningepisodes,thenumberofexecutedactions,theevolutionofthegoalsand
memoryusage.Besides,itvalidatesalthesolutionplansusingtheplanevaluation
systemprovidedforMDPSim(Younesetal.,2005).
AsdescribedinChapter5,LPELEAarchitecturedeploysaplanning,monitoring
andexecutionlooptosolveaplanningtaskinsimulatedorreal-worldenvironment.
Inordertoperformasetofexperimentstoanalyzethecapabilitiesofthediﬀerent
approachesdevelopedinthisthesis,wehavedeﬁnedabasicsetting.Themaximum
planningtimeforaproblemhasbeensetto1000secondsandthe maximum
executiontimeforacompleteplanning-execution-replanningloopforeachplanning
taskhasbeensetto86400seconds(1day).Eachproblemhasbeenexecuted10runs
wherearunisacompleteexecutionofaplanningtaskinthesimulatedenvironment.
Arunisconsideredcompletewhenthegoalsarereached,themaximumplanning
timeisreached,themaximumexecutiontimeisreachedoradead-endisdetected.
6.5.1 Evaluationmetrics
Wemeasuretheperformanceofplanningandexecutionwithtwotypesofmetrics:
coverageandtimescore.Thetimescoremetrichasbeenextendedtomeasurethe
planningtime,theexecutiontimeandthereplanningtime.
•Coverage:Thismetricmeasuresthetotalnumberofplanningtaskssolved
fromthebenchmarkwithinthetimeandmemorybounds.Itistheoﬃcial
metricfortheoptimaltrackoftheIPCsince2008.
•TimeScore:Thismetricmeasurestherewardthatplannersgetforsolvingthe
planningtasksasearlyaspossible.Planningsystemsgetatimescoreinthe
interval(0,1]foreachtasksolved.Thefastestplannerisawardedonewhole
point,whileotherplannerssolvingthesameprobleminmoretimereceivea
fractionofapoint.Ifaplannerdoesnotsolvetheproblembeforethetime
limititgets0pointsforthatproblem.Thetotalscoreofaplannerinadomain
isthesumofitsscoreinaltheproblemsofthatdomain.Thismetricisused
toscorethreediﬀerentvalues:(1)ﬁrstplanningtime;(2)fulplanningtime;
and(3)fulplanningandexecutiontime.
Diﬀerentequationsmaybeproposedtodeterminethescoreoftheplanning
systems.Inthecontextofthisthesis,weusethetimescoremetricfromthe
SequentialSatisﬁcingTrackoftheIPC-2011.Lett∗betheminimumtime
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insecondsrequiredbythefastestplannertosolvethetask,roundingalthe
timestotheuppersecond,lettp bethetimeinsecondsobtainedbythe
plannerpandlettmax bethemaximumplanningtime.Then,thetimescore
ofaplannerpthatsolvestheproblemintp,iscomputedfolowingEquation2.
Anyplannersolvingtheprobleminlessthanonesecondreceivesthemaximum
score.
tscore(t∗,tp,tmax)=


0  iftp>tmax
1  iftp<1s
t∗/tp iftp>1s
(2)
•Score:Thismetricisusedtomeasurediﬀerentvariableswhicharecolected
duringplanningandexecution(planningsteps,qualityofthesolution,plan
deviation,etc).Asthepreviousmetric,planningsystemsgetascoreinthe
interval(0,1]foreachtasksolved.Thebestplannerisawardedonewhole
point,whileotherplannerssolvingthesameproblembutobtainingahigher
valueforthevariablemeasuredreceiveafractionofthepoint.Letv∗bethe
minimumvaluerequiredbythebestplannertosolvethetask,letvpbethe
valueobtainedbytheplannerpandletvmax bethemaximumvalueforthe
variablemeasured.Then,thescoreofaplannerpthatsolvestheproblem
withthevaluevp,iscomputedfolowingEquation3.
vscore(v∗,vp,vmax)= 0  ifvp>vmaxv∗/vp ifvp<=vmax
(3)
6.5.2 Planners
Inordertoevaluatetheresultsofourresearch,inthisthesiswehavecomparedthe
performanceofthediﬀerentversionsofourapproachagainsttheclosestcompetitors
modelsintermsofplanningandexecutionsystemsbasedonPDDLanditsvariants:
•Classicaltechniques,whichuseplanningandreplanningwhenanexecution
failureisdetected. WeuseLAMA11,ananytimeplannerdevelopedwithin
theFast-Downwardframework(Richterand Westphal,2010).OnceLAMA11
hasfoundaﬁrstsolution,itcontinuestosearchforbettersolutionsuntil
itexhauststhesearchspaceortheavailableresources(memoryand/or
time).LAMA11wasthewinnerofthesequentialsatisﬁcingtrackofIPC2011.
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LAMA11assumesit wil begiven30 minstogenerateaplan. Thisis
unreasonablefor mostroboticstasks.Therefore,inourcase,weonlyuse
theﬁrstsolutionandwecalthisconﬁgurationlamaf.
•Probabilistictechniques,whichuseaPPDDLmodel,soithasinformationon
probabilisticoutcomesofactions. WehaveusedmGPT(BonetandGeﬀner,
2005),thewinnerofthelastProbabilistictrackbasedonPPDDL.mGPT
isaplanningsystembasedonheuristicsearchforsolving MarkovDecision
Processes(MDPs)byextractingandusingdiﬀerentclassesoflowerbounds
alongwithvariousheuristic-searchalgorithms.
•Reactivetechniques,whichchoosethebestactionaccordingtothecurrent
stateoftheenvironment.Inordertoprovideabetterbehaviourthanapure
reactivesystem,wetuneourapproachtoworklikeareactivesystem.
6.5.3 BenchmarkDomains
Asetofdiﬀerentbenchmarkofplanningtaskshasbeendeﬁnedineachcompetition
totesttheplanners’capabilitiesofsolvingtasksofdiﬀerentkinds.Theseplanning
tasksareclassiﬁedindomains.Problemsofthesamedomainareofthesametype,
havingacommonstructurebutvaryingindiﬃculty.However,mostoftheplanning
domainshavebeendesignedwiththeaimofcheckingthelimitsofboththeheuristic
functionsand/orthesearchalgorithms.Then,ourbenchmarkiscomposedofboth
domainsfrompreviousIPCsanddomainsdesignedtosolvereal-worldproblems.
Inthisthesis,weconsiderabenchmarksetof6domains.Foreachdomainwehave
chosen5diﬀerentproblemsperdomainasabaselinetogenerateourbenchmark.
Problemswerechosenbyrunningstate-of-the-artplannersandchoosingproblems
thatcouldbeconsideredaseasy,mediumandhardaccordingtothetimeittakes
theplannerstosolvethem.Eachproblemisexecuted15timesinthesimulated
environment,sowealreadyhave150diﬀerentproblemexecutiontraces.During
execution,duetotheuseoftheerrorsimulator(seesection5.3.4.2)andMDPSim
(seesection5.3.4.1),theproblem’sstructurechangesaccordingtothediﬀerent
failuresandtheexogenousevents. Wepresentadetaileddescriptionofthediﬀerent
planningdomainswhichhavebeenconsidered:
•TheRoverdomainwasdesignedforthesequentialtrackofIPC-3(2002)
anditwasinspiredonthe Marsexplorationroversmissionswhereanarea
oftheplanetisrepresentedasagridofcels,caledwaypoints.Theycontain
samplesofrockorsoilthatcanbecolectedbytherobots.Eachrobotcan
traverseacrossdiﬀerentwaypointsandcanperformasetofdiﬀerentactions
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(analyzerockorsoilsamplesortakepicturesofaspeciﬁcwaypoint).Aldata
colectedbyrobotunitshastobesenttothelander,thatisplacedinaspeciﬁc
waypoint.
•The Depots-robots domain isinspired onthecurrenteﬀorts of
somecompaniestoautomatewarehouse managementprocessesbyusing
homogeneousrobot unitslike Amazoncompany whichis using Kiva
robots(Wurmanetal.,2007)initswarehouses.Inthisdomain,thereisa
setofrobotunits,asetofhumansandasetofpodswhicharelocatedina
warehouse.Thewarehouseisdeﬁnedasagridcomposedofcels.Robotunits
canmoveamongadjacentfreecelsandcarrypodstohumans.Humansare
locatedinspeciﬁclocationswheretheycanuseproductswhicharecontained
inthepods.
•TheTidyBotdomainwasdesignedforthesequentialtrackoftheIPC-6
(2012)anditwasinspiredonahouseholdcleaningtask.Thereisoneor
morerobotunitswhichmustpickupasetofobjectsandputthemintogoal
locations.Theenvironmentisrepresentedasabi-dimensionalgrid,divided
intonavigablelocationsandsurfaces(tablesandcupboards)onwhichobjects
maylie.Robotshaveagripper,which movesrelativetotherobot,upto
somemaximumradius.Existingobjectsblockthegripper,sothatitmaybe
necessarytomoveoneobjectoutofthewaytoputanotheronedown.Robots
cancarryoneobjectatatimeinthegripper,butmayalsomakeuseofacart,
thatcanholdmultipleobjects.
•ThePortdomainisinspiredonthecurrentcontainerhandlingsystemsused
onportstomovethecontainerscarriedonbytheships.Inthisdomain,there
isasetofships,asetofhoistsandasetofcrateswhicharelocatedinships.
Therearesomedockswhicharesharedbyalhoists.Hoistsareassignedto
oneshipandcanmoveandstakecratesbetweenshipsandthedock.Besides,
cratescanbestackedonthedock.Thegoalsofthisdomainconsistonloading
cratesonships.
•TheSatelitedomainwasdesignedforthesequentialtrackofIPC-3(2002)
anditwasinspiredontheSateliteobservationmissions.Inthisdomain,there
isasetofsatelitesequippedwithdiﬀerentinstruments,whichcanoperatein
diﬀerentmodes.Thegoalistoacquireimages,dividingtheobservationtasks
amongthesatelites,basedonthecapabilitiesoftheirinstruments.Satelites
mustacquireimagesfromdiﬀerentobjectivesfromthespace.
•TheWarehousedomain isavariantoftheSokobanDomaininspiredon
thewarehousemanagementprocessesbyusingheterogeneousrobots.Inthis
domain,therearetwodiﬀerentrobotunitswhichcanmovearoundtheplace.
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Theﬁrstrobotunit(cargorobot)oﬀersabasicmechanismtopushandpul
podsinspeciﬁcstoragelocations.Thesecondrobotunit(coordinatorrobot)
analyzesthelabelofthepodstoobtaininformationaboutthepod’sﬁnal
locationusingComputerVision.PodsareidentiﬁedusingaQuickResponse
code(QR)label,whichhasinformationaboutthepod(storagelocation,
priority,weight,etc).Thisinformationcanbecriticalduringthestorage
process.Inordertosolveaprobleminthisenvironment,coordinatorrobots
mustobtaininformationaboutthediﬀerentpodsandcommandtothecargo
robotstomovethepodstothecorrectstoragelocation.Thus,itimpliesa
colaborationprocessbetweendiﬀerentrobotunits.Cargorobotscanonly
moveandtransportpods,meanwhilecoordinatorrobotscanmoveandget
informationaboutthepodsusingtheQRlabels.Thisdomainwasusedin
oneofthepapersreferencesinChapter8.
6.5.4 Theevaluationenvironment
TheevaluationenvironmenthasbeenconﬁguredusingtheLPELEAarchitecture
describedinChapter5.3whichusesboththe MDPSimtoemulatetheexecution
ofplansandtheErrorSimulatorwhichincreasesthevariabilityoftheexecution
dynamicsintroducingexogenousevents. Thevrptechniquedescribedinthis
chapterhasbeenimplementedovertheFast-Downward(FD)planningsystem.The
sourcecode,writteninC++,hasbeenbuiltasavariationofthepreprocessor
andthesolversystemofFD.ThenewplannerhasbeencaledAbstractkFast
Downward(akfd)4.
TheLPELEAarchitecturehasbeenconﬁguredasshowninFigure365.Thisloop
isusedtoevaluatevrpusingtheakfdplanningsystems.Theplanning-execution
processstartswiththeExecutionnode.Givenaplanningtask(consistingofa
deterministicPDDLdomainandproblem)andahorizonk,theExecutionnode
requestsaplanπtothe Monitoringnode,which,inturn,requestsaplantothe
DecisionSupportnode.Thisnodegeneratesaplanusingvrp,takingasinput
thedeterministicPDDLdomainandproblemaswelask.Next,the Monitoring
nodeiterativelysendseveryactionaiintheplantotheExecutionnodebasedon
Algorithm5.1.Finaly,theExecutionnodesendseachactiontotherealworldto
beexecutedandreceivesthenewobservedstate.Inourcase,therealworldhas
beenrealisticalysimulatedbyusingtwonodes.TheErrorsimulatortransforms
theactionaiintoanotheractionaeiinPPDDLsuchthatitincorporatesnew
stochasticeﬀectsintotheactionmodel.Next,theErrorsimulatorsendsthenew
4Thesourcecodeisavailableathttps://bitbucket.org/momartin/akfd
5Thesourcecodeofthevrpmodulesisavailableathttps://bitbucket.org/momartin/peleahorizon.
Therearesomedetailedinstructionsintherepositoryonhowtouseit.
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actiontotheactualsimulator,MDPSiminthiscase.MDPSimexecuteseachaction
usingastochasticactionmodelinPPDDL,manualygeneratedfromtheoriginal
actionmodel(PDDLdomain).
Monitoring Execution
PDDLDomain
Problem
Decision
Support
Error
Simulator
MDPSimAKFD
PPDDLDomain
ProblemHorizonk
Predicateset
PELEA Simulator
actionai
currentstatesi
tas
kΠ
pla
nπ
act
io
na
e i
observedstate
actionai
taskΠ
planπ
Figure26:LightPELEAArchitectureusedtoevaluatevrp.
Aftereveryexecutionofanaction,iftheobservedstateisnotvalidaccordingto
thedeterministicversionofthedomain(asinDeﬁnition11),PELEAgeneratesa
newplanusingtheobservedstateasthenewinitialstate.Thisprocessisrepeated
usingare-planning-execution-monitoringloopuntilitsensesastatewherethegoals
havebeenreached.Duetothecharacteristicsofthesimulator,weassumethatthe
diﬀerentagents(robots)canwaitinasecurestateduringthecomputationofanew
plan.Thismeansthatthestateofthediﬀerentagentswilnotchangeduringthe
planningsteps.
TheperformanceofakfdiscomparedtoFF-Replan(HoﬀmannandNebel,2001),
mgpt(BonetandGeﬀner,2005)andLama(Richterand Westphal,2010)overﬁve
problemsoftheRoversdomain.Ourapproachhasbeenconﬁguredmanualywhere
ahorizonvalueof10actionsandapredicatesetcomposedofthepredicateat.Inthe
Roversdomain,whichwehavedescribedbefore,wehavedesignedanerrormodel
basedonfourfailureswhichhavebeenencodedintoPPDDL.(1)Thereisageneral
errorwhichpreventstheexecutionofanyaction.Eachactionhasaprobability
equalsto0.05thattheactionisnotexecutedproperly;(2)Acalibrationerror
happenswhenarovertriestotakeapicture,andthecameraaccidentalyremoves
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itscalibration,sotheroverneedstocalibratethecameraagain.Thiserrorhasa
probabilityequalsto0.1;(3)Acommunicationerroroccurswhenarovertriesto
sendsamplesorimagestothelanderandtheinformationsentbytheroverisnever
received.Thesampleislostandtherovermusttakethesampleagain.Thiserror
hasaprobabilityequalsto0.1.Thedomaindeﬁnitionhasbeenmodiﬁedalowing
thiskindoffailures.Rockandsoilsamplesdonotdisappearfromawaypoint
whenaroverusesthem.And(4)anavigationerrorhappenswhenarovermoves
toadiﬀerentwaypointthantheexpectedonewhenitisnavigating.Inthecase
thattheroverﬁnisheditsmovementinadiﬀerentwaypoint,thiswaypointmust
beconnectedwiththeoriginordestinationwaypoint.Thiserrorhasaprobability
equalsto0.15.AltheseexperimentswereconductedinaIntelXeon2.93GHZQuad
Coreprocessor(64bits)runningunderLinux.Themaximumavailablememoryfor
theplannerswassetto8GB.
Table4showstheresultsforﬁvediﬀerentproblemsoftheRoversdomainwhere
anabstractionhasbeencomputedusingthepredicateat.Thispredicatehas
beenselected manualy.Theresultsreporttheaverageover15executionsand
thestandarderroroverﬁvediﬀerentmetrics(M).Fcorrespondstoplanningtime
fortheﬁrstplanningepisodeinseconds.Tcorrespondstothetotalplanning
time(includingﬁrstplanningtime)ofalrunsinseconds.Rcorrespondstothe
numberofreplanningepisodes.Acorrespondstothenumberofactionsexecuted
inthesimulatedenvironmentandCcorrespondstothenumberofproblemssolved.
Coverageisdescribedintermsoffourvalues:(1)numberofsolvedproblems;(2)
numberofunsolvedproblemsthathaveexceededthe maximumplanningtime
(1000seconds);(3)numberofunsolvedproblemsthathaveexceededthemaximum
planningandexecutiontime(86400seconds);and(4)numberofunsolvedproblems
bydead-ends.Thelastvalueisthesumoftheotherfourvalues.lamafsolvesal
problems,butusingmuchlongerplanningtimethanourapproach.Besides,our
plannerdecreasestheﬁrstplanningtimeononeorderofmagnitudeinalproblems
chosenfromtheRoversdomain. WecanalsoseethatanapproachbasedonMDPs,
mgpt,thatreceivesasinputmoreinformationthanourapproach(theprobabilistic
eﬀectsofactions),isnotabletoscaleupanddoesnotsolveanyproblem.In
general,thetimeperformanceofakfdisbetterthantheotherthreeplanning
systemssolvingtheproblemsquickerthanthem.Besides,akfdneedslesstimeto
computeasequentialabstractplanwhichisanimportantadvantageovertheother
twoapproachesindynamicandstochasticenvironmentswherethereasoningtime
isimportanttooﬀerrealinteractionwiththeenvironment.FF-Replancanonly
solvetwoplanningtasksoftheRoversbenchmarks.Finaly,mgptcannotsolve
anyplanningtask,becausethisplannerneedsmorethan1000secondstobuilda
solutionaccordingtotheprobabilitydistributionoftheactionmodel.
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Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
FF-Replan
F(s) 93.9±1.1 - 632.4±1.9 - -
T(s) 1178.9±329.1 - 4946.1±1131.8 - -
R 40.1±6.7 - 39.5±10.2 - -
A 311.7±37.4 - 350.5±24.1 - -
C 10,5,0,0/15  0,15,0,0/15  11,4,0,0/15  0,15,0,0/15  0,15,0,0/15
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
mgpt
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15
akfd
(k =10)
F(s) 9.6±0.1 13.8±0.1 20.2±0.1 14.6±0.1 23.9±0.1
T(s) 591.5±68.4 1271.3±95.3 1347.7±144.9 1380.1±52.9 1996.5±69.3
R 64.3±6.6  104.1±8.8  73.1±8.2  110.7±5.8  95.1±2.8
A 354.1±21.3  592.3±25.7  426.1±25.7  593.7±23.5  568.3±18.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table4:Comparingakfdtolamaf,FF-Replanandmgptoverﬁveproblemsfromthe
Roversdomain.akfdhasbeentunedremovingthepredicateatandusingahorizonvalueof
10actions.Bothparametershavebeenchosenmanualy.Theperformanceoftheplannersis
measuredover5metrics(M).Fcorrespondstoplanningtimefortheﬁrstplanningepisode
inseconds.Tcorrespondstothetotalplanningtime(includingﬁrstplanningtime)ofal
runsinseconds.Rcorrespondstothenumberofreplanningepisodes.Acorrespondstothe
numberofactionsexecutedinthesimulatedenvironmentandCcorrespondstothenumber
ofproblemssolved.Thebestresultsarehighlightinbold.Besides,foreachproblemwehave
deﬁnedthreevalueswhichdescribethecomplexityoftheproblem:(i)numberofrovers;(i)
numberofwaypointsand(ii)numberofgoals.
Theseresultsshowthatvrpcanbeusedtosolveplanningtaskindynamicand
stochasticenvironmentdecreasingboththeﬁrstplanningtimeandthefulplanning
timekeepingthequalityofthesolution.However,vrpdependsofthreeparameters
(thepredicateset,thehorizonvalueandtheenvironment)whichmustbeanalyzed
inordertodiscovertheinﬂuenceoftheseparametersintheprocessofplanningand
execution.Inthenextsections,weanalyzetheeﬀectsofeachparameter.
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6.5.5 Thepredicateset
Thepredicatesetdeﬁneswhichpredicatesaregoingtoberemovedinorderto
generatetheabstractstatespace.Inthissection,weanalyzetheeﬀectofusing
diﬀerentpredicatesetscomposedofoneormorepredicatesinordertoanalyzethe
eﬀectsovertheplanningtimeandthequalityoftheexecutedplan.Table5shows
theresultsforﬁvediﬀerentproblemsoftheRoversdomainwhereanabstraction
hasbeencomputedusingonepredicateinordertoanalyzetheinﬂuenceofdiﬀerent
predicateswhenabstractionsarebuilt. Wehavechosenﬁvedynamicpredicates
fromthecategorizationshownofTable3(Page95).Thepredicatesetsusedto
buildabstractionsare:AP1={at},AP2={have-image},AP3={have-rock-analysis},
AP4={have-soil-analysis}andAP5={calibrated}. Weonlycompareakfdwith
lamaf,becausemgptdoesnotsolveanyproblemandFF-Replandoesnotsolve
diﬃcultproblems.Theresultsshowsmal diﬀerencesintheﬁrstplanningtime
(F)dependingonwhichpredicateisusedtobuildtheabstraction.Neither,there
aresigniﬁcantdiﬀerencesintheful planningtime(T).However,thepredicate
have_rock_analysisprovidesthebestresultsforal problems.Inouropinion,
thishappensbecausetherearemoregoalsofthetypecommunicated_rock_data
orrockgoalsarethemostdiﬃculttoreach.Thisisanimportantfact,becausethe
predicateusedtobuildgoodabstractionscanbechosendependingonthestructure
ontheproblemorthetypeofgoals.
Deﬁnition19. (Dominationbetweenpredicates)LetΠ=(F,A,I,G)bea
planningtask,letP1∈Fapredicate,letP2∈Fapredicate,letπabsP1 thesequentialabstractthatsolvetheabstractplanningtaskΠabsP1 andletletπabsP2 thesequentialabstractthatsolvetheabstractplanningtaskΠabsP2 .ApredicateP1dominateoverP2,ifπabsP1 ⊂πabsP2 .
Regardingtothenumberofreplaningsteps,weobservethatsomepredicateslike
calibratedorhave_rock_analysisreducethenumberofreplanningsteps(R)
andthefulplanningtime(T).Thisfactcanberelatedtothesimilarityoftheplan
generatedbyakfdandlamaf.Table6showsthesizeoftheplansgeneratedin
theﬁrstplanningstep.Predicateshave-imageandcalibratedgeneratethemost
accurateplans,butnoneofthesepredicatesgeneratesthepredicateabstraction
whichproducesthebestresults.Then,thepredicateusedtobuiltthepredicate
abstractiondependsonthestructureoftheplanningtask.
Thepreviousresultsshowthattherearesomediﬀerencesintheperformanceof
akfddependingonthepredicateusedtobuildthepredicateabstraction.According
tothis,weanalyzeifsomepredicatecanbeusedtobuildamorecomplexpredicate
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Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3 59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
AP1
F(s) 9.6±0.1 13.8±0.1 20.2±0.1  14.6±0.1 23.9±0.1
T(s) 591.5±68.4  1271.3±95.3 1347.7±144.9  1380.1±52.9  1996.5±69.3
R 64.3±6.6  104.1±8.8  73.1±8.2  110.7±5.8  95.1±2.8
A 354.1±21.3  592.3±25.7 426.1±25.7  593.7±23.5  568.3±18.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
AP2
F(s) 11.3±0.2  18.6±0.1  24.0±0.1  20.6±0.0  29.1±0.2
T(s) 594.6±89.5  1313.0±204.4  1517.2±257.8  1289.1±136.6  2050.4±464.5
R 58.3±8.9  90.8±14.6  73.2±12.6  86.2±10.1  84.4±19.3
A 377.7±46.9  593.6±44.7  475.8±36.6  594.6±63.3  524.2±39.0
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
AP3
F(s) 11.6±0.1  20.3±0.1  25.3±0.1  20.1±0.1  31.8±0.1
T(s) 535.4±63.5 1205.5±230.5  1437.1±252.4 1112.2±126.9 1693.9±190.9
R 52.3±6.7  85.2±16.0  68.6±12.9  74.6±10.5  69.6±7.9
A 353.0±27.7  588.6±79.9  486.0±55.5  564.8±35.8  549.2±42.2
C 15.0.0.0/15  15.0.0.0/15  15.0.0.0/15  15.0.0.0/15  15.0.0.0/15
akfd
AP4
F(s) 10.9±0.3  16.3±0.1  23.7±0.2  15.7±0.2  28.4±0.1
T(s) 704.9±62.1  1403.2±171.3  1623.9±115.3  1560.8±63.9  2275.6±174.7
R 71.2±7.4  103.6±12.0  79.8±5.9  116.2±4.8  95.8±6.8
A 385.0±23.3  596.2±51.2  466.4±30.2  664.0±32.3  569.6±12.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
AP5
F(s) 11.2±0.2  16.9±0.1  23.4±0.0  17.8±0.1  27.9±0.2
T(s) 566.1±79.0  1320.0±170.8  1635.7±191.9  1251.5±211.7  1932.9±188.3
R 56.5±8.2  94.8±13.7  80.2±9.5  90.0±15.1  80.4±8.2
A 349.7±34.6  600.8±48.7  481.2±34.3  558.0±48.4 519.3±36.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table5:ComparingakfdtolamafoverﬁveproblemsfromtheRoversdomain.akfdhas
beentunedremovingonepredicateandhorizonof10actions.Eachconﬁgurationisdenoted
toAPwhichmeansAbstractPredicateandanumber.Bothparametershavebeenchosen
manualy.Thebestresultsarehighlightinbold.
abstractioninordertoimprovetheperformanceofakfd. Wehavedeﬁned5
diﬀerentpredicatesets:
AP1={at}
AP2={have-image}
AP3={have-rock-analysis}
AP4={have-soil-analysis}
AP5={calibrated}
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Planner
Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
lamaf 250  393  306  358  385
akfd(P=AP1)  119  174  156  183  203
akfd(P=AP2)  206  334  315  392  338
akfd(P=AP3)  192  239  218  320  167
akfd(P=AP4)  141  251  226  175  334
akfd(P=AP5)  228  355  330  382  360
Table6:Comparingthesizeoftheﬁrstplangeneratedbyakfdandlamafforﬁveproblems
fromtheRoversdomain.
AP6={at,have-rock-analysis}
AP7={at,have-rock-analysis,have-soil-analysis}
AP8={at,have-rock-analysis,have-soil-analysis,have-image}
AP9={at,have-rock-analysis,have-soil-analysis,have-image,calibrated}
Table7showstheresultsforﬁvediﬀerentproblemsoftheRoversdomainwhere
theabstractionshavebeenbuiltusingdiﬀerentpredicatesets. Wehaveusedthe
predicateatasabasetobuildtheotherpredicatesets.Eachsethasbeenbuilt
byincludinganewpredicateoverthepreviousuntilaldynamicpredicatesused
intheprevioussectionarepartofthepredicateset.Forinstance,thesetAP7=
AP6∪{have−soil−analysis}.AccordingtotheresultsshowninTable7,thereis
nosigniﬁcantdiﬀerencebetweentheresultsofthediﬀerentconﬁgurationsofakfd.
Thiseﬀectisproducedduetothewayinwhichtheabstractactionsetisbuilt.The
predicateatdecreasesthesizeoftheactionspacewhenthepredicateabstraction
isbuiltusingit,becausethenavigateactionsareprunedfromtheoriginalaction
space.Thismeansthatroverscantakepictures,rockandsoilsamplesimmediately
withoutmovingacrosstheenvironment.Then,apredicateabstractionbuiltusing
morepredicatesrelatedtothesetaskswilnotimprovetheabstractionproduced
bythepredicateat.Predicateatdominatesoverotherdynamicpredicateslike
have-rock-analysis,have-soil-analysisandhave-image,becauseitsimpliﬁes
mostofthetasksperformedbytheroversintheenvironment(seeDeﬁnition19).
Besides,apredicateabstractioncomposedof manypredicatescanproducean
excessivesimpliﬁcationoftheabstractspace.Thisfactmayincreasethenumberof
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replanningstepsduetothebadqualityofthesequentialabstractplansgenerated
ineachplanningstep.
Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
LAMAF
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3 59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(P=AP1)
F(s) 9.6±0.1  13.8±0.1  20.2±0.1  14.6±0.1  23.9±0.1
T(s) 591.5±68.4  1271.3±95.3 1347.7±144.9  1380.1±52.9 1996.5±69.3
R 64.3±6.6  104.1±8.8  73.1±8.2  110.7±5.8  95.1±2.8
A 354.1±21.3  592.3±25.7 426.1±25.7  593.7±23.5  568.3±18.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(P=AP6)
F(s) 9.6±0.1  13.7±0.1  19.9±0.3  14.4±0.1  22.9±0.2
T(s) 570.8±75.2  1358.1±175.1  1711.6±125.3  1322.3±154.4  2084.5±95.8
R 62.2±8.8  111.1±15.3  93.6±7.5  106.4±12.6  98.4±5.2
A 347.1±24.5  635.2±48.2  477.8±30.5  615.6±49.1  557.8±23.4
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(P=AP7)
F(s) 9.6±0.1  13.0±0.1  19.3±0.1  13.6±0.1  22.3±0.3
T(s) 605.7±80.4 1151.1±22.9  1518.1±118.1  1325.8±119.5  2226.6±142.1
R 66.6±8.5  95.1±0.9  83.4±6.9  108.2±9.4  105.6±6.3
A 355.8±50.4  549.4±26.5  466.6±23.2  589.6±17.7  589.8±21.4
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(P=AP8)
F(s) 9.4±0.1  13.1±0.1  19.1±0.1  13.6±0.1  22.1±0.2
T(s) 554.8±61.6  1321.7±175.2  1601.5±202.7  1259.8±159.9  2140.7±122.8
R 61.4±7.2  109.1±14.7  87.8±10.7  102.6±13.2  102.4±6.6
A 371.1±25.2  621.4±59.1  472.2±39.9  587.2±69.5  583.2±44.1
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(P=AP9)
F(s) 9.1±0.1 12.8±0.2 19.1±0.1 13.2±0.1 21.9±0.2
T(s) 576.1±81.3  1238.5±108.8  1496.4±144.4 1235.2±91.9  2059.1±319.4
R 63.4±9.4  103.1±9.3  82.4±8.3  100.2±8.1  98.2±15.9
A 375.2±43.7  606.7±43.8  447.6±29.6  565.6±33.3  570.1±73.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table7:ComparingakfdtolamafoverﬁveproblemsfromtheRoversdomain.akfdhas
beentunedremovingdiﬀerentpredicatesets.Thebestresultsarehighlightinbold.
Table8showsthesizeoftheoriginalactionspaceandtheabstractactionsets
generatedusingdiﬀerentpredicatesetstobuildthepredicateabstraction.The
resultsshowthatthecombinationofpredicatescalibratedandatgeneratesthe
smalestabstractactionset.However,thiscombinationdoesnotproducethebest
resultsforakfd.
Inconclusion,webelievethatsomepredicatesdominateoverothersdependingon
thestructureoftheplanningtask.Inordertogenerategoodabstractionsanalyzing
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Planner
Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
lamaf 12096  22854  25577  26353  26371
akfd(P=AP1)  9914  20572  23157  23789  23635
akfd(P=AP2)  12096  22854  25577  26353  26371
akfd(P=AP3)  12096  22854  25577  26353  26371
akfd(P=AP4)  12096  22854  25577  26353  26371
akfd(P=AP5)  9763  12710  18296  13397  26371
akfd(P=AP6)  9914  20572  23157  23789  23635
akfd(P=AP7)  9914  20572  23157  23789  23635
akfd(P=AP8)  9914  20572  23157  23789  23635
akfd(P=AP9)  3457  4050  6419  5689  7044
Table8:Comparingthesizeoftheactionsetgeneratedbyakfdandlamafforﬁve
problemsoftheRoversdomain.
theplanningtaskisimportanttoidentifywhichpredicatescanbeusedtosimplify
thecomplexityofthesearchprocesskeepingthe maximuminformationinthe
abstractplanningtask.Besides,wethinkthatagoodabstractionmustbebuilt
usingpredicateswithnodominationamongtheminordertoavoidunnecessary
simpliﬁcationsintheabstractspace.InChapter7,wearegoingtoanalyzeifitis
possibletobuildgoodpredicateabstractionsautomaticalytakingadvantageofthe
informationoftheprobleminordertochoosethebestpredicateset.
6.5.6 Thehorizonvalue
Thehorizonvaluedeﬁneswhenthepredicateabstractionisdeployedduringsearch.
Inthissection,weanalyzetheeﬀectofusingdiﬀerenthorizonvaluesinorderto
analyzetheeﬀectsovertheplanningtimeandthequalityoftheexecutedplan. We
haverunakfdwithdiﬀerentvaluesofk=(2,5,10,20,30,50,100)andapredicate
abstractionbuiltusingpredicateat.Besides,wehavechosenthevalueofk=400
torepresenttheresultsoflamafintheﬁgures.Thisvaluehasbeenchosengiven
thatthelongestplangeneratedbylamafis393actionsforrovers37problemand
thatmeansthatakfdwilnotswitchtotheabstractactionset,andthusalsearch
wilbestandardlamafsearch.
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Figure27showstheevolutionoffourmetricsdependingonthehorizonvalueforﬁve
diﬀerentproblemsoftheRoversdomain.Wehavenotshownthecoveragemetric(C)
becausealproblemsaresolvedbyalakfdconﬁgurationsandlamaf.Figure27(a)
showstheaverageﬁrstplanningtimeforthewholecycleofplanningandexecution.
akfdreducestheﬁrstplanningtimebyoneorderofmagnitudeinalproblemsin
comparisonwithlamaf.But,therearenosigniﬁcantchangesontheﬁrstplanning
timeamongthediﬀerentconﬁgurationsofakfd.Meanwhile,Figure27(b)shows
theaveragefulplanningtimeforthewholecycleofplanningandexecution.In
general,akfddecreasesthefulplanningtimeformostconﬁgurations.Ifthehorizon
valueissmalerthan5,akfdneeds much moretimethanlamaftosolveal
problems.But,whenthehorizonvalueisbiggerthan5,akfd
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decreasingthefulplanningtime.Besides,ourapproachdecreasesonaorderof
magnitudetheplanningandexecutiontimeonproblemrovers37whenthehorizon
valuetakesvaluesbetween20and30.
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Figure27:Evolutionoffour metricsduringthewholecycleofplanningandexecution
dependingonthevalueofkforﬁveproblemsfromtheRoversdomain.Thexaxisshows
thevalueofkandtheyaxisshowsthevalueofthemetric.Thehorizonvalueof400
correspondstolamafduetothelongestplangeneratedbylamafis393actionforrovers
37problem.Figures(a)and(b)areshownindecimal-scaleandFigure(c)and(d)are
showninlog-scale.
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Ontheotherhand,Figure27(c)showsthatthenumberofreplanningstepsis
similarregardlessofthehorizonvalueexceptforsmalvalueslike2and5.As
weexplainedbefore,theaccuracyofaplanisthediﬀerencebetweentheoriginal
plangeneratedbylamafandtheabstractplangeneratedbyakfd.Ifthehorizon
valueissmal,thenumberofreplanningstepsishugeduetotheaccuracyofthe
abstractplans.Nevertheless,theaccuracyoftheabstractplansincreasesasthe
horizonvalueisincreased.Ingeneral,akfdobtainsbetterresultsthanlamaf
decreasingthenumberofactionsexecutedtosolvetheplanningtaskswhenk=30.
Inconclusion,ifakfdistunedwithmediumhorizonvalues(20,30and50)itsolves
planningtasksexecutingasimilarnumberofactionsthanlamaf,butdecreasingin
oneorderofmagnitudetheplanningtime.Thedatausedtogeneratethediﬀerent
ﬁguresshowninFigure27arepresentedinTable9.
Thecomplexityoftheplanningtaskdecreasesduringthecycleofplanningand
execution.Then,thereisapointinwhichtheplanningtaskissimpleenoughtobe
solvedbylamafinseconds.Atthispoint,itisnotusefultosimplifytheplanning
taskusingpredicateabstractions.Figure28showstheaverageplanningtimefor
theﬁrst60iterationsofthecycleofplanningandexecutionforproblem40using
diﬀerentvaluesofk=(2,5,10,20,30,50).Theseresultsshowthatlamafneeds
lessreplanningstepstosolvetheproblem,becausetheplansgeneratedbylamaf
donotcontainabstractactionsandtheplansgeneratedforeachplanningstep
arefulyinformed.Plansgeneratedbythediﬀerentconﬁgurationsofakfdneed
morereplanningstepsaccordingtotheaccuracyofthesequentialabstractplan,
butinthiscasetheplanningtimeisalwaysveryshort.Interestingly,thereisan
iterationduringtheplanningandexecutioncycleatwhichtheplanningtimefor
lamafissimilartotheplanningtimeforakfdandafterthisiterationlamaf
takeslesstimetocomputeplanskeepingtheaccuracyoftheplan.Theseresults
suggestthatakfddoesnotimproveoverstandardplanningfromscratchfromthat
pointon.Forproblemrovers40,thispointisaround40planningsteps.Besides,the
computationalcostoftheplanningtaskofakfd(time)isconstantregardlessofthe
horizonvalueaswecanseeinFigure29.ThisFigureshowstheaverageplanning
timeforthewholecycleofplanningandexecutionforproblem40.
Inconclusion,wethinkthatthehorizonvalueisanimportantparameterforvrp.
Theseresultsshowsthatvrpcanbeeasilyparameterizedbyappropriatelysettinga
valueforksothatitsbehaviorgradualytransitsfromamoredeliberativeapproach
(usinglargevaluesofk)toamorereactiveapproach(usingsmalvaluesofk).In
theextremes,ifk=1,vrpbecomesanalmostpurereactivesystem,whileifk=∞,
vrpbehavesasthestandarddeliberativeplannerinwhichisbased.
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Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
LAMAF
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4  75.60±7.3  59.2±7.3 68.2±5.1  70.1±10.2
A 323.6±24.2  512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=2)
F(s) 9.7±0.1  14.7±0.1  21.5±0.1 15.3±0.1  25.3±0.1
T(s) 3059.7±325.8  22069.1±9344.2  13503.3±3226.8  18442.6±8622.77  15922.1±2466.2
R 328.2±33.67  1717.4±715.7  695.4±169.1  1423.3±688.9  704.4±113.7
A 611.3±64.81  3082.6±1293.1  1203.60±290.37  2499.5±1233.3  1297.6±192.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=5)
F(s) 9.7±0.06 13.8±0.1 20.1±0.1 14.5±0.1 23.7±0.3
T(s) 1225.3±92.1  2311.6±218.2  2789.9±94.5  2083.1±149.8  3350.5±194.8
R 134.2±11.4  185.7±16.5  152.7±4.8  167.7±13.5  157.3±10.5
A 494.6±36.7  705.1±62.2  557.1±25.6  633.7±43.9  617.7±61.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=10)
F(s) 9.6±0.1 13.8±0.1  20.2±0.1 14.6±0.1  23.9±0.1
T(s) 591.5±68.4  1271.3±95.3  1347.7±144.9  1380.1±52.9  1996.5±69.3
R 64.3±6.6  104.1±8.8  73.1±8.2  110.7±5.8  95.1±2.8
A 354.1±21.3  592.3±25.7  400.1±25.7  593.7±23.5  568.3±18.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=20)
F(s) 9.7±0.1  13.9±0.1  20.4±0.1 14.6±0.1  23.9±0.1
T(s) 436.4±31.8  885.4±34.1  1135.9±220.5  1135.4±120.7  2020.4±267.1
R 47.7±3.4  72.1±2.5  60.7±11.9 91.3±9.2  94.1±12.6
A 336.7±18.8  528.7±13.1  447.7±54.6  553.7±15.9  571.3±56.8
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=30)
F(s) 9.7±0.1  14.1±0.1  20.4±0.2 14.8±0.1  23.9±0.1
T(s) 389.5±31.9 828.5±61.9 1052.6±319.1  1115.1±142.1  1668.8±198.4
R 41.7±3.9  67.1±4.2  56.7±17.4  88.7±12.5  78.1±9.4
A 316.5±18.1 500.1±5.7 412.7±48.8  538.1±42.6  534.3±45.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=50)
F(s) 15.7±0.9  22.2±2.1  30.7±0.2 22.4±0.2  35.2±0.1
T(s) 501.1±96.9  1025.3±158.3  1377.7±200.9 1107.1±149.1  1727.8±315.2
R 59.3±13.1  78.4±12.4  69.6±10.4  84.1±11.6  75.8±14.3
A 354.2±23.8  562.1±35.9  558.1±22.2  536.8±63.6 520.8±21.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=100)
F(s) 16.3±0.8  22.3±0.1  31.4±0.3 22.9±0.2  36.1±0.2
T(s) 507.2±74.8  969.1±98.8  1395.9±299.1  1116.3±115.5 1561.6±215.2
R 51.7±8.9  73.6±7.7  70.1±15.3 84.2±9.2  67.6±8.8
A 347.7±29.8  503.8±26.68  468.4±43.1  535.8±20.6  506.6±41.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table9:Comparingakfdusingdiﬀerenthorizonstolamafoverﬁveproblemsfromthe
Roversdomainwherepredicateathasbeenremovedmanualy.Fcorrespondstoplanning
timefortheﬁrstplanningepisodeinseconds.Tcorrespondstothetotalexecutiontime
(includingplanningtime)ofalrunsinseconds.Rcorrespondstothenumberofreplanning
episodes.Acorrespondstothenumberofactionsexecutedinthesimulatedenvironment
andCcorrespondstothenumberofproblemssolved.Thebestresultsarehighlightinbold.
Besides,foreachproblemwehavedeﬁnedthreevalueswhichdescribethecomplexityof
theproblem:(i)numberofrovers;(i)numberofwaypointsand(ii)numberofgoals.
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Figure28:Averageplanningtimefortheﬁrst60iterationsofplanningandexecutionfor
Roversproblem40.Thexaxisshowsthenumberofplanningstepsandtheyaxisshows
theplanningtimeforeachstep.Bothaxisoftheﬁgureareshownindecimal-scale.
Figure29:AverageplanningtimeforthewholecycleofplanningandexecutionforRovers
problem40.Thexaxisshowsthenumberofplanningstepsandtheyaxisshowsthe
planningtimeforeachstep.BothaxisoftheFigureareshownindecimal-scale.
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6.5.7 Theenvironment
Theenvironmentisnotarealparameterofvrp,butitscomplexitycaninﬂuence
theothertwoparameters(thepredicatesetandthehorizonvalue).Inthissection,
weanalyzehowvrpworksinmorecomplexenvironments.Then,weevaluatethe
performanceofvrpintwodiﬀerentways:(1)increasingthepercentageoferrorsand
exogenouseventsoftheenvironment;and(2)increasingthesizeoftheenvironment.
First,weanalyzetheeﬀectofincreasingthenumberoffailuresandthenumberof
exogenousevents.Figure30showsthefulplanningtimeofproblemrovers40using
diﬀerentvaluesofkinfourdiﬀerentenvironments.Theenvironmentshavebeen
conﬁguredusingfourdiﬀerentstochasticitylevels(10%,20%,30%and40%)which
areusedtoincrementboththenumberoferrorsandthenumberofexogenousevents.
Theresultsshowthatvrp
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hasasimilarbehaviorregardlesstothestochasticitylevel
oftheenvironment.Inconclusion,ahigherpercentageoferrorsandexogenous
eventsimpliesmorereplanningsteps.And,thenthetotaltimeobviouslyincreases
withthestochasticitylevel.
Figure30:Evolutionofthefulplanningtimedependingonthevalueofkforproblem40
withdiﬀerentstochasticitylevels.Thexaxisshowsthevalueofkandtheyaxisshows
thefulplanningtime.Thevalueof500ofthexaxiscorrespondstolamaf,becausethe
solutionplanofproblem40haslessthan500actionsandnoabstractionisappliedtosolve
theproblem.BothaxisoftheFigureareshowninlog-scale.
Second,weanalyzetheeﬀectofincreasingthecomplexityoftheenvironmentin
ordertoanalyzetheperformanceofvrpinmorecomplexenvironments.Table10
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showstheresultsofﬁvecomplexproblemsoftheRoversdomain.Theseproblems
havebeendesignedincreasingthenumberofwaypoints(175,200,250and300),
thenumberofgoals(98,110,145,150and180)andthenumberofrovers(60).
Theresultsshowthatourapproachcansolvethesediﬃcultproblemswhilelamaf
cannotsolveany,becausetheﬁrstplanningstepconsumesthemaximumplanning
timeof1000seconds.Thismeansthatvrpcanhandlediﬃcultproblemssolving
thempartialyateachplanningstepdecreasingtheplanningtimeinacycleof
planningandexecution.
Planner  M Problem
rover175
(175,15,145)
rovers200
(200,15,110)
rovers250
(250,15,180)
rovers300
(300,15,150)
rovers100
(100,60,98)
lamaf
F(s) 1072.8±0.4  1092.9±0.8  1102.5±0.2 1177±0.6  1043.4±0.3
T(s) - - - - -
R - - - - -
A - - - - -
C 0,0,5,0/5  0,0,5,0/5  0,0,5,0/5 0,0,5,0/5  0,0,5,0/5
akfd
(k =10)
F(s) 115.9±0.4 137.85±0.15 212.1±0.3  452.1±2.4 86.3±0.1
T(s) 16052.2±7146.3  19962.5±1156.7 21989.9±953.6 19941.3±1234.1  6447.9±384.9
R 155.4±95.7  196.7±10.6 186.5±45.3 53.3±35.6  92.5±5.5
A 972.4±583.1  1149.3±7.6 1075.33±40.09 335.3±225.6  517.7±14.2
C 5,0,0,0/5  5,0,0,0/5  5,0,0,0/5 5,0,0,0/5  5,0,0,0/5
akfd
(k =20)
F(s) 123.8±0.5  292.9±0.48 - 335.7±24  86.7±0.1
T(s) 16855.5±545.6 18838.1±521.2 - 22037.9±1111.8 4289.5±207.5
R 178.3±14.9 172.4±87.9 - 72.6±4.2 59.5±14.5
A 1287.3±65.9 1138.3±48.5 - 567.6±14.9 476.1±71.4
C 5,0,0,0/5  5,0,0,0/5  0,0,0,0/0 5,0,0,0/5  5,0,0,0/5
Table10:ComparingakfdtolamafonﬁvediﬃcultproblemsfromtheRoversdomain.
ThemeaningofthemetricsisthesameasinTable4.Thebestresultsarehighlightinbold.
6.5.8 VRPindifferentdomains
Thissectionreportstheexperimentalresultsobtainedinﬁvediﬀerentdomains.For
eachdomain,wehavedevelopedanerrorsimulatorwhichpreventstheexecution
oftheactionsandgeneratesexogenouseventssimulatingarealworldenvironment.
Table11showsasummaryforsixdiﬀerentplanningdomains.Inordertomeasure
theperformanceofvrpandlamafindiﬀerentdomains,wehavecomputedthe
scoreusingtheequationsdescribedinsection6.5.1. Wecomputetheﬁrstplanning
time(F)andtheplanningtime(T)usingequation2andthereplanningsteps(R),
thenumberofexecutedactions(A)andthecoverage(C)usingequation3.The
maximumnumberofpointsforeachmetricis75,becauseforeachdomainwehave
executed75planningtasks.Ingeneral,vrpobtainsmuchhigherscoresthanthose
obtainedbylamaf.Ononehand,ifthehorizonvalueislessthan5,vrpcannot
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solvemanyoftheproblemsofthebenchmarks.Aswedescribedinsection6.5.6,vrp
canbehavelikeareactivesystemwhenistunedwithsmalhorizonvalues.However
inthesecases,thenumberofreplanningstepsisincreasedduetoanexcessive
numberofabstractactionsinthesolutionplan.Thisfactcanbeanimportant
probleminsomedomainsinwhichthesystemisexecutingthesameactionsuntil
themaximumexecutiontimeisreached.
Ontheotherhand,ifthehorizonvalueisequaltoorgreaterthan5,vrpcansolve
mostoftheproblemsofthebenchmarkdecreasingtheﬁrstplanningtimeandthe
fulplanningtime.However,ourapproachproducesasmalincrementinboththe
numberofplanningstepsandthenumberofactionsexecutedintheenvironment
exceptforsomeprobleminwhichvrpneedslessactions.Interestingly,nohorizon
valuedominatesovertheothersinanydomain.Thismeansthatthefeaturesof
thedomainand/ortheproblemareimportantinordertochoosewhichpredicates
canbeusedtobuildtheabstractionsandwhenabstractionsshouldbedeployed
duringsearch.
6.6 Discussion
InthisChapter,wehavepresentedVariableResolutionPlanning(vrp),anovel
techniquethatusesanabstraction mechanismthatdynamicalyremovessome
predicatesduringtheplanningprocess. Ourapproachisabletosigniﬁcantly
decreasethecomputationaleﬀortofthesearchprocess.Thepredicateabstraction
isonlyusedinnodesofthesearchtreethatarefarawayfromtheinitialstateof
thesearch.Theexactcomputationofaplaninthosenodesisnotcrucial,given
thatmostprobablytheactionswilnotbeexecutable,sincetheexecutionsystem
(robot)wilﬁndanexecutionfailureearlieron.Abstractionsarestartedtobeused
fromagivenplanninghorizonk.Accordingtotheresultspresentedinthischapter,
vrpcangradualycontroltherelationbetweenreasoningandexecutionusingtwo
parameters:(1)thepredicateset,ourapproachcanchangetheaccuracyofthe
sequentialabstractplandependingonwhatpredicatesareremoved;and(2)the
valueofk,ourapproachcanworkasareactivesystem,generatingshortplansof
actions,orasadeliberativesystem,generatingfulsoundplans.
Thereareseverallinestoresearchfurtherinthecontextofthisworkinorderto
improvetheresultsondomainswithdiﬀerentfeatures.Predicateabstractionsare
builtusingpredicatesthatarechosenmanualyaccordingtotheknowledgeabout
boththeproblemandthedomain.Besides,wehaveobservedthatsomepredicates
generatesmalerabstractspacethanothersasweshowedinTable8.Thisfact
canbeimportantinordertodecreasethenumberofreplanningstepsorgenerate
moreinformedsequentialabstractplans.Interestingly,wecanobservethatsome
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Planner  Metrics
Domain Total
Rovers  DepotsRobots TidyBot  Port Satelite  Total
lamaf
F(s)  5.4 22.3  20.7  25.9  0  74.3
T(s)  19.6 27.4  27.5  12.2  0  86.7
R 68.3 42.2  28.1  34.5  0  173.1
A 65.9 39.2  27.8  18.3  0  151.2
C 75 45  30  45  0  195
akfd
(k=2)
F(s)  70.8 0  10  0  0  80.8
T(s)  5 0  0.1  0  0  5.1
R  18.3 0  0.3  0  0  18.7
A 4.8 0  0.1  0  0  4.9
C 75 0  10  0  0  85
akfd
(k=5)
F(s) 74.3 52.8  64.3 73.3  67.3 332.1
T(s)  32 18  13.1  41.2  49.4  153.7
R  50.4 20.3  20.3  67.6  68.2  226.8
A  28.4 17.4  11  37.4 51.2 145.4
C 75 55  65 75 70  340
akfd
(k=10)
F(s)  74.2 64.9  72.6 73.1  52.1 336.9
T(s)  56.7 32.7  23.8 59.6 43.3  216.1
R  64.7 34.4  32.6  66  54.7  252.5
A  50.9 31.3  23.6 56.4 49.2  211.5
C 75 71 75  75 59 355
akfd
(k=20)
F(s)  73.6 63.9  70.7  72.4 49.4 330.1
T(s)  65 49 52.7  51.2  44.2 262.1
R  63.9 48.3 54.5  71.5 50.6 288.8
A 59 47.4 46.4  46.3  49.8 248.8
C 75 68 75  75 52  345
akfd
(k=30)
F(s)  73.5 53.8  67.7  69.7  47.1  311.7
T(s) 67.7 44.8 54.3 46.5  37.7  251
R  67.4 47.2 57.2 71.8 48.5 292.2
A  61.8 44.9 50.6 44.1  44.8  246.3
C 75 59 75  75 50  334
Table11:Resultsofplanningandexecutiononsixdiﬀerentplanningdomains.Theﬁrst
columncorrespondstotheplannersusedtosolvethebenchmark.The meaningofthe
metricsisthesameasinTable4.However,theresultsofeachmetrichavebeencomputed
usingtheequationsdescribedin6.5.1.Thenextﬁvecolumnscorrespondtothescore
obtainedforeachdomain.Thelastcolumncorrespondstothetotalscores.Thebestordering
scoresarehighlightedinbold.
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predicatesimprovethetimeperformanceofvrpmorethanothers;this means
thatthereisarelationbetweenthestructureoftheproblemandthepredicateset
usedtobuildthepredicateabstraction.InChapter7,wearegoingtoexplorehow
togeneratepredicatesetsautomaticalyusingdiﬀerenttechniquesbasedonthe
informationoftheproblemandthedomain.
Whiletheselectedpredicateshavesomeinﬂuenceoverthequalityoftheplanafter
thehorizon,thevalueofkinﬂuencestheaccuracyoftheplanbeforethehorizon
andeventhenumberofreplanningsteps.Smalkvaluesdecreasethequalityof
theplanbeforethehorizon,increasingthenumberofreplanningsteps.Meanwhile,
largekvaluesincreasethequalityoftheplanbeforethehorizon,butplanningtime
increases.Besides,thevalueofthehorizonhassomeinﬂuenceovertheplanning
time,whichisextremelyimportantinroboticenvironmentswhererobotscannot
spendmuchtimeonreasoning.Ingeneral,smalervaluesofkdecreaseplanning
time.Ifthevalueofkischangeddynamicalyduringexecution,vrpcoulddecrease
thenumberofreplanningstepsandincreasethequalityoftheplanbeforethe
horizon.Someoftheexperimentsshowthatkcouldbetunedduringplanningand
executiondependingonthesizeoftheplanorthenumberofgoalsthatmustbe
reached.Interestingly,wecanobservethatdiﬀerentvaluesofksolvebetterdiﬀerent
groupsofproblems.Thisfactleadsustothinkthatchangingthevalueofthehorizon
duringplanningandexecutiondynamicalycouldimprovetheperformanceofthe
processincreasingthecoverageanddecreasingthefulplanningtime.

7
GENERATINGPREDICATESETSAUTOMATICALLY
Asdescribedinthepreviouschapter,VariableResolutionPlanning(vrp)isa
noveltechniquethatgeneratesSequentialAbstractPlans(SAP)removingfarfuture
information.Theseplansareusedtosolveplanningtasksindynamicandstochastic
environmentsinaplanningandexecutioncycleinordertoavoidfailuresand/or
captureinformationabouttheenvironmentwhichcommonlycannotbeknown
initialy.However,vrpmustbetunedwithtwoparameters:(1)thehorizonvalue
whichdeﬁneswhenthefutureinformationisremoved;and(2)thepredicateset
whichdeﬁneswhichinformationabouttheplanningtaskisremoved.Intheprevious
chapter,theseparametershavebeenchosenmanualywhichimpliesanadvanced
knowledgeaboutboththedomainandtheprobleminordertochoosethebest
conﬁgurationforvrp.
InthischapterweintroduceavariationofVariableResolutionPlanningwhere
thepredicatesetiscomputedautomaticalyusingsomeinformationwhichisnot
encodeddirectlyintheplanningtask.This meansthatthisinformation must
beextractedusingother mechanismsorothersources. Wetrytoextractthis
informationfromtwodiﬀerentdatastructuresextensivelyusedin Automated
Planning:(1)thelandmarkgraph;and(2)arelaxedplan. Wepresentalsoanew
versionoftheplannerakfdwhichgeneratesasequentialabstractplanusinga
predicatesetcomputedautomaticaly. Weempiricalycomparethisnewversionof
akfdtoboththepreviousversionandotherapproachesﬁndingthatourtechnique
decreasesthecomplexityofsolvingplanningtasksindynamicandstochastic
environmentsgeneratingthepredicatesetautomaticalyusingtheinformationof
theplanningtask.
7.1 Introduction
Planningtasksaredescribedbymeansoftwoinputﬁles:adomainandaproblem.
Thedomainﬁlecontainsadeﬁnitionoftheaction model,asetofungrounded
predicatesFandasetoftypes.Meanwhile,theproblemﬁledeﬁnesasetofobjects,
aninitialstate(I),andasetofgoals(G).Theinformationencodedinboth
ﬁlescanbeusedtoidentifysomefeaturesrelatedtothetypeofpredicates,but
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itisnotpossibletoidentifyfeaturesrelatedtothecomplexityoftheplanning
taskortherelevanceofeachpredicateaccordingtoboththeinitialstateand
thegoals. Therefore,inordertogenerategoodabstractionsextractingother
typeofinformationabouttheplanningtaskisnecessary.Inordertocolectthis
information,weusediﬀerenttechniquesthathavebeenpreviouslyusedtobuild
heuristicfunctions.Theinformationgeneratedforthesetechniquesisusedtoobtain
informationrelatedtotherelevanceofpredicates.
Figure31showsthenewstructureofthevrparchitecture.Thenewversionof
thevrpplanningsystemiscomposedofthreediﬀerentphases.Intheﬁrstphase,
caledKnowledge Gathering,informationabouttheplanningtaskisextracted.
Thisphasereceivesthreeparameters:thedomain,theproblemandthegeneration
technique.Thisphasecancolectdatafromtwodiﬀerentdatasources:(1)the
landmarkgraphwhichproducesahierarchyofsomegroundedpredicatesthatmust
betruetoreachthegoals;and(2)therelaxedplanwhichgeneratesarelaxed
sequenceofactionswherethedeleteeﬀectsofeachactionhavebeenignored.
Thesedatastructuresandtheirgenerationprocessaredescribedinthesection7.2.
TheinformationextractedonthepreviousphaseisusedbytheAbstraction
Generationphasewhereasetofabstractactionsandvariables(abstractstates)
arebuilt.Finaly,theSearchAlgorithmphaseisexecutedtogenerateasequential
abstractplan.Upontermination,thesearchalgorithmeitheroutputsaSAPorno
solution.
7.2 Dataextractiontechniques
Inthissection, wedescribethediﬀerent mechanismsusedtobuildthedata
structuresfromwhichwecolectinformationtobuiltthepredicatesetautomaticaly.
Wehavechosentwodiﬀerentdatastructures:(1)thelandmarkgraphand(2)the
relaxedplan.
7.2.1 TheLandmarkGraph
Landmarkscanbedeﬁnedaslogicalformulas(possibleconsistingofasinglefact)
thatmustbeachievedineveryvalidplan.Landmarkscanbedeﬁnedasfactsthat
mustbeachievedatsomepointofthesolutionplanbeforethegoalsarereached.It
ispossibletouselandmarkstosimplifytheplanningtask.Forexample,ifarobot
mustgofromroomAtoroomBandtheroomsareconnectedbyadoorwhich
islocked,thedoormustbeopenatsomepointineverysolutionplan.Hence,ifa
humantriestosolvethistask,itwouldmostlikelyﬁrstﬁndthewaytoopenthe
doorandthengotoroomB.Thistaskcanbedecomposedintotwosmaltasks,one
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Figure31:vrp’sarchitecture.
ofﬁndingawaytoopenthedoor,andothertogofromroomAtoroomBwhen
thedoorhasbeenopened.Bothtasksareusualyeasiertosolvethantheoriginal
task.
LandmarkswereﬁrstdescribedbyPorteousetal.(2001)andwerelaterstudiedin
moredetailbyHoﬀman(2004).Landmarkscanbeconsideredassubgoalsthatmust
beachievedineveryplan.Therearetwokindsoflandmarks:(1)factlandmarks;and
(2)actionlandmarks.Bothconceptsareformalydeﬁnedinthenexttwodeﬁnitions:
Deﬁnition20. (FactLandmark)LetΠ=(F,A,I,G)beaplanningtaskandlet
f∈Fbeafact.fisafactlandmarkoftheplanningtaskΠ,ifforeachvalidplanπ
thatsolvesΠ,fistrueatsomepoint1.
Deﬁnition21. (ActionLandmark)LetΠ=(F,A,I,G)beaplanningtaskandlet
a∈Abeagroundedaction.aisanactionlandmarkoftheplanningtaskΠ,iffor
everyvalidplanπthatsolvesΠ,a∈π.
1Factsintheinitialstateandfactsinthegoalstatearealwaysconsideredlandmarksbydeﬁnition.
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Finding the complete set of landmarks for a planning task is
PSPACE-complete(Hoﬀmannetal.,2004),buttherearesomemethodsthatcan
eﬃcientlycomputeasubsetofthelandmarksusingagraphgeneratedbythe
delete-relaxationheuristic.Thissubsetoflandmarksisgeneratedasagraphin
whichsomepartialordersbetweenfactlandmarksaredeﬁned.Thelandmark
graphisanimportantpartofmanyofthetechniquesthatexploitlandmarksand
describestheinteractionsandordersbetweenlandmarks.Besides,thelandmarks
graphisadirectedgraphcomposedofthefactlandmarksoftheplanningtaskand
theordersbetweenthem.Ordersbetweenlandmarksarerelationsbetweentwo
factslandmarksthatrepresentthepartialorderinwhichtheymustbeachieved.
Diﬀerenttypesoforderscanbedeﬁned:
•Naturalorder:LetaandbbefactlandmarksofaplanningtaskΠ,ais
naturalyorderedbeforeb,denoteda<nat b,ifineachsuccessfulplanin
whichaistrueatsometimeiandbistrueatsometimej,j>i.
•Necessaryorder:LetaandbbefactlandmarksofaplanningtaskΠ,ais
necessarilyorderedbeforeb,denoteda<n b,ifineachsuccessfulplanin
whichaistrueatsometimeithenbisaddedattimei+1.
•Greedy-necessaryorder:LetaandbbefactlandmarksofaplanningtaskΠ,
aisgreedy-necessarilybeforeb,denoteda<gnb,ifineachsuccessfulplan
inwhichamustbetrueatsometimeithenbistrueattimei+1,whenbis
ﬁrstachieved.
Figure32showsaLogisticstaskcomposedofasetoflocationswhicharegrouped
intotwocities;City1containsthreelocationsA,BandC,whilecity2contains
locationsD,E.LocationsCandEareairports.Twotypesofvehiclesareavailable:
twotrucks(t1,t2)andoneplane(a1).Thegoalconsistsontransportingthepackage
p1fromlocationBtolocationD.
ApartiallandmarkgraphforourrunningexampleisdepictedinFigure33.This
graphincludesfactslandmarkswherenaturalorderingsarerepresentedbybold
arcsandnecessaryorderingarerepresentedbydashedarcs.
Commonly,thelandmarkgraphhasbeenusedtobuilddomain-independent
heuristics(Richteretal.,2008;KarpasandDomshlak,2009).Inthisthesis,weare
interestedinthediﬀerentmechanismsthattheseheuristicfunctionsusetogenerate
thelandmarksgraph.Severallandmarkgenerationtechniqueshavebeendeveloped
inordertocolectthemaximumnumberoflandmarks:
7.2dataextractiontechniques 131
A
B
C
D
E
City1 City2
p1
t1 t2
a1
Goal
Figure32: DeterministicplanningtaskoftheLogisticsdomain:thegoalconsistson
transportingpackagep1fromlocationBtoD
.
•Zhu/Givantechnique(Zhuand Givan,2003)isanincomplete method
forﬁndingcausallandmarksbasedonplanninggraphpropagation.First,
thistechniqueidentiﬁestheactionlandmarksoftheplanningtask.Action
landmarksarerepresentedasaconjunctionofpropositions(preconditions
oftheactions).Then,thesepropositionsareanalyzedinordertoidentify
candidatefactlandmarks.Ifacandidateisidentiﬁed,aplanninggraph
propagationprocessisperformedtoverifyifthecandidateisafactlandmark.
•hm technique(Richteretal.,2008)isanincompletemethodforﬁndingfact
disjunctivelandmarks.Thistechniquegeneratesasetoflandmarksusinga
queuewhichstoresthepredicateswhichcanbelandmarks.Thisqueueis
startedwiththefactsinthegoal.Thealgorithmanalyzeseachelementof
thequeuecheckingiftheelementisalandmarkuntilthequeueisempty.
Duringthecheckingprocessnewlandmarkscanbeaddedtothequeue.The
algorithmﬁnisheswhenthequeueisempty.
•Exhaustivetechniqueisacomplete methodforﬁndingalfactlandmarks
implementedintheFDplanningsystem.Thistechniquechecksforeachfact
oftheplanningtaskifitisafactlandmark.Thecheckingprocessisdone
usingtherelaxedplan.
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at-p1-d
Figure33:PartiallandmarkgraphfortheexampletaskshowninFigure1.Boldarcs
representnaturalorderings,dashedarcsrepresentnecessaryorderings.
7.2.2 TheRelaxedPlan
Arelaxedplancanbedeﬁnedasasequentialplanofactions whichhas
beencomputedbyremovingthedeleteeﬀectsoftheactionsofthePlanning
Task(Hoﬀmannand Nebel, 2001). TheseplansarebuiltusingthePlanning
Graph(BlumandFurst,1997)whichisalayeredrepresentationoftheplanning
task.ThePlanningGraphiscomposedofdiﬀerentlevelsgeneratedbyalternating
propositionsandactionslayers.Theﬁrstlayerincludesalthepropositionsdeﬁned
intheinitialsituation,thenthesecondlayeriscomposedofaltherelaxedactions
whichcanbeappliedinthepreviouslayer.Thethirdlayeriscomposedofthe
propositionsgeneratedfromapplyingtheactionsofthesecondlayer.Thegeneration
processoftherelaxedplanextendsthediﬀerentlayersuntilagoalstateisgenerated.
Then,thealgorithmgoesovertheplanninggraphfromthegoalstatetotheinitial
stategeneratingtherelaxedplan.Formalytherelaxedplancanbedeﬁnedas:
Deﬁnition22. (Relaxedplan(HoﬀmannandNebel,2001))LetΠ=(F,A,I,G)
beaplanningtaskandletπrbeaplan.Then,πrisarelaxedplanofΠif∀a∈
πrdel(a)=∅.
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Figure34showsboththesolutionplanandtherelaxedplanthatsolvetheplanning
taskdepictedinFigure32.Thisplaniscomposedofrelaxedactions.Therearesome
similaritiesbetweenrelaxedplansandsequentialabstractplans.Arelaxedplancan
beconsideredasasequentialabstractplanwhichhasbeencomputedremovingal
dynamicpredicatesfromthedeleteeﬀectsoftheactionswithahorizonvalueof0.
AsweseeintheFigure34,therelaxedplanisshorterorhasequallengthtothe
solutionplan.
1 drive(t1,A,B) drive(t1,A,B)
2 load(p1,t1,B) load(p1,t1,B)
3 drive(t1,B,C) drive(t1,B,C)
4 unload(p1,t1,C) ﬂy(a1,E,C)
5 ﬂy(a1,E,C) unload(p1,t1,C)
6 load(p1,a1,C) load(p1,a1,C)
7 ﬂy(a1,C,E) unload(p1,a1,E)
8 unload(p1,a1,E) drive(t2,D,E)
9 drive(t2,D,E) load(p1,t2,E)
10 load(p1,t2,E) unload(p1,t2,D)
11 drive(t2,E,D)
12 unload(p1,t2,D)
Figure34:RelaxedplanoftheplanningtaskdepictedinFigure32.Left:sequentialplan.
Right:relaxedplan.
7.3 VRPAlgorithm
Asshowninthepreviouschapter,predicatescanberemovedfromtheoriginal
planningtasktodecreasethesizeofthesearchspaceandgenerateanewsmaler
abstractsearchspace.Inordertobuildthepredicateabstractionsismandatory
tochooseapredicatewhichcanbebuiltmanualy.Theknowledgegatheringphase
hasbeenincludedinthevrparchitecturetoprovidesomemechanismtogeneratea
predicatesetautomaticaly.Inthefolowing,weonlyprovideadetaileddescription
oftheknowledgegatheringphasebecausetheotherphasesareequaltotheoriginal
vrp.
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7.3.1 KnowledgeGathering
Theﬁrstphaseofthenewversionofvrpconsistsofgatheringknowledgefromthe
planningtasktoselectpredicatestoabstractover.Therelevanceofeachpredicate
dependsofdiﬀerentfactors:(i)thetypeofpredicate–ifthepredicateisadded
ordeletedduringsearch–;(i)iftheinformationthatdescribesthepredicateis
relevanttoachievethegoals;and(ii)theinformationonapredicateisrelevantto
selectotherpredicates.Thisinformationiscolectedduringtheﬁrstplanningstepof
theplanningandexecutioncycleandstoredinaﬁle.Thisﬁleisusedduringtherest
oftheplanningandexecutioncycleinordertogeneratethepredicateabstractions
whichareusedduringsearch.Thisinformationcanbeextractedfromdiﬀerentdata
structures.Then,wehavedeﬁnedtwodiﬀerentapproacheswhichextractsomeof
thesefeaturesaboutsomepredicatesoftheplanningtask.
7.3.1.1 LandmarksbasedSelection
Thelandmarkextractionprocessgeneratesalandmarkgraphwhichstoresthe
informationofeachlandmarkandtheorderrelationshipbetweenthem.Thisdata
structurecanbeusedtoobtainsomerelevantinformationaboutthepredicates
as:(1)thenumberoroccurrencesofanungroundedpredicateinthegraph;(2)
thepartialorderbetweenthediﬀerentungroundedpredicates;(3)thecomplexity
ofgeneratingapredicateaccordingtoitspositioninthegraph.Regardingthe
exampleshownonFigure23,thelandmarksetLiscomposedoflandmarksrelated
tothelocationoftherover,thestateoftheroverstoreandtheanalysisofrockand
soil.
L(Π)={at(r1 w01),at(r1 w30),at(r1 w10),have_soil_analysis(r1,w22),
full(rs1),at(r1 w22),have_rock_analysis(r1,w10),
empty(rs1),communicated_soil_data(w22),
communicated_rock_data(w10)}
Thereareseveralalgorithmstocomputelandmarks(Richteretal.,2008;Karpasand
Domshlak,2009;HelmertandDomshlak,2009;Keyderetal.,2010;Pommerening
and Helmert,2012).Inthisthesis. wehavecomputedlandmarksusingthe
exhaustivelytechniquedescribedintheprevioussection. Oncelandmarksare
computed, webuildasubsetoflandmarkscomposedofdynamicpredicates
removinggoalpredicates.Itisnotnecessaryremovestaticpredicatesfromthe
landmarkset,sothesepredicatesarenotconsideredaslandmarks.Seelandmark
deﬁnitioninsection7.2.1.
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Deﬁnition23. (Predicatessetextractedfromthelandmarkset).LetΠ=
(F,A,I,G)beaplanningtask,L(Π)thesetoffactlandmarksofΠandletname(p)
beafunctionwhichgetstheungroundedpredicateofagroundedpredicatep.The
predicatesettobeabstracted,extractedfromthelandmarksetis:
ps(Π)={n|l∈L(Π),l∈G,n=name(l),l∈g(n,F)}.
Accordingtothepreviousdeﬁnition,thepredicatessetfortheplanningtask
depictedonFigure23is
ps(Π)={at,empty,full,have_rock_analysis,have_soil_analysis}
Additionaly,weobtainadditionalinformationforeachelementofthepredicateset
ps,althoughthisinformationhasnotbeenusedinthisversionofthetechnique.The
additionalinformationisrelatedtothenumberofoccurrencesandtherelativeorder
oftheungroundedpredicatesinthelandmarkgraph,whichiscomputedastheﬁrst
occurrenceofagroundedpredicateofthetypeofthepredicate.Algorithm7.1shows
thepseudo-codeofthegenerationprocessbasedonLandmarks.Thecandidate
list,candidates,storestheinformationaboutthepredicatescolected.Foreach
ungroundedpredicatealistofgroundedpredicatesisstoredandtheirrelative
locationintheLandmarksgraph.Initialy,thealgorithmcomputesthelandmark
graphoftheplanningtaskΠ(line2).Then,thealgorithmiteratesthelandmarks
graphasalist.Ateachiteration,thecorrespondingpredicateisanalyzedinorder
toextractitsinformation.First,thealgorithmchecksifthepredicateisagoal(line
6).Ifthepredicateisnotagoalpredicate,itisconsideredasacandidatepredicate.
Then,thealgorithmretrievesthenameofthepredicate(line7)whichisusedto
identifythetypeofthepredicateandsearchesinthecandidatelistifthereisan
instanceofthispredicatetype.Ifthereisnotaninstance,anewinstance(line10)
isaddedtothecandidatelist(line11)andtheinformationaboutthegrounded
predicateisadded(line14).Finaly,theinformationofthecandidatelistisusedto
buildthepredicatesetoftheplanningtask(line14).
7.3.1.2 RelaxedPlanbasedSelection
Therelaxedplanextractionprocessgeneratesarelaxedplanwhichstoresasetof
orderedrelaxedactions.Thisdatastructurecanbeusedtoobtainsomerelevant
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Algorithm7.1:Pseudo-codeofthegenerationprocessbasedonLandmarks
input:Planningtask:Π=(F,A,I,G)
output:Predicatesetcomputedfromthelandmarkgraph
1begin
2 Setgraph←generateLandmarkGraph(Π)
3 SetfileName←"abstractions.sas"
4 Setcandidates← empty
5 foreachpredicate∈graphdo
6 ifpredicateisnotgoalthen
7 name←getName(predicate)
8 candidate←getCandidate(candidates,name)
9 ifcandidateisemptythen
10 candidate←generateCandidate(name)
11 candidates∪candidate;
12 position←getRelativePosition(graph,predicate)
13 params←getParams(predicate)
14 candidate.addOccurrence(params,position)
15 returnbuildPredicateSet(fileName,candidates)
informationaboutthepredicateswhicharepartofthepreconditionsandtheadded
eﬀectsoftheaction:(1)thenumberofoccurrencesoftheungroundedpredicates
inthepreconditionsandtheaddedeﬀectsoftheaction;and(2)thepartialorder
betweenthediﬀerentpredicatesaccordingtotheirpositionintherelaxedplan.
RegardingtheexampleshownonFigure23,therelaxedplanRPisdepictedin
Figure35.
Therelaxedplanisiteratedbyextractingalpredicatesfromtheeﬀectsofeach
action.Asdescribedbelow,therelaxedplaniscomputedbyremovingthedelete
eﬀectsoftheactions,sowecolectalpredicatesfromtheeﬀectsofeachaction.
Then,thepredicatesetisbuiltaccordingtodeﬁnition24.
Deﬁnition24. (Predicatessetextractedfromtherelaxedplan).LetΠ=
(F,A,I,G)beaplanningtask,letπr=(a0,...,an)betherelaxedplanofΠandlet
name(p)beafunctionwhichgetstheungroundedpredicateofagroundedpredicate
p.Thepredicatesetextractedfromtherelaxedplanis:
ps(Π)={n|∀a∈πr,rp∈Add(a),rp∈G,n=name(rp)}.
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1 navigate(r1,w10,w11)
2 navigate(r1,w11,w21)
3 navigate(r1,w21,w22)
4 sample_rock(r1,rs1,w22)
5 navigate(r1,w21,w20)
6 comunicate_rock_data(r1,l1,w22,w20,w30)
7 navigate(r1,w20,w10)
8 sample_soil(r1,w20,w10)
9 communicate_rock_data(r1,l1,w10,w20,w30)
Figure35:RelaxedplanoftheplanningtaskdepictedinFigure32.
Accordingtothepreviousdeﬁnition,thepredicatessetfortheplanningtask
depictedonFigure23is
ps(Π)={at,full,have_rock_analysis,have_soil_analysis}
Asintheprevioustechnique,wecolectmoreinformationduringthegeneration
processofthepredicateset.Thisinformationisrelatedtothenumberofoccurrences
ofthepredicateintheeﬀectsoftheactions,therelativeorderintheplanandthe
averagedistanceofeachpredicatetothegoalstateaccordingtotheactionthat
addedit.Thealgorithm7.2showsthepseudo-codeofthegenerationprocessbased
ontheRelaxedPlan.Thecandidatelist,candidates,storestheinformationabout
thepredicatescolected.Foreachungroundedpredicatealistofgroundedpredicate
isstoredaswelasitspositionintherelaxedplanandtheactionname.Initialy,
thealgorithmcomputestherelaxedplanoftheplanningtaskΠ(line2).Then,
thealgorithmiteratestherelaxedplan.Ateachiteration,thealgorithmextracts
theaddedpredicatesofeachaction(line6).Eachpredicateisanalyzedinorderto
extractitsinformation,startingtocheckifthepredicateisagoal(line8).Ifthe
predicateisnotagoalpredicate,itisconsideredasacandidatepredicate.Then,
thealgorithmretrievesthenameofthepredicate(line9)whichisusedtoidentify
thetypeofthepredicateandsearchesinthecandidatelistifthereisaninstance
ofthispredicatetype.Ifthereisnotaninstance,anewinstance(line12)isadded
tothecandidatelist(line13)andtheinformationaboutthegroundedpredicateis
added(line16).Finaly,theinformationofthecandidatelistisusedtobuildthe
predicatesetoftheplanningtask(line17).
138 generatingpredicatesetsautomatically
Algorithm7.2:Pseudo-codeofthegenerationprocessbasedonRelaxedPlan
input:Planningtask:Π=(F,A,I,G)
output:PredicatesetcomputedfromtheRelaxedPlan
1begin
2 SetrelaxedPlan←computeRelaxedPlan(Π)
3 SetfileName←"abstractions.sas"
4 Setcandidates← empty
5 foreachaction∈relaxedPlando
6 predicates←getAddedPredicate(action)
7 foreachpredicate∈predicatesdo
8 ifpredicateisnotgoalthen
9 name←getName(predicate)
10 candidate←getCandidate(candidates,name)
11 ifcandidateisemptythen
12 candidate←generateCandidate(name)
13 candidates∪candidate;
14 position←getPosition(relaxedPlan,predicate)
15 params←getParams(predicate)
16 candidate.addOccurrence(params,position,getName(action))
17 returnbuildPredicateSet(fileName,candidates)
7.4 EmpiricalEvaluation
Theevaluationenvironmenthasbeenconﬁguredusingthelightversionofthe
PELEAarchitecturedescribedinchapter5.3whichusesboththe MDPSimto
emulatetheexecutionofplansandtheErrorSimulator whichincreasesthe
variabilityoftheexecutiondynamicsintroducingexogenousevents. Thevrp
approachdescribedinthischapterhasbeenimplementedoverthepreviousversion
ofakfd.Thesourcecode,writteninC++,hasbeenbuiltasanextensionofthe
processorofthepreviousversionofakfd2.
The PELEAarchitecturehasbeenconﬁguredasshownin Figure 36. The
conﬁgurationofthePELEAarchitectureissimilartothepreviousoneexceptforthe
inputsoftheplanningsystemwhichreceivestwodiﬀerentinputs:(1)thehorizon
value;and(2)thepredicategeneration mechanism.Altheseexperimentswere
conductedinaIntelXeon2.93GHZQuadCoreprocessor(64bits)runningunder
Linux.Themaximumavailablememoryfortheplannerswassetto8GB.
2https://bitbucket.org/momartin/akfdstoresthesourcecode
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Monitoring Execution
PDDLDomain
Problem
Decision
Support
Error
Simulator
MDPSimdAKFD
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ProblemHorizonk
mechanism
PELEA Simulator
actionai
currentstatesi
tas
kΠ
pla
nπ
act
io
na
e i
observedstate
actionai
taskΠ
planπ
Figure36:LightPELEAArchitectureusedtoevaluatevrpwithautomaticpredicateset
generation.
Table12showsasummaryforﬁvediﬀerentplanningdomains.Inordertocompare
theperformanceofthediﬀerentversionsofvrp(Manual(M),Landmarksbased(L)
andRelaxedPlanbased(R))tolamafindiﬀerentdomains,wehavecomputedthe
scoreusingtheequationsdescribedinsection6.5.1. Wecomputetheﬁrstplanning
time(F)andtheplanningtime(T)usingequation2andthereplanningsteps(R),
thenumberofexecutedactions(A)andthecoverage(C)usingequation3.The
maximumnumberofpointsforeachmetricis75,becauseforeachdomainwehave
executed75planningtasks.Ingeneral,themanualversionofvrpobtainsbetter
scoresthantheLandmarksversionofvrp,theRelaxedPlanversionofvrpand
lamaf.Ononehand,ifthehorizonvalueislessthan5,vrpcannotsolvemanyof
theproblemsofthebenchmarks,exceptsfortheRelaxedPlanversionwhichcan
solveproblemsforaldomains.
Ontheotherhand,ifthehorizonvalueisgreaterthanorequalto5,themanual
versionofvrpcansolvemostoftheproblemsofthebenchmarkdecreasingthe
ﬁrstplanningtimeandthefulplanningtime.BoththeLandmarksversionandthe
RelaxedPlanversionofvrpobtainsimilarresultsinmostofthedomains,butthe
resultsgetworseduetoboththecomputationcostofthegenerationprocessofthe
predicatesetandtheexcessivenumberofpredicatesincludedinthepredicateset
whichcandegeneratethesequentialabstractplan.TheLandmarksversionimproves
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thescoreofthemanualversioninTidyBotdomainandtheRelaxedPlanversion
improvesthescoreofthemanualversioninthePortdomain.Inconclusion,we
showthatboththeLandmarksversionandtheRelaxedPlanversionofvrpcan
generateautomaticalypredicateabstractionswhichdecreasetheplanningtimein
dynamicandstochasticenvironments.Thisisanimportantadvantageoverthe
manualversionofvrpinwhichthepredicatesetischosenmanualy.Additionaly,
wecanobservethatthereareimportantdiﬀerencesbetweentheresultsofeach
automatictechnique.Thismeansthatthepredicatesetgeneratedbyeachtechnique
isdiﬀerent.
7.4.1 Thegenerationtime
Inthissection,weanalyzethecomputationaleﬀortofgeneratingthepredicate
setusingthediﬀerenttechniquesdescribedinthischapter.Figure37showsthe
averagetimeoftheﬁrstplanningtimeforaldomains.Ononehand,wecanobserve
thattheLandmarksbasedtechniqueincreasesthetimeoftheﬁrstplanningtime
accordingtothecomplexityofthedomains.Besides,therearesomedomainsin
whichthegenerationprocessbasedonLandmarksneedsexcessivetimetocompute
thelandmarkgraph.Asanexample,thegenerationprocessconsumesthemaximum
planningtimealowedwhenakfdtriestosolvesomeproblemsofthePortdomain.
Thisfactisrelatedtothecomplexityoftheplanningtaskmakingtheplanningtask
unsolvable.
Ontheotherhand,theRelaxedPlanbasedtechniqueincreasestheﬁrstplanning
timetoo.However,theincreaseintimeislowerthantheincreaseintimeintroduced
bytheLandmarkstechnique. This meansthatthegenerationprocessofthe
relaxedplanrequireslesstimethanthegenerationprocessofthelandmarkgraph.
Additionaly,itisimportanttoemphasizethatinsomedomains,likePortand
Satelite,thetimeneededtogeneratetheﬁrstsequentialabstractplanisshorter
thanthetimeneededfortheotherconﬁgurationsofakfdandlamaf.Thus,the
computationalcostofgeneratingthepredicatesetusingtherelaxedplanofthe
planningtaskisnotveryexpensive.Finaly,theresultsshowthatinsomedomains
(PortandSatelite)theaveragetimeofgeneratingtheﬁrstsequentialabstractplan
usingtherelaxedplanissmalerthantheaveragetimeoftheotherconﬁgurations
ofakfd.
7.4.2 Thepredicateset
Inthissection,weanalyzewhatpredicatesarechosenfromtheplanningtaskusing
thediﬀerenttechniquesdescribedinthischapter.Table13showstheaverage
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Rovers
Depots-Robots
Depots-Robots
TidyBot
TidyBot
Port
Port
Satelite
Satelite
269.7
432.4
633.6
488.1
1,032.5
16.2
7.9
32.8
91.9
310.5
23.4
19.9
56.9
548.1
303.2
16.8
11.1
41.8
77.8
218.2
Figure37:Averagetimeoftheﬁrstplanningtimeinﬁvediﬀerentdomains.Theaveragetime
iscomputedusingtheﬁrstplanningtimeof75runsforeachdomain.Inbluetheaverage
oftheﬁrstplanningtimeoflamafisshown.Inredtheaverageoftheﬁrstplanningtime
ofakfd(k=10)usingamanualtechniquetogeneratethepredicatesetisshown.Inlight
browntheaverageoftheﬁrstplanningtimeofakfd(k=10)usingtheLandmarkstechnique
togeneratethepredicatesetisshown.Ingreytheaverageoftheﬁrstplanningtimeofakfd
(k=10)usingtheRelaxedPlantechniquetogeneratethepredicatesetisshown.
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numberofoccurrencesofeachgroundedpredicatecolectedfromthediﬀerent
planningtasks.Theresultsshowthatbothtechniquesgeneratesimilarpredicate
sets.However,thenumberofoccurrencesofeachpredicatecolectedforeach
techniqueisdiﬀerent.Interestinglyin mostdomains,therearesomepredicates
whichareonlycolectedusingoneofthetechniques.Thismeansthatthepredicate
setgeneratedisdiﬀerentdependingofthetechniquechosentogenerateit.
7.5 Summary
Inthischapter,wehavepresentedavariationofVariableResolutionPlanning
(vrp)whichusesagenerationtechniquethatdynamicalygeneratesthepredicate
setwhichisusedtobuildpredicateabstractions.Ononehand,theLandmarks
basedtechniquebuildsthelandmarkgraphoftheplanningtaskbydeploying
anexhaustivealgorithmwhichchecksifeachpredicateofthesearchspaceisa
landmark.Thelandmarkgraphisexploredinordertocolecttheinformationabout
thepredicateswhichisusedtogeneratethepredicateset.Thisprocessisonly
conductedduringtheﬁrstplanningstepoftheplanningandexecutioncyclein
ordertoavoidexcessivetimeeﬀortduringthediﬀerentplanningsteps.Thetime
neededtocomputethelandmarkgraphisexcessiveinsomedomainsaccordingto
themaximumplanningtime.Besides,thecomputationeﬀortincreasesaccording
tothecomplexityoftheplanningtask.Ingeneral,theLandmarksbasedtechnique
isabletosigniﬁcantlydecreasethecomputationaleﬀortofthesearchprocessifthe
timerequiredtobuildthelandmarkgraphisnotveryhigh.
Ontheotherhand,theRelaxedPlanbasedtechniquebuildstherelaxedplanfor
theinitialstateoftheplanningtask.Therelaxedplanisexploredinorderto
colecttheinformationaboutthepredicatesaddedforeachactionoftheplan.
ThegenerationprocessoftheRelaxedPlanalwaysneedsmuchleestimethanthe
Landmarkbasedtechnique.Thisisanimportantfeatureinordertogeneratespeciﬁc
predicateabstractionsautomaticalyasquickaspossible.Additionaly,predicate
abstractionsdecreasethecomputationaleﬀortoftheplanningtasksolvingdiﬃcult
problemsautomaticaly.
Inconclusion,wecansaythattheautomaticgenerationprocessofthepredicate
setoﬀersanimportantadvantageagainst manualgeneration.Thisprocesscan
generateapredicatesetautomaticalyaccordingtothestructureoftheplanning
task.Thisisanimportantadvantageincomplexdomainswhicharediﬃcultto
analyze.Additionaly,thepredicatesetsbuiltusingbothgenerationtechniques
canbeusedtogeneratepredicateabstractionswhichcansolvealargenumber
ofplanningtasksofthebenchmarkwithsimilarresultsthanthemanualversion.
However,thepredicatesetsaregeneratedusingalargenumberofpredicateswhich
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Domain  Predicates  Manual Landmarks RelaxedPlan
Rovers
have-rock-analysis  0 384±159.6  20.8±4.9
at 1 14±0  66.4±13.1
have-soil-analysis  0 337±138.1  21.8±8.3
empty 0 11.6±1.5 0
calibrated 0 15.8±1.3  3.8±1.7
have-image 0 284.4±57.9  14.6±2.1
ful 0 0 42.6±10.3
DepotsRobots
empty 0 76.4±42.8  48.8±24.4
at-pod 0 22±10.9  11±2.5
at-robot 1 3.8±1.6  48.8±24,4
free 0 3.8±1.6  11±2.5
carries 0 0 13.8±2.8
TidyBot
gripper-obstacle  0 104.6±13.5  6.2±0.9
parked 0 2±0 0
base-pos 1 102.6±14.1  19.2±0.6
object-pos 0 43.8±10.8  3.4±0,57
gripper-rel 0 9±0  2.8±0.5
not-pushing 0 1±0 0
not-pushed 0 1±0 0
cart-pos 0 100.4±14.2  0.8±0.5
base-obstacle 0 102.6±14.2  20±0.5
holding 0 3.4±0.5  3.4±0.6
on-cart 0 4±0 0
gripper-empty 0 1±0  3.4±0.5
pushing 0 0 0.8±0.5
Port
clear 0 112.8±86.6  61.2±40.6
on-dock 0 528±547.7 0
available 0 9.6±9.4  26±16.7
at 1 30±24.5  26±16.7
lifting 0 15±12.2  35.2±23.8
height 0 20,6±17.1  26±16.7
Satelite
power-on 1 19.8±2.1  11±1.5
power-avail 0 15±1.2 0
calibrated 0 19.8±2.2  11±1.5
Table13:Averagenumberofoccurrencesofeachgroundedpredicateinthepredicateset.
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canintroduceanexcessivesimpliﬁcationoftheplanningtaskwhenabstractions
areapplied.Thisfactcandegeneratetheaccuracyofthesequentialabstractplans
incurringinmorereplanningsteps.Then,thereisroomtoimprovebothtechniques
usingtheadditionalinformationcolectedaboutthepredicatesinordertobuild
betterpredicatesets.

PartIII
CONCLUSIONSANDFUTURE WORK

8
CONCLUSIONS
Thisthesissetsouttoproveourinitialhypothesis:
Itispossibletosolveaplanningtaskindynamicandstochastic
(real-world)environmentsusingdeterministicplanningbygenerating
k-boundedplansby meansofabstractionswhicharebuiltremoving
some predicates that represent futureinformation about the
environment
Thischaptersummarizesthecontributionsoverthestate-of-the-artthatwehave
presentedtoprovethishypothesis.
8.1 Contributions
Thecontributionsofthisthesisaregroupedinthreeclasses:
1.VariableResolutionPlanning Model
Inthisthesis,weintroducedtheconceptofVariableResolutionPlanning(vrp),
anoveltechniqueinwhichboththeactionspaceandthestatespacearepruned
byremovingsomepredicatesfromthedescriptionoftheplanningtask. Wehave
presentedatheoretical modeltobuildandrepresentpredicateabstractionsfor
deterministicplanning.Thisworkhasbeenpublishedin:
• Moisés Martínez, Fernando Fernández,and Daniel Borrajo(2012).“Variable
resolutionplanningthroughpredicaterelaxation”InproceedingsoftheICAPS
workshoponPlanningandPlanExecutionforReal-WorldSystems:Principlesand
Practices(PlanEx).Atibaia,SaoPaulo,Brazil,(pages5–12).(Chapter6)
• Moisés Martínez, Fernando Fernández,and Daniel Borrajo(2013).“Selective
AbstractioninAutomatedPlanning”InproceedingsofSecondAnnualConference
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on Advancesin CognitiveSystems(Cogsys).Baltimore, USA,(pages133–147).
(Chapter6)
2.VariableResolutionPlanningPlanners
Inthisthesis,weintroducedtwoapproachesofVariableResolutionPlanningbased
ondiﬀerenttechniquestogeneratethepredicatesetwhichisusedtobuildpredicate
abstractions.Theﬁrstapproachisbasedongeneratingthepredicatesetmanualy
(Chapter6).Thesecondapproachisbasedongeneratingthepredicatesetusingthe
informationabouttheplanningtaskcolectedusingtwodiﬀerentdatastructures:
(1)thelandmarkgraph;and(2)therelaxedplan(Chapter7).Bothapproachesare
implementedbyextendingtheFastDownwardplanningsystemintheAbstractK
FastDownward(akfd)planningsystemwhichimplementsvrpoverSAS+.This
plannerhastwoextensions:(1)aﬁrstversionofakfdwhichdeployspredicate
abstractionbychoosingthepredicatesetandthehorizonvaluemanualy;and(2)
asecondversionwhichdeployspredicatesabstractionwherethepredicatesethas
beengeneratedautomaticalyandthehorizonvaluehasbeenchosenmanualy.This
workhasbeenpublishedin:
• Moisés Martínez,FernandoFernández,andDanielBorrajo(2016).“Planningand
Executionthrough Variable Resolution Planning”InJournalof Roboticsand
AutonomousSystems,volume83,(pages214-230).(Chapter6andChapter7)
3.EmpiricalAnalysis
Weprovidedarichempiricalevaluationoftheproposedapproachesfortwodiﬀerent
tasks:(1)tosolvediﬀerentplanningandexecutiontaskswherethepredicateset
ischosenmanualy;and(2)tosolvediﬀerentplanningandexecutiontaskswhere
thepredicatesetischosenautomaticaly.Besides,wehaveimplementedaError
Simulatorwhichcanintroducebothmorecomplexfailuresandexogenousevents
intheenvironmentduringexecution.Diﬀerentdomainswereusedinourempirical
evaluation,includingdomainsproposedinthisthesisandbenchmarksfromthe
deterministicplanningcommunity.Besides,thePELEAarchitectureimplemented
toconducttheempiricalevaluationhasbeendeployedascontrolsystemindiﬀerent
realscenarios.Thisworkhasbeenpublishedin:
• LuisJ. Manso,LuisV.Calderita,PabloBustos,Javier Garía, Moisés Martínez,
Fernando Fernández, Adrían Romero-Garcésand Antonio Bandera(2014),“A
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general-purposearchitecturetocontrolmobilerobots“,Inproceedingsofthe15th
Workshopofphysicalagents(WAF),León,Spain,(pages105–116).(Chapter 5)
• Moisés Martínez,FernandoFernández,andDanielBorrajo(Inpress).“Planning
andExecutionthroughVariableResolutionPlanning”InJournalofRoboticsand
AutonomousSystems.(Chapter6andChapter7)
• NereaLuis,SofíaHerreoandMoisésMartínez.“RobotColaborationina Warehouse
EnvironmentthroughPlanningandExecution”InTheIJCAI-2016 Workshopon
AutonomousMobileServiceRobots,NewYork,USA.(Chapter6)

9
FUTURE WORK
Throughoutthisthesiswehaveoutlinedideasforfutureresearch.Inthischapter,
weidentifymoregeneralideasoffutureworkthatapplytothethesisasawhole.We
havedeﬁnedanapproachthatusesabstractionbasedonremovingsomepredicates
inordertosimplifytheplanningtask.Theseabstractionsarebuiltremovingsome
predicatesfromthestructureoftheplanningtaskafterahorizonhasbeenreached.
Thereareanumberofwaysinwhichthisworkcanbeextended.
9.1 Improvingthepredicatesetgenerationmechanism
VariableResolutionPlanningcangenerateapredicatesetusingtwodiﬀerent
mechanisms.Bothtechniquesareabletoextractcriticalinformationaboutthe
predicates(numberofoccurrences,relativeorderwiththeotherpredicates,distance
tothegoals,etc),butwehaveonlycolectedthefactnameofthegrounded
predicates.Thismeansthatthepredicatesetsgeneratedforbothtechniquesbuild
similarpredicatesetsforalproblemsofeachdomain.Besides,insomedomains
thetimeneededtogeneratethepredicatesetishugedependingofwhatgeneration
techniqueisused.
Afuturedirectionistoimprovethegenerationtechniquesintwo ways:(1)
decreasingthetimeneededtogeneratethepredicatesetbyanalyzingotherdiﬀerent
landmarkgraphgenerationalgorithms,likethelandmarkgeneration method
introducedbyKeyder(Keyderetal.,2010);and(2)increasingtheinformation
usedtogeneratethepredicatesetinordertochooseasmalerpredicateset
wherepredicatesaremorerelatedwiththestructureoftheproblem.Itwouldbe
realyinterestingtoanalyzealinformationwhichcanbecolectedfrombothdata
structuresinordertochoosethebestpredicateset.Thisfactcanhelptobuild
betterabstractionswhichdecreasethenumberofreplanningstepduringexecution
andincreasetheaccuracyofthesequentialabstractplan.
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9.2 AutomaticallyChangingthepredicatesetduringexecution
Aswedescribebelow,VariableResolutionPlanningsolvesaplanningtaskina
planingandexecutioncyclewherethecomplexityofeachplanningstepisdecreased
byusingapredicateabstraction.vrpgeneratesasequentialabstractplanfor
eachplanningstep,buttheaccuracyoftheplancanbedegradeddependingof
whichpredicatesarechosentobuildthepredicateabstractions.Ourapproach
usesdiﬀerentautomatictechniquestobuildtheabstraction,butthesemechanisms
choosealungroundedpredicatesofthecandidateset.Theselectiontechniquedoes
notperformanyanalysisofwhichpredicatesarebetterthanothersoranyanalysis
inordertodetectiftheabstractiongeneratedbyonepredicatedominatesother
abstractions.Inaddition,thestructureoftheplanningtaskcanchangedepending
oftheevolutionoftheplanningandexecutioncycle.Thesechangescanproducethat
thepredicatesetcomputedintheinitialstatecouldnotbethemostappropriate
oneinotherstepsoftheplanningandexecutioncycle.
AninterestingimprovementtoVariableResolutionPlanningconsistsofcomputing
diﬀerentpredicatesetsduringplanningandexecutioninordertogenerateagood
abstractionaccordingtothestateoftheplanningtask.Thisimprovementshould
computeanewpredicatesetwheneverthesystemdetectsthattheplanningtaskhas
changedenough.Forinstance,thepredicatesetgenerationprocesscanbeperformed
periodicalyifthegenerationtimeisnotveryhigh.Intheory,thisprocessshould
computebetterabstractionswhichincreasetheaccuracyofthesequentialabstract
plansdecreasingthenumberofreplanningsteps.
9.3 AutomaticallyChangingthehorizonduringexecution
Aswedescribebelow,thehorizonvaluekhasanimportantinﬂuenceonthequality
oftheplanbeforethehorizonandevenoverthenumberofreplanningsteps.Smal
kvaluesdecreasethequalityoftheplanbeforethehorizon,increasingthenumber
ofreplanningsteps.Meanwhile,largekvaluesincreasethequalityoftheplanbefore
thehorizon,butplanningtimeincreasestoo.Besides,webelievethatthevalueofthe
horizonhassomeinﬂuenceovertheplanningtime,whichisextremelyimportant
inroboticenvironmentswhererobotscannotspendmuchtimeonreasoning.In
general,smalervaluesofkdecreaseplanningtime,meanwhilehighervaluesofk
increasetheaccurateoftheabstractplanincreasingtheplanningtime.
ItwouldbeinterestingtoanalyzethebehaviourofVariableResolutionPlanning
ifthehorizonvalueischangeddynamicalyduringplanningandexecution.The
horizonvaluecanbecomputedusinginformationaboutthecurrentstate,thesize
ofthelastplanand/orthenumberofgoalsthatmustbereached.Inouropinion,
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ifthevalueofkischangeddynamicalyduringexecution,vrpcoulddecreasethe
numberofreplanningstepsandincreasethequalityoftheplanbeforethehorizon.
9.4 HeuristicfunctionsbasedonVariableResolutionPlanning
HeuristicfunctionsarecommonlyusedinAutomatedPlanningtoestimatethecost
fromagivenstatetoagoalstate.Red-blackheuristic(Katzetal.,2013)triesto
improvethedeleterelaxationheuristicselectingwhichvariablesarerelaxed.This
heuristicfunctiondividedthesetofstatevariablesintotwodisjointssets(redand
black).Duringtheplanningprocess,redvariablesaretreatedasindeleterelaxation
abstractionwhileblackvariablesarenotrelaxed.Predicateabstractionscanbe
tuneddependingonwhatvariablesaremarkedasredorblack.InChapter6,we
describedtheconceptofPredicateAbstractionwhichremovessomepredicates
fromthestructureoftheplanningtaskinordertobuildanabstractspacesimpler
thantheoriginalone.
Afuturedirectionconsistsofgeneratingaheuristicfunctionbasedoncombining
VariableResolutionPlanningandGraphPlan.Thepredicateabstractiongenerates
anabstractactionspace wheresomepredicatesareremovedfromboththe
preconditionsandtheeﬀectsoftheactions.TheAbstractRelaxationheuristic
consistsofgeneratingarelaxedplanusingtwodiﬀerentactionspacesina
Graphplan-stylealgorithm.Then,therelaxedplanisbuiltusingoriginalactions
intheﬁrstpartoftherelaxedplanandabstractactionsintheﬁnalpartofthe
relaxedplan.Thisapproachdecreasestheinformationusedintheﬁnalpartofthe
relaxedplan,butpreservesfulinformationintheﬁrstpart.Inouropinion,this
heuristicfunctioncouldincreasetheinformationusedtobuildtherelaxedplan
whichcanbeusefultobuildabetterheuristicfunction.
9.5 VariableResolutionPlanninginreal-worldscenarios
VariableResolutionPlanninghasbeendesignedtosolvereal-worldproblems.Inthis
thesis,wehavetriedtosimulatereal-worldenvironmentsbyintroducingtwotypes
ofevents:(1)probabilisticactionswhichsimulateerrorsintheaction’sexecution
relatedtothestructureoftheenvironmentorduetofailuresintheactuatorsof
theautomaticsystems;and(2)exogenouseventswhichtrytosimulatetheeﬀects
producedbyotheragentsand/ortheprocessofcolectingunknowninformation
abouttheenvironment.
ItwouldbeinterestingtodeployvrpincombinationwithLPELEAarchitecture
asadeliberativecontrolerofarealroboticsystemoranautomaticagentfor
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avideo-game.Inbothcases,theinteractionwiththeenvironmentisoneofthe
mostimportantprocesses,becausethecontrolsystem mustfacetwoimportant
problems:(1)changesintheenvironmentwhichareproducedtootheragents
(robots,humans,agents,etc)whichcannotbepredicted,and(2)quickresponses
tooﬀerarealisticinteractionwiththeenvironment.Besides,newinformationcan
bediscoveredduringexecutionchangingthestructureoftheplanningtaskand/or
thegoalsoftheproblem.Finaly,itisimportanttoemphasizethatreal-world
environmentsaredescribedusingalargeamountofinformationwhichincreases
thecomplexityoftheenvironmentandthereforeoftheproblemstobesolvedin
theseenvironments.Inouropinion,vrpcanbeusedtosolvecomplexproblemsas
wehaveshownpreviously.
PartIV
APPENDIX

A
THEABSTRACT KFAST DOWNWARDPLANNER
TheAbstractKFastDownward(akfd)plannerisbasedontheFastDownward
planningsystem(Helmert,2006).Thisplanneracceptsasinputplanningtasks
encodedinthepropositionalfragmentofPDDL2.2(FoxandLong,2003),including
ADLconditionsandeﬀects,derivedpredicates(axioms)andactioncosts(Helmert
andGeﬀner,2008).akfdconsistsoffourseparatecomponents:
•Thetranslationmoduletransformsapropositionalplanningtaskencodedin
PDDLintoaﬁnitedomainplanningtask.
•Thepreprocesormodulebuildsasetofdatastructuresusingtheﬁnite-domain
representationgeneratedbythetranslationmodule.Thesedatastructures
representthedomaintransitiongraphsofthestatevariablesandthe
successorsgenerators,oneforeachactionset.Thismoduleusestwoinput
parameters:(1)theoutputﬁlegeneratedbythetranslationmoduleand(2)
thepredicatesetwhichcanbegeneratedmanualyorautomaticaly.
•Thepredicategenerator moduleisavariationofthesearch modulethat
generatesthepredicatesetusedtobuildtheabstractplanningtask.This
modulecanbuildthepredicatesetusingtwodiﬀerentdatastructures:(1)the
Landmarksgraphand(2)theRelaxedPlan.
•Thesearch modulegeneratesansequentialabstractplanusingagreedy
best-ﬁrstsearchinordertoﬁndasolutionasquicklyaspossible.
Thesecomponentsareimplementedasseparateprogramswhichareexecutedin
anspeciﬁcsequence.Theorderinwhichtheseprogramsareexecuteddeﬁnesthe
versionofvrp.Figure38showstheexecutionsequenceofthediﬀerentversions
ofvrp. The manualversionofvrp(akfd)consistsofasequenceofthree
modules.Thetranslationandpreprocesor modulescorrespondtothePredicate
Generationphaseandthesearch modulecorrespondstotheSearchAlgorithm
phase.Meanwhile,thedynamicversionofvrp(akfd)consistsofasequenceofﬁve
modules.Thetranslation,preprocesorandpredicategenerationmodulescorrespond
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totheKnowledgeGatheringphase.Thesecondpreprocesormodulecorrespondsto
thePredicateGenerationphaseandthesearchmodulecorrespondstotheSearch
Algorithmphase.
Translation
Preprocesor
PredicateGenerator
Preprocesor
Search
Translation
Preprocesor
Search
akfd
akfd
Knowledge
Gathering
Predicate
Generation
Search
Algorithm
Figure38:Executionsequenceofthediﬀerentversionofvrp.
B
HOWTO DEPLOYTHELIGHTPELEAARCHITECTURE
ThisAnnexdescribeshowtodownload,conﬁgureandusetheLPELEAarchitecture
describedinthisdissertation.TheLPELEAarchitectureismadeavailableunder
theGNUPublicLicense(GPL).Ifyouwanttousethearchitectureinanywaythat
isnotcompatiblewiththeGPL,youwilhavetogetpermissionfromtheauthor
ofthisdissertation.
B.1 Installationguide
Then,itispossibletousetheLPELEAarchitectureinanyoperativesystem.
However,werecommendedtouseinLinux(Ubuntu14.04ohigher)whichisthe
mainplatformforwhichthearchitectureisdevelopedandtested.
•Step1:InstalingJava
TheﬁrststepconsistsoninstaledJavaversion1.7orhigherusingthenext
commands(thissequenceofcommandsareforUbuntu14.04orDebian8).
$sudoecho"debhttp://ppa.launchpad.net/webupd8team/java/ubuntuxenial
main"|tee/etc/apt/sources.list.d/webupd8team-java.list
$sudoecho"deb-srchttp://ppa.launchpad.net/webupd8team/java/ubuntuxenial
main"|tee-a/etc/apt/sources.list.d/webupd8team-java.list
$sudoapt-keyadv--keyserverhkp://keyserver.ubuntu.com:80--recv-keys
EEA14886
$sudoapt-getupdate
$sudoapt-getinstall-yoracle-java7-installer
•Step2:Instalingdependencies
Thesecondstepconsistsoninstalingsomeimportantdependencieswhichare
necessarytodownloadandcompiletheLPELEAarchitecture.
$sudoapt-getinstallmavengit
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•Step3:DownloadLPELEAsourcecode
Thethirdstepconsistsondownloadingthesourcecode. Werecommendedto
deﬁneadestinationfolder(DIRNAME)whichmustbeemptyifexists.Ifthe
destinationfolderdoesnotexist,itwilbecreatedbytheclonecommand.
$gitclonehttps://bitbucket.org/momartin/pelea.gitDIRNAME
•Step4:Compilingthesourcecode
Thefourstepconsistsoncompilingthesourcecodeusingthenextcommands.
$cdDIRNAME
$mvncompile
•Step5:IntegratingtheAKFDplanningsystem
TheﬁvestepconsistsonintegratingtheAKFDplanningsystemintothe
LPELEAarchitecture(Thisstepisoptional,becauseyoucanuseanother
plannerdevelopingifyouimplementawrapper). Wearegoingtodownload
andcompiletheplanningsystem. Wecommonlylocatethediﬀerentplanning
systemsintotheplannersfolderinsidetothefolderinwhichthearchitecture
havebeendownloadedinthestep2.But,theplanningsystemcanbelocated
inadiﬀerentfolder.Linuxisthe mainplatformforwhichtheplanneris
developed.AlfeaturesshouldworkwithoutrestrictionsunderLinux. We
recommendedtousedthedecisionsupportnodeinaLinuxmachine.
$sudoapt-getinstallcmakeg++g++-multilibmakepython
$flexbison
$gitclonehttps://bitbucket.org/momartin/akfd.gitDIRNAME
$cd./planners/akfd
$./build.py
B.2 ConfiguringandrunningLPELEA
TheLPELEAarchitectureiscomposedofasetofnodeswhichareinterconnected
betweenthem.Inordertoruneachnode,itisnecessarytodeﬁnea XML
conﬁgurationﬁle.Thisﬁledescribesasetofpropertieswhichareusedbythe
diﬀerentnodeswhicharepartofthearchitecture.Thesepropertiesaredeﬁned
usingtermnodes.Eachtermnodehastwoattributes:(1)anamewhichdescribes
thenameoftheproperty;and(2)avaluewhichdescribesthevalueoftheproperty.
AnexampleofaconﬁgurationﬁleisdepictedinFigure39.Thisexampleshows
asetofglobalpropertiesandasetofpropertieswhicharespeciﬁcforthenode
identiﬁedasAKFD.Commonly,eachnodehasasetofspeciﬁcproperties.
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<?xmlversion="1.0"encoding="UTF-8"standalone="yes"?>
<configuration>
<termvalue="192.168.1.100"name="IP"/>
<termvalue="30520"name="PORT"/>
<termvalue="NOT"name="TEMPORAL"/>
<termvalue="/home/plg/pelea/problems/warehouse/domain.pddl"name="DOMAIN"/>
<termvalue="/home/plg/pelea/problems/warehouse/p11.pddl"name="PROBLEM"/>
<termvalue="/home/plg/pelea/experiment/"name="OUTPUT_DIR"/>
<termvalue="/home/plg/pelea/temp/"name="TEMP_DIR"/>
<termvalue="AKFD"name="NAME"/>
<termvalue="1"name="ROUNDS"/>
<termvalue="PARTIAL"name="STATE"/>
<termvalue="ON"name="DEBUG"/>
<nodes>
<nodetype="planner"id="AKFD">
<termvalue="AKFD"name="PLANNER_NAME"/>
<termvalue="/home/plg/pelea/planners/akfd/"name="PLANNER_DIR"/>
<termvalue="org.pelea.planners.AKFD"name="PLANNER_CLASS"/>
<termvalue="0"name="PLANNER_MODE"/>
<termvalue="1000"name="MAX_PLANNING_TIME"/>
</node>
...
</nodes>
</configuration>
Figure39:ExampleofaconﬁgurationﬁleofLPELEAarchitecture.
B.2.1 GlobalParameters
Theglobalparametersdeﬁnepropertieswhicharecommontoalnodes.Table14
showsthemeaningoftheglobalproperties.
B.3 HowtorunLPELEA
ThissectiondescribeshowtorunanodeinLPELEAarchitecture.Themeaningof
theoptionsis:
•c:XMLconﬁgurationﬁle.
•n:Uniquenameofthenode.Thiscorrespondstotheidofthenodeinthe
conﬁgurationﬁle.
•p(optional):Numericidforjobgeneration.Thisparametersisonlyusedto
executionandmonitoringnodes.
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Name Type  Defaultvalue  Description
IP String The host namein whichthe monitoring nodeis
running.
PORT Int Theportonwhichthemonitoringnodeacceptsclient
connections.
TEMPORAL  Enumerate  NOT  Thetypeofactions.Thismeansthateachactionhas
a maximumexecutiontime.Theavailablevaluesare
NOT(0)andYES(1).
DOMAIN  String ThelocationofthePDDLdomainﬁle.
PROBLEM  String ThelocationofthePDDLproblemﬁle.
OUTPUT_DIR String  ./temp  ThedirectoryinwhichLPELEAoutputﬁlesarestores.
TEMP_DIR  String  ./temp  Thedirectoryin whichLPELEAtemporalﬁlesare
stores.
NAME  String  LPELEA  thenameusedtoidentifyinformationinoutputﬁles.
ROUNDS  Int  1 Thenumberofwholeexecutionoftheproblems.
STATE  Enumerate FULL  Thestructureofthestateinformationcolectedtothe
executionnodes.LPELEAalowstwotypesofstates:
(1) Ful (FULL) which meansthateachexecution
nodesendglobalinformationaboutthestateofthe
environment;(2)Partial(PARTIAL)whichmeansthat
eachexecutionnodesendpartialinformationaboutthe
stateoftheenvironment.
DEBUG  Enumerate  OFF  Enabledebuginformationinthenodes.Theavailable
valuesareOFF(0)andON(1).
Table14:GlobalpropertiesoftheLPELEAarchitecture
java-jarLPELEA.jar-c<file>-n<name>-p<numeric_id>
C
DETAILEDRESULTSFROMCHAPTER6
Inthisappendix,weshowthedetailresultsforthediﬀerentplanningdomainsused
intheempiricalevaluationoftheChapter6.
C.1 DetailedresultsforRoversdomain
Planner  M Problem
rovers36
(14.80.40)
rovers37
(14.80.40)
rovers38
(14.85.57)
rovers39
(14.95.62)
rovers40
(14.100.68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =2)
F(s) 11.4±0.1  18.9±1.0  23.6±0.1  19.1±0.0  29.5±0.2
T(s) 1932.1±656.3  4378.2±2337.5  3289.7±839.3  2458.8±745.8  4731.7±1109.3
R 184.8±58.0  284.0±146.6  152.0±38.3  142.8±37.6  189.6±44.5
A 551.8±114.9  909.4±228.6  547.8±50.2  645.2±70.7  676.4±66.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 11.4±0.1  18.6±0.1  24.2±0.2  19.2±0.1  29.0±0.1
T(s) 757.4±114.6  1832.4±220.4  1762.8±164.3  1556.2±217.9  2720.7±415.7
R 73.6±11.0  123.2±13.4  84.0±7.8  98.2±8.5  111.0±17.5
A 411.4±30.4  666.4±51.8  474.0±22.2  600.8±29.3  571.6±45.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 11.3±0.2  18.6±0.1  24.0±0.1  20.6±0.0  29.1±0.2
T(s) 594.6±89.5  1313.0±204.4  1517.2±257.8  1289.1±136.6  2050.4±464.5
R 58.3±8.9  90.8±14.6  73.2±12.6  86.2±10.1  84.4±19.3
A 377.7±46.9  593.6±44.7  475.8±36.6  594.6±63.3  524.2±39.0
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 11.4±0.1  18.4±0.1  25.4±0.2  21.0±0.1  29.9±0.1
T(s) 461.7±44.9  1224.4±207.4  1357.6±138.7  1224.5±166.7  2182.7±283.8
R 45.4±4.5  86.6±14.5  66.0±6.8  83.2±10.5  89.2±11.5
A 350.6±12.7  602.2±52.8  449.8±41.7  568.4±50.6  581.8±34.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 11,5±0,1  19,4±0,1  24,9±0,1  20,3±0,1  30.1±0.4
T(s) 440,6±30,6  1130,2±144.8  1359.2±144.5  1164.9±178.0  21572.2±262.1
R 43.4±2.9  81.6±11.0  65.8±7.0  79.9±12.4  91.3±9.3
A 343.6±28.6  572.0±63.2  478.5±12.2  570.9±41.1  573.7±42.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table15:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheRoversdomainremovingpredicatehave_imagemanualy.
165
166 detailedresultsfromchapter6
Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=2)
F(s) 11.9±0.5  22.2±0.1  26.3±0.1  26.7±0.1  31.7±0.2
T(s) 469.1±97.8  1199.3±120.0  1516.9±340.5  1260.5±82.0  1796.3±407.2
R 46.5±10.7  82.4±9.7  72.2±16.2  85.4±3.4  73.2±17.1
A 354.8±67.2  594.0±88.6  483.8±58.4  574.6±26.0  538.8±59.1
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=5)
F(s) 12.0±0.1  21.2±0.0  26.3±0.2  26.7±0.1  31.7±0.1
T(s) 444.6±28.5  1076.9±155.7  1228.6±84.3  1177.7±92.2  1851.7±143.8
R 44.0±2.8  73.6±9.3  59.8±4.5  82.2±7.1  74.8±6.5
A 350.2±15.8  574.4±29.5  463.5±16.5  558.6±51.1  520.8±17.7
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=10)
F(s) 11.6±0.1  20.3±0.1  25.3±0.1  20.1±0.1  31.8±0.1
T(s) 535.4±63.5  1205.5±230.5  1437.1±252.4  1112.2±126.9  1693.9±190.9
R 52.3±6.7  85.2±16.0  68.6±12.9  74.6±10.5  69.6±7.9
A 353.0±27.7  588.6±79.9  486.0±55.5  564.8±35.8  549.2±42.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=20)
F(s) 13.7±0.0  19.7±0.1  27.0±0.1  21.6±0.2  31.8±0.1
T(s) 526.2±82.1  1074.3±148.4  1302.2±279.9  1184.3±105.0  1918.1±273.4
R 49.8±8.0  76.8±11.4  62.0±13.5  81.8±7.7  77.6±10.5
A 374.4±20.5  565.6±40.3  445.8±39.0  628.5±31.1  552.2±27.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=30)
F(s) 12.9±0.1  21.7±0.1  26.8±0.1  21.7±0.1  31.9±0.2
T(s) 510.5±78.6  1135.8±155.3  1478.2±187.1  1180.6±172.1  1834.5±232.7
R 50.0±7.4  79.4±10.8  72.0±9.5  79.4±11.2  74.2±12.1
A 348.6±34.9  569.0±28.4  503.0±49.6  556.0±46.2  551.6±29.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table16:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheRoversdomainremovingpredicatehave_rock_samplemanualy.
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Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=2)
F(s) 10.8±0.2  15.9±0.1  23.6±0.1  15.6±0.1  28.9±0.3
T(s) 8602.7±5780.1  16943.5±2651.3  12166.4±3790.5  8123.7±2037.4  10560.4±3309.0
R 872.0±574.3  1263.4±189.7  616.6±196.0  619.4±156.1  437.2±142.6
A 1559.4±896.1  2326.6±352.7  1174.6±322.8  1197.4±310.0  920.4±199.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=5)
F(s) 10.7±0.0  16.3±0.1  23.0±0.1  15.6±0.1  28.8±0.1
T(s) 1325.4±140.5  2578.2±83.1  2606.9±301.7  2129.6±156.8  3552.0±323.7
R 133.4±14.1  189.8±5.6  130.6±15.8  158.8±12.3  150.6±13.5
A 514.8±65.7  745.2±16.6  515.0±43.1  680.2±54.5  598.8±52.0
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=10)
F(s) 10.9±0.3  16.3±0.1  23.7±0.2  15.7±0.2  28.4±0.1
T(s) 704.9±62.1  1403.2±171.3  1623.9±115.3  1560.8±63.9  2275.6±174.7
R 71.2±7.4  103.6±12.0  79.8±5.9  116.2±4.8  95.8±6.8
A 385.0±23.3  596.2±51.2  466.4±30.2  664.0±32.3  569.6±12.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=20)
F(s) 10.8±0.0  17.4±1.6  23.4±0.1  15.7±0.1  30.5±0.4
T(s) 543.8±95.7  1154.7±217.0  1537.1±107.2  1058.3±147.0  1800.1±130.1
R 54.8±9.8  85.4±15.6  75.6±5.6  78.4±11.5  74.4±6.0
A 383.6±33.4  579.0±43.3  504.8±42.1  554.0±36.2  544.4±24.0
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k=30)
F(s) 10.7±0.0  16.3±0.1  23.0±0.1  15.6±0.1  28.8±0.1
T(s) 1325.4±140.5  2578.2±83.1  2606.9±301.7  2129.6±156.8  3552.0±323.7
R 133.4±14.1  189.8±5.6  130.6±15.8  158.8±12.3  150.6±13.5
A 514.8±65.7  745.2±16.6  515.0±43.1  680.2±54.5  598.8±52.0
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table17:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheRoversdomainremovingpredicatehave_soil_samplemanualy.
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Planner  M Problem
rovers36
(14.80.40)
rovers37
(14.80.40)
rovers38
(14.85.57)
rovers39
(14.95.62)
rovers40
(14.100.68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =2)
F(s) 11.3±0.1  17.6±0.1  23.2±0.2  21.8±0.1  28.7±0.1
T(s) 870.3±173.9  1424.2±171.6  1861.5±144.4  1636.7±288.3  2958.4±169.4
R 85.2±17.0  100.4±9.9  89.8±7.3  98.8±12.4  123.2±7.2
A 353.4±31.0  594.0±69.2  447.4±26.8  588.8±8.9  553.8±41.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 11.3±0.1  16.9±0.1  24.7±2.5  21.8±0.2  27.8±0.1
T(s) 730.9±95.5  1374.0±334.6  1637.0±145.3  1170.8±171.9  2314.4±256.9
R 73.2±10.3  99.0±24.4  78.8±6.2  82.2±11.1  96.0±10.9
A 391.6±32.3  598.8±77.6  462.5±21.8  535.6±18.8  522.6±37.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 11.2±0.2  16.9±0.1  23.4±0.0  17.8±0.1  27.9±0.2
T(s) 566.1±79.0  1320.0±170.8  1635.7±191.9  1251.5±211.7  1932.9±188.3
R 56.5±8.2  94.8±13.7  80.2±9.5  90.0±15.1  80.4±8.2
A 349.7±34.6  600.8±48.7  481.2±34.3  558.0±48.4  519.0±36.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 11.3±0.1  17.3±0.1  24.1±0.1  19.1±0.1  30.5±0.2
T(s) 548.0±110.6  1156.9±69.6  1325.8±205.3  1165.7±207.9  1808.3±241.8
R 54.2±11.3  83.4±5.6  65.0±10.5  82.4±14.7  75.6±10.2
A 359.2±26.1  584.8±45.2  450.4±37.6  563.2±37.8  549.6±25.5
C 15.0.0.0/5  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 13,0±3,2  18,3±0,1  23,5±0,2  18,1±0,1  32.1±0.3
T(s) 406,0±58,4  1187,9±97,4  1243,0±91,7  1118,1±146,8  1843.2±212.9
R 39,8±5,9  86,2±7,5  59,8±4,4  79,0±9.8  72.4±12.4
A 341.4±24.3  620.0±39.5  456.0±19.6  567.5±48.6  539.2±21.8
C 15.0.0.0/5  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table18:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheRoversdomainremovingpredicatecalibratedmanualy.
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Planner  M Problem
rovers36
(14.80.40)
rovers37
(14.80.40)
rovers38
(14.85.57)
rovers39
(14.95.62)
rovers40
(14.100.68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 9.7±0.1  19.5±0.1  22.8±0.3  14.6±0.1  13.9±0.1
T(s) 1044.9±115.8  2503.9±395.1  3217.9±128.2  3487.3±1933.7  2562.6±500.4
R 114.6±12.8  137.4±22.2  151.4±7.2  285.1±163.6  207.8±40.3
A 444.4±40.9  540.4±51.8  602.2±35.4  1057.5±606.4  796.6±132.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 9.6±0.1  19.9±0.3  22.9±0.2  14.4±0.1  13.7±0.1
T(s) 570.8±75.2  1711.6±125.3  2084.5±95.8  1322.3±154.4  1358.1±175.1
R 62.2±8.8  93.6±7.5  98.4±5.2  106.4±12.6  111.6±15.2
A 347.5±24.5  477.8±30.5  557.8±23.4  615.6±49.6  635.00±48.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 9.8±0.2  19.9±0.2  22.9±0.1  14.8±0.1  13.9±0.1
T(s) 487.1±72.3  1224.7±160.7  1798.3±325.1  1070.2±113.6  995.8±53.4
R 53.5±8.2  66.2±8.9  84.2±15.7  85.2±9.3  81.4±4.8
A 341.2±32.9  449.6±21.3  540.8±60.8  534.2±29.9  563.6±13.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 9.7±0.1  20.1±0.3  23.2±0.1  14.9±0.1  14.3±0.3
T(s) 445.2±44.5  1337.2±173.7  1786.1±206.2  1011.52±89.4  975.5±109.4
R 48.2±5.2  72.5±9.2  84.2±10.6  79.6±6.9  79.5±8.1
A 346.8±16.1  456.8±41.2  561.8±48.4  539.8±16.3  530.8±47.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table19:Comparingakfdusingdiﬀerenthorizonstolamafoverﬁveproblemsfromthe
Roversdomainremoving2predicateschosenmanualy.
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Planner  M Problem
rovers36
(14.80.40)
rovers37
(14.80.40)
rovers38
(14.85.57)
rovers39
(14.95.62)
rovers40
(14.100.68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
FPT(s) 9.44±0.13  19.08±0.09  22.08±0.19  13.56±0.08  13.04±0.13
T(s) 1067.56±132.95  2599.59±237.26  3216.64±188.49  2478.59±208.80  2668.34±412.49
R 118.20±14.09  144.00±12.84  154.20±9.85  201.60±16.95  220.20±35.21
A 434.60±42.55  560.40±39.44  606.20±21.06  780.20±69.51  827.80±143.65
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
FPT(s) 9.55±0.05  19.14±0.14  22.27±0.26  13.58±0.07  12.99±0.11
T(s) 605.74±80.40  1518.06±118.05  2226.64±142.03  1325.84±119.54  1151.09±22.92
R 66.60±8.45  83.40±6.92  105.60±6.34  108.20±9.37  95.00±0.89
A 355.80±50.38  466.60±23.22  589.80±21.35  589.60±17.73  549.40±26.50
akfd
(k =20)
F(s) 9.80±0.34  19.40±0.20  22.40±0.25  13.76±0.14  13.10±0.16
T(s) 433.86±64.30  1270.05±86.02  1582.58±318.12  1016.10±145.11  1044.44±190.81
R 47.40±7.71  69.00±4.52  74.80±14.74  82.20±11.89  86.00±16.70
A 321.00±17.58  448.80±22.05  518.60±37.23  545.80±47.63  566.00±17.40
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 9.60±0.14  19.44±0.16  22.48±0.18  13.78±0.10  13.30±0.17
T(s) 466.92±47.04  1328.60±95.15  1555.64±238.69  954.34±112.41  937.57±122.36
R 50.00±4.98  72.60±5.92  73.00±11.52  77.00±9.76  76.60±10.44
A 338.20±13.06  442.60±12.29  526.80±42.86  541.80±37.08  538.00±48.80
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table20:Comparingakfdusingdiﬀerenthorizonstolamafoverﬁveproblemsfromthe
Roversdomainremoving3predicateschosenmanualy.
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Planner  M Problem
rovers36
(14.80.40)
rovers37
(14.80.40)
rovers38
(14.85.57)
rovers39
(14.95.62)
rovers40
(14.100.68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3  59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2  530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 9.44±0.13  19.08±0.09  22.08±0.19  13.56±0.08  13.04±0.13
T(s) 1067.56±132.95  2599.59±237.26  3216.64±188.49  2478.59±208.80  2668.34±412.49
R 118.20±14.09  144.00±12.84  154.20±9.85  201.60±16.95  220.20±35.21
A 434.60±42.55  560.40±39.44  606.20±21.06  780.20±69.51  827.80±143.65
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 9.55±0.05  19.14±0.14  22.27±0.26  13.58±0.07  12.99±0.11
T(s) 605.74±80.40  1518.06±118.05  2226.64±142.03  1325.84±119.54  1151.09±22.92
R 66.60±8.45  83.40±6.92  105.60±6.34  108.20±9.37  95.00±0.89
A 355.80±50.38  466.60±23.22  589.80±21.35  589.60±17.73  549.40±26.50
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 9.80±0.34  19.40±0.20  22.40±0.25  13.76±0.14  13.10±0.16
T(s) 433.86±64.30  1270.05±86.02  1582.58±318.12  1016.10±145.11  1044.44±190.81
R 47.40±7.71  69.00±4.52  74.80±14.74  82.20±11.89  86.00±16.70
A 321.00±17.58  448.80±22.05  518.60±37.23  545.80±47.63  566.00±17.40
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 9.60±0.14  19.44±0.16  22.48±0.18  13.78±0.10  13.30±0.17
T(s) 466.92±47.04  1328.60±95.15  1555.64±238.69  954.34±112.41  937.57±122.36
R 50.00±4.98  72.60±5.92  73.00±11.52  77.00±9.76  76.60±10.44
A 338.20±13.06  442.60±12.29  526.80±42.86  541.80±37.08  538.00±48.80
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table21:Comparingakfdusingdiﬀerenthorizonstolamafoverﬁveproblemsfromthe
Roversdomainremoving4predicateschosenmanualy.
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C.2 Detailedresultsforotherdomains
Planner  Metrics Problem
DRobots2050
(5.25.5)
DRobots2102
(10.25.10)
DRobots5102
(10.100.10)
DRobots5103
(10.100.10)
DRobots5200
(10.100.20)
LAMAF
F(s) 0.6±0.3 1.6±0.1 - 171.8±23.4 -
T(s) 4.9±1.7 18.6±2.30 - 3604.3±453.2 -
R 8.3±3.3 16.4±1.4 - 40.4±5.6 -
A 57.2±2.2 122.7±10.8 - 215.6±27.9 -
C 15,0,0,0/15  15,0,0,0/15  0,15,0,0/15  15.0.0.0/15 0,15,0,0/15
AKFD
(k =2)
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,0,15,0/15  0,0,15,0/15  0,0,15,0/15  0,0,15,0/15 0,0,15,0/15
AKFD
(k =5)
F(s) 0,54±0,00 0,90±0,01 - 9,93±0,02 15,14±5,18
T(s) 10,74±2,78  108,69±122,74 - 2797,27±791,87 6821,69±5272,96
R 19,83±5,34  122,17±139,05 - 281,50±80,50 377,32±221,92
A 80,17±23,37  445,50±534,96 - 984,00±257,00  1300,44±790,41
C 15,0,0,0/15  15,0,0,0/15  0,0,15,0/15  10,0,0,5/15 10,0,0,5/15
AKFD
(k =10)
F(s) 0,59±0,11  0,93±0,01 10,24±0,06  10,10±0,06 20,60±0,09
T(s) 7,90±2,37  27,74±5,31  7699,20±4796,83  824,25±241,38  10028,73±2340,37
R 13,50±4,03  30,00±5,97  772,75±482,13  81,17±24,30  470,00±109,43
A 69,33±6,75  166,00±19,60  3810,75±2483,39  413,67±108,65 2427,67±487,69
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15 10,0,0,5/15
AKFD
(k =20)
F(s) 0,58±0,01  0,96±0,01  10,38±0,05  10,28±0,04 22,54±0,91
T(s) 5,96±1,15  21,60±3,30  1297,44±739,41  437,54±43,26  50139,74±10345,82
R 10,17±2,11  22,50±3,69  100,00±41,69  41,17±4,52  1376,00±210,08
A 72,67±3,09  133,83±11,71  622,33±235,05  251,83±17,22  8511,00±953,73
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15 8,7,0,0/15
AKFD
(k =30)
F(s) 0,57±0,01  0,97±0,01  10,93±0,07  11,27±0,22 -
T(s) 6,18±1,55  21,67±4,22 1133,78±817,93 410,63±58,70 -
R 10,67±2,87  20,67±3,77 71,33±31,63 37,40±5,75 -
A 74,83±12,72  140,33±11,26 477,33±230,47 236,60±4,32 -
C 15,0,0,0/15  15,0,0,0/15  10,5,0,0/15  12,3,0,0/15 0,15,0,0/15
Table22:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheDepots-robotsdomainmanualyremovingpredicateat-robot.Themeaningofthe
rowsisthesameasinTable4.Inbold,wehighlightthebestresultsperrowTheproblems’
complexityhasbeendeﬁnedas:(i)thenumberofrobots;(i)thenumberofcelsofthe
grid;and(ii)thenumberofgoals.
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Planner  Metrics Problem
TidyBot01
(1.18.4)
TidyBot09
(1.20.4)
TidyBot11
(1.20.4)
TidyBot16
(1.20.4)
TidyBot17
(1.22.4)
lamaf
FPT(s) - 33.1±0.3 - 69.1±0.1 -
T(s) - 153.1±25.9 - 949.3±93.5 -
R - 4.3±0.8 - 18.3±1.1 -
A - 38.5±0.8 - 110.4±14.1 -
C 0,15,0,0/15  15,0,0,0/15  0,15,0,0/15  15,0,0,0/15  0,15,0,0/15
akfd
(k =2)
F(s) - 31.2±0.1 - - -
T(s) - 6739.5±4999.7 - - -
R - 219.4±163.5 - - -
A - 467.6±348.9 - - -
C 0,0,0,15/15  15,0,0,0/15  0,0,0,15/15  0,0,0,15/15  0,0,0,15/15
akfd
(k =5)
F(s) 20.5±0.1  31.9±0.2 30.7±0.2 30.9±0.2 45.7±0.1
T(s) 2108.8±278.3  714.8±95.3  3163.4±1096.6  7538.5±5191.8  3735.5±109.8
R 103.5±13.5  22.01±3.2  102.8±36.2  246.7±168.3  81.3±2.4
A 345.4±16.5  78.4±9.1  356.8±115.7  855.5±546.9  302.7±23.7
C 11.0.0.4/15  15,0,0,0/15  12,0,0,3/15  11.0.0.4/15  13.0.0.2/15
akfd
(k =10)
F(s) 21.1±0.2  31.9±0.2  32.2±0.2  31.4±0.9  46.4±0.2
T(s) 1383.9±711.4  412.2±67.2  1269.8±455.1  2316.3±543.2  1274.9±842.9
R 68.6±34.9  12.2±2.1  40.2±14.7  75.4±13.5  26.8±18.5
A 307.2±16.5  49.6±5.3  214.6±97.1  343.1±84.2  142.4±107.4
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  3.0.0.7/10  15,0,0,0/15
akfd
(k =20)
F(s) 21.9±0.2  32.4±0.1  32.9±0.3  31.7±0.2  48.1±0.4
T(s) 635.4±237.3  246.7±83.8 922.3±413.4  835.7±188.2  646.1±214.1
R 28.1±10.6  6.8±2.6 28.7±12.7  25.2±6.3  12.8±4.5
A 166.2±39.5  42.2±1.9 154.8±53.9  163.3±28.9  80.4±17.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  9.0.0.1/10  15,0,0,0/15
akfd
(k =30)
F(s) 23.1±0.12  33.1±0.3  35.8±0.3  32.4¡±0.14¡ 50.3±0.3
T(s) 748.5±344.1  214.9±86.1  1085.2±288.1¡ 810.2±238.9  480.7±113.1
R 30.4±13.7  5.8±2.8  30.6±8.1  21.2±7.4 9.2±2.5
A 213.2±120.4  44.2±3.2  168.6±27.9  133.2±28.8 63.8±2.9
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table23:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheTidyBotdomainmanualyremovingpredicatebase-pos.Themeaningoftherows
isthesameasinTable4.Inbold,wehighlightthebestresultsperrow.Theproblems’
complexityhasbeendeﬁnedby:(i)numberofrobots;(i)sizeoftheenvironmentand(ii)
numberofgoals.
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Planner  Metrics Problem
ports55
(5.20.10)
ports0530
(5.50.30)
ports1020
(10.80.20)
ports1040
(10.110.40)
ports1520
(15.120.20)
lamaf
F(s) 1.2±0.1 - 161.1±2.2 - 135.7±0.8
T(s) 5.3±1.1 - 1212.1±382.9 - 953.1±363.5
R 3.5±1.1 - 9.8±2.4 - 5.8±2.4
A 14.8±2.5 - 60.8±5.8 - 44.9±1.3
C 15,0,0,0/15 0,15,0,0/15 15,0,0,0/15  0,15,0,0/15  15,0,0,0/15
akfd
(k =2)
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,0,0,15/15  0,0,0,15/15  0,0,0,15/15  0,0,0,15/15  0,0,0,15/15
akfd
(k =5)
F(s) 1.2±0.1  68.9±0.6  45.4±0.1  283.1±0.2 62.5±0.1
T(s) 4.8±0.1  988.5±303.7  397.5±110.4  5221.9±1301.1  599.9±58.1
R 3.1±0.1  17.7±5.9  8.3±2.6  20.7±5.2  8.7±0.9
A 11.7±0.9  93.3±10.5  49.7±4.1  101.25±0.8  42.7±2.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 1.2±0.1  69.5±0.1  44.9±0.3  281.9±1.3  63.8±0.1
T(s) 2.1±0.6  662.5±98.5  473.6±159.3  4279.5±134.9  481.2±28.8
R 0.7±0.5 11.7±2.1  10.2±3.7  16.3±0.45  6.7±0.5
A 12.7±0.5  91.3±15.7  53.5±3.3 100.1±1.63  43.3±2.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 1.2±0.1  70.6±0.4 44.3±5.2 275.1±0.7  65.7±0.2
T(s) 3.2±1.1  725.8±164.3  312.2±41.6  4160.2±864.9  491.3±104.6
R 1.7±0.9  12.7±3.3  6.3±0.9  16.5±3.4  6.7±1.7
A 12.7±0.5  86.3±3.3 50.7±1.3  101.3±1.9  44.7±1.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 1.2±0.2 65.7±0.8  45.2±0.1  277.8±2.3  67.5±0.2
T(s) 2.5±1.8  794.3±339.8 231.9±18.2 3849.9±1310.8 476.3±260.9
R 1.2±1.4  14.3±6.6 4.3±0.5 147±5.2 6.3±4.1
A 12.00±1.32 85.7±2.5  51.33±0.9  100.4±0.8 43.1±0.8
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table24:ComparingAKFDusingdiﬀerenthorizonstoFDandmGPToverﬁveproblems
fromthePortdomainremovingpredicateat.Themeaningoftherowsisthesameasin
Table4.Inbold,wehighlightthebestresultsperrow.Besides,threevalueshavebeen
deﬁnedtodescribethecomplexityoftheproblem:(i)numberofships;(i)numberof
palet-shipand(ii)numberofgoals.
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Planner  Metrics Problem
satellite1
(10,132,342)
satellite2
(10,140,348)
satellite3
(10,132,351)
satellite4
(11,132,327)
satellite5
(12,132,330)
lamaf
F(s) 0 - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,10,0,0/10  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15
akfd
(k =2)
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,0,15,0/15  0,0,15,0/15  0,0,15,0/15  0,0,15,0/15  0,0,15,0/15
akfd
(k =5)
F(s) 258.2±10.1 526,6±23.2  248.8±9.3 216.9±0.7 183.9±0,9
T(s) 12586.4±2710.9 24738.8±3126.4  11380.7±2534.3  9480.5±2173,6 7685.25±368.29
R 124.5±17.5  108.3±22.4  119.4±34.4  92.7±18.6 97.7±12,7
A 947,9±9,2  1028,5±18,7  977,7±26,5  872,3±17,2 786,7±7,1
C 15,0,0,0/15  14,0,1,0/15  13,0,2,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 249.3±2.2  602.8±41.2  265.9±15.4  244.7±4.7 −
T(s) 8965.4±1390.1  27656.3±4316.1  9838.3±2253.5 7523.9±1725.1 −
R 100.7±16.8  112.3±19.5  104.9±6.6 83.7±9.8 −
A 974.4±20.8  1039.7±37.2  1014.5±32.5  893.2±21.4 −
C 15,0,0,0/15  15,0,0,0/15  9,1,0,0/10  15,0,0,0/15  0,15,0,0/15
akfd
(k =20)
F(s) 248.1±2.7  576.3±6.1 243.2±16.5  223.3±4.1 −
T(s) 8904.7±418.1  28086.9±934.9 6681.8±412.9  10769.1±3820.5 −
R 94.3±6.5  107.3±8.2  100.2±5.7  87.5±3.5 −
A 966.5±14.5  1002.1±12.7  1003.5±13.8 872.1±11.2 −
C 14,0,1,0/15  15,0,0,0/15  14,0,15,0/15  14,0,1,0/150  0,0,15,0/15
akfd
(k =30)
F(s) 246.5±3.8  564.3±17.1  247.1±19.9  218.1±4.1 −
T(s) 8784.9±432.1  25452.7±2354.9  7159.5±396.5  14647.2±5863.5 −
R 95.1±8.9 108.1±15.9 98.6±8.9  91.3±3.1 −
A 938.2±19.8 995.1±19.6 960.9±12.1  887.5±33.4 −
C 13,0,2,0/15  12,0,3,0/15  14,0,1,0/15  13,0,2,0/15  0,0,15,0/15
Table25:ComparingAKFDusingdiﬀerenthorizonstoFDandmGPToverﬁveproblems
fromtheSatelitedomainremovingpredicatepower-on.Themeaningoftherowsisthe
sameasinTable4.Foreachproblemhasbeendeﬁnedthreevalueswhichdescribethe
complexityoftheproblem:(i)thenumberofsatelite;(i)thenumberordirectionsand(ii)
thenumberofgoals.

D
DETAILEDRESULTSFROMCHAPTER7
Inthisappendix,weshowthedetailresultsforthediﬀerentplanningdomainsused
intheempiricalevaluationoftheChapter7.
D.1 TheRoversDomain
Planner  M Problem
rovers36
(14,80,40)
rovers37
(14,80,40)
rovers38
(14,85,57)
rovers39
(14,95,62)
rovers40
(14,100,68)
akfd
(k =2)
F(s) 11.1±0.0 15.3±0.1  22.7±0.1  16.1±0.1  25.7±0.0
T(s) 6909.9±4210.5  35157.7±16548.4  14271.3±4234.1  9201.1±7227.4  14246.5±1962.8
R 737.0±457.6  2846.0±1365.3  749.3±222.8  720.3±567.1  642.3±87.7
A 1303.7±826.4  4414.7±1923.0  1257.7±341.8  1265.0±994.0  1152.3±152.5
C 3.0.0.0/3  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 11.2±0.0 15.3±0.1  22.7±0.1  16.1±0.1  25.7±0.1
T(s) 1199.9±48.2  3744.2±1909.8  3469.9±172.8  1560.3±1088.3  3926.8±228.9
R 126.3±4.9  298.7±156.0  180.0±9.1  121.0±85.4  176.3±10.2
A 466.0±10.7  1084.3±511.5  639.3±21.6  444.3±311.1  658.3±19.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 11.1±0.0 15.3±0.1  23.2±0.5  16.1±0.1  25.6±0.1
T(s) 681.0±67.5  1394.2±123.9  1608.7±191.5  1323.6±83.1  2478.6±263.5
R 71.3±6.9  110.0±9.8  83.0±10.0  102.7±6.8  111.0±12.0
A 418.0±8.0  586.0±27.6  480.0±20.3  556.0±8.8  587.7±31.8
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 11.3±0.0 15.5±0.0  23.1±0.1  16.4±0.1  25.9±0.3
T(s) 504.2±50.9  1075.1±97.6  1349.0±185.5  983.9±160.4  1650.7±82.9
R 52.3±5.4 84.3±7.8  69.3±9.7  75.7±13.0  73.3±3.7
A 349.7±11.6  551.3±20.0  446.3±28.5  501.7±70.6  506.3±22.1
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 11.3±0.1 15.7±0.1  23.0±0.1  16.3±0.1  26.1±0.2
T(s) 409.6±58.6  1050.5±120.0  1158.8±248.0  601.4±457.5  1262.9±871.5
R 42.3±6.2 82.7±9.7  59.0±12.7  45.7±35.9  56.0±39.5
A 343.7±13.6  584.3±26.9  412.3±30.7  351.3±244.5  383.7±259.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table26:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromthe Roversdomainremovingapredicatesetgeneratedusingthe RelaxedPlan
automaticaly.
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Planner  M Problem
rovers36
(14.80.40)
rovers37
(14.80.40)
rovers38
(14.85.57)
rovers39
(14.95.62)
rovers40
(14.100.68)
lamaf
F(s) 80.4±0.1  412.1±3.3  236.5±1.8  257.1±1.3  354.8±2.2
T(s) 1132.5±202.9  7125.5±1145.5  3205.1±236.7  3342.1±845.4  4406.12±872.1
R 45.8±5.4 75.60±7.3 59.2±7.3 68.2±5.1 70.1±10.2
A 323.6±24.2 512.20±28.9  432.8±42.3 486.8±21.2 530.8±23.3
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =2)
F(s) 13.41±0.34  20.19±0.53 28.86±0.22 21.34±0.16 32.94±0.43
T(s) 2918.56±1384.30  6814.19±1634.96  5024.64±947.92  6926.29±2002.50  6420.82±829.46
R 326.88±158.15  572.22±136.70  280.00±53.01  575.00±171.50  311.42±40.60
A 802.25±356.13  1432.00±320.74  699.56±119.63  1406.00±407.93  802.50±101.32
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 13.20±0.13 19.83±0.04  29.08±0.27  21.42±0.28  33.01±0.45
T(s) 937.10±153.01  2250.78±157.80  2128.08±229.08  2061.12±373.71  3250.35±371.15
R 103.33±16.98  189.00±12.79  117.11±13.62  169.44±31.75  156.43±18.18
A 441.78±72.44  747.25±37.22  500.44±34.74  697.89±119.12  656.00±68.17
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 13.11±0.01  20.07±0.25  29.02±0.19  21.54±0.19  33.14±0.45
T(s) 576.13±81.27  1238.51±108.79  1496.42±144.35  1235.18±91.91  2059.00±319.36
R 63.40±9.35  103.10±9.30  82.40±8.26  100.20±7.98  98.20±15.89
A 375.20±43.74  606.70±43.81  447.60±29.57  565.60±33.35  570.00±73.31
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 13.79±0.77  20.28±0.60  29.30±0.39  21.68±0.11  33.18±0.42
T(s) 430.54±84.49  1009.12±108.95  1299.33±143.21  1030.73±90.42  1596.71±172.46
R 46.80±9.28  83.00±8.03  70.80±8.33  82.80±6.71  75.60±8.60
A 323.00±25.88  537.50±25.62  476.80±29.17  545.60±28.36  533.80±41.82
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 13.28±0.12  20.19±0.14  29.59±0.35  21.82±0.31  33.30±0.21
T(s) 479.16±77.98 953.12±124.90 1243.65±151.88  1023.01±126.82  1522.30±130.94
R 52.18±8.75  78.33±10.58  67.22±8.42  82.11±10.15  72.22±6.27
A 354.24±27.91  536.33±39.42  446.56±33.63  542.33±24.64 519.56±25.10
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =50)
F(s) 13.66±0.14  20.91±0.49  29.53±0.41  21.94±0.25  33.96±0.67
T(s) 475.56±93.04  998.06±154.29  1242.64±190.59 992.75±166.71 1722.84±287.97
R 51.65±10.27  81.11±13.39  66.78±10.70  78.92±13.07  81.21±14.47
A 353.39±33.16  559.56±38.32  460.78±47.70  555.86±47.59  543.14±27.65
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =100)
F(s) 14.29±0.07  23.18±0.11  30.84±0.12  23.05±0.10  35.60±0.29
T(s) 502.11±90.60  1074.21±178.51  1136.84±170.31  1076.31±154.89  1568.35±216.49
R 52.80±9.71  83.40±13.27  60.20±9.31  82.60±11.83  72.53±10.07
A 345.40±31.67  558.00±30.10  464.60±22.20  535.90±35.48  511.90±24.34
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table27:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheRoversdomainremovingapredicatesetgeneratedusingthelandmarkgraph
automaticaly.
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D.2 TheDepotsRobotsdomain
Planner  M Problem
DRobots2050
(5.25.5)
DRobots2102
(10.25.10)
DRobots5102
(10.100.10)
DRobots5103
(10.100.10)
DRobots5200
(10.100.20)
lamaf
F(s) 0.6±0.3 1.6±0.1 - 171.8±23.4 -
t(s) 4.9±1.7 18.6±2.30 - 3604.3±453.2 -
R 8.3±3.3 16.4±1.4 - 40.4±5.6 -
A 57.2±2.2 122.7±10.8 - 215.6±27.9 -
C 15,0,0,0/15  15,0,0,0/15  0,15,0,0/15  15.0.0.0/15  0,15,0,0/15
akfd
(k =2)
F(s) 0.7±0.0 1.2±0.0 - - -
T(s) 273.9±345.4  132.4±17.3 - - -
R 589.0±744.7  160.7±19.6 - - -
A 847.0±1029.0  285.3±22.2 - - -
C 15,0,0,0/15  15,0,0,0/15  0,0,15,0/15  0,0,15,0/15  0,0,15,0/15
akfd
(k =5)
F(s) 0.7±0.1 1.1±0.1 - 13.9±0.2 -
T(s) 11.6±1.6  47.2±1.1 - 5975.9±2545.6 -
R 23.0±3.3  54.5±0.5 - 622.0±266.0 -
A 84.0±17.7  198.5±6.5 - 2030.0±891.0 -
C 15,0,0,0/15  14,0,1,0/15  0,0,15,0/15  12,0,3,0/15  0,0,15,0/15
akfd
(k =10)
F(s) 0.7±0.1 1.2±0.1  14.1±0.1  15.5±1.1 -
T(s) 6.8±0.5  69.8±62.7  2025.5±1236.4  678.4±150.2 -
R 12.2±1.5  83.7±76.7  207.0±127.0  68.3±15.4 -
A 66.0±4.3  436.3±365.3  1017.5±571.5  358.7±65.4 -
C 15,0,0,0/15  15,0,0,0/15  14,0,1,0/15  15,0,0,0/15  0,0,15,0/15
akfd
(k =20)
F(s) 0.7±0.0 1.2±0.1  15.4±1.8  14.5±0.4 30.3±0.6
T(s) 6.6±1.1  18.9±2.3  2667.7±1256.1  462.8±39.5  10221.6±4963.8
R 12.3±2.1  21.0±2.9  266.3±130.8  45.3±4.1  363.0±230.7
A 71.3±2.4  152.7±5.0  1540.0±763.8  263.7±21.5  2262.0±1465.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  12,0,3,0/15
akfd
(k =30)
F(s) 0.7±0.1 1.2±0.1  14.5±1.1  15.0±0.5 31.0±0.8
T(s) 7.0±2.6  17.2±1.2  1123.3±734.10  371.9±67.7  51595.6±26543.3
R 12.7±5.3  18.3±1.7  70.0±23.1  35.3±6.8  1650.0±1276.3
A 71.3±3.3  142.0±3.3  396.0±53.21  257.0±50.3  10281.0±6321.3
C 15,0,0,0/15  15,0,0,0/15  10,0,5,0/15  15,0,0,0/15  4,4,7,0/15
Table28:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheDepots-RobotsdomainremovingapredicatesetgeneratedusingtheRelaxedPlan
automaticaly.
180 detailedresultsfromchapter7
Planner  M Problem
DRobots2050
(5.25.5)
DRobots2102
(10.25.10)
DRobots5102
(10.100.10)
DRobots5103
(10.100.10)
DRobots5200
(10.100.20)
lamaf
F(s) 0.6±0.3 1.6±0.1 - 171.8±23.4 -
t(s) 4.9±1.7 18.6±2.30 - 3604.3±453.2 -
R 8.3±3.3 16.4±1.4 - 40.4±5.6 -
A 57.2±2.2 122.7±10.8 - 215.6±27.9 -
C 15,0,0,0/15  15,0,0,0/15  0,15,0,0/15  15.0.0.0/15  0,15,0,0/15
akfd
(k =2)
F(s) 0.6±0.1 0.9±0.1 - - -
t(s) 49.8±41.9  296.7±217.1 - - -
R 94.7±79.9  338.6±248.3 - - -
A 177.3±146.3  580.6±413.1 - - -
C 15,0,0,0/15  15,0,0,0/15  0,0,15,0/15  0,0,15,0/15  0,0,15,0/15
akfd
(k =5)
F(s) 1.01±0.2  1.3±0.01  21.8±0.19  21.6±0.1 61.1±7.93.5
t(s) 16.03±2.7  63.5±9.40  13658.8±2345.3  2804.9±1997.7 14611.1±1543.3
R 30.3±5.6  73.7±10.8  1443.2±104.2  294.7±211.8 760.7±183.4
A 105.7±16.2  264.3±15.9  4763.8±543.4  955.7±613.6 2632.5±435.2
C 15,0,0,0/15  15,0,0,0/15  4.0.0.6/10  15,0,0,0/15  9,0,6,0/15
akfd
(k =10)
F(s) 0.7±0.1 1.3±0.1 21.2±0.1  21.5±0.1 66.2±8.4
t(s) 5.9±1.6  24.1±0.89  633.1±7.03  867.7±28.3  29541.5±2843.8
R 10.7±3.3  26.7±1.3  64.5±0.5  89.4±3.4  1447.7±345.6
A 69.7±10.5  143.3±10.2  360.5±28.5  484.5±38.50  7181.5±1392.1
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 0.8±0.1 1.3±0.1  21.9±0.1  21.7±0.2 -
t(s) 7.4±2.5  16.1±3.8 604.4±180.7  451.3±46.5 -
R 13.3±5.1  17.6±4.24 59.4±18.4  44.7±5.6 -
A 74.3±4.2  145.4±11.6 435.3±112.3  256.5±31.5 -
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  0,0,15,0/15
akfd
(k =30)
F(s) 0.8±0.1 1.4±0.1 - 22.5±0.2 -
t(s) 8.2±1.2  24.1±6.7 - 387.8±110.7 -
R 11.9±2.1  24.4±6.4 - 36.3±11.2 -
A 74.9±13.2  132.7±15.2 - 233.3±22.4 -
C 15,0,0,0/15  15,0,0,0/15  0,0,15,0/15  15,0,0,0/15  0,0,15,0/15
Table29:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheDepots-Robotsdomainremovingapredicatesetgeneratedusingthelandmark
graphautomaticaly.
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D.3 TheTidyBotdomain
Planner  M Problem
TidyBot01
(1.18.4)
TidyBot09
(1.20.4)
TidyBot11
(1.20.4)
TidyBot16
(1.20.4)
TidyBot17
(1.22.4)
lamaf
F(s) - 33.1±0.3 - 69.1±0.1 -
T(s) - 153.1±25.9 - 949.3±93.5 -
R - 4.3±0.8 - 18.3±1.1 -
A - 38.5±0.8 - 110.4±14.1 -
C 0,15,0,0/15  15,0,0,0/15  0,15,0,0/15  15,0,0,0/15  0,15,0,0/15
akfd
(k =2)
F(s) - 44.3±1.4 - - -
T(s) - 1725.0±667.6 - - -
R - 58.0±23.6 - - -
A - 115.0±53.2 - - -
C - 12,0,2,0/15 - - -
akfd
(k =5)
F(s) - 43.7±0.5  45.8±0.5  42.4±0.0  63.1±0.2
T(s) - 723.5±236.9  2725.6±667.7  5448.2±2753.6  2103.2±605.2
R - 23.3±8.2  89.0±22.0  189.0±45.2  48.3±14.3
A - 88.3±20.7  262.0±64.0  646.0±127.1  165.7±42.8
C - 15,0,0,0/15  12,0,3,0/15  5,0,10,0/16  15,0,0,0/15
akfd
(k =10)
F(s) 29.5±1.3  43.6±0.1  44.4±0.1  42.7±0.1  63.6±0.1
T(s) 5442.3±2811.6  395.5±156.9  1082.3±141.3  2537.7±643.2  2059.4±419.4
R 282.5±146.5  12.5±5.4  34.3±4.7  86.5±22.5  47.0±9.9
A 1331.0±650.0  60.7±16.8  173.3±16.8  423.5±92.5  204.7±54.9
C 12,0,2,0/15  15,0,0,0/15  15,0,0,0/15  12,0,2,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 29.0±0.7  44.7±0.6  46.4±1.0  43.7±0.8  64.4±0.1
T(s) 463.2±8.3  252.2±42.4  1342.5±702.2  1007.8±137.6  494.3±187.4
R 22.3±0.5  7.4±1.4  41.7±22.2  32.5±4.5  10.0±4.3
A 163.0±11.0  48.0±3.7  219.3±90.3  216.0±6.0  68.3±8.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  11,0,4,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 29.3±0.2  44.3±0.1  48.4±0.9  44.2±1.1  66.0±0.2
T(s) 626.5±203.4  183.3±15.3  713.2±241.1  854.0±51.1  514.2±131.6
R 30.0±9.9  4.7±0.5  20.7±7.6  25.3±1.2  10.3±3.1
A 198.3±72.0  42.7±1.2  149.3±29.4  159.7±18.0  79.0±8.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table30:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheTidyBotdomainremovingapredicatesetgeneratedusingtheRelaxedPlan
automaticaly.
182 detailedresultsfromchapter7
Planner  M Problem
TidyBot01
(1.18.4)
TidyBot09
(1.20.4)
TidyBot11
(1.20.4)
TidyBot16
(1.20.4)
TidyBot17
(1.22.4)
lamaf
F(s) - 33.1±0.3 - 69.1±0.1 -
T(s) - 153.1±25.9 - 949.3±93.5 -
R - 4.3±0.8 - 18.3±1.1 -
A - 38.5±0.8 - 110.4±14.1 -
C 0,15,0,0/15  15,0,0,0/15  0,15,0,0/15  15,0,0,0/15  0,15,0,0/15
akfd
(k =2)
F(s) - 31,23±0,05 - - -
T(s) - 6739,46±4999,70 - - -
R - 219,00±163,49 - - -
A - 467,00±348,97 - - -
C 0,0,0,10/10  10,0,0,0/10  0,0,0,10/10  0,0,0,10/10  0,0,0,10/10
akfd
(k =5)
F(s) - 55,99±1,12 53,64±1,03 - 88,60±1,18
T(s) - 662,84±57,53  4407,32±893,38 - 7475,33±7429,99
R - 22,00±2,16  161,00±63,19 - 183,60±185,02
A - 71,67±14,82  511,00±213,93 - 521,80±453,84
C 0,0,0,10/10  10,0,0,0/10  6,0,0,4/10  0,0,10,0/10  10,0,0,0/10
akfd
(k =10)
F(s) 34,84±0,12  56,29±0,92  55,57±1,27  53,94±1,23  88,85±0,46
T(s) 5134,68±3383,40  306,92±46,84  1395,15±187,44  1394,32±234,94  818,00±260,35
R 278,50±185,25  9,00±1,63  49,00±6,68  47,92±3,32  18,00±6,48
A 1365,50±903,67  45,67±2,87  253,33±29,77  189,34±23,94  98,00±26,87
C 8,0,0,2/10  10,0,0,0/10  10,0,0,0/10  10,0,0,0/10  10,0,0,0/10
akfd
(k =20)
F(s) 34,19±0,98  56,24±0,95  56,34±1,11 54,75±0,09  89,31±0,23
T(s) 471,28±43,33  211,72±73,13 834,02±390,36  1299,18±114,48  445,32±78,11
R 23,17±2,11  5,50±2,60 27,67±13,89  44,33±4,11  8,67±1,89
A 148,83±9,99  41,75±2,59 156,00±52,36  191,33±29,51  60,00±1,63
C 10,0,0,0/10  10,0,0,0/10  10,0,0,0/10  10,0,0,0/10  10,0,0,0/10
akfd
(k =30)
F(s) 34,85±1,08  57,03±0,91  57,82±1,54  55,09±0,33  91,86±1,53
T(s) 850,87±368,55  243,15±76,74  1012,89±149,87 740,15±89,13 532,62±33,11
R 41,00±17,58  6,50±2,69  32,50±5,17  22,00±2,94 10,67±0,94
A 220,83±103,95  40,50±1,66  181,00±32,60  151,33±22,98 68,33±8,50
C 10,0,0,0/10  10,0,0,0/10  10,0,0,0/10  10,0,0,0/10  10,0,0,0/10
Table31:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheTidyBotdomainremovingapredicatesetgeneratedusingthelandmarkgraph
automaticaly.
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D.4 ThePortdomain
Planner  M Problem
ports55
(5.20.10)
ports0530
(5.50.30)
ports1020
(10.80.20)
ports1040
(10.110.40)
ports1520
(15.120.20)
lamaf
F(s) 1.2±0.1 - 161.1±2.2 - 135.7±0.8
T(s) 5.3±1.1 - 1212.1±382.9 - 953.1±363.5
R 3.5±1.1 - 9.8±2.4 - 5.8±2.4
A 14.8±2.5 - 60.8±5.8 - 44.9±1.3
C 15,0,0,0/15 0,15,0,0/15 15,0,0,0/15  0,15,0,0/15  15,0,0,0/15
akfd
(k =2)
F(s) 1.7±0.1  65.9±0.1  61.5±0.3  325.1±0.8  91.4±0.2
T(s) 5.7±0.5  4034.7±178.7  867.6±70.8  13449.1±553.5  1209.8±49.1
R 3.3±0.5  89.0±4.0  19.7±1.7  61.7±2.6  18.0±0.8
A 10.7±0.5  164.5±16.5  42.3±5.7  113.3±3.1  37.0±1.6
C 15,0,0,0/15  5,0,10,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =5)
F(s) 1.7±0.1  66.3±0.2  61.8±0.5  326.8±0.7  91.9±0.3
T(s) 4.1±1.2  1340.0±118.7  638.8±133.3  5963.5±360.4  674.1±30.1
R 2.1±0.8  28.3±2.6  14.0±3.3  26.3±1.7  9.3±0.5
A 12.7±0.8  93.7±4.5  49.7±4.5  101.7±5.4  40.7±1.2
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 1.7±0.1  68.2±0.3  61.8±0.3  329.1±1.2  92.7±0.3
T(s) 4.5±0.5  690.1±92.3  503.8±156.6  4214.0±528.7  719.5±89.9
R 2.3±0.5  13.7±2.1  10.7±3.8  18.0±2.4  10.0±1.4
A 12.3±0.5  83.7±1.2  52.3±1.2  102.3±2.9  43.7±1.7
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =20)
F(s) 1.7±0.1  70.9±0.1  62.4±0.1  332.9±0.4  93.9±0.3
T(s) 3.4±0.5  765.7±129.7  412.2±20.9  3505.4±465.9  431.6±61.1
R 1.3±0.5  15.6±2.8  8.3±0.5  14.3±2.1  5.3±0.9
A 12.0±0.5  87.1±5.9  54.0±2.2  97.3±2.1  44.3±2.1
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =30)
F(s) 1.7±0.0  72.1±0.1  63.1±0.3  334.9±1.1  94.8±0.3
T(s) 4.3±1.9  1012.3±233.4  384.7±38.9  3637.6±671.7  390.9±81.3
R 2.2±1.6  20.8±4.9  7.7±0.9  14.7±3.1  4.7±1.2
A 12.7±0.9  84.3±4.9  51.0±0.8  97.0±1.4  45.8±0.8
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
Table32: Comparing akfdusingdiﬀerenthorizonstolamafand mGPToverﬁve
problemsfromthePortdomainremovingapredicatesetgeneratedusingtheRelaxed
Planautomaticaly.
184 detailedresultsfromchapter7
Planner  Metrics Problem
ports55
(5.20.10)
ports0530
(5.50.30)
ports1020
(10.80.20)
ports1040
(10.110.40)
ports1520
(15.120.20)
lamaf
F(s) 1.2±0.1 - 161.1±2.2 - 135.7±0.8
T(s) 5.3±1.1 - 1212.1±382.9 - 953.1±363.5
R 3.5±1.1 - 9.8±2.4 - 5.8±2.4
A 14.8±2.5 - 60.8±5.8 - 44.9±1.3
C 15,0,0,0/15 0.15.0.0/15 15,0,0,0/15  0.15.0.0/15  15,0,0,0/15
akfd
(k =2)
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,0,0,15/15  0,0,0,15/15  0,0,0,15/15  0,0,0,15/15  0,0,0,15/15
akfd
(k =5)
F(s) 1.9±0.1 477.1±4.1  373.8±1.5  1362.4±1.6  799.9±5.3
T(s) 3.8±0.5  1370.3±104.9  771.9±49.4  7069.1±78.4  1403.8±31.6
R 1.7±0.5  21.3±2.6  10.3±1.3  23.7±0.5  10.3±0.5
A 11.3±0.5  89.7±8.1  48.7±2.1  109.3±4.7 41.4±2.5
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  15,0,0,0/15
akfd
(k =10)
F(s) 1.9±0.1  478.5±1.1  374.5±7.2 - 794.6±2.1
T(s) 3.4±1.1  1075.1±137.4  788.9±83.6 - 1215.2±80.6
R 1.3±0.9  14.1±3.1  10.6±2.2 - 7.1±1.4
A 12.5±0.8  84.6±7.5  52.7±1.9 - 43.3±1.1
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  0.10.0.0/10  15,0,0,0/15
akfd
(k =20)
F(s) 1.9±0.1  482.5±3.9  381.9±9.2 - 795.2±1.4
T(s) 3.5±1.5  1081.5±116.2  636.4±91.2 - 1208.1±57.9
R 1.3±1.4  13.8±2.6  6.50±2.4 - 7.1±1.1
A 12.7±0.5  85.3±3.9 52.3±2.6 - 43.2±3.4
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  0.10.0.0/10  15,0,0,0/15
akfd
(k =30)
F(s) 2.2±0.4  484.3±3.1  376.4±1.1 1355.5±345.9  809.8±8.8
T(s) 2.9±0.8 1003.45±114.8 586.8±75.3 5453.3±1216.3  1126.6±69.4
R 0.7±0.5 11.7±2.5 5.3±1.9 16.7±5.1  5.3±1.25
A 12.7±0.5 83.1±1.6  55.3±2.62 96.7±0.9  44.9±1.6
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  4.10.0.0/10  15,0,0,0/15
Table33:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromthePortdomainremovingapredicatesetgeneratedusingthelandmarkgraph
automaticaly.
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D.5 TheSatellitedomain
Planner  M Problem
satellite1
(10.132.342)
satellite2
(10.140.348)
satellite3
(10.132.351)
satellite4
(11.132.327)
satellite5
(12.132.330)
lamaf
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0.15.0.0/15  0.15.0.0/15  0.15.0.0/15  0.15.0.0/15  0.15.0.0/15
akfd
(k =2)
F(s) 237.6±1.7  235.4±1.4  227.0±0.0  239.8±5.0 -
T(s) 25238.3±1142.2  23968.8±2572.2  21235.5±0.0  31882.6±5702.6 -
R 274.0±8.0  279.0±17.2  251.0±0.0  294.0±53.0 -
A 898.3±22.4  1023.0±5.4  974.0±0.0  915.0±111.0 -
C 15,0,0,0/15  15,0,0,0/15  15,0,0,0/15  12,0,3,0/15  0,0,15,0/15
akfd
(k =5)
F(s) 233.9±2.1  233.0±3.6 - - 153.5±0.4
T(s) 17546.1±266.9  13044.1±564.2 - - 17020.8±783.1
R 188.3±6.9  167.7±8.9 - - 185.3±1.0
A 973.3±8.2  999.6±12.21 - - 908.5±1.5
C 15,0,0,0/15  10,0,5,0/15  0,15,0,0/15  0,15,0,0/15  11,4,0,0/15
akfd
(k =10)
F(s) 234.7±0.9 - - 237.7±1.3 -
T(s) 12296.0±579.8 - - 11433.7±984.23 -
R 137.7±5.8 - - 122.0±3.4 -
A 960.0±12.1 - - 865.0±23.7 -
C 15.0.0.0/15  0,3,12,0/15  0,0,15,0/15  10,0,5,0/15  0,0,15,0/15
akfd
(k =20)
F(s) 245.1±0.5 - - - -
T(s) 11469.1±1157.1 - - - -
R 103.7±5.3 - - - -
A 948.3±22.3 - - - -
C 15,0,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15
akfd
(k =30)
F(s) 582.0±6.1 - - - -
T(s) 12566.4±854.8 - - - -
R 92.3±7.8 - - - -
A 978.3±23.5 - - - -
C 15,0,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15
Table34:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheSatelitedomainremovingapredicatesetgeneratedusingtherelaxedplan
automaticaly.
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Planner  Metrics Problem
satellite1
(10,132,342)
satellite2
(10,140,348)
satellite3
(10,132,351)
satellite4
(11,132,327)
satellite5
(12,132,330)
lamaf
F(s) - - - - -
T(s) - - - - -
R - - - - -
A - - - - -
C 0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15  0,15,0,0/15
akfd
(k =5)
F(s) 313.5±0.8 309.5±0.8 297.2±1.04 - -
T(s) 18676.5±570.5  15686.2±1753.5 26229.1±6419.6 - -
R 182.3±3.7  178.5±28.2  194.7±18.1 - -
A 979.3±29.9 995.2±45.2 1045.3±23.2 - -
C 15,0,0,0/15  14,0,1,0/15  15,0,0,0/15  0,0,15,0/15  0,0,15,0/15
akfd
(k =10)
F(s) 312.9±0.8  382.1±56.2  303.7±5.4  310.4±52.11 -
T(s) 12665.5±1121.2  13469.9±1274.4  28400.6±4425.9  22002.71±1938.4 -
R 131.9±5.9  133.1±11.3 152.3±5.4  134.4±11.7 -
A 973.7±22.7  998.4±83.6  1076.8±9.20  941.8±96.7 -
C 15,0,0,0/15 6,0,9,0/5  15,0,0,0/15  7,0,8,0/15  0,0,15,0/15
akfd
(k =20)
F(s) 325.2±3.3  369.1±14.9 - 310.1±3.1 -
T(s) 10140.3±1023.7 12310.2±1151.5 - 19899.1±1580.7 -
R 105.1±6.2  126.4±5.10 - 103.7±5.1 -
A 955.2±8.6  1005.7±0.9 - 911.3±7.7 -
C 15,0,0,0/15  15,0,0,0/15  0,0,15,0/15  15,0,0,0/15  0,0,15,0/15
akfd
(k =30)
F(s) 343.8±15.5  367.2±16.8 - 307.7±41.6 -
T(s) 10990.6±1896.3  20993.3±5935.8 - 22943.9±1643.9 -
R 102.3±10.4 103.7±4.5 - 85.7±12.2 -
A 957.5±4.1  1028.7±11.7 - 894.4±65.2 -
C 15,0,0,0/15  15,0,0,0/15  0,0,15,0/15  8,0,7,0/15  0,0,15,0/15
Table35:ComparingakfdusingdiﬀerenthorizonstolamafandmGPToverﬁveproblems
fromtheSatelitedomainremovingapredicatesetgeneratedusingthelandmarkgraph
automaticaly.
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