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1 Abstract 
This thesis is intended to derive deterministic models, from different techniques 
and disciplines, to predict indoor air pollution originated from the outdoors 
where/when such measurement cannot be undertaken. It focuses on modelling 
indoor concentrations of particulate matter (PM) in naturally ventilated buildings 
taking into account spatial and temporal variations. The models developed have 
considered variables potentially influencing indoor PM concentrations, such as, 
outdoor PM concentrations, meteorological conditions, room 
characteristics/orientation, natural ventilation and human activity patterns.  
 
Analyses undertaken during this research have provided a number of findings 
concerning the ability to predict indoor PM concentrations as a function of 
ambient air pollution.  In particular, results indicate how ambient PM 
concentrations and time-activity data can be used to help assess indoor PM 
levels.  
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1 Introduction 
 
Health effects of exposures to air pollution are well recognised.  Amongst the 
many pollutants to which people are commonly exposed, particulate matter (PM) 
has attracted special attention. A large number of epidemiological studies have 
shown associations between atmospheric PM and a wide range of health 
endpoints, both in relation to acute effects and chronic effects.  Previously, 
research and policy on particulate air pollution focused on the coarser PM 
fractions (i.e. PM10 and TSP).  More recently, however, convincing evidence has 
emerged indicating that risks can be greater for the finer fractions such as PM2.5  
(COMEAP, 2009, WHO, 2005).  
 
The majority of people spend most of their time indoors (Klepeis et al., 2001, 
Leech et al., 1997, Schweizer et al., 2007, Wiley et al., 1991).  Conditions within 
the building envelope thus play an important part in affecting exposures to 
environmental hazards, including air pollution.  Levels of air pollution indoors can 
be as high as those present outdoors – or even higher for some pollutants – so 
for many people indoor air pollution probably accounts for the large part of their 
exposure.  Nevertheless, many (perhaps most) air pollution epidemiological 
studies continue to base their exposure estimates on measures of ambient 
concentrations, usually taken at routine monitoring sites (e.g. Harvard Six Cities, 
ACS, AHSMOG, PAARC, NLCS, NMMAPS, APHEA, APHENA).  Equally, most 
policy on air pollution is still targeted at controlling ambient pollution levels (EC 
Directive 2008/50/EC, 2008, US NAAQS, 2006, WHO, 2005).  
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Research investigating levels of indoor exposures to airborne pollutants has 
generally been restricted to environmental tobacco smoke (ETS), radon, or 
contaminants arising primarily from indoor sources.  In comparison, the ingress 
of outdoor pollutants into the indoor environment is seldom taken into account, 
so that the degree to indoor exposures account for the observed effects of 
ambient PM effects is presently unclear. The degree to which variations in 
activity patterns, building characteristics, indoor environment, ventilation patterns 
and other factors that determine indoor exposures – and may thus influence the 
health risks from PM - is also unknown. Equally, the potential health benefits 
from controlling indoor exposures by manipulation of the indoor environment and 
the way people use this environment has been little studied.   Research is 
therefore needed to improve characterisation of indoor air pollution and its 
relationship with ambient concentrations, in order to inform epidemiological 
studies, air pollution policy and building design. 
 
Obtaining accurate information on pollutant concentrations indoors can often be 
highly problematical, since monitoring can prove costly, and major logistical 
restrictions and ethical constraints often apply when taking measurements.  
Measurements can therefore rarely be simultaneously undertaken in a large 
number of locations. Additionally, buildings can demonstrate wide variations in 
air pollution levels as a result of factors such as their design, location and usage. 
Wide variations in pollution levels may also occur between individual rooms 
within the same buildings, creating further challenges for the design of 
monitoring studies. As a result, it is difficult at present to generalise results 
obtained from individual studies, and apply the findings made across the board 
to a wider body of buildings, or to accurately assess the exposures that distinct 
populations may receive. It is partly for this reason that, whilst surveys of indoor 
air pollution have been done in some research projects (e.g. EXPOLIS, PTEAM, 
RIOPA, RUPIOH, SAVIAH), such monitoring tends to be little used for 
determining policies or for epidemiology studies.  
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Further monitoring of indoor air pollution (and PM especially) is therefore 
essential to supplement the sparse data that already exist.  Monitoring alone, 
however, will probably never be able to meet the information needs of either 
epidemiological research or policy assessments.  Monitoring, also, cannot 
provide the prognostic data needed to assess the potential future impacts of new 
policies, building codes or building technologies and practices.  In all these 
circumstances, some form of models to predict indoor air pollution levels is 
essential.   
 
Research to develop and test models to predict indoor air pollutant 
concentrations has been remarkably limited.  Application of these methods to 
estimate exposures in epidemiological studies are even more rare.  This 
contrasts with the considerable, and growing, attention that has been given to 
modelling of ambient air pollution.  Two main approaches to predict ambient air 
pollution concentrations have been developed: stochastic methods, such as land 
use regression (e.g. Beleen et al., 2009, Briggs, 2007) or Bayesian statistical 
techniques (e.g. Dominici et al., 2006, Samet et al., 2000), and deterministic 
methods, such as the long- and short-range dispersion models widely applied in 
air pollution studies (e.g. Gulliver & Briggs, 2005, Hirtl & Baumann-Stanzer, 
2007).  These same two approaches are also appropriate for predicting indoor 
air pollution. In indoor air pollution studies, however, the statistical approach is 
rarely used.  Instead, most predictive models have tended to be based on 
deterministic methods.  This is largely because the predominant factors 
influencing indoor levels of airborne pollution are comparatively well recognised 
and agreed, and the principles on which the foundation of deterministic models 
are based is apparent.  Deterministic approaches have been applied in two 
mainstream modelling methods: computational fluid dynamics (CFD) and mass-
balance methods. Both types of model have been employed mainly in small-
scale indoor air/environmental quality studies, or in architectural/engineering 
design, but not generally in large-scale assessments and never, to date, in 
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epidemiological studies. To some extent, no doubt, this is because the 
connections between the relevant disciplines have not been made.  In addition, 
however, it probably reflects the complexity of these models. Model 
parameterisation, for example, is complicated, and data demands are 
considerable. Without these the accuracy of the models is likely to be limited; 
meeting these requirements, however, necessitates relatively high levels of 
specialist expertise, which is often absent from or not available within the teams 
doing epidemiological and/or risk assessment research.  
 
Given this, there is clearly a need for less complex yet robust predictive models, 
which can be parameterised for use in large-scale studies, and/or for models 
that can assimilate the available data more effectively.  This is the goal of the 
present research. 
 
1.1 Aims and objectives 
The aim of this thesis is to critically evaluate, develop and refine different 
modelling approaches to predict indoor PM concentrations originated from 
outdoor sources, where the indoor concentrations cannot be monitored, as a 
basis for exposure modelling for health risk/impact assessments.  
 
In order to achieve the above aim, the specific objectives for conducting 
research in this PhD are: 
• to review the existing state of the art knowledge in this field,  
• to undertake detailed PM monitoring in different indoor environments, 
• to develop and test the use of regression methods for indoor PM 
predictive models, 
• to develop, parameterise and test mass-balance models, and 
• To compare the models derived from those two methods. 
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1.2 Thesis overview 
The structure of the following chapters is: 
Chapter 2 gives a critical review of the literature related to PM exposures, 
current policies related to PM levels, epidemiological evidence for health effects, 
indoor and outdoor ratios, determinants of indoor PM, and the main approaches 
to modelling.  
 
Chapter 3 details the monitoring surveys of PM concentrations in offices and 
dwellings undertaken in this research, as a basis for the modelling undertaken in 
Chapters 4 and 5, and gives descriptive summaries of the data obtained.  
 
Chapter 4 outlines the development of the deterministic regression models for 
predicting indoor PM concentrations for the office and home environments, using 
ambient pollutant and meteorological data and time-activity records.  It then 
validates model performance and tests the models with different sources of data 
and types of environment. 
 
Chapter 5 explores the mass-balance modelling strategy.  It describes the 
principles and methods for model building and parameterisation, presents 
results of model validations, and explore methods of improving performance the 
transferability of the models between different indoor environments and data 
sets.  
 
Chapter 6 discusses and compares the model performances. 
 
Chapter 7 concludes by summarising the key findings and strengths and 
weaknesses of this present research, and future research needs. 
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2 Literature Review 
 
2.1 Introduction 
The majority of individuals spend the predominant part of their lives indoors. The 
total average time spent in the indoor environment has been reported to be up to 
ca. 93% in Europe (Schweizer et al., 2007), and between 86%-89% in Asia 
(Chau et al., 2002) and North America (Klepeis et al., 2001, Leech et al., 1997, 
Wiley et al., 1991).  
 
A large proportion of the time spent indoors is spent at home. A 2000/01 survey 
of 11,918 people living in 5,530 dwellings in Germany, for example, reported 
that people spent an average of 65% of their time inside their home.  This figure 
was also little different to that found some ten years earlier in the 1990/92 Germ-
an Environmental Survey (Brasche & Bischof, 2005).  The EXPOLIS (Air 
Pollution Exposure Distributions of Adult Urban Populations in Europe) study of 
1447 subjects in seven European cities (Helsinki, Athens, Basel, Grenoble, 
Milan, Prague, and Oxford), between 1996-2000 (Schweizer et al., 2007), gave 
an average of 58% of time spent indoors at home.  Broadly similar statistics for 
staying at home have been obtained in other countries.  In North America, the 
1992-1997 US EPA National Human Activity Pattern Survey (NHAPS) of 9,386 
subjects (Klepeis et al., 2001), and the 1991 California Air Resources Board 
(CARB) study of 2,962 subjects (Wiley et al., 1991), reported an average of 69% 
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of time spent at home. In Canada, a survey of 1,751 people reported 
approximately 66% of their time was spent in dwellings (Leech et al., 1997).  
Within the population as a whole, however, marked variations may occur relating 
to mobility and lifestyle, with some groups such as infirm, older people, pregnant 
women and young infants tending to spend more time at home. Dörre (1997), for 
example, estimated that toddlers spent 75% at home, while Brasche & Bischof 
(2005) reported estimates of 73% for pre-school children and 81% for elderly 
people.   
 
Because of the large amounts of time spent indoors, conditions in the indoor 
environment inevitably act as major determinants of personal exposures to 
environmental hazards, especially many air pollutants  (Leech et al., 2002, 
Leech & Smith-Doiron, 2006, Schweizer et al., 2007).  While the correlation 
between personal exposure and ambient air pollution is often relatively weak, 
that between personal exposure and indoor concentrations is often much 
stronger (Koistinen et al., 2001, Kousa et al., 2002, Liu et al., 2009, Meng et al., 
2005, Milner et al., 2011, Williams et al., 2008a).  Despite this, the majority of 
epidemiological studies derive exposure estimates directly from data on ambient 
pollutant concentrations (Abbey et al., 1999, Dockery et al., 1993, Filleul et al., 
2005, Katsouyanni et al. 2001, Krewski et al., 2000, 2009, Laden et al., 2006, 
Pope et al., 2002, Samet et al., 2000, Schwartz et al., 1996). To make matters 
worse, these are usually recorded at routine monitoring sites, rather than from 
locations representative of where people actually spend their time. Equally, lack 
of reliable information on people’s indoor exposures is likely to hinder policy 
action, and may indeed have been one reason why most policy aimed at 
protecting human health continues to be based on standards relating to the 
ambient air rather than indoor air.  
 
Given this, there is clearly great value in understanding better the relationships 
between indoor and outdoor concentrations of air pollution, especially in home or 
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working environments where most people may be exposed. However, 
information on indoor concentrations is difficult to obtain.  Monitoring is often 
costly, time consuming, occasionally noisy, intrusive and logistically difficult to 
undertake. Problems of negotiating access, the need to ensure security of the 
equipment, and the often-limited availability of sufficient instruments also limit 
the opportunity for monitoring.  It can therefore rarely be done in a large number 
of locations, simultaneously.  Moreover, individual buildings and rooms can 
exhibit marked differences in air pollution conditions depending on their design, 
functions and usage-patterns, as well as location and surroundings. As a 
consequence, it is often difficult to generalise from measured data to the wider 
body of buildings or exposures of resident populations.  
 
For most applications, the alternative is to use some means of modelling indoor 
concentrations. The main determinants of indoor concentrations of air pollution 
are relatively well established, and basic principles on which to base 
deterministic models are clear. The two main modelling approaches generally 
used are computational fluid dynamic (CFD) models, which attempt to simulate 
the dynamic flow of air and contaminants around and within buildings, and mass 
balance models which often treat individual buildings or rooms as one or more 
compartments receiving air from, and losing air to, the outside environment. 
Both are used in indoor air/environmental quality studies, and to some degree in 
building design.  However, difficulties of parameterising models, and the high 
processing demands of CFD models especially, have limited their use in health 
research or risk assessments for policy. As a result of this, there is a need to 
refine and simplify these models, to find methods of parameterising them for 
large and diverse study populations, and/or to develop practicable alternative 
models which can make use of more readily available data.  
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2.2 Air pollution and health 
A range of air pollutants is subject to policy controls and targets aimed at 
protecting human health. These include: CO, NOx, O3, PM, PAH, particulate 
matter (PM), SO2 and VOCs. All the standards (e.g. Expert Panel on Air Quality 
Standards, 1994, Directive 2008/50/EC, 2008, HPA, 2010, US EPA, 2011c, 
WHO, 2011, 2005), however, are related to ambient concentrations. In most 
cases, the main exposures are likely to occur indoors, so the question of 
associations between indoor and outdoor concentrations is crucial for policy and 
risk assessment as well as for building design. 
 
CO can be derived from vehicle exhaust (its predominant source outdoors), ETS 
and burning of fossil fuels (HPA, 2011, US EPA, 2011b). Ambient outdoor CO 
levels are normally 0.009-0.2 ppm, 1-hr average concentrations usually !25 
ppm, and 8-hr means <17.5 ppm (Bull, 2007). Croxford et al., (2005) found 
dwellings with good ventilation (and properly functioning gas appliances) had 
background levels of 1-3 ppm, with sporadic peaks of !10 ppm (n = 56). 23% of 
homes investigated exceeded WHO (2009) guidelines for ambient CO levels. In 
offices CO levels are usually between 0-5 ppm (IDPH, 2011). Exposure to levels 
of 100 ppm can cause mild headache and/or skin reddening. Exposure to very 
high levels can lead to death (HPA 2011). The US EPA (2011c) 8-hr primary 
standards exposure limit for CO to protect against raised carboxyhaemoglobin 
levels in human blood is 9 ppm.  
 
Outdoor levels of NOx in built up areas are predominantly from vehicle exhaust 
(and occasionally ETS) and are often the prime contributors to NOx levels in 
buildings without gas cooking, gas heating or individual smokers. Average NOx 
levels in dwellings without combustion appliances are approximately half that 
experienced outdoors (US EPA, 2010). In dwellings with gas appliances, indoor 
NO2 levels are normally at (or higher than) outdoor levels. Concentrations can 
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reach 600 ppb over an hour in kitchens with gas cookers. The UK’s Expert Panel 
on Air Quality Standards recommend exposures (measured as an hourly 
average) should be !150 ppb, or less (HPA, 2010). NOx reacts with moisture, 
NH3 and other compounds, with raised exposures being linked to respiratory 
problems and heart disease (US EPA, 1998).  
 
Ground level ozone (O3) is created outdoors through a complex set of reactions 
between sunlight, hydrocarbons and NOx. It can also be created indoors by 
electrostatic filters, lazer printers and photocopiers. Recognised health effects 
from short-term exposures are: eye irritation; respiratory problems; increased 
usage of medication, hospital admissions and mortality (COMEAP, 1998, WHO, 
2004). The UK Expert Panel on Air Quality Standards (1994) recommends a 
maximum exposure of 50 ppb as an 8-hr average for O3. Weschler (2006) noted 
that indoor levels of O3 are typically 10–50% of outdoor levels.  
 
PAH can be formed during incomplete combustion. They are also found in 
asphalt used in road surfaces and are toxic through inhalation, skin absorption 
or being digested. ETS is usually the most significant factor influencing indoor 
levels of PAH. Gas central heating and cooking can also increase levels 
(Chuang et al., 1991). Fromme et al., (2004), assessing I/O levels found median 
values for Benzo(a)pyrene - a PAH – as follows: ambient outdoor air was 0.10 
ng/m3, with indoor–outdoor mean concentration ratios of 5.4 in smokers’ 
dwellings and 0.9 in those of non-smokers. Long-term inhalation can cause 
chest pain, irritation and reduced lung function, whilst long-term skin contact can 
result in dermatitis. Tests indicate exposure can also affect the fertility levels of 
animals and their offspring (HPA, 2012, ATSDR, 1995).   
 
SO2 can be created by industry, emissions from some types of vehicle, 
combustion of fossil fuels and the thermal breakdown of the vulcanised rubber in 
car tyres (Wakefield 2010). It can cause irritation to the mucous membranes of 
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the eyes and airways and create breathing difficulties. The WHO suggests 
exposure to 400 ppb SO2 may lead to significant narrowing of the airways in 
asthmatics. 1-6 hours exposure to SO2 at 1 ppm has been found to reduce 
forced expiratory flow and forced expiratory volume in healthy subjects (ATSDR, 
1998, COMEAP, 1998, Einhorn, 1975, US EPA, 2012C, Widdecombe, 1982). 
Kukadia & Palmer (1998) recorded a mean I/O ratio of SO2 of 0.4.  Mean and 
peak values recorded indoors and outdoors of a naturally ventilated office were 
4.4 and 10.6 ppm and 11 and 40 ppm, respectively. Since those measurements 
were taken, outdoor levels have dropped considerably in the UK (Defra, 2010). 
 
VOCs detected indoors can be derived both from external sources, particularly 
traffic, and from indoor sources including: electrical devices, household 
products, material emissions and human activities (Jamieson, 2003, US EPA, 
2011). Indoor exposures have been linked to a number of adverse health effects 
including: respiratory problems; allergies, anorexia, cognitive impairment, 
conjunctival (eye) irritation, dizziness, fatigue, headaches, lethargy, malaise, 
nausea, personality change and vomiting (Mølhave & Thorsen, 1991, Mølhave, 
2000, Seltzer, 1997, US EPA, 2011, WHO, 2000). The Total Exposure 
Assessment Methodology (TEAM) Study found levels of a number of VOCs to 
be between two and five times higher indoors than outdoors (US EPA, 2011). 
Research by the present author in the UK (Jamieson, 2003) also found that 
generally VOC concentrations experienced indoors are far higher than those 
outdoors.  
 
Evidence linking exposures to PM to adverse health effects has steadily 
increased over the years (e.g. Ayres et al., 2006, Brunekreef & Holgate, 2002, 
COMEAP, 2009, Dockery, 2009, Dockery & Pope, 2006). A large number of 
epidemiological studies have now shown associations between exposures to PM 
and a wide range of health endpoints, both in relation to acute effects and 
chronic effects (e.g. Abbey et al., 1999, Atkinson et al., 2001, Beelen et al., 
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2008, Filleul et al., 2005, Dockery et al., 1993, Downs et al., 2007, Enstrom, 
2005, Hoek et al., 2002, Jerrett et al., 2005, Katsouyanni et al. 1997, Krewski et 
al., 2000, 2009, Laden et al., 2006, Miller et al., 2007, Moshammer et al., 2006, 
Pope et al., 2002, Schindler et al., 2009, Schwartz et al., 1996).   
 
Traditionally, policy (and research) has focused on the outdoor PM10 fraction, 
with the US Environmental Protection Agency (US EPA), the European 
Commission (EC) and the World Health Organisation (WHO), for example, 
having previously set PM standards for airborne PM10 alone. Growing evidence, 
however, suggests that risks are greater for finer PM fractions. The WHO took 
both PM10 and PM2.5 into account in the latest update of its air quality guidelines 
(WHO 2005). PM2.5 exposures are covered additionally in the new European 
Commission Air Quality Directive 2008/50/EC, which replaces EC Directive 
1999/30/EC that was based on WHO guidelines and gave limits values for PM10 
and not PM2.5.  The new directive, setting limits for both sizes, has a 
recommended target value for PM2.5 in 2010 of 25 !g m-3 annual average that 
will apply everywhere, which will become a limit value in 2015. It is also intended 
for an indicative limit value of 20 !g m-3 in 2020 (Directive 2008/50/EC, 2008). 
The US National Ambient Air Quality Standards (NAAQS) for PM2.5 was 
established in 1997 with a revision whilst in 2006. The UK Committee on the 
Medical Effects of Air Pollutants (COMEAP), which previously focused only on 
exposures to PM10 (COMEAP, 1998), has recently concluded that PM2.5 is the 
most appropriate index to quantify PM concentrations (COMEAP, 2009). Table 
2.1 summarises the updated standards and guidelines for ambient PM10 and 
PM2.5 levels. 
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Table 2.1: Air quality limit values for ambient PM 
PM Standards 24-hour average 1 year average 
WHO (2005) 50 !g/m3 20 !g/m3 
Directive 2008/50/EC (2008) 
In force since 01/01/2005 
50 !g/m3  
 
40 !g/m3 
PM10 
US NAAQS 2006 
(US EPA, 2009) 
150 !g/m3 
 
- 
WHO (2005) 25 !g/m3 10 !g/m3 
Directive 2008/50/EC (2008)  
Target should be met by 01/01/2010 
Limit value to be met by 01/01/2015 
- 25!g/m3 
Directive 2008/50/EC (2008) 
Limit value to be met by 01/01/2020 
- 20!g/m3 
PM2.5 
US NAAQS 2006 
(US EPA, 2009) Effective 17/12/2006 
35 !g/m3  
 
15 !g/m3 
Under EC legislation, Member States may apply for an extension up to 3 years after legislation 
enters into force.  
 
As already noted, most of the research underpinning these policies has been 
based on exposures estimated from ambient air pollution.  Most, too, have 
derived their exposure estimates from the nearest available monitoring sites; 
only recently have studies begun to make use of explicit models of ambient 
pollution. Furthermore, as stated in the review by Milner et al., (2011), the 
evidence of adverse health effects from exposures to airborne pollutants is most 
pronounced for PM, whilst the determination of the contribution of outdoor PM to 
indoor PM levels indoors is now a research priority (Kopperud et al., 2004). 
Indoor exposures to this are not monitored well at present - a shortfall that this 
present work seeks to address. 
 
Studies of indoor exposures have mainly been confined to environmental 
tobacco smoke (ETS) (e.g. Carrington et al., 2003, Dimich-Ward & Brauer, 2001, 
Schorp & Leyden 2002, Vainiotalo et al., 2008) or radon (e.g. Grainger et al., 
2000, Kennedy & Gray, 2000, Sainz et al., 2009).  The degree to which indoor 
exposures are implicated in the observed effects of PM is therefore often not 
clear. Nor is it yet clear what benefits to health might be achieved by changing 
the indoor environment (e.g. through building design) in order to reduce 
exposures to PM. Further studies are necessary to address these issues.   
 
In this context, the rest of this chapter further reviews recent literature on 
associations between particulate matter and health, indoor-outdoor PM 
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concentrations, the determinants of indoor PM concentrations and measures to 
predict indoor PM from outdoor origins. 
 
2.3 Particulate matter and health 
Whilst the evidence of causal effects on health of exposure to ambient PM can 
best be obtained through clinical studies, which derive information on exposure-
response relationships for acute and transient effects in healthy and vulnerable 
individuals, epidemiological studies have generally provided the main inputs to 
policy and to establishing standards/guidelines for PM.  
 
The epidemiological evidence on outdoor PM exposure shows adverse effects in 
terms of mortality and morbidity for a wide range of outcomes, including 
respiratory and cardiovascular health. Associated with these effects, studies 
have also shown relationships with increased medication usage, self-reported 
health status, and absenteeism from work or school (WHO, 2005).  All-cause 
mortality, cardiopulmonary mortality, lung-cancer mortality and cardiovascular 
mortality have also been recommended for use to quantify the effects of long-
term PM exposure (COMEAP, 2009).  
 
Health impacts of PM have been assessed through a range of different study 
designs, including cohort, cross-sectional, and time-series studies (WHO, 2005). 
Cross-sectional methods are normally used to examine variation in the incidence 
of mortality (or morbidity) across locations with different levels of PM 
concentrations. Time-series studies generally investigate variation in short-term 
health status (often in the form of symptoms such as lung function) associated 
with changing levels of pollution (e.g. at the daily level). Cohort studies 
commonly determine changes in health outcome within a study group followed 
up over the long-term.  
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A large number of cohort studies have been performed, investigating the 
associations between long-term exposure to PM and health effects. These have 
demonstrated consistently that people living in less polluted areas normally have 
longer lifespan, and lower incidence of cardiorespiratory illness, than those 
exposed to higher levels of pollution. Table 2.2, for example, summarises 
mortality rate ratios for all cause and cardiopulmonary mortality and lung cancer 
associated with a 10 µg m-3 change in PM2.5 reported in major cohort studies and 
further details are included in Appendix A. 
 
As can be seen from the cohort studies, long-term health effects of exposures to 
ambient PM are evident (Table 2.2 and Appendix A). Moreover, it is suggested 
that different topography, geography and urban characteristics (Krewski et al., 
2009), as well as differences in composition of PM2.5 particles between active 
smoking, second-hand smoke, and air pollution from either traffic or indoor 
sources (Pope et al., 2009b) might contribute to different health risk outcomes.  
 
Most cohort studies (e.g. Dockery et al., 1993, 1989, Miller et al., 2007, Pope et 
al., 1995, 2002, 2004, 2009b, Ware et al., 1986) used ambient outdoor 
concentrations from routine monitoring stations without including indoor and 
local outdoor air pollution or time-activity in their analysis. Whilst cigarette-smoke 
aspect was included in the ACS extended studies (i.e. Jerrett et al., 2005, Pope 
et al., 2004, 2009a, 2009b) as well as distances from motorway junction and air 
conditioning (i.e. Jerrett et al., 2005), there were no indoor and local 
measurements of PM concentrations, or time-activity records taken.  
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Table 2.2: Cohort studies: comparison of adjusted mortality relative risk ratio (RR) 
per 10 µg m-3 increase in PM2.5  
RR and (95% CI) 
Cohort study 
All causes Cardiopulmonary Lung cancer 
Harvard Six Cities Study    
1974-1989 Dockery et 
al. (1993) 
1.13 (1.04, 1.23) 1.18 (1.06, 1.32) 1.18 (0.89, 1.57) 
HEI reanalysis Krewski et 
al. (2000) 
1.14 (1.05, 1.23) 1.19 (1.07, 1.33) 1.21 (0.92, 1.60) 
Extended analysis 
1974-1998 
Laden et 
al. (2006) 
1.16 (1.07, 1.26) 1.28 (1.13, 1.44), 
cardiovascular 
only 
1.27 (0.96, 1.69) 
American Cancer Society (ACS) Study  
1982-1989 Pope et al. 
(1995) 
1.07 (1.04, 1.10)  1.12 (1.07, 1.17)  1.01 (0.91, 1.12)  
HEI reanalysis Krewski et 
al. (2000) 
1.07 (1.04, 1.10) 1.12 (1.07, 1.17) 1.01 (0.91, 1.11) 
Extended analysis    
Data 1979-1983 1.04 (1.01, 1.08) 1.06 (1.02, 1.10) 1.08 (1.01, 1.16) 
Data 1999-2000 1.06 (1.02, 1.10) 1.08 (1.02, 1.14) 1.13 (1.04, 1.22) 
Data 1979-2000 
Pope et al. 
(2002) 
1.06 (1.02, 1.11) 1.09 (1.03, 1.16) 1.14 (1.04, 1.23) 
Extended study ACS, LA    
1982-2000 Jerrett et 
al. (2005) 
1.17 (1.05, 1.30) 1.12 (0.97, 1.30). 1.44 (0.98, 2.11) 
Women’s Health Initiative Study    
1994-1998 
6 year follow-up  
Data 2000 
Miller et al. 
(2007) 
- 1.76 (1.25, 2.47) 
cardiovascular 
only 
- 
Dutch Cohort Study: NLCS-AIR Study   
1987-1996 
Data 1992-1996 
   
Full cohort 1.06 (0.97, 1.16) 
natural cause 
1.04 (0.90, 1.21) 1.06 (0.82, 1.38) 
Sub-cohort 
Beelen et 
al. (2008) 
0.86 (0.66, 1.13) 
natural cause 
0.83 (0.60, 1.15) 0.87 (0.52, 1.47) 
HEI Extended Follow-up of ACS Study   
Nationwide: 
Follow-up 
1982-2000 
Data 1979-1983 
Krewski et 
al. (2009) 
1.03 (1.01, 1.04)  1.06 (1.04, 1.08) 1.08 (1.03, 1.14) 
Data 1999-2000  1.03 (1.01, 1.05)  1.09 (1.06, 1.12) 1.11 (1.04, 1.18) 
Intra-Urban: Land use regression    
New York City 
Data 1999-2001 
 
0.87 (0.67, 1.13) 0.67 (0.33, 1.07) 0.73 (0.00, 1.60) 
Data winter 2000  0.97 (0.82, 1.13) 1.08 (0.85, 1.36) 0.72 (0.26, 1.31) 
Los Angeles, Data 2000  1.14 (1.03, 1.27) 1.11 (0.97, 1.28) 1.39 (0.96, 2.01) 
 
 
However, there have been attempts to improve the estimations of exposure 
levels to PM in cohort studies by taking into account spatial variation. For 
example, Hoek et al. (2002) included local monitoring data for subjects living 
within 100m of a motorway and 50m of main inner-city roads. Some cohort 
studies (Beelen et al., 2008, Krewski 2009, Krewski et al., 2009), in particular, 
applied the inverse distance weighting technique and land-use regression 
method to refine exposure levels to the local street scale.  Nevertheless, neither 
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the possible effects of differences in levels of exposure to PM2.5 indoors nor the 
factors (e.g. ventilation, time-activity) that might affect the relationship between 
ambient outdoor and indoor concentrations were considered in their work.  
 
Likewise, short-term exposures have been shown to be associated with 
increases in morbidity and mortality in a number of time series studies (e.g. Bell 
et al., 2008, Maynard et al., 2007, Peng et al., 2008, Samet et al., 2000, Samoli 
et al., 2008, Schwartz et al., 1993, 1996). These time series studies provide 
supporting evidence of associations between increases in daily average levels of 
exposure to ambient PM and increases in daily mortality. Higher levels of air 
pollution are also typically associated with higher levels of mortality in 
subsequent days (COMEAP, 2009). Moreover, some time series studies 
included dispersion models (Downs et al., 2007) and seasonal variation (Bell et 
al., 2008, Peng et al., 2008, Samoli et al., 2008).  
  
Only very few studies (Miller et al., 2007) have attempted to consider indoor 
exposures or time spent indoors and outdoors. Given the widely consistent 
observation that people spend the large majority of their time indoors, this clearly 
raises questions about the true meaning, and policy implications, of the 
associations found in these epidemiological studies. 
 
2.4 Indoor/outdoor concentrations of PM 
Given the difficulties in monitoring personal or indoor air pollution, it is evident 
that much epidemiology and policy will continue to rely on measurements of 
ambient air pollution.  However, given also the amount of time that individuals 
normally spend indoors, it is clearly essential to understand the relationship 
between indoor and outdoor concentrations and personal exposures in order to 
make sense of the epidemiological evidence, and to guide policy.  
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The relationship between indoor (I) and outdoor (O) PM concentrations for a 
building, at any specific period, is normally given in terms of the indoor-outdoor 
ratio (I/O). These ratios have been found to vary greatly both from one study or 
area to another, and between different PM size fractions (Table 2.3 & Table 2.4).  
 
Table 2.3: Examples of I/O ratio for PM10 concentrations 
Authors Mean 
indoor 
PM10 
(µg m-3) 
I/O 
ratio 
Notes Outdoor 
monitoring 
location 
Seasons Country 
25.52 
(overall) 
Kitchens, living 
rooms & bedrooms 
28.80 Urban homes 
(1of 2 with ETS) 
23.56 Suburban homes 
(1of 2 with ETS) 
BéruBé et 
al., 2004 
23.93 
1.6 
Rural homes 
Near dwelling. 
At head height 
allowing 
unobstructed 
air flows 
Spring, 
Summer, 
Autumn & 
Winter. 
UK 
0.88 Air exchange rate 
>3.5h-1 
Chao & 
Wong, 
2002 
69.5 
1.04 Air exchange rate 
<3.5h-1 
On balcony, or 
1.5m above 
roof of local 
building 
Autumn & 
Winter 
Hong 
Kong 
28 0.68 High traffic homes Fischer et 
al., 2000 21 0.58 Low traffic homes 
On balcony, 
2m from 
façade 
Winter & 
Spring 
Nether-
lands 
26.9 1.0-
2.3 
 
Roadside dwellings 
and flats, normal 
Jones et 
al., 2000 
48.5  1.8-
3.9 
Flat and country 
dwelling, smoking 
Generally 
street level at 
front of 
dwelling 
(except for 
flats) 
1 year  UK 
30.59  ‘Proximity’ dwelling 
<50m from major 
road (high NO2 
homes) 
Kingham 
et al., 
2000 
35.98  
1.04 
‘Background’ 
dwelling >50m from 
major road (low NO2 
homes) 
At side of 
dwelling 
February-
May 
UK 
34 
 
0.62 
 
High traffic exposure 
(5m from main road) 
34 0.86 High traffic exposure 
(60-100m from main 
road) 
39 0.96 Suburban dwellings 
(5m from main road) 
29 0.72 Suburban dwellings 
(60-100m from main 
road) 
Funasaka 
et al., 
1998 
29 0.82 Suburban dwellings 
(60-100m from main 
road) 
Under eaves 
of dwelling 
Winter 
 
Japan 
8.3 0.91 Suburbs June Lazaridis 
et al., 
2006  
12.46 1.14 City centre 
Central sites 
January 
Sweden 
25.8 0.67 Unoccupied 
suburban dwelling 
Winter 
10.8 0.71 Unoccupied rural 
dwelling 
Spring-
Summer 
32.8 1.4 Occupied rural 
dwelling  
Winter 
Monn et 
al., 1997  
21.4-
24.6 
1.18-
1.24 
Occupied city 
dwellings with gas 
cooking 
Central sites 
Spring-
Summer 
Switzer-
land 
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Authors Mean 
indoor 
PM10 
(µg m-3) 
I/O 
ratio 
Notes Outdoor 
monitoring 
location 
Seasons Country 
 26.9-
26.5 
1.84-
2.07 
Rural dwellings with 
smoking 
 Spring-
Summer 
 
0.96 Non smoking 58 
1.26 Smoking 
Summer 
1.11 Non smoking 
Saliba et 
al., 2009 
104.8 
4.41 Smoking 
Outside 
dwellings 
Winter 
Lebanon 
Wallace, 
1996 
58.7 0.57 PTEAM study Central sites March US 
1.62 Central site Wiliams et 
al., 2008b 
12.8 
PM2.5-10 1.56 
Living rooms 
Backyard 
Winters & 
Summers 
US 
 
Table 2.4: Examples of I/O ratio for PM2.5 concentrations 
Authors Mean 
indoor 
PM2.5 
(µg m-3) 
I/O 
ratio 
Notes Outdoor 
monitoring 
location 
Season Country 
0.98  Roadside  
1.10 Rural  
Massey et 
al., 2009 
173.03 
0.92 Urban 
6m from home 
boundary. 2m 
above ground, 
1m from 
source 
October - 
March 
India 
0.92 Air exchange rate 
(>3.5h-1) 
Chao & 
Wong, 
2002 
45.0  
1.09 Air exchange rate 
(<3.5h-1) 
On balcony, or 
1.5 m above 
roof of local 
building 
Autumn & 
Winter 
Hong 
Kong 
18 0.86 High traffic homes Fischer et 
al., 2000 12 0.8 Low traffic homes 
On balcony, 
2m from 
façade 
Winter & 
Spring 
Nether-
lands 
Jones et 
al., 2000 
7.9 1.0 Roadside 1m in front of 
dwelling  
1 year  UK 
17.30  
 
‘Proximity’ dwelling 
<50m from major 
road (high NO2 
homes) 
Kingham 
et al., 
2000 
19.62  
0.91 
‘Background’ 
dwelling >50m from 
major road (low NO2 
homes) 
At side of 
dwelling 
February-
May 
UK 
20 0.53 Dwellings with high 
traffic exposure (5m 
from main road) 
18 0.82 Dwellings with high 
traffic exposure (60-
100m from main 
road) 
22 0.96 Suburban dwellings 
(5m from main road) 
18 0.68 Suburban dwellings 
(60-100m from main 
road) 
Funasaka 
et al., 
1998 
(PM<2µm) 
18 0.99 Suburban dwellings 
(60-100m from main 
road) 
Under eaves 
of dwelling 
Winter Japan 
18.3 0.54 Unoccupied 
suburban dwelling 
Winter Monn et 
al., 1997 
26.0 1.23 Occupied rural 
dwelling without 
indoor sources 
Central sites 
Winter 
Switzer-
land 
Wallace, 
1996 
36.3 0.67 PTEAM study Central sites March US 
1.11 Central site Williams 
et al., 
2008b 
18.7 
1.15 
Living rooms 
Backyard 
Winter & 
Summer 
US 
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These variations may be attributable to a number of factors including differences 
in meteorology, building and airflow characteristics, and human activity.  Indeed, 
because of these, it is often not appropriate to compare I/O ratios directly 
between buildings located in different locations. Furthermore, very few studies 
have taken into account the spatial and temporal variability in outdoor air 
pollution, despite the circumstance that outdoor PM concentrations vary greatly 
depending on the locations measured, the time of day, and even the side and 
height of the individual building being measured (Kukadia et al. 1997, Mfula et 
al. 2005, Milner et al. 2006, Rubino et al. 1998).  
 
Variations in indoor concentrations from one room to another, or within a single 
room, also make estimation of I/O ratios difficult, and limit the generalisability of 
the data.  Likewise, there is considerable uncertainty about where the outdoor 
concentrations should be measured (e.g. where in relation to the building).  For 
all these reasons, simple measures of I/O ratios have limited value as a basis for 
estimating human exposures, or for informing policy.  
 
In the presence of indoor sources, I/O ratios for PM could often be higher than 
unity (Table 2.3, Table 2.4), primarily as a result of ETS and cooking (Spengler 
et al., 1981, 1985, Wallace, 1996). Leaderer et al. (1994) also demonstrated that 
in addition to ETS, kerosene heaters can be major contributors to indoor PM2.5 
levels, suggesting that it is important to take such variations into account. 
Likewise, activities undertaken indoors (e.g. cleaning (dusting and vacuuming), 
exercising, dancing and walking) can significantly raise the indoor PM levels 
(Luoma & Batterman 2001, Thatcher & Layton 1995). Other sources such as 
cat-allergen, dustmites and infectious bioaerosol can also contribute to the 
indoor levels. These many indoor sources of PM make interpretation of indoor 
PM concentrations – and of I/O ratios in particular – difficult, for they mean that 
indoor monitoring picks up contributions from a wide range of different 
components of PM, with very different properties (and health consequences) 
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than those found outdoors.  For this very reason, direct monitoring of indoor PM 
may not provide information relevant to epidemiology or policy.  Instead, the 
need is to be able to partition the indoor PM into different components, based on 
source.  In this context, one of the most important needs is to be able to 
estimate the contribution from outdoor sources, since it is often these that are 
the focus of health concerns.  This implies obtaining more insight into the 
relationship between indoor and outdoor concentrations. 
 
One of the main factors affecting I/O ratios is the ventilation status of the rooms 
– i.e. how easily air can be exchanged between the indoor and ambient 
environment.  This depends not only on building design (e.g. the presence and 
size of windows), but also on human behaviour - and the degree to which 
windows and/or doors are open or closed. Early research by Alzona et al. (1979) 
explored how I/O ratios varied in relation to these factors, by simultaneously 
monitoring indoor and local outdoor elemental particles (Ca, Fe, Zn, Pb, Br), For 
the last of these (bromine) – one of markers for traffic-related pollution – they 
found that the I/O ratios were 0.22-0.58 for dwellings and offices with windows, 
whilst for an office with no windows the I/O ratio was less than 0.1. The I/O ratios 
were also found to vary depending on the way in which occupants used the 
windows (Figure 2.1).  Based on the results they suggested that the inverse of 
the I/O ratio could be applied as an index of the protection that a building offered 
from outdoor PM, and suggested that staying indoors with doors/windows closed 
could reduce exposures to outdoor PM by up to 67%. 
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Figure 2.1: I/O ratios for bromine (Br) in an office with different window conditions 
(after Alzona et al., 1979) 
 
 
2.5 Determinants of indoor PM  
As the foregoing discussion implies, in an absence of indoor sources, outdoor 
PM is a major source of particulate pollution found indoors. The variations that 
occur indoors thus depend to a large extent on ambient concentrations, and on 
the ease with which the outdoor PM can penetrate indoors.  In part, as shown, 
this depends on building conditions.  In part, also, it is determined by differences 
in the sources, fates, and behaviours of the particles, all of which are often 
closely linked to their physical and chemical properties such as particle size, 
mass and density, and prevailing meteorological conditions.  
 
Differences in sources and formation mechanisms, for example, lead to different 
properties of the particles.  Reflecting this, particles are often classified into three 
main size fractions: the nucleation (PM !0.05"m), accumulation (PM>0.05-1"m) 
and coarse (PM>1"m) modes (AQEQ, 2005). These different modes behave 
differently in the environment – for example how they act when they encounter 
environmental variants such as other pollutants, pressure differentials, 
temperature and humidity variations, and wind velocities, in both outdoor and 
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indoor air.  This, in turn, can strongly influence their likelihoods of suspension, 
deposition and resuspension.  
 
Such processes are extremely complicated for particles less than 1!m. For 
example, whilst PM>1!m can generally be removed effectively from both 
outdoor and indoor air mainly by gravitational settling, PM "1!m is subject to 
deposition due to Brownian diffusion, electrophoresis, inertial impaction and 
interception (Andersson et al., 2004, Hinds, 1999, Otani et al., 1989, Opiolka et 
al., 1994, Tammet et al., 2001). The relatively stable and long lifespan for 
PM>0.05-1!m (usually 7–30 days, subject to no removal by rain, AQEG, 2005) 
and the highly unstable and short lifespan of PM "0.05!m may be attributed to 
these processes. Resuspension mechanisms, whilst mostly effective for 
PM>1!m, work inefficiently for PM "1!m (e.g. Hinds, 1999, Thatcher & Layton, 
1995).  
 
These differences in behaviour have major implications for attempts to model 
PM in indoor environments.  Different processes (and different determinants of 
these processes) have to be incorporated into models of the different size 
fractions.  Different instrumental techniques are also required to measure the 
less than 1 !m and greater than 1 !m fractions.  For these reasons, it was 
decided in this research to investigate only the size ranges of 1-10!m, since 
these can be considered to respond to broadly similar determinants and be 
amenable to similar monitoring methods.     
 
2.5.1 Exchange between outdoor and indoor PM 
Exchange of PM between the outdoor and indoor environments occurs through 
airflow into and out of the buildings. The efficiency of this process depends on 
two main factors: the ventilation and penetration conditions of the building.  
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These, in turn, are affected not only by building characteristics but, as has 
already been implied, the behaviours of occupants and prevailing meteorology.  
 
2.5.1.1 Ventilation 
Ventilation is defined as the process of supply and removal of air to and from the 
indoor space (by natural and/or mechanical means), and can generally be 
considered to comprise a combination of “purpose-provided ventilation” and 
“infiltration” (The Building Regulations 2000 Ventilation, 2006). Purpose-provided 
ventilation refers to the ventilation provided by devices integrated into the 
building (e.g. via background ventilators, passive stack ventilation, extract fans, 
mechanical ventilation or air conditioning systems), whilst the uncontrollable air 
exchange between indoors and outdoors through a variety of air leakage paths 
in the building structure is referred to as “Infiltration”. 
 
Mechanical ventilation includes simple devices such as extractors and more 
complex systems involving the use of ducted air supply/extraction from/to 
centrally located fans (British Standards Institution, 1991). Generally, 
mechanical ventilation is incorporated into building services, or climatic control 
systems, such as HVAC (heating, ventilation and air-conditioning) and air 
filtration. The degree of efficacy of those systems to remove contaminants from 
the indoor air depends on both system specifications and the level of 
maintenance they receive.  Worldwide, such devices are often specified for use 
in large offices, commercial, and public buildings, and are also generally used in 
residential buildings in North America. In Europe and the rest of the world, in 
contrast, ventilation by natural means is often the main process of air-exchange 
between indoors and outdoors.  
 
Natural ventilation can be intentionally provided by allowing natural airflow-
pathways through designed openings (e.g. doorways, window openings, or other 
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openings) in the fabric of buildings. There are two fundamental approaches that 
can be adopted for purpose-provided natural ventilation: wind-induced 
ventilation and stack (temperature-induced) ventilation (Chartered Institution of 
Building Services Engineers, 2006).  
 
Wind-driven ventilation occurs because wind flow adjacent to the buildings 
creates pressure differentials on and around the building envelope, with positive 
pressure being created on the windward side, and negative pressure on the 
leeward side and other sides of the building. Stack effects occur when the 
temperatures between two adjoining air volumes are different, causing the 
warmer air (with lower density and higher buoyancy) to move upward above the 
colder air. Likewise, temperature-induced ventilation is driven by differences 
between the outdoor and indoor temperatures. For such systems to work 
efficiently, it is necessary to have openings for cool air intake at the lower levels 
and ventilation extraction systems for warm air to flow out of the building at 
higher levels. The greater the temperature differences between indoors and 
outdoors, and the higher the indoor spaces, the greater the airflow rates that 
stack ventilation provide (Chartered Institution of Building Services Engineers, 
2006). 
 
Ventilation rate (or air exchange rate, air turnover rate) is defined as the rate at 
which outdoor air replaces the room/building air volume per unit time (air 
changes per hour, ACH or h-1) (Zhang, 2005). In a completely air-mixed room, 
an air molecule and a particle are assumed to share the same fate. Therefore, 
the rate that ventilation system (either natural or mechanical) gives complete 
pollutant removal from a room can also be called the air exchange rate, and 
represents the performance of that system  (Zhang, 2005).  
 
Air exchange rate can be estimated using techniques such as tracer gas, air 
pressurisation, anemometry (to measure air velocity before calculating 
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volumetric airflow rate), and wind tunnels (to measure pressure distribution 
and/or volumetric airflow). One of the most popular techniques is the use of a 
tracer-gas. By injecting a tracer gas into the studied spaces, the relative 
changes in the concentrations can be observed and the air exchange rates 
calculated. Three frequent-used tracer-gas methods are decay, active, and 
passive emission methods: further details can be found in BS ISO 16000-8:2007 
(British Standards Institution - International Organisation for Standardisation, 
2007). 
 
Air exchange rate can also be calculated from the volumetric airflow rate 
(American Society of Heating, Refrigerating and Air-Conditioning Engineers, 
2005, Breum, 1988, Nazaroff, 2004, Zhang, 2005). With the assumption of well-
mixed conditions, it can be calculated from: 
 
Equation 2.1 
 
    
where ! is air exchange rate (h-1), 
Q is volumetric airflow rate (m3 h-1), and 
V is room volume (m3). 
 
The estimation of volumetric airflow rates (generally known as “airflow rates”) 
through openings of a building is inevitably complex, since they are affected by a 
large range of factors, including the size and type of openings, flow patterns, 
wind speed, wind direction, and wind pressure. When direct measurements 
and/or wind tunnel experiments are not available, airflow rates can be estimated 
using theoretical-based calculations (computer fluid dynamic (CFD) techniques, 
mass-balance models, and standard formulae) and standard tabulated data 
(Chartered Institution of Building Services Engineers, 2006).  
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The CFD method is a digitalised fluid mechanic technique using numerical 
methods and algorithms to predict the flows. It is generally used in investigating 
airflow within/between individual rooms (e.g. Kim & Hwang, 2009, Zhang et al., 
2009), around buildings (e.g. van Hooff & Blocken, 2010, Memon et al., 2010), 
and the hybrid between the two (e.g. Asfour & Gadi 2007). CFD techniques 
require data on a number of input parameters, including detailed climatic, airflow 
and building/area characteristics and configurations (Chartered Institution of 
Building Services Engineers, 2006).  Data collection can thus be time-
consuming, and substantial computational effort is needed to perform the 
calculations. However, they can provide users with valuable details on flow 
distribution and outputs in the form of visual simulations (Asfour & Gadi 2007, 
van Hooff & Blocken, 2010) and have become increasing popular in the airflow-
studied field over recent years (Chen, 2009).  
 
For predicting airflow rates, the mass-balance technique provides relative 
simplicity in mathematical terms, and provides a moderate degree of accuracy 
(Chartered Institution of Building Services Engineers, 2006). The basic principle 
is that the sum of air inflows must equal the sum of the outflows (Chartered 
Institution of Building Services Engineers, 1997). Two main approaches to mass 
balance modelling are used. Single-zone models give predictions of internal 
airflow for simple buildings; multi-zone models are used for more complex 
buildings – for which considerable computational effort is essential (Asfour & 
Gadi 2007). These sub-types of mass-balance model are relatively easy (from 
engineering point of view) to apply compared to the CFD, but data on detailed 
building and airflow characteristics, local meteorology, location and internal 
building configuration are required (Deevy et al., 2008). Nevertheless, the CFD 
and mass-balance models have not generally been used in ventilation design by 
mainstream building services engineers. This may change as new policy and 
building regulations requiring energy assessments begin to take effect, and as 
more affordable, proprietary programs become available. 
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Presently, most building services engineers use the standard formulae as shown 
in BS 5925:1991 (British Standards Institution, 1991). The most popular means 
of application is via ready-made tabulated values, calculated from regression 
models. This requires minimal parameter inputs (building type, height and wind 
exposure), but consequently does not provide detailed predictions. It can be 
used to assess air exchange rates and air infiltration rates when limited 
information on building characteristics is available. Both standard formulae and 
tabulated values can be found in CIBSE Guide A: Environmental design 
(Chartered Institution of Building Services Engineers, 2006).  
 
Further reviews on air exchange and infiltration rates can be found in Appendix 
B. 
 
2.5.1.2 Penetration 
Generally, buildings shelter occupants to a degree from exposure to outdoor 
airborne PM through the filtering effect of the building envelope. The fraction of 
outdoor PM that penetrates through this process is defined as the penetration 
factor or penetration coefficient. Penetration loss occurs as particles travel from 
outdoors to indoors through natural ventilation due to a range of deposition 
mechanisms. These are influenced by atmospheric and weather conditions, and 
the characteristics of the building facade, openings and surfaces. Gravitational 
settling and aerodynamic effects can lower penetration while increasing 
deposition velocity of particles >1µm.  
 
Penetration factors are generally obtained by using the basic mass-balance 
equation. Under steady-state conditions, without indoor sources or 
resuspension, the penetration factor can be estimated from (e.g. Schneider et 
al., 2004, Thatcher & Layton 1995, Wallace 1996):  
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Equation 2.2 
 
 
where P is penetration factor, 
Ci/Co is indoor-to-outdoor PM concentration ratio 
! is air exchange rate (h-1), and 
" is deposition rate (h-1). 
 
The penetration factor would normally be expected to be relatively close to 1 
(Thatcher et al., 2003).  However, differences in penetration factors might also 
be expected between different particle sizes, because of their differential ability 
to pass through the openings.  In buildings with only small openings, for 
example, the penetration factor can be equal or close to unity for the particles 
and elemental particles in the range of 0.1-4µm (Kulmala et al., 1999, Liu & 
Nazaroff, 2003, Raunemaa et al., 1989, Schneider et al., 2004, Thatcher et al., 
2003).  The factor falls, however, with increasing particle size and/or reduced air 
pressure differential across the cracks (Lewis, 1995, Liu & Nazaroff, 2003, 
Mosely et al., 2001, Tung et al., 1999).  It can be as low as 0.3 for particles of 
10µm passing through building cracks/leakage in a dwelling (Thatcher et al. 
2003). Conversely, in relatively open buildings, particle size has little effect, and 
under these conditions no differences in the penetration factors of PM for 
different size ranges were found by Özkaynak et al. (1996b), Thatcher & Layton 
(1995), and Wallace (1996).    
 
2.5.2 PM behaviour in indoor air 
In the absence of indoor sources, once outdoor PM penetrates into indoor 
spaces the main processes affecting PM concentrations are deposition on 
surfaces and resuspension of the deposited particles.  
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2.5.2.1 Deposition 
Particles suspended in air are subject to a range of forces that lead to their 
deposition onto surfaces in the indoor environment.  The primary forces are 
mechanical - i.e. gravitational settling, interception, inertial impaction, and 
Brownian diffusion – but deposition also occurs as a result of electrical forces.  
Their relative effects depend on the size, shape, and density of particles, as well 
as room/surface characteristics, air viscosity (and thus temperature and air 
pressure) and the direction and strength of airflow and turbulence within the 
room.  The effectiveness of the different processes also changes over time, as a 
result of phase changes and size transformations of the particles.  For PM in the 
size range 1-10!m, however, gravitational settling tends to be the dominant 
process.  
 
The rate at which PM accumulates on indoor surfaces per unit time (the 
deposition flux) can be described by Equation 2.3 (e.g. Chamberlain & 
Chadwick, 1953 as cited by Sehmel, 1980, Raunemaa et al., 1989): 
 
Equation 2.3 
 
  
where  D is deposition flux (µg m-2 h-1), 
Vd is deposition velocity (m h-1), and 
C is airborne PM concentration (!g m-3). 
 
Deposition velocity can be obtained from experimental measurements or 
theoretical calculations. The terminal-settling velocity of particles calculated from 
the equation derived from Stokes’ Law may be used as deposition velocity. 
Nevertheless, it needs to be noted that Stokes’ equation slightly under-predicts 
the settling velocity for particles ?1µm (Hinds, 1999). Under standard conditions 
(293K /20°C, 101 kPa /1 atm), Hinds (1999) calculated the terminal settling 
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velocities of particles in the size range of 1.5-75µm to an accuracy of ±10%.  For 
particles less than 10 !m in diameter, “slip correction factors” were derived for 
each size category, which were used to adjust estimates from Stokes’ equation. 
Based on these adjustments, and for particles with Reynolds number <1, the 
terminal settling velocity can be calculated as follows (Hinds, 1999): 
 
Equation 2.4 
 
 
when Vts is particle terminal settling velocity (m s-1), 
! is particle density (kg m-3), 
d is particle diameter (!m), 
g is acceleration of gravity = 9.80665 (m s-1 s-1), 
" is viscosity (Pa s or kg m-1 s-1), and 
fslip is the slip correction factor. 
 
In calm air, deposition velocity (Vd) can also be assumed to be the same as the 
terminal settling velocity (Vts) of particles of the same size (Zhang, 2005).  
 
Figure 2.2 shows terminal setting velocities derived from this equation for 
particles ranging from 1-20µm in diameter. It demonstrates the markedly non-
linear increase in deposition velocity with increasing particle diameter between 1 
and 10 !m.  
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Figure 2.2: Terminal settling velocity with correction factors of standard-density 
particles of 1-20µm under the standard condition (20°C, 101 kPa) (after Hinds 1999) 
 
 
Similar results have been reported from other experimental studies for particles 
within this range. For example, Thatcher & Layton (1995) estimated deposition 
velocities of 0.6-1.8 m h-1 for particles of 1-3!m, 1.85-4.27 m h-1 for particles of 
3-6!m, 1.10 m h-1 for particles 1-5!m, and 3.26 m h-1 for particles 5-10!m. 
Sinclair et al. (1990, 1992) found that deposition velocities were 0.18-2.52 m h-1 
for PM2.5 and 25.2 m h-1 for particles of 2.5-15!m.  
 
Particle deposition velocity can also be used to calculate the deposition rate as a 
function of room volume and surface area (e.g. Thatcher & Layton, 1995, 
Wallace, 1996):   
 
Equation 2.5 
 
 
where ! is deposition rate (h-1), 
Vd is deposition velocity (m h-1), 
V is room volume (m3), and 
S is the surface area in a room available for deposition (m2). 
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Alternatively, deposition rates can be obtained from experiments. Rates have 
been found to be similar in various studies, particularly for PM between 1 and 
10!m. Thatcher et al. (2002), for example, conducted experiments to determine 
the effects of room furnishing and air velocity on indoor deposition rate of PM in 
the size range 0.5-10!m. They found that furnishing had little effect on 
deposition rates of PM>1.0!m but differences in PM size were significant. For 
different air velocity conditions, the higher air velocity in the room, the higher the 
deposition rates that occurred. For conditions in which fans were switched off 
(i.e. with room air velocity <0.02 m s-1), deposition rates ranged from 0.18-6.79 
h-1 for particles between 1 and 10!m in the room with bare-surface, carpeted, 
and fully-furnished conditions, whereas, under high air velocity conditions (0.19 
m s-1), deposition rates ranged from 0.33-12.6 h-1. Thatcher et al. (2002) also 
concluded that these results were consistent with those reported from other 
experiments (e.g. Abt et al., 2000, Byrne et al., 1995, Fogh et al., 1997, Mosley 
et al., 2001, Thatcher & Layton, 1995, Xu et al., 1994), as well as from 
theoretical modelling (Lai & Nazaroff, 2000) for PM in the size range 1-10!m 
(Figure 2.3).  In further experiments, Thatcher et al. (2003) found that deposition 
rates in a ‘leaky’ house were slightly higher than those in an ‘airtight’ house, and 
ranges of deposition rate were found comparable to those previous studies.  
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Figure 2.3: Deposition rates obtained from experiments and/or models in various 
studies (adapted from Fig. 6, p. 1817 of Thatcher et al., 2002) 
 
 
2.5.2.2 Resuspension 
PM removed from the air through deposition onto indoor surfaces is available to 
re-enter the air through resuspension. Rates of resuspension depend on the 
types of particles and surfaces involved, the amount of deposited PM on the 
surfaces, the accumulation period, and room occupancy and activity (Hu et al., 
2008, Raunemaa et al., 1989, Rosati et al., 2008, Thatcher & Layton, 1995). 
Human activity has been found to raise resuspension rates considerably, 
especially for PM in the size range 1-10 !m (Ferro et al., 2004, Kamens et al. 
1991, Qian et al., 2008), while concentrations of PM>1.5!m have been shown to 
vary approximately linearly with the amount of time people spend indoors 
(Raunemaa et al., 1989). Activities involving movement around the home and 
disturbance of furnishings, such as walking or cleaning, are especially effective 
in causing resuspension, particularly of particles >1.0!m diameter (Thatcher & 
Layton, 1995). Different accumulation time and levels of particles also affect 
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concentration levels of resuspended PM. For example, significant resuspension 
can be found in dwellings with an accumulation time (i.e. without cleaning) of 
over one week, for which surface accumulated mass is considerably larger than 
that for shorter accumulation time (i.e. cleaning for every other day) (Raunemaa 
et al., 1989). Studies of resuspension rates, however, have not considered the 
sources of the particles concerned, and it is not clear to what extent they involve 
PM of outdoor origin, as opposed to materials derived from indoor sources such 
as furnishings, cooking, heating, pets and the human occupants themselves.   
 
PM generation due to resuspension (the resuspension flux) can be calculated 
from Equation 2.6 (e.g. Gomes et al., 2007, Nicholson 1988, Ould-Dada & 
Baghini 2001, Slinn, 1978):  
  
Equation 2.6 
 
 
where R is resuspension flux (µg m-2 h-1), 
! is resuspension rate (h-1), and 
 Cs is PM concentration on surface area (!g m-2). 
 
Under steady-state conditions, and with normal activities such as walking and 
sitting taking place, the resuspension rate in a dwelling can be considered as a 
simple mass-balance equation, and calculated from (Thatcher & Layton, 1995): 
  
Equation 2.7 
 
when Ci is indoor concentration (!g m-3), 
 Co is outdoor concentration (!g m-3), and 
 Cfloor is deposited PM concentration on floor surfaces (!g m-2). 
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Resuspension rates of PM 1-10!m reported in the literature vary substantially, 
reflecting the multitude of factors that influence the process.  Experiments have 
been conducted to explore the effect of many of these, including different types 
of particles and surfaces, the load of deposited particles on indoor surfaces, 
particle accumulation time and human activity on resuspension. Quoted rates 
are typically in the order of 10-5 to 10-2 h-1, with higher resuspension rates related 
to larger particles (Healy, 1971, Karlsson et al., 1996, Qian et al., 2008, Qian & 
Ferro, 2008, Thatcher & Layton, 1995).   Estimates of resuspension rates, 
however, may vary widely depending on the methods used and experimental 
conditions. For example, average resuspension rates found by Qian & Ferro 
(2008) ranged from 9.0x10-4 h-1 to 0.011 h-1 for PM 1-5!m and 0.013 h-1 for PM 
5-10!m. Thatcher & Layton (1995) obtained rates of 1.8x10-5 h-1 for PM 1-5!m 
and 8.3x10-5 h-1 for PM 5-10!m, on the assumption of uniform size distribution 
for particles in all size fractions.  
 
Differences in particle size and type together with differences in flooring type can 
contribute to marked effects on resuspension. These are partially due to 
differences in the ability of different floorings to hold particles onto the surfaces. 
In situations of high air velocity, air current forces are much higher than adhesive 
forces, so resuspension occurs (Hinds, 1999). By determining the strength of the 
particle adhesion under different conditions, Hu et al. (2008) found statistically 
significant differences in the adhesive forces between different particle types 
(aluminium oxide particles and spores), and flooring types (vinyl, rubber, and 
carpet), as well as evidence for an interaction between the two. Qian & Ferro 
(2008) showed that new carpet can have significantly higher resuspension rates 
than vinyl flooring for PM 1-10!m.   
 
Rosati et al. (2008) examined the effects of human activity on resuspension from 
old and new carpets. The amount of resuspended PM was found to be directly 
proportional to deposited PM in both old and new carpets. Experiments on 
Sirinath Jamieson                                                                                                 Chapter 2 
 64 
translocation of the resuspended PM confirmed that the resuspended PM was 
confined within the room, and was not detected outside. They also found that 
resuspension in old carpets was reduced, whilst that in new carpets was 
enhanced, by high relative humidity.  These latter results are somewhat in 
contradiction with other studies (e.g. Gomes et al., 2007, Qian & Ferro, 2008), 
which have not shown statistically significant influences of relative humidity on 
resuspension rates.  
 
As already noted, human occupancy and activity can have a powerful effect on 
resuspension of particles from indoor surfaces. Figure 2.4 (Thatcher & Layton, 
1995) shows the ratio of PM concentrations before, compared to after, different 
activities for different particle size fractions.  Activities studied comprised of 
vigorous vacuuming and cleaning, 2 minutes of continuous walking and sitting in 
the living area by one person, 5 minutes of normal activity by four people, 30 
minutes of normal activity and one person walking in and out of the living area. 
The results show that concentration levels of particles in larger size ranges could 
be easily affected by activities. Activities with high levels of movement such as 
cleaning appeared to raise the concentrations more than those with lower 
movements, whilst different numbers of people occupying the place did not 
seem to make marked differences or show any consistency patterns. Estimated 
resuspension rates from this experiment were between 1.8 x 10-5 and 8.3 x10-5.  
 
 
Figure 2.4: Ratio of suspended PM concentrations after/before each tested activity 
(Thatcher & Layton 1995)  
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Broadly similar results have been reported in other studies.  Resuspension rates 
in the range of 10-4 h-1 have been found, for example, when walking and 
occasional movements take place (Healy, 1971, Qian et al., 2008). When faster 
movements were performed, the rates increased up to 10-3 - 10-2 h-1, depending 
on particle size, activity type and ventilation systems (Healy, 1971, Qian & Ferro, 
2008).   
 
2.6 Predicting indoor PM concentrations 
Indoor PM clearly derives from many different sources, both indoors and 
outdoors.  In terms of risks to health, probably the most important are smoking, 
heating and cooking, and ambient sources (especially from road traffic) (Krewski 
et al. 2009, Wallace et al., 1996).  Legislation and active educational 
programmes have already been introduced to control exposures to 
environmental tobacco smoke.  Developments in technology, and policies such 
as the Clean Air Act in the US, have also helped to reduce exposures from 
heating and cooking sources (e.g. by encouraging a switch away from solid fuels 
towards electricity and natural gas, and by improving the design of cookers and 
heating devices).  To a large extent, therefore, the major focus at present, in 
indoor as much as outdoor environments, is exposure to ambient PM, 
particularly from traffic.        
 
In light of this, there is a need to be able to track the passage of outdoor PM into 
the indoor environment, and to estimate likely concentrations under different 
ambient and building conditions. This can rarely be achieved by direct 
measurement alone, for a number of reasons.  First, monitoring is expensive, 
and buildings vary enormously, so it will probably never be possible to set up 
routine monitoring networks that can fully represent the range of conditions likely 
to be encountered.  Secondly, most routine monitoring techniques for PM have 
limited capability to distinguish between particles from different sources, but 
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instead simply record total mass or particle number for specific size fractions.  
Third, because of all the processes outlined earlier, the concentrations of 
outdoor PM can change substantially once they enter the indoor environment. 
Hence, simple mass measurements (e.g. of total PM10, I/O ratio) may not 
provide much information about the composition of the particles, or their toxicity.  
Lastly, for many applications, estimates of future concentrations are needed 
(e.g. for different policies).  These require the ability to predict concentrations 
under as yet non-existent conditions. 
 
Given these considerations, there is an evident need to develop and apply 
modelling techniques to predict the indoor PM concentrations in unsampled 
situations, whether at a different time, a different place, or under some 
alternative (hypothetical) condition (i.e. a scenario). Modelling techniques can 
estimate the way in which outdoor PM enters building, and its subsequent fate 
once inside.  Such models can help not only to quantify the extent of outdoor PM 
indoors and the relationships between indoor and outdoor PM, but also to 
extrapolate from the relatively few measurements available to larger study 
populations.  In addition, modelling provides a basis for risk assessment and 
futuristic (i.e. prognostic) health impact assessment.   
 
There are two main methods of modelling widely used to predict indoor air 
pollution in environmental science: computer fluid dynamic (CFD) and mass-
balance models. Both are deterministic in approach, based on classical physics. 
Statistical modelling (e.g. regression analysis) has been much less widely used, 
although these approaches are now well established in outdoor air pollution and 
atmospheric studies.  
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2.6.1 Computational Fluid Dynamic (CFD) models 
CFD is the most complex method of modelling and is based on the laws of 
physics using numerical methods and algorithms to solve and analyse problems. 
It involves attempts to represent the dynamic physical processes that operate in 
space and/or time in order to model and visualise airflow patterns and pollutant 
transportation within rooms and around buildings. Basically, CFD models are 
carried out by using a regular grid mesh that divides up the volume under study 
into mathematically tractable entities. A series of equations and/or turbulence 
models are then solved numerically for each grid point or grid cell.  The grids 
can be as small as 0.10m or less, while time steps for simulating pollutant 
dispersion can be as short as 0.1 seconds  (Gadgil et al., 2003). Modelling 
requires detailed parameterisation; in the standard  turbulence model, for 
example, these include air pressure, turbulent kinetic energy (k), dissipation rate 
of turbulent energy (!), molecular kinematic viscosity, turbulent kinematic 
viscosity and turbulent Schmidt number (e.g. Gadgil et al., 2003, Nielsen, 2004). 
 
Most existing indoor CFD research has concentrated on airflow, ventilation, 
thermal comfort, and energy efficiency (e.g. Burnett et al., 2005, Catalina et al., 
2009, Freire et al., 2008, Hu et al., 2008, Myhren & Holmberg, 2008, Tablada et 
al., 2009), whilst slightly fewer studies have been done on pollution distribution 
within a room (e.g. Béghein et al., 2005, Deevy et al., 2008, Kao et al., 2009, 
Noh et al., 2007) or around buildings (e.g. Hanna et al., 2006, Hefny & Ooka, 
2009, McNabola et al., 2009, Murena et al., 2009). A very small number of 
studies (Milner, 2008) have been carried out on pollutant transportation from the 
outdoors to indoors using CFD, and for those that have been done no validation 
has been undertaken to date. 
 
Performance of CFD models depends to a large extent on the accuracy with 
which room airflow and concentration predictions can be estimated.  The 
accuracy obtained in predicting room airflow depends on operator skills and the 
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degree of special care taken in defining the grid mesh, treating boundary 
conditions, and selecting numerical variables for the models (Gadgil et al., 
2000). The reliability of the predicted pollutant concentrations depends, in turn, 
on the adequacy of the parameterisation of the source and sink terms used, 
even if the predictions of airflow are accurate. In practice, most CFD models 
used for predicting the concentrations are based on the assumption that the 
studied pollutants behave in the same way as passive tracer gases.  They also 
usually consider air movement alone, ignoring deposition and other 
physical/chemical processes that can affect concentrations (Milner et al., 2004).  
 
Although CFD models provide visualisation and detailed prediction of spatio-
temporal variations, the models require high levels of expertise and computer 
specifications to run correctly. They are also extremely time consuming 
compared to the other methods of modelling, and for the most part are only 
feasible and worthwhile if the users are interested in obtaining estimates of point 
concentrations in a specific building or study environment.  For these reasons, 
their use in general modelling of indoor PM concentrations, or to analyse 
potential effects of changes in outdoor conditions or building characteristics on 
population exposures, is likely to remain very limited.   
 
2.6.2 Mass-balance models 
Like CFD, mass balance models derive from an understanding of the underlying 
principles that govern the exchange of air between, and the movements within, a 
building and the ambient environment.  In this case, however, the exchange 
processes are represented by relatively simple functions.  Often they are applied 
on the assumption that the rooms or buildings under study represent well-mixed 
air volumes, in which steady state conditions prevail.  As such, they are 
especially useful tools for estimating changes in average pollution levels as a 
result of variations in emissions or ambient concentrations, and take into 
Sirinath Jamieson                                                                                                 Chapter 2 
 69 
account pollution transport from different sources as well as building and 
pollutant characteristics.   
 
The more complex form of mass-balance models is the multi-zone model. Multi-
zone modelling techniques consider a building containing several well-mixed 
zones, connected by airflow between them.  Amongst others, examples include 
COMIS (Feustel, 1999) and CONTAM (Walton, 1997, Dols et al., 2000).  A 
further, complex multi-zone model, COwZ (Stewart & Ren, 2006), was 
developed to predict mass transfer and pollutant dispersion with regard to spatial 
and temporal variations in an individual room. It is, in practice, a hybrid between 
multi-zone and CFD techniques.  CowZ model is based on the COMIS model 
while dividing individual rooms into separate microenvironments by using a 
Cartesian grid.  
 
A simpler mass-balance method is provided by the single-zone technique, which 
takes into account airflow between only one or two compartments. As most 
variables related to air pollutants travelling from outdoors to indoors are 
dependent on time, most single-zone mass-balance models are at least partially 
dynamic in form.  The models have generally been based on the assumption of 
well-mixed air existing in each zone, microenvironment, group of 
microenvironments, or the whole building, and under these conditions they 
appear to perform well, giving results consistent with those from experiments or 
field measurements (Nazaroff, 2004). 
 
Mass-balance models are based on the law of conservation of mass/matter (the 
Lomonosov-Lavoisier law), which states “mass of a closed system of substances 
will remain constant over time, regardless of the processes acting inside the 
system”. In other words, it can be said that “mass can neither be created nor 
destroyed, although it may be rearranged in space, and changed in form”. This 
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basic form of mass-balance model can be expressed as an ordinary differential 
equation: 
 
Equation 2.8 
 
 
where C is concentration at time t, 
CSources is sum of concentration gain from all sources, and 
CSinks is sum of concentration loss from all sinks. 
 
Equation 2.8 can be used in indoor air pollution studies to predict indoor 
concentrations under specified emission or removal processes. It can, for 
example, be adapted and expanded to represent the range of different factors 
that affect indoor PM concentrations (Figure 2.5). With an assumption of a well-
mixed condition in a naturally-ventilated room with similarity of temperatures 
between indoors and outdoors, the mass balance model can thus be written as 
(Nazaroff, 2004, Thatcher et al., 2003): 
 
Equation 2.9 
 
Where t is time (h), 
Ci is indoor concentration at time t (!g m-3), 
Co is outdoor concentration at time t (!g m-3), 
Cia is indoor concentration in adjacent room (and/or passageway) at 
a time t (!g m-3), 
P is penetration factor of pollutant from outdoor to indoor, 
Pa is penetration factor of pollutant from adjacent room (and/or 
passageway), 
! is air exchange rate (h-1), 
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!L is air infiltration rate through building’s cracks and leakages     
(h-1), 
!a is air exchange rate adjacent room (and/or passageway) a (h-1), 
!La is air infiltration rate from adjacent room (and/or passageway) a 
(h-1), 
" is deposition rate (h-1), 
R is pollutant generation due to re-suspension/re-emission (!g m-3 
h-1), 
I is pollutant generation/emission from indoor sources (!g m-3 h-1), 
F is pollutant formation due to phase change (!g m-3 h-1) 
K is pollutant formation through chemical reaction  (!g m-3 h-1), 
X is pollutant generation due to size change (!g m-3 h-1). 
 
 
 
 
 
1. Levels of outdoor-PM and its distributions 
2. Penetration loss of outdoor-PM concentrations 
3. Building characteristics 
4. Outdoor-PM indoors gain through natural ventilation and infiltration 
5. Outdoor clean air through natural ventilation 
6. Levels of indoor-PM from indoor sources 
7. Deposition loss and re-suspension of PM 
8. Indoor-PM concentrations loss and gain through other rooms and/or indoor 
passageways 
9. Human/animal presence and activity 
10. Indoor-PM loss through natural ventilation and exfiltration 
11. Interaction of and between pollutants (i.e. formation, phase change, 
coagulation)    
Figure 2.5: Factors affecting indoor PM concentrations in a naturally-ventilated 
room 
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Due to differences in the properties of different pollutants, and the varying 
importance of the processes operating in different indoor environments, there is 
no individual mass-balance model that can cover all circumstances (Nazaroff, 
2004).  A number of studies have tried to represent the processes involved in 
rather different formulations of the mass balance model (Hussein & Kumala, 
2008, Nazaroff, 2004, Wallace, 1996): for example, for PM (e.g. 
Dimitroulopoulou et al., 2006, Kulmala et al., 1999, Riley et al., 2002, Schneider 
et al., 2004, Thornburg et al. 2001), elemental PM (e.g. Alzona et al., 1979, 
Lunden et al., 2003, Raunemaa et al., 1989) and other pollutants such as CO, 
NO2, Rn, VOCs, and O3 (e.g. Li & Nui, 2007, Nazaroff & Cass, 1986).  
 
 
Raunemaa et al. (1989) developed an indoor concentration model: 
 
where f(!, Ci, ta) is the so-called functional re-emission rate (!g m-3 h-1), and ta is 
accumulation time (h). The model considered outdoor PM (monitored at air 
intake) and simulated its transportation indoors through mechanical ventilation, 
where deposition and re-suspension (as a consequence of human activities) 
occur.  
 
When the above model is used under a steady-state condition (dCi/dt = 0) and 
the deposition rate, which included resuspension effects, without previous 
surface-accumulating concentration to predict the elements generally originated 
only from outdoors  (I = 0), the model is then written in I/O form as: 
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where, !’ is the deposition rate including resuspension influence. 
 
Model validation was done under steady-state conditions for fine-mode sulphate 
particles, based on deposition experiments of different element particles and 
particle mass carried out at an office and an apartment with mechanical 
ventilation in Helsinki. Air exchange rates were measured using the tracer-gas 
method, while the penetration factor, deposition rate and resuspension rate were 
obtained from the experiments. Good agreement of I/O ratios was found 
between what was predicted and monitored in both locations (though R2 was not 
supplied).   
 
Kulmala et al. (1999) proposed an indoor time-varying model to predict indoor 
surface accumulation and indoor air concentration of chemically inert particles 
with relatively constant size distribution (e.g. radioactive aerosols, traffic PM, 
bacteria, pollens): 
 
where Ix is generation or loss from indoor sources/sinks (!g m-3 h-1).   
 
Their model was validated against the fine-mode sulphate particles data from 
Raunemaa et al. (1989), but with a slightly different penetration factor and 
resuspension rate. The result appeared to be consistent, though R2 was not 
reported. Subsequently, one-at-a-time sensitivity tests were also carried out to 
demonstrate the influence of each variable by simulating this model with a 10-
minute time-step for a) radioactive aerosol data over a 48-hour period and b) 
outdoor PM data (24-hour period). The baseline scenario, set for a small 
residential room (9 m3 with floor area > 5 times that of wall and ceiling surfaces), 
consists of: 1) no indoor sources (Ix = 0) and no initial indoor concentration 
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present; 2) no human activity (! = 0.01 m-1h-1); 3) outdoor concentrations was 
assumed to decrease exponentially with a decay constant of 0.5 h-1; 4) typical 
air exchange rate (" = 0.5 h-1); 5) typical penetration factor (P = 1); and 6) slow 
deposition rate (! = 0.9 h-1). Then, 2nd scenario was with higher air exchange 
rate (" = 3.0 h-1); 3rd scenario with lower penetration rate (P = 0.1); and the last 
one with faster deposition rate (! = 3 h-1). For the radioactive aerosols, the 
simulation results indicated that without the presence of indoor sources there 
was a period (i.e. starting from 5th hour onwards depending on scenarios) when 
the indoor concentration higher than the outdoor concentration. The lowest 
indoor concentration was obtained for both the radioactive aerosols and outdoor 
PM from the 3rd scenario (low penetration rate). They concluded that ventilation, 
penetration factor, deposition and re-emission significantly affect indoor air 
quality. 
 
Schneider et al. (2004) developed and applied a model to predict concentrations 
of PM in the size range 0.5-4µm inside an unoccupied naturally-ventilated 
apartment with trickle ventilation in Copenhagen. The model is: 
 
where !t is air exchange rate at time t (h-1), !s,t is air exchange rate through trickle 
ventilation at time t (h-1), and !t – !s,t is air infiltration rate through leakages at time 
t (h-1). The model was then modified by separating the outdoor PM concentration 
entering indoors through the trickle ventilation (CO,s) from that through other 
pathways (CO,p) during time ti using equations from literature. They also 
proposed an estimation of the initial indoor concentration at the beginning of the 
time period (Ci,b). Therefore, their adjusted time-varying model (e.g. for a 30-
minute time-step) can be written as: 
 
then,  
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where, Ci is indoor concentration at time t; 
! 
Ci,t  is average indoor concentration 
during a time-step period (e.g. 30 minutes) up to time t; and 
! 
Ci,t"1 is the 
average indoor concentration from the preceding period to time before 
! 
Ci,t  (e.g. 
30-minute average concentration immediately preceding the 30 minutes to time 
t, if the time-step is 30 minutes). The model was then validated using a 30-
minute time-step, and with monitoring data collected over autumn, winter, and 
spring for a month period each. The outdoor concentrations were monitored at 
the building façade. The penetration factor was obtained from experiments, 
whereas, deposition rate was adapted from the literature. Air exchange rates 
were measured using a tracer-gas method, while trickle ventilation rates were 
estimated from monitored air pressure differences.  
 
The model was considered to perform reasonably well, predicted values tracking 
the peaks and troughs relatively closely in autumn, and the scattergrams 
suggesting agreement between the predicted and observed values in both 
autumn and spring.  Performance was less good in winter, when the air 
exchange rates were low. Neither R2 nor RMSE was reported, but instead the 
model was evaluated on the basis of the ratios of median values between the 
predicted and observed concentrations.  Attempts were also made to enhance 
the model using stepwise regression analysis to incorporate relevant measured 
variables (routine wind speed, air exchange rate, and outdoor relative humidity).  
The adjusted model thus obtained was considered to improve model fit, though 
again no validation was done.  The adjusted model also involves some degree 
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of ‘double-counting’ because the variables such as outdoor wind speed and air 
exchange rate were already embedded in the initial mass-balance model.  
 
Thornburg et al. (2001) presented models predicting indoor PM concentrations 
for buildings which either had HVAC systems or were naturally ventilated, in the 
US. The model for buildings with HVAC was: 
 
 
 
where QL is volumetric airflow rate from infiltration through leakages (m h-1), QM 
is volumetric airflow rate from the HVAC (heating, ventilation, and air-
conditioning) system (m h-1),    CM  is concentration from the HVAC system (!g 
m-3), QLx is volumetric airflow rate from exfiltration through leakages (m h-1), QMr 
is volumetric air-return flow rate from the room to the HVAC system(m h-1), QMx  
is volumetric airflow rate to the outdoors through exhaust (m h-1), and i is indoor 
generation/emission rate (!g h-1).  
 
This HVAC model was also expanded into two versions, one for commercial 
buildings and the other for residential buildings. For naturally ventilated 
dwellings, their final model was: 
 
 
and 
 
 
where Ci,t=0 is initial concentration (!g m-3) and Ci,t=n is final or steady-state 
indoor concentration (!g m-3). If the integration time is large enough to make the 
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exponential term substantially less than 1, steady-state conditions, where Ci = 
Ci,t=n  can be assumed (Thornburg et al., 2001). 
 
Thornburg et al. (2001) conducted model simulations, without model validation, 
for a naturally ventilated dwelling, a HVAC commercial building and a HVAC 
dwelling. A sensitivity analysis on the influence of each parameter on indoor 
PM2.5 concentration was undertaken, whilst investigating I/O concentration ratios 
and penetration factors as a function of particle size were carried out with 
parameterisation by imputing values for each parameter from the literature. The 
Monte-Carlo simulation - a probabilistic method - was used to randomly 
generate the values for each model parameter with user-defined probability 
distribution functions.  The results from the simulation suggested that the indoor 
generation rate had greatest influence on PM2.5 levels, whereas the penetration 
factor and outdoor concentrations had little effects on the concentrations in 
dwellings. Reducing deposition rate gave the most reduction in concentration for 
the naturally ventilated dwelling, whilst increasing air exchange rate provided the 
highest increase in the commercial building. I/O ratios were found to be the 
highest for naturally ventilated dwelling and also for the particles size between 
0.2-0.5!m for all three situations. Penetration factors <1 were obtained for 
PM>0.2!m if the I/O ratio and air exchange rate were correlated, however, this 
was not the case for PM<0.1!m, which occasionally provided the results of 
penetration factors >1. Thornburg et al. (2001) reckoned that this could be due 
to the drawback of using the Monte-Carlo method to generate the parameter 
from user-defined parameter distributions. They then suggested that additional 
experiments were needed to better identify the distribution nature for indoor 
generation rates, penetration factors by scenario, and deposition velocities as a 
function of particle size in relation to air exchange rates.  
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Later, a probabilistic approach was also used by Dimitroulopoulou et al. (2006) 
in similar way to that carried out by Thornburg et al. (2001) to simulate variables 
in the INDIAR model: 
 
 
 
where Cib is indoor concentration in adjacent room b at time t (!g m-3) and !b is 
air exchange rate room b (h-1). The model predicts the indoor concentration in a 
room, on the basis of outdoor concentration, indoor generated concentration and 
indoor concentrations from the two adjacent rooms. Outdoor concentrations of 
NO2, CO, PM2.5 and PM10 were obtained by taking the geometric means from 
five routine monitoring stations in the UK (Harwell, Birmingham East, Bradford, 
Bloomsbury and Marylebone Road), whilst air exchange rates were assumed 
from air infiltration rates. All other variables were obtained from the literature with 
user-justified distribution functions. I/O ratios and 24-hour average 
concentrations from the modelling were also compared with monitoring results 
from studies in the literature, though no validation was carried out. One-at-a-time 
sensitivity analysis was also undertaken to identify the effects of the variables on 
indoor concentrations, and they found that ca. 50% reduce in the outdoor 
concentrations for all pollutants studied as a result of 50% reduction in the 
values of each variable. 
 
As these studies indicate, previous attempts at developing mass balance models 
have largely been small in scale, and applied for only short periods of time and 
for a small number of locations. Models that have been developed for larger 
scale studies have tended to use parameter estimates derived from literature or 
national statistics, for which no independent validation has usually been carried 
out, and few (if any) of the models have been used for practical studies. 
 
Sirinath Jamieson                                                                                                 Chapter 2 
 79 
2.6.3 Regression models 
Regression modelling is a modelling technique focusing on the relationship 
between a dependent variable and one or more independent variables (i.e. 
multiple regression). Regression modelling can be carried out in different ways 
(e.g. simultaneous, sequential, forward, backward, stepwise and all-possible-
subsets regression). Different techniques of variable entry provide different 
advantages and disadvantages. For instance, sequential regression, which is a 
series of simultaneous regression using the same dependent variable in all 
modelling steps, allows the order of variable entry to be theoretically controlled 
(Licht, 1995). The sequential regression may include some theoretically-relevant 
predictor variables without statistical significance into models. Whereas, 
stepwise regression is entirely based on empirical selection, and can possibly 
discard some theoretically-relevant variables whilst including some irrelevant 
variables into models (Licht, 1995). Special care is therefore required in the 
process of modelling whilst ensuring that the models derived serve the purpose 
of study. 
 
Moreover, the regression technique can be applied to derive a model for the 
prediction of unknown values (i.e. a predictive model), and for a distinctively 
different modelling purpose (i.e. an explanatory model). The principles of 
predictive modelling differ somewhat from those in explanatory modelling, where 
the aim is to explore and offer explanations for associations within the existing 
dataset. Instead, the predictive models are aimed at giving robust estimates 
outside the existing dataset which may not often be the best ‘fit’ model to the 
original data (Barbini et al., 2007, Clayton & Hills, 1993, De Smith et al., 2009, 
Hair et al., 1998, Shmueli, 2010). Whereas, implications for the explanatory 
models are based on exploring theory, generating and testing casual 
hypotheses as to understand and explain how and why certain observed 
phenomena occur but generally are not used to predict the future and/or 
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unknown states/data (De Smith et al., 2009, Grimm & Yarnold, 1995, Licht, 
1995, Shmueli, 2010).  
 
In developing predictive models, the tendency is to do the modelling more 
interactively, and actually intervene to select the variables at each stage – e.g. 
by predetermining the order in which variables are offered into the model (to 
reflect a preconceived sequence in the structure of the system being modelled) 
or by selecting only variables that have coefficients within a predefined and 
plausible range (e.g. Briggs et al., 1997, 2000, Beelen et al., 2009, Hoek et al., 
2008).  This method has been widely and successfully used for ambient air 
pollution studies (e.g. Chen et al., 2010, Isakov et al., 2011, Levy et al., 2010, 
Madsen et al., 2011, Mavko et al., 2008, Mölter et al., 2010, Su et al., 2010), so 
it merits attention in relation to indoor air pollution.  These regression models are 
built from variables that are selected taking into account the nature of the 
associations (e.g. whether additive or multiplicative) defined, fitted (i.e. the 
coefficients determined) and validated (i.e. the predictive strength assessed – 
e.g. via some form of cross-validation or by external validation).   
 
In the following sections, existing literature on regression models predicting 
indoor PM concentrations from the outdoor origins, and multiple regression 
techniques concerning spatial variation (land-use regression) and temporal 
variation (harmonic regression) in atmospheric air pollution studies are 
discussed. 
 
2.6.3.1 Indoor and outdoor regression models 
Very little indoor air modelling has been carried out to predict PM 
concentrations, particularly, using the regression method. Most models are 
aimed at estimating average concentrations (e.g. daily or longer), under steady-
state conditions, and transient concentrations are intentionally neglected in order 
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to ensure that the models are based on readily available data and can be widely 
applied. In many cases, the models are essentially spatial in design, in that they 
give estimates of variations in concentrations between different buildings or 
zones, rather than changes over time. 
 
As such, these models would appear to offer a more practicable means, if 
validated, of estimating indoor concentrations and exposures in large population 
studies – e.g. for epidemiological or health risk assessment purposes. Table 2.5 
summarises the attempts to develop models based on measured data.  As this 
shows, model fit (in terms of coefficient of determination, R2) varies greatly, 
depending on the particle size fraction studied, the variables used and the study 
environment (e.g. the degree to which indoor sources are important). 
 
Perhaps the earliest attempt to develop a regression model of indoor PM 
pollution was that by Dockery & Spengler (1981) alongside the Harvard Six 
Cities cohort study (Dockery et al., 1993, 1989, Ware et al., 1986). However, 
those results were not used in exposure estimation in the cohort study. Dockery 
& Spengler (1981) used the data taken over a period of at least a year on 68 
dwellings from the Harvard Six Cities study, to investigate variations in 
respirable particle and sulphate between dwellings as a function of indoor 
sources, ventilation types and outdoor sources. A minimum of 10 dwellings was 
assessed per city to determine the indoor/outdoor relationships, with 24-hour 
integrated samples of investigated pollutants being gathered every 6th day. The 
homes assessed were evenly distributed across each respective city, with no 
pre-assumptions being made with regard to what variables may be significant in 
influencing levels of pollutants found indoors.  
 
Factors taken into account as possible indoor source variables were: cooking 
method used indoors (electric or gas), type of heating (electricity, gas, oil or 
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wood), number of smokers in the dwelling, and estimated total of cigarettes 
smoked daily in buildings investigated. 
 
Table 2.5: Examples of regression models of indoor PM concentrations 
Study / 
Reference PM size Model structure R
2 
Sulphate 
0.04 + 0.75*Outdoor concentration - 0.47*(Central air-
conditioning*Outdoor concentration) + 0.006*No. of 
cigarette per day + 0.046*(Central air-conditioning*No. of 
cigarette per day) + 1.08*Gas cooking - 0.97*(Central 
air-conditioning*Gas cooking) + 1.73*Central air-
conditioning 
0.79 
Harvard Six-City 
Study: Dockery 
& Spangler 
(1981)  
Respirable 
15.02 + 0.7*Outdoor concentration – 0.39*(Central air-
conditioning*Outdoor concentration)  + 0.88*No. of 
cigarette per day +1.23*(Central air-conditioning*No. of 
cigarette per day) - 2.39*Central air-conditioning 
0.68 
Daytime: 18 + 0.47*Outdoor concentration 0.30 
PM2.5 
Night-time: 24 + 0.23*Outdoor concentration 0.05 
Daytime: 36 + 0.44*Outdoor concentration 0.17 
Pilot study, EPA 
PTEAM study: 
Wallace (1996) 
PM10 
Night-time: 44 + 0.14*Outdoor concentration 0.01 
10 + 0.67*Outdoor concentration 0.48 
Daytime: 10 + 0.81*Outdoor concentration 0.49 PM2.5 
Night-time: 9 + 0.56*Outdoor concentration 0.55 
32 + 0.54*Outdoor concentration 0.27 
Daytime: 51 + 0.49*Outdoor concentration 0.20 PM10 
Night-time: 20 + 0.51*Outdoor concentration 0.41 
0.046 + 0.83*Outdoor concentration 0.91 
Daytime: 0.043 + 0.85*Outdoor concentration 0.93 
Sulphur 
(PM2.5)  
Night-time: 0.060 + 0.80*Outdoor concentration 0.89 
0.22 + 0.76*Outdoor concentration 0.86 
Daytime: 0.27 + 0.80*Outdoor concentration 0.88 
EPA PTEAM 
study: 
Özkaynak et al. 
(1996a) 
Sulphur 
(PM10)  
Night-time: 0.19 + 0.72*Outdoor concentration 0.84 
0.64*Outdoor concentration + 28*Smoking + 
9.4*Cooking 0.55 
Daytime: 21 + 0.71*Outdoor concentration + 
27*Smoking + 13*Cooking - 2.0*House volume 0.53 PM2.5 
Night-time: 0.53*Outdoor concentration + 32*Smoking + 
4.5*Air exchange 0.71 
0.52*Outdoor concentration + 37*Smoking + 20*Cooking 
+ 5.2*Air exchange 0.41 
Daytime: 57 + 0.66*Outdoor concentration + 
29*Smoking + 26*Cooking – 2.7*House volume 0.39 
EPA PTEAM 
study: 
Özkaynak et al. 
(1996b) 
PM10 
Night-time: 0.45*Outdoor concentration + 38*Smoking + 
12*Cooking + 12*Air exchange  0.58 
0.48*Outdoor concentration + 9.05 0.16 
Dwellings with predominantly outdoor sources:  
0.57*Outdoor concentration + 4.32 0.63 
RIOPA study:  
Reff et al., 2005 
PM2.5 
Dwellings with predominantly indoor sources: 
0.51*Outdoor concentration + 10.68 0.06 
 
Potential ventilation variables taken into account were: general type of air-
conditioning (central, room-units or none), kitchen ventilation (circulating, 
outside, none), type of heating system (i.e. whether heat was distributed to 
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living-spaces via convective, forced hot air, or radiative means), whether storm-
windows were used. 
 
From the large dataset gathered on indoor/outdoor relationships they estimated 
the empirical constraints in a conservation of mass model which was then 
assessed alongside their observations. For that model, it was assumed that 
there was uniform mixing within the dwellings, with 4 processes (pollution 
creation, air-flow, pollutant ingress and pollutant decay/removal) being used to 
determine pollution mass indoors. The mean values for those processes for the 
individual buildings were then used in their conservation of mass equation, with 
the model they developed indicating that mean indoor pollutant levels could be 
approximated through the adoption of a simple linear function of outdoor 
pollutant levels, using characteristics of the individual dwellings as constants in 
the equation. With the outdoor data from the building façade, in the model 
building, the coefficient of determinant (R2) was 0.68 for modelling indoor 
respirable particles and 0.79 for that of sulphate particles.  The models were 
then tested with the data from each city from which the models were built. The 
performance of models varied between cities ranging from insignificant (R2 = 
0.0004) to well-perform (R2 = 0.76). There was, however, no validation with 
different sets of data undertaken. 
 
Wallace (1996) developed a regression model based on monitoring of PM2.5 and 
PM10 in 9 dwellings in Azusa, CA, as part of the US EPA PTEAM study. 
Separate models were generated for daytime and night-time, but only average 
outdoor concentration from routine monitoring stations, was used as a variable. 
Overall, the model-fit provided by daytime PM2.5 concentrations was moderate at 
best (R2 = 0.30). Poor correlations (R2 = 0.01-0.05) were obtained for the night-
time models, with daytime models giving better R2 than night-time, and models 
of PM2.5 better fit than PM10 (Table 2.5). 
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Data from 120 dwellings in the main PTEAM study were used by Özkaynak et al. 
(1996a) to develop indoor PM models on the basis of local ambient 
concentrations.  Compared to the pilot study, overall model-fit of the models was 
much improved (R2 = 0.20-0.55). The models for PM2.5 again provide better 
correlation than those for PM10 (R2 was 1.3-2.5 times higher). However, unlike 
the pilot study, the night-time models gave a better fit than the daytime models, 
and the best model-fit overall was for night-time PM2.5 concentrations. Modelling 
was done using monitored ambient PM concentrations from the backyard of the 
studied dwellings, with similar results being found when compared to those from 
the routine monitoring station nearby. In these models, as those developed by 
Wallace (1996), the intercept can be interpreted as an indication of the 
contribution from unmeasured indoor sources.  As Table 2.5 shows, this was ca. 
3 times higher for PM10 than PM2.5.  
 
In the same study, elemental concentrations were also analysed for both PM 
size fractions. One of the most interesting elements tested was sulphur, as it is 
highly unlikely to derive from indoor sources and it was the only element 
investigated found not to be elevated in personal exposure compared to indoor 
and outdoor levels (Wallace, 1996).  Results showed significant improvements in 
model-fit for all sulphur models (R2 = 0.84-0.91) compared to the PM models. 
Again, the models of sulphur in PM2.5 were slightly better fit than those of sulphur 
in PM10. Nevertheless, in contrast to the PM models, the sulphur models gave 
better correlations during the daytime than at night.  
 
Özkaynak et al. (1996b) further analysed the data from the PTEAM study 
(Özkaynak et al., 1996a) using stepwise regression to incorporate other 
variables (e.g. smoking, cooking, and house volume or air exchange rates) 
influencing indoor PM concentrations.  Inclusion of these variables added 4%-
19% to the coefficient of determination for the models based on outdoor 
concentration only.  Once more, PM2.5 models gave better fit than PM10 models 
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and those for night-time concentrations were better than daytime. The best fit 
was shown by the model for night-time PM2.5 (R2 = 0.71).   
 
In the RIOPA (Relationship of Indoor, Outdoor, and Personal Air) study (Reff et 
al., 2005), a total of 212 dwellings in New Jersey, Texas and California were 
monitored, with 48-hour accumulated sampling, and repeated measurements 
were carried out in 162 homes approx. 3 months later (i.e. in a different season). 
FTIR (Fourier transform infrared) spectra techniques were used to identify 
markers for sources of indoor and outdoor PM, and regression analysis to build 
models of indoor concentrations. Modelling was done for buildings with and 
without indoor sources; model-fit was markedly better for the former than the 
latter (R2 = 0.63 compared with 0.06).    
 
These studies, though few in number, demonstrate the potential of using 
regression models to model indoor PM concentrations on the basis of measured 
ambient concentrations and other variables indicative of indoor emissions. 
Nevertheless, the studies are subject to a number of limitations.  None reported 
standard errors of the estimates for the models, so the magnitude of the 
uncertainties in the concentration estimates is unknown.  Nor was independent 
validation undertaken, so the predictive accuracy is not provided. Nevertheless, 
it is evident that PM2.5 models offered better fit than PM10 and there is a 
suggestion that the best models are likely to be obtained for source specific 
markers such as sulphur.  The studies also show that modelling tends to be 
more successful when done separately for night-time and daytime, suggesting 
that these represent two different air pollution regimes. Incorporation of variables 
other than outdoor concentration (e.g. smoking, cooking, air exchange or house 
volume) also helps to improve model fit in term of R2. Surprisingly in view of 
these findings, this methodology does not appear to have been developed 
further over recent years as a basis for air pollution modelling, even though in 
modelling ambient outdoor air pollution using multiple regression methods to 
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predict the unmeasured concentration (under the widely used banner of land-
use regression) have attracted considerable attention and are being increasingly 
applied in epidemiology studies (see Section 2.6.3.2 and Appendix A).  
Moreover, as yet, these statistical approaches have not been used to develop 
dynamic models, predicting temporal variations in indoor air pollution (e.g. at 
daily or hourly level). 
 
2.6.3.2 Land-use regression models 
Multiple regression techniques have been used to derive the “land-use 
regression” (LUR) models to predict ambient pollutant concentrations at 
unsampled sites from monitored concentrations from potential predictor 
variables (e.g. data on emission sources, traffic flows, road length, topography, 
land use, meteorological conditions). Basically, regression equations used in 
land-use regression models are developed on a monitored dataset designated 
for model building and then validated with a different dataset. The models are 
typically built using a forward-stepwise variable selection techniques, subject to 
a set of predefined rules in selection procedure (Beelen et al., 2009).  
 
This technique was initially developed as part of the SAVIAH studies of traffic-
related nitrogen dioxide (NO2) and children’s respiratory health in four European 
cities (Briggs et al., 1997, 2000).  Since then, it has been widely applied to 
various air pollution studies in Europe and North America, at spatial scales from 
the local to the continental (e.g. Aguilera et al., 2008, Beelen et al., 2009, Brauer 
et al., 2003, Briggs, 2007, Clougherty et al., 2008, Vienneau et al., 2010, Gilbert 
et al., 2005, Madsen et al., 2007, Jerrett et al., 2007, 2009, Krewski et al., 2009, 
Rosenlund et al., 2008, Ross et al., 2007, Wheeler et al., 2008). 
 
In the original model by Briggs et al. (1997, 2000), predictor variables were 
usually obtained through geographic information systems (GIS) and involve 
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transformation processes before the model-building procedure. According to 
Briggs (2010) and Briggs et al. (1997, 2000), the model building starts with 
including the variable terms relating to sources first, since without these there 
cannot be any pollution in the model.  Then, the terms relating to transport and 
dilution are added, since these will add to (or subtract from) the effects of the 
sources.  The second rationale might be inferred importance of effect, so that 
the most important variables are introduced first, before adding in those that is 
believed will cause progressively smaller adjustments to these estimates.  This 
is logical, because it ensures that the main factors are controlled first, and 
models do not exclude the main factors because of collinearity.  The third 
rationale might be spatial scale: e.g. to include the broader scale variables first 
and then add in progressively more local scale (or the reverse).  The fourth 
might be the accuracy of the measurements of the predictors – in which case the 
rationale is to enter the best measured variables first.  In each case, the purpose 
of all this is to ensure that the resulting regression model reflects what is 
believed a priori, which is the most important factor in terms of prediction in the 
context, in which the model is planned to apply. Models involving counter-
intuitive relationships are also discarded, even if they give a stronger basis for 
prediction as indicated by adjusted R2 (Beelen et al., 2009, Vienneau et al., 
2010). Overall model performance in predictability is normally indicated by 
RMSE (root mean square error) and R2 obtained from validation or cross-
validation (e.g. Beelen et al., 2009, Briggs et al. 2000). 
 
This method was first applied to Huddersfield data in the UK before being 
adapted to those in Amsterdam (Netherlands), Poznan (Poland) and Prague 
(Czech Republic). The final form of this land-use regression equation (Briggs et 
al., 1997) is: 
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Where CNO2 is annual mean NO2 concentrations, Traff is the weighted daytime 
traffic volume for 300-metre buffer around monitoring site, Land is the weighted 
land-use type for 300-metre buffer around monitoring site, Alt is altitude of the 
area, and Height is sampler height. The derivation of Huddersfield model gave 
adjusted R2 at 0.61 and was cross-validated with testing datasets from 8 
monitoring sites, which resulted in considerably high performance (R2 = 0.82, 
SEE = 3.7 µg m3). From the same study, the Prague and Amsterdam models 
provided similar results: adjusted R2 = 0.72 (derivation), R2 = 0.87, SEE = 4.7 µg 
m3 (cross-validation) for Prague; and adjusted R2 = 0.62 (derivation), R2 = 0.79, 
SEE = 4.5 µg m3 (cross-validation) for Amsterdam. Model performance of these 
land-use regression models have also been shown to be considerably higher 
than those obtained from other methods of modelling (i.e. CALINE-3, TIN-
contouring, Kriging, Trend surface analysis), cross-validating on more-or-less 
the same numbers of testing datasets provided R2 ranging from 0.09 to 0.63 and 
SEE between 5.3 and 12.5 µg m3 for all those three cities (Briggs et al., 2000). 
Later, Briggs et al. (2000) revised the Huddersfield model to SAVIAH model, 
which can be then expressed as: 
   
 
 
The SAVIAH model gave adjusted R2 = 0.60, SEE = 6.1 µg m3 for the derivation 
and R2 = 0.67, SEE = 4.95 µg m3 for the cross-validation. They also carried out 
further validations and their recalibrated SAVIAH models (using univariate linear 
regression with smaller randomly number of local sites) suggested relatively 
good performance (R2 = 0.58-0.76, SEE = 5.5-9.8 µg m3) which 60%-89% of 
predicted values were shown within a factor of 1.5 of the monitored 
concentrations (i.e. 0.67 monitored < predicted < 1.5 monitored) and 70%-
100% of predicted values within a factor of 2 (i.e. 0.5 monitored < predicted < 2 
monitored). 
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Since then, land-use regression models, with predictor variables including 
various traffic representations, population density, land use, physical geography 
and meteorology, have been widely used in predicting annual mean 
concentrations of NO2, NOx, PM2.5, PM10, elemental carbon and VOCs. Krewski 
et al. (2009) and the review of 25 land-use regression studies by Hoek et al. 
(2008) suggest that the performance of this technique applied in urban area 
studies appears to be generally better or equivalent to geo-statistical methods, 
such as kriging, and dispersion models. However, Beelen et al. (2009) found in 
their models tested with data from EU-15 that universal kriging performed better 
than land-use regression and ordinary kriging for NO2, PM10 and O3. Applying 
the models to different pollutants appears to result in different levels of 
performances. Vienneau et al. (2010) reported that their land-use regression 
models provided considerably better performance for NO2 than for PM10: 
adjusted R2 = 0.40-0.85, RMSE = 15%-31% for NO2 compared to adjusted R2 = 
0.00-0.44, RMSE = 8%-20% for PM10. The review by Hoek et al. (2008) also 
indicated that land-use regression models can be used for predicting NO2, NOx, 
PM2.5, the elemental carbon and VOCs generally gave R2 ca. 0.49-0.90 and 
RMSE ca. 0.0002% (elemental carbon) and typically 9%-33% (NO2, NOx, PM2.5, 
and VOCs).  
 
In recent studies (e.g. Krewski et al., 2009, Vienneau et al., 2010), land-use 
regression modelling was developed specifically to give estimates of air pollution 
in epidemiology studies and for air pollution mapping. For example, in model 
derivation, a combination of forward, stepwise, and all-subsets selection 
procedures to select predictor variables based on the explained sums of 
squares, the Mallows Cp statistic, the variance inflation factor (VIF) method, and 
other diagnostic tools has been applied while a bootstrap method has been used 
to test the sensitivity of model parameters to the sample selection procedure 
(Krewski et al., 2009). Spatial autocorrelation in the residuals of final models has 
been evaluated using the Moran I statistic, whilst RMSE based on fitted values 
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in a leave-one-out have been used to assess the performance of final models in 
addition to RMSE for cross-validation (Krewski et al., 2009, Vienneau et al., 
2010). 
 
In general, performance of the land-use regression method appears to be 
promising in various studies, although a variety of the resultant models is visibly 
noticeable. Transferability of the models between cities or countries has not 
shown consistency in performance. For example, though good transferability has 
been shown between cities in the study by Briggs et al. (2000), relatively poor 
transferability between countries was exhibited in the Vienneau et al. (2010) 
study. The poor performance of the transferability could be a consequence of 
either hidden inconsistencies in the data or different relationships between 
predictor variables and pollutant concentrations in each country (Vienneau et al., 
2010). Therefore, it is suggested that care needs to be taken in data and 
environmental characteristics whilst transferring models across different study 
areas, and in developing large (inter-regional or inter-country) models (Vienneau 
et al., 2010). Further discussion on limitations of the land-use regression 
modelling and its application can also be found in Hoek et al. (2008).  
 
12 out of 25 studies LUR models have subsequently applied to exposure 
assessments as part of epidemiological studies (Hoek et al., 2008). In the 
Extended Follow-Up and Spatial Analysis of the ACS Study, Krewski et al. 
(2009) also suggested that the land-use regression models exhibited high 
potential in epidemiologic studies in which small-area variations can be 
associated with significant health effects, however, further research is required 
to include the effects of particular variables, i.e. the possible effects of street 
canyons and of seasonal variations in PM2.5. 
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2.6.3.3 Harmonic regression models 
Time series data tend to display cyclically periodic patterns (i.e. diurnal, weekly, 
seasonal variations and quasi-periodic business cycles).  Such periodic patterns 
have also often exhibited in many biological, environmental, economic, and 
medical time series data. These cyclic patterns can be modelled by a commonly 
used mathematical technique - harmonic analysis.  
 
Harmonic regression is generally understood as a linear regression method in 
which the predictor variables are (non-linear) trigonometric functions of a time-
related variable (Graybill, 1976, Katznelson, 2004). Harmonic modelling is 
similar to polynomial modelling but using the trigonometric functions of time 
instead of powers of time (Graybill, 1976). 
 
The general form of harmonic regression models can be expressed as (Emery & 
Thomson, 2001, Graybill, 1976, Harris, 1998, Young et al., 1999): 
 
Equation 2.10 
 
 
Where t is time 
Yt is the criterion variable at time t, 
a0 is the constant or intercept 
an, bn are the coefficients at time-cyclic pattern n, 
n is the number of time-cyclic pattern (1, 2, 3, ….., N), 
! is equal to 3.14159265,  
Tn is amount of time in time-cycle pattern n, and 
et is error or residual at time t. 
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Figure 2.6 is an example of two, integrated 24-hr time-cyclic patterns described 
by the trigonometric functions (cos(2!*t/24) + sin(2!*t/24)) + (cos(2!*t/12) + 
sin(2!*t/12)). 
 
 
Figure 2.6: An example of two 24-hr time-cyclic integrated patterns 
 
 
Harmonic regression modelling has been applied for forecasting and 
interpolation over gaps or unsampled data for periodic rhythms of this type, as 
well as determining the contribution of different cycle frequencies to the data 
variance. It has long been adopted as a means to identify the cyclic patterns of 
time series data in various fields of studies, from the solar cycle, electricity 
demand, to the body’s circadian rhythm (e.g. Nieto et al., 1987, Unnikrishnan et 
al., 2002, Young et al, 1997, 1999, 2004). Different forms of trigonometric 
functions and techniques for harmonic analysis have been used. In many 
situations, a one-cycle frequency (1/Tn) may be interfered by other cyclic or sub-
cyclic frequencies. Tidal motions, for instance, are governed by frequencies of 
the astronomical tidal forces which hierarchically exhibit diurnal and semidiurnal 
motions, followed by fortnightly, monthly, semi-annual, and annual variability 
(Emery & Thomson, 2001).   
Sirinath Jamieson                                                                                                 Chapter 2 
 93 
In atmospheric air pollution research, harmonic modelling has been mainly used 
in time series studies of pollutants such as benzene (Bragatto et al., 2000), 
elemental carbon (Dilmaghani et al., 2007, Hies et al. 2000), PM10 (Tchepel et 
al., 2010) and ozone (Sirois et al., 1995, Sebald et al. 2000).  
 
For example, Dilmaghani et al. (2007) derived harmonic regression models and 
validated them with time series data of elemental carbon (EC), which contain 
intrinsically irregular patterns. They employed a technique related to 
astrophysics (the Lomb periodogram) with discrete Fourier transformation. The 
trigonometric functions they used were:  
 
 
and 
 
 
13-year series of 24-hour average particulate elemental carbon data from 
routine monitoring station in Washington, D.C. were used. They found 
satisfactory results that are in line with those reported in literature and that 
reflect the temporal variation natures of those elements. The results from their 
model tested with EC concentrations suggested a weekly cycle with a pattern of 
maximum EC concentrations during the weekdays and minimum concentrations 
on the weekends. The concentrations, however, did not shown to relate to other 
long-term periodicities in the meteorology or emissions. 
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2.7 Performance evaluation of predictive models 
The performance of predictive models can be evaluated by testing the models 
with independent datasets from derivation datasets in order to see if the models 
would be valid when different datasets are applied. The statistical measures 
used to evaluate the performance of predictive models differ somewhat from 
those used for testing of model-fit in explanatory models due to the differences 
in their modelling purposes and applications.  
 
When predictive models are derived from datasets, external validation is 
suggested by using separate dataset(s) independently from those used in model 
derivation to assess predictability, transferability and generalisability (ASTM 
International, 2008, Barbini et al., 2007, Hair et al., 1998, Licht, 1995, Mosteller, 
1977, Picard & Cook, 1984). However, it is not always practical to obtain new 
sets of data for validation. In such situations, internal validation within the 
derivation dataset (e.g. by some form of cross-validation or boot-strapping, or by 
creating a reserved subset of validation data) is undertaken. For internal 
validation, a reserved dataset may be better to test the generisability of 
predictive models on a reserved dataset (Barbini et al., 2007) which normally 
has a smaller dataset than a derivation set (Hair et al., 1998). However, it incurs  
limitations - amongst other things, the fact that it reduces the amount of data 
available for derivation, and creates difficulties in how to ensure that the two 
subsets (for derivation and validation) are equally representative. Therefore, to 
reduce variability, alternatives techniques, such as K-fold, leave-one-out, and 
repeated K-fold cross-validation, can be used for assessing model predictability 
of the unknowns or the fate of the future subject (Clayton & Hills, 1993, 
Refaeilzadeh et al., 2009).  
 
In atmospheric air pollution research, the formal validation guides, such as the 
ASTM D 6589-05 by the American Society for Testing and Materials Standard 
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(ASTM International, 2000), the BOOT statistical software package (Hanna, 
1989, Hanna et al., 1991), Model Validation Toolkit by (Olesen, 1994, 2005), 
and ADMLC guidelines (Ireland et al., 2010) have been commonly used for 
performance evaluations and comparisons of dispersion models (e.g. Borrego et 
al., 2008, Carruthers et al., 1997, Hanna, 1993, Hanna et al., 2006, Hanna & 
Baja, 2009, Nikmo et al., 1999, Vitali et al., 2006). The Model Validation Kit, 
incorporating the BOOT evaluation software, provides a simple way of 
comparing model results against experimental and/or observation data (Olesen, 
2005). Later, the Standard Guide for Statistical Evaluation of Indoor Air Quality 
Models, ASTM D 5157-97 (ASTM International, 2008), which aims to assess the 
general agreement and the bias in the mean or variance between the modelled 
and monitored indoor concentrations became available. It provides quantitative 
tools based on those generally used for evaluating performance of predictive 
outdoor air quality and/or meteorological models.  
 
A range of criteria and indicators can be used to assess model predictive 
performance, e.g. correlation coefficient (r), coefficient of determination (R2), 
fractional bias (FB), absolute fractional bias (AFB), geometric mean bias (MG), 
normalised mean deviation, normalised mean square error (NMSE), root mean 
square error (RMSE), fraction within a factor of two (FAC2), and geometric mean 
variance (VG) and those presented in Table 2.6. Further details can be obtained 
from ASTM International (2008, 2005), Hanna & Baja (2009), Ireland et al. 
(2010) and Olesen, (2005).  
 
While the FB gives a measure of the degree of under- or over-prediction, NMSE 
and RMSE are a measure of average (absolute) prediction error resulting from 
both bias and scatter. RMSE does not appear to be included in the indoor tools 
(ASTM D 5157-97) directly, but it is considered as one of the outdoor tools 
(ASTM D 6589-05). NMSE has an advantage over RMSE in terms of allowing 
comparisons between observations with large different mean concentrations, 
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whilst a disadvantage of it compared to RMSE is that uncertainty in the 
observations of low concentrations will cause uncertainty in the NMSE values 
too high for achieving meaningful interpretations (ASTM International, 2000). 
 
Table 2.6: ASTM predictive indoor model evaluation measures with general 
indications for adequate model performance, ASTM D 5157-97 (ASTM International, 
2008)  
Item Evaluation Tool General 
Indication  
1. Correlation coefficient (r) r ! 0.9 
 2. Scatter plots and regression analysis with 1:1 best-fit line (Y=X). 
 
 
3. Plots of Cpi and Coi over time; plots of model residuals over 
time; plots of model residuals against Cpi or Coi after ordering 
concentrations from lowest to highest. 
No distinct 
trend or 
pattern. 
4. Normalised mean square error (NMSE)  
 
Root mean square error (RMSE)  
 
NMSE " 0.25 
5. Fractional bias (FB) 
 
FB " 0.25 
6. Fractional bias on the variance (FS) 
 
FS " 0.5 
7. Fractional bias of the 10% highest concentrations (FB10) 
Using the same equation as FB with 
! 
Cp  and 
! 
CO from the 10% 
highest concentrations 
 
Where Cpi is the predicted concentration; Coi is the observed concentration; ! is the intercept; " is 
the slope; n is the total number of observations; 
! 
Cp  is the average predicted concentration, 
! 
CO  is 
the average observed concentration, 
! 
"Cp
2  is the variance of predicted concentrations, and 
! 
"Co
2  is the 
variance of observed concentrations. 
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Graphical presentations have also been used for validating predictive models 
which are varied depending on the nature of data and studies. For example, the 
graphical presentations used for evaluating predictive power in clinical studies 
(e.g. Barbini et al., 2007, Beyene et al., 2009) are receiver operating 
characteristic curves (ROC) to test discrimination (i.e. how well a model 
separates individuals who develop from those who do not develop a disease, 
McGeechan et al., 2008, Tripepi et al., 2010). Whereas, scatter plots and 
regression analysis exhibiting relationship between the monitored and modelled 
values with 1:1 best-fit line have been applied to examine predictive power in 
atmospheric air pollution studies (e.g. Appel et al., 2008, ApSimon et al., 1985, 
Eder et al., 2006, Gryning et al., 1987, Ireland et al., 2010, Nikmo et al., 1999) 
and are recommend for predictive indoor air models in the ASTM D 5157-97 
(Table 2.6).  
   
Overall, to validate the predictive performance of models, it is suggested that the 
use of more than single evaluation tools should be undertaken to cover both 
bias and uncertainty issues, which applying only one tool alone may not satisfy 
(ASTM International, 2008, Ireland et al., 2010).  
 
2.8 Implications for this research 
Each of the modelling methods outlined in previous sections clearly has its own 
strength and weakness. The models can thus be applied to different situations 
depending on the nature of the studies and the availability of data. CFD methods 
are the most complex and resource-intensive method of modelling, but provide 
visualisation of pollutant distribution and prediction. However, because of their 
microscopic approach, they cannot provide accurate predictions of 
concentrations where the necessary input data (e.g. on detailed boundary 
conditions) are unavailable. Two other simpler modelling methods, regression 
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modelling and mass-balance modelling, are therefore considered to be suitable 
for further exploration in this thesis.  
 
2.8.1 Regression modelling 
As there are several variables to consider, multiple regression methods have a 
high potential to provide a simple and highly flexible way of predicting indoor air 
concentrations which can readily be used for population-level studies.  As yet, 
however, this technique has been developed in only a few studies of indoor air 
pollution, and without validation. The transferability of regression-based models 
(between rooms, buildings, geographic areas or study periods) may also be 
limited, as indicated by the different model formulations that have emerged in 
the land-use regression models developed for ambient air pollution. Regression 
modelling thus merits further investigation, especially as a basis for estimating 
temporal variations in indoor PM concentrations from the outdoor origins (e.g. 
from ambient air pollution and meteorological data). 
 
A series of outdoor-to-indoor models using multiple regression in a predefined 
manner to obtain coefficients in the regression equations will be then developed 
in Chapter 4. A combination of sequential, stepwise and temporal-based 
(harmonic) multiple regression techniques are then used for the first time in 
indoor air modelling to predict PM concentrations in unsampled situations. 
Spatial transformation techniques, normally used in geography and building 
engineering, are proposed to use in obtaining potential predictor variables. The 
predictive models will be derived from monitoring datasets and then externally 
validated with different datasets. 
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2.8.2 Mass balance modelling 
Mass-balance models probably offer the most robust and versatile method for 
predicting indoor air concentrations, both between buildings and over time, for 
while they are relatively simple to develop and use, they are based on clear and 
well-tested principles. Models developed to date have nevertheless been subject 
to only limited validation, and better parameterisation of the models is also 
required (e.g. through characterisation of air exchange conditions and the effects 
of occupancy and activity) if they are to be used in population-level studies in 
health risk assessment.   
 
In Chapter 5 of this thesis, a series of variations for parameterisations and data 
sources in a mass-balance model are developed and validated based on 
differences in the physical properties of particles and airflow mechanics. 
Moreover, an alternative to sparse experiment/monitoring data is proposed by 
incorporating the theories and the laws of physics to calculate particle deposition 
rates for different particle size. Furthermore, the use of standard formulae and 
methods used in engineering building design and building physics are proposed 
for spatially and temporally estimate air exchange rate. Again, as in the 
regression-based models, integrated spatial-transformation techniques are to be 
deployed to routine monitoring data from available local monitoring stations as a 
possible alternative to the use of façade data. With the changing of 
weather/climate conditions and pollution control policy over the time, it is also 
hoped that the potential applications of the transformed routine monitoring data 
to both regression and mass balance modelling to predict indoor PM 
concentrations will also encourage flexibility of model application.  
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3 Monitoring Surveys 
3.1 Purposes of surveys 
As discussed in Chapter 2, the need is indicated for developing more suitable, 
accurate and transferable models of outdoor-to-indoor air pollution ingress for 
use in health risk assessments. Regression-based and mass-balance models 
appear to offer the best way forward, because of their flexibility and ease of 
application.  Building and validating such models, however, requires monitored 
data sets collected through purpose-designed surveys in different types of 
characteristic settings, ideally with typical occupational patterns.   
 
Two separate surveys were carried out as part of this present research, 
investigating the influence of different ventilation and activity regimes on indoor 
PM levels recorded in office and dwelling settings. To reduce variables that had 
to be taken into consideration at this stage, the indoor volumes assessed were 
without sources of environmental tobacco smoke (ETS) or heat sources that 
could introduce additional particulate loads.  
 
The PM data obtained from these surveys form the basis for the modelling 
presented in Chapters 4 and 5. Meteorological data and records of window 
actions affecting the ventilation and penetration conditions of buildings were also 
acquired, as were occupancy patterns, since they can all influence indoor air 
pollution levels (as discussed in Chapter 2). Details of the outdoor data 
acquisition are described in Chapter 4, where regression-based models are 
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developed, tested and validated using data from both main surveys. In Chapter 
5, mass-balance models are explored and validated using data from the second 
survey.  
 
3.2 General survey design 
The design of each survey was somewhat restricted from what had been 
originally intended/envisaged as a result of limited accessibility to rooms (both in 
terms of room numbers and when they could be accessed) for monitoring 
purposes, limited access to equipment and only one operative (the present 
author) being available to undertake monitoring. Practical problems in the project 
design were also experienced due to an unscheduled change in departments 
and supervisors, as a result of the initial main supervisor for this work leaving 
Imperial College unexpectedly.  
 
The timelines and measurements initially planned in the works’ timetable for 
experiments often had to be severely altered, and sometimes abandoned, 
particularly during the first survey due to the unavailability of equipment. This 
was partially due to items of equipment being used by others, and partially due 
to equipment being repaired or being unable to be fixed due to lack of 
relevant/appropriate funds. Technical problems were also encountered with the 
equipment that greatly affected experimental timelines and deadlines. 
Additionally, an accident that occurred during the second survey drastically 
changed the proposed direction of study design as the present author sustained 
a badly sprained ankle that prevented a planned measurement campaign of 
indoor-outdoor exposure assessments for the present the study.  
 
As a result of the above, planned experiments were continually adapted to take 
the limitations that arose into account, whilst contingencies were created to allow 
optimum levels of progress to be obtained. As an example, measurements had 
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to be taken using only one GRIMM unit (for monitoring PM) from July 2004 till 
February 2005, apart from one day’s dual measurement. This was because the 
other GRIMM had to be sent abroad for use, and then serviced on its return. 
Both GRIMM units were returned to the manufacturer for servicing and 
recalibration in March 2006 before being lent to Manchester University – the 
units being available again for measurement work in this present research in 
August 2007. Also, the P-Trak unit that was to have been used to measure 
ultrafine particles (UFP) in both main surveys was only available from January to 
March 2005 (so data recorded using it is excluded from this thesis). Similar 
problems also occurred related to CO measurements. It had been hoped that a 
greater number of monitors than acquired for the field campaigns (two GRIMMs) 
would have been available.  
 
Working within such limitations, each survey period had to be specifically 
redesigned to serve somewhat different purposes than had been originally 
intended when this research was embarked upon. Data collected during the first 
survey period served two purposes: to provide general information on temporal 
variations in PM concentrations in different indoor environments; and to enable 
the building and testing of a series of regression-based models to predict indoor 
PM concentrations for office and residential environments. This survey was 
conducted in two adjacent offices (offices A, B) and an open-plan double studio 
flat (dwelling A). The data thus collected allowed validations of the office models 
being developed to be undertaken both against the data from each office and 
data obtained from the residential environment. The residential models were 
also tested using the office data to check their validity.  
 
The second survey period was undertaken in two different locations (office C, 
dwelling B).  Its purpose was to provide further validation of (selected) 
regression-based models from the first survey, and to allow validating of the 
mass-balance models.  
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3.2.1 Operational constraints 
As noted above, the surveys conducted for this thesis were subject to a number 
of practical constraints, notably due to restricted resources, as well as 
unforeseen and uncontrollable circumstances leading to limitations in the 
availability of equipment, personnel and time.  Taken together, these greatly 
restricted the number of measurements that could be undertaken, constrained 
opportunities for simultaneous monitoring at different locations, and led to the 
need for some major compromises in study design.  In particular, this meant 
that: 
• Duplicate monitoring could not be undertaken (as had been originally 
intended) at each location, except for the purpose of equipment 
calibration.  
 
• Only a limited number of locations could be monitored; the degree to 
which the data are transferable to other locations is therefore uncertain. 
 
• No repeated measurements could be undertaken in the second survey, 
as none of the rooms available for the first survey period was available.  
 
• There was limited opportunity for synchronised monitoring between 
indoor and local outdoor concentrations, making it difficult to resolve 
confounding factors between spatial and temporal variability in the data. 
 
• Direct measurements of air exchange rates were not possible, 
necessitating that these were imputed from other sources when needed 
for modelling. 
• Opportunities for continuous monitoring of meteorological conditions 
both indoors and outdoors only became available in the second survey 
period, when additional equipment was made available (and this, too, 
had limited automatic logging capability); this reduced the potential to 
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build and test models based on local meteorology especially for night-
time data.  
 
• Data gaps also occurred at times due to room availability for monitoring 
when occupied, equipment availability, in addition to the need to 
maintain and service the equipment (e.g. replacement of filters and 
memory cards) and equipment failure; these also limited the volume of 
data available for analysis.   
 
• The only adequate time-activity records for the monitoring periods were 
obtained from the present researcher, with other records received being 
sparse and incomplete.  
 
• Lack of video recording equipment that could automatically record 
occupancy and activities in the study rooms meant that human activities 
had to be recorded manually; lapses in reporting led to gaps in these 
data. 
 
Considerable reliance had to be placed on the use of ambient concentration and 
meteorological data from remote monitoring sites, operated by the statutory 
agencies.  While this inevitably constrains the ability for full validation of the 
models, in many ways it actually represents the situation that most model-users 
would be faced with: namely having to rely on readily available input data from 
routine monitoring sites. 
 
3.2.2 Monitoring campaign: Survey 1 
Initially, a pilot campaign was carried out to during 11-13 July 2004 in office B in 
order to test the methods for monitoring and data capture.  No changes in 
monitoring methods were deemed necessary following that initial work - though 
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improved logging of time-activity data would have been preferred - so results 
were included in the subsequent analyses.  As no data was forthcoming on 
requested activity patterns for that monitoring period, it was decided to run the 
monitoring for campaign 1 only using data (and limited activity pattern 
documentation) from office A. For a variety of practical reasons measurements 
often had to be carried out over a varying number of days. 
 
During campaign 1, monitoring was undertaken for a 15-day period from 
Wednesday 18th August till Wednesday 1st September. After initial analysis of 
that data, further data was obtained for a six-day period from Tuesday 7th 
September till Sunday 12th September. Data did not record properly for the 
Monday period and was lost.   
 
Campaign 2, undertaken at dwelling A, started with two consecutive measuring 
periods that ran for 29 days in total from 23rd September till 21st October 2004. 
Due to the excessive noise of the monitor, as perceived late at night whilst trying 
to sleep, it was decided that with the exception of a further 7-day monitoring 
campaign (for which it was found full data sets only existed for 6 days), and a 
12-day data set (from what had intended to be a 14 day monitoring period), 
shorter measuring periods with breaks in between, and overlaps on days of the 
week, were used to create information on average weekly results.   
 
During campaign 3, as the second GRIMM unit had become available, 
simultaneous monitoring was undertaken for office A and office B, with data 
being collected over two periods - on days that did not clash with important 
meetings - to allow a comparison of average PM concentrations over all days of 
the week.  
 
During campaign 4, monitoring could only be undertaken in office B due to one 
of the GRIMM units malfunctioning. The second data set in that period for office 
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B was taken to cover data missing from the first as related to PM concentrations 
as related to days of the week just prior to the units being sent for servicing.  
 
Timings and locations of the monitoring campaigns are shown in Table 3.1. As 
this indicates, a total of 633 hours of monitoring undertaken in office A, 340 
hours in office B and 819 hours in the dwelling covering a total of 109 different 
calendar days.  During those periods, there were also 166 hours of simultaneous 
monitoring between both offices in campaign 3. 
 
Table 3.1: Summary of the timings and locations of the monitoring. 
Survey 1 Survey 2 
Campaign Date Season 
Office 
A 
Office 
B 
Home 
A 
Office C Home B 
Pilot 11-13/07/2004  Summer  3 days    
18/08-
01/09/2004 
Summer 15 
days 
    Campaign 1 
07-12/09/2004 Autumn 6 days     
23/09-
01/10/2004 
Autumn   9 days   
02-21/10/2004 Autumn   20 
days 
  
02-03/11/2004 Autumn   2 days   
08-13/11/2004 Autumn   6 days   
19-20/11/2004 Autumn   2 days   
27-30/11/2004 Autumn   4 days   
10-21/01/2005 Winter   12 
days 
  
Campaign 2 
27-30/01/2005 Winter   4 days   
23-26/02/2005 Winter 4 days 4 days    Campaign 3 
01-05/03/2005 Spring 5 days 5 days    
14-19/03/2005 Spring  6 days    Campaign 4 
22-23/03/2005 Spring  2 days    
Deposition 
assessment 
25-26/07/2007 Summer    >1 day  
2-10/08/2007 Summer    8 days  Campaign 5 
10-18/08/2007 Summer    9 days 9 days 
Total calendar days (approx.) 30 
days 
20 
days 
59 
days 
17 days* 9 days 
* Excluding the deposition assessment. 
 
3.2.3 Monitoring campaign: Survey 2 
The second survey, during 10th - 18th August 2007, was designed to further 
examine indoor PM concentrations in different office and residential 
environments. The indoor concentrations monitored during the calibration period 
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(2nd – 10th August 2007) in office C were also included in the analysis. However, 
this excluded monitoring data taken during 26th-27th July 2004, which were 
reserved for assessing particle size distributions for calibrating deposition 
velocity in Chapter 5. 
 
3.3 Survey locations 
The surveys were carried out for a total of four buildings, comprising three 
offices (two offices in one building) and two residential-type buildings in Central 
London (Figure 3.1). The first survey was undertaken in two offices (offices A, B) 
in an office building situated in the South Kensington area, and a residential flat 
(dwelling A) in Kensington. The second survey was conducted in an office 
environment (office C) situated in Paddington and in a residential environment 
(dwelling B) in Earl’s Court.  
  
 
Figure 3.1: Location map (Google map, 2009) for the surveys 
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3.3.1 Offices A, B 
Offices A and B, where the first survey took place, were situated on the 4th floor 
in the west wing of Royal School of Mines (RSM) building at Imperial College 
London, South Kensington Campus. The building is an L-shaped four storey 
stone-walled building constructed in 1881 (Figure 3.2, Figure 3.3), located on the 
junction between Prince Consort Road and Exhibition Road. The main building 
elevation is north-facing and located along Prince Consort Road. The south and 
west elevations of this building face a service yard within Imperial College itself, 
whilst the east elevation faces Exhibition Road, which is a relatively busy road. 
The main monitoring was done in two similar offices (A, B); a third office (Z) was 
used for calibration between the two monitors (Figure 3.4).  
 
Rooms A and B are typical private offices facing east on Exhibition Road and 
ventilated naturally through secondary glazed windows. The height from ground 
level to the centre of the openings (window) height in each case is approximately 
30 metres. Although approximately 75% of the outer window area is openable, 
natural ventilation rates are reduced by about a half due to the presence of 
sliding secondary glazing. When the rooms are occupied they can also receive 
secondary mechanical ventilation from the air-conditioning units in adjacent 
rooms when office doors are left ajar - this is more likely to happen during 
summertime. Both offices are similar in size and furnishing. They both contained 
computers and laptops (occasionally) and had short-woven carpet tiles for 
flooring. However, the layouts of the individual offices were different, with office 
A, which was lined with bookshelves, having a workstation designed for one 
main occupant, whilst office B housed a small number of filing cabinets and 
provided a joint workstation for two occupants though being singly occupied by 
only one of them at any given time (Figure 3.5).  
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Figure 3.2: Satellite photograph (Google Map, 2009) of the surveyed office building 
(RSM Building, Imperial College London), shown in circle dotted line.  
 
 
Figure 3.3: Satellite photograph (Google Map, 2009) indicating the locations of 
offices A and B. 
 
Figure 3.4: Location plan (Bourne, 1999) of offices A, B and Z.  
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Figure 3.5: Office A (left), office B (centre), and exterior (Google Map, 2009, right). 
 
Due to substantial building refurbishment works (and departmental 
reorganisation not known of during initial planning), office A and office B were 
unavailable for measurements during the second survey period. 
 
3.3.2 Office C 
Office C, where the second survey was carried out, is situated on the ground 
floor on the north side of the Norfolk Place building at Imperial College London, 
St. Mary’s Campus, which is approximately 2 km to the north of offices A and B. 
The Norfolk Place building is a five storey stone-walled building with open 
internal courtyard constructed in 1928 (Figure 3.6, Figure 3.7).  The building is 
bounded by the busy Praed Street on the south side, and the relatively low 
traffic-flow South Wharf Road on the north side.  To the west is a pedestrianised 
area, and to the east a small service yard. 
 
Office C is a typical single-occupancy office facing north onto South Wharf 
Road. It is naturally ventilated through secondary-glazed windows. The height 
from ground level to the centre of the window is ca. 1.75 metres. Similar to 
offices A and B, the secondary glazing also limits the openability of the windows 
to about a half of their extent, reducing natural ventilation into the room (Figure 
3.8). The office contains a computer, a laptop (occasionally), and bookshelves. 
The floor was covered by short-woven carpet tiles.  
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Figure 3.6: Satellite photograph (Google Map, 2009) of the surveyed office building 
(Norfolk Place, Imperial College London), shown in circle. 
 
 
Figure 3.7: Satellite photograph (Google Map, 2009) indicating the location of office 
C. 
 
 
Figure 3.8: Exterior and interior of office C. 
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3.3.3 Dwelling A 
Dwelling A is situated approximately 1.2 km to the west of offices A and B, and 
is an open-planned studio flat on a ground floor at the back of a 4-storey 
Victorian house.  The building is located on a relatively quiet road, Cheniston 
Gardens, just off Wright’s Lane (Figure 3.9, Figure 3.10), which is a relatively 
busy road. Most of the neighbouring buildings in the block are used for 
residential purposes, except the adjacent building to the east of the surveyed 
building which houses a restaurant at ground floor and first floor levels. 
 
Dwelling A (Figure 3.11), which was located far away from the restaurant 
kitchen’s air extract duct, is ventilated naturally through single-glazed sash 
windows, which can be opened to a maximum of 50%. The windows face west 
towards neighbouring buildings and look onto a small basement courtyard. The 
height from street level to the centre of the window is ca. 1.2 metres. The 
dwelling contained a kitchenette with washing machine, a dining/studying table, 
and a bed in the same room, similar to most of London’s studio flats. The floor of 
the flat was furnished with old long-weave carpeting.  The curtains were made of 
heavy fabric with a lining; these were put up in place at night and taken down 
during daytime.  
 
 
Figure 3.9: Satellite photograph (Google Map, 2009) of dwelling B, shown in circle. 
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Figure 3.10: Satellite photograph (Google Map, 2009) indicating the location of 
dwelling A. 
 
 
Figure 3.11: Front elevation (Google Map, 2009, left), view of the basement 
courtyard from the flat above dwelling A (centre) and interior of dwelling A (right).  
 
Like Office A and office B, dwelling A was also unavailable during the second 
measurement campaign due to building renovation works. Initially, a substitute 
location was sought within that residential block, but as the only studio flat 
available was located close to the exhaust air extract from the restaurant below, 
an alternative location was required. 
 
3.3.4 Dwelling B 
Dwelling B, which was assessed in the second survey period, is located in a 
residential area ca. 1 km to the southeast of dwelling A. In order to observe 
better the influence of outdoor PM indoors, with the absence of cooking as a 
potential variable, a hotel bedroom was chosen for assessment to represent 
typical bedroom conditions. The room is situated on the first floor at the front of a 
4-storey Victorian house on the corner of a quiet road (Philbeach Gardens) 
behind the high traffic-flow main street (West Cromwell Road, A4) (Figure 3.12 - 
Figure 3.14).   
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Dwelling B (Figure 3.14) is a naturally-ventilated room with a pair of single-
glazed French windows. The windows open outward onto the balcony but are 
restricted by the chains which allow only 30% of the opening area to be used for 
ventilation purposes. The height from street level to the centre of the window is 
approx. 3.2 metres. The room contained a bed and a washbasin, but had no 
cooking facilities. Similar to dwelling A, the floor was furnished with old long-
weave carpets and the French windows had heavy fabric curtains.  
 
 
 
Figure 3.12: Satellite photograph (Google Map, 2009); dwelling B is shown in circle. 
 
 
Figure 3.13: Satellite photograph (Google Map, 2009) indicating the location of 
dwelling B. 
 
Figure 3.14: Exterior (Google Map, 2009, left), front view (centre) and interior of 
dwelling B (right). 
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3.3.5 Summary of room characteristics 
Overall, the offices in both survey periods provided similar room conditions but 
varied greatly in room occupancy patterns (which are discussed in Section 3.5).  
The two dwelling rooms had somewhat different functions. Descriptions of room 
conditions in both surveys are summarised in Table 3.4. 
 
Table 3.2: Summary of room conditions in the surveys 
Room conditions Offices A, B Office C Dwelling A Dwelling B 
Room volume (m3) 37 26 27 22 
Overall room 
dimensions, W x D 
x H (m x m x m) 
3.5 x 3.5 x 2.8 3.7 x 2.8 x 
2.55 
3.8 x 2.55 x 2.8 2.2 x 3.4 x 2.9 
Opening area a (m2) 1.04 0.72 0.84 2.0 
Room orientation 84º, facing 
east, & 
Exhibition Rd. 
345º, facing 
north, & South 
Wharf Rd. 
251º, facing west, & 
small courtyard 
96º, facing east 
& Philbeach 
Gardens 
Room function Single office Single office Bed-sit studio (bed, 
living/ dining table 
and kitchenette with 
electric cooker)  
Bedroom (with a 
sink) 
Floor finishing Carpet tiles Carpet tiles Long-weave carpets Long-weave 
carpets 
a Considering openable window area when in-use. 
 
 
3.4 PM monitoring 
3.4.1 Equipment 
The GRIMM samplers, as used for PM monitoring in the two survey periods in 
this present pilot study to help assess ‘proof of concept’ for the models being 
developed are, like TEOMs, continuous monitors1. These are real-time optical 
particle counters, which have been widely used in PM research (e.g. Chao et al., 
2008, Colls & Micallef, 1999, Croxford et al., 2000, El Hamdani et al., 2008, Qian 
& Ferro, 2008, Tiwary & Colls, 2004), particularly for measuring relatively low 
PM concentrations (<65,000 !g m-3). Two GRIMM model 1.105 dust monitors 
(GRIMM Aerosol Technik GmbH & Co., Ainring, Germany), as shown in Figure 
3.15, were available for deployment in this study.  
                                                      
1 There are two main types of monitors used for air quality assessment which are continuous 
samplers (e.g. GRIMM, P-Trak) and gravimetric samplers (e.g. Harvard Impactor, Partisol). A brief 
review on PM monitoring equipment is shown in Appendix C. 
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Figure 3.15: GRIMM model 1.105 dust monitors  
 
They can give details of both temporal and PM-fraction variations, using laser 
light scattering optics for single particle counts, are relatively small (24 x 12 x 6 
cm), create relatively low noise during operation, and are readily portable which 
is of great benefit for ease of set up. Their small size is also advantageous for 
minimising the disruption that can occur when installations take place indoors, 
as the rearrangement of room components and furnishings are minimised. Their 
high level of resolution, as documented below, is of advantage when wishing to 
accurately note the length, frequency and severity of peak exposures and when 
they occur. And could prove to be of considerable benefit in future studies if 
linked with other equipment, such as video and motion sensors, to better record 
occupancy and activity patterns to allow more accurate models to be 
constructed for typical work and domestic situations.   
 
There are some limitations of these instruments, which have been previously 
acknowledged. Firstly, the GRIMM instruments measure particles on the basis of 
light scattering, which may have different effects on particles with different 
reflectivity. In principle, this can be corrected by obtaining gravimetric factors 
from the weights of the particles monitored, but these cannot be measured 
directly for individual size fractions.  Instead they have to be derived either 
gravimetrically by weighing the total sample collected on the filter paper (see 
Section 3.4.2) or from the manufacturer’s data.  In either case, these factors may 
not be representative of the different particle size fractions monitored in the 
surveys.  Secondly, the instruments available to this study do not monitor 
particles <0.5!m.  This inevitably leads to under-representation of finer particles 
in the measured data – a loss which particularly affects attempts to measure 
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finer fractions, such as PM2.5 or PM1. For this reason, PM1 was not considered in 
this research, while data on PM2.5 are, in practice, representative only of the 
PM0.5 to PM2.5 size range.   
 
Since the monitoring data from the GRIMMs are only in relative terms (i.e. to 
build and compare models), and the same equipment is used throughout, with 
the same correction factors, these errors are not serious within this present 
study.  Nevertheless, they do mean that care is needed in transferring the 
models developed here to other data sets (especially data obtained using other 
devices).   
 
The GRIMMs operate in a similar way to photometers, the other type of light 
scattering counters, by pumping air past an optical counter at a regulated flow 
rate. Unlike photometers, however, the optical particle counters allow only one 
single particle at a time to flow through the sample cell, within a precise volume 
of surrounding sheath air.  The laser diode light beam passes through this air 
illuminating the particle and the scattered light is recorded by the detector.  The 
particle is then carried to a 47-mm Teflon (PTFE) membrane filter (Figure 3.16), 
which can be used for gravimetric analysis. The filter weight remains stored 
whilst the machine is switched off.  The reliable operational temperature range 
for the equipment is between 4°C and 40°C, and relative humidity should be 
below 95%. 
 
 
Figure 3.16: Figure 47-mm Teflon (PTFE) membrane filters before and after 
monitoring 
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The monitors operate with an ambient airflow rate of 1.2 L min-1 (±5%) and 
sheath air rate of 0.3 L min-1.  Particle concentrations can be sampled at 
different time intervals; for this research sampling was set to 6 seconds, and 
concentrations were recorded as 1-minute averages. The monitoring data, 
stored on the 12-/48-hour memory data cards in the machines, were later 
transferred to a laptop computer in CSV format before being reformatted as 
Excel files.  
 
Because of the limited storage capacity of the memory cards, the instruments 
have to be stopped at least once every day to allow data to be downloaded and 
the memory reset. Standby mode was applied during these procedures, to let 
the automatic residual flow cleaning operate and to terminate the existing series 
of experiments before initiating a new series of measurements. If the standby 
mode had not been operated, measurement would have automatically resumed 
and continued with the moving average from the previous measurement. If this 
case accidently occurred when separate events and records were required, the 
data recorded in the first 10 minutes were excluded to avoid affecting the 
subsequent moving-averages.  
 
3.4.2 Calibration procedures  
The results provided by the GRIMM monitors do not identify or quantify local 
particles or local particle density. As a result, correction factors for gravimetric 
control of the measured values (gravimetric factor) may be required to adjust the 
default gravimetric factor set by the supplier (Equation 3.1).  The gravimetric 
factor can be obtained by weighing the filters in order to compare PM 
concentrations (determined by light-scattering from a laser beam), with the 
actual particle mass being collected on the PTFE filter in each monitor.  
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Equation 3.1 
 
 
When Cg is gravimetric factor 
WPM is weighed PM mass (mg), and 
Wfilter is mean filter weight (mg). 
 
Typical gravimetric factors have been found to range between ±30% in deviation 
from the set values (Quantitech, 2000), but higher factors may occur if heavy 
metallic particles are present. On-site calibrations to assess the gravimetric 
factor were also carried out to check the reliability of the equipment used. The 
blank PTFE filters were left to equilibrate for 1 hour in a laboratory at 
Department of Infectious Disease Epidemiology, Imperial College London, with 
controlled temperature (±1°C) and relative humidity (30-50% ±5%) before 
weighing. Each PTFE filter was weighed in a chamber three times to derive its 
mean tare weight (Wfilter.) After monitoring, the PTFE filter was re-equilibrated 
and then weighed again three times to ensure adequate gravimetric precision. 
The difference between the weights before and after sampling gives the PM 
mass (WPM). An analytical balance with the sensitivity !10% of the total material 
weight on the PTFE filter is usually suggested to be used for gravimetric 
calibrations (Hinds, 1999). The scale sensitivity should also be at least 0.010 mg 
if there is at least 0.1 mg of particulates on the filter. However, the scale used 
had a sensitivity of only 0.1 mg whilst PM mass weights on the filters were found 
between 0.1-0.4 mg.  This limits the accuracy of the gravimetric measurements 
and was a major reason for using gravimetric constants supplied by the 
manufacturer.  
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3.4.3 Selection of PM size fractions 
The smallest recorded particle diameter detected by the GRIMMs used is 0.75 
!m (but is automatically set by the manufacturer to report from 0.5!m obtained 
from extrapolation) for mass concentrations ranging from 1-50,000 !g m-3.  The 
concentrations are reported in eight different size channels, with lower boundary 
diameters of 0.75, 1, 2, 3.5, 5, 7.5, 10 and 15 !m. With the settings used in this 
study, PM concentrations were automatically tabulated as 1-minute moving-
average median values in !g m-3.  
 
The size boundaries provided by the equipment differ from the size fractions that 
form the basis for most current legislation on air pollution (e.g. PM2.5, PM10), and 
which are most commonly used in epidemiological studies. The small size range 
of the reported size classes, the limited sensitivity of the instruments, and the 
approximation of the gravimetric factors, also mean that measurements for the 
individual size fractions are likely to be subject to substantial uncertainties.  For 
this study, therefore, data were aggregated into two, broader size classes, 
chosen to be as close as possible to PM2.5 and PM10.  In addition, correlations 
between the 1-minute data for each fraction (up to PM10) were explored (Table 
3.3, Table 3.4).  
 
The results show considerable inconsistency between the two sets of data for 
PM>0.5-1!m. This probably reflects the fact that this size fraction is at the limit 
of detection of the instruments.   Therefore, this size range was excluded from 
analysis. Concentrations in each size range ranging from >1!m to 3.5!m, and 
from >3.5!m to 10!m were relatively strongly correlated. On this basis, the two 
size fractions were specified as >1!m to 3.5!m for the ‘fine’ fraction’, and 
>3.5!m to 10!m (for the ‘coarse’ fraction’).  In addition, the total mass, for the 
range 1-10 !m, was reported as an approximation of the ‘PM10 fraction’. 
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Table 3.3: Pearson Correlations of 1-min data from monitoring during 18 August 
2004 – 5 March 2005 in office A (38,250 data) 
Particle size >0.5-1!m >1-2!m >2-3.5!m >3.5-5!m >5-7.5!m >7.5-10!m 
>0.5-1!m 1 .187 .294 .161 .090 .048 
>1-2!m .187 1 .793 .468 .286 .176 
>2-3.5!m .294 .793 1 .636 .468 .336 
>3.5-5!m .161 .468 .636 1 .892 .795 
>5-7.5!m .090 .286 .468 .892 1 .879 
>7.5-10!m .048 .176 .336 .795 .879 1 
Correlation is significant at the 0.01 level (2-tailed). 
 
 
 
Table 3.4: Pearson Correlations of 1-min data from monitoring during 23 August 
2004 – 30 January 2005 in dwelling A (33,429 data) 
Particle size >0.5-1!m >1-2!m >2-3.5!m >3.5-5!m >5-7.5!m >7.5-10!m 
>0.5-1!m 1 .820 .713 .577 .468 .302 
>1-2!m .820 1 .952 .781 .634 .410 
>2-3.5!m .713 .952 1 .898 .780 .569 
>3.5-5!m .577 .781 .898 1 .957 .831 
>5-7.5!m .468 .634 .780 .957 1 .912 
>7.5-10!m .302 .410 .569 .831 .912 1 
Correlation is significant at the 0.01 level (2-tailed). 
 
 
3.4.4 Analytical detection limits 
The GRIMM units used record PM concentration in single units of !g m-3 with no 
decimal places and the concentrations under detection limits in all boundary 
sizes are reported as “0” !g m-3. The detected particles are reported in average 
mass concentrations, with a minimum of 1 !g m-3, which the range that the 
devices recorded is unknown (can be ranging from 0.5 µg m-3 to 1 µg m-3 per 
minute). Therefore, for analytical purpose, analytical detection limit for each 
range is calculated. It is assumed that at least one particle of the smallest size 
(or equivalent in mass) in each size range is detected. For the fine and PM10 
fractions, particle with 1µm diameter was used and 3.5µm for the coarse 
fraction, since the boundary size range of the fine fraction is > 1-3.5!m and that 
of the coarse fraction is > 3.5-10!m. Detection limit of concentration in 1 minute 
were then calculated from mass of 1 particle with a reference to the content of 1 
m3 volume of sample air. At the minimum of 1 particle (or mass equivalent) 
detected in 1 minute at the operating airflow rate of 12 l min-1 (1.2 x 10-3 m3 min-
1), the detection limit of 1-minute recorded concentration was calculated from: 
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Equation 3.2 
 
 
where LD is detection limit of PM concentration at the sample  
time (!g m-3 min-1), 
Mp is mass of a particle (!g), and 
QG is airflow rate per air volume of the monitoring device (m3 min-1).  
 
Mass of an equivalent spherical particle can be estimated from particle density 
and volume of the equivalent spherical particle: 
 
 
Equation 3.3 
 
 
where ? is 3.14159265, 
d is diameter of a particle (!m), and 
? is density of a particle (kg m-3).  
 
From Equation 3.2 and Equation 3.3, the detection limits for each fraction in 
each minute of monitoring are 0.0004 !g m-3 for the fine and PM10 fractions and 
0.019 !g m-3 for coarse fraction. Table 3.5 also summarises the data used for 
calculating detection limits.  
 
Table 3.5: Inputs for Equation 3.2 and Equation 3.3 and detection limits 
Particle diameter 
(!m) 
Particle density* 
(!g m-3) 
Particle mass 
(!g) 
GRIMM airflow 
rate (m3 min-1) 
Detection limit 
(!g m-3 min-1) 
1 1 x 1012 5.24 x 10-7 1.2 x 10-3 0.0004 
3.5 1 x 1012 2.24 x 10-5 1.2 x 10-3 0.019 
* Standard density is used which is the density of water, 1000 kg m-3.  
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3.5 Time-activity records 
As reviewed in Chapter 2, human occupancy/activity has been shown to greatly 
influence PM concentrations indoors, since they can contribute to changing 
levels of indoor PM through deposition, resuspension, removal and/or release 
from indoor sources. Low levels of movement (i.e. sitting and sleeping) may 
allow deposition of PM, whilst higher movements (i.e. walking, moving, dusting, 
vacuuming, changing bedding, etc.,) can cause deposited PM to become 
resuspended (Chapter 2). It is, therefore, important to have a record of those 
activities over the monitoring period in some form of diary to assess the potential 
effects of them on the indoor PM concentrations.  
 
In past studies (e.g. Air Pollution Exposure Distributions within Adult Urban 
Populations in Europe - EXPOLIS (Hänninen et al., 2004, Kruize et al., 2003, 
Koistinen et al., 2001), Born in Bradford - BiB (Smith, 2008), Relationship of 
Indoor, Outdoor, and Personal Air - RIOPA (Lioy et al., 2011, Reff et al., 2005)) 
time-activity diaries were designed to specifically correspond to a variety of 
exposure scenarios (e.g. environmental tobacco smoke (ETS), traffic, urban 
background, suburban background and cooking activities indoors). The diaries 
were recorded for every 15 minutes (EXPOLIS), 30 minutes (BiB) or 1 hour 
(RIOPA) to allow logging of activities in relation to the exposure levels recorded 
in relation to activities at set locations (e.g. indoor, outdoor, in vehicle, or others) 
and allow sources of pollution to be identified (Hänninen et al., 2004, Lioy et al., 
2011, Smith, 2008).  
 
However, due to the different character of the present research from the above 
studies, which is specifically aimed at identifying activity occupancy/patterns in 
relation to changes in concentration mainly due to resuspension mechanism, the 
style of time-activity documentation as used in BiB, EXPOLIS and RIOPA was 
considered unsuitable. The style of time-activity diary used in the US National 
Sirinath Jamieson                                                                                               Chapter 3                      ChapterError! Reference source not found. 
 125 
Human Activity Pattern Survey – NHAPS Activity data (Klepeis et al., 1995, 
2001) and the Canadian Human Activity Pattern Survey – CHAPS (Leech et al., 
1996, 2002) was adopted as they appeared to be more appropriate to the 
present study after an adaptation was made to logging time. Whilst the time and 
activity were recorded in a minute-by-minute 24-h recall manner in the NHAPS 
and CAHPS work (see Table D1, Appendix D); in the current study the minute-
by-minute changes in activity were logged immediately.  
 
In the first survey, the occupant in Office A was asked to provide the exact time 
at which each activity began and finished, and the times of entering and leaving 
the rooms, plus information on window position (closed, partially open, fully 
open). Where possible, time activity data were collected concurrently with the 
indoor monitoring of PM variations. The brief given was “please be as detailed 
as possible when recording activities and happenings within the room that may 
be likely to alter PM levels and/or ventilation levels. Where possible note the 
exact timings of events.” This request was also given to the occupant(s) in office 
B (who decided not to participate in diary keeping activities), office C and 
dwelling B (which the present author kept time-activity diaries for). Activities 
reported were then classified as moving, sitting, sleeping or cooking, from the 
recorded notes, to reflect the differing influences on PM release, resuspension 
and deposition.   
 
For domestic situations, categories to be recorded included: moving, sitting, 
sleeping, timings of opening and closing windows, cooking, washing activities 
and going to bed. Activities such as smoking, heating and cooking can also 
elevate levels of indoor PM, especially in the size range of 1-10!m. Smoking 
was not permitted inside any of the rooms studied and all were heated only by 
electricity. (Additionally, cooking was undertaken with an electric cooker in 
dwelling A whilst no cooking in dwelling B).  An example of daily time activity 
data for dwelling A, as recorded on Friday 12th November 2004, is given along 
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with PM concentrations recorded at minute intervals  (Table 3.6, Figure 3.1) The 
time of day the occupants’ got up on the example shown is later than normal as 
it was difficult to get a good night’s sleep due to the noise of the monitor.  
 
Table 3.6: Example of minute-by-minute time-activity diary used in Surveys 1 & 2 
Time Comments (GRIMM operational) on 12/11/2004 Category 
10:36 Getting up – both occupants Moving 
10:39 Occupant 1 (in shower room & dressing there) Moving 
10:40 Occupant 2 getting dressed Moving/sitting 
10:48 Take curtain down  Moving 
10:56 Occupants standing moving  Moving 
11:01 Sorting clothes & making hot drink Moving 
11:02 Loading washing machine Moving 
11:03 Washing machine on Moving 
11:04 1 occupant sitting, 1 standing  Moving/Sitting 
11:06 Making bed Moving 
11:09 Open window at top, smell incense from next door Moving 
11:11 Making (cold) breakfast – 1 standing, other seated Moving/Sitting 
11:12 Both occupants standing, moving, table being rearranged Moving 
11:15 Eating, both occupants seated Sitting 
11:38 Meal finished, dishes cleaned and put away, both standing Moving 
11:42 1 occupant sitting down working at table other moving Moving/Sitting 
12:00 1 out, 1 working at home on laptop Moving/Sitting 
12:15 Getting up to make cup of tea and go to WC Moving/Sitting 
12:18 Sitting down with tea Moving/Sitting 
12:19 Sitting at desk Sitting 
12:46 Getting up from chair Moving 
12:48 Hanging washing Moving 
13:02 Sorting clothes for washing (standing) Moving 
13:04 Washing machine on Moving 
13:05 Sit down at table to work Moving 
13:06 Sitting Sitting 
13:45 Hang washing Moving 
13:47 Go to WC Moving 
13:48 Dwelling empty Unoccupied 
18:38 Occupant 1 in, hangs up coat and puts down shopping Moving 
18:40 Sits down Sitting 
19:04 Gets up to go to kitchen area Moving 
19:08 Cooking and food preparation (standing) – mainly salad Cooking 
19:28 Go to WC Unoccupied 
19:30 Occupant 2 in, hangs up coat and hat, food dished Moving 
19:31 Move to table Moving 
19:32 Eat at table Sitting 
19:38 Curtains up, window-top (smaller) still open (both standing) Moving 
19:47 Both sit Sitting 
19:57 Check through wardrobe (standing), put on different clothing Moving 
20:04 Put on coat and hat (both standing) Moving 
20:05 2 out Unoccupied 
20:48 2 in, hang up coats and hat Moving 
20:50 Both occupants sit at table Sitting 
20:57 Prepare hot drinks – 1 standing in kitchen other sitting Moving 
21:01 Both sit at table Sitting 
21:13 Moving about (1 occupant standing), window closed Moving 
21:14 1 sits at desk, restarts work Sitting 
21:18 Both work at desk Sitting 
23:20 Occupant 1 gets up changes for bed Moving 
23:21 Occupant 1 goes to bed Moving 
23:26 Occupant 2 goes for shower Moving 
23:39 Occupant 2 changes for bed Moving 
23:40 Occupant 2 goes to bed Moving 
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Figure 3.17: Line plots showing PM concentrations and activities recorded at 
dwelling A on 12/11/2004. 
 
 
For some of the recorded actions there was a difference between the time of an 
actual event (or the part of that event that caused the highest PM levels) and the 
time it was thought to have happened being logged. As examples from the data 
shown:  
• For the occupants of dwelling A getting up, the highest PM levels were 
actually recorded with the GRIMM before the time shown on the activity 
sheet (10:36), possibly due to bedding being disturbed prior to getting 
up (or late logging);  
• The raised PM levels caused by taking down the heavy curtain drapes in 
the morning extended over a 6-minute period (partially being due to 
them also being put away). The logged time for this activity was 10:48, 
the peak reading took place at (10:51), followed by another peak when 
the curtains were put away (10:53) – indicating the difficulty of knowing 
which part of a continuous action to record for best accuracy. 
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Interestingly, cooking activities in this instance – which were carried out with an 
electric cooker - were shown to little influence PM levels. It had been expected 
that peak values may have arisen during the process of the activity and not its 
initiation – this is probably due to the type of cooking that was undertaken – stir-
frying would have raised levels considerably. It appears that type of cooking 
should also be added to the notes required on the activity diary. Also of interest 
is the fact that the smell of incense that was noted when opening the window 
was not noticed as a peak on the GRIMM data, possibly due to the dilution effect 
of indoor PM. Moreover, as might be expected, making the bed was indicated as 
causing higher levels of PM than getting up from it.  
 
In practice, it proved difficult to ensure that all activity diaries were properly 
maintained in survey period 1.  In office A, the occupant kept relatively detailed 
records for some days, but on others only reported the time when he first 
entered and finally left the room. In office B the occupant failed to maintain a 
usable diary. Video recording equipment, which was being used for an 
occupational exposure project at the time, would have helped addressed this 
information shortfall. For dwelling A (occupied by the present author), detailed 
records were kept, including information on both activity and window position.  
The activity data for survey period 1 were thus comprised of incomplete records 
for office A and full records for the dwelling.  
 
For the purpose of model building, data were aggregated to 15-minute time 
periods.  If more than one activity was reported in any 15-minute interval, that 
with the higher likely influence on PM levels (cooking > moving > sitting > 
sleeping > unoccupied) was reported. Further aggregation was then done to 1-
hour periods using the same principles.  
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3.6 Survey 1 
PM monitoring campaigns were carried out in the first survey (including a pilot) 
from 11th July 2004 to 23rd March 2005 in order to observe the indoor PM 
concentrations in real-life situations. As noted, monitoring was done in two office 
environments with similar conditions (but different occupancy patterns) situated 
adjacent to each other, and in a residential environment without indoor sources 
of PM from smoking or heating.  
 
3.6.1 Positioning of instruments 
The monitoring instruments were placed on workstations or tables near the 
windows where the main working and living activities took place. In office A, the 
device was located on the window ledge, ca. 0.35m from the secondary glazing 
and 1.20m high from the floor. In the adjacent office (B), due to its different 
layout and the occupant sitting on another side of the office space, the 
monitoring location was ca. 0.60m from the glazing and 0.85m from the floor. In 
dwelling A, the monitor was placed on the table at 0.80m from the floor and 0.60 
m from the windows. In each case, the devices were positioned with the inlet 
facing inwards, in the opposite direction of the windows (Figure 3.18).  
 
 
Figure 3.18: PM monitoring locations in offices A, B and dwelling A 
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3.6.2 Calibration results and adjustments 
The GRIMMs used were calibrated by the UK supplier (Quantitech, UK) before 
the survey work began in 2004. Field-calibration between the two units was also 
conducted during 1st – 5th February 2005. The monitoring devices were placed 
next to each other on a central table at 0.80m high and 2.2 m from the windows 
in a multi-occupancy office (office Z, Figure 3.4). The room’s dimensions were 
6.10m x 7.70m x 2.65m and it was normally occupied by 5-7 people during 
working hours. 
 
The co-located 1-minute monitoring data were then aggregated into 15-minute 
data before being compared. The 15-minute data were later further aggregated 
into 1-hour data; for incomplete hours, data were included if at least 45 minutes 
(i.e. three 15-minute intervals) were available. 
 
For the co-located 15-minute data, the two instruments (GRIMM 1 and GRIMM 
2) correlated extremely well with each other (R2 = 0.996-0.997) for all three size 
fractions (Table 3.7).  GRIMM 1, however, reported slightly lower mean 
concentrations for all fractions, with larger differences in the larger size fractions. 
Paired samples t-tests suggested that the differences between the means from 
each monitor were statistically significant at p=0.05 (Table 3.8).  
 
Additionally, the devices were placed further apart (with a distance of 0.30m 
between the nozzles) at the same location during 5th – 11th February 2005 (N = 
231). As expected, the correlation was still strong, with R2 = 0.992 (fine), 0.980 
(coarse) and 0.985 (PM10), only slightly lower than for the immediate co-location.  
Differences between the means were also similar to those obtained when the 
monitors were located next to each other.  This suggested that, for distances up 
to at least 30 cm, the two devices respond similarly to changes in PM 
concentrations, but some correction is needed to calibrate the machines to each 
other.     
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Table 3.7: Reading comparisons of 15-min aggregated PM concentrations between 
GRIMM 1 and GRIMM 2. 
PM size fraction Co-located data between GRIMM 1 and GRIMM 2 
Fine Coarse PM10 
N 179 179 179 
Mean 5.73 19.89 25.62 PM concentrations from GRIMM 1 
(CX_G1), !g m-3 SD 5.30 22.72 27.88 
Mean 6.61 25.83 32.44 PM concentrations from GRIMM 2 
(CX_G2), !g m-3 SD 5.83 30.70 36.40 
Constant 0.310 -0.976 -0.941 
Coefficient 1.099 1.348 1.303 
Independent: CX_G1 
Dependent: CX_G2 
 R2 0.997 0.996 0.997 
 
Table 3.8: Results of paired samples t-tests for 15-min aggregated PM 
concentrations in fine, coarse, and PM10 fractions between GRIMM 1 and GRIMM 2. 
Paired Differences 
95% CI of the 
Difference 
Differences 
between PM 
concentrations 
Mean SD 
SE 
Mean Lower Upper t df 
Sig. (2-
tailed) 
CFine_G1 - CFine_G2 -0.88 0.61 0.05 -0.97 -0.79 -19.11 184 0.000 
CCoarse_G1 – CCoarse_G2 -5.95 8.18 0.61 -7.16 -4.74 -9.73 184 0.000 
CPM10_G1 – CPM10_G2 -6.83 8.69 0.65 -8.11 -5.54 -10.50 184 0.000 
 
 
Calibration was performed by developing a regression model to predict the 
relationship of GRIMM 1 measurements to those for GRIMM 2.  Both linear and 
quadratic equations were fitted, using SPSS, and the best-fit model selected for 
each size fraction.  The resulting coefficients were then applied to adjust data for 
GRIMM 1 to GRIMM 2: 
 
Equation 3.4 
    for the fine fraction, 
  for the coarse fraction, and 
    for the PM10 fraction, 
where  CX_G1_adj is the adjusted PM concentrations in X fraction for GRIMM 1. 
 
The means were then compared again using pair-samples t-test.  The results 
confirm that, following adjustment, differences between the two monitors were 
non-significant.  Similar results were also found when the 15-minute adjusted 
data were aggregated into 1-hour data (Tables 3.9 and 3.10). Thus, Equation 
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3.4 was applied to transform all data obtained from GRIMM 1 in this survey 
before aggregation into 1-hour data. 
 
Table 3.9: Comparisons of PM concentrations between GRIMM 1 after adjustment 
and GRIMM 2. 
PM size fraction Co-located data between adjusted GRIMM 1 and 
GRIMM 2 Fine Coarse PM10 
15-minute data  N 179 179 179 
Mean 6.61 25.83 32.44 PM concentrations from adjusted 
GRIMM 1 (CX_G1_adj), !g m-3 SD 5.82 30.64 36.34 
Mean 6.61 25.83 32.44 PM concentrations from GRIMM 2 
(CX_G2), !g m-3 SD 5.83 30.70 36.40 
Constant 0.000* 0.000* 0.000* 
Coefficient 1.000 1.000 1.000 
Independent: CX_G1_adj 
Dependent: CX_G2 
R2 0.997 0.996 0.997 
1-hour data  N 45 45 45 
Mean 6.62 25.91 32.52 PM concentrations from adjusted 
GRIMM 1 (CX_G1_adj), !g m-3 SD 5.37 27.28 32.61 
Mean 6.62 25.89 32.51 PM concentrations from GRIMM 2 
(CX_G2), !g m-3 SD 5.38 27.18 32.48 
Constant -0.011* 0.108* 0.150* 
Coefficient 1.002 0.995 0.995 
Independent: CX_G1_adj 
Dependent: CX_G2 
R2 0.998 0.997 0.998 
* Constant is not statistically significant. 
 
 
 
Table 3.10: Paired samples t-test between adjusted PM concentrations for GRIMM 1 
and PM concentrations from GRIMM 2. 
Paired Differences 
95% CI of the 
Difference 
Differences between 
PM concentrations 
Mean SD 
SE 
Mean Lower Upper t Df 
Sig. (2-
tailed) 
15-minute data         
CFine_G1_adj – CFine_G2 0.00 0.32 0.03 -0.05 0.05 0.00 178 1.000 
CCoarse_G1_adj – CCoarse_G2 0.00 2.06 0.15 -0.30 0.30 0.00 178 1.000 
CPM10_G1_adj – CPM10_G2 0.00 2.03 0.15 -0.30 0.30 0.00 178 1.000 
1-hour data         
CFine_G1_adj – CFine_G2 0.00 0.23 0.03 -0.07 0.07 -0.05 44 0.963 
CCoarse_G1_adj – CCoarse_G2 0.02 1.40 0.21 -0.40 0.44 0.08 44 0.935 
CPM10_G1_adj – CPM10_G2 0.01 1.35 0.22 -0.39 0.42 0.71 44 0.943 
 
3.6.3 Descriptive results 
The monitoring results from the first survey period are summarised in Table 
3.11. For both arithmetic and geometric means, PM concentrations were found 
to be between 2 and 16 times higher in dwelling A than offices A and B for all 
size fractions. The highest peak values were also shown in the dwelling (5-26 
times of those for the offices).  
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Differences were also evident between the two offices.  Office A exhibited lower 
concentrations than office B but showed considerably higher peak values for the 
coarse and PM10 fractions (4-5 times of those for office B). Moreover, in both 
offices the fine concentrations were generally slightly higher than those for the 
coarse fraction, whilst in the dwelling the coarse fraction was 49%-125% larger 
in concentrations than the fine fraction.  
 
Table 3.11: Descriptive statistics of the monitoring PM concentrations (µg m-3) for 
the first survey 
Location 
PM 
fraction N 
Geometric 
Mean Mean SD 
SE of 
Mean Min Max 
Office A Fine 633 2.09 2.89 3.14 0.125 0.26 18.66 
 Coarse 633 0.73 2.11 5.63 0.224 0.02 114.84 
 PM10 633 3.08 5.00 7.73 0.307 0.31 131.28 
Office B Fine 340 2.64 3.29 2.26 0.123 0.12 15.68 
 Coarse 340 2.12 3.22 3.07 0.167 0.02 23.52 
 PM10 340 5.09 6.51 4.45 0.241 0.15 29.84 
Home A Fine 819 8.39 11.07 13.62 0.476 0.96 250.04 
 Coarse 819 12.49 24.88 41.12 1.437 0.25 533.45 
 PM10 819 22.53 35.95 52.28 1.827 2.20 783.50 
 
Variability in the average and peak PM concentrations observed between the 
residential and office environments may be attributed to various factors. A slight 
difference between monitoring seasons may, for example, mean that ambient 
concentrations, indoor activity patterns and ventilation conditions differed 
between the measurement campaigns: offices A and B were surveyed in 
summer, winter and spring, while dwelling A was monitored in summer, autumn 
and winter periods. The offices are also situated in a more exposed location (on 
the top floor) than the dwelling (located in the enclosure courtyard on the ground 
floor), which may imply the different levels of influence from outdoor PM. 
Differences in room furnishing and cleaning routines between the office and 
residential environments surveyed may likewise contribute to the different levels 
of PM concentrations held on indoor surfaces, and thus opportunities for 
resuspension. Lower levels of occupant activity in the offices compared to the 
dwelling (and in office B compared to A) may also be partly responsible for the 
differences in the indoor concentrations found between the three rooms.   
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Further details are given in the following sections, including frequency 
distributions, mean concentrations by day of week and each hour of day, and 
activity reporting (where available) for each studied room (Figure 3.19 - Figure 
3.29). 
 
3.6.3.1 Office A 
As Table 3.11 shows, the arithmetic average (and standard deviation) 
concentrations measured in office were 2.9 (3.1) µg m-3 for the fine fraction, and 
2.1 (5.6) µg m-3 for the coarse fraction.  The distributions are, however, strongly 
skewed (Figure 3.19), and imply a log-normal distribution.  Geometric mean 
concentrations for both size fractions are thus lower: ca. 2.1 µg m-3 for the fine 
fraction, and 0.7 µg m-3 for coarse PM.    Closer inspection of the data used to 
calculate average PM concentrations in each hour of day for office A (Figure 
3.20) reveals that a single extreme pollution incident took place on Tuesday 24th 
August 2004, between 6 am and 7 am.  This is shown to be primarily due to a 
large excess in the coarse fraction, which measured 115 µg m-3, while the fine 
measured 16 µg m-3.  No time-activity was recorded for this period, and the 
reason for the extreme concentration is not known; it was possibly due to indoor 
activity triggering the resuspension of coarse PM (e.g. routine cleaning by a 
college cleaner using a vacuum cleaner).  
 
Figure 3.19: Boxplots showing PM concentrations (µg m-3) in office A 
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Figure 3.20: Boxplots showing PM concentration (!g m-3) in each day of week and 
each hour of day for office A 
 
Figure 3.21: Bargraphs showing average PM concentrations in each hour of day for 
office A. 
 
Figure 3.22: Bargraphs showing average PM concentrations in each day of week 
for office A. 
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Figure 3.21 and Figure 3.22 show the temporal variations in measured 
concentrations in office A.  A marked diurnal variation is evident, especially in 
the coarse fraction, with lower concentrations during the night than in the day 
(Figure 3.21).  Generally, the coarse concentrations increase steeply after 06:00, 
reach a peak in the late afternoon, then decline smoothly from 18:00. The fine 
concentrations show less variability, with only a small increase between about 
08.00 and 18.00.  Concentrations also vary slightly across the week, with all 
three fractions showing elevated levels between Tuesdays and Thursdays when 
the room was predominantly occupied (Figure 3.22).  
 
3.6.3.2 Office B 
As in office A, the distribution of PM concentrations found in office B is log 
normal (Figure 3.23). Compared to office A, however, average concentrations 
were somewhat higher, with a geometric mean of 2.6 µg m-3 for the fine fraction 
and 2.1 µg m-3 for the coarse fraction (Table 3.11) - as compared to 2.1 µg m-3 
and 0.7 µg m-3.   Again, fine PM concentrations rose only slightly during the day 
(Figure 3.24), while the coarse concentrations showed a marked increase from 
08:00 to 19:00 hours. Across the week, there was a clear pattern with 
concentrations peaking on Tuesday and declining to a minimum on Sunday 
(Figure 3.25).  There was no cleaning in office B due to strict instructions from 
another researcher that its floor was not to be cleaned because of an experiment 
being conducted there.  
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Figure 3.23: Box plots showing PM concentrations (µg m-3) in office B 
 
Figure 3.24: Bar graphs showing PM concentrations (µg m-3) in each hour of day 
for office B. 
 
Figure 3.25: Bar graphs showing PM concentrations (µg m-3) in each day of week 
for office B. 
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3.6.3.3 Dwelling A 
Overall concentrations in dwelling A were high compared to those found in the 
two offices. Again, concentrations show a log-normal distribution (Figure 3.26), 
with a geometric mean of 8.4 !g m-3 for the fine fraction and 12.5 !g m-3 for the 
coarse fraction (Table 3.11).  During short periods, however, extreme values 
were observed, peaking at 250 and 534 !g m-3 for the fine and coarse fractions 
respectively.  Several incidences during which coarse and PM10 concentrations 
exceeded 200 !g m-3 were observed (Figure 3.27), corresponding to vigorous 
activities such as shaking the duvet and making the bed.  Other activities such 
as putting (dusty) heavy curtains up when arriving home and taking them down 
in the morning, dusting and vacuuming the flat also contributed to coarse and 
PM10 concentrations over 100 !g m-3.  
 
For all three size fractions, PM concentrations showed clear cycles through the 
day, with a peak during the morning (09.00-12.00) and again during the late 
evening (21.00 to midnight), coinciding with maximum periods of occupancy and 
activity  (Figure 3.28).  There was a much less distinct cycle exhibited through 
the week, with a slight increase on Sunday and Monday compared to midweek – 
again reflecting activity patterns (Figure 3.29).  
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Figure 3.26: Box plots showing PM concentrations (!g m-3) in dwelling A. 
 
 
Figure 3.27: Box plots showing PM concentrations (!g m-3) in each day of week for 
dwelling A. 
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Figure 3.28: Bar graphs showing PM concentrations (!g m-3) and activity in each 
hour of day for dwelling A. 
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Figure 3.29: Bar graphs showing PM concentrations (!g m-3) and activity in each 
day of week for dwelling A. 
 
 
3.7 Survey 2 
Unlike the majority of the measuring periods for first survey, the second survey  
(2nd-18th August 2007) was able to make use of two GRIMM monitors 
simultaneously. It was also able to use meteorological equipment, thereby 
allowing these two parameters to be monitored in two buildings (office C and 
dwelling B) at the same time.    
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In addition, monitoring was done during trips to and from work over this period 
(though results are not reported here).  As previously, monitoring was confined 
to situations where there was no contamination from smoking or heating, but on 
this occasion cooking was also excluded as a potential variable, in order to focus 
attention more directly on outdoor PM. The indoor concentrations monitored 
during the calibration period in office C were also included in the analysis. 
Outdoor PM concentrations were monitored at the building façade of each 
studied room, while indoor and façade meteorological conditions were also 
recorded. 
 
3.7.1 Meteorological monitoring equipment 
Meteorological conditions (temperature, wind speed and wind direction) were 
monitored in Survey 2. The Thermor DG950 Home Weather Station was 
deployed at office C, whilst the Oregon Scientific Cable FreeTM Weather Station 
(WMR968) was placed at dwelling B. Positioning of the devices is described in 
Section 3.7.2.  
 
At office C, wind speed (m s-1) and wind speed direction (degree) were 
monitored at the building façade, whilst temperature (°C) was measured at both 
indoor and outdoor locations. As the Thermor Home Weather Station does not 
have a data-logging facility, the meteorological data it provided were recorded 
manually every 5 minutes. Due to limited periods of occupancy when such data 
sets could be logged, only a small set of the weather data could be obtained 
which excluded the sleep period. The device measures temperatures with an 
accuracy of ±2°C over an operational range of -40°C to 60°C for the outdoors 
and 0°C to 40°C for the indoors. Its wind sensor is capable of detecting wind 
speeds from 0 to 100 km h-1 (0-27.8 m s-1) with an accuracy of ±4 km h-1, and 
shows one of 16 possible wind directions at any time. Data from the wind-sensor 
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is sent by cable to the weather station’s thermometer-transmitter sensor before 
wirelessly transmitting to the indoor receiver every 30-40 seconds. 
 
On the balcony at dwelling B, the ‘Oregon’ was set for recording ambient 
temperature, wind speed and wind direction at 5-minute intervals, with 
temperatures being monitored with an accuracy of ± 0.1°C over an operational 
range of -20°C to 60°C. The unit’s anemometer is calibrated to detect wind 
speeds from 0 to 202 km h-1 (0-56m s-1), with a typical resolution of ±0.2 m s-1 
(0.4 mph), and allow the display of wind directions recorded from 0° to 359° with 
a typical digital resolution of ±1°.  
 
3.7.2 Positioning of instruments 
For office C, the monitoring device for indoor PM was located on a bookshelf, 
ca. 1.1 metres from the secondary glazing on the window, and 1.2 metres from 
the floor. The inlet was oriented away from the wall, parallel to the window.  The 
monitor to measure PM concentrations at the façade was positioned outside the 
room, on the windowsill (1.2 m from the floor), with the inlet facing outwards 
towards South Wharf Road (Figure 3.30). The meteorological monitoring device 
(Thermor) was fixed perpendicularly onto the window frame, cantilevered 
outwards from the building. 
 
For dwelling B, the device for indoor PM monitoring was placed on the dressing 
table next to the bed, 0.80 metres above the floor and 2.20 metres from the 
French windows. For the outdoor PM monitoring, the device was placed on the 
floor at the window, with the inlet facing outward onto the balcony and Philbeach 
Gardens. The meteorological monitoring unit (Oregon) was fixed onto the 
balustrade of the balcony facing outwards, perpendicular to the front elevation 
(Figure 3.31).  
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Figure 3.30: Locations of PM and meteorological monitoring devices at office C 
 
 
Figure 3.31: Locations of PM and meteorological monitoring devices at dwelling B 
 
 
3.7.3 Calibration results and adjustments 
After the first survey, the monitors were loaned to and re-calibrated by the 
University of Manchester. The field calibration of the two PM monitoring devices 
was carried out and the same process as in the first survey was repeated. 15-
minute aggregated data obtained form office C during the period 2nd-10th 
August 2007 were used for calibration and again an equation was developed to 
Sirinath Jamieson                                                                                               Chapter 3                      ChapterError! Reference source not found. 
 145 
allow accurate comparison between the two devices. Tables 3.13 and 3.14 show 
results of the regression analysis and paired samples t-test for the co-located 
readings. Equation 3.5, derived from Table 3.12, was applied to adjust data from 
GRIMM 1. Results of revalidation, after adjustment, are displayed in Tables 3.15 
and 3.16. Data obtained from GRIMM 1 in the second survey were thus 
transformed using Equation 3.5 before aggregation to 1-hour intervals. As 
previously, data were included only where at least 45-minutes of data in any one 
hour were available. 
 
Table 3.12: Comparisons of 15-min aggregated PM concentrations between GRIMM 
1 and GRIMM 2. 
PM size fraction Co-located data between GRIMM 1 and GRIMM 2 
Fine Coarse PM10 
N 588 588 588 
Mean 2.32 12.50 14.82 PM concentrations from GRIMM 1 
(CX_G1), !g m-3 SD 1.95 25.88 27.66 
Mean 2.15 11.72 13.88 PM concentrations from GRIMM 2 
(CX_G2), !g m-3 SD 1.94 24.42 26.25 
Constant -0.129 -0.032 -0.133 
Coefficient 0.985 0.941 0.946 
Independent: CX_G1 
Dependent: CX_G2 
R2 0.979 0.992 0.992 
 
Table 3.13: Results of paired samples t-tests for 15-min aggregated PM 
concentrations for the fine, coarse, and PM10 fractions between GRIMM 1 and 
GRIMM 2. 
Paired Differences 
95% CI of the 
Difference 
Differences 
between PM 
concentrations 
Mean SD 
SE 
Mean Lower Upper T df 
Sig. (2-
tailed) 
CFine_G1 - CFine_G2 0.17 0.28 0.01 0.14 0.18 14.09 587 0.000 
CCoarse_G1 – CCoarse_G2 0.77 2.68 0.11 0.56 0.99 7.00 587 0.000 
CPM10_G1 – CPM10_G2 0.94 2.73 0.11 0.72 1.16 1.16 587 0.000 
 
 
Equation 3.5 
      for the fine fraction, 
  for the coarse fraction, and 
   for PM10. 
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Table 3.14: Reading comparisons of PM concentrations between GRIMM 1 after 
adjustment and GRIMM 2. 
PM size fraction Co-located data between adjusted GRIMM 1 and 
GRIMM 2 Fine Coarse PM10 
15-minute data  N 588 588 588 
Mean 2.15 11.72 13.88 PM concentrations from adjusted 
GRIMM 1 (CX_G1_adj), !g m-3 SD 1.92 24.32 26.15 
Mean 2.15 11.72 13.88 PM concentrations from GRIMM 2 
(CX_G2), !g m-3 SD 1.94 24.42 26.25 
Constant 0.000* 0.000* 0.000* 
Coefficient 1.000 1.000 1.000 
Independent: CX_G1_adj 
Dependent: CX_G2 
R2 0.979 0.992 0.992 
1-hour data  N 147 147 147 
Mean 2.13 11.35 13.48 PM concentrations from adjusted 
GRIMM 1 (CX_G1_adj), !g m-3 SD 1.69 20.42 22.01 
Mean 2.13 11.42 13.55 PM concentrations from GRIMM 2 
(CX_G2), !g m-3 SD 1.68 20.57 22.14 
Constant 0.035* -0.003* 0.005* 
Coefficient 0.985 1.006 1.005 
Independent: CX_G1_adj 
Dependent: CX_G2 
R2 0.983 0.997 0.997 
* Constant is not statistically significant. 
 
Table 3.15: Paired samples t-test between adjusted PM concentrations for GRIMM 1 
and PM concentrations from GRIMM 2. 
Paired Differences 
95% CI of the 
Difference 
Differences between 
PM concentrations 
Mean SD 
SE 
Mean Lower Upper t df 
Sig. (2-
tailed) 
15-minute data         
CFine_G1_adj – CFine_G2 0.00 0.28 0.01 -0.02 0.02 0.00 587 1.000 
CCoarse_G1_adj – CCoarse_G2 0.00 2.20 0.09 -0.18 0.18 0.00 587 1.000 
CPM10_G1_adj – CPM10_G2 0.00 2.27 0.09 -0.18 0.18 0.00 587 1.000 
1-hour data         
CFine_G1_adj – CFine_G2 0.00 0.22 0.02 -0.04 0.03 -0.19 146 0.851 
CCoarse_G1_adj – CCoarse_G2 -0.06 1.13 0.09 -0.25 0.12 -0.70 146 0.487 
CPM10_G1_adj – CPM10_G2 -0.07 1.21 0.10 -0.27 0.13 -0.69 146 0.489 
 
3.7.4 Descriptive results 
Table 3.16 summarises the monitoring results from the second survey. Both 
indoor and local ambient PM concentrations were usually found to be higher in 
dwelling B than in office C, but peaks were found in the office for all size 
fractions. The monitored concentrations at the façade were generally higher than 
those measured indoors in both locations. The monitored indoor and outdoor 
concentrations for the coarse fraction were also considerably higher (ca. 2-3 
times) than those found for fine fraction PM.  
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Table 3.16: Descriptive statistics of the monitoring PM concentrations (µg m-3) for 
the second survey 
Location PM fraction N 
Geometric 
Mean Mean SD 
SE of 
Mean Min Max 
Office C Fine 215 2.44 3.29 3.31 0.225 0.41 27.43 
 Coarse 215 6.36 12.44 18.88 1.287 0.45 175.68 
 PM10 215 9.42 15.73 20.60 1.405 0.95 187.15 
 Fine_facade 32 4.28 4.83 2.64 0.467 1.32 12.58 
 Coarse_facade 32 15.20 15.85 4.38 0.774 6.75 25.73 
 PM10_facade 32 19.74 20.67 5.93 1.049 8.07 31.80 
Home B Fine 100 3.97 4.43 2.33 0.233 1.63 14.23 
 Coarse 100 11.76 15.06 11.28 1.128 3.88 50.05 
 PM10 100 16.40 19.49 12.14 1.214 5.57 58.98 
 Fine_facade 95 5.92 6.68 3.23 0.332 1.64 16.18 
 Coarse_facade 95 13.90 15.07 6.02 0.617 5.53 36.82 
 PM10_facade 95 20.23 21.75 7.88 0.809 8.35 47.38 
 
As with the first survey, higher indoor concentrations were found in the 
residential environments than in the office environments. This may be mainly 
attributable to the differences in room furnishings and cleaning routines between 
the two types of environment. A slight difference from the preceding dwelling 
survey was that there was no source of PM from cooking and that no cleaning 
activities took place during the survey period. 
 
3.7.4.1 Office C 
As shown in Table 3.16, the arithmetic mean (and standard deviation) 
concentrations measured in office C for fine fraction were 3.3 (3.3) µg m-3 and 
4.8 (2.6) µg m-3 at the façade, and for coarse fraction concentrations of 12.4 
(18.9) µg m-3 were found indoors and levels of 15.9 (4.4) µg m-3 monitored at the 
façade. A log-normal distribution is also indicated by the strongly skewed 
distributions of indoor concentrations, but to a lesser extent for the façade 
concentrations (Figure 3.32).  Geometric mean concentrations are lower than 
the arithmetic means: 2.4 µg m-3 (indoor), 4.3 µg m-3 (façade) for the fine 
fraction, and 6.4 µg m-3 (indoor), 15.2 µg m-3 for coarse PM.   The façade 
concentrations appear to correlate considerably well with the indoor 
concentrations for the fine fraction (R2 = 0.78), but correlate relatively poorly for 
the coarse (R2 = 0.24) and PM10 (R2 = 0.35) fractions. 
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Figure 3.32: Box plots showing monitored PM concentrations (µg m-3) in office C 
 
Figure 3.33: Box plots showing PM concentrations (µg m-3) and activity in each 
hour of day for office C. 
 
Figure 3.33 shows the temporal variations in measured concentrations in office 
C.  The extreme values for both coarse and PM10 fractions (but not for the fine 
fraction) occurred on Tuesday 7th August 2007 during 15.00-16.00. The ambient 
PM10 concentration was 9.1 µg m-3, whilst concentrations of 11.5 µg m-3, 175.7 
µg m-3 and 187.2 µg m-3 were found for that 1-hour period indoors for the fine, 
coarse and PM10 fractions, respectively. The cause of the peaks is unknown. 
During that time, the window was open but no façade concentrations were 
monitored. It appears less likely that that event was triggered by an outdoor 
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event than an indoor one as the ambient routine concentration was relatively low 
in comparison and the peak was not shown for the fine fraction. It is therefore 
suggested that this could be due to an unknown event taking place inside the 
room whilst the room was not occupied by the researcher.  
 
Diurnal variation is apparent for all three size fractions, with higher 
concentrations being noted during the day rather than at night. The clearer 
diurnal patterns seen in this survey, compared to the first survey, can be partially 
explained by more conventional working hours being adhered to in the office. 
However, the smaller set of data may also somewhat contribute to this apparent 
finding. Whilst the fine concentrations show less variability, the coarse 
concentrations increase steeply after 08:00, reach a peak in the late afternoon 
before steeply decline from 17:00. This pattern is shown to correspond with the 
activity reported (Figure 3.34). Concentrations across the week also vary slightly 
with elevated levels shown during working days. Some missing data on Friday 
were due to an accident causing the researcher to spend time at dwelling B 
instead.  
 
3.7.4.2 Dwelling B 
In dwelling B the overall indoor concentrations were higher than those found at 
office C (Table 3.16). The concentrations are shown to have log-normal 
distribution (Figure 3.35), with a geometric mean of ca. 4 !g m-3 (indoor), 5.9 !g 
m-3 (façade) for the fine fraction, and 11.76 !g m-3 (indoor) and 13.9 !g m-3 
(façade) for the coarse fraction. Similar to office C, a good correlation is shown 
to exist between façade and indoor concentrations for the fine fraction (R2 = 
0.61), whilst relatively poor correlations are shown for the coarse (R2 = 0.21) and 
PM10 (R2 = 0.17) fractions. As would be expected, differences in hourly and daily 
patterns exist between are office C and dwelling B. The coarse concentrations 
show regular peaks twice a day (ca. 06:00-09:00 and 19:00-22:00), 
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corresponding to the general occupancy periods. Another peak between 12:00-
15:00 also responds to the period when the occupant stayed in during the day-
time for 2 days (Figure 3.36). The fine concentrations remain somewhat 
constant over hours of day and across the week for the coarse concentrations 
(Figure 3.37). 
 
Figure 3.34: Bar graphs showing PM concentrations (µg m-3) and activity in each 
day of week and each hour of day for office C. 
 
 
Figure 3.35: Box plots showing monitored PM concentrations (µg m-3) in dwelling B 
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Figure 3.36: Box plots showing PM concentrations (µg m-3) each hour of day for 
dwelling B 
 
 
Figure 3.37: Bar graphs showing PM concentrations (µg m-3) and activity in each 
day of week and each hour of day for dwelling B 
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3.8 Overview 
As with the general observations, the monitored PM concentrations in both 
surveys were shown to have log-normal distribution. Spatial and temporal 
variations of PM concentrations were also indicated between indoor office and 
residential environments, as well as between the same type of environments. 
Generally, lower concentrations were found in the offices than in dwellings. 
Differences in concentrations were shown even between the offices situated 
next to each other. Overall concentrations were highest in the dwelling with an 
indoor pollutant source (cooking). 
 
Concentrations were also shown to vary differently in both hourly and daily 
cycles between each studied room, with different patterns of results being found 
between fine and coarse fractions, with much higher concentrations being 
recorded for the coarse (and PM10) fraction than for the fine fraction. The façade 
data were shown to be well correlated with indoor data only for the fine fraction. 
 
The spatio-temporal variability of PM concentrations could be contributed to by 
several factors such as differences in: the properties of particles themselves (i.e. 
particle size), ventilation patterns, variability of ambient air pollution levels, 
meteorological conditions, room characteristics, time-cycles and time-activity 
patterns. To accurately model indoor PM concentrations more effectively, as 
many of these factors as possible should be taken into account. 
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4 Regression Modelling 
In order to build a model to adequately predict indoor pollution, a range of 
different determinants and processes (e.g. ambient air pollution, air exchange 
rates, prevailing weather conditions, building ventilation, and occupancy 
patterns) has to be taken into account. Whilst these determinants are reasonably 
well known, the difficulty in developing predictive models is to derive 
mathematical functions that adequately express their relative contributions and 
interactions. One way of doing this is using a well-established method, which is 
a mass-balance equation. However, applying the mass-balance equation 
generally requires intensive and costly resources to obtain monitoring data, such 
as air exchange rate, air infiltration rate, deposition and resuspension 
concentrations (Chapter 2) in order to provide an adequate prediction. Another 
way of doing this, which is proposed in this chapter, is to generate a basic 
deterministic model on the basis of prior knowledge, and then use multiple 
regression analysis to estimate the coefficients for each variable. 
 
Techniques (i.e. pre-defined multiple regression and harmonic regression) for 
developing such a model have been commonly and effectively applied in 
ambient air pollution studies, however, these have not been routinely applied in 
studies of indoor air pollution (Chapter 2). Moreover, to date the attempt to 
integrate both regression techniques in order to predict levels of indoor air 
pollution mainly originated from the outdoors is very limited. Hence, in this 
chapter a method of modelling combining both techniques, is used to 
parameterise an equation and to derive the coefficients, which give the weights 
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for each variable, in a deterministic model for predicting indoor PM 
concentrations.  
 
4.1 Process overview 
Levels of indoor pollutants from outdoor sources vary considerably, spatially and 
temporally, depending on levels of ambient concentrations and influential factors 
such as: weather conditions, building characteristics and occupancy patterns, 
which greatly affect the process transporting outdoor air to indoors (Chapter 2). 
Since these mechanisms are widely recognised, it is proposed in this thesis that 
to predict indoor air pollution levels from outdoors the model structure is pre-
defined from the well-established causal factors based on theory of Physics 
whilst multiple regression modelling is used as a simple but appropriate means 
to obtain coefficients for a suitable deterministic equation. It is once more stated 
that the modelling conducted in this study was not intended to investigate any 
causal relationship or any direct or indirect effects but to obtain a model(s) that 
can reasonably predict the unknown concentrations where measurement cannot 
take place.  
 
To develop predictive equations from the data simply according to statistical 
criteria (e.g. significance levels), the models may too reliant on the dataset used 
for model fitting. Resulting equations may also be counterintuitive (e.g. implying 
relationships that are inconsistent with the known processes involved), and may 
not be transferable to other data sets or situations (which is clearly a problem if 
the aim is prediction).  For these reasons, the models are built in this chapter in 
a highly supervised way – i.e. by defining clearly in advance (on the basis of 
prior knowledge) what variables should enter the equations, and what the range 
of permissible coefficients might be).  By the same token, model derivation is not 
aimed at getting the best fit to the data, but the best fit within the constraints of 
plausibility.  Equally, the aim is not necessarily to be parsimonious, since 
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including more variables may give the model some robustness.  This, however, 
depends on the degree of uncertainty in the measurement of the predictor 
variables. 
 
In estimating the coefficients in the models, it is intended to use as far as 
possible readily available environmental data from routine monitoring stations.  
This helps provide flexibility if the resultant models are to be deployed in 
population-level studies. Nevertheless, discrepancy between the ambient data 
amongst routine monitoring stations, and that between the routine monitoring 
and locally monitored locations normally occur. This indicates that some forms of 
data transformation should be considered. Therefore, instead of directly applying 
the data obtained from the monitoring stations, in this thesis an attempt is made 
to adapt spatial transformation techniques used in geography, building services 
engineering, and outdoor air studies on indoor air modelling to allow more 
accurate predictions. 
 
Moreover, spatial and temporal variations in indoor air pollution concentrations 
have been previously demonstrated (Chapter 2). In line with those findings, in 
this present study PM concentrations were found to vary substantially both over 
time and between different rooms (Chapter 3). Much of the temporal variation 
was also shown to be systematic in this research, with relatively clear cycles 
being observed both across different hours of the day and days of the week.  In 
the longer term, clear seasonal patterns may also be expected to occur. This 
systematic variation reflects the repeated sequence of ambient conditions, 
including air pollution (e.g. related to the morning and evening rush hour, and 
differences between weekdays and weekends) and local climate (e.g. diurnal 
patterns of temperature, air pressure and wind speed). It can also in part be 
attributed to regular patterns of activities in rooms – governed by work patterns 
in offices, and the rhythms of sleeping, cooking, housework and daily life in 
residential environments. Harmonic regression modelling techniques (Section 
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2.6.3.3, Chapter 2) are therefore proposed to be integrated here to model the 
temporal variations in the ambient concentrations penetrating indoors that may 
not have been detected by determined environment factors and human 
occupancy/activity modelled. Additionally, an attempt to investigate the 
contribution of window opening, as it influences ventilation condition, was also 
carried out. 
 
Model performance for the predictive purpose is, as discussed in Chapter 2, 
normally examined by validating the derivation models with independent 
datasets. The independent data obtained by partitioning, or cross-validation for 
internal validation is useful, but often can inevitably over-estimate model 
performance. With this in mind, the external validation was therefore performed 
on datasets from different locations which represented the same populations 
(i.e. models derived from office A data are validated against data from offices B 
& C). This is done by using bivariate regression, to compare predictions against 
observations, and is not intended to test the coefficients of the individual 
variables within the model. 
 
Using ambient air pollution and meteorological data obtained from routine 
monitoring sites to build the models represents the conditions likely to pertain in 
many research and operational situations, where purpose designed data cannot 
be collected.  A major constraint on the accuracy of these models is likely to be 
the distance between these ambient monitoring sites and the specific building(s) 
being modelled – i.e. poor correlation between conditions at the routine 
monitoring site and the building facade. With this in mind, an exploration was 
conducted by testing Office A models against office C facade data and Home A 
models against home B facade data to examine sensitivity of the models to 
choice of input data. In addition to that, to learn whether the derivation models 
would be transferable to different types of environment, the office models were 
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then tested against home A data whilst the home models were tested against 
office A data. 
 
Further exploration was also carried out to explore if this method of indoor air 
modelling would obtain adequate model fit with an attempt to gain transferability 
by building the models with the data from all survey locations. 
 
4.2 Models and PM concentration datasets  
Two sets of monitoring campaigns were conducted in order to obtain data on 
indoor PM concentrations (as outlined in Chapter 3), for the purpose of 
parameterising and validating predictive models.  In this chapter, due to the 
differences in nature of data between office and home environments, a set of 
four deterministic predictive regression models was developed by using datasets 
for each environment from the first survey to derive coefficients. As a 
consequence of the different size distribution, separate models were also 
developed for each particle size fraction: PM10 (i.e. median diameter between 1 
and 10 !m), fine (1-3.5 !m) and coarse (3.5-10!m), as summarised in Chapter 
3.  This gave a total of 24 model runs, 12 for each individual environment 
assessed. Then, validation was undertaken using data sets from the second 
survey to evaluate model performance.  
 
The PM concentration datasets employed in the process of modelling and 
exploration are summarised in Figure 4.1. The results of derivation, validation 
and testing (i.e. with façade data or different types of environment) are 
presented in each stage of model building, which are: model 1 (environmental 
model), model 2 (occupancy/activity integrated) and model 3 (time model 
integrated).   The modelling and evaluation processes were done using the 
regression modules in SPSS. 
 
Sirinath Jamieson                                                                                                Chapter 4 
158 
 
Figure 4.1: Schematic showing PM datasets employed in model derivation and 
validation.  
 
4.3 Rules for ambient data acquisition and 
transformation 
 
A set of rules was defined for ambient data acquisition and transformation in the 
model building process including: selection of predictor variable, ambient data 
acquisition, transformations of PM concentrations, wind speed and wind 
direction data transformation and inverse distance weighting. It is proposed here 
to integrate existing knowledge in building services engineering as related to 
natural ventilation design to transform wind speed and wind direction data, and 
geographical knowledge to transform to most ambient data, except the wind 
direction, to reflect the data’s spatial variation.  
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4.3.1 Selection of predictor variables 
Predictor variables used in the model building were selected in order to predict 
indoor PM concentrations predominantly originated from traffic. Therefore, 
ambient PM concentrations were selected to be the main predictor variable to 
reflect the ambient source and those from routine monitoring stations were used 
due to the ease of data accessability. Moreover, meteorological factors 
(temperature, wind speed and wind direction) are known to affect dispersion of 
the ambient PM in the outdoor environment and are the main physical 
mechanisms transporting the outdoor PM into indoors (Chapter 2). The 
modelling to predict the outdoor PM to indoor locations through those pollutant 
transportation mechanisms was therefore carried out first. 
 
4.3.2 Ambient data acquisition 
The ambient data used for model derivation and validation include PM10 and 
meteorological conditions (temperature, wind speed and wind direction), which 
can affect ventilation conditions. These data were obtained from routine 
monitoring stations (London Air Quality Network, 2006), selected to optimise the 
availability of data during the survey periods and to be as close as possible to 
the studied sites.  
 
A large number (>70) of routine monitoring sites operate in London, collecting 
data on PM concentrations.  For the purpose of this study, sites were sought 
which would best represent conditions in the studied buildings.  Sites were 
selected not only in terms of proximity but also their direction from the study 
buildings, in order to take account of the predominant wind direction during the 
experimental periods.   On this basis, two sites were selected for obtaining PM 
data, at Kensington and Chelsea 2 (KC2) and Hammersmith and Fulham 2 
(HF2). The monitoring stations used and their location relative to the 
investigated buildings are summarised in Table 4.1 and Table 4.2, respectively.  
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Table 4.1: Routine monitoring stations used in the surveys to obtain ambient data 
Survey Studied 
room 
Routine monitoring 
station 
PM10 Temperature Wind 
speed 
Wind 
direction 
1 Kensington & Chelsea 2 
(KC2), Cromwell Road 
X X   
 Kensington & Chelsea 5 
(KC5), Earl’s Court 
 X   
 Hammersmith & Fulham 2 
(HF2), Brook Green 
X   X 
 Greenwich 12 (GN2) 
Millennium Village 
  X X 
 London Heathrow Airport 
(LHR) 
  X  
 
Offices A, 
B 
Dwelling 
A 
Barnet 2 (BN2), Finchley   X  
2 KC2 X    
 KC5  X   
 HF2 X    
 GN2  X X X 
 LHR    X 
 
Office C 
Dwelling 
B 
BN2   X  
 
Table 4.2 Approximate distance between routine monitoring stations and the 
studied locations 
Distance (metres) Routine monitoring 
station Offices A, B Office C Dwelling A Dwelling B 
HF2 3188 5039 1951 1820 
KC2 522 3925 1052 1823 
KC5 1462 4922 886 631 
LHR 18580 19448 17343 16694 
GN2 13810 14615 15036 15454 
BN2 10505 7207 10357 11775 
 
4.3.3 PM concentrations data transformation 
For each site, average 15-min concentrations were downloaded from the 
London Air Quality Network (2006) website, in .csv format, and then transferred 
into Microsoft Excel files. Data were checked for completeness and consistency, 
and then aggregated into 1-hour average data in SPSS, in which further 
analyses were undertaken.    
 
One hour averaging times were used in these analyses for two main reasons.  
First, the remoteness of the ambient monitoring sites from the study buildings 
meant that allowance had to be made for the travel time of pollutants over the 
intervening distances.  Using a shorter averaging time would have led to 
difficulties in establishing general relationships between indoor and outdoor 
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concentrations.  Second, the quality of the occupancy and time activity data was 
generally considered to be moderate, and applicable only at a scale of about 
one hour. 
  
Histograms of the particle frequency distribution show the skewed nature of the 
ambient PM concentration data. This is in line with distributions commonly found 
in studies of PM from anthropogenic sources. As in previous studies (e.g. 
Beelen et al, 2009, Clougherty et al., 2008, Jerrett et al., 2007), all models in this 
present study were then built using natural logarithms (ln) to transform the 
distribution of ambient air pollution data to a normal distribution. Figure 4.2 
demonstrates an example of the ambient and log-transformed ambient data from 
the routine monitoring station KC2. 
 
Indoor PM data from the field monitoring campaigns (Chapter 3) were screened 
by using box-plots to exclude unusual extreme values. Histograms were likewise 
drawn for the indoor PM data, and these too indicated skewed distributions – 
albeit more so than for the ambient data.  All indoor PM data were therefore log-
transformed prior to the analysis to provide consistency and to avoid predicting 
negative concentrations (Beelen et al., 2009). Figure 4.3 shows the histograms 
of the monitored indoor and log-transformed indoor data from office A and home 
A. As Gonzales et al. (2005) have shown, this means that the models need to be 
interpreted as relative rather than additive in structure: i.e. the effect of each 
predictor variable is proportional to the indoor PM concentration.   
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Figure 4.2: Histograms of ambient PM10 concentrations during 18 August 2004 - 5 
March 2005 obtained from KC 2 monitoring station. 
 
 
 
 
Figure 4.3: Histograms of monitored indoor PM10 in Office A and Home A. 
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4.3.4 Wind speed data transformation 
Wind speed varies substantially over small distances in urban areas, in 
response to perturbations caused by buildings and other surface roughness 
features. Standard models have thus been developed in the past to allow 
approximation of wind speeds at the façade of any building, as an aid to building 
design. This present work is the first attempt to integrate one of these models, 
obtained from BS 5925:1991 (British Standards Institution, 1991), for predictive 
modelling purposes. The standard equation for wind speed calculations in 
building design is:  
 
Equation 4.1 
 
where WH is average wind speed (m s-1) at the building height, H (m); WAMS is 
average wind speed at the urban background weather station (m s-1); and k and 
a are roughness coefficients, depending on the terrain characteristics (Table 
4.3). 
Table 4.3: Terrain coefficients for wind speed calculations (BS 5925:1991) 
Terrain characteristics 
Constants Open, flat country Country with scattered wind breaks Urban City 
k 0.68 0.52 0.35 0.21 
a 0.17 0.20 0.25 0.33 
 
In applying this model here, roughness coefficients were used representing 
‘urban’ terrain. Instead of roof height, building heights were taken as the height 
to the centre of the windows on the façade of each study room (30 metres for 
offices A, B; 1.20 metres for dwelling A; 1.75 metres for office C and 3.20 metres 
for dwelling B). 
 
4.3.5 Wind direction data transformation 
Variation in wind direction over small distances is also pronounced in urban 
areas due to the differences in street canyon characteristics (e.g. Dabberdt et 
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al., 1973, Murena et al., 2009, Vardoulakis et al., 2003). The nearest routine 
monitoring stations available for wind direction data were then selected taking 
this into account (see Table 4.1). 
 
However, the wind direction data obtained from the routine monitoring stations 
do not provide information in relation to each building or room with different 
orientations. It is suggested that the angle relative to the perpendicular from the 
façade should be used for calculating the wind direction (Chartered Institution of 
Building Services Engineers, 2006, British Standards Institution, 1991).  
Therefore, wind direction data either obtained directly from the routine weather 
station or those monitored at the building façade were translated into relative 
wind directions to the building façade, as shown in Figure 4.4 and were 
calculated in Excel from Equation 4.2. 
 
Figure 4.4: Wind directions in relation to building façade 
 
Equation 4.2 
 
where  WDF is relative wind direction (°), 
WD  is wind direction from routine monitoring station (°), 
X is the direction (o) that the room façade faces - 84° for offices A 
and B, 345° for office C, 251° for dwelling A and 96° for dwelling 
B,  
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MIN is the function in Excel programme to obtain the minimum 
values, and   
ABS is the function in Excel programme to obtain the absolute values 
of the data.     
 
4.3.6 Inverse Distance Weighting 
The data on ambient air pollution and meteorology obtained from the routine 
monitoring sites (as summarised in Tables 9.2 and 9.3, Appendices E and F) 
were used to approximate conditions in the locality of the buildings being 
studied. They thus had to be extrapolated from the monitoring sites.  This raises 
two important issues: how to extrapolate spatially (i.e. what function of distance 
to apply) and how to combine (or select between) the data from different 
monitoring stations.  Simply taking data from the nearest monitoring site is 
unlikely to be effective, for abrupt differences in ambient pollution and 
meteorological conditions typically occur, associated with changes in urban land 
cover and topography (e.g. between open areas and street canyons, or the 
leeward and windward side of buildings).  Wind direction can also have a major 
influence on the representivity of different monitoring sites at different target 
locations.  Equally, simple averaging of data from different sites is not to be 
recommended, because the representivity of each site may vary from one 
location to another – and even over time (e.g. as a response to wind direction). 
More intelligent ways of extrapolation are thus required, that take account of the 
representivity of the data.     
 
One way of doing this is through inverse distance weighting (IDW).  This is 
based on the so-called first law of geography (Tobler, 1970): namely that all 
things are related, but that nearer things are more closely related than those 
further apart.  It thus assumes that the nearest monitoring site carries more 
information about conditions at any target location than those situated further 
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away.  The best prediction of conditions at the building façade is consequently 
provided by a (inverse distance) weighted average of the values at surrounding 
monitoring sites.  
 
Different inverse distance functions can be applied for this purpose, depending 
on the assumptions about the degree of localisation of the measured data: e.g. 
linear (1/d), quadratic (1/d2) or higher order polynomials.  Here a quadratic 
function was used: 
 
Equation 4.3 
 
where XF  is the estimated value at building façade F, 
XAMS is the measured value at monitoring site AMS,  
Wd is the inverse distance square function (1/d2), and 
d  is the distance between monitoring site AMS and the study 
building F. 
 
IDW techniques have been widely applied in both ambient air pollution modelling 
(e.g. Beelen et al., 2009, Clougherty, et al., 2008, Marshall, et al., 2009). In this 
research, the techniques were then used to derive estimates of log-transformed 
ambient PM10, temperature, and wind speed. For periods where data were not 
available from one of the two monitoring stations, the non-weighted values from 
the other monitoring stations are used instead.  
 
Figure 4.5 summarises the ambient data and their transformation before 
application for model building and validation. 
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Figure 4.5: Preparation of ambient data 
 
 
4.4 Model 1: Environmental model   
4.4.1 Model 1 development 
At first, the structure of environmental model (model 1) was pre-defined and then 
a two-step selection in SPSS regression procedure was used:  
 
1. to reflect the ambient influences, the transformed ambient PM data were 
applied through forced entry into the regression, 
2. then, the factors influencing ventilation and penetration of outdoor PM to 
indoors (i.e. wind speed, wind direction and temperature), were stepwise 
selected. The criteria for inclusion/removal criteria of p<0.05 and p>0.10, 
respectively, are applied in the stepwise selection throughout the thesis 
where the stepwise regression technique is used.  
 
This process minimises problems of collinearity within the predictor variables 
whilst ensuring that the resulting model remains faithful to the a priori logic. 
Figure 4.6 shows the schematic data and regression procedure used in model 1 
and the general form of the model is expressed in Equation 4.4. 
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Figure 4.6: Data and regression process used for Model 1 
 
 
Equation 4.4 
 
 
 
Where   LnConc1 is the modelled indoor PM concentration (log-
transformed), 
LnAmbPM10  is the log-transformed inverse-distance weighted 
ambient PM concentration for each hour, 
Temp  is the inverse-distance weighted mean temperature 
(degrees Celsius) for each hour, 
WSF  is the inverse-distance weighted mean wind speed at 
the building façade for each hour (WH in Equation 4.1), 
WDF  is the inverse-distance weighted modal wind direction at 
the building façade for each hour, and 
a, b1…b4  are the constant and coefficients derived from the 
regression analysis. 
 
4.4.2 Results: Office Model 1 
4.4.2.1 Office Model 1: Derivation 
 
In the model derivation process developed in this thesis, the indicators of model 
fit used with the natural-log-transformed data are: the adjusted coefficient of 
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determination (adjusted R2), the standard error of the estimate (SEE) and the 
shape of the scattergrams. Line graphs comparing the natural-log-transformed 
modelled and monitored concentrations were also explored. Adjusted R2 is 
applied to assess the fitting amongst the derivation models with different 
numbers of predictor variables and/or sample sizes. It is used in order to avoid 
inflation of the coefficient of determination when using R2 due to more variables 
being added in multiple regression. Unlike R2, adjusted R2 increases only if the 
new variable added improves the model more than would be expected by 
chance. This can be useful when comparing the fitting between models with 
different numbers of predictor variables and/or sample sizes during model 
derivation (Hair et al., 1998, Licht, 1995). However, as with R2, adjusted R2 is 
only an overall measure of the strength of association and does not reflect the 
extent to which any particular variable is associated with the monitored indoor 
concentration. Standard error of the estimate (SEE) is the standard deviation of 
the error term (and is also referred to as the root mean squared error, RMSE, 
which is the square root of the mean square for the residuals in the prediction) 
and can be compared directly amongst the models (i.e. models 1, 2, 3) within 
the same PM size fraction. Comparison between different size fractions is 
carried out by using relative SEE as a percentage of the observed geometric 
mean concentration, because of the differences in the observed mean 
concentrations shown between size fractions. When comparing models, SEE is 
considered the main criterion because the smaller SEE indicates the better 
model providing higher accuracy of the estimation, whilst higher adjusted R2 (or 
R2) only gives better estimation of proportion of variability in observed data set 
explained by the model.  
 
To obtain coefficients in the models for an office environment, monitoring data 
from office A – a single occupant, top-floor office located on the north side of an 
4-storey university building in South Kensington, London (Chapter 3) were used.  
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The office has a single-sided window type with secondary glazing (size 
approximately 2.50 x 0.60 m), orientated at 84o from due north.   
 
Data for model developed comprised of 633 hourly average concentrations, 
covering 26 days, monitored in 4 periods (3 of 3-5 days and 1 of 14 days) during 
August 2004 and March 2005 were applied. The coefficients of the predefined 
predictor variables for those models were then estimated from those data by 
using regression analysis.  
 
As can be seen from Table 4.4, the simple environmental model (Model 1) 
indicates a reasonably good level of model-fit, particularly for the fine fraction 
(Office_F1), with adjusted R2 = 0.55 and a SEE of 0.49 ln µg m-3 (78% of the 
observed geometric mean concentration), and PM10 fraction (Office_P1), with 
adjusted R2 = 0.52 and a SEE of 0.61 ln µg m-3 (59% of the observed mean), 
whilst to a lesser degree for the coarse fraction (Office_C1), with adjusted R2 = 
0.40 and SEE 1.10 ln µg m-3 (429% of the observed mean). Comparing the three 
fractions, model Office_P1 is then considered to provide the best estimation.  
 
The structure of the model is also consistent with expectations. For all three size 
fractions the log-transformed ambient PM10 concentration (LnAmbPM10) is the 
main influencing factor, reflecting 27-30% of the variance in this office 
environment with a positive coefficient of approximately 0.38, 1.11 and 0.58 for 
the fine, coarse and PM10 fraction, respectively. This linear relationship between 
the log-transformed indoor PM concentration (LnFine, LnCoarse, LnPM10) and 
the log-transformed outdoor PM (LnAmbPM10) with its coefficients translates 
into a non-linear increase in indoor PM concentration per unit increase in the 
outdoor PM. For example, indoor fine concentration increases by outdoor PM10 
concentration to the power of 0.38: about 1.5 µg m-3  (0.38 ln µg m-3) indoors for 
a 2.7 µg m-3 (1 ln µg m-3) increase in outdoor concentration, and 2.4 µg m-3 for a 
10 µg m-3 outdoor increase.   
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Table 4.4: Office A model 1 – regression equations and statistics 
Geometric mean (µg/m3) SEE RMSE  Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE        
(ln µg/m3)  (µg/m3) (µg/m3) 
R2 FB 
    LnFine (ln µg/m3)          
Model Office_F1 633 2.1 2.1 Constant -0.552 0.006       
    LnAmbPM10 0.377 0.000 0.267 0.626     
    Temp 0.045 0.000 0.388 0.572     
    WDF -0.006 0.000 0.541 0.495     
    WSF 0.101 0.000 0.550 0.490 1.63    
Validation:  vs. office B data 340 2.6 1.6       1.89 0.370 -0.46 
                   vs. office C data 215 2.4 2.5       2.27 0.002 0.03 
Testing:      vs. office C façade data 25 3.5 2.2       2.09 0.033 -0.48 
                   vs. home A data 819 8.4 2.4       4.17 0.004 -1.11 
    LnCoarse (ln µg/m3)          
Model Office_C1 633 0.7 0.7 Constant -3.493 0.000       
    LnAmbPM10 1.112 0.000 0.277 1.204     
    WDF -0.010 0.000 0.353 1.139     
    Temp 0.041 0.000 0.395 1.102     
    WSF 0.124 0.041 0.398 1.099 3.00    
Validation:  vs. office B data 340 2.1 0.6       4.80 0.333 -1.16 
                   vs. office C data 215 6.4 0.7       11.35 0.218 -1.60 
Testing:      vs. office C façade data 25 14.2 0.9       16.40 0.068 -1.75 
                   vs. home A data 819 12.5 1.0       16.70 0.000 -1.70 
    LnPM10 (ln µg/m3)          
Model Office_P1 633 3.1 3.1 Constant -0.687 0.006       
    LnAmbPM10 0.576 0.000 0.295 0.738     
    WDF -0.007 0.000 0.385 0.689     
    Temp 0.044 0.000 0.510 0.615     
    WSF 0.108 0.002 0.517 0.611 1.84    
Validation:  vs. office B data 340 5.1 2.4       2.50 0.413 -0.71 
                   vs. office C data 215 9.4 3.5       3.91 0.152 -0.92 
Testing:      vs. office C façade data 25 17.9 5.4       3.72 0.018 -1.07 
                   vs. home A data 819 22.5 3.7       7.63 0.000 -1.44 
* Incremental adjusted R2 for adding variables.
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All the meteorological variables are included in the models for all three size 
fractions. As indicated by adjusted R2, temperature and wind direction can add 
around 4%-15% to the relationship, whilst wind speed improves the model-fit 
slightly (up to ca. 1%). When considering the meteorological conditions alone, 
the non-linear (exponential) relationship in the regression equations suggests 
that 1.0 !g m-3 of predicted indoor PM10 concentration, for example, can be 
attributed to temperature varying from -1°C to 1°C, or relative wind speed from 0 
m/s to just under 0.45 m/s, whilst the concentration of approx. 2.7 !g m-3 (1 ln !g 
m-3) will need the contribution from temperature alone at ca. 22.5°C, or relative 
wind speed as high as 9.3 m/s. On the other hand, relative wind direction from 0 
degree to less than 7.0 degrees can contribute to the reduction of 1.0 !g m-3, 
whilst wind direction from 140 to 143 degrees can reduce the indoor PM10 
concentration of ca. 2.7 !g m-3 (1 ln !g m-3). 
 
Temperature and wind speed have positive coefficients while wind direction 
provides a small negative coefficient.  These coefficients are consistent with 
theory.  Increasing temperatures, for example, are not only associated in many 
cases with higher levels of ambient air pollution (at least in summer months 
when this monitoring was done), but also lead to more frequent opening of 
windows, thereby increasing air exchange.  Higher wind speeds similarly act to 
increase ingress of outdoor pollution, both by enhancing resuspension and by 
increasing air pressures around windows.  The negative coefficient for wind 
direction indicates that ingress of air pollution increases as the wind direction 
becomes more ‘head on’ to the building façade – i.e. as it shifts to blow towards 
the window.  There are two reasons to regard this as plausible.  First, positive air 
pressures tend to occur when the wind blows towards the façade, helping to 
open any gaps around windows or doors, and increasing air exchange.  When 
the façade is in the lee of the building, conversely, negative air pressures 
develop, acting to seal vents or draw air out of the building.  Second, winds from 
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the front of the building (i.e. from the east) bring pollution from the adjacent, 
busy Exhibition Road.   
 
Because of the log-transformation of the particulate concentration data, the 
effect of these coefficients varies depending on the underlying (i.e. ambient) PM 
concentration.  In general terms the coefficients can thus be interpreted as 
proportional changes in concentration.  Moreover, the good levels of model-fit 
obtained for office model 1 do not guarantee a good performance in 
predictability of the models. 
 
4.4.2.1 Office Model 1: Validation 
 
In this thesis, performance of the developed predictive models is examined by 
validating the models with independent datasets from different locations from 
derivation datasets. As discussed in Chapter 2, statistical measures used for 
evaluating performance of predictive models differ distinctly from those for 
testing of, or in relation to, model fit in explanatory models. A range of criteria 
and indicators can be used to assess predictive model performance. Amongst 
others, the measures commonly used in model validation, which are: the 
coefficient of determination (R2); fractional bias (FB); the root mean square error 
(RMSE); scattergrams with 1:1 best-fit line; and line graphs, were applied in this 
study to cover both bias and uncertainty issues. The first of these is a relative 
measure providing the degree of predictions of variations in the observed 
concentrations, whilst the FB gives a measure of the degree of under- or over-
prediction. The RMSE gives a measure of the average (absolute) discrepancy 
between predicted and observed concentrations suggesting predictive accuracy 
of the model which is considered superior to the R2 and FB in the comparison of 
model performance. As the observed concentrations found in this study were 
generally relatively low, RMSE was then used instead of NMSE to achieve 
meaningful interpretations, as recommended in the ASTM D 6589-05 (ASTM 
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International, 2000). The metrics were computed using the log-transformed data 
in order to allow for their highly skewed distributions; for RMSE, the results were 
then exponentiated. In addition, graphs of predicted versus observed 
concentrations were plotted, displaying 1:1 relationship to help interpret 
deviations between the model estimates and validation data (Chapter 2).  
 
In order to examine model predictive performance, the models were firstly 
validated against monitored data collected from an adjacent room (office B). 
Monitoring data for office B were available for a total of 340 hours, over the 
period from 11th July 2004 to 23rd March 2005. Then, further validation was done 
by running the models for office C in a different building, 2 km to the north of the 
original monitoring sites.  Data for this office were available for a total of 215 
hours during the period from 2nd to 19th August 2007 (Survey 2).   
 
In office B, the performance of model 1 for all three size fractions is moderate at 
best: RMSE values are quite large, especially when compared to the relevant 
measured geometric mean concentrations (73%, 229% and 49% for the 
monitored mean concentrations for the fine, coarse and PM10 fractions, 
respectively). R2 values (= 0.33-0.41) are rather smaller than the adjusted R2 (= 
0.40-0.55) obtained during model derivation. The fractional biases are also 
negative and larger than 0.25 (as suggested by ASTM, see Chapter 2), 
indicating consistent under-estimation of the measured concentrations. The fine 
fraction provides the smallest overall underestimate, whilst the largest 
underestimate is suggested in the coarse fraction (Table 4.4).  
 
The ‘best’ model amongst these three size fractions is the model for the PM10 
fraction (model Office_P1), which also gave the smallest SEE (= 59% of the 
observed geometric mean) amongst the three size fractions during the derivation 
process: providing RMSE = 49% of the observed geometric mean, R2 = 0.41 
and FB = -0.71.  The negative bias suggests that for all hours, the mean over 
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the predictions is less than the mean over the observations by ca. 71%, which is 
also indicated by the tendency of the points to lie below the Y=X line in the 
scattergrams (Figure 4.7), and, even more clearly, by the separation between 
the line plots in Figure 4.8. The line graph also indicates the model failed to 
predict the concentrations above ca. 1.8 ln µg m-3 (5.8 µg m-3) or below ca. -0.5 
ln µg m-3 (0.6 µg m-3). 
 
Figure 4.7: Scattergrams showing 1:1 best-fit line (Y=X) of predicted (model 
Office_P1) against monitored concentrations (ln µg m-3) in office B 
 
Figure 4.8: Line plots of predicted (model Office_P1) and monitored concentrations 
(ln µg m-3) in office B 
 
In office C, performance of the models is shown to vary, depending on size 
fractions. R2 values indicate poor relationship between the predicted and the 
observed concentrations for the three size fractions. RMSE and FB values 
display a similar pattern to those in office B, where the smallest error is indicated 
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in model Office_P1 (RMSE = 42% of the observed mean) whilst the smallest 
fractional bias is suggested in model Office_F1 (FB = 0.03) (Table 4.4). Although 
FB for the fine fraction is close to 0, unlike in office B, the ability to predict 
variations in the fine fraction is extremely poor. Its predictions appear to be 
completely out of phase with the observations (R2 = 0.002, RMSE= 95% of the 
observed mean) due to cancelling the errors which are also evident in the 
scattergrams (Figure 4.9) and the line graphs (Figure 4.10).  
 
 
Figure 4.9: Scattergrams showing 1:1 best-fit line (Y=X) of predicted (model 
Office_F1) against monitored concentrations (ln µg m-3) in office C 
 
 
Figure 4.10: Line plots of predicted (model Office_F1) and monitored 
concentrations (ln µg m-3) in office C 
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Overall, the results show that the performance of the models varies from one 
office, and one size fraction, to another. It appears that the best result is 
achieved with model Office_P1 in both offices, whereas, model Office_F1 (which 
showed considerably the best correlation during derivation process) does not 
perform that well in comparison in either office.  
 
The reasons for these inconsistencies cannot be adduced with certainty. They 
are unlikely to be due simply to differences in indoor PM emission sources as 
furnishing is similar in all three offices. Likewise the offices are of similar overall 
size and ventilation status. Differences in the local external environment, and the 
ability of the ambient monitoring data to represent these conditions, may be 
important: the environmental models work relatively well when applied to the 
adjacent office (B), but much less so to the more distant office (C).  This may 
reflect not only different distances from the ambient monitoring stations, but also 
the differing building heights.  Offices A and B are both situated on the 4th floor, 
and generally show lower PM concentrations than those found in office C, which 
is located on the ground floor (Chapter 3). In part, however, they may also reflect 
inadequacies in the data.  
 
4.4.2.2 Office Model 1: Transferability with different data 
sources and environments 
 
As discussed in the previous section, these results show that the environmental 
models developed in office A transfer to the other offices to only a limited extent. 
The models have been evaluated by using ambient data from relatively remote 
routine monitoring sites. The question therefore arises of whether the model 
performance would be improved if they are tested with outdoor data from the 
immediate vicinity of the rooms being studied – i.e. from the building façade. 
Furthermore, while it is possible to transfer models to other settings within the 
office environment, the differences in the results raise another question about 
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how well they would transfer between different types of environment. Further 
exploration was therefore undertaken to investigate both of these questions. 
 
The façade data for office environment used were obtained from the monitoring 
campaign in the second survey. However, due to limitations of operation (as 
discussed in Chapter 3), only 25 hours of façade data for both PM 
concentrations and meteorological data were available for office C (11th – 16th 
August 2007). Subsequently, in order to test their transferability to different 
indoor environments, data from the first survey were used.  Office A models 1 
was applied to home A data; data were available for a total of 819 hours (23rd 
September 2004 – 30th January 2005).  
 
The results (Table 4.4) suggest that using façade data in office C seems to 
provide a similar pattern to the routine data with a slight improvement in RMSE 
for all three size fractions (RMSE = 60%, 115%, 21% of the observed means for 
fine, coarse and PM10 fractions, respectively). None of which shows reliable 
estimates of the relationship between the predicted and observed data (R2 = 
0.002-0.07). However, substantial improvement of the R2 value is shown for the 
fine fraction when compared to the routine data. Moreover, except for the fine 
fraction, using the façade data generally provided a comparable FB to those 
obtained from the routine monitoring stations. Further tests on using façade data 
are also carried out for the home models in Section 4.4.3.3. 
 
Caution is clearly needed in interpreting these results, because of the amount of 
data available. However, RMSE values, when compared to the observed means, 
for the office C façade data (N=25) are shown to be similar to those for home A 
data (N=819). The RMSE values for the office models tested with home A data 
are even smaller than those found earlier in the validation results; for the fine 
fraction they are ca. 50% of the observed means, for the coarse fraction ca. 
134%, and for the PM10 fraction about 34%. Unlike the RMSE results, the 
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transfer of models between different types of environment leads to considerably 
poor coefficients of determination (R2 !0.004). This could be due to the 
differences in building surroundings, building characteristics, uses and functions, 
and activities undertaken between the office and home environments. The 
fractional bias for the home data is also strongly negative (FB < -1), indicating 
large under-estimation of the measured concentrations – generally to a larger 
degree than when the office models were validated against offices B and C data. 
The large under-estimation could partially be a consequence of much higher 
overall observed concentrations in home A than those in the office A, from 
where the models derived the coefficients (Table 4.4).  
 
4.4.3 Results: Home Model 1 
4.4.3.1 Home Model 1: Derivation 
 
Models were also built for a residential environment, using monitored 
concentration data from survey 1.  The dwelling comprised a single-room, dual-
occupancy ground-floor flat in the Kensington area of London, about 1.2 km 
from the office A referred to above.  The façade of the room faced 251o from true 
north, but also ran into a small basement-courtyard enclosed between 4-storey 
buildings.  The room was thus more sheltered than the office.  Further details 
and positions of the PM monitors are given in Chapter 3.    
 
The same set of home A data used for testing transferability with different 
environments for the office models 1 (Section 4.4.2.2), were used to derive 
coefficients for the predefined variables in the home model 1. The data set is 
comprised of 819 hourly average data, covering approx. 26 days, monitored in 8 
periods (5 of 2-6 days, 2 of 9-12 days and 1 of 20 days) during 23rd September 
2004 – 30th January 2005 (more details can be found in Table 3.1, Chapter 3). 
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The resulting models for the home environment differ to some degrees from 
those for the office environment. While the basic environmental model (model 1) 
provides reasonably good fit for office A (adjusted R2 = 0.40-0.55, SEE = 0.49-
1.10 ln µg m-3 or 78%, 429% and 59% for the observed fine, coarse and PM10 
mean concentrations, Table 4.4), only a small degree of association is noted 
with the monitored indoor concentrations but reasonably small relative errors are 
shown for home A  (adjusted R2 = 0.03-0.09, SEE = 0.66-1.23 ln µg m-3 or 23%, 
25% and 11% of the monitored means for the fine, coarse and PM10 
concentrations, Table 4.5).  
 
Ambient outdoor PM10 concentrations explain the variation of indoor PM10 
concentrations better than indoor coarse fraction PM, with its contribution being 
considered more-or-less insignificant (p = 0.055). It also reflects as few as 6%, 
1% and 2% of the variance in home A with a positive coefficient of approximately 
0.45, 0.21 and 0.30 for the fine, coarse and PM10 fraction, respectively. The 
coefficient for ambient PM10 is relatively low, implying only a gradual increase in 
indoor PM concentration with rising levels of ambient PM10. Indoor coarse 
concentration, for example, changes by outdoor PM10 concentration to the power 
of 0.21: about 1.2 µg m-3  (0.21 ln µg m-3) indoors for a 2.7 µg m-3 (1 ln µg m-3) 
increase in background concentration, and 1.6 µg m-3 for a 10 µg m-3 outdoor 
increase. Compared to the office environment, the coarse fraction in the home is 
somewhat unresponsive to ambient pollution conditions, partly perhaps because 
of the very sheltered external environment, which is poorly characterised by the 
ambient monitoring station, but partly also because the coarse fraction 
represents only a small proportion in particle distribution of the measured 
ambient outdoor PM10. 
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Table 4.5: Home A model 1 – regression equations and statistics  
Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE        
(ln µg/m3)  
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2 FB 
    LnFine (ln µg/m3)          
Model Home_F1 819 8.4 8.4 Constant 0.482 0.017       
    LnAmbPM10 0.454 0.000 0.059 0.674     
    WSF 0.343 0.000 0.087 0.663 1.94    
Validation:  vs. home B data 100 4.0 7.1       2.02 0.267 0.56 
Testing:      vs. home B facade data 74 4.2 4.0       1.38 0.707 -0.05 
                   vs. office A data 633 2.1 11.9       6.43 0.194 1.40 
    LnCoarse (ln µg/m3)          
Model Home_C1 801 12.6 12.6 Constant 1.269 0.000       
    LnAmbPM10 0.208 0.055 0.011 1.144     
    WDF 0.003 0.001 0.026 1.135     
    Temp 0.039 0.001 0.038 1.128 3.09    
Validation:  vs. home B data 100 11.8 16.6       2.08 0.211 0.34 
Testing:      vs. home B facade data 74 11.7 14.6       1.98 0.210 0.23 
                   vs. office A data 633 0.7 16.0       29.64 0.018 1.83 
    LnPM10 (ln µg/m3)          
Model Home_P1 801 22.7 22.7 Constant 1.941 0.000       
    LnAmbPM10 0.300 0.000 0.020 0.897     
    WDF 0.002 0.005 0.028 0.893     
    WSF 0.219 0.016 0.034 0.891 2.44    
Validation:  vs. home B data 100 16.4 22.9       1.90 0.169 0.33 
Testing:      vs. home B facade data 74 16.5 20.6       1.79 0.197 0.22 
                   vs. office A data 633 3.1 31.7       12.04 0.026 1.65 
* Incremental adjusted R2 for adding variables. 
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Furthermore, unlike the office models, none of the home models has the same 
combination of meteorological variables. Model Home_F1 includes only wind 
speed, while Home_C1 selects wind direction and temperature and Home_P1 
contains wind direction and wind speed. Each meteorological variable only add 
barely 1%-3% to the relationship with indoor concentrations. Particularly for 
Home_C1, the small contributions of the meteorological variables to the 
relationship are fairly similar to that from the outdoor PM10. 
 
Again, with the coefficients obtained, the exponential relationship suggests that 
1.0 !g m-3 of predicted indoor PM10 concentration, for example, can be attributed 
to by relative wind speed varying from 0 m/s to 3 m/s, or relative wind direction 
varying from 0 to 24 degrees; whereas, comparing to the office model, relative 
wind speed at 9.3 m/s can give as low PM10 concentration as 1.2 !g m-3 (0.15 ln 
!g m-3) and relative wind direction at 180 degrees can provide only 1.4 !g m-3 
(0.36 ln !g m-3) of the concentration. Explanation of the positive coefficient of 
wind direction (which is in contrast to that obtained in the office models) probably 
lies in the circumstance that easterly winds bring pollution from the nearby 
Kensington High Street.  Lee eddies may also be set up in the courtyard onto 
which the room faces, giving higher pollutant concentrations outside the room 
under these conditions. 
 
Overall, different effects on the environmental variables between the office and 
home environments are indicated. The reasons for this are not certain. In part it 
is probably due to differences in building characteristics, orientations, locations, 
immediate surrounding and local microclimates at the locations where the 
models were built.  It may also indicate more complex associations between the 
environmental variables themselves and with indoor PM concentrations, which 
lead to antagonism and competition between the variables in the regression 
models, and chance variable selection during model derivation.   Temperature, 
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wind direction and wind speed, for example, do not work wholly in isolation, but 
are to some extent interdependent.  
 
4.4.3.2 Home Model 1: Validation 
 
Home A environmental models were validated to test the transferability of the 
models to another residential environment, using data obtained from survey 2.  
These data derive from a room (dwelling B) situated approximately 1 km 
southwest from dwelling A. The room functioned as a bedroom, and thus 
contained no cooking facilities, but was of a smaller size in relation to dwelling A. 
Data were available for 100 hours during the period 2nd - 19th August 2007.  
 
Performance of home A environmental model is similar between the coarse and 
PM10 fractions, particularly for RMSE and FB values (Table 4.5). While the FB 
values indicate overall a slight over-prediction for all three size fractions, RMSE 
values are 51% of the observed mean for the fine fraction, 18% for the coarse 
fraction and 12% for the PM10 fraction. R2 values are shown to be moderate at 
best, however considerably better correlation is suggested than that for the 
derivation process as indicated by the adjusted R2.  
 
 
Figure 4.11: Scattergrams showing 1:1 best-fit line (Y=X) of predicted (model 
Home_P1) against monitored concentrations (ln µg m-3) in home B 
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Figure 4.12: Line plots of predicted (model Home_P1) and monitored 
concentrations (ln µg m-3) in home B 
   
As with the office models, model P1 is considered the ‘best’ for the home 
environment (as also indicated earlier by the SEE during model derivation). 
However, unlike the office model, the home model provides good RMSE and a 
slight over-prediction but relatively low R2 while failing to predict the 
concentration larger than 3.36 ln µg m-3 and lower than 2.90 ln µg m-3 as 
indicated in the scattergram (Figure 4.11) and line graph (Figure 4.12). The line 
graph also suggests that there may be other factors that systematically influence 
model performance. 
 
4.4.3.3 Home Model 1: Transferability with different data 
sources and environments 
 
As with the office models, the home models were tested against the façade data 
from home B. The façade data were obtained from the second survey for which 
74 hours of data were available during 10th – 18th August 2007. Subsequently, 
home model 1 was run for the office A data, which provided 633 hours of data.  
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Compared to the validation study using routine data, using the façade data 
provided a slight improvement for RMSE values for the coarse and PM10 
fractions (18% to 17% for the coarse fraction and 12% to 11% of the observed 
mean for the PM10 fraction), while considerable improvement from 51% to 33% 
is indicated for the fine fraction. Results for FB and R2 values provide a similar 
story (Table 4.5). Most models tend to slightly overestimate the PM 
concentrations, as indicated by the FB values - with the exception of model F1, 
which produces good estimation of mean concentration.  
 
In line with the office models, use of the façade data results in considerable 
improvement in R2 in the home for the fine fraction compared to those validated 
against the routine data. Whilst R2 for model F1 suggests excellent correlation 
between the predicted and the observed values (R2 = 0.71, which is better than 
the validation to the routine data and better than any other model tested thus far 
in this research), its RMSE is somewhat moderate. However, high R2 does not 
always guarantee good prediction when the RMSE is shown to be just 
moderate, because RMSE indicates how close the individual observed 
concentrations are to the individual predicted values whilst R2 is a relative 
measure of fit.  
 
When tested with office A data, home models 1 transfer poorly to the office 
environment. For all three size fractions, the models provide extremely poor 
performance with RMSE from over 300% to over 4000% of the observed 
geometric mean and R2 = 0.02-0.19, while indicating a large over-estimation of 
the indoor concentrations (FB >1). Again, the poor performance could be due to 
the differences in both external and internal factors between the office and home 
environments. Consequently, the coefficients in home models were obtained 
from generally considerably higher observed concentrations than those in office 
A which can also contribute to an extremely large over-estimation of the 
measured concentrations.  
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From the previous section (Section 4.4), the coefficients for the environmental 
models were obtained from monitoring data in two rooms – office A and dwelling 
A. In each case logical, differences in detail were evident in the resulting models.  
For the office, the models showed stronger responses to the ambient 
environment. While the fine particles represent a large part of the ambient PM10, 
the office models for fine fraction also provided better level of association to the 
monitored indoor concentrations than did those for coarse particles. However, 
substantially poor associations were shown in the home models for all three size 
fractions.   
 
The models with the smallest standard error of estimates during derivation 
process (i.e. model P1) provided the best prediction during validation in both 
office and home environments. Differences in the performance were also 
markedly noticeable between the office and home models in validation.  Overall, 
relative comparison suggests that the home models performed better than the 
office models although the latter showed higher association to the indoor 
concentration. However, what they have in common are the ‘best’ models 
provided by model P1.  
 
Compared to using routine data, using façade data resulted in apparent 
reductions of errors (as indicated by RMSE) for all three size fractions, while 
large improvements of the levels of association and reduced fractional bias for 
the fine fraction were shown in both home and office models. Testing the office 
models in the home suggested comparable RMSE values to those obtained in 
the validations and façade data usage, but virtually no relationships to the indoor 
concentrations and substantial under-predictions were shown. On the other 
hand, testing the home models in the office provided extremely poor RMSE and 
relationships as well as considerable over-predictions for the three size fractions. 
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Generally, the differences of the results between the home and office 
environments can be explained by two main factors.  First, the home was in a 
more sheltered location than the office, sealing it to some extent from the effects 
of ambient air pollution (as measured at the routine monitoring site) and from 
meteorological influences.   Second, the office had relatively hard furnishing, 
was cleaned daily, and had few indoor sources of PM, reducing the contribution 
from indoor sources or from secondary release of deposited PM.         
 
In addition to those, different human activities and the amount of time people 
spend indoors cause variations in levels of particle resuspension consequently 
increasing indoor PM concentration, depending also on the types of particles 
and surfaces, the amount of deposited PM on the surfaces, the accumulation 
period, and room occupancy and activity patterns, as found in the previous 
studies (Section 2.5.2.2, Chapter 2). In those studies, activities with high levels 
of movement, such as cleaning, have been shown to raise the PM 
concentrations, particularly for the larger sizes, more than those with lower 
movements. In this present study, the differences of the results between the fine 
and coarse fractions were also shown prominently, which is in line with both 
theory and literature (Chapter 2). Therefore, in addition to the environmental 
factors, occupancy and activities undertaken are considered for inclusion in 
model 2.  
 
4.5 Model 2: Occupancy/Activity model 
4.5.1 Model 2 development 
As previously discussed, levels of PM concentrations found indoors are not often 
affected only by concentrations from the outdoor source but also those 
originating from indoor sources, such as cooking and smoking, as well as those 
created by resuspension. In this study the indoor source included was cooking 
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with smoking indoors being excluded, since the studies of effects of smoking on 
indoor PM have been extensively done by others (Chapter 2). Room ‘occupancy’ 
and ‘activity’ patterns were included to represent physical mechanisms 
responsible for resuspension effects.  
 
In order to separate the additional influence of human factors from 
environmental factors, the predicted values from model 1 were forced in before 
human factors were stepwise selected. Two, alternative, models were derived to 
reflect different types and quality of behavioural data.  The first (model 2a) used 
simple occupancy data (absent, occupied); the second (model 2b) used data on 
activities (absent, sleeping, sitting, moving, cooking) with only one activity 
applied for each hour (Chapter 3). The schematic data and regression procedure 
used in models 2a and 2b and their general forms are shown in Figure 4.13 and 
in Sections 4.5.1.1 and 4.5.1.2. 
 
 
Figure 4.13: Data and regression procedure used in Model 2 
 
4.5.1.1 Model 2a: Model 1 plus occupancy 
 
Model 2a adds in room occupancy, coded as a binary variable (0 for 
unoccupied, 1 for occupied).  The general form of the model is thus: 
 
Equation 4.5 
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where   LnConc2a is the modelled indoor PM concentration (log-
transformed), 
Occup  is the occupancy status (occupied/unoccupied); and  
a, b1, b2  are the constant and coefficients derived from the 
regression model. 
 
4.5.1.2 Model 2b: Model 1 plus activity 
 
Model 2b provides an alternative, using data on hourly time activity.  Activities 
were offered as dummy variables, coded as 0 (not applicable) or 1 (applicable).  
Four activities were recognised: moving, sitting, sleeping and cooking; all four 
activities were available for residential environments, only the first two for office 
environments.  The general form of model 2b is thus: 
 
Equation 4.6 
 
 
 
where   LnConc2b is the modelled indoor PM concentration (log-
transformed), 
Sleeping, Sitting, Moving and Cooking are binary codes for each of these activities 
for each hour; and 
a, b1…..b5 are again the constant and coefficients derived from the 
regression model. 
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4.5.2 Results: Office Model 2 
4.5.2.1 Office Model 2: Derivation 
 
Incorporation of occupancy or activity data adds little to the model fit (as 
suggested by the adjusted R2 and SEE), particularly for the fine fraction (Table 
4.6). Adding either occupancy (model 2a) or activity (model 2b) provides virtually 
the same results by increasing by only approx. 1% the relationship to the indoor 
fine concentration, whilst 7%-8% were added onto that obtained for the coarse 
and PM10 fractions. Model 2 for PM10 fraction (Office_P2a, Office_P2b) provide 
the best fit amongst the three size fractions (adjusted R2 = 0.59, SEE = 57% of 
the observed mean). 
 
Examining the influence of occupancy through the regression equations, the 
difference of concentrations between when the room was occupied and 
unoccupied is shown to be varied amongst the three size fractions (Table 4.6). 
The coarse particles were shown to be largely affected by occupancy: for each 
hour when the room was occupied, concentrations of 9.23 µg m-3 (2.222 ln µg m-
3) were added above the concentrations in the unoccupied room. In comparison, 
increases of only 1.66 µg m-3 (0.509 ln µg m-3) for the fine fraction and 3.56 µg 
m-3 (1.271 ln µg m-3) for the PM10 fraction were found. This suggests that 
occupancy patterns are far more important in affecting coarse concentrations 
than fine, possibly – as previously stated – as a result of resuspension from 
furnishing and room surfaces. 
 
Furthermore, examining closely the categorised activity when the room was 
occupied, the coarse fraction was again greatly increased when activities 
occurred (7.67 µg m-3 when moving and 16.64 µg m-3 when sitting). Similar to 
the influence of the occupancy, for the fine fraction, as few as 1.70 µg m-3 and 
1.54 µg m-3 were added when moving and sitting, respectively, while moving 
increased 3.35 µg m-3 and sitting added 4.35 µg m-3 for the PM10 concentrations. 
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Table 4.6: Office A model 2 – regression equations and statistics 
Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE            
(ln µg/m3) 
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2 FB 
    LnFine (ln µg/m3)          
Model Office_F2a 633 2.1 2.1 Constant -0.011 0.723       
    Office_F1 0.993 0.000 0.553 0.489     
    Occupancy 0.509 0.000 0.567 0.481 1.62    
Validation:   vs. office B data 200 1.9 1.3       2.17 0.165 -0.34 
                    vs. office C data 215 2.4 2.8       2.13 0.080 0.14 
Testing:       vs. office C facade data 25 3.5 3.5       1.73 0.033 0.00 
                    vs. home A data 547 8.4 3.1       3.41 0.051 -0.93 
             
Model Office_F2b 633 2.1 2.1 Constant -0.011 0.739       
    Office_F1 0.992 0.000 0.553 0.489     
    Moving 0.532 0.000 0.565 0.482     
    Sitting 0.435 0.045 0.567 0.481 2.78    
    LnCoarse (ln µg/m3)         
Model Office_C2a 633 0.7 0.7 Constant -0.078 0.074       
    Office_C1 0.985 0.000 0.401 1.096     
    Occupancy 2.222 0.000 0.479 1.022 2.78    
Validation:   vs. office B data 200 1.9 0.4       6.46 0.280 -1.29 
                    vs. office C data 215 6.4 1.1       7.08 0.437 -1.39 
Testing:       vs. office C facade data 25 14.2 8.0       2.34 0.068 -0.56 
                    vs. home A data 547 14.9 2.3       8.49 0.334 -1.35 
             
Model Office_C2b 633 0.7 0.7 Constant -0.077 0.080       
    Office_C1 0.991 0.000 0.401 1.096     
    Moving 2.037 0.000 0.450 1.050     
    Sitting 2.812 0.000 0.480 1.021 2.78    
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Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE            
(ln µg/m3) 
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2 FB 
    LnPM10 (ln µg/m3)         
Model Office_P2a 633 3.1 3.1 Constant -0.026 0.577       
    Office_P1 0.985 0.000 0.519 0.609     
    Occupancy 1.271 0.000 0.586 0.566 1.76    
Validation:   vs. office B data 200 4.0 1.9       3.05 0.263 -0.72 
                    vs. office C data 215 9.4 4.6       2.91 0.402 -0.69 
Testing:       vs. office C facade data 25 17.9 18.2       1.69 0.018 0.02 
                    vs. home A data 547 24.5 6.2       4.99 0.255 -1.12 
             
Model Office_P2b 633 3.1 3.1 Constant -0.028 0.539       
    Office_P1 0.988 0.000 0.519 0.609     
    Moving 1.208 0.000 0.564 0.580     
    Sitting 1.470 0.000 0.585 0.566 1.76    
* Incremental adjusted R2 for adding variables.
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This possibly reflects the limited effect of everyday office activities on fine PM 
concentrations: the activities recorded here are relatively passive (sitting, 
moving) and are unlikely to generate large amounts of fine PM, especially in a 
relatively clean and largely ‘hard-furnished’ office environment.  
 
It is also indicated that the models conform with the theory reflecting that 
different particle properties and mechanisms affect the fine and coarse particles. 
The coarse particles can be easily disturbed by the movements from room 
occupancy or activities, consequently, resuspended particles increase the 
concentrations in the air in the room. However, sitting was shown counter-
intuitively to have slightly higher influence than moving for the coarse and PM10 
fractions. This could be partially explained by the fact that the monitors were 
placed on the desk(s) where the occupant(s) was sitting and not directly located 
in places where moving (including actions such as walking and other acts of 
moving) that could cause vigorous resuspension of particles. The coefficients for 
the two activities, it should be noted, warn against over-interpreting the 
coefficients. 
 
4.5.2.2 Office Model 2: Validation 
 
On the principle that the simpler model is more robust, since model 2a and 2b 
provide more-or-less the same model fit, model 2a (the simpler of the two) was 
selected as the better of these two models. Consequently, only the office model 
2a is validated against the offices B and C data in this section, and subsequently 
tested to explore its transferability to different data sources and environments in 
the following section (Section 4.5.2.3). 
 
In office B, performance of office model 2a is relatively poor, and considered 
worse than that for model 1, for all three size fractions (Table 4.6). RMSE values 
are substantially larger than those for model 1 (114% compared to 73%, 340% 
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compared to 229%, and 76% compared to 49% of the monitored mean 
concentrations for the fine, coarse and PM10 fractions, respectively). R2 values 
(= 0.16-0.28) are considerably smaller than those for the model 1 (R2 = 0.33-
0.41). The FB values are more-or-less similar to those previously found in the 
environmental model suggesting consistent under-estimation of the measured 
concentrations with the smallest underestimate indicated in the fine fraction.  
 
When model 2a was validated against the office C data, noted improvement was 
found in performance compared to model 1. This was indicated by RMSE, R2 
and FB values (Table 4.6), shown in all three size fractions except the R2 for the 
fine fraction and FB for the coarse fraction. RMSE values were found at 89%, 
111%, 31% of the monitored mean concentrations for the fine, coarse and PM10 
fractions, respectively. The ‘best’ model amongst three size fractions in office C 
is model Office_P2a with RMSE at 31% of the monitored mean concentrations, 
R2 at 0.40 and consistent underestimate (FB = -0.69) which the increased 
performance of Office_P2a compared to Office_P1 is also noticeable on the line 
graph (Figure 4.14). However, model Office_P2a still failed to predict 
concentrations under 1.2 µg m-3 (0.20 ln µg m-3) and over 32.5 µg m-3 (3.48 ln µg 
m-3). 
 
Figure 4.14: Line plots of predicted (models Office_P1, P2a) and monitored 
concentrations (ln µg m-3) in office C 
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4.5.2.3 Office Model 2: Transferability with different data 
sources and environments 
 
As with office model 1, model 2 was then tested against office C façade data 
and home A data. When compared with routine data, results from testing office 
model 2 with the façade data in office C suggest a considerable improvement in 
RMSE and FB, whereas a dramatic decrease in R2 values was apparent for all 
three size fractions (Table 4.6). Model Office_P2a, again, provided the ‘best’ 
prediction amongst the three size fraction, which is in line with that for routine 
data. When comparing the office model 2 with model 1, reasonable improvement 
of RMSE and FB is also shown whilst R2 retains the same values. 
 
When office model 2 was tested with home A data (for which the occupation and 
activity data were limited to 547 hours) it performed surprisingly well compared 
to the validations and the test with façade data in the office environment, 
especially for the coarse and PM10 fractions. For example, RMSE obtained from 
model Office_P2a in home A are 49%, 16% and 9% of the monitored fine, 
coarse and PM10 concentrations, respectively. On the other hand, those for the 
routine data are 114%, 340% and 76% in office B and 89%, 111% and 31% of 
the mean monitored concentrations in office C. The RMSE and R2 in home A 
also indicate better performance than those obtained from using the façade data 
in office C. This indicates that the differences in buildings, surroundings and 
types of environments may not be the only factors influencing the discrepancy of 
model performance. Office models appear to transfer relatively well to home 
environment when occupancy/activity is included. However, as to be expected, 
consistent under-prediction is shown in all three size fractions when office model 
2 was tested with home A data. This could be partially explained by the 
difference between the nature of the data, from which the models obtained the 
coefficients, and that of those the models were tested on. The office models 
were regressed from relatively low concentrations monitored in office A (Min = 
0.3 µg m-3, Max = 131.3 µg m-3, GM = 3.1 µg m-3), whilst being tested with home 
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A data containing general high concentrations (Min = 2.2 µg m-3, Max = 783.5 µg 
m-3, GM = 22.5 µg m-3, Chapter 3). 
 
4.5.3 Results: Home Model 2 
4.5.3.1 Home Model 2: Derivation 
 
Models were constructed in the same way as for the office environment, though 
in this case greater detail was available for activity patterns, including coding of 
four key activities: sitting, moving, sleeping and cooking. Adding occupancy or 
activity patterns appears to greatly improve the fit of the models for all three size 
fractions (Table 4.7). The improvement from model 1 to models 2a and 2b is 
also considerably larger than that for the office models. Unlike the office models, 
for which the improvement by the inclusion of either occupancy or activity data 
was shown to be ca. 1%-8%, adjusted R2 values noticeably differ between 
model 2a (occupancy) and model 2b (activity) for the home models. In the home 
models, incorporating the occupancy data adds 18%-46% to the relationship 
with the indoor concentration, whilst 32%-55% increases are shown when 
activity data were included. Amongst the three size fractions, the highest level of 
association in home A is provided by model 2b for the coarse fraction 
(Home_C2b), whereas that in office A is shown in the models for PM10 fraction 
(Office_P2a and Office_P2b). For Home_C2b, with the overall 55% of coefficient 
of variance increase was found when all activities were included, 16% were 
contributed by sitting, 19% by moving, 14% by cooking and 6% by sleeping. 
Nevertheless, as with the office models, relative error is shown to be smallest for 
the PM10 fraction (SEE for home model 2b = 20.5%, 14%, 7.7% of the observed 
mean fine, coarse, PM10 concentrations).  
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Table 4.7: Home A model 2 – regression equations and statistics 
Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE     
(ln µg/m3)  
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2 FB 
    LnFine (ln µg/m3)          
Model Home_F2a 547 8.4 8.4 Constant -0.564 0.056       
    Home_F1 1.158 0.000 0.051 0.671     
    Occupancy 0.620 0.000 0.233 0.604 1.83    
             
Model Home_F2b 547 8.4 8.4 Constant 0.207 0.418       
    Home_F1 0.803 0.000 0.051 0.671     
    Moving 0.925 0.000 0.114 0.638     
    Sitting 0.745 0.000 0.255 0.595     
    Cooking 1.313 0.000 0.375 0.545 1.72    
Validation:   vs. home B data 100 4.0 8.4       2.61 0.055 0.72 
Testing:       vs. home B facade data 74 4.2 5.4       1.78 0.171 0.27 
                    vs. office A data 633 2.1 9.3       5.08 0.205 1.26 
    LnCoarse (ln µg/m3)          
Model Home_C2a 547 14.9 14.9 Constant -0.656 0.130       
    Home_C1 1.056 0.000 0.002 1.093     
    Occupancy 1.563 0.000 0.466 0.799 2.22    
             
Model Home_C2b 547 14.9 14.9 Constant 0.219 0.589       
    Home_C1 0.725 0.000 0.002 1.093     
    Sitting 1.713 0.000 0.158 1.004     
    Moving 1.996 0.000 0.346 0.885     
    Cooking 2.403 0.000 0.488 0.783     
    Sleeping 0.863 0.000 0.552 0.732 2.08    
Validation:   vs. home B data 100 11.8 34.9       3.21 0.639 0.99 
Testing:       vs. home B facade data 74 11.7 32.8       3.01 0.700 0.95 
                    vs. office A data 633 0.7 9.9       18.74 0.095 1.72 
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Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE     
(ln µg/m3)  
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2 FB 
    LnPM10 (ln µg/m3)          
Model Home_P2a 547 24.5 24.5 Constant -2.142 0.006       
    Home_P1 1.371 0.000 0.018 0.910     
    Occupancy 1.212 0.000 0.418 0.701 2.02    
             
Model Home_P2b 547 24.5 24.5 Constant -0.399 0.438       
    Home_P1 1.003 0.000 0.018 0.910     
    Sitting 1.366 0.000 0.164 0.840     
    Moving 1.625 0.000 0.347 0.743     
    Cooking 2.019 0.000 0.493 0.654     
    Sleeping 0.548 0.000 0.530 0.630 1.88    
Validation:   vs. home B data 100 16.4 40.5       2.70 0.559 0.85 
Testing:       vs. home B facade data 74 16.5 37.5       2.45 0.639 0.78 
                    vs. office A data 633 3.1 22.7       8.70 0.103 1.52 
* Incremental adjusted R2 for adding variables.
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The regression equation likewise reflects those of the constituent size fractions. 
The coefficients for occupancy and activity are all in accord with theory. Whilst 
the coefficient for occupancy for the PM10 fraction is intermediate between that 
for the fine and coarse models, the coarse fraction is again shown to be mostly 
influenced by occupancy factor. Occupancy enters model Home_C2a with a 
coefficient of 1.563, rather lower than that for the office. This means for each 
hour of room occupancy, the coarse PM concentration increases by 4.77 µg m-3 
(1.563 ln µg m-3) compared to unoccupied period. Whereas, only 1.86 µg m-3 
(0.62 ln µg m-3) were added for the fine fraction and 3.36 µg m-3 (1.212 ln µg m-
3) for the PM10 fraction. It is again indicated that the coarse fraction 
concentration increases were mainly due to particle resuspension mechanism 
when the room was occupied. Similar to the occupancy models (model 2a), the 
coarse fraction is also shown to be considerably affected by activities in model 
2b. All four activity variables come into model 2b, with coefficients of 0.863 for 
sleeping, 1.713 for sitting, 1.996 for moving and 2.403 for cooking.   
 
Cooking increases the coarse PM concentration 11-fold, moving increases it 
more than 7-fold, sitting multiplies it 5.5-fold, and even sleeping increases it 2.4 
fold compared to unoccupied periods, reflecting the differing capacity of these 
activities to release particulates from furnishings. The activities related to higher 
movements provide higher concentrations than low movement activities which is 
again conformed with the theory and previous findings from literature (Chapter 
2). Coarse particles are easily resuspended by physical movements. More 
rigorous movements provide higher resuspension of surface-depositing coarse 
particles which consequently increase their concentrations in the air. 
 
Examination of the scattergrams and line graphs for the coarse fraction models 
provides further insight into these models, and the processes affecting coarse 
particle concentrations in the home.  Models Home_C2a and 2b (Figure 4.15) 
show marked separation of the modelled concentrations, essentially reflecting 
Sirinath Jamieson                                                                                                Chapter 4 
200 
the different occupancy or activity statuses.  The implication is that different 
conditions prevail depending on the activity patterns, which are only slightly 
modified by external conditions.  The scattergrams also indicate that the 
regression coefficients from these models need to be treated with care, since the 
data clearly depart substantially from the statistical requirement for conditional 
normality.  That said, these different states are the reality: testing of the 
monitoring data using Analysis of Variance shows a distinct, statistical difference 
between the mean concentrations under each of the five activity conditions.  In 
the small, soft-furnished home environment studied here, occupancy and activity 
are thus seen to be the major determinants of indoor coarse PM concentrations. 
   
 
 
Figure 4.15: Scattergrams of monitored versus modelled (models Home_C2a, 
Home_C2b) coarse PM concentrations (ln µg m-3) in dwelling A 
 
On the whole, room occupancy and activity patterns are seen to be important 
factors, though again their influence varied between home A and office A.  The 
differences seen between these two environments might thus be partly attributed 
to the different nature of human activities within the rooms, as well as room 
furnishing, which provided different opportunities for particle deposition and 
resuspension. Discrepancies in reporting of room occupancy and activity might 
in some instances also have played an important part in the coefficients 
obtained as well as performance of the models. 
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4.5.3.2 Home Model 2: Validation 
 
Model 2b gave a markedly better fit than model 2a; therefore, the former was 
selected for the validation and further tests as well as for further development 
into model 3(b) in Section 4.6.  
 
The validation results (Table 4.7) suggest that performance of model home 2b in 
home B is slightly lower than that of model home 1 for the three size fractions. 
RMSE was obtained at 65%, 27%, 16% of the observed geometric mean 
concentrations for the fine, coarse and PM10 fractions, respectively. R2 values 
considerably increase from model 1 for the coarse and PM10 fractions, whilst that 
for the fine fraction dramatically decreases. A larger overestimate is also shown 
in model 2b for all three size fractions, as suggested by the FB values. This 
again could be partially explained by the sensitivity of data used in regression 
methods due to the different natures of data for derivation and validation. The 
coefficients in model 2b were obtained from home A data, consisting of generally 
high concentrations, but validated against home B data, which present relatively 
low concentrations in comparison.  
 
Although home model 2b appears to perform slightly poorer than home model 1, 
it generally outperforms office model 2a (Table 4.6), particularly for the coarse 
and PM10 fractions. However, in line with the result for the office model, the ‘best’ 
model was shown in the PM10 fraction, which also provided the smallest SEE 
during derivation. It is indicated that the home model 2b can predict the 
concentrations with RMSE at approx. 16% of the monitored mean concentration 
and as high as 56% of the variance accounted for by the model (R2 = 0.56) and 
consistent overestimate (FB = 0.85), which is also suggested in Figure 4.16. The 
model fails to predict the concentrations lower than 13.5 µg m-3 (2.60 ln µg m-3).  
While the data in home B contain only the concentrations when the room is 
occupied, the separation between high movement activities (Sitting and Moving) 
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and low movement activity (Sleeping) is remarkably noticeable (Figure 4.17). 
The marked separation of the predicted concentrations into two distinct groups 
does not only reflects a true difference in concentrations observed during 
different activity phases, but also indicates that the data do not fully satisfy the 
statistical requirements of normality.  The performance measures thus need to 
be interpreted with care. 
 
 
Figure 4.16: Line plots of predicted (model Home_P2b) and monitored 
concentrations (ln µg m-3) in home B 
 
 
Figure 4.17: Scattergrams showing 1:1 best-fit line (Y=X) of predicted (model 
Home_P2b) versus monitored concentrations (ln µg m-3) in home B 
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4.5.3.3 Home Model 2: Transferability with different data 
sources and environments 
 
In order to explore whether home model 2b transfer well to façade data and to 
the office environment, the models were tested against home B façade data and 
subsequently office A data.  
 
With the façade data, slight improvements in RMSE, R2 and FB are shown for all 
three size fractions when compared to the routine data (Table 4.7). Using façade 
data reduces RMSE in home model 2b from 65% of the observed mean to 42% 
for the fine fraction, 27% to 26% for the coarse fraction and 16% to 15% for the 
PM10 fraction. The relationship to the indoor concentrations monitored 
increases from R2 = 0.06 to 0.17, 0.64 to 0.70, and 0.56 to 0.64 for the fine, 
coarse and PM10 fractions whilst the over estimation is reduced (FB 0.72 to 0.27, 
0.99 to 0.95, 0.85 to 0.78, respectively). As can be seen from the results, large 
improvement is shown in the fine fraction, while the ‘best’ prediction is achieved 
in the PM10 fraction, as was the case for home model 1 and office model 2.  
 
However, unlike the office model 2, home model 2 performed poorly with 
considerably large errors, poor relationship with the indoor concentrations, and 
sizeable overestimation when being tested with the data from different types of 
environment. Nevertheless, home model 2 still provided considerable 
improvement to the performance compared to home model 1 when tested 
against the office A data. 
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4.6 Model 3: Time-cycle integrated model 
As can be seen from the previous sections, the influence of occupancy/activity 
on indoor PM concentrations is also prominently demonstrated in model 2 which 
is in line with the survey results (Chapter 3) and the literature (Chapter 2), with 
peak concentrations being monitored when activities involving fast and vigorous 
movements (i.e. dancing, vacuuming, bed-making and cooking) took place. As 
for model 1, the validation and exploration results suggest that both the office 
and home model 2 for the PM10 fraction (model P2) provides ‘best’ performance 
amongst the three size fractions in all locations tested. 
 
For the coarse and PM10 fractions, the results indicate higher influence of 
occupancy/activity than that shown with the fine fraction which conform with the 
theory that the larger particles are more easily resuspended than the small 
particles. Adding occupancy data in office model 2 appears to greatly improve 
model performance in office C and home A, where the adequate 
occupancy/activity records are available. Including activity data into home model 
2 helps considerably improve its relationships to monitored indoor 
concentrations but not prediction performance because of the large over-
estimation that occurred partially due to data sensitivity in regression methods.   
 
In addition to the inclusion of known factors influencing indoor PM 
concentrations in models 1 and 2, there may be other variables, such as events 
or other influences outdoors and that of the unrecorded activities indoors, which 
were possibly not captured by the models. Those events can occur 
systematically in time cyclic patterns and may be possibly modelled by using 
harmonic regression, which is to date only widely used in modelling the time 
cycle patterns in economics and also atmospheric air pollution studies (Chapter 
2). It is, therefore, proposed that possible un-captured time-varying patterns in 
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the monitored data from model 2 are modelled using harmonic regression and 
included in model 3.  
 
4.6.1 Model development   
Beforehand, residuals from model 2 and typical time-cycle trigonometric 
functions were computed and explored. Model 3 was then built by firstly 
regressing the computed residuals against a series of time-cycle trigonometric 
functions, designed to reflect systematic variation between hours of the day 
(daily cycle) and days of the week (weekly cycle) to derive a time model. 
Secondly, the modelled values from model 2 and those from time models were 
stepwise regressed to allow only significant results to be included in the final 
model, model 3 (Figure 4.18).  A further step, afterwards, for the home model 
was also explored, using data on window position, as a proxy for further human 
influence on air exchange conditions. 
 
 
Figure 4.18: Data and regression process used for Model 3 
 
 
4.6.1.1 Model Residual 
 
Analysis of residuals from office model 2a (Figure 4.19) and home model 2b 
(Figure 4.20) shows some systematic variation. There is a slight difference 
between the fine and coarse fractions for the daily residuals and a larger 
difference for the hourly residuals. For the PM10 fraction, both daily and hourly 
residuals are shown in the combination of the fine and coarse fractions. 
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Average residuals from office model 2a show a strong tendency to over-estimate 
(negative residuals) from Fridays to Sundays whilst under-estimation (positive 
residuals) occur from Tuesdays to Thursdays for all three size fractions (Figure 
4.19). On Mondays, the residuals are shown to be slightly positive only for the 
fine fraction, whilst those for the coarse and PM10 fraction are negative. The 
hourly residuals show a double wave-pattern for all three size fractions. For the 
fine fraction, also exhibiting a wave pattern, positive values (under-estimation) 
are shown from midnight to 09:00 with a peak in the early hours of the morning, 
whilst negative residuals are exhibited for the rest of the day with large over-
estimation in the evening. For the coarse fraction, a double-wave diurnal pattern 
is also evident, with peaks in the late morning and early night, and rather more 
subdued periods of over-estimation (negative residuals) in the early hours of the 
morning. For the PM10 fraction, a double-dip is shown in the wave pattern in both 
positive and negative residuals, indicating a combination of the fine and coarse 
fractions. Both daily and hourly residuals, particularly for the coarse and PM10 
fractions, appear to reflect occupancy patterns, where the occupant was working 
in the office only from Tuesdays to Thursdays and normally from 08:00 to 18:00.  
 
In home A, average residuals from model 2b (Figure 4.20) show a strong time 
signal, which also differs from those for the office environment.  For all three size 
fractions, Thursdays stand out with a large negative residual, indicating 
substantial over-estimation of the observed concentrations on that day, whilst 
residuals on Tuesdays and Sundays are noticeably positive, showing that the 
model under-estimates on these days. For the coarse and PM10 fractions, 
residuals on Wednesdays also indicate noticeable overestimates, whereas those 
on Mondays and Fridays suggest marked underestimates. Across the day, there 
is a systematic double-wave pattern, with large negative residuals (over-
estimation) at 06.00-07.00 and positive residuals (under-estimation) in the late 
morning and, substantially, in the period towards midnight, for the three size 
fractions. Similar patterns again are shown between the residuals from the 
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coarse and PM10 fractions, which also reflect a combination of the fine and 
coarse fractions.  To a large extent, these seem to reflect patterns of occupancy 
and activity: the occupants typically arrived home, and ate, late at night, while 
Thursdays were spent almost entirely at work. 
 
 
 
 
Figure 4.19: Daily & hourly PM residuals (ln !g m-3) from office models 2a for the 
fine, coarse and PM10 fractions. 
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Figure 4.20: Daily & hourly PM residuals (ln !g m-3) from home models 2b for the 
fine, coarse and PM10 fractions. 
    
 
4.6.1.2 Time model 
 
In order to take account of any remaining systematic temporal variation in the 
monitored data, the residuals from model 2 were explored by using harmonic 
regression to fit these residuals with trigonometric time cycles. The bivariate 
correlation between the residuals and each time cycle, as well as line plots         
(Figure 4.21 - Figure 4.22, for example), suggested that a typical single or 
combined trigonometric cycle (i.e. sine or cosine harmonic cycles, Fourier cycle) 
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did not fit well with the residuals. Therefore, a combination of those time cycles 
was examined by utilising stepwise regression to select significant time cycles to 
be included in the ‘time model’.  These cycles were transformed from day of 
week and hour of day whilst binary patterns of day versus night and weekend 
versus weekday were not included as their influence already coexists in those 
selected trigonometric cycles.  
 
 
Figure 4.21: Daily & hourly fine PM residuals from model Office_F2a (ln !g m-3) with 
typical trigonometric time cycles. 
 
 
Figure 4.22: Fine PM residuals from model Office_P2a (ln !g m-3) and typical 
trigonometric time cycles. 
 
In the development of the time models, time periods were at first transformed 
into time cycles. At the beginning, for the daily cycle each 24 hours of day were 
coded starting from Hour 0 for 00:00 to Hour 23 for 23:00; for the weekly cycle it 
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began with Monday was coded as 1 and ended with Sunday as 7. Then, each 
coded hour was transformed into a point of time in the daily cycle (24-hour cycle) 
by applying Equation 4.7. The coded days were then converted into the weekly 
cycle (7-day cycle) with Equation 4.8. 
 
Equation 4.7 
 
 
Equation 4.8 
 
 
When tHr is the position of individual hour in a 24-hour time cycle, 
 tDay is the position of individual day in a 7-day time cycle, 
! is equal to 3.14159265,  
Hour is hour of the day (0hr – 23hr), and  
Day is day of the week (Mon = 1, Tue = 2, Wed = 3, Thu = 4, Fri = 5, 
Sat = 6, and Sun = 7). 
 
  
Subsequently, the transformed hours and days were translated into a variation 
of common harmonic cyclic patterns by using trigonometric functions as shown 
in Figure 4.23 and Table 4.8. Lastly, those time patterns were stepwise 
regressed against the residuals from model 2 to derive the time models. 
 
 
Figure 4.23: Trigonometric time cycles for hours of the day and days of the week. 
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Table 4.8: Trigonometric time cycles for developing Time models 
Time Cycle Harmonic Expression 
H1 SIN(tHr/2) 
H2 2*SIN(tHr/2) 
H3 SIN(tHr) 
H4 SIN(tHr) + SIN(2*tHr) 
H5 COS(tHr/2) 
H6 2*COS(tHr/2) 
H7 COS(tHr) 
H8 COS(tHr) + COS(2*tHr) 
H9 (Fourier) SIN(tHr) + SIN(2*tHr) + COS(tHr) + COS(2*tHr) 
D1 SIN(tDay/2) 
D2 2*SIN(tDay/2) 
D3 SIN(tDay) 
D4 SIN(tDay) + SIN(2*tDay) 
D5 COS(tDay/2) 
D6 2*COS(tDay/2) 
D7 COS(tDay) 
D8 COS(tDay) + COS(2*tDay) 
D9 (Fourier) SIN(tDay) + SIN(2*tDay) + COS(tDay) + COS(2*tDay) 
D10 SIN(tDay2) + SIN(4*tDay2) + COS(tDay2) + COS(4*tDay2) 
 
 
4.6.1.3 Time model derivation 
 
Residuals from model 2 were captured by time model representing about 8-15% 
of the variability. Office time model provided better correlation for the fine 
fraction than the coarse and PM10 fractions, whilst the opposite is indicated in 
the home time model. In office A, the best correlation is exhibited in model 
Office_time_F with adjusted R2=0.15 (Table 4.9), whereas that for home A is 
shown in model Home_time_P with adjusted R2=0.15 (Table 4.10).  
 
The regression equations also suggest the noticeable difference in trigonometric 
time cycles selected between office and home time models. Office time models 
include two daily-cycles and one or two hourly-cycles, whilst home time models 
comprise only one daily-cycle but 3 or 4 hourly-cycles (Table 4.9 and Table 
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4.10). This is also reflected in line graphs as demonstrated for example with the 
patterns shown for the best correlated time model for each environment (Figure 
4.24 - Figure 4.29).  
 
Table 4.9: Office A Time model – regression equations and statistics 
PM Size N Model Time cycle Coefficient (b) p *Adjusted 
R2 
*SEE        
(ln µg/m3) 
Fine 633 Office_time_F Constant 0.012 0.528   
   H3 0.185 0.000 0.067 0.464 
   D3 0.214 0.000 0.121 0.450 
   D9 -0.055 0.001 0.135 0.447 
   H7 0.077 0.002 0.147 0.444 
Coarse 633 Office_time_C Constant -0.001 0.982   
   H7 -0.355 0.000 0.029 1.005 
   D7 -0.217 0.000 0.052 0.994 
   D3 0.187 0.001 0.065 0.987 
   H9 0.091 0.004 0.076 0.981 
PM10 633 Office_time_P Constant 0.001 0.951   
   D3 0.170 0.000 0.043 0.553 
   H6 0.085 0.000 0.083 0.541 
   D7 -0.119 0.000 0.103 0.535 
* When the variable was added in each step.  
Table 4.10: Home A Time model – regression equations and statistics 
PM Size N Model Time cycle Coefficient (b) p *Adjusted 
R2 
*SEE     
(ln µg/m3) 
Fine 547 Home_time_F Constant -0.005 0.850   
   H8 0.119 0.000 0.065 0.525 
   H4 -0.139 0.000 0.081 0.520 
   H3 0.132 0.006 0.092 0.517 
   D8 0.064 0.039 0.097 0.516 
Coarse 547 Home_time_C Constant 2.185 0.000   
   H3 0.515 0.000 0.019 0.722 
   H5 -0.562 0.000 0.057 0.708 
   H1 -3.427 0.000 0.064 0.705 
   H7 -1.436 0.000 0.148 0.673 
   D8 0.080 0.048 0.153 0.670 
PM10 547 Home_time_P Constant 1.794 0.000   
   H1 -2.820 0.000 0.021 0.620 
   H7 -1.122 0.000 0.065 0.606 
   H5 -0.498 0.000 0.089 0.598 
   H3 0.420 0.000 0.147 0.579 
   D8 0.075 0.036 0.152 0.577 
* When the variable was added in each step.  
 
Office time model for the fine PM residuals (Office_time_F) appears to capture 
the average residuals from office model 2a relatively well for both daily and 
hourly cycles. The line graphs (Figure 4.24) demonstrate the model replicating 
both positive and negative residuals with peaks, on Tuesday and in the early 
hours of the morning for the positive residuals, and in the evening for the 
negative residuals.  
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Figure 4.24: Daily & hourly fine PM residuals (ln !g m-3) from model Office_F2a and 
modelled residuals from model Office_time_F 
 
 
Figure 4.25: Daily & hourly PM10 residuals (ln !g m-3) from model Home_P2b and 
modelled residuals from model Home_time_P 
 
With different time signals to the office environment, model home_time_P 
reflects the average residuals from model home 2b reasonably well (Figure 
4.25). For daily cycle, the model captured positive residuals for Mondays, 
Tuesdays, Fridays and Sundays and negative residuals on Wednesdays and 
Thursdays but missed the peak shown on Thursdays. For hourly cycle, the 
model again picked up positive residuals around 08:00-13:00 and 20:00-01:00 
and negative residuals for the rest of the time, however, it failed to detect the 
large negative residuals shown at 06.00-07.00. Substantial positive residuals 
shown in the period towards midnight were represented by the model.  The 
differences in those time models (models office_time_F and home_time_P) are 
also demonstrated in their profiles of complete cycle, from Mondays to Sundays 
(Figure 4.26, Figure 4.27). 
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Figure 4.26: Profile of a complete cycle (Monday to Sunday) of time model, 
Office_time_F, for the fine PM residuals (ln !g m-3)  
 
 
Figure 4.27: Profile of a complete cycle (Monday to Sunday) of time model, 
Home_time_P, for the PM10 residuals (ln !g m-3) 
 
The differences between office and home time models could be partially 
explained by the dissimilarities of locations, room characteristics and activity 
patterns between office A and home B. Office A is situated in an exposed 
location, where outdoor PM concentrations from a distance can much easier 
penetrate into the room by way of natural ventilation than would be the case with 
the small-courtyard-facing home A. On the other hand, home A had more 
activities carried out within it than office A and was furnished to a greater degree 
with soft-surfaced furnishes, furniture and long-weave carpet which both 
contributed to higher indoor influences on indoor concentrations due to 
resuspension of surface-depositing large particles (as a result of activities taking 
place). It is consequently implied that different influences of remaining temporal 
variation in the observed indoor concentrations between office A and home A 
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(which conform with the different physical property of small and large particles) 
can be systematically represented by the derived time models to some extent. 
 
 
Figure 4.28: Line plots of fine PM residuals (ln !g m-3) from model Office_F2a and 
modelled residuals from model Office_time_F 
 
 
Figure 4.29: PM10 residuals (ln !g m-3) from model Home_P2b and modelled 
residuals from model Home_time_P 
 
In addition to the spatial variations, temporal variations in monitoring periods 
between office A and home A can be another reason accounting for the different 
time models obtained between the two locations, with outdoor influences being 
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largely on the fine fraction and indoor influence for the coarse fraction.  Due to 
restrictions in access to equipment, the measurement campaigns for office A 
was carried out in Summer, Autumn and Winter, whilst home A was monitored in 
only Autumn and Winter with different monitoring days from office A. 
 
Although both office and home time models seem to fit the average daily and 
hourly residuals relatively well (Figure 4.24, Figure 4.25), they represented only 
ca. 15% of the residuals at best (Table 4.9, Table 4.10). Office_time_F model 
captured some patterns of residuals from office model 2a only within a range 
between -0.30 and 0.45 ln !g m-3 (0.74-1.57 !g m-3), whilst the residuals are 
ranging from -1.06 to 1.64 ln !g m-3 (0.35-5.16 !g m-3). The office time model 
tends to overlook some short-term peaks, for example, in early September and 
deviate from the residuals during 24th–25th February and from 4th March onwards 
(Figure 4.28). Home_time_P also missed out residuals of less than -0.34 ln !g 
m-3 (0.71 !g m-3), and over 0.8 ln !g m-3 (2.23 !g m-3), whereas the negative 
residuals can be as low as -1.73 ln !g m-3 (0.18 !g m-3) and as high as 2.36 ln 
!g m-3 (10.59 !g m-3) (Figure 4.29). This suggests that some influencing 
variables (i.e. seasonal cycles) and unknown factors were not detected by the 
derived time models. 
 
4.6.1.4 Model 3: Model 2 plus time model 
 
After obtaining the time models, the modelled values from model 2 (LnConc2a, 
for office model 2a, and LnConc2b, for home model 2b) and those from time 
models (Office_time for office time model, and Home_time, for home time model) 
were stepwise regressed. The general form of model 3 is: 
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Equation 4.9 
 
 
where   LnConc3 is the modelled indoor PM concentration (log-
transformed), 
Office_time or Home_time is the modelled residuals from time model, and 
a, b1, b2 are the constant and coefficients derived from the 
regression process. 
 
The resulting model was then coded accordingly (i.e. office model 3a or home 
model 3b). An attempt to explore the effects of window opening actions 
reflecting human influence on ventilation was carried out only for home A models 
due to data availability.  The predicted concentrations from model 3 and the data 
on window actions (515 data), coded in 3 categories; window close (=0), partially 
open (=1), and fully open (=2), were regressed against the observed data.  
 
4.6.2 Results: Office Model 3 
4.6.2.1 Office Model 3a: Derivation 
 
In the office environment, the incorporation of time models provides modest 
improvement of model fit for all three size fractions: 4%-7% were added to the 
relationship to the indoor concentrations. Model 3a for the fine and PM10 
fractions (Office_F3a, Office_P3a) offer highest level of association amongst the 
three size fractions with ca. 63% of the variation being related to that for the 
observed concentrations (adjusted R2 = 0.63 with SEE = 74% and 55% of the 
observed mean fine and PM10 concentrations, Table 4.11). The time model for 
the fine fraction provides as high as a 6.5% increase in the relationship between 
modelled and monitored concentrations, while only approx. 1% were added 
when the occupancy/activity was included in the model (Table 4.6). Examination 
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of the line graph (Figure 4.30) also suggests a tendency to miss some short-
term peaks and troughs:  the large peak and trough shown on 23rd August and 
24th February provide examples of this. Apart from that, model F3a generally 
tracks the monitored concentrations relatively well, indicating that it captures the 
main predictive factors, particularly from the time model. 
 
 
Figure 4.30: Line plots of monitored and modelled (model 3a) fine PM 
concentrations (ln µg m-3) in Office A 
 
4.6.2.2 Office Model 3a: Validation 
 
In office B, performance of model 3a is considered worse than that for models 1 
and 2a, for all three size fractions (Table 4.11). RMSE values (116%, 329% and 
76% of the monitored mean concentrations for the fine, coarse and PM10 
fractions, respectively) are similar to those for model 2a, but substantially larger 
than those for model 1. R2 values for the fine and PM10 fractions are also similar 
to those for model 2a but considerably poorer than those for the model 1, whilst 
for the coarse fraction R2 is shown to be of similar value to that found for models 
1 and 2a. Similar FB values to those previously shown in models 1 and 2a are 
found with again the lowest underestimation suggested in the fine fraction.  
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Table 4.11: Office A model 3 – regression equations and statistics 
Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE    
(ln µg/m3) 
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2   FB 
    LnFine (ln µg/m3)         
Model Office_F3a 633 2.1 2.1 Constant -0.006 0.843       
    Office_F2a 1.008 0.000 0.568 0.481     
    Office_time_F 1.001 0.000 0.633 0.442 1.56    
Validation:   vs. office B data 200 1.9 1.3       2.20 0.099 -0.37 
                    vs. office C data 215 2.4 2.7       2.16 0.054 0.09 
Testing:       vs. office C façade data 25 3.5 3.4       1.81 0.030 -0.05 
                    vs. home A data 547 8.4 3.0       3.52 0.073 -0.95 
    LnCoarse (ln µg/m3)         
Model Office_C3a 633 0.7 0.7 Constant 0.132 0.003       
    Office_C2a 0.900 0.000 0.480 1.021     
    Office_time_C 0.526 0.000 0.523 0.978 2.66    
Validation:   vs. office B data 200 1.9 0.4       6.26 0.324 -1.26 
                    vs. office C data 215 6.4 1.1       7.08 0.517 -1.40 
Testing:       vs. office C façade data 25 14.2 8.0       2.46 0.002 -0.56 
                    vs. home A data 547 14.9 2.2       9.00 0.314 -1.39 
    LnPM10 (ln µg/m3)         
Model Office_P3a 633 3.1 3.1 Constant 0.025 0.543       
    Office_P2a 0.978 0.000 0.586 0.565     
    Office_time_P 1.007 0.000 0.630 0.534 1.71    
Validation:   vs. office B data 200 4.0 1.9       3.02 0.200 -0.72 
                    vs. office C data 215 9.4 4.4       3.01 0.403 -0.74 
Testing:       vs. office C façade data 25 17.9 17.8       1.73 0.010 -0.01 
                    vs. home A data 547 24.5 6.1       5.24 0.243 -1.15 
* Incremental adjusted R2 for adding variables.
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In office C, compared to model 2a, the final model does not generally improve 
the performance as indicated by RMSE, R2 and FB values (Table 4.11). RMSE 
values were found at 90%, 111%, 32% of the monitored mean concentrations for 
the fine, coarse and PM10 fractions, respectively, with only a slight improvement 
of the relationship of the variation for the coarse fraction and consistent 
underestimation of the monitored concentrations for all fractions.  
 
For model 3, it is suggested that model for the PM10 fraction (model office P3a) 
provides the ‘best’ performance in offices B and C (Table 4.11). In both offices, 
most office models provide consistent under-estimation of the measured 
concentrations except the models for the fine fraction in office C (Table 4.4, 
Table 4.6, Table 4.11). Moreover, there is a slight difference in nature of the 
results between the two offices which is, for examples, also reflected in the line 
graphs (Figure 4.31) and the scattergrams (Figure 4.32), the predicted 
concentrations of the ‘best’ performing models.  In office B, neither time-
integrated model (model 3a) nor occupancy model (model 2a) offers as good 
performance as environmental model (model 1). The office time model is 
supposed to reflect outdoor incident cycles influencing indoor concentrations 
that may not be captured by model 1 and/or model 2a. Its effects should have 
been shown to be similar between offices A and B, since both offices are 
situated next to each other and their concentrations when monitored at the same 
period during 23rd February – 5th March correlated very well (R2 = 0.76). The 
good agreement between the monitored concentrations in offices A and B during 
that period is also shown in line graphs (Figure 4.33, for example).  
 
However, performance of model 2a was poorer than that of model 1, for which 
poor quality of the occupancy data obtained in office B may play a major part. 
Without adequate occupancy data, very little effects of time models in model 3a, 
which were a result of modelled residuals from model 2a, would be detected. 
Moreover, one other reason which may partially explain the marginal influence of 
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the time models is simply that office A data (N = 633) and office B (N = 340) 
were sharing partial monitoring periods of only 173 hours of data during the 
Winter period monitored. The rest of the monitoring time in office A covered 
Summer and Autumn, whilst in office B monitoring was carried out in different 
periods over Summer, Winter and Spring. It is therefore also possible that time 
cycles of outdoor influence were different between the monitoring periods for the 
two offices.  
 
 
 
Figure 4.31: Line plots of predicted (model Office_P1, P2a, P3a) and monitored 
PM10 concentrations (ln µg m-3) in offices B and C 
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For office C, adding the time model in model 3a did not improve model 
performance either. For the same reason as office B validation results, different 
monitoring periods between offices A and C may contribute to the unimproved 
performance of model 3a. Different location and surrounding buildings between 
these two offices may also influence the results. However, unlike in office B, 
model 2a provided considerable improvement in performance in office C 
indicating the influence of occupancy patterns in the model was recognised 
(Table 4.6, Figure 4.31).  
 
 
Figure 4.32: Scattergrams of predicted (model Office_P3a) versus monitored PM10 
concentrations (ln µg m-3) in offices A and B 
 
 
Figure 4.33: Line plots of monitored indoor PM10 concentrations in offices A and B 
during 23rd February – 5th March 2005 
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4.6.2.3 Office Model 3a: Transferability with different data 
sources and environments 
 
Compared to the validation results for office C routine data, a substantial 
improvement in RMSE (RMSE= 52%, 17% and 10% of the mean monitored 
concentrations for the fine, coarse and PM10 fractions) and FB were shown but a 
noted reduction in R2 were found when the office model 3 was tested with the 
façade data (Table 4.11). As with the routine data, the model for the PM10 
fraction (model office P3a) offered the ‘best’ prediction amongst the three size 
fraction from which the predicted concentrations obtained are shown in Figure 
4.34, along with the predicted values from using routine data.  
 
Results from using façade and routine data for the period that both indoor and 
outdoor façade data were available (N = 25) were further examined. As can be 
seen from the line graphs (Figure 4.34), the predicted concentrations from 
routine data (Office_P3a) follows the peaks and troughs of the monitored indoor 
concentrations with, however, large under-estimates (by over 3.5 fold).  
Meanwhile, the predicted concentrations from façade data (Office_P3a: façade 
data) do not quite follow the pattern of the monitored concentrations, which is 
also reflected in the scattergrams (Figure 4.35). During this period, the 
correlation between the façade and indoor PM10 data (R2 = 0.49) was much 
higher than that between the outdoor routine data and indoor data (R2 = 0.003). 
Nevertheless, for the prediction, variation of the relationship between façade and 
indoor monitored concentrations (R2 = 0.05) is much worse than that for the 
routine data (R2 = 0.14) and even worsen when compared to the result from the 
full period of the routine data (R2 = 0.40).  
 
Moreover, when comparing the results of testing façade data between models 1, 
2 and 3 (Table 4.4, Table 4.6, Table 4.11 and Figure 4.34), no improvement in 
performance was shown in model 3 whilst substantial improvement was only 
found in model 2 (which is again similar to the results from the routine data).   
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Figure 4.34: Line plots of predicted (models Office P1, P2a, and P3a) and monitored 
indoor PM10 concentrations (ln µg m-3) in office C 
 
Figure 4.35: Scattergrams showing 1:1 best-fit line (Y=X) of predicted (Office_P3a) 
versus monitored PM10 concentrations (ln µg m-3) in office C and dwelling A 
 
Figure 4.36: Line plots of predicted (model Office P3a) and monitored PM10 
concentrations (ln µg m-3) in dwelling A 
Sirinath Jamieson                                                                                                Chapter 4 
225 
Unlike testing with the office A façade data, office model 3 exhibits large 
underestimation against home A data as suggested by FB values in Table 4.11. 
Although their RMSE values for the coarse and PM10 are poorer (RMSE = 42%, 
60% and 21% of the mean observed fine, coarse and PM10 concentrations 
respectively), their R2 are far greater than those of the office A façade data for all 
three size fractions. The underestimations and the prediction of the associations 
are also reflected in scattergrams (Figure 4.35) and line graphs (Figure 4.36), for 
example, for the ‘best’ performing model (Office_P3a) amongst the three size 
fractions in this residential environment.  
 
In line with the results of testing façade data and those of the validation in office 
C, for home A adding time-cycle patterns does not improve the performance of 
the model but integrating the occupancy factor does, as suggested by RMSE, R2 
and FB values in Table 4.4, Table 4.6 and Table 4.11.  
 
Overall, using locally monitored ambient data at the office façade seems to fail to 
predict the variation in relation to the observed concentrations. Only when the 
occupancy patterns were included in the models, does it provide relatively good 
estimation for average concentrations over its monitoring period.  However, 
extra caution has to be taken before meaningful interpretations can be made, 
since a relatively small data set was tested. When validating and testing the 
models with routine data, consistent under-prediction can occur in different 
offices and residential environment. This could be partially due to the sensitivity 
of data used in regression modelling to obtain the coefficients for the predefined 
variables in the models. 
 
Moreover, when adequate occupancy data are available, incorporating 
occupancy patterns in the models is found to improve model performance in the 
validation with routine data and the additional tests with façade data, whilst 
increasing transferability of the office model to the residential environment. On 
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the other hand, the time models seem to be extremely sensitive to variation of 
data sources, environment types, as well as specific time scales and possibly 
seasons.  
 
4.6.3 Results: Home Model 3 
4.6.3.1 Home Model 3b: Derivation 
 
Inclusion of time models in the home model modestly improves the model fit for 
all three size fractions by adding ca. 6%-8% to the relationship to the indoor 
concentrations (Table 4.12). The associations between the measured and 
modelled data from model 3 are less than those in the office for the fine and 
PM10 fractions, but better than that for the coarse fraction. Unlike office model 3, 
model 3b for the coarse and PM10 fractions (Home_C3b, Home_P3b) offers 
better fit to the observed concentrations than that for the fine fraction 
(Home_F3b).  Approximately 64% and 62% of the variation (with SEE = 13%, 
7.2% of the monitored mean coarse and PM10 concentrations) are represented 
for the coarse and PM10 fractions, respectively. Only approx. 8% is added to the 
coefficient of determination when the time model is included in both models. This 
is considered noticeably lower than when activity patterns were integrated. For 
example, in model Home_C2b, in which as large as 55% of the coefficient of 
determination was added but the separations of concentrations were clearly 
shown amongst absent, low movement and higher movement activities (Figure 
4.15). Incorporation of the time component into model Home_C3b only helps to 
reduce the SEE by 1% of the observed mean whilst breaking down the divisions 
between the different activities as suggested by the scattergrams (Figure 4.37) 
and reflected in the line graphs (Figure 4.38).  
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Table 4.12: Home A model 3 – regression equations and statistics 
Geometric mean (µg/m3) Model N 
Observed Predicted 
Variable Coefficient (b) p 
*Adjusted 
R2 
*SEE    
(ln µg/m3)  
SEE 
(µg/m3) 
RMSE 
(µg/m3) R
2 FB 
    LnFine (ln µg/m3)          
Model Home_F3b 547 8.4 8.4 Constant 0.196 0.843       
    Home_F2b 0.908 0.000 0.379 0.543     
    Home_time_F 1.048 0.000 0.445 0.513 1.67    
Validation:   vs. home B data 100 4.0 8.8       2.72 0.022 0.76 
Testing:       vs. home B facade data 74 4.2 5.7       1.88 0.103 0.32 
                    vs. office A data 633 2.1 9.0       5.02 0.148 1.25 
             
Model Home_F3c 516 8.4 8.4 Constant -0.153 0.160       
    Home_F3b 1.052 0.000 0.466 0.509     
    Window 0.094 0.023 0.471 0.507 1.66    
Validation:   vs. home B data 100 4.0 9.3       2.87 0.022 0.80 
    LnCoarse (ln µg/m3)          
Model Home_C3b 547 14.9 14.9 Constant 0.360 0.001       
    Home_C2b 0.867 0.000 0.555 0.729     
    Home_time_C 1.124 0.000 0.635 0.661 1.94    
Validation:   vs. home B data 100 11.8 32.1       3.06 0.497 0.93 
Testing:       vs. home B facade data 74 11.7 29.8       2.90 0.486 0.87 
                    vs. office A data 633 0.7 10.1       19.34 0.066 1.73 
    LnPM10 (ln µg/m3)          
Model Home_P3b 547 24.5 24.5 Constant 0.391 0.002       
    Home_P2b 0.880 0.000 0.534 0.627     
    Home_time_P 1.095 0.000 0.615 0.570 1.77    
Validation:   vs. home B data 100 16.4 38.6       2.65 0.460 0.81 
Testing:       vs. home B facade data 74 16.5 36.0       2.47 0.454 0.74 
                    vs. office A data 633 3.1 22.2       8.69 0.055 1.51 
* Incremental adjusted R2 for adding variables.
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Figure 4.37: Scattergrams of monitored versus modelled (model Home_C3b) 
coarse PM concentrations (ln µg m-3) in dwelling A 
 
 
Figure 4.38: Line plots of monitored and modelled (model Home_3b) coarse PM 
concentrations (ln µg m-3) in Home A 
 
Examination of the line graphs also suggests that the model satisfactorily 
identifies the short-term variations in the PM10 concentrations, and picks up most 
of the peaks.  It however fails to detect the short periods of very low 
concentrations (e.g. between 12th and 17th October). Apart from that, model 
Home_3b generally tracks the monitored concentrations relatively well, 
indicating that it captures the main predictive factors. 
 
Superimposed on the environmental and occupancy/activity factors for office A 
and dwelling A are systematic time-variations in indoor concentrations for each 
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day and each week, seen here as hourly and daily cycles, respectively, within 
the residuals from the models.  These probably reflect a combination of routine 
occupancy/activity patterns and a regular cycle of ambient conditions (e.g. 
related to local traffic emissions), over and above the variations picked up by the 
environmental and occupancy/activity variables incorporated in models 1 and 2.  
 
Unfortunately, data on window positions were not collected consistently in the 
surveys, and the range of window positions was limited.  The full effects of 
changes in ventilation due to window opening cannot, therefore, be deduced.  
Based on the data available, a relatively small effect was observed, accounting 
for less than 3% of the variation in the observed fine PM concentrations indoors 
with marginal reduction in SEE, and nothing for the coarser fractions.  This small 
degree of effect might seem surprising, but is no doubt partly because window 
opening tended to occur (and be reported) only when occupants were present. 
Window position is thus strongly correlated with occupancy, confounding the 
relationships with indoor PM concentration. 
 
4.6.3.2 Home Model 3b: Validation 
 
The ‘best’ home model 3 when validated with home B data is indicated in the 
PM10 fraction (model Home_P3b). However, model home 3b appears to fail to 
further improve the performance, particularly for the fine fraction. RMSE were 
obtained at 68%, 26%, 16% of the observed geometric mean concentrations for 
the fine, coarse and PM10 fractions, respectively. R2 were moderately reduced 
from those for model 2, whilst the FB values suggest overestimation more-or-
less in similar degrees to model 2 for all three size fractions (Table 4.12).   
 
As opposed to the derivation results, comparison of the validation results 
between home models 1, 2 and 3 suggests that model 1 appears to provide the 
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smallest errors for all three size fractions, whilst model 2 offers the ‘best’ 
determination of coefficients for the coarse and PM10 fractions. This is also 
revealed in the line graphs of the home models for the PM10 concentrations 
(Figure 4.39), for example. Whilst model Home_P1 does not appear to detect 
the peaks and troughs as models Home_P2b and P3b do, considering the 
RMSE and FB values Home_P1 provides the best prediction amongst these 
three models. Large gaps between the monitored and predicted values present 
in models 2 and 3 in the line graphs suggest consistent over-prediction, which is 
also indicated in the scattergrams (Figure 4.40). As with the derivation results, 
the scattergrams in Figure 4.40 suggest that adding time models helps to 
amalgamate the separation between the different activities (which was 
previously noticed in Figure 4.17).  
 
 
Figure 4.39: Line plots of monitored and predicted (model Home_P1, P2, P3) PM10 
concentrations (ln !g m-3) in dwelling B 
 
Along with the validation and testing results for office models, unimproved 
performance of home model 3 may be attributed by different monitoring periods, 
locations and surrounding buildings between dwellings A and B. The general 
activity cycles in dwelling A, for which the models were built, were probably not 
replicated in the second dwelling, although they are both classified as residential 
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environment. It is then indicated that time models obtained can be over-fitting to 
the derivation data regardless the variation in types of environment. 
 
 
Figure 4.40: Scattergrams showing 1:1 best-fit line (Y=X) of predicted (model 
Home_P3b) versus monitored concentrations (ln !g m-3) in home B 
 
 
4.6.3.3 Home Model 3b: Transferability with different data 
sources and environments 
 
Compared to the routine data, comparatively large improvement is only shown in 
model 3 for fine fraction (RMSE= 45% of the mean monitored fine 
concentrations, R2 = 0.10, FB = 0.32) when tested against the façade data in 
home B. Slightly smaller errors (RMSE= 25% and 15% of the mean observed 
coarse and PM10 concentrations) and less overestimates (indicated by FB 
values) and marginal reduction in R2 (Table 4.12) suggest somewhat negligible 
influence of using façade data over routine data for the coarse and PM10 
fractions.  
 
Sirinath Jamieson                                                                                                 Chapter 4 
232 
 
Figure 4.41: Line plots of predicted (model Home_P3b and Home_P3b with façade 
data) and monitored PM10 concentrations (ln µg m-3) in dwelling B 
 
In line with the validation against routine data, the ‘best’ prediction amongst the 
three size fractions is provided by the model for the PM10 fraction, model 
Home_P3b, (Table 4.12). Examination of the line graphs (Figure 4.41) suggests 
that the predicted concentrations from model Home_P3b using either routine or 
façade data follows the changes over the time of the monitored indoor 
concentrations extremely well. However, relatively large over-estimates are 
present. During this period, for which both indoor and façade data were available 
(N = 74), correlation between the façade and indoor PM10 data (R2 = 0.26) was 
shown higher than that between the routine and indoor data (R2 = 0.15). 
However, the correlations between the predicted and indoor monitored 
concentrations remain similar between using façade (R2 = 0.45) and routine data 
(R2 = 0.40 during this period or R2 = 0.45 for the full period). This again, as with 
the office model 3, indicates a marginal influence on the correlation to the 
monitored data when using façade data instead of routine data.  
 
Furthermore, as with the routine data, comparing the results of using home B 
façade data amongst models 1, 2 and 3, it is indicated that model 1 performs the 
‘best’ prediction for all three size fractions, whereas the ‘best’ determination of 
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coefficients is suggested in model 1 for the fine fraction and model 2 for the 
coarse and PM10 fractions.  
 
When the home model 3 is tested with office A data, as with home models 1 and 
2, extremely poor performance is suggested with enormously large errors 
(RMSE = 239%-280% of the monitored means), poor association with the indoor 
concentrations, and large overestimation (Table 4.12). 
 
From the validation results, it is suggested that predictability of the derived 
models is variable. Reasonably strong correlations between predicted and 
observed concentrations are often obtained in both office and home models, but 
in absolute error terms the models usually perform relatively poorly (particularly, 
for the office model), with generally large over/under-estimations of the 
measured PM concentrations (except for the fine fraction in offices A & B). 
Predictive accuracy also varies between the different size fractions, tending to 
be somewhat better for fine fraction compared to coarse for all office models, 
whilst better for coarse over fine fraction for all home models.  In offices B and 
C, office model can predict the indoor fine concentrations with the errors 73%-
116% of the observed means, for example, but 111%-429% of the observed 
coarse concentrations. Whereas, the home model predicted with errors only 
51%-58% and 18%-27% of the observed fine and coarse fractions, respectively, 
when applied in a different dwelling. Nevertheless, the ‘best’ predictive model is 
shown in the PM10 fraction for both office and home models. Comparing 
environmental model (model 1), occupancy/activity model (model 2) and time-
cycle integrated model (model 3), the ‘best’ prediction is indicated in model 
Office_P2a validated in office C (RMSE = 31% of the observed mean, R2 = 0.40, 
FB = -0.72) and model Home_P2b in home B (RMSE = 16%, R2 = 0.56, FB = 
0.85), whilst in office B the ‘best’ performing model is model Office_P1 (RMSE = 
49%, R2 = 0.41, FB = -0.71).  
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Ostensibly, running the same models with data collected at the building façade 
might have been expected to improve model performance, because it would 
better represent local meteorological conditions and ambient PM supply.  In 
practice, the results varied greatly between the different locations, partially 
perhaps due to the poor correlation between the routine and local (façade) 
monitoring data (Figures F1 and F2, Appendix F). The negative correlation for 
wind direction between the routine and façade sites for office C, for example, 
indicates the variability that can occur in local meteorological conditions, even 
over short distances. As a consequence, use of façade data for the office 
undermined the models and resulted in very poor correlation for all size 
fractions, which is much poorer than that found when the routine data were used 
in validation, particularly for the coarse and PM10 fractions (façade data: R2 = 
0.07 and R2 = 0.02 compared to routine data: R2 = 0.44 and R2 = 0.40 for the 
coarse and PM10 fractions, respectively). However, relatively small absolute 
errors and only marginal overestimate, particularly, for the fine and PM10 
fractions in models 2a and 3a which the ‘best’ model, i.e. Office_P2a (RMSE = 
9% of the observed mean, R2 = 0.02, FB = 0.02) were shown when the façade 
data were used.  At the dwelling, the ‘best’ prediction appears to be provided by 
model Home_P2b (RMSE = 15% of the observed mean, R2 = 0.64, FB = 0.78) 
as with the results from validation with routine data. However, use of façade data 
resulted in somewhat better correlation, apparently because the regression 
coefficients obtained for ambient PM concentrations from the routine data were 
valid at the façade (Figures F3 and F4, Appendix F), whilst the façade data gave 
better representation of conditions outside the room. It is therefore suggested 
that the routine monitoring sites, from which the ambient data were obtained and 
are quite distant from the studied buildings, may not always accurately represent 
variations in local outdoor conditions. This may also consequently attribute to the 
discrepancy of the results between using routine and façade data. 
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Predictability of the models in different types of environment was generally quite 
unsatisfactory and variable between different models and size fractions. 
However, the office model performs reasonably well in home A in term of its 
absolute errors (even better than the validation results in offices B and C) but 
with large overestimates (as with those in offices B and C) for all three size 
fractions whilst providing similar correlations to those found in office B for the 
coarse and PM10 fractions.  On the other hand, performance of the home model 
in office A is constantly poor for all models and fractions with extremely large 
errors and overestimates.  
 
Large over/under-estimations in most results may be attributed to the different 
nature of data between those used for obtaining the coefficients in the models 
and those used for validation or testing. The coefficients were obtained from 
generally considerably higher/lower observed concentrations than those in the 
validation or testing locations.  
 
Overall, the ‘best’ model found in validation and testing is indicated in model 2 
for the PM10 fraction except when home model was tested with office A data. 
Regardless of the types of environments, a number of factors may cause 
inconsistency of the results between model types, size fractions and 
room/location. To a large extent, this could be due to different relationships with 
the outside environment (e.g. room/building orientation, degree of openness of 
immediate locality, ventilation characteristics). It is also perhaps a result of 
different room types/functions, which provide different room characteristics and 
furnishing, and consequently different indoor sources and dust-collecting abilities 
for the respective surfaces in each room. In addition, the relatively 
underperformance in predictability of the models reflects differences in 
occupancy and activity patterns between the locations monitored. Those 
different physical properties of room/building and activities also affect particle 
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concentrations through deposition and resuspension mechanisms differently in 
different size fractions which also contribute to the differences in the results. 
 
Furthermore, although the monitoring campaigns were spread over all four 
seasons, the monitoring datasets used to compile and particularly to validate 
and test the models in this thesis are relatively small. The number of hours for 
the daily cycle and the number of days for the weekly cycle were inevitably not 
equal, due to procedural challenges, so the two sources of variation may not be 
equally represented in the data, or equally well captured in the time models.  
Data on occupancy and activity, and window ventilation patterns were also 
limited, particularly for the office models.   
 
4.7 Model derivation: All-location model  
As can be seen from the previous sections, the models have been built 
separately against the data from monitoring in two rooms – an office and a 
residence for which the model fit in these two rooms was broadly consistent. The 
resulting models as in each case logical, differences in detail were evident for 
which the ‘best’ fit model with smallest errors and good correlation was indicated 
in model 3 for PM10 fraction in both rooms. Subsequently, although the derived 
models gave different results in predictability performance, the ‘best’ model 
found in validation and testing (i.e. with façade data or different types of 
environment) is generally suggested in model 2 for the PM10 fraction. 
Regardless of the types of environments, a number of factors may cause 
inconsistency of the results between model types, size fractions and 
room/location. Therefore, using the same criteria and approach as before, all the 
data from all offices and homes, across both surveys, are used in this section to 
obtain the coefficients in order to explore possible single models that can be 
effectively used in either type of environments. All monitored data from offices A, 
B, C and dwellings A and B are applied to obtain the coefficients for single 
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models for both types of environments. Where the monitoring was carried out in 
offices A and B over the same period (i.e. 23rd–26th and 1st–5th February 2005), 
only data from office A were included because office A had more relatively 
accurate and complete occupancy data than office B. 1,915 hours of data were 
then available for model 1, while slightly smaller data set for 1,521 hours were 
used for models 2 and 3 due to the availability of activity/occupancy data. 
 
4.7.1.1 All location model: Model 1 
 
The environmental model (model 1) for all locations shows intermediate levels of 
model fit between those found in office and home models. Variance in the 
monitored indoor concentrations can be moderately explained by the models 
(adjusted R2 = 0.26-0.33) with variation in standard errors of the estimate 
between three size fractions (SEE = 54%, 106% and 30% for the observed fine, 
coarse and PM10 mean concentrations, Table 4.13), whilst office model offered 
better correlation but larger errors (adjusted R2 = 0.40-0.55, SEE = 78%, 429% 
and 59%, Table 4.4) and home model provided much poorer strength of 
association but smaller errors  (adjusted R2 = 0.03-0.09, SEE = 23%, 25% and 
11%, Table 4.5). Nevertheless, in line with the office and home models, the 
‘best’ fit model is indicated in model P1. 
    
In further examination of the regression equations, ambient PM10 concentration 
is an important determinant, as in most cases in the office and home models 
(with the exception for the coarse fraction in home model), though the effect 
varies between different size fractions (as indicated by the regression 
coefficient). As with the home model, it reflects only small proportion of variance 
of the observed indoor concentrations at ca. 9%, 3% and 4% of the variance for 
the fine, coarse and PM10 fraction, respectively (Table 4.13).   
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Table 4.13: All-location model – regression equations and statistics 
Observed Geometric Mean PM Size N 
(µg/m3) 
Model Predictor Variable Coefficient (b) p *Adjusted R2 *SEE                     (ln µg/m3) 
SEE                     
(µg/m3) 
Fine 1915 4.13 F1 Constant 0.077 0.596    
    LnAmbPM10 0.655 0.000 0.086 0.899  
    WDF -0.006 0.000 0.234 0.823  
    WSF -0.208 0.000 0.262 0.808 2.24 
 1521 3.66 F2a Constant 0.074 0.140    
    F1 0.856 0.000 0.227 0.838  
    Occupancy 0.834 0.000 0.372 0.755 2.13 
   F2b Constant 0.090 0.067    
    F1 0.843 0.000 0.227 0.838  
    Sitting 1.008 0.000 0.282 0.808  
    Moving 0.900 0.000 0.335 0.777  
    Cooking 1.940 0.000 0.383 0.749  
    Sleeping 0.482 0.000 0.403 0.737 2.09 
   F3b Constant 0.024 0.576    
    F2b 0.982 0.000 0.404 0.736  
    Time_F 1.005 0.000 0.445 0.710 2.03 
Coarse 1915 3.95 C1 Constant -0.060 0.819    
    LnAmbPM10 0.737 0.000 0.028 1.726  
    WSF -0.865 0.000 0.242 1.524  
    WDF -0.009 0.000 0.299 1.466  
    Temp 0.060 0.000 0.332 1.432 4.19 
 1521 3.59 C2a Constant -0.519 0.000    
    C1 0.930 0.000 0.365 1.476  
    Occupancy 2.022 0.000 0.583 1.195 3.30 
   C2b Constant -0.515 0.000    
    C1 0.926 0.000 0.365 1.476  
    Moving 2.252 0.000 0.437 1.390  
    Sitting 2.280 0.000 0.519 1.284  
    Sleeping 1.430 0.000 0.562 1.226  
    Cooking 3.294 0.000 0.600 1.171 3.23 
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Observed Geometric Mean PM Size N 
(µg/m3) 
Model Predictor Variable Coefficient (b) p *Adjusted R2 *SEE                     (ln µg/m3) 
SEE                     
(µg/m3) 
Coarse 1521 3.59 C3b Constant 0.032 0.398    
    C2b 0.975 0.000 0.601 1.169  
    Time_C 1.008 0.000 0.645 1.103 3.01 
PM10 1915 9.38 P1 Constant 1.076 0.000    
    LnAmbPM10 0.589 0.000 0.039 1.213  
    WSF -0.511 0.000 0.209 1.100  
    WDF -0.007 0.000 0.283 1.047  
    Temp 0.034 0.000 0.304 1.032 2.81 
 1521 8.52 P2a Constant -0.229 0.002    
    P1 0.898 0.000 0.313 1.073  
    Occupancy 1.462 0.000 0.549 0.869 2.38 
   P2b Constant -0.213 0.003    
    P1 0.890 0.000 0.313 1.073  
    Moving 1.660 0.000 0.395 1.007  
    Sitting 1.689 0.000 0.490 0.925  
    Cooking 2.710 0.000 0.539 0.879  
    Sleeping 0.930 0.000 0.579 0.840 2.32 
   P3b Constant 0.061 0.221    
    P2b 0.972 0.000 0.580 0.838  
    Time_P 1.013 0.000 0.617 0.801 2.23 
* Incremental adjusted R2 for adding variables.
Sirinath Jamieson                                                                                               Chapter 4 
240 
As with the office model, the larger positive coefficient for ambient PM10 is 
shown in model for the coarse fraction than those for the fine and PM10 fractions 
(Table 4.13). With a non-linear relationship between monitored indoor 
concentration and ambient PM10 concentration, for example, for the coarse 
fraction changes of outdoor PM10 concentration to the power of 0.74: about 2.1 
µg m-3  (0.74 ln µg m-3) indoors for a 2.7 µg m-3 (1 ln µg m-3) increase in ambient 
concentration, and 5.5 µg m-3 for a 10 µg m-3 outdoor increase. 
 
Varying effects of the different meteorological variables are also indicated by the 
different model structures between size fractions which also differ from those for 
the office and home models.  Increasing wind speed and degree of relative wind 
direction (i.e. as the wind shifts away from the front of the room) acts to reduce 
indoor PM concentrations for all three size fractions (Table 4.13), whereas, 
increasing wind speed raises the levels of indoor concentrations for all three size 
fractions in office model and for the fine and PM10 fraction in home model. 
Increasing degree of relative wind direction also increases the coarse and PM10 
concentrations in home model. While higher temperature increases the 
concentrations only for the coarse and PM10 fractions in all-location model, in the 
office model the concentrations were enhanced for all fractions and only for the 
coarse fraction in the home model. Each meteorological variable adds ca. 2%-
21% to the relationship with indoor concentrations which is considered larger 
than its contributions to the office and home models. For example, the 
exponential relationship in the regression equations indicates that a reduction of 
approx. 1.0 !g m-3 indoor PM10 concentration can be brought by relative wind 
speed varying from 0 to 0.09 m/s, or relative wind direction varying from 0 to 6.9 
degrees; whilst relative wind speed just under 2 m/s or relative wind direction 
from 140 to 144 degrees can reduce the concentration by 2.7 !g m-3 (1.0 ln !g 
m-3). Meanwhile, ambient temperature varying from -1°C to 1°C can contribute to 
an increased concentration by 1.0 !g m-3, whereas, ambient temperature at 
29.5°C can give rise to an increased concentration by 2.7 !g m-3 (1.0 ln !g m-3). 
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4.7.1.2 All location model: Model 2 
 
Room occupancy and activity patterns are also seen to be important factors in 
the all-location model. Adding the occupancy variable increased 11% of the 
variation in fine PM concentration and 25% for the coarse and PM10 fractions. 
With all activity variables selected in all three size fractions, integrating activity 
variables added 14%, 27% and 28% of the variation for the fine, coarse and 
PM10 fractions to the relationship between the observed and modelled 
concentrations (Table 4.13). Adjusted R2 values obtained are in between those 
found from the office and home models, where adjusted R2 increased by 2%-8% 
for the office model and 15%-51% for the home model. In line with the adjusted 
R2, the standard error of estimates is also shown to be of similar nature where 
the relative error levels are lower than those for the office model but higher than 
the home models. As with the home model, in the all-location model SEE for 
activity-based model, model 2b, (SEE = 57%, 90%, 28% of the observed means 
for the fine, coarse and PM10 fractions) are slightly smaller than those for 
occupancy-based model, model 2a (SEE = 58%, 92% and 30%). Considering 
both SEE and adjusted R2, the ‘best’ model again is indicated in the model for 
the PM10 fraction (model P2b), which is able to explain as much as 59% of the 
variation of the observed concentration with the errors in estimation as low as 
28% of the monitored mean PM10 concentration   (adjusted R2 = 0.58 and SEE = 
0.84 ln g m-3). 
 
Line graphs and scattergrams also suggest a good model fit of the all-location 
model. Unlike the office and home models, no separation between absent and 
occupied or between low and high-movement activities is found for the three 
size fractions in the scattergrams (for example, Figure 4.42). As the line graphs 
(Figure 4.43, for example) show the model picks up most of the peaks, however, 
it fails to detect some troughs (e.g. on 27th August or 24th February).  
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Figure 4.42: Scattergrams of monitored versus modelled fine (F2b) and PM10 (P2b) 
concentrations (ln !g m-3) in all monitored locations 
 
 
Figure 4.43: Line plots of monitored and modelled (P2b) PM10 concentrations (ln 
!g m-3) in all monitored locations 
 
4.7.1.3 All location model: Time model 
 
Since model 2b provided better fit than model 2a, the former was then selected 
for developing the time model and subsequently model 3b. As can be seen in 
Table 4.14, the time model for the all-location model explained only 7%-11% of 
the variation of the residual from model 2b, which is slightly less than that for the 
office and home models. Moreover, different from the office and home models, 
the best correlation time model is shown in the coarse fraction (model Time_C).  
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Differences between trigonometric time cycles selected in the time model for all-
location model (Table 4.14) and those for office and home time models (Table 
4.9 and Table 4.10) are shown in the regression equations for all three size 
fractions. For the fine fraction, amongst 5 time cycles selected in all-location time 
model, only H3 was also included in both office and home time models, whilst 
H8 was shared only with home time model and D3 with office time model. For 
the coarse fraction, only 2 cycles out of 5 were shared; H7 with both office and 
home time models and D3 with office time model. For the PM10 fraction, there 
were more time cycles in common in comparison. 3 out of 4 cycles were also 
present in office and home time cycles (H6 and D3 for office time model, H7 for 
home time model). The differences are also demonstrated in line graphs in 
Figure 4.44 for all-location time model and Figure 4.26 and Figure 4.27 for office 
and home time models, respectively.  
 
Whilst the all-location time models appear to capture the average daily and 
hourly residuals relatively well (Figure 4.45), the modelled estimates are 
somewhat attenuated compared to the residuals with only ca. 11% of the 
residuals at best. This is also reflected in the line graph for the ‘best’ fit model 
(Figure 4.46) which indicates that some unknown factors were not detected. 
 
Table 4.14: All-location Time model – regression equations and statistics 
PM Size N Model Time cycle Coefficient 
(b) 
P *Adjusted 
R2 
*SEE    
(ln µg/m3) 
Fine 1521 Time_F Constant -0.250 0.000   
   D3 0.279 0.000 0.039 0.721 
   H3 -0.124 0.000 0.049 0.717 
   D4 -0.078 0.002 0.054 0.715 
   H8 0.142 0.000 0.057 0.714 
   H1 0.388 0.000 0.065 0.711 
Coarse 1521 Time_C Constant 1.595 0.000   
   H7 -1.401 0.000 0.039 1.146 
   H6 -0.159 0.000 0.064 1.131 
   H2 -1.283 0.000 0.086 1.117 
   D3 0.227 0.000 0.105 1.106 
   D10 0.042 0.029 0.107 1.104 
PM10 1521 Time_P Constant -0.003 0.898   
   D3 0.207 0.000 0.032 0.825 
   H6 -0.094 0.000 0.052 0.816 
   H7 -0.296 0.000 0.064 0.811 
   H8 0.166 0.000 0.083 0.802 
* When the variable was added in each step.  
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Figure 4.44: Profiles of a complete cycle (Monday to Sunday) of time models for 
fine, coarse and PM concentrations (ln µg m-3) from all-location data 
 
 
 
 
 
Figure 4.45: Daily & hourly PM residuals (ln !g m-3) from model 2b and modelled 
residuals from time models Time_F2b, Time_C2b and Time_P2b  
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Figure 4.46: Line plots of coarse PM residuals (ln !g m-3) from model 2b and 
modelled residuals from time model Time_P2b 
 
4.7.1.4 All location model: Model 3 
 
In line with the derivation results for office and home models, model 3 for all-
location model improves its fit to the observed data and the ‘best’ fit model is 
shown for the PM10 fraction (Table 4.13). However, in contrast to the office 
model but similar to home model, models for the coarse PM and PM10 fractions 
show better correlation than the fine fraction. For all three size fractions, 
adjusted R2 values are also similar to those for office and home models, whilst 
SEE values fall in those obtained between the two environments. Model P3b for 
all-location model (adjusted R2 = 0.62, SEE = 26% of the observed mean), for 
example, obtains a slightly better fit than that for the office model (Office_P3a: 
adjusted R2 = 0.63, SEE = 55%) but slightly less well than the home model 
(Home_P3b: adjusted R2 = 0.62, SEE = 7%). The model also detects variations 
in observed concentrations over separate periods and locations of monitoring 
reasonably well (i.e. offices A and B: 11th July – 12th September 2004 and 23rd 
February – 23rd March 2005, dwelling B: 23rd September 2004 – 30th January 
2005, office C and dwelling B: 2nd – 18th August 2007), except for some peaks 
and troughs in each period, as shown on the line graphs in Figure 4.47.  
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Figure 4.47: Line plots of monitored and modelled (P3b) PM10 concentrations (ln 
!g m-3) in all locations monitored 
 
 
Similarity of the results, showing reasonable good fit, between the combined (i.e. 
all-location model) and separate models (i.e. office and home models) are found. 
For the office and home models, models with smaller standard errors of 
estimation during derivation performed better during validation than those with 
larger errors. The ‘best’ fit model in each stage (i.e. models 1, 2 and 3) also 
offered the ‘best’ performance during validation. This implies that the ‘best’ fit 
models, with their coefficients derived from all location data models, may provide 
the ‘best’ predictability performance if the validation is done at a later date. Also, 
since model performance of office and home models appears to be varied, 
variation in model performance seems to be independent from types of 
environment but related to the differences in room characteristics and location, 
occupancy and activity patterns, as well as nature and quality of data. This 
indicates that separate models for different types of environment (i.e. office and 
home) may be not needed for predicting PM concentrations in individual offices 
or bedrooms. 
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4.8 Summary 
• The proposed deterministic models were built with a pre-defined 
structure in accordance with factors involved in the process of outdoor 
pollution penetration into indoor location, main indoor factors influencing 
indoor concentration (i.e. activities involving in indoor source and 
resuspension mechanism), and trigonometric time cycles (Figure 4.48).  
By using the multiple regression technique, the coefficients were 
obtained from the data from monitoring in two rooms – an office (office 
A) and a residence (dwelling A).   
 
  
Figure 4.48: Model-building framework 
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• Variation of the coefficients and variables between the different size 
fractions is found in both office and home models. The fine fraction is 
particularly affected by ambient conditions, probably because it is easier 
for particles in this fraction to penetrate into buildings. Particles in the 
fine fraction can also be suspended in the air longer in the open 
environment and are normally less affected by resuspension than the 
coarse fraction. In contrast, the coarse fraction is especially affected by 
occupancy and activity due to its high potential for resuspension. The 
PM10 fraction represents a combination of both fractions, and is thus 
more complex in terms of the processes and sources involved.  
 
• While the model fit results for office and home models are broadly 
consistent, logical, differences in detail were evident for each model, as 
can be seen from regression equations.  Apart from variation in the 
results between size fractions, the models for the office environment 
also showed stronger responses to the ambient environment, and less 
effect of occupancy or activity patterns than the home. This could be 
due to a number of factors such as building heights, room orientations, 
locations and local external environments, as well as the differences in 
general activity patterns in each location. 
 
• Considering the standard error of the estimate in conjunction with 
adjusted R2, the ‘best’ fit models for the environmental, 
occupancy/activity-based, and time-integrated models are all shown in 
the model for PM10 fraction built from office A, home A and all-location 
data. The ‘best’ estimate for each dataset is indicated in model P3, 
which are model Office_P3a (adjusted R2 = 0.63, SEE = 55% of the 
observed means); model Home_P3b (adjusted R2 = 0.62, SEE = 7%); 
and the all-location model P3b (adjusted R2 = 0.62, SEE = 26% of the 
observed mean concentration). 
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• Though the predictability of the models proposed here clearly varies 
from one size fraction, or one room, to another, the ‘best’ predictive 
performance for both office and home models, which is in line with the 
derivation results, is shown in model for PM10 fraction in most locations 
and situations during validation and testing process. The exception to 
this was when the home model was tested with office A data, for which 
the model for the fine fraction performed better than that for the coarse 
and PM10 fractions, however, this was still with poor performance due to 
considerably large errors and underestimations. Model 3 did not show 
improvements in predictive accuracy, suggesting the limitations of the 
time model, which responded to specific time, locations and situations. 
From the validation results, good prediction is provided by model 
Home_P2b (RMSE = 16% of the observed mean, R2 = 0.56, FB = 0.85). 
R2, RMSE, FB were also calculated from non-log data for possible 
comparison with the results from mass-balance models (Table 4.15). 
 
• Inconsistency of the results shown in both validation with the same 
environments (i.e. office model vs. offices B and C data, home model vs. 
home B data) and testing with different environments (i.e. office model 
vs. home A data, home model vs. office A data) suggests that the 
estimate accuracy and predictability may not depend on variation of 
types of environment (i.e. office or residential). They, however, depend 
on variations in: nature and levels of observed concentration between 
derivation and validation/testing, room/building characteristics, locations 
and orientation, surroundings, occupancy/activity patterns, and periods 
of measurement. Additionally, adequacy of occupancy/activity data may 
play an important part in deriving, validating and testing the models. 
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Table 4.15: Results from the validation against routine and testing with façade data 
   Ln concentration   Concentration    Ln concentration   Concentration    Ln concentration   Concentration 
Model 
N RMSE (µg/m3)     R
2     FB RMSE (µg/m3)     R
2    FB    N RMSE (µg/m3)     R
2     FB RMSE (µg/m3)     R
2     FB    N RMSE (µg/m3)     R
2     FB RMSE (µg/m3)     R
2     FB 
 Office B routine data     Office C routine data    Office C façade data     
Office_F1 340 1.89 0.370 -0.46 2.47 0.267 -0.59 215 2.27 0.002 0.03 3.49 0.000 -0.20 25 2.09 0.033 -0.48 2.82 0.175 -0.47 
Office_C1  4.80 0.333 -1.16 3.79 0.111 -1.21  11.35 0.218 -1.60 21.91 0.205 -1.74  16.40 0.068 -1.75 15.59 0.182 -1.73 
Office_P1  2.50 0.413 -0.71 5.40 0.260 -0.80  3.91 0.152 -0.92 23.18 0.192 -1.22  3.72 0.018 -1.07 15.71 0.102 -1.04 
Office_F2a 200 2.17 0.165 -0.34 1.45 0.049 -0.43  2.13 0.080 0.14 3.29 0.045 -0.08  1.73 0.033 0.00 1.93 0.174 0.02 
Office_C2a  6.46 0.280 -1.29 3.97 0.065 -1.34  7.08 0.437 -1.39 20.55 0.129 -1.38  2.34 0.068 -0.56 8.95 0.170 -0.46 
Office_P2a  3.05 0.263 -0.72 5.07 0.074 -0.84  2.91 0.402 -0.69 21.38 0.190 -0.92  1.69 0.018 0.02 8.58 0.106 0.06 
Office_F3a  2.20 0.099 -0.37 1.51 0.015 -0.47  2.16 0.054 0.09 3.36 0.027 -0.12  1.81 0.030 -0.05 2.11 0.134 0.00 
Office_C3a  6.26 0.324 -1.26 3.93 0.106 -1.33  7.08 0.517 -1.40 20.31 0.177 -1.36  2.46 0.002 -0.56 10.21 0.078 -0.45 
Office_P3a  3.02 0.200 -0.72 5.13 0.060 -0.85  3.01 0.403 -0.74 21.37 0.219 -0.95  1.73 0.010 -0.01 9.86 0.111 0.05 
       Home B routine data     Home B façade data     
Home_F1        100 2.02 0.267 0.56 3.37 0.246 0.47 74 1.38 0.707 -0.05 2.01 0.626 -0.14 
Home_C1         2.08 0.211 0.34 10.74 0.131 0.11  1.98 0.210 0.23 10.22 0.191 -0.01 
Home_P1         1.90 0.169 0.33 11.99 0.121 0.17  1.79 0.197 0.22 11.26 0.144 0.06 
Home_F2b         2.61 0.055 0.72 7.19 0.032 0.73  1.78 0.171 0.27 3.38 0.099 0.25 
Home_C2b         3.21 0.639 0.99 32.63 0.543 0.94  3.01 0.700 0.95 29.02 0.622 0.90 
Home_P2b         2.70 0.559 0.85 35.22 0.504 0.84  2.45 0.639 0.78 29.50 0.581 0.76 
Home_F3b         2.72 0.022 0.76 7.43 0.009 0.76  1.88 0.103 0.32 3.75 0.046 0.30 
Home_C3b         3.06 0.497 0.93 25.90 0.410 0.83  2.90 0.486 0.87 23.81 0.426 0.79 
Home_P3b         2.65 0.460 0.81 33.32 0.370 0.80  2.47 0.454 0.74 29.30 0.385 0.73 
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• Moreover, façade data do not necessary provide better results than 
routine data when the derivation models were tested. Therefore, care is 
needed in using regression models of this form with different input data 
(even if these are theoretically more ‘accurate’), since coefficients 
obtained in models are fitted to specific data sources. This also possibly 
limits their predictability in different studies, areas, time periods or 
datasets. 
 
• Combining data from all monitored locations into single models (i.e. all-
location model) provides reasonably good correlation with explaining 
45%-64% of the variations in the observed data which is close to that for 
the office and home models (R2 = 52-63% and 47-64% of the variations 
in indoor PM concentrations for the office and home respectively). It is 
indicated that the separate model for different types of environment (i.e. 
office or dwelling) may be not necessary. What is probably required for 
deriving a good predictive regression model is to obtain the coefficients 
from a mixture of data, with adequate records of occupancy/activity 
patterns, from a variety of levels of concentrations, room/building 
characteristics, locations and orientation, surroundings, 
occupancy/activity patterns, and periods of measurement including 
seasonal variations. 
     
• Hence, indoor air pollution from ambient contributions might be better 
predicted by more generic models (e.g. based on air exchange 
processes, deposition and resuspension mechanisms). However, the 
models still need to consider room characteristics and occupancy 
patterns. The next chapter explores the feasibility of this approach by 
developing mass-balance models. 
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5 Mass Balance Modelling 
As can be seen from the results presented in Chapter 4, it is indicated that the 
regression-based model developed for different types of environment (i.e. office 
and home environments) is not readily transferrable to different datasets, whilst 
in addition to ventilation, occupancy/activity patterns are important factors 
influencing indoor air pollution levels. In order to be able to apply the models in 
large-scale studies, it appears necessary to develop or apply models with more 
reasonable levels of transferability.  
 
Therefore, the development of models with a more generic approach, such as 
mass-balance models, appears appropriate. This is because they possess a 
major advantage in that they are likely to be more transferable between 
environments because they are explicitly based on physical principles (e.g. air 
exchange processes, deposition mechanisms). However, the limited data 
available for each determinant (i.e. air exchange rate, penetration factor, and 
deposition rate, see Equation 2.9, Chapter 2), to be applied to different locations 
in large-scale studies, remain a major drawback for most mass-balance models. 
As discussed in Chapter 2, most mass-balance models (e.g. Kulmala et al., 
1999, Raunemaa et al., 1989, Schneider et al., 2004) have been used in small-
scale studies which were validated against experimental data and/or constant 
values from literature, without providing adaptation to different 
locations/situations, whilst an attempt to apply the mass-balance model to large-
scale studies (e.g. Dimitroulopoulou et al., 2006, Thornburg et al. 2001) does not 
provide validation. 
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Hence, to provide adequate parameterisation for the well-established mass-
balance models in order to obtain accurate predictions in large-scale studies still 
remains a challenge. In general, most studies have either applied average 
routine monitoring data or local façade data with their mass-balance models. 
Unlike those studies, in this thesis (and this chapter) the attempt is made to use 
generally accessible ambient data to validate the models. This was carried out 
by proposing the use of the IDW-transformed method compared to the façade 
data to predict the indoor PM levels, as undertaken in Chapter 4.  
 
As discussed in Chapter 2, the mass-balance models in previous studies, where 
air exchange rates could not be measured, normally assumed: (1) air exchange 
rates for natural ventilation as a single annually or seasonally constant value, (2) 
one single value for penetration rates for all types of building, and/or (3) a value 
for deposition rate in all locations. In reality, air exchange rates typically fluctuate 
over the time in naturally ventilated buildings depending on building usages, and 
meteorological conditions (Dockery & Spangler, 1981, Özkaynak et al., 1996a). 
Moreover, data for air exchange rates are generally extremely scarce. 
Therefore, this chapter aims to provide a means of estimating air exchange rates 
as frequently as 1-hour intervals in naturally ventilated buildings where actual 
physical measurements cannot be achieved or are otherwise too expensive to 
undertake. Although specifications of mechanical ventilation have been used in 
mass-balance models for the average (seasonal) air exchange rates (Sparks, 
1996), in literature to date, no studies have applied methods used in natural 
ventilation design to estimate air exchange rate. Therefore, this thesis proposes 
that the equations typically used in UK building services engineering design, to 
estimate wind speed at building façade and subsequent air exchange rates for 
natural ventilation, are applied in mass-balance models for predicting hourly 
levels of indoor air pollution.  The integrated influence of wind direction on air 
exchange rates is also explored in the present work. 
Sirinath Jamieson                                                                                               Chapter 5 
 255 
Furthermore, unlike other indoor air mass-balance models, in this study 
penetration factors for different particle size fractions and building characters 
(i.e. leakage vs. airtight buildings) were taken into account, while equations 
generally used in particle physics is proposed to be applied to calculate 
deposition rates, which can be adapted to different locations by considering the 
differences in particles’ physical properties.   
 
To observe the influence of ambient PM, the mass-balance models developed 
are validated against the data from the second survey, where there were no 
indoor emission sources present in the monitored rooms. However, whether 
mass-balance models may help explain satisfactorily variations in concentrations 
due to human activity is still subject to question. Further possibilities that include 
this factor are also explored in this present research.  
  
5.1 Modelling strategy 
Mass-balance models have traditionally been developed to predict variations in 
indoor pollutant concentrations over time, in the absence of indoor sources. 
Basically, they thus simulate the consequences of outdoor air pollution 
penetrating indoors by ventilation, and the fate of the pollutants once indoors 
under the influence of ventilation and deposition.  
 
The basic factors involved in these processes are well established, so the 
principles of mass balance modelling are generally agreed.  The performance of 
the models therefore depends mainly on the selection of the model parameters 
and data inputs.  The primary determinants of indoor PM (originated from the 
outdoor origin) are (of course) ambient concentrations in the environment 
immediately outside the room, meteorological conditions (especially wind speed 
and wind direction), and ventilation conditions (as affected by factors such as 
window size and position, and room volume).  As the regression-based 
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modelling also highlights, however, human occupation of, and activity within, the 
indoor environment also play an important role in determining PM levels, and 
these factors have only rarely been incorporated into mass balance models. In 
this chapter, therefore, a two stage approach is taken to mass-balance 
modelling:  
 
First, a standard form of mass-balance model is developed and tested, taking 
account only of ‘environmental’ factors – i.e. physical determinants of air 
exchange and particle transfer between the outdoor and indoor environments. 
Unlike the regression-based models (the coefficients of which are obtained from 
regression), mass-balance models do not have coefficients but require only 
numeral inputs for each determinant. Each model is parameterised by the 
proposed interdisciplinary methods as previously discussed earlier in this 
chapter. To test transferability between different types of environments, each 
model is validated in office and residential environments (office C and dwelling 
B).  
 
Second, these models are then expanded by incorporating information on 
human activities to suggest a possible high definition hybrid model. However, 
due to data limitations, only estimation of model fit is carried out without 
independent validation. 
 
Mass-balance models depend on the physical properties of the pollutant.  
Therefore, the models derived with proposed parameterisation here take into 
account the main physical mechanisms affecting PM1-10, namely adhesion to 
surfaces, aerodynamic forces and gravitational sedimentation.  A number of 
mass-balance models have been developed in the past, using these same 
principles (Chapter 2). Their performance, however, has been mixed, possibly 
due to the complexity of indoor PM processes, the difficulties in selecting 
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appropriate and widely representative model parameters, and differences 
between parameterisation from one study to another.   
 
In the absence of human activity/occupancy, most studies (e.g. Dimitroulopoulou 
et al., 2006, Schneider et al., 2004, Thornburg et al., 2001) base their models on 
determinants relating to outdoor concentration, building penetration, ventilation 
(or air exchange) and deposition; resuspension is normally neglected.  This is 
mainly because resuspension is considered to have a relatively small influence 
on the levels of indoor PM, particularly when humans are not present. 
 
Whilst ingress of particles from the outdoor environment is thus the dominant 
cause for particle accumulation indoors (when people are absent), deposition 
tends to be the major mechanism for their removal.  Resuspension, particle 
coagulation and phase-changes on the other hand have a relatively small 
influence for the PM10 fraction (taken here to comprise particles between 1 and 
10 µm in diameter). After particles fall onto horizontal surfaces through 
gravitational force, for example, attachment occurs mainly as a result of 
adhesive forces (Figure 5.1).   
 
 
Figure 5.1: Major forces affecting particle deposition on and resuspension from 
floor surface 
 
 
Resuspension occurs when deposited particles are detached by air currents. 
Adhesive forces are proportional to PM diameter, whereas the air current force 
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is proportional to the power of 2 of particle diameter; gravitational, vibrational, 
and centrifugal forces are proportional to the power of 3 (Hinds, 1999). The 
smaller the diameter of PM, therefore, the more difficult it is for them to be 
removed from the surfaces. For example, based on Hinds’ (1999) calculations, 
in the situation where air velocity is 10 m s-1, adhesive forces for particles in this 
size range can be as much as 33-50 times larger than air current forces, whilst 
gravitational forces are negligible in comparison (3x10-6 to 2x10-4 times of air 
current forces). In normal circumstances, air velocity in unoccupied bedrooms or 
offices rarely reaches 10 m s-1; thus, the deposited PM1-10 is unlikely to be 
removed by natural airflow, and resuspension can be assumed to be 
insignificant.  Based on this reasoning, as well as the assumption of well-mixed 
conditions, Equation 2.8 (Chapter 2), can be expressed as follows: 
 
 
Equation 5.1 
 
 
when  Ci is indoor concentration at time t (!g m-3), 
  t is time (h), 
  Co is outdoor concentration at time t (!g m-3), 
! is air exchange rate through natural ventilation and 
infiltration/exfiltration at time t (h-1), 
P is penetration factor, and 
" is deposition rate (h-1). 
 
In order to use the assumption of well-mixed conditions in mass-balance 
models, it is important to know the time period that allows well-mixed conditions 
to occur in a room. Studies on the mixing time of pollutants from a point source 
provide the minimum time scales before the pollutants are well mixed within 
typical (either emptied or furnished) rooms, with times ranging from ca. 2-45 
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minutes depending on conditions of room and ventilation (Baughman et al., 
1994, Drescher et al., 1995, Gadgil et al., 2003, Klepeis, 1999, Richmond-Bryant 
et al., 2006). Given the typical size of most rooms in home or office 
environments, indoor air can often be well mixed within 1 hour. Therefore, when 
modelling at time intervals of 1 hour or more, steady state conditions can 
therefore be safely assumed – i.e. with a constant external concentration. 
Equation 5.1 can then be rewritten as: 
 
 
 
Equation 5.2 
 
 
Derivation of the mass-balance model required the estimation of values for each 
of these model parameters.  
 
5.2 Model development 
Since the predictive performance of mass-balance models depends on their 
parameterisation (i.e. selection of parameters, methods of obtaining parameter), 
a variation of parameterisation for the mass-balance model (Equation 5.2) is 
proposed and investigated here. Throughout this thesis, the phrase “variation of 
parameterisation and data sources in the proposed single mass-balance model” 
is being used as an interchangeable term for ‘model’. For example, the variation 
of the proposed mass-balance model with the air exchange rate (proposed 
parameterisation) is validated with routine ambient data and routine wind speed 
data (explored data source) to predict indoor fine PM concentrations, is called 
‘model Fine_amb25’. 
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As Equations 5.1 and 5.2 imply, air exchange rates are important determinants 
of indoor PM levels.  Two different methods were proposed to estimate air 
exchange rates in this research. The first was based on airflow rates from wind 
speed only, the second explored estimation from wind speed and wind direction. 
Each of these was proposed using routine meteorological data and from 
purpose-made monitoring data at the building façade.   
 
Two different sources of data on ambient PM concentration were applied, one 
from measurements undertaken at the building façade, and the other from the 
nearest routine monitoring stations, which are proposed to be surrogates to the 
façade data. Different PM size fractions were monitored at these different 
locations: PM10 and PM2.5 at the routine sites, and size fractions relating to 1-
3.5µm (referred to here as ‘fine’), 3.5-10µm (coarse) and 1-10µm (PM10) at the 
facade.  A total of 36 different variations of parameterisation and data sources, 
based on different combinations of meteorological and ambient PM data input 
were therefore developed and compared (Figure 5.2, Table 5.1). 
 
 
Figure 5.2: Schematic diagram showing mass-balance models developed in this 
chapter 
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Table 5.1: Proposed variations of parameterisation and data sources in mass-
balance models for fine, coarse, and PM10 fractions. 
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Where   AmbPM10 is ambient PM10 (!g m-3) from routine monitoring 
stations, 
AmbPM2.5 is ambient PM2.5 (!g m-3) from routine monitoring 
stations, 
AmbPM2.5 is AmbPM10 - AmbPM2.5 (!g m-3),  
Finefacade is outdoor fine PM (1-3.5!m) (!g m-3) at the building 
façade, 
Coarsefacade is outdoor coarse PM (3.5-10!m) (!g m-3) at the 
building façade, 
PM10facade is outdoor PM10 fraction (1-10!m) (!g m-3) at the 
building façade, 
!AMS is air exchange rate (h-1), calculated from wind speed 
obtained from routine monitoring stations, 
!AMS_adj is air exchange rate (h-1), calculated from wind speed 
and wind direction, obtained from routine monitoring 
stations, 
!facade is air exchange rate (h-1), calculated from wind speed 
only, monitored at the room façade, 
!facade_adj is air exchange rate (h-1), calculated from wind speed 
and wind direction, monitored at the room façade, 
Pfine is penetration factor for fine PM (1-3.5!m), 
Pcoarse is penetration factor for coarse PM (3.5-10!m), 
PPM10 is penetration factor for PM10 fraction (1-10!m), 
"fine is deposition rate (h-1) for fine PM (1-3.5!m), 
"coarse is deposition rate (h-1) for coarse PM (3.5-10!m), and 
"PM10 is deposition rate (h-1) for PM10 fraction (1-10!m). 
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5.3 Ambient data acquisition and transformation 
for validation 
 
A fundamental principle of mass-balance models is that mass is preserved 
throughout the system as a whole. Predicted concentrations are therefore 
automatically calibrated to the measurements, and should therefore be directly 
transferable between different contexts and environments. For the same 
reasons, the mass-balance models were developed and tested on 1-hour 
average monitored data without the natural-log transformation. 
 
In most studies (Chapter 2), mass-balance models are generally based on 
locally-monitored outdoor concentrations (e.g. at the building façade) for 
validation, whilst probabilistic models use data from routine monitoring stations 
for simulations, without validation.  An attempt was in the present study to 
assess an application of routine data compared with the typical usage of façade 
data. Due to limited data availability, only the data from the 2nd survey were used 
in validation this chapter. Except for the fine fraction, the routine ambient PM2.5 
used were obtained from two routine monitoring stations, Bloomsbury (BL0) and 
Eailing 2 / Acton Town Hall (EA2). For the coarse concentration, the outdoor 
PM2.5-10 data used were calculated from the difference between those for the 
PM10 and PM2.5 fractions. 
 
As discussed in Chapter 4, the inherent problem of using data from remote 
monitoring sites is that they are likely to provide uncertain estimates of 
concentrations at the façade.  The degree of uncertainty is also likely to vary 
depending on the distance of the monitoring site from the building (and its local 
environment) as well as the degree of completeness of the data from the routine 
monitoring stations over the survey period. Therefore, the routine PM and 
meteorological data were transformed by inverse distance weighting (IDW) 
methods to provide estimates of the local conditions.  
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Figure 5.3: Schematic diagram showing process of data preparation and model 
parameterisation 
 
Although IDW transformation has been widely used in outdoor air modelling, it is 
believed that it has not been adopted for use indoor air modelling (either in 
regression-based or mass-balance models) until now. While the IDW PM data 
were applied directly as outdoor concentration (Co), one of the factors in 
Equation 5.2 (detailed models which are shown in Table 5.1), the IDW 
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meteorological data were used as inputs to derive air exchange rate (!). 
Separate penetration factors (P) for different building leakage types and different 
PM size fractions were selectively taken from the literature whilst deposition 
rates (") derived from theoretical calculations undertaken to date in this current 
work are for the first time introduced in outdoor-to-indoor air prediction models 
here. Figure 5.3 summarises a schematic diagram for the process of data 
preparation and model parameterisation. 
 
5.4 Model derivation/parameterisation 
Unlike the general regression-based model, where its equation is built from data 
or coefficients obtained from data for the deterministic regression model, the 
equation in the mass-balance model is determined by laws of Physics and 
parameterisation is key in model derivation. The proposed parameterisation for 
factors in the mass-balance model equation (i.e. air exchange rate, penetration 
factor and deposition rate, Equation 5.2 and Table 5.1) is based on the 
principles that: 
1. the model is to be used with available easily accessible data, and 
2. bring together knowledge from different disciplines into outdoor-to-
indoor air pollution modelling. 
 
5.4.1 Air exchange rate (!) 
As discussed in Chapter 2, natural ventilation with infiltration/exfiltration 
(leakage) affects indoor pollution concentrations.  Together, these can be 
characterised as the air exchange rate: i.e. the frequency (per unit of time) with 
which the air volume is totally replaced. Air exchange rates can vary over time 
depending on rates of airflow between the inside and outside of building, which 
in turn depend on weather conditions, local wind patterns, building 
characteristics and usage. Most previous studies (Chapter 2) have assumed 
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constant air exchange rates. In this chapter, dynamic estimates of air exchange 
rate are used. 
 
As it was not possible to take direct measurements of air exchange rates using 
tracer gas methods in this present work, it is proposed that air exchange rates 
are estimated on the basis of hourly volumetric airflow rate and room volume 
(Equation 2.1, Chapter 2). It is also proposed that volumetric airflow rates (or, 
more simply, ‘airflow rate’) are calculated using the standard formulae provided 
by CIBSE Guide A (Chartered Institution of Building Services Engineers, 2006) 
and BS 5925: 1991 (British Standards Institution, 1991).  These formulae have 
been widely applied in building design in the UK; this, however, appears to be 
the first time that they have been applied in mass-balance models in order to 
predict indoor air concentrations.  
 
The formulae provided in the CIBSE Guide A and BS 5925: 1991 are easy to 
use for calculating airflow rates for natural ventilation in buildings with simple 
layouts. Based on the Power Law and the Orifice Flow Equations, they estimate 
airflow rates due to wind-driven flow only, and temperature differences only for 
simple-layout buildings with opening(s) in one wall only (single-side ventilation) 
or with openings on opposite sides (cross ventilation). As such, they are 
appropriate for the rooms studied in this research (office C and dwelling B), both 
of which comprise simple layouts with single-side ventilation and one opening, 
as is the case for most naturally ventilated office and residential buildings in the 
UK. The CIBSE Guide A also suggested that the volumetric airflow rate should 
be calculated from both wind-induction and temperature-induction formulae and 
the highest value then selected.  Here, however, only that from wind-induced 
ventilation is considered because of the restricted availability of indoor 
temperature data.  
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It is proposed here that to calculate wind-induced volumetric airflow rate for 
buildings with simple-layout and single-side ventilation, data are required on air 
velocity (wind speed) at the building façade. Equation 5.3 and Figure 5.4 provide 
simple, empirically derived formulae for estimating airflow (Chartered Institution 
of Building Services Engineers, 2005, 2006, British Standards Institution, 1991).   
 
Equation 5.3 
  
 
Figure 5.4: Section of a room with single-sided wind-induced ventilation 
 
Where QW is volumetric airflow rate (m3 s-1), 
A is the minimum cross-sectional area perpendicular to the 
direction of airflow passing through the opening (m2), and 
WH is the average wind speed at the building height. 
 
To reflect more explicitly the different contributions to airflow (as created by flow 
through open windows or doors and leakage through diffuse openings in the 
wall), in addition to the opening area the leakage area around openings and the 
building structure itself are proposed to be included in Equation 5.4:   
 
Equation 5.4 
 
 
where Q is volumetric airflow rate at time t (m3 s-1), 
AO is total area of controlled opening perpendicular to the direction 
of airflow passing through the single-side opening (e.g. 
windows, doors, etc.) at time t (m2), 
Sirinath Jamieson                                                                                               Chapter 5 
 268 
L is total leakage area around opening and the building structure 
of the room façade wall where the one-sided opening is located, 
WSF is wind speed at the room façade at time t (m s-1). 
 
The area of openings in each hour (AO) in the study rooms can be approximated 
from the records of window position during the monitoring.  For office C, three 
window positions were recorded (fully open, partially open and closed); AO was 
estimated as 0.7, 0.2 and 0 m2, respectively.  For dwelling B, only two window 
positions (partially open and closed) were reported and AO was estimated as 0.3 
m2 and 0 m2 respectively.  
 
The total leakage area (L) is the sum of all gap areas around the windows and of 
cracks in the external wall structure of the room under study. In this study, an 
average gap width of 1-mm was assumed around the windows, while cracks in 
the structure were assumed to be equivalent to a 0.25-mm crack width around 
the wall edge length and window. L thus equalled 0.007 m2 for office C and 0.01 
m2 for dwelling B. 
 
Where the actual sizes of openings cannot be directly measured, they can be 
approximated using ratios to the area of the façade wall.  This enables the 
model to be readily adapted to different building sizes.  Equation 5.4 is thus 
proposed and rewritten as shown in Equation 5.5: 
 
Equation 5.5 
 
 
where    Afw is the area of façade wall (m2) 
RO is the ratio of the area of the one-side opening to that of the 
room façade wall (window/wall ratio) at time t, and  
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RL is the ratio of total leakage area at the room façade wall to the 
area of the room façade wall (leakage/wall ratio). 
 
On this basis, air exchange rates (!) can be calculated as follows: 
Equation 5.6 
 
where V is room volume (m3). 
 
Equation 5.6 can be applied directly to obtain the air exchange rate from data on 
wind speed at the room façade (!facade) in Table 5.1. When these data are not 
available, data from routine meteorological monitoring stations can be used. In 
this case, air exchange rate (!AMS) (Table 5.1) is calculated from the IDW-
transformed wind speed at the building façade (WSF), as used in Chapter 4, for 
WSF.  
 
Logically, it is not only the wind speed that has an effect on airflow between 
indoors and outdoors: wind direction also has an effect by influencing air 
pressure at the building facade. To allow for this, Equation 5.6 needs to be 
further modified.  For this reason, a wind direction coefficient (KWD) has been 
developed here.  This was done by exploring different transformations of relative 
wind direction (WDF), – i.e. the wind direction relative to the façade – and finding 
the one which optimised predictions of monitored indoor PM concentration in the 
studied rooms.  The resulting cosine transformation (Equation 5.7, Figure 5.5) 
gives a value of 1.0 when the wind blows perpendicular to the building façade 
(WDF = 0°), and 0.5 when it blows away from the façade (WDF = 180°).  
 
Equation 5.7 
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where KWD is wind direction coefficient, and WDR is radian of relative wind 
direction, which is = WDF * !/180. 
 
Figure 5.5: Relationships between wind direction coefficient (KWD) and relative wind 
direction  
 
Subsequently, the proposed adjusted air exchange rate as a result of both wind 
speed and wind direction can be written as:  
 
Equation 5.8 
 
 
Equation 5.8 can thus be used for calculating "AMS_adj and "facade_adj (Table 5.1). 
 
5.4.2 Penetration factor (P) 
The penetration factor describes the efficiency with which the pollutant of 
concern (in this case PM) enters the building under study.  It thus takes account 
of losses due to filtration or adhesion at the interface between the indoor and 
outdoor environment.   
 
As discussed in Chapter 2, many previous studies have applied (or implicitly 
assumed) a penetration factor of 1, or close to 1.  While this may be valid for 
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many gases, which can penetrate more-or-less unhindered through even small 
openings in the windows and walls, it is less so for PM.  Important determinants 
of PM penetration include the particle size, opening size (including windows and 
leakages) and presence of any obstructions such as curtains or blinds.  In fact, 
the degree of penetration for different particle size fractions also depends on 
different ventilation conditions (i.e. leaky or airtight) of buildings as shown in 
experimental observations by Thatcher et al. (2003) (Figure 5.6). Those for the 
leaky home were used here to give default penetration factors (P = 0.93, 0.77 
and 0.9 for PM fine, coarse, and PM10 fractions, respectively).  
 
 
Figure 5.6: Penetration factors of PM infiltration (after Thatcher et al. 2003) 
 
 
5.4.3 Deposition rate (!) 
Generally, the main mechanism of particle concentration loss indoors is 
deposition.  This varies depending on particle properties, especially particle size. 
As experiments to obtain deposition rate could not be conducted in this thesis, it 
is proposed that the deposition velocity of each particle size (Vdi) is calculated 
from the theoretical terminal settling velocity (VTS from Stokes’s Law and the slip 
correction factor, Chapter 2). The advantage of using the proposed method is 
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that the deposition rates obtained can be adjusted to different locations 
(possibly, globally) when local particle density and size distribution are know. A 
drawback can be that there are more factors affecting particle deposition in 
reality than those represented by the Law and theory (e.g. particles may not 
form into spherical particles or more forces involved).  
 
The deposition velocity of each median size of the monitored PM size range was 
obtained from appendix A11 page 458 of Hinds (1999), which was calculated 
from Equation 2.4, Chapter 2, based on particle density of 1,000 kg m-3 (1 g cm-
3) at standard conditions. The density of outdoor particles varies depending on 
particle composition and type. Here, an assumption of spherical particles with a 
particle density of 1,500 kg m-3 (1.5 g cm-3) was applied, based on previous 
studies of ambient particles (e.g. Held et al. 2008, Hock et al. 2008). The values 
obtained from Hind (1999) were then multiplied by 1.5 to give the density-
adjusted deposition velocity. Table 5.2 summarise the deposition velocity of 
each of the particle sizes in the ranges determined by the monitors used in this 
study. 
 
Table 5.2: Deposition velocity Vdi of particles with density of 1,500 kg m-3 at 
standard conditions 
Monitored particle size range 
(µm) 
Approx. median particle size 
(µm)  Vdi (m s
-1) 
1.0-2.0 1.5 0.000124 
2.0-3.5 3.0 0.000210 
3.5-5.0 4.0 0.000449 
5.0-7.5 6.0 0.000779 
7.5-10.0 8.0 0.001200 
 
 
To calculate the deposition velocity from the 5 size ranges (Table 5.2) for the 
three size fractions used here (fine, coarse and PM10), and to calibrate particle 
concentrations with size distribution in each fraction to those applicable for the 
London urban area, a reserved set of 1-min interval monitoring data from office 
C (1,418 data from 25 July 2007 10:54 to 26th July 2007 10:31) was used. As 
Sirinath Jamieson                                                                                               Chapter 5 
 273 
particles in each fraction were not equally distributed, the deposition velocity for 
each fraction could not be obtained by simple averaging. Instead, 1-min size-
range aggregated deposition velocities were calculated from Equation 5.9 
(Zhang 2005).  
 
Equation 5.9 
 
Where Vd is deposition velocity of target particle size fraction (m h-1),  
Vdi is deposition velocity of each particle size, and 
Ci is PM concentration (µg m-3 or particle m-3). 
 
Then, the 1,418 data values from the 1-min size-range aggregated deposition 
velocities (Vd) obtained were averaged for each of the fine, coarse, and PM10 
fractions (Average Vd in Table 5.3).  
 
Table 5.3: Average deposition velocity Vd for PM fine, PM coarse, and PM10 
fractions. 
PM fraction Average Vd (m s-1) Average Vd (m h-1) 
Fine 0.000174 0.63 
Coarse 0.001023 3.68 
PM10 0.000214 0.77 
 
The deposition velocities thereby calculated are broadly in line with those found 
in the literature (Chapter 2).   
 
Deposition rates were based on Equation 2.5 (Chapter 2).  This can be 
expanded into:  
 
 
Equation 5.10 
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where ! is deposition rate (h-1), 
Sfloor is area of floor surface (m2), 
Sceiling is area of ceiling surface (m2), 
Swall is area of wall surface (m2), and 
Hfc is height from floor to ceiling (m). 
 
As the deposition of PM in the size range 1-10µm on surfaces is dominated by 
the influence of gravitational and adhesive forces (Hinds, 1999), PM is more 
likely to deposit onto horizontal surfaces indoors; deposition on walls and ceiling 
can be assumed to be negligible (Zhang, 2005). Equation 5.10 can then be 
transformed to: 
    and, 
Equation 5.11 
 
 
Finally, the deposition rate (!) of PM in each fraction was calculated from 
Equation 5.11. Vd was defined as the relevant average from Table 5.3. Heights 
of the air column above the monitors (i.e. from ceiling to monitoring level) were 
measured as 1.35m and 2.10m for office C and dwelling B, respectively.  The 
resulting deposition rate for each studied fraction is shown in Table 5.4. 
 
Table 5.4: Deposition rate (!) for PM fine, PM coarse, and PM10 fractions in office C 
and dwelling B. 
PM fraction ! (h-1), office C ! (h-1), dwelling B 
Fine 0.47 0.30 
Coarse 2.73 1.75 
PM10 0.57 0.37 
 
A summary of the proposed parameterisation of all factors in Equation 5.2 and 
Table 5.1 is shown in Figure 5.7. 
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Figure 5.7: Diagram showing parameterisation of the mass-balance models 
 
 
5.5 Model validation 
After deriving the models from the proposed parameterisation, the root mean 
square error (RMSE), the coefficient of determination (R2) and the fractional bias 
(FB) were again used for assessing performance of the mass-balance model. 
This has been carried out in for the PM concentration data in order for them to 
be directly compared to the results from literature. Scattergrams with the 1:1 
relationship line displayed and line graphs showing the predicted and measured 
concentrations were also analysed.  
 
5.5.1 Office C data 
The mass-balance model (Equation 5.2) with variations of inputs (as shown in 
Table 5.1) was validated using data from monitoring in office C. As described in 
Chapter 4, indoor monitoring PM data for office C were available for a total of 
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215 hours, over the period of 2nd-19th August 2007. Monitoring at the façade, 
however, was far more restricted to 30 hours from within this time. From this, 
only 25 hours had simultaneous data on indoor and façade PM concentration 
and façade wind speed and direction. Table 5.5 summarises results of the mass-
balance model validated with the office C data.  
 
5.5.1.1 Fine fraction 
The mass-balance model does not perform well (RMSE = 123% and 117% of 
the observed mean, R2 <0.07) when ambient PM2.5 data (Fine_amb25, 
Fine_amb25_adj) are applied (Table 5.5). Although the model appears to predict 
average concentration relatively well, almost with negligible underestimation (FB 
= -0.06, -0.18), consistently low concentrations were predicted when the 
windows were closed and the room was unoccupied, while the predicted values 
generally do not quite follow the pattern of the monitored data (Figure 5.8).  
  
 
Figure 5.8: Line graph showing monitored and modelled fine PM concentrations 
from ambient routine (PM2.5 and wind) data in office C  
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Table 5.5: The mass-balance models validated with data from office C  
Monitored mean (µg/m3)            Predicted mean (µg/m3)                             Concentration 
Model N 
Arithmetic Geometric Arithmetic Geometric                  RMSE (µg/m3)     R
2      FB 
Fine         
Fine_amb25 215 3.3 2.4 3.1 0.9 4.05 0.055 -0.06 
Fine_amb25_adj 215 3.3 2.4 2.8 0.7 3.86 0.065 -0.18 
Fine_fac35 30 3.6 3.3 3.1 2.7 1.09 0.751 -0.17 
Fine_fac35_adj 30 3.6 3.3 2.6 2.3 1.32 0.740 -0.31 
Fine_fac_fac35 25 3.8 3.5 3.9 3.5 0.99 0.783 0.03 
Fine_fac_fac35_adj 25 3.8 3.5 3.7 3.4 0.96 0.782 -0.02 
Coarse         
Coarse_amb2510 215 12.4 6.4 1.2 0.1 21.68 0.056 -1.65 
Coarse_amb2510_adj 215 12.4 6.4 0.9 0.1 21.81 0.091 -1.72 
Coarse_fac3510 30 14.5 13.6 3.8 3.6 11.57 0.183 -1.16 
Coarse_fac3510_adj 30 14.5 13.6 2.7 2.5 12.65 0.190 -1.37 
Coarse_fac_fac3510 25 15.0 14.2 8.3 8.0 7.95 0.201 -0.57 
Coarse_fac_fac3510_adj 25 15.0 14.2 6.9 6.6 9.19 0.191 -0.74 
PM10         
PM10_amb10 215 15.7 9.4 5.9 1.5 21.67 0.122 -0.92 
PM10_amb10_adj 215 15.7 9.4 5.1 1.2 21.83 0.153 -1.01 
PM10_fac10 30 18.1 17.1 12.3 11.7 7.49 0.382 -0.38 
PM10_fac10_adj 30 18.1 17.1 10.3 9.7 9.20 0.361 -0.55 
PM10_fac_fac10 25 18.8 17.9 16.8 16.2 5.25 0.345 -0.11 
PM10_fac_fac10_adj 25 18.8 17.9 15.8 15.2 5.63 0.352 -0.17 
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On the other hand, the model does extremely well when the façade PM data are 
used (Fine_fac35, Fine_fac_fac35, Fine_fac35_adj, Fine_fac_fac35_adj). For 
these models, RMSE values are low (25%-37% of the observed mean) and R2 is 
consistently greater than 0.74, while the fractional bias values are extremely 
small (close to zero and within the suggestion in ASTM D 5157-97 (ASTM 
International, 2008), which is -0.25 ! FB " 0.25 (Chapter 2), except for 
Fine_fac35_adj, for which FB = -0.31 indicating a slight under-estimation. 
Nevertheless, differences between the various façade-based models are small, 
with only a slight advantage (in terms of higher R2, smaller estimation error and 
FB) for the models tested on façade measurements of both meteorology and 
ambient concentrations (Fine_fac_fac35, Fine_fac_fac35_adj). The best model 
for the fine fraction is suggested in model Fine_fac_fac35_adj (RMSE = 25% of 
the observed mean, R2 = 0.78, FB =-0.02). 
 
The adjusted air exchange rates, with wind direction coefficients, provide slightly 
lower predicted concentrations than those based on unadjusted rates (Table 
5.5).  This reflects the inbuilt assumption in these adjusted models, that less air 
exchange would occur when the wind direction deviates away from the 
perpendicular direction to the façade.  The performance of the different air 
exchange rate measures, with only marginal effects indicated, is also not wholly 
consistent. For example, model Fine_fac35_adj provides smaller prediction 
errors (RMSE = 30% of the observed mean) when applying the unadjusted air 
exchange rates; for Fine_fac_fac35_adj, the adjusted air exchange rates give 
the lowest prediction errors (RMSE = 25% of the observed mean). 
Fine_fac35_adj, however, gives slightly larger underestimates of the measured 
concentrations, while Fine_fac_fac35_adj gives a smaller over-estimate.  
 
The results in Table 5.5 are based on all the available data, for each model.  
These vary substantially between different models, potentially biasing the 
comparisons.  For greater consistency, therefore, comparisons were also made 
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using only the measurements which were available for all the models (N=25).  
Results are shown in Table 5.6, Figure 5.9 and Figure 5.10. 
 
Table 5.6: The mass-balance models for fine PM fraction validated with office C 
data during the same study period (N = 25). 
Model Arithmetic mean (µg/m3) 
RMSE 
(µg/m3) R
2 FB 
Monitored indoor Fine 3.8 N/A N/A N/A 
Fine_amb25 6.7 3.62 0.004 0.54 
Fine_amb25_adj 5.6 2.56 0.042 0.38 
Fine_fac35 3.1 1.16 0.751 -0.20 
Fine_fac35_adj 2.7 1.42 0.765 -0.35 
Fine_fac_fac35 3.9 0.99 0.783 0.03 
Fine_fac_fac35_adj 3.7 0.96 0.782 -0.02 
 
 
As Table 5.6 shows, the predicted concentrations from the models based on 
ambient routine PM2.5 show a considerable reduction in RMSE (i.e. from 123% 
to 95% and from 117% to 67% of the observed means for Fine_amb25 and 
Fine_amb25_adj, respectively) but a larger mean, and higher fractional bias, 
than for the models based on the full data set, suggesting some differences 
between the two data sets. Overall, however, the performance statistics remain 
broadly similar to those achieved with the full data sets, and by the same token 
the different models rank in the same order on these statistics. Models based on 
ambient concentrations perform poorly. In contrast, those based on the façade 
measurements (fac35) perform very well, which is also demonstrated, for 
example, in the associations to the measured data that are close to 1:1 (Figure 
5.9) and in the close correspondence between measured and modelled 
concentrations (Figure 5.10).   
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Figure 5.9: Scattergrams of monitored versus modelled (Fine_fac35, 
Fine_fac_fac35_adj) fine PM concentrations in office C 
 
 
Figure 5.10: Line graph showing monitored and modelled fine PM concentrations 
in office C 
 
It is notable that these models pick up the peaks and troughs during 14th-16th 
August as well as elevated concentrations in the morning of 13th August 
remarkably well (Figure 5.10). Only small errors are detected, mainly due to a 
lag between the measured and modelled values during the midday of 13th to the 
midday of 14th August. The causes of this are unknown, but it may be partly 
linked with short-term and local pollution events outside the office (e.g. traffic 
congestion, cigarette smoke). 
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5.5.1.2 Coarse fraction 
Compared to the fine fraction, the coarse fraction model performs considerably 
poorer (Table 5.5). When validated with the ambient PM2.5-10 data 
(Coarse_amb2510 and Coarse_amb2510_adj), the model provides extremely 
poor performance with large errors and poor association and underestimates by 
over 10 times (RMSE = 174%, 175% of the observed mean, R2 = 0.06, 0.09 and 
FB = -1.65, -1.72, respectively) and also exhibits consistently low concentrations 
(Figure 5.11).  
 
 
Figure 5.11: Line graph showing monitored and modelled coarse PM 
concentrations from ambient routine (PM2.5-10 and wind) data in office C 
 
 
When validated with façade data, with RMSE 53%-87% of the observed mean, 
the coefficients of determination are found to be in the region of 0.18-0.20, with a 
large under-prediction by up to over a factor of five (FB= -1.37) (Table 5.5). Use 
of the wind direction coefficients to adjust the air exchange rates has 
inconsistent effects, giving a slightly higher coefficient of determination for the 
models using ambient routine meteorological data (Coarse_fac3510_adj), but 
slightly lower R2 for the models using meteorological data measured at the 
façade (Coarse_fac_fac3510_adj). Without adjusted air exchange rates, better 
RMSE are shown: 80% (Coarse_fac3510) compared to 87% 
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(Coarse_fac3510_adj) and 53% (Coarse_fac_fac3510) compared to 61% 
(Coarse_fac_fac3510_adj) of the observed mean. By and large, the best 
predictions for coarse PM concentrations (RMSE = 53% of the observed mean, 
R2 = 0.20, FB =-0.57) are given by model Coarse_fac_fac3510, which uses both 
coarse PM and wind speed data monitored at the building façade. 
 
As with the fine fraction, use of the slightly smaller set of common data  (Table 
5.7, Figure 5.12 and Figure 5.13) gives similar results to the full dataset, except 
for a substantial improvement in RMSE for the models based on ambient routine 
data (i.e. from 174% to 88% and from 175% to 93% of the observed means for 
Coarse_amb2510 and Coarse_amb2510_adj, respectively). As can be seen 
from Figure 5.12, the relationships between the predicted and observed values 
for all models exhibit a considerable degree of scatter, substantial under-
prediction of measured concentrations, and a substantial negative bias (Table 
5.7).  
 
Table 5.7: The mass-balance models for coarse PM fraction validated with office C 
data during the same study period (N = 25). 
Models Arithmetic mean (µg/m3) 
RMSE 
(µg/m3) R
2 FB 
Monitored indoor Coarse 15.0 N/A N/A N/A 
Coarse_amb2510 2.8 13.16 0.002 -1.37 
Coarse_amb2510_adj 2.0 13.89 0.012 -1.54 
Coarse_fac3510 3.9 12.00 0.106 -1.18 
Coarse_fac3510_adj 2.7 13.07 0.136 -1.38 
Coarse_fac_fac3510 8.3 7.95 0.201 -0.57 
Coarse_fac_fac3510_adj 6.9 3.13 0.191 -0.74 
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Figure 5.12: Scattergrams of monitored versus modelled coarse PM concentrations 
in office C 
 
 
Figure 5.13: Line graph showing monitored and modelled coarse PM 
concentrations in office C 
 
 
This poor prediction is also suggested by the separation between line plots 
(Figure 5.13), though all predicted values pick up the peaks and troughs during 
14th-16th August and elevated concentrations in the morning of 13th August 
relatively well. As for the fine fraction, errors are seen especially between 
midday of 13th and midday of 14th August.  
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5.5.1.3 PM10 fraction 
As expected, the modelled concentrations for the total PM10 fraction are 
consistent with, and intermediate between, those for the fine and coarse 
fractions (Table 5.5). Again, when ambient PM10 concentrations are used in 
model validation (PM10_amb10 and PM10_amb10_adj), the mass-balance 
model does not perform well, giving large errors, low correlation and 
underestimates ca. 3 fold of the observed concentration (RMSE = 138-139% of 
the monitored mean, R2 !0.15, FB = -0.92, -1.01).  The predicted concentrations 
from ambient PM10, however, appear to track most of the peaks and troughs in 
the monitored data (Figure 5.14).  
 
 
Figure 5.14: Line graph showing monitored and modelled PM10 concentrations 
from ambient data (PM10 and wind data) in office C 
 
 
Use of concentration data from the façade improves performance, with RMSE = 
28%-51% of the observed mean, R2 in the region of 0.35-0.38 and FB between -
0.11 and -0.55. Little difference is evident between the models using the 
adjusted and unadjusted air exchange parameters. Using adjusted air exchange 
rates provided inconsistent outcomes for R2, although it gives consistent poorer 
results of FB and RMSE (i.e. RMSE = 51% (PM10_fac10_adj) from 41% 
(PM10_fac10) and 30% (PM10_fac_fac10_adj) from 28% (PM10_fac_fac10) of 
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the observed mean. The best predictions for PM10 concentrations are provided 
by using facade PM and façade wind speed data (PM10_fac_fac10), which 
gives a small error (RMSE = 28% of the observed mean), relatively reasonable 
correlation (R2 = 0.35) and satisfactory fractional bias (FB =-0.11). 
 
When the models are validated using only the common data (N=25), the results 
are broadly similar.  The results from the model tested with façade data change 
little, as is to be expected given the limited differences in the input data  (Table 
5.8, Figure 5.15, Figure 5.16). For example, with similar R2, the scattergrams 
(Figure 5.15) show relationships with the observed concentrations quite close to 
1:1 for PM10_fac_fac10 compared to a slight underestimation for PM10_fac10.   
 
Table 5.8: The mass-balance models for PM10 fraction validated with office C data 
during the same study period (N = 25). 
Models Arithmetic mean (µg/m3) 
RMSE 
(µg/m3) R
2 FB 
Monitored indoor PM10 18.8 N/A N/A N/A 
PM10_amb10 12.9 8.86 0.003 -0.37 
PM10_amb10_adj 10.7 10.26 0.017 -0.55 
PM10_fac10 12.5 7.78 0.336 -0.40 
PM10_fac10_adj 10.5 9.64 0.324 -0.57 
PM10_fac_fac10 16.8 5.25 0.345 -0.11 
PM10_fac_fac10_adj 15.8 5.63 0.352 -0.17 
 
 
 
Figure 5.15: Scattergrams of monitored versus modelled PM10 concentrations in 
office C 
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Figure 5.16: Line graph showing monitored and modelled PM10 concentrations in 
office C 
 
These predicted values also track the observed values quite closely except 
between midday of 13th and midday of 14th August (Figure 5.16), in line with both 
fine and coarse fractions. It is again suggested that this exception may be due to 
some unknown activities in both inside and/or outside the office, which is 
situated on the ground floor adjacent to a semi-public road. 
 
5.5.2 Dwelling B data 
The mass-balance model was also validated in a residential environment 
(dwelling B), using the same data sets as those used in Chapter 4. A total of 100 
hours were available for ambient data, 93 for façade PM data, and 74 for façade 
PM and wind data, during 10th-19th August 2007. Table 5.9 summarises the 
results from all available data used for dwelling B.  
 
As with the office models, differences in the number of hours for which data are 
available may bias comparisons between the models.  Validation was also done, 
therefore, using the data for the 74 hours common to all models; results are also 
summarised in Table 5.10 - Table 5.12.    
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Table 5.9: The mass-balance models validated with data from dwelling B 
Monitored mean (µg/m3)             Predicted mean (µg/m3)                              Concentration 
Model N 
Arithmetic Geometric Arithmetic Geometric RMSE (µg/m3)     R
2      FB 
Fine         
Fine_amb25 100 4.4 4.0 5.4 5.1 3.00 0.013 0.20 
Fine_amb25_adj 100 4.4 4.0 4.7 4.4 2.76 0.025 0.06 
Fine_fac35 93 4.4 3.9 4.4 3.8 1.41 0.691 0.00 
Fine_fac35_adj 93 4.4 3.9 3.9 3.3 1.33 0.744 -0.12 
Fine_fac_fac35 74 4.7 4.2 2.3 1.7 2.92 0.625 -0.70 
Fine_fac_fac35_adj 74 4.7 4.2 1.7 1.3 3.41 0.617 -0.92 
Coarse         
Coarse_amb2510 100 15.1 11.8 1.9 1.7 17.12 0.082 -1.54 
Coarse_amb2510_adj 100 15.1 11.8 1.4 1.3 17.52 0.105 -1.65 
Coarse_fac3510 93 15.5 12.1 3.5 3.1 16.07 0.261 -1.27 
Coarse_fac3510_adj 93 15.5 12.1 2.6 2.3 16.78 0.273 -1.42 
Coarse_fac_fac3510 74 14.9 11.7 1.0 0.8 17.56 0.124 -1.76 
Coarse_fac_fac3510_adj 74 14.9 11.7 0.7 0.5 17.82 0.124 -1.83 
PM10         
PM10_amb10 100 19.5 16.4 9.8 9.4 14.67 0.233 -0.66 
PM10_amb10_adj 100 19.5 16.4 8.4 8.0 15.59 0.263 -0.79 
PM10_fac10 93 19.9 16.7 12.9 11.8 12.98 0.211 -0.43 
PM10_fac10_adj 93 19.9 16.7 11.2 10.2 13.91 0.233 -0.56 
PM10_fac_fac10 74 19.6 16.5 5.6 4.7 17.80 0.152 -1.11 
PM10_fac_fac10_adj 74 19.6 16.5 4.2 3.4 18.93 0.153 -1.29 
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5.5.2.1 Fine fraction 
For the fine fraction, the model gives noticeably better performance in home B 
(RMSE = 62%, 68% of the observed mean) than in office C when being 
validated with the routine data (Table 5.9). Again, as with the office data, the 
model provides a good prediction for average indoor fine PM concentration  (FB 
= 0.20, 0.06) but a relatively poor prediction for hourly variations of the 
monitoring data. As Figure 5.17 shows, the predicted concentrations generally 
appear to follow the pattern of the monitored data although some hourly over-
/under-estimations are shown.  
 
 
Figure 5.17: Line graph showing monitored and modelled fine PM concentrations 
from ambient data (PM2.5 and wind data) in dwelling B 
 
Unlike the office data, using the façade data outperforms the routine data only 
when the model was validated with the combination of façade fine PM 
concentration and routine meteorological data (i.e. models Fine_fac35 and 
Fine_fac35_adj, Table 5.9). RMSE of those two models (RMSE = 32% and 30% 
of the monitored mean, respectively) are also within the same range as those 
obtained with the office data (RMSE = 30% and 37%). Using the adjusted air 
exchange rates improves the models compared to unadjusted rates except for 
the façade-based model with façade wind data (Fine_fac_fac35_adj). In contrast 
to the validation with the office data, the best performance is provided by 
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Fine_fac35_adj (façade PM data with adjusted air exchange rates based on 
routine wind speed and wind direction data) with somewhat acceptable levels of 
errors (RMSE = 30% of the monitored mean) and excellent correlation (R2 = 
0.74) and good prediction of overall concentration (FB = -0.12). However, it 
provides only a marginally better performance than Fine_fac35 (façade PM data 
with routine wind speed).  
 
The models also show similar performance statistics, and rank in the same 
general order, when tested with the slightly smaller sets of common data (Table 
5.10). Both Fine_fac35_adj (best model) and Fine_fac35 demonstrate a 
considerably good prediction with almost a 1:1 relationship between predicted 
and observed concentrations (Figure 5.18). All façade-based models generally 
follow peaks and troughs of the monitored data well, except during the early 
hours of 17th August (Figure 5.19). 
 
Table 5.10: The mass-balance models for fine PM fraction validated with dwelling B 
data during the same study period (N= 74). 
Model Arithmetic mean (µg/m3) 
RMSE 
(µg/m3) R
2 FB 
Monitored indoor Fine 4.7 N/A N/A N/A 
Fine_amb25 4.9 2.64 0.042 0.04 
Fine_amb25_adj 4.2 2.51 0.091 -0.11 
Fine_fac35 4.9 1.46 0.701 0.05 
Fine_fac35_adj 4.4 1.32 0.752 -0.08 
Fine_fac_fac35 2.3 2.92 0.625 -0.70 
Fine_fac_fac35_adj 1.7 3.41 0.617 -0.92 
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Figure 5.18: Scattergrams of monitored versus modelled fine PM concentrations in 
dwelling B (N=25) 
 
Figure 5.19: Line graph showing monitored and modelled fine PM concentrations 
in dwelling B 
 
5.5.2.2 Coarse fraction 
For the coarse fraction, the model performs much poorer than for the fine 
fraction with large errors (RMSE = 104%-120%), with extremely substantial 
underestimation from 4.5-fold to 22-fold. The correlation is also generally poorer, 
except for the routine data. Using routine data for dwelling B (Coarse_amb2510, 
Coarse_amb2510) provides a slightly better performance than that obtained for 
office C. However, the predicted concentrations remain constantly low with only 
slight elevated values when peaks occur in the observed data (Figure 5.20).   
 
As can be seen from Table 5.9, using the adjusted air exchange rates does not 
appear to improve the model performance in either using routine or façade data. 
For the prediction performance from using façade data, the model gives 
opposite results to those from the office data. In dwelling B, the combination of 
façade PM data and routine wind data (Coarse_fac3510, Coarse_fac3510_adj) 
provides better performance than when all façade data (Coarse_fac_fac3510, 
Coarse_fac_fac3510_adj) were tested (which is also in line with the results for 
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fine fraction). The best performance for the coarse fraction is indicated in 
Coarse_fac35 however with large errors (RMSE = 104% of the monitored 
mean), moderate correlation (R2 = 0.26) and 4.5-fold underestimates (FB = -
1.27). 
 
 
Figure 5.20: Line graph showing monitored and modelled coarse PM 
concentrations from ambient data (PM2.5-10 and wind data) in dwelling B 
  
The performance for the common data (Table 5.11) is again similar to that for 
the larger set of data (Table 5.9). All models largely underestimate the coarse 
PM concentrations, as seen also in the examples in scattergrams  (Figure 5.21) 
and line graphs (Figure 5.22).  
 
Table 5.11: The mass-balance models for coarse PM fraction validated with 
dwelling B data during the same study period (n = 74). 
Model Arithmetic mean (µg/m3) 
RMSE 
(µg/m3) R
2 FB 
Monitored indoor Coarse 14.9 N/A N/A N/A 
Coarse_amb2510 2.2 16.62 0.105 -1.49 
Coarse_amb2510_adj 1.6 17.09 0.103 -1.61 
Coarse_fac3510 3.8 15.03 0.356 -1.19 
Coarse_fac3510_adj 2.8 15.89 0.313 -1.37 
Coarse_fac_fac3510 1.0 17.56 0.124 -1.76 
Coarse_fac_fac3510_adj 0.7 17.82 0.124 -1.83 
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Figure 5.21: Scattergrams of monitored versus modelled coarse PM concentrations 
in dwelling B 
 
 
Figure 5.22: Line graph showing monitored and modelled coarse PM 
concentrations in dwelling B 
 
5.5.2.3 PM10 fraction 
For the PM10 fraction, the results of model performance (RMSE = 65%-97% of 
the observed mean) are shown to be between those for the fine and coarse 
fractions (Table 5.9). Comparing these with the results for the office data, 
validating with routine home data (PM10_amb10, PM10_amb10_adj) exhibits a 
relatively good performance (RMSE = 75%-80%, R2 = 0.23-0.26) which 
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underestimates by approximately a factor of two (FB = -0.66, -0.79), tracking 
some peaks and troughs moderately though to a highly attenuated degree 
(Figure 5.23). Using the routine data also appears to provide better performance 
than all façade data (PM10_fac_fac10, PM10_fac_fac10_adj) but slightly less 
than the combination of façade PM data and ambient wind data (PM10_fac10, 
PM10_fac10_adj). Moreover, as with the results for the coarse and PM fractions 
in the office and the coarse fraction in the home, neither routine nor façade data 
with the adjusted air exchange rates appear to improve the model performance. 
Overall, the performance for the PM10 fraction is moderate at best 
(PM10_fac10; RMSE = 65%, R2 = 0.21, FB = -0.43) which is also rather poor in 
comparison to results for façade data in the office (RMSE = 28%-51%, R2 = 
0.35-0.38, FB between -0.11 and -0.55).   
     
 
Figure 5.23: Line graph showing monitored and modelled PM10 concentrations 
from ambient data (PM10 and wind data) in dwelling B 
 
For the common data (Table 5.12), again the performance is shown in line with 
the larger dataset (Table 5.9). In all models, as with the FB values, a slight 
underestimation is also shown, for example, in the scattergrams (Figure 5.24) 
and the line graph (Figure 5.25), for which the predicted values appear to track 
the monitored concentrations moderately well, albeit while underestimating most 
peaks. 
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Table 5.12: The mass-balance models for PM10 fraction validated with dwelling B 
data during the same study period (N = 74). 
Model Arithmetic mean (µg/m3) 
RMSE 
(µg/m3) R
2 FB 
Monitored indoor PM10 16.5 N/A N/A N/A 
PM10_amb10 9.7 14.85 0.165 -0.67 
PM10_amb10_adj 8.3 15.82 0.183 -0.81 
PM10_fac10 13.8 11.87 0.250 -0.35 
PM10_fac10_adj 11.8 12.93 0.257 -0.49 
PM10_fac_fac10 5.6 17.80 0.152 -1.11 
PM10_fac_fac10_adj 4.2 18.93 0.153 -1.29 
 
 
Figure 5.24: Scattergrams of monitored versus modelled PM10 concentrations in 
dwelling B 
 
 
Figure 5.25: Line graphs showing monitored and modelled PM10 concentrations in 
dwelling B 
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The generally poor performance of the mass balance models reflects the 
findings from the regression models undertaken for both surveys (Chapter 4).  
These showed that outdoor coarse PM concentrations have limited influence on 
the indoor concentrations, and that the major determinants are human actions 
undertaken indoors. Due to their size and physical properties, penetration of 
coarse particles into the indoor space is constrained, especially when windows 
are shut.  The main contribution thus comes from resuspension (as a result of 
human occupancy and activity) after particles had deposited on indoor surfaces.  
This factor was not included in these mass balance models.    
 
5.6 Model exploration 
The mass balance models developed here have used the assumption that 
resuspension is negligible.  This may misrepresent the real situation, particularly 
for the coarse and PM10 fractions, which may be subject to considerable 
resuspension due to human activity. The results show, for example, that the 
façade models for the coarse and PM10 fractions track the observed values to 
some extent but do not pick up to the magnitude of the peaks. Both the 
descriptive analyses (Chapter 3) and the regression-based modelling (Chapter 
4), suggest that many of these peaks are associated with indoor activities taking 
place in the studied rooms.  PM concentrations during periods when the rooms 
were occupied, for example, were substantially higher than during periods of 
non-occupancy, and concentrations are directly responsive with the intensity of 
activity (Figures 3.28, 3.34, 3.37, Chapter 3).  Likewise, incorporation of activity 
into the regression models significantly improved their coefficients of 
determination, especially for the coarse fraction, for which it explained ca. 64% 
of the observed variation in concentrations in the dwelling (Chapter 4).   
 
Given this, there is clearly a need to incorporate resuspension in mass balance 
models, if they are to be used to estimate concentrations in occupied rooms. In 
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principle, therefore, the model (Equation 5.2) can be enhanced by adjusting it as 
follows: 
 
Equation 5.12 
 
 
where CR is resuspended indoor concentration due to human activity at time t 
(!g m-3). 
 
As can be seen from the literature (Chapter 2) and the results in previous 
chapters (Chapters 3 & 4), the resuspended PM concentrations (CR) clearly 
depend to a large extent on the intensity of human activities taking place during 
the period of concern. To estimate these effects in detail would involve analysis 
of the relationship between the kinetic energy associated with different activities 
and rates of resuspension of different particles from different types of furnishing 
– something which clearly poses considerable technical and logistical difficulties.   
 
Nevertheless, the amount of resuspension (CR) can be estimated from Equation 
2.6, Chapter 2, if the information on: (a) resuspension rates due to different 
activities, which can be roughly acquired from literature, and (b) the amounts of 
previously deposited particles on furnishing and floor surfaces (Cs in Equation 
2.6, Chapter 2) are available. This is, however, likely to vary depending on the 
characteristics of the rooms themselves (e.g. type of furnishings and finishes, 
extent of horizontal surfaces) and cleaning regime, as well as the specific time 
activities of the regular occupants. To make matters worse, the resuspension of 
PM does not only occur from material deposited onto horizontal surfaces 
immediately beforehand but may also involve material that has accumulated 
over a long period of time.  Furnishings and other horizontal surfaces thus act as 
long-term sinks for deposited PM, which may be released hours, days or even 
weeks later. Modelling of the supply of previously deposited PM is therefore 
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extremely difficult.  It is likely to depend on the source of the PM (e.g. from worn 
furnishings, indoor combustion sources, or outdoor sources), on the 
characteristics of the available ‘sinks’ (e.g. furnishings and other surfaces), and 
on both current and past time activity patterns, as well as the physical 
characteristics (e.g. mass, size, density, shape) of the particles themselves. 
Therefore, an approximation of the effects of resuspended concentration due to 
indoor activities is explored in this present work. 
 
5.6.1 Adjusted mass-balanced model: Derivation 
An attempt to include resuspended particle concentration (CR) as a result of 
different activities is also conducted in this Chapter. With assumption that the 
differences between the predicted and observed concentrations are accounted 
for by human activities occurring indoors, a simple measure to estimate CR is 
proposed here by using a correction factor adding to the proposed mass-
balance model. Without involving in the regression method, an approximation of 
the resuspended effects was therefore explored. It was carried out by examining 
the different concentrations between the observation and prediction from the 
mass-balance model during different activity patterns, i.e. moving, sitting and 
sleeping.  
 
Mean differences between predicted values from the mass-balance models and 
the monitored indoor values indicate the degree of under- or over-estimation 
from the model during each different activity. As expected, the size of the 
differences of each activity was shown to follow the degree of movements, which 
affects the concentrations of resuspended particles. Generally, large 
underestimates were indicated by the largest mean differences when moving, 
slightly smaller when sitting and smallest whilst sleeping (Table 5.13, Table 
5.14).  
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Table 5.13: Mean differences between predicted and observed PM concentrations 
when activities were taking place in office C 
Moving Sitting 
Difference (µg/m3) Difference (µg/m3) Office C data 
N Mean SD N Mean SD 
Fine       
Fine_amb25 21 2.65 7.96 32 -2.02 3.89 
Fine_fac35 5 1.49 0.72 22 0.41 0.94 
Fine_fac_fac35 5 0.54 0.81 20 -0.26 1.00 
Coarse       
Coarse_amb2510 21 26.17 28.25 32 12.14 6.26 
Coarse_fac3510 5 17.38 4.53 22 9.78 3.13 
Coarse_fac_fac3510 5 12.29 4.49 20 5.28 3.13 
PM10       
PM10_amb10 21 26.28 30.39 32 6.89 8.09 
PM10_fac10 5 12.48 4.59 22 4.99 3.57 
PM10_fac_fac10 5 7.23 5.08 20 0.68 4.07 
 
Table 5.14: Mean differences between predicted and observed PM concentrations 
when activities were taking place in dwelling B 
Moving Sitting Sleeping 
Difference 
(µg/m3) 
Difference 
(µg/m3) 
Difference 
(µg/m3) Dwelling B data 
N Mean SD N Mean SD N Mean SD 
Fine          
Fine_amb25 36 -1.04 2.60 3 -2.26 0.80 61 -0.86 3.06 
Fine_fac35 34 0.65 1.18 3 0.34 0.64 56 -0.43 1.43 
Fine_fac_fac35 28 2.90 1.60 3 1.89 0.66 43 2.17 1.62 
Coarse          
Coarse_amb2510 36 23.63 11.03 3 17.39 5.57 61 6.71 4.53 
Coarse_fac3510 34 22.10 10.66 3 16.44 5.02 56 5.64 4.31 
Coarse_fac_fac3510 28 24.09 10.46 3 18.65 5.77 43 6.98 3.13 
PM10          
PM10_amb10 36 19.78 11.52 3 12.86 5.41 61 3.62 4.90 
PM10_fac10 34 16.91 11.27 3 12.86 4.12 56 0.68 4.65 
PM10_fac_fac10 28 24.17 10.90 3 18.73 5.52 43 6.99 4.00 
 
 
Since the validation results suggest little difference between adjusted air 
exchange rates (from wind speed and wind direction) and non-adjusted air 
exchange rates (i.e. air exchange rates from wind speed), with parsimony 
principle in mind, only the air exchange rates calculated from wind speed are 
further explored. From the mass-balance model Equation 5.12, the adjusted 
mass-balanced model with different parameterisation is proposed in Table 5.15. 
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Table 5.15: Adjusted mass-balance models for fine, coarse, and PM10 fractions. 
PM fraction Model Descriptions 
F_amb25 Fine_amb25 + CR 
F_fac35 Fine_fac35 + CR 
Fine 
F_fac_fac35 Fine_fac_fac35 + CR 
C_amb2510 Coarse_amb2510 + CR 
C_fac3510 Coarse_fac3510 + CR 
Coarse 
C_fac_fac3510 Coarse_fac_fac3510 + CR 
P_amb10 PM10_amb10 + CR 
P_fac10 PM10_fac10 + CR 
PM10 
P_fac_fac10 PM10_fac_fac10 + CR 
 
When CR = 0 when absent or no activity taking place, and  
CR = resuspended concentrations when moving, or sitting, or sleeping 
taking place.  
Since only one activity is represented in each hour, it can be written as:  
CR  = CR1* Moving + CR2* Sitting + CR3* Sleeping 
Where CR1, CR2, CR3 are mean difference for each activity and, 
 Moving = 1, Sitting = 0 and Sleeping = 0 when moving, or 
    Sitting = 1, Moving = 0 and Sleeping = 0 when sitting, or 
 Sleeping = 1, Sitting = 0 and Moving = 0, when sleeping. 
 
Adding the mean difference for each activity, as a correction factor, to the 
modelled predictions gives a rough and empirical adjustment to the model.  In 
this way, in order to compare the possible effects of each activity on indoor 
concentration in each dataset, two separate sets of adjusted mass-balance 
model were developed, one set for the office and one for the home, together 
comprising 18 models. Table 5.16 shows proposed resuspended indoor PM 
concentrations as correction factors for all three size fractions due to each 
activity (CR) in both locations for the adjusted mass-balance equations in Table 
5.15. 
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Table 5.16: Resuspended indoor PM concentrations for all three size fractions due 
to each activity (CR) in office C and dwelling B from mean differences. 
Model Office C: CR Home B: CR 
Fine   
F_amb25 2.65 Moving - 2.02 Sitting -1.04 Moving -2.26 Sitting - 0.86 Sleeping 
F_fac35 1.49 Moving + 0.41 Sitting 0.65 Moving + 0.34 Sitting - 0.43 Sleeping 
F_fac_fac35 0.54 Moving - 0.26 Sitting 2.9 Moving + 1.89 Sitting + 2.17 Sleeping 
Coarse   
C_amb2510 26.17 Moving + 12.14 Sitting 22.63 Moving + 17.39 Sitting + 6.71 Sleeping 
C_fac3510 17.38 Moving + 9.78 Sitting 22.1 Moving + 16.5 Sitting + 5.64 Sleeping 
C_fac_fac3510 12.29 Moving + 5.28 Sitting 24.09 Moving + 18.65 Sitting + 6.98 Sleeping 
PM10   
P_amb10 26.28 Moving + 6.89 Sitting 19.78 Moving + 12.86 Sitting + 3.62 Sleeping 
P_fac10 12.48 Moving + 4.99 Sitting 16.91 Moving + 12.86 Sitting + 0.68 Sleeping 
P_fac_fac10 7.23 Moving + 0.68 Sitting 24.17 Moving + 18.73 Sitting + 6.99 Sleeping 
Where Moving = 1, Sitting = 0 and Sleeping = 0 when moving, or  
    Sitting = 1, Moving = 0 and Sleeping = 0 when sitting, or 
 Sleeping = 1, Sitting = 0 and Moving = 0, when sleeping. 
 
 
5.6.2 Adjusted mass-balanced model: Testing results 
As would be expected, performance (particularly for fractional bias) of all models 
is improved by incorporating the correction factor to allow for resuspension due 
to human activity (Table 5.17).  In fact, using the correction factor calculated 
from mean differences would reduce the over-/under-estimations and 
consequently improve the FB. However, this was shown not always be the case 
when the mean differences were categorised into separate activities which 
resulted in underestimation nearly by a factor of 2 (FB = -0.77, -0.50) for using 
routine data in office A. Moreover, in term of the prediction error (RMSE) and 
correlation (R2), in both locations noticeable improvement is only shown for the 
coarse and PM10 fractions, which indicates the influence of resuspension from 
different activities. Moreover, using ambient routine data, the performance of the 
model for the fine fraction (F_amb25) is still considerably poor in both locations 
(RMSE = 64%-118%, R2 = 0.015-0.097), with a sight improvement for the 
coarse and PM10 fractions in the office (RMSE = 126%-157%, R2 = 0.09-0.18) 
but large improvement in the dwelling (RMSE = 40%-49%, R2 = 0.56-0.58). 
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Table 5.17: Testing results of the adjusted mass-balance models 
Arithmetic mean (µg/m3) PM size 
fraction Model N Monitored Modelled 
RMSE 
(µg/m3)     R
2      FB 
 Office C data       
Fine F_amb25 215 3.3 3.0 3.89 0.097 -0.08 
 F_fac35 30 3.6 3.6 0.83 0.828 0.00 
 F_fac_fac35 25 3.8 3.8 0.93 0.823 0.00 
Coarse C_amb2510 215 12.4 5.6 19.53 0.090 -0.77 
 C_fac3510 30 14.5 13.9 3.65 0.531 -0.04 
 C_fac_fac3510 25 15.0 15.0 3.27 0.543 0.00 
PM10 P_amb10 215 15.7 9.4 19.87 0.178 -0.50 
 P_fac10 30 18.1 18.0 3.45 0.680 0.00 
 P_fac_fac10 25 18.8 18.8 4.09 0.563 0.00 
 Home B data       
Fine F_amb25 100 4.4 4.4 2.83 0.015 0.00 
 F_fac35 93 4.4 4.4 1.31 0.727 0.00 
 F_fac_fac35 74 4.7 4.7 1.56 0.650 0.00 
Coarse C_amb2510 100 15.1 15.1 7.45 0.559 0.00 
 C_fac3510 93 15.5 15.5 7.20 0.602 0.00 
 C_fac_fac3510 74 14.9 14.9 6.81 0.614 0.00 
PM10 P_amb10 100 19.5 19.5 7.84 0.579 0.00 
 P_fac10 93 19.9 19.9 7.63 0.615 0.00 
 P_fac_fac10 74 19.6 19.6 7.30 0.625 0.00 
 
5.6.3 Hybrid mass-balanced model: Derivation 
Using the mean differences specific to each location still does not seem to 
improve the correlation for the ambient data in the office for all three size 
fractions and in home for the fine fraction. Although using the mass-balance 
model with the correction factor for façade data suggests reasonably good 
performance, the façade data may be difficult to obtain. The need to determine 
the way to optimise use of routine data still remains.  
 
Another attempt to include activity data into the mass-balance models in order to 
be able to apply routine data is also proposed and tested here. This is carried 
out by integrating the results of the all-location regression-based model from 
Chapter 4 into the mass-balance model providing a single hybrid model for each 
PM fraction. It is assumed that the CR can be obtained by adapting the 
concentrations predicted from all-location regression-based model 2.  
 
Sirinath Jamieson                                                                                                       Chapter 5 
 302 
In Chapter 4 (Table 4.13), in addition to the influences from outdoor conditions, 
which are already separately included in model 1 (F1, C1, P1), model 2 for the 
PM in three size fractions (F2b, C2b, P2b) provides additional information on 
estimations of natural-log concentrations when each key activity taking place in 
each hour monitored is included. Models F2b, C2b and P2b are derived from 
Equation 4.6, Chapter 4, which is: 
 
Equation 4.6 (Chapter 4) 
 
 
When only the indoor influences on PM concentrations are considered, LnConc1 
= 0, the predicted natural-log concentration due to indoor activities 
(act_LnConc2b) can be written as: 
 
 
Equation 5.13 
 
 
For Equation 4.6 (Chapter 4) and Equation 5.13, the observed and predicted 
concentrations used in the model derivation are in natural-log form. Therefore, in 
order to apply the resuspended concentrations due to each activity (CR) 
calculated from regression-based model 2 onto the mass-balance model, 
exponential function is applied (Equation 5.14). Equation 5.14 and models F2b, 
C2b, P2b (Table 4.13, Chapter 4) were then translated into Table 5.18. 
 
Equation 5.14 
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Table 5.18: Resuspended indoor PM concentrations for all three size fractions due 
to each activity (CR) from regression-based model. 
Model Description CR 
F2b_amb25 Fine_amb25 + CR 
exp(0.09 + 1.008*Sitting + 0.9*Moving + 
1.94*Cooking + 0.482*Sleeping) 
C2b_amb2510 Coarse_amb2510 + CR 
exp(-0.515 + 2.252*Moving + 2.28*Sitting + 
1.43*Sleeping + 3.294*Cooking) 
P2b_amb10 PM10_amb10 + CR 
exp(-0.213 + 1.66*Moving + 1.689*Sitting + 
2.71*Cooking + 0.93*Sleeping) 
Where Moving = 1, Sitting = 0 and Sleeping = 0 when moving, or  
    Sitting = 1, Moving = 0 and Sleeping = 0 when sitting, or 
 Sleeping = 1, Sitting = 0 and Moving = 0, when sleeping. 
 
5.6.4 Hybrid mass-balanced model: Testing results 
The hybrid model shows larger over-/under-estimations than the adjusted model 
for all size fractions and also larger over-/under-estimations than the unadjusted 
model for the fine fraction (Fine_amb25). Nevertheless, it provides significantly 
less error (RMSE = 14%-52% of the observed means) than the adjusted and 
unadjusted models in both office and home locations for the three size fractions. 
Moreover, similar to the results for the adjusted model, the hybrid model for the 
coarse and PM10 fractions (C2b_Coarse_amb2510, P2b_PM10_amb10) offers 
relatively good correlation in home B (Table 5.19) and also provide a noticeable 
improvement to the base model (Coarse_amb2510, PM10_amb10). The results 
again indicate a considerable degree of influence of indoor activities on the 
resuspended large particles but substantially lesser degree on small particles 
(i.e. the fine fraction).  
 
Table 5.19: Testing results of the adjusted mass-balance models 
Arithmetic mean (µg/m3) Data Model N 
Monitored Modelled 
RMSE 
(µg/m3)     R
2      FB 
F2b_amb25 215 3.3 4.6 1.72 0.084 0.34 
C2b_amb2510  12.4 3.1 2.92 0.072 -1.21 
Office C 
P2b_amb10  15.7 7.5 2.26 0.134 -0.71 
F2b_amb25 100 4.4 7.5 2.19 0.014 0.52 
C2b_amb2510  15.1 5.7 4.05 0.488 -0.90 
Home B 
P2b_amb10  19.5 12.7 3.10 0.410 -0.42 
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Overall, the adjusted models provide significant improvement in performance in 
terms of R2, RMSE and FB to both office and home models, particularly when 
the façade data are used. When applying the routine data, only the adjusted and 
hybrid models for the coarse and PM10 fractions offer a reasonably good 
performance, especially for the home B data, however, the performance remains 
poor for the fine fraction in both locations. 
 
Care must be taken when interpreting the results, since both methods of 
‘adjustments’ applied here are simply post-hoc corrections of the model. 
Moreover, the adjusted and hybrid models have not been independently 
validated.  The adjustment factors used here, then, cannot be considered as 
generally applicable.   These results are thus not intended to provide a basis for 
incorporating resuspension effects, but merely show the potential improvements 
in model performance that could be obtained. More appropriate approaches 
might be to use the mass-balance models with resuspension integrated into 
them when the amounts of depositing particles on surfaces are known.  
 
5.7 Summary 
• There are differences in model performance between the fine and 
coarse fractions due to the differences in particle properties of these 
sizes.  
 
• As expected, the results show different degrees of success depending 
on data sources and particle size fractions. When the model was 
validated with fine PM data monitored at the façade location, 
considerably good prediction was found.  
 
• The mass-balance models developed in this thesis transfer reasonably 
well between different types of environments/locations, particularly for 
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the fine fraction. Depending on the variations of parameterisation and 
sources of wind data, the model can explain as high as 62%-78% of the 
variation in indoor fine PM concentration in both locations. Relatively 
small errors (RMSE = 28%-37% of the observed concentrations) and 
generally small bias (FB between -0.12 and 0.03) have been found with 
exceptions for some model variations, particularly when air exchange 
rates were calculated from façade wind data in dwelling B.  
 
• Considerable differences occur in predictions based on routine and local 
ambient PM data for the models. By using the local ambient PM and 
meteorological data, the ‘best’ mass-balance models 
(Fine_fac_fac35_adj) can explain ca. 78% of variation in indoor 
concentrations for the fine fraction with only small errors (RMSE = 25% 
of the monitored mean) and without virtually over-/under-estimation of 
the mean concentration (FB = -0.02). 
 
• Little difference is shown in the performance results between air 
exchange rates calculated from wind speed only and those calculated 
from the wind speed and wind direction coefficient. 
 
• Differences in activity and room characteristics between office and 
residential environments affect the indoor PM concentrations, and model 
performance, especially for the coarse and PM10 fraction.  
 
• The omission of resuspension from the mass-balance models is a major 
weakness.  Explicit models of resuspension could not be developed in 
this study, but adjustment of the models by adding in the mean 
difference for each activity type suggests further improvement for 
predicting performance.  This gives some indication of the contribution 
that is due to resuspension as a result of human activities, and of the 
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potential improvements in model performance that might be achieved if 
resuspended concentrations could be estimated.  
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6 Discussion 
6.1 Regression modelling 
The strength of association between the different regression models and 
monitored indoor concentrations of PM, in terms of coefficient of determinants 
(adjusted R2), was found to vary between different size fractions and between 
different locations (Chapter 4). In general, the environmental models (model 1) 
were found to explain the variations of the observed indoor concentrations better 
for fine rather than coarse fractions, with a good response to the outdoor 
influence in office A.  Whereas, in home A model 1 did not respond well to any 
size fractions. As discussed in Chapter 4, this could be partially due to the 
differences in: characteristics of the rooms and surroundings between the two 
locations, in physical properties between particle size fractions, and in outdoor 
PM levels and meteorological conditions at the time of monitoring in each 
location. When incorporating activity patterns in model 2, the correlation 
between the modelled and monitored concentrations was improved in all 
fractions in both locations with dramatic improvement exhibited in the home 
model, particularly for the coarse fraction. This reflects the fact that indoor 
activities related to resuspension of deposited particles may be responsible for 
the increase concentrations as found in previous studies (e.g. Ferro et al., 2004, 
Hu et al., 2008, Kamens et al. 1991, Qian et al., 2008, Raunemaa et al., 1989, 
Rosati et al., 2008, Thatcher & Layton, 1995, see Section 2.5.2.2, Chapter 2).  
By using integrated time-cycle model in the final model, the fine fraction provided 
better adjusted R2 than the coarse fraction in office A, but the latter offered 
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better adjusted R2 than the former in the home and all-location models. Similarity 
of the results between the home and all-location models suggests high influence 
of home A data. Changes in higher concentrations in home A (e.g. PM10 
concentrations: minimum = 2.2 !g m-3, maximum = 783.5 !g m-3, geometric 
mean = 22.5 !g m-3) as a consequence of changes in outdoor concentration, 
meteorological conditions and indoor/outdoor activity patterns and events, were 
more noticeable and detectable for the typically high concentrations than for the 
generally low concentrations in office A (e.g. PM10 concentrations: minimum = 
0.3 !g m-3, maximum = 131.3 !g m-3, geometric mean = 3.1 !g m-3). As the 
regression method uses data to derive models, therefore, resulting models will 
respond more exclusively to a specific dataset of similar nature to that which the 
models were built upon. Nevertheless, the best-fit model, considering both 
adjusted R2 and SEE, is indicated in the PM10 fraction for model 1, 2 and 3 of the 
office model, home model and all-location model. 
 
Unlike the results of the present research, for which the model for PM10 fraction 
provided a better estimation of the indoor concentration (as indicated by 
adjusted R2 and SEE) compared to the fine and coarse PM fractions, those 
regression models in literature (Özkaynak et al., 1996a, 1996b, Reff et al., 2005, 
Wallace, 1996, see Section 2.6.3.1, Chapter 2) reported higher R2 for PM2.5 than 
PM10. This difference could be explained by a number of reasons that are similar 
to those for spatio-temporal differences explained earlier (Chapter 4) for the 
different results between models derived in this current research. In addition, 
differences in data-collecting methods (i.e. real-time vs. accumulated), averaged 
data interval (i.e. 1-hour vs. 12-hour, 24-hour, 48-hour), the numbers of locations 
monitored (i.e. 1-5 vs. 9-301), and variables included can contribute to the 
differences in the model-fit results.  
 
The current study used real-time monitoring data with a 6-second resolution, 
which was automatically averaged by the monitors to 1 minute, before being 
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averaged using Excel to 15-minute and 1-hour resolutions, which allowed 
noticeable changes in concentrations to be recorded with activities influencing 
concentration levels in the real time. In contrast to this for much larger scale 
studies in the past (Dockery & Spangler, 1981, Özkaynak et al., 1996a, 1996b, 
Reff et al., 2005, Wallace, 1996) PM data were monitored by using accumulative 
samples collected on filters (i.e. the Harvard Impactor) over longer averaging 
periods of time (i.e. 12, 24, 48 hours). However, those studies had sufficient 
resources to allow them to monitor both indoor and local outdoor concentrations 
simultaneously in a much larger scale than the present study. They were then 
able to carry out indoor PM modelling from the local outdoor monitoring data, 
whereas, the current study was able to obtain very limited façade data - just 
enough for model validation and exploration but not for model derivation. They 
(Dockery & Spangler, 1981, Özkaynak et al., 1996a, 1996b, Reff et al., 2005, 
Wallace, 1996) also found that their outdoor local monitoring PM data were well 
correlated with outdoor routine PM data and supported the use of routine data 
as an indicator of ambient concentrations over a wider area (Özkaynak et 
al.,1996b). Contrary to this, the present thesis has found poor to moderate 
correlations between ambient routine and façade PM data (Table F2, Figures F1 
and F3, Appendix F).  
 
In the RIOPA study (Reff et al., 2005), the Harvard Impactors were used for 
accumulatively collecting both outdoor local and indoor concentrations for a 48-
hour period per each dwelling in 212 dwellings, from which 162 dwellings were 
measured again in a following season. Unlike in this thesis, only outdoor local 
PM was used as the variable for modelling indoor PM2.5 (although air exchange 
rates were also measured) in their study. Their results suggested that the model 
for dwellings with presence of significant indoor sources (i.e. cooking, smoking) 
gave an extremely weak correlation to the monitored indoor concentration (as 
indicated by R2 = 0.06). This is comparable to the model-fit results of home 
model 1 for the fine PM fraction in this thesis which was built from data from 
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home A, where indoor source (i.e. cooking) was present and only two variables 
(outdoor routine PM concentration and wind speed) were included. However, 
their model for dwellings without such indoor sources offered a good correlation 
(R2 = 0.63), which is comparable to the results for office A in the current study 
(adjusted R2 = 0.55-0.63). For the office model, the variation in the observed 
indoor fine PM concentration were considerably well explained by model 1 (with 
outdoor routine PM concentration, temperature, wind direction and wind speed 
as variables) with further improvement shown in models 2 and 3. With data from 
all dwellings in the RIPOA study, only 16% of the variation was explained by 
their model, whereas 26%-45% of the variation was explained by the all-location 
model in this present study. 
 
An attempt to include temporal variation into indoor modelling was undertaken in 
the PTEAM study (Özkaynak et al., 1996a and Wallace, 1996). Only diurnal 
variation was considered in their indoor PM2.5 and PM10 modelling, by classifying 
model into daytime and night-time models. The PTEAM pilot study (Wallace, 
1996) undertook simultaneous 12-hour monitoring using the impactors for an 
initial 7 consecutive days in 5 dwellings and then for 4 consecutive days in 
another 4 dwellings. Poor correlations were found for both PM2.5 and PM10, 
particularly for the night-time model. However, noticeably large improvement 
was shown, but with better fit for the night-time than the daytime models, in the 
main PTEAM study (Özkaynak et al., 1996a) when the monitoring was carried 
out in 120 dwellings with 2 sets of 12-hour monitoring each (Table 2.5, Chapter 
2).  
 
Özkaynak et al. (1996b) used the data from the PTEAM study (Özkaynak et al., 
1996a) to model the indoor concentrations of PM2.5 and PM10 by including 
additional variables, considering contributions from major indoor sources and 
ventilation to the outdoor PM concentration, as well as diurnal variation.  In their 
study, stepwise regression was applied in an unsupervised manner to select the 
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contributing variables, from which outdoor PM, smoking/or numbers of 
cigarettes, cooking, and house volume/or measured air exchange rates were 
then chosen. In their variable classification, indoor sources were coded in a 
binary term; for example, smoking = 1, when at least 1 cigarette smoked in 
home, and cooking = 1, when it took place at least 1 minute during the 
monitoring period. Likewise, the present thesis focuses on activities causing 
different degree of particle resuspension and a major indoor source but excludes 
smoking. The activities documented (i.e. sleeping or sitting or moving or 
cooking) were logged but only one activity, that with the largest effect on 
resuspension at a time was selected if more than one activity took place in a 1-
hour resolution. To separate the effects of occupancy/activities on the indoor 
concentration of the outdoor influences, the selection of occupancy/activity 
variables in model (2) was processed after the outdoor concentration and 
ventilation-related variables (i.e. temperature and/or wind speed and/or wind 
direction) were stepwise-regressed separately. 
 
As can be seen in Chapter 4, inclusion of these activity variables in model 2 
significantly improved model-fit in the home model by adding: 18%-46% of the 
coefficient of determination; 14%-28% for the all-location model; and 1.4%-8% 
for the office model (for which high correlations had been already obtained in 
model 1) to the model. In the PTEAM study (Özkaynak et al., 1996b), their 
models with indoor source and ventilation variables offered additional 4%-19% 
of coefficient of determination to that for the models based on outdoor 
concentration alone in the daytime, night-time and combined day-night models 
(Table 2.5, Chapter 2).  While they took into account the diurnal and seasonal 
variations by modelling the data, which covered all 4 seasons, separately into 
daytime and night-time models, in this thesis the proposed time model has been 
integrated into model 3 after the occupancy/activity influences were added in 
model 2. With limited resources, research constraints and working as practicality 
allowed, the office model was built from office A data covering all 4 seasons, 
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whilst the home model was derived from data monitoring in home A during 
Autumn and Winter.  
 
Very few studies (i.e. Dockery & Spangler, 1981) on indoor PM modelling have 
provided validation results in addition to the model fit results. Alongside the 
Harvard Six-City cohort study, Dockery & Spangler (1981) used the regression 
method to model indoor respirable particles (and sulphate component) from 24-
hour accumulated data (using the impactors) for every 6 days monitored over a 
year in 68 dwellings in 6 US cities, and validated the derived models with the 
dataset from each city which had already been used in model building. Their 
study modelled indoor PM concentration by using outdoor PM data with 
variables related to indoor sources (e.g. cooking fuels, smoking, heating types) 
and types of heating and ventilation systems (e.g. natural, stand-alone or central 
air-conditioning). However, neither actual ventilation-related variables (i.e. air 
exchange rate or weather conditions) nor time-activity related variables were 
included. Their derived model appeared to fit considerably well with the 
monitored data explaining 68% of the variation of the monitored indoor 
respirable concentration (as indicated by R2) which is comparable to the results 
from the current study where the final model for PM10 fraction explained the 
variation in the region of 55%-63% (as suggested by adjusted R2). For the 
predictive performance of the models in this study, the validation of models 2 
and 3 (built from home A data) for the PM10 fraction against home B data has 
also provided similar results (R2 = 0.56 and 0.46 respectively) to that obtained by 
Dockery & Spangler (1981). Their results showed variations from one city to 
another (R2 = 0.21-0.76, no RMSE and FB reported), although their validation 
was carried out against the sub-set data that were already used in their model 
derivation. 
 
Overall, though the reliability of the models developed here clearly varies from 
one size fraction, or one room, to another, the results obtained are comparable 
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with results from other PM modelling reported in the literature (e.g. Dockery & 
Spangler, 1981, Özkaynak et al., 1996a,b, Reff et al., 2005, Wallace, 1996), 
which explained the variation in observed indoor PM concentrations varying from 
1% to 71% (as indicated by R2). As Chapter 4 demonstrates, depending on the 
size fractions of PM, the office, home and all-location models explained from 3% 
to 55% of the variations in the observed indoor PM concentrations (as indicated 
by adjusted R2) for the environmental model (model 1), 38%-60% for the activity-
integrated model (model 2) and 45%-65% for the final model (model 3).  
 
Generally, most studies found in literature have not provided a validation, 
consequently, the results of regression modelling in Chapter 4 can only be 
compared to those from literature in terms of model-fit from studies on model 
building. The comparison can also only be done in a relative term, since in this 
current study adjusted R2 was used while R2 was reported in literature for indoor 
air regression modelling for PM. Moreover, the regression models found in the 
literature were not developed to explain or predict temporal variations in indoor 
PM concentration at an hourly level, as the models derived in this thesis do. 
Furthermore, no other indoor PM studies to date, with the exception of those 
developed in this thesis, have applied independent datasets to validate outdoor-
to-indoor regression models. 
 
Overall, applying the regression technique in a deterministic manner with the 
proposed sequence can achieve a good result in both derivation and validation 
processes. Unlike when using multiple regression for causal inference, the 
models were deliberately designed to be inclusive (i.e. are not completely 
parsimonious but include all relevant variables) both because this better reflects 
the way the real world operates and because this makes the models more 
robust against uncertainties in estimation. Moreover, while the multiple 
regression analysis is sometimes, inevitably, subject to multicollinearity, this is 
less important than in inferential analyses, because the primary concern was the 
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predictive power of the model, not the individual regression coefficients. For this 
reason, model building was conducted in a predefined sequential manner, which 
offers overall coefficients to be used for future prediction but does not provide 
the coefficients explaining the existing relationship for each single variable. It 
also respects the regression diagnostic rules for predictive modelling purpose 
(i.e. linearity, homoscedasticity and independence of the error terms) to a 
degree.  
 
Furthermore, the regression models for predicting indoor PM concentration 
developed and tested in this thesis have a potential for further development and 
validation. The main model has adapted methods that have been used 
successfully in the outdoor air pollution (i.e. land-use regression) and harmonic 
regression using physics theories in the same way as the mass-balance model 
for the pollutant transportation mechanism and resuspension (i.e. from activity 
patterns) to determine the modelling process and variables. This has been 
carried out in 3 stages, by firstly replicating the physical process of outdoor-to-
indoor transportation of pollutants, then considering happenings indoors (by 
including indoor activity influences), before trying to detect indoor/outdoor 
temporal patterns that may exist and have not been captured by the previous 
two stages.   
 
Although the process of modelling has been conducted in stages, the models 
developed here undertake neither multi-stage regression nor path analysis, 
which are (as a rule) used for explanatory purpose to investigate hypothesised 
causal relationships (Ahn, 2002, Grimm & Yarnold, 1995, Hair et al., 1998). Path 
analysis aims to examine direct and indirect causal effects of independent 
variables contributing to dependent variable (Ahn, 2002, Grimm & Yarnold, 
1995), whilst multi-stage regression focuses on reducing the correlation between 
the error term and latent variables (i.e. the independent variables obtained from 
another explanatory model derived from the observed data) (Ahn, 2002, Hair et 
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al., 1998). Contrary to this the models developed here only used the regression 
technique to derive a constant for each variable to predict unknown 
concentrations. 
 
Hence, the method of model building on its own deserves attention in indoor air 
modelling and can be further developed and tested in order to be able to apply 
and/or integrate it with other studies (e.g. on outdoor air modelling) to predict the 
levels of indoor air pollution in large scale of studies.  
 
6.2 Mass-balance modelling 
Generally, mass-balance models can perform well when all data for input 
parameters in the models are obtained from accurate measurements and 
experiments. However, to achieve that in large-scale studies, extensive and 
costly resources are required. As discussed in Chapter 5, in this thesis the 
proposed alternative methods to the measurements/experiments normally 
undertaken for such work are implementable through the use of already 
available techniques not previously used for parameterisation in indoor air 
modelling.  It is suggested that the selection and use of law and theories from 
particle physics and formulae from building services engineering, which can be 
successfully applied to different situations and locations, as well as to different 
particle size and distributions, can be used for this purpose.  
 
With the aim to predict indoor PM concentrations originating from the outdoor 
PM, the mass-balance model developed in this thesis was refined to intentionally 
exclude major indoor sources (i.e., cooking and smoking) and indoor 
transportation of concentration between rooms in order to limit variability and 
interference in prediction. With similar intentions to that of the present research, 
those examples given in literature (e.g. Raunemaa et al., 1989, Schneider et al., 
2004, Thornburg et al., 2001) also presented mass-balance equations 
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concentrated only on outdoor-to-indoor concentrations. Some previous studies 
have considered indoor sources in their equations as well, but their validations 
were carried out only in a situation where no indoor sources were present (e.g. 
Kulmala et al., 1999) or no validation was undertaken at all (e.g. 
Dimitroulopoulou et al., 2006).  
 
Only a few indoor PM mass-balance modelling studies (e.g. Kulmala et al., 
1999, Raunemaa et al., 1989, Schneider et al., 2004) have carried out 
validation. Their models have provided good results when validated with façade 
data for particles in a small size range (i.e. sulphate particles, 0.5-4!m particles). 
However, they only visually reported their results without reporting standard 
measures for estimating predictive performance (e.g. R2, RMSE, or FB), as 
applied in this current study. Therefore, direct comparison of validation results 
cannot be carried out between the previous and current studies.  
 
As with the previous studies where validations were carried out, the validations 
in the present study have been carried out with purposely monitoring data at the 
building façade and explored using readily available data from routine 
monitoring stations. As expected, the results show different degrees of success 
depending on data sources and particle size fractions (Chapter 5). When the 
model was validated with fine PM data monitored at the façade location, 
considerably good prediction is generally found. The attempt to use the adjusted 
routine monitoring data (i.e. with inverse distance weighting) as a substitute to 
the façade data is not successful, partially due to the faithful nature of the mass-
balance model to the physical properties of particles. The balance of PM 
concentrations can only happen to particles with the same physical properties 
monitored with the exact size fractions using the same monitoring methods and 
equipment between the indoor and outdoor locations. 
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Examining closely to the mass-balance equation (Equation 5.2, Chapter 5), for 
each model input parameter (i.e. outdoor concentration, penetration factor, air 
exchange rate and deposition rate) in the current study, only the penetration 
factor and deposition rate are constant over time, which is in line with those two 
parameters as used in literature (e.g. Kulmala et al., 1999, Raunemaa et al., 
1989, Schneider et al., 2004, Thornburg et al., 2001). However, in the current 
study, both parameters are provided with a spatial variability. The penetration 
factor (which is the only parameter where the values are directly obtained from 
literature) is provided with a separate value for buildings with different levels of 
airtightness (i.e. leaky and airtight buildings), whereas the use of one single 
value for penetration rates for all types of building was generally adopted in a 
number of studies (e.g. Kulmala et al., 1999, Raunemaa et al., 1989, Schneider 
et al., 2004).  
 
The present thesis also provides a method of calculation for the different 
deposition rates of different particle sizes and/or size fractions and for calibration 
to local particle density, mass and size distribution. This theoretically allows the 
model developed here to be applied in different locations, even globally, if the 
particle properties are known. In literature, the deposition rates used in the 
models were obtained either from experiments (e.g. Raunemaa et al., 1989) or 
literature (e.g. Dimitroulopoulou et al., 2006, Kulmala et al., 1999, Schneider et 
al., 2004, Thornburg et al., 2001), which may not be applied directly on different 
locations or situations where physical properties of particles are different. 
Alternatively, as suggested by Dimitroulopoulou et al. (2006) using a 
probabilistic approach in deriving values for each parameter may also help in 
application for different locations. However, for deposition rate/velocity, it is 
important that the probabilistic approach should be carried out with the correct 
PM size category and distribution type. In the literature, Thornburg et al. (2001) 
used uniform distribution in their model for deriving deposition velocity in 
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accordance with particle sizes, whilst Dimitroulopoulou et al., (2006) did not give 
details indentifying which type of distribution was applied for each parameter. 
 
Nevertheless, using the probabilistic approach to generate values for 
parameters in the mass-balance modelling, by imputing values directly from 
literature without monitoring data and/or experiments, may not provide adequate 
results. A value randomly selected for one variable together with the value for 
another variable in the model equation can contradict the theory. For example, 
there are chances that a large penetration factor, a low deposition rate, and a 
high air exchange rate can be selected together with high monitoring outdoor 
PM concentration input which would produce high predicted indoor 
concentrations, when actually the penetration rate is small, with low deposition 
rate, and low air exchange rate and the indoor monitoring concentration is low, 
or vice-a-versa. Thornburg et al. (2001) found that generating a penetration 
factor using the Monte-Carlo method with the penetration values from literature 
can give a unrealistic result in contradiction to the filtration theory (where 
penetration factor !1), particularly when the I/O concentration ratio and air 
exchange rate input distributions are not correlated by an exponential function.  
 
Air exchange rate is the main mechanism transporting outdoor air pollution into 
building envelopes.  The nature of its temporal variability has been replicated in 
the mass-balance modelling in the present study by using the proposed time-
varying air exchange rates calculated from wind speed at the building façade. In 
literature, air exchange rates were applied as a variable where the probabilistic 
approach  (e.g. Thornburg et al., 2001, Dimitroulopoulou et al., 2006) was used 
and when measurements took place (e.g. Kulmala et al., 1999, Raunemaa et al., 
1989, Schneider et al., 2004), but as a constant when no measurements were 
undertaken (e.g. Kulmala et al., 1999, Raunemaa et al., 1989).  
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In this thesis, when different parameterisations are explored to obtain air 
exchange rates, similar predictability performances are shown between the air 
exchange rates (i.e. calculated from wind speed only) and the adjusted air 
exchange rates (i.e. calculated from wind speed with wind direction coefficient). 
Comparable performances are also shown when the different sources of the 
meteorological data used (i.e. façade vs. routine) were applied. For example, in 
office C, R2 = 0.78, RMSE = 30%-32% of the observed mean and FB = 0.03, -
0.02 were obtained for the use of façade wind data, compared to R2 = 0.74-0.75, 
RMSE = 30%-37% and FB = -0.17, -0.31 for the use of routine wind data. Whilst 
similar performances are shown, the model performed slightly less well in 
dwelling B when validated with the façade wind data (R2 = 0.62, RMSE = 62%-
73% and under-prediction by just over a factor of two) compared to routine wind 
data (R2 = 0.69-0.74, RMSE = 30%-32%, FB = 0.00, -0.12).  Whilst a slight 
discrepancy of results was shown for the façade wind data between the office 
and home, the performances are shown to be consistent in both locations when 
the routine wind data were used with both unadjusted and adjusted air exchange 
rates.   
  
The effects of different parameterisations for air exchange rates and their data 
source inputs, as well as those of individual parameters in the model, on the 
predicted indoor concentrations have been further examined here. To identify 
percentage changes in the indoor concentration, simulation of a 50% reduction 
scenario for different parameterisation and data-source situations was carried 
out.  One-at-a-time sensitivity analysis was employed in which a 50% reduction 
of the value for one model variable was applied whilst holding all other input 
parameters constant.  
 
According to the mass-balance equation used in this thesis (Equation 5.2, 
Chapter 5), 50% changes occur to the outdoor PM data (CO), or penetration 
factor (P), will result in 50% changes in the predicted indoor PM concentration 
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(Ci). Unlike the changes in those two variables, the equation suggests different 
changes in air exchange rate and deposition rate parameters. In this simulation, 
changes in air exchange rate scenarios in a monitored room can be as a result 
of changes which windows are open or close, window size and/or air leakages, 
wind speed and wind direction (Equations 5.6, 5.8, Chapter 5), whilst changes in 
deposition rate scenarios can occur when the room dimension (Equations 5.10, 
5.11, Chapter 5) and particle properties (i.e. particle size and size distribution, 
particle density: Equations 2.4, Chapter 2) change. The simulation results for 
different parameterisations for air exchange rates and their data source inputs 
are shown in Table 6.1. 
 
Table 6.1: Percentage change in predicted hourly-averaged indoor fine PM levels 
when 50% reduction of value for air exchange rate or deposition rate 
Percentage change in predicted indoor fine PM concentrations 
Fine_fac35* Fine_fac35_adj Fine_fac_fac35 Fine_fac_fac35_adj 
50% Reduction of Mean Max Mean Max Mean Max Mean Max 
Office C data (N=25)        
Air exchange rate -19% -13% -25% -19% -7% -3% -10% -5% 
Deposition rate 14% 8% 21% 14% 4% 2% 6% 3% 
Home B data (N=74)        
Air exchange rate -20% -15% -25% -19% -36% -30% -39% -31% 
Deposition rate 15% 9% 21% 13% 44% 34% 51% 41% 
* Variations of model parameters and data sources: 
Fine_fac35: Façade fine PM, Routine wind speed 
Fine_fac35_adj: Façade fine PM, Routine wind speed with wind direction coefficient 
Fine_fac35: Façade fine PM, Façade wind speed 
Fine_fac35_adj: Façade fine PM, Façade wind speed with façade wind direction coefficient 
 
The simulation results suggest that in an absence of major indoor sources, 
consistency in percentage reductions in indoor concentrations in both locations 
is again shown when the routine wind data are used for the model (Fine_fac35, 
Fine_fac35_adj) for the 50% reduction in either air exchange rates or deposition 
rates.  Reduction of air exchange rate by 50% provides 25% reduction of the 
average concentration and 19% reduction of the peak concentration of the 
indoor level, when the model was parameterised with the adjusted air exchange 
rates (Fine_fac35_adj), whilst to a lesser degree of reduction of 19% and 13% 
reductions in the average and peak concentration, respectively, are provided by 
that with the unadjusted rate (Fine_fac35).  
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Likewise, for the 50% reduction in deposition rates, the model also appears to 
be more sensitive to the changes when adjusted air exchange rates are used 
(21% and 15% increases for the average and peak concentrations) than when 
the unadjusted rates are applied (14% and 8% increases for the average and 
peak concentrations). The trend of percentage changes between the adjusted 
and unadjusted air exchange rate parameterisation is also shown in the 
simulation results when façade wind data are used. The simulations also exhibit 
only 2%-7% differences of the mean predicted indoor concentrations between 
when the model is validated by the unadjusted (Fine_fac35, Fine_fac_fac35) 
and the adjusted air exchange rates (Fine_fac35_adj, Fine_fac_fac35_adj). 
Whereas, 10%-30% differences of the concentrations occur between the routine 
(Fine_fac35, Fine_fac35_adj) and façade wind data (Fine_fac_fac35, 
Fine_fac_fac35_adj).   
 
Considering the results of sensitivity analysis, together with the predictive 
performances, on the different sources of wind data; relatively large differences 
of the simulated percentage changes, RMSE and FB are shown for façade wind 
data, particularly in home B.  This indicates different degrees of uncertainty for 
the use of façade wind data obtained. This could be partially due to different 
methods and equipment used in monitoring meteorological data at the façade 
between the home and office.  
 
Overall, as with the experiment results from literature (e.g. Kulmala et al., 1999, 
Raunemaa et al., 1989, Schneider et al., 2004), without the presence of indoor 
sources, the mass-balance modelling developed in the present work can provide 
a good prediction for the outdoor concentrations indoors if certain requirements 
are applied (i.e. for particles in fine fraction monitored at the façade with the 
same methods of measurement). However, the mass-balance model developed 
in this thesis requires only one key variable to be measured which is the façade 
PM data while other variables can be obtained through the parameterisation 
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proposed. The validity of the work could only be certain if the model is further 
validated in different locations and situations. Even if the model can provide 
good predictive performance after further validation is done, façade data are still 
need to be monitored. This would limit its applications to smaller scale studies. 
Furthermore, the use of the model is also bound to predict the indoor air fine PM 
from the outdoors with exclusions of the indoor sources.  
  
6.3 Regression vs. Mass-balance modelling 
6.3.1 Summary of modelling approaches 
Regression-based models were built using data from different types of 
environment (i.e. office and dwelling) within the same pre-defined structure, 
which consequently produced the separate office and home main models, with a 
total of 6 models being created for the environmental model to predict natural-
log transformed indoor PM concentrations (ln !g m-3) in three size fractions 
(Tables 4.4 & 4.5, Chapter 4). An example of this for the regression equations 
for model 1 for the fine fraction are shown in Equation 6.1 for Office_F1 model 
(Table 4.4, Chapter 4) and Equation 6.2 for Home_F1 model (Table 4.5, Chapter 
4): 
 
Equation 6.1 
 
 
Equation 6.2 
 
 
As Equations 6.1 and 6.2 show, natural-log indoor fine PM concentrations 
(LnFine) can be predicted from their association with natural-log outdoor PM10 
concentrations (LnAmbPM10) and additional effects of the ventilation-related 
variables (i.e. wind speed, wind direction and temperature data for Office_F1 
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and only wind speed for Home_F1). By means of regression, the selection of 
ventilation-related variables and the coefficients for each pre-defined variable 
were obtained from the derivation dataset for which an incremental degree of 
possible contribution of each variable to model fit is provided. The models then 
can be validated with the independent sets of natural-log transformed data from 
the outdoor routine PM10 and routine ventilation-related data. Different sources 
of data (i.e. façade data) can only be used for testing and/or exploration. 
 
On the other hand, there is only one mass-balance model (Equation 5.2, 
Chapter 5) for all fractions and locations which were not built from data. Only the 
proposed parameterisation, based on interdisciplinary principles (i.e. building 
services engineering and particle physics) aiming for enhancing transferability, 
and sources of data input for validation are varied. With the proposed 
parameterisation (Figure 5.7, and Equation 5.2 (Chapter 5), the proposed mass-
balance model for a room with single-sided opening can be written as shown in 
Equation 6.3:  
 
Equation 6.3 
 
As can be seen from Equation 6.3, the indoor PM concentration (Ci) predicted 
from the mass-balance modelling method is calculated from the outdoor 
concentration (CO) together with influences from ventilation, penetration and 
deposition mechanisms in accordance with the physical properties of particles 
(i.e. particle size, particle density and particle size distribution) and monitored 
room (i.e. room volume, height, opening size) as determined by multiplication 
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and division. Neither process of regression modelling, for obtaining equation and 
selecting variables, nor subject of model fit is involved in the mass-balance 
modelling.  
 
The mass-balance model (Equation 6.3) can be applied to predict indoor PM 
concentration in different size fractions corresponding to the physical properties 
of particle’s own size fractions (e.g. indoor fine PM can only be predicted from 
outdoor fine PM and penetration factor and particle density, particle spherical 
diameter and size distribution for the fine fraction) with no relative terms being 
used. Subsequently, the validation can be carried out from different sources of 
data (i.e. routine and façade data). 
 
6.3.2 Comparison of predictive performance between 
regression models and mass-balance models 
 
Performances of the environmental regression models (Model 1) developed in 
Chapter 4 are compared to the mass-balance models developed in Chapter 5, 
for the common datasets (all routine and façade data for office C and dwelling 
B). As can be seen from Table 6.2, both approaches show somewhat variable 
performance between different size fractions and environments.  Whilst the 
regression model shows inconsistency in predictive performance between the 
monitored office and home, the mass-balance model provides consistency 
performance in both locations which the result for the fine fraction is 
considerably better than that for the coarse fraction whilst for the PM10 fraction is 
shown in between the two fractions.  
 
However, in both cases, the models perform relatively poorly with the routine 
data, but differ substantially when used with the façade data.  With these, the 
mass-balance models show consistently better performance in the office but are 
rather inferior in performance compared to the regression models for the home.  
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The best performance overall is obtained when the mass-balance model 
validated with façade data for the fine PM fraction and wind conditions in the 
office (Fine_fac_fac35, Fine_fac_fac35_adj), where they show only reasonably 
small errors (RMSE = 25%-26% of the observed mean) and seemingly 
negligible over-/under-estimation (FB = 0.03, -0.02) whilst explaining up to 78% 
of the variation in the measured concentrations. 
 
Nevertheless, the mass-balance model did not perform well for the coarse and 
PM10 fractions due to the assumption that resuspension is negligible. In theory, 
this can be true if the model is applied in a control-lab situation. In reality, in the 
absence of major indoor sources (i.e. smoking and cooking), resuspension of 
accumulated particles on indoor surfaces can dramatically increase indoor 
concentration, as reported in literature (Chapter 2) and also as found in the 
current study.   This could be one of the main reasons, amongst others, that the 
mass-balance model did not perform well in this situation.  
 
However, effects of resuspension have been included in the regression models, 
resulting in a good performance being achieved for the larger fraction of PM. For 
the mass-balance model, the attempts to integrate resuspension effects by using 
either correction factor derived from mean differences or applying regression 
coefficient and constant obtained from the all-location regression model indicate 
the possibility of model improvement, particularly, for the hybrid model. 
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Table 6.2: Comparison of predictive performance between the regression model and the mass-balance model 
Observed          Concentration          Concentration 
Data      N Arithmetic mean 
(µg/m3) 
Regression 
model RMSE 
(µg/m3)    R
2      FB 
Mass-balance model 
RMSE 
(µg/m3)       R
2       FB 
Office C           
Routine 215 3.3 Office_F1 3.49 0.000 -0.20 Fine_amb25 4.05 0.055 -0.06 
       Fine_amb25_adj 3.86 0.065 -0.18 
Façade  25 3.8  2.82 0.175 -0.47 Fine_fac_fac35 0.99 0.783 0.03 
       Fine_fac_fac35_adj 0.96 0.782 -0.02 
Routine 215 12.4 Office_C1 21.91 0.205 -1.74 Coarse_amb2510 21.68 0.056 -1.65 
       Coarse_amb2510_adj 21.81 0.091 -1.72 
Façade  25 15.0  15.59 0.182 -1.73 Coarse_fac_fac3510 7.95 0.201 1.90 
       Coarse_fac_fac3510_adj 9.19 0.191 2.27 
Routine 215 15.7 Office_P1 23.18 0.192 -1.22 PM10_amb10 21.67 0.122 11.67 
       PM10_amb10_adj 21.83 0.153 14.40 
Façade  25 18.8  15.71 0.102 -1.04 PM10_fac_fac10 5.25 0.345 -0.11 
       PM10_fac_fac10_adj 5.63 0.352 -0.17 
Home B           
Routine 100 4.4 Home_F1 3.37 0.246 0.47 Fine_amb25 3.00 0.013 0.20 
       Fine_amb25_adj 2.76 0.025 0.06 
Façade  74 4.7  2.01 0.626 -0.14 Fine_fac_fac35 2.92 0.625 -0.70 
       Fine_fac_fac35_adj 3.41 0.617 -0.92 
Routine 100 15.1 Home_C1 10.74 0.131 0.11 Coarse_amb2510 17.12 0.082 -1.54 
       Coarse_amb2510_adj 17.52 0.105 -1.65 
Façade  74 14.9  10.22 0.191 -0.01 Coarse_fac_fac3510 17.56 0.124 -1.76 
       Coarse_fac_fac3510_adj 17.82 0.124 -1.83 
Routine 100 19.5 Home_P1 11.99 0.121 0.17 PM10_amb10 14.67 0.233 -0.66 
       PM10_amb10_adj 15.59 0.263 -0.79 
Façade  74 19.6  11.26 0.144 0.06 PM10_fac_fac10 17.80 0.152 -1.11 
       PM10_fac_fac10_adj 18.93 0.153 -1.29 
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6.4 Key Factors affecting model performance 
6.4.1 Outdoor PM concentration 
The results presented in the previous chapters suggest that, while ambient 
concentrations are a major determinant of general indoor PM concentrations, 
especially for the fine fractions, uncertainties in the available data on ambient 
PM concentrations are likely to be one of the main sources of error in modelling 
indoor PM.  These uncertainties are likely to derive, in particular, from the poor 
correlation between concentrations measured at routine monitoring sites and 
those at the individual building façade (Appendix F).  In this study, this poor 
correlation could in part be due to differences in monitoring technology and PM 
size fractions between the routine and indoor monitoring sites. More generally, 
however, it reflects the marked spatial variation of outdoor concentrations, and 
thus the limitations of using, routine monitoring sites to represent accurately 
concentrations at the façade of an individual building.  
 
Given that levels of outdoor PM have been found to vary substantially between 
different outdoor locations, and even on different sides of an individual building 
(Chapter 2), this is not surprising. For example, in this current study, office C is 
located in a street canyon, which is likely to have its own pollution and 
meteorological microenvironment, contributing further to the variation in the 
outdoor concentrations found between the office C and home B locations.  
Furthermore, indoor PM concentrations at the office were measured during 
daytime/working hours, whereas, those at the dwelling were measured at out-of-
working hours and at night-time when there are typically less occurrences of 
local turbulence in the outdoor air. 
 
 
Sirinath Jamieson                                                                                               Chapter 6 
328 
Moreover, façade and street canyon characteristics can be extremely complex 
and different between different buildings and settings. Local air vortices in street 
canyons, for example, can cause wind (and pollutants) to blow towards the 
building façade in the opposite direction to that of the wind above the building 
and/or that detected at routine monitoring stations (Colls & Micallef, 1999, Hirtl, 
& Baumann-Stanzer, 2007, Murena et al., 2009). More research is needed to 
derive better functions of the interaction between wind speed and direction on air 
exchange for buildings situated in different street canyon contexts.  
 
Both modelling approaches are conditioned by the quality of the available data, 
and are dependent especially on how well ambient concentrations are 
characterised.  For the mass-balance model, it was found that models based on 
ambient concentrations monitored at routine sites, only 1-3 km away, perform 
much less well than models based on ambient concentrations monitored at the 
building façade, with only moderate correlation being found between hourly 
concentrations monitored at routine sites and the façade (Appendix F).   
 
Unlike the outdoor air modelling, the attempt to apply the inverse distance 
weighting (IDW) technique to transform the routine monitoring data has not been 
a success. The inability of routine sites (with and/or without transformation of  
data) to represent true variations in concentrations in surrounding areas (and at 
study sites) is therefore one of the main constraints on models of indoor 
concentrations – and by the same token is likely to be a major weakness in 
environmental risk analysis.  This implies the need to use high-resolution 
dispersion models to estimate spatial variations in ambient concentrations, 
rather than rely on simple extrapolation of data from routine monitoring sites. 
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6.4.2 Air exchange rates  
The relationship between ambient and indoor concentrations of PM is shown to 
depend fundamentally on air exchange rate.  Data on air exchange rates are 
limited, and are a difficult element to parameterise in the models (Appendix B).  
In the mass balance model developed here, data on air exchange rates were 
estimated on the basis of wind speed (and wind direction) and ventilation 
conditions. In regression models the same variables are used as predictors and 
generally make a significant contribution to the models.  The estimated air 
exchange rates (calculated from Equations 5.3-5.6, Chapter 5) were found to be 
broadly in accord with those measured in previous studies (Appendix B).  
 
It is therefore suggested that for rooms with single-sided opening, air exchange 
rates can be estimated using standard equations from CIBSE and BS5925: 1991 
to provide a reasonable substitute for monitoring air exchange rate data. Wind 
speed, building and opening dimensions are required for calculating the time-
varying air exchange rates in the proposed mass-balance model.  
 
While use of routine as opposed to façade meteorological data does not seem to 
have much effect on model performance, wind speed (and direction) is clearly 
an important determinant of air exchange rates. Incorporation of wind direction 
coefficients to adjust the levels of air exchange rates, depending on the wind 
direction relative to the building façade, slightly improves the performance in 
some models, but the effects are inconsistent. However, the wind direction 
coefficients used were only approximate and were not separately validated in 
this research. Further investigation, testing different coefficients, might thus be 
worthwhile.  
 
Air exchange rate (and air infiltration rate) is an important element because it is 
one of the most easily controlled variables either by occupants or through 
building design and management practices. In population-level studies it is 
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therefore often likely to be one of the most difficult to estimate, because it 
depends on individual building characteristics and the behaviours of 
occupants/building management practices. 
 
6.4.3 Meteorological data  
Key meteorological factors, including wind direction and strength, have been 
found to be affected by variations in geographical location (Gehrig & Buchmann, 
2003, Peng et al., 2005). For the regression model, the effect of using ambient 
or façade meteorological data on model performance is limited. A slight 
improvement is shown when the façade wind data were applied in the office 
models but for the residential models the effects are inconsistent. One reason 
for this may be the different size of data sets between the two environments. 
Another possible reason could be differences in the façade and street 
characteristics, where wind speeds and wind directions were measured, 
between the two locations. At the dwelling façade, the meteorological conditions 
were monitored at the corner of the balcony, which is exposed to the junction 
with a small side road, and is some distance from the PM sampling location at 
the façade (which is more sheltered by the balcony).  At the office, the monitors 
for PM concentrations and wind data were placed almost side-by-side on the flat 
façade of office C; in this case, model performance was improved when the 
façade meteorological data were used.  However, this could be simply just as a 
result of the difference in equipment used between the two locations. Insofar, as 
it still highlights the sensitivity of the models to the source and 
representativeness of the input data. 
 
Meteorology also plays a major role in determining air exchange and thus indoor 
concentrations of pollutants. Wind speed and direction (relative to building 
façade) are especially important because they control air pressure at the 
building facade, while temperature may have a major indirect effect by modifying 
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ventilation behaviours (e.g. window opening).  As with ambient air pollutant 
concentrations, data derived from relatively distant routine monitoring stations 
may not give good characterisation of the conditions found outside the 
building(s) of interest.  Uncertainties, however, seem to be less than those found 
for air pollution at the building façade.  Attempts were made in this present 
research to adjust measured wind speed to reflect the angle of wind direction 
relative to the building façade but this gave only marginal improvements in the 
mass-balance models.  More research is therefore needed to explore the effects 
of building wake on wind flow patterns and hence on indoor concentrations. 
 
Varying effects of the different meteorological variables are also indicated by the 
different model structures of regression models between the office and 
residential environments.  For the office models in all three size fractions 
considered, increasing temperature and relative wind speed acts to increase 
indoor PM concentration, whilst increasing the degree of relative wind direction 
(i.e. as the wind shifts away from the front of the room) reduces the 
concentration.  In the home models, in contrast, the situation is more variable.  
For the fine fraction, the model structure suggests that only relative wind speed 
has significant positive effects on PM concentration; other meteorological 
variables were not statistically significant. For the coarse fraction, both 
temperature and relative wind direction had positive effects; for the PM10 
fraction, relative wind speed and wind direction both had significant influences 
on indoor concentrations.  
 
6.4.4 Occupancy/Activity  
Room occupancy and human activity are also crucial factors in determining 
indoor concentrations of pollutants.  They operate in three main ways: by 
controlling ventilation conditions and thus air exchange; by influencing the 
causes of indoor sources (e.g. cooking and smoking), and by causing 
Sirinath Jamieson                                                                                               Chapter 6 
332 
resuspension from passive sources such as furnishing and clothes.  Data on the 
relative contributions from such sources are often difficult to acquire.  In the 
regression models used here, simple binary variables were therefore generated 
for each activity type to make good this shortfall.  The results obtained showed 
clear, and consistent, trends in importance for different activities, with the 
greatest contribution coming from cooking, then moving, then sitting, then 
sleeping activities.  Many of the effects noted were very short-lived, giving large 
spikes in monitored concentrations (e.g. during cooking and bed-making).  In the 
mass-balance models, effects of these behavioural effects were calculated by 
differencing – i.e. assessing the differences between modelled concentrations 
(without activity) and monitored concentrations for each activity type.  As is to be 
expected, these suggest a similar ranking of the activities in terms of their 
contributions to indoor PM concentrations.  In both cases, however, the 
estimates of behavioural effects are inevitably uncertain, and vary greatly 
between different rooms, depending on usage (office or home), furnishing type, 
and general state of room cleanliness.  The magnitude of effects found were 
broadly similar to those measured in previous studies. Thatcher & Layton 
(1995), for example, suggest that short periods of activity (walking, sitting) may 
more than double coarse PM concentrations indoors.   
 
Moreover, differences between PM derived from outdoors and indoors must 
nevertheless not be ignored (Turpin et al., 2007). The majority of ambient PM 
entering rooms consists of primary particles from local traffic, which can prove 
highly toxic in health terms, particularly as doses increase (Gerlofs-Nijland et al., 
2007, Pohjola et al., 2003). In the absence of smoking or cooking, the majority of 
PM generated indoors and associated with indoor activities is probably a result 
of resuspension from furnishings and clothes, or from individuals.  Much of this 
comprises relatively non-toxic materials - e.g. dander, lint and skin flakes - and 
may therefore add little to health risks of exposure. As a result of this, 
uncertainties in estimation of these contributions may be less important than 
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errors in the estimation of the ambient contribution.  On the other hand, the 
presence of these resuspended materials from indoor sources makes model 
calibration and validation difficult, for they represent a large proportion of the 
measured PM concentrations indoors, especially for the coarse PM fraction. 
Differences between the modelled estimates and measured concentrations may 
therefore be largely a result of the presence of resuspended PM, of little 
relevance for health.  Given this, the ability of the models to detect the ‘effective’ 
(i.e. potentially harmful) component of the PM fraction, which is mainly ambient 
in origin, may be better than the validation results suggest.  Ideally, further 
model testing and validation needs to be done under conditions where the 
ambient contribution of the indoor PM fractions can be properly characterised.  
This also indicates that it is important to separate contributions from outdoor and 
indoor sources of PM in monitoring indoor or personal exposures wherever 
possible. 
 
6.5 Model improvements 
 
The results from model explorations suggest that the models from both 
techniques merit further improvements if they are to be used for assessment of 
population exposure levels. The regression-based models developed in Chapter 
4 have been proved to work to variable degrees in different locations. However, 
they bear the benefits of using widely available data (i.e. PM10 from routine 
monitoring data) as well as integrating time-activity in the model. Applying the 
time-cycle function (i.e. harmonic regression) can restrict model transferability, 
but the models were built from limited datasets (i.e. one location each for the 
office and home models and 5 locations for the all-location model). The all-
location model achieved relatively good model fit to those for the office and 
home models. This indicates that it is possible to develop the regression model 
in a predefined manner to from a larger set of data from a variety of building 
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characteristics to predict indoor PM possibly providing better predictability and 
generalisability. 
 
The question is then how many datasets would produce a regression model with 
possible good predictability, applicability and generalisability and how 
representative it would be. The answer cannot be given for certain but some 
indications can be given by taking spatio-temporal variations and generic 
building types into account when determining where monitoring should be 
undertaken.  
 
6.5.1 Location selection  
To select appropriate dwelling types for monitoring indoor and outdoor 
concentrations that represent typical building stock, reference can be made to 
Ravetz (2008). In that work the percentage distribution of different types of 
residential stock in England was given as follows: small terraced houses – 12%; 
medium/large terraced houses – 17%; semi-detached houses - 27%; bungalows 
– 9 %; converted flats – 3%; low-rise purpose-built flats – 13%; and high-rise 
purpose-built flats – 1%. 
 
In addition to taking building type into consideration, the period that construction 
took place should also be factored in, as this can affect air exchange rates. As 
examples, the following five generic house types, as related to particular periods 
in time, were noted in West Central Scotland by Howieson et al., (2003): 
tenement (1900s); semidetached (1930s); 3-storey tenement (1950s); multi-
storey (1970s); and timber frame (2000s). All exhibited markedly different air 
exchange rates and air-flow levels. The type of construction used for the 
individual buildings, i.e. timber frame or masonry cavity, also has to be taken into 
account as this too can influence air permeability (Johnston et al., 2004). 
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For naturally ventilated offices, there are two main types categorised by size 
(BRE 2000): cellular (100-3,000 m2) and open-plan (500-4,000 m2). Depending 
on study aims, urban, suburban and rural locations can be taken into 
consideration. Distances from main roads (e.g. 100m, 200m, 300m, 500m, 1km, 
3km) can also be factored in to allow the indoor models to be able to 
synchronise within the existing variable categories in outdoor modelling (e.g. the 
land-use regression model) that has been widely used in epidemiological and 
health risk assessments. Distances from the ground and façade orientation, 
street canyon characteristics are also important factors to be considered in 
collecting data for indoor pollution from outdoor origins.  
 
Optimally, buildings being assessed should undergo UK Standard Assessment 
Procedure (SAP) Environmental Impact Ratings (BRE 2009), which assess their 
energy performance. This is proposed as it would allow an in depth picture to be 
created within in an already standardised legislative framework. Among the 
factors considered in that are: building insulation; building size; construction 
materials; climatic region; door and window areas; heating systems and 
individual heating patterns; heights and exposed wall areas of each room; 
orientation of windows; solar gains through openings; ventilation characteristics 
and rates.  
 
6.5.2 Temporal variation 
In order to more comprehensively understand the effects of PM exposures (and 
those of other pollutants) on health, it is necessary to gain better estimations of 
the exposures that individuals are likely to be exposed to. This includes 
investigating ways to better estimate exposure (and indoor pollution episodes) 
over specific time periods, both long and short-term, where data might not 
otherwise be available, is limited, or created with insufficient resolution. As noted 
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by Chang et al., (2003) - and as shown in this present research - using data with 
improved temporal resolution can increase exposure accurateness validity.  
 
A set of historical time-series data for PM and meteorological data should be 
analysed to determine optimum periods for monitoring campaigns. It is 
suggested that a fortnight’s duration once a month should be carried out for 
monitoring, with timings being adjusted where appropriate to incorporate holiday 
periods. It is also proposed that wherever possible full 14-day week datasets are 
gathered at each individual location to allow the creation of datasets showing 
weekly, daily and diurnal patterns. A 14-day period has been chosen, as 
opposed to a 7-day one, to cover for possible shortfalls in data collection, such 
as equipment malfunctions, and also to allow standard weeks and the effects of 
breaks such as Bank Holidays and other special occasions to be jointly 
assessed.  
 
Furthermore, it is suggested that measurements are undertaken monthly, 
instead of purely seasonally, as large variations in PM levels can occur between 
individual months (Madhavi Latha & Highwood, 2006). The choice of the weeks 
of the month where datasets will be collected may in part be determined in part 
by when holidays occur and also by where peaks in PM levels have been noted 
in previous years. Covering 14-day periods for each measurement set also 
allows additional freedom with study design, so that monitoring can also be 
undertaken in different locations with the same equipment within the same 
month if desired. Such measures could prove to be quite effective logistically 
with regard to effectively using personnel hired to undertake the work and could 
reduce the amount of equipment and staff required to obtain datasets.  
 
It is also proposed that some buildings would be measured once a month for a 
whole year, others measured seasonally, i.e. 4 times annually for a 3-year 
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period to allow a larger number of buildings to be accessed with the equipment 
available.  
 
6.5.3 Particle size distribution and time-activity records 
Experiments investigating particle density and size distribution should also be 
carried out locally to allow a calibration for deposition rate. Monitoring equipment 
should be the same type between indoor and outdoor locations. For the activity 
record, activities should be categorised based on their effects on resuspension 
(e.g. sitting, moving, sleeping) and also for major indoor sources (i.e. cooking 
and smoking). Then, this can be integrated with 15-minute time-activity diary for 
when people spending time in indoor locations. Importantly, the proposed 
creation of additional time-activity datasets (wherever practical) when future 
surveys are undertaken using the models proposed in this current thesis would 
substantially add to the time-activity databases held in the UK and elsewhere 
(e.g. Chang et al., 2003, Dörre, 1997, ESDS, 2000, Klepeis et al., 1995, 2001, 
Schweiser et al., 2007). Alternatively, a minute-by-minute activity style diary can 
be used, with the data being later categorised by the research team. 
 
6.5.4 Mass-balance model improvement 
The mass-balance model developed can provide good prediction for the indoor 
fine PM from the outdoor origins using façade PM data for prediction.  However, 
the validation was carried out only in two locations, which would be satisfactory 
for engineering and building design purposes but may not be the case for large-
scale studies for population levels and/or policy making decisions. Datasets for 
validation can be obtained in the same way as those used for derivation and 
validation regression model in Sections 6.5.1-6.5.3. Time activity data from 
those can be use for the hybrid model proposed. 
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Even when more validations have been done, the requirements of façade data 
may prevent the model being used for wider applications.  Moreover, the models 
may still not cover all building characteristics, as well as activities influencing 
levels of air exchange rates (i.e. open/close windows), which may affect 
exposures. However, the different formulae provided in the CIBSE Guide A and 
BS 5925: 1991 can possibly be used for estimating airflow rates for the other 
simple-layout buildings with openings in one wall only and/or with cross 
ventilation (Section 5.4.1, Chapter 5).  
 
Whilst the developed mass-balance model can provide rapid estimates of indoor 
PM concentration and/or indoor/outdoor ratios for a representative room (e.g. as 
part of a screening or feasibility study, or to check the plausibility of information 
derived from other sources), a probabilistic approach can be applied for 
estimating the potential range of indoor exposures to outdoor-origin PM under 
different air pollution, climate or building design scenarios, as part of an 
integrated environmental health impact assessment. More generisability may 
also be achieved by using the probabilistic approach. It was with that in mind 
that the Indoor Exposure (IndEx) model was developed by Briggs (2010) from 
the mass-balance model and parameterisation proposed in this thesis 
(http://www.integrated-
assessment.eu/resource_centre/index_indoor_exposure_model, Appendix G).  
 
It has been transformed into user-friendly format on excel by Briggs (2010) and 
refined to make it both interactive (by allowing user inputs) and probabilistic (by 
calculating distributions of possible values). Two probabilistic functions are used: 
which are a) for the wind speed, using proportion of time in each wind speed 
class, input by the user, and b) for the ambient air pollution, a normal distribution 
with a mean and standard deviation defined by the user. The computer 
programming for that model was created by Dr Linda Beale. 
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6.6 Research implications 
 
Generally, risk assessment and epidemiological studies on air pollution and 
health have relied on the use of fixed-site routine monitoring outdoor PM 
concentrations as a surrogate for actual PM exposures. The value of reducing 
measurement error through use of the proposed models could be of particular 
benefit for studies investigating indoor exposures to traffic-related air pollutants.  
 
The combination of modelling techniques that this thesis suggests may in due 
course be adopted to further refine exposure characterisations and to assess the 
comparative contribution of specific pollutant sources to particular health 
concerns and outcomes. This technique may offer a reduction in exposure 
misclassification in comparison to that associated to simple usage of models 
taking into account only outdoor concentrations. With further improvements, the 
models can provide a means of estimating exposure levels to indoor PM 
concentration from outdoor origin in different size fractions alone and/or with the 
contributions from human activity.  
 
With time, this development would allow for more accurate cyclic activity 
patterns and exposure patterns to be determined for specific sub-groups and 
building types (in different locations and meteorological conditions at key periods 
of the year, and also of individual days), thereby enabling much higher 
resolution predictive activity-patterns for risk assessment work and the creation 
of dynamic models that can predict temporal variations in indoor air pollution 
(e.g. at daily or hourly level – potential benefits of higher resolution might also be 
contemplated for activities that create pollution episodes indoors, however 
further research would be required on this issue).  
 
The fact that the models also allow air exchange rates to be estimated in 
naturally ventilated buildings where actual physical measurements cannot be 
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undertaken, or are cost prohibitive, should further increase their attractiveness, 
as will their ability to model a wide range of scenarios so that complex risks can 
be more accurately accessed. It is predicted that the models may be particularly 
useful in epidemiological research, as they will allow hypothesis testing on both 
micro and macro scales and may help better identify situations where risk may 
occur.  
 
Moreover, when additional equipment is made available for such work, it is 
hoped that the parameters being assessed can be increased so that other 
contaminants can be measured simultaneously with PM and the chemical 
characteristics of the pollutants, including indoor and outdoor PM, can be better 
determined and added to the data assessed with the models for different types 
of pollution episodes (e.g. Long et al.,2000). 
 
Furthermore, in buildings with airtight construction without adequate ventilation, 
gas appliances may create levels of CO and NO2 that cause concern and 
safeguards may be required. There can also be increased risk of exposure to 
VOCs in airtight buildings with low ventilation rates. VOCs can be released from 
a number of different types of fixtures and fittings and also from some modern 
cleaning products. It would be appear worthwhile to be able to determine, 
through the use of the regression model, how outdoor parameters will affect 
such indoor pollution instances and their dilution within different building types. 
 
Within that context, the models may also prove particularly suitable for 
assessing climate change scenarios and evaluating the potential outcomes of 
projected policy alternatives (as related to their likely effects on indoor exposure 
regimes to pollutants). With regard to current building legislation (The Building 
Regulations 2000 Ventilation, 2006), the activity patterns created from ‘real time’ 
time-activity data will also be of use to see to what extent airtight buildings are 
used as intended (and to what extent individuals opening windows to enhance 
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natural ventilation may offset/alter energy saving measures and effectiveness. 
According to the NHBC (Crump et al., 2009), builders already express concerns 
about the air quality within such buildings and the effects this may have on 
occupant health. 
 
The developed modelling methods could also greatly benefit risk assessments 
and further increase the usefulness of the developed models as valuable tools 
for the Integrated Environmental Health Impact Assessment of systemic risks 
(IEHIA (Briggs, 2008)). The regression-based and mass-balance models 
developed in this thesis can be taken forward as tools for undertaking integrated 
environmental health impact assessments for better determining environmental 
pollutant exposures and related health risks when indoors. It is indicated from 
the present research that the complex data sets these can provide may provide 
more comprehensive information and provide a higher degree of resolution than 
sets created by traditional methods. It is also predicted that they will be less 
costly to undertake, less time intensive and allow subgroup activity profiles to be 
developed if desired. 
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7 Conclusions 
7.1 Key findings 
The critical evaluation, development and refinement of the selected modelling 
approaches to predict indoor PM concentrations originated from the outdoors, 
where the indoor concentrations cannot be monitored, as a basis for exposure 
modelling for health risk/impact assessments, have been successfully carried 
out. The objectives have been fulfilled as evidenced by a number of findings:   
 
• For the first objective, it is found in the literature that whilst individuals 
normally spend the majority of their time indoors, most risk assessment 
and epidemiological studies rely on exposure estimates of ambient 
pollution levels taken directly from routine monitoring sites instead of 
areas close to where people normally spend their time. The majority of 
public health policies are based on standards related to ambient air 
instead of indoor air.  
 
• Furthermore, in comparison to outdoor air modelling, there are very few 
studies on indoor air modelling, particularly for predictive purposes, 
either from regression-based or mass-balance techniques. Of those 
found in literature, only some mass-balance models provided 
validations.  
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• For the second objective, the results from the air monitoring surveys 
suggest that as with the outdoor routine concentrations, spatio-temporal 
variability of indoor PM concentrations has been found in different 
locations, even in rooms next to each other, during the monitoring 
campaign undertaken in this thesis. Correlation between the indoor and 
the outdoor routine monitoring data were generally poor, whilst those 
between the façade and indoor data was slightly poor for the coarse and 
PM10 fraction. 
 
• For the third objective, the regression-based models developed in a 
deterministic manner, comprising no more than 5-7 key variables, can 
be successful in providing good prediction for indoor PM, particularly for 
the coarse fraction when the activity patterns are included. The 
predictive performance, however, varies between particle size fractions 
as well as amongst locations.  
 
• The fourth objective is also achieved by the development, 
parameterisation and test mass-balance models. It is found that the 
proposed parameterisation which is derived from integration of readily 
available techniques from particle physics and building engineering, had 
not been used in indoor PM modelling before, and is shown to provide a 
good outcome, particularly for the fine fraction. Likewise, a combination 
of different regression techniques successfully applied in outdoor air and 
environmental studies offer a good prediction, though variable, between 
locations. 
 
• Moreover, in model explorations, the all-location regression model 
exhibited a potential for further development and validations, this is also 
suggested for the hybrid mass-balance model. 
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• The comparison of the models derived from those two methods as for 
the final objective suggests that, of the two, mass-balance models 
present a clear advantage as a predictive tool, as they are based on 
physical principles, and are thus more consistent and transferable 
between different rooms, study areas or applications. However, also 
based on physical principles, differences in performance are shown 
between particle size fractions. 
 
• Both modelling approaches are influenced by data quality, particularly 
for characterising ambient PM levels. As might be expected, mass-
balance models based on ambient concentrations from routine 
monitoring stations, perform less well than those based on ambient 
levels monitored at building façades – the failure of routine sites to 
accurately represent the concentrations found at study sites represents 
a major weakness in standard research related to risk analysis on this 
topic and indicates the benefits of high-resolution dispersion models. 
 
• The association between ambient and indoor PM levels is shown to 
depend primarily on air exchange rates, which are often directly 
controlled either by occupants themselves or building design and 
management protocols.  Though this parameter is normally difficult to 
estimate, the use of time-activity data on window opening/ventilation 
patterns may help address this shortfall.  
 
• Meteorology can significantly influence air exchange and pollutant levels 
found indoors. As with ambient air pollutant levels, using data from 
routine monitoring stations may provide poor characterisation of the 
conditions at building façades.  However, with the transformations used, 
the meteorological data, with the exception of wind direction, can be 
successfully applied in the models.  
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• As human activity and room occupancy patterns can significantly 
influence pollutant levels found indoors, having better information on 
time-activity patterns can greatly improve the accuracy of predictions.  
 
7.2 Strengths and weaknesses of this research 
The research presented in this thesis inevitably has both strengths and 
weaknesses.  Amongst the strengths, it is noted that the following work has 
been successfully undertaken: 
• Critical literature reviews on existing knowledge.  
• Detailed monitoring of PM combined with time-activity documentation in 
different environments. 
• Comparison of use of ambient and local (façade) data for modelling. 
• Analysis under different occupancy/activity conditions.  
• Development and comparison of different modelling strategies. 
 
The contributions of the present PhD to the existing knowledge in the research 
field are: 
• The proposed/developed deterministic regression-based models for 
indoor PM concentrations from outdoor origins based on physical 
process together with human activities, which have been developed 
(and validated) in this thesis. 
• The concept of developing the proposed parameterisation for mass-
balance models using equations from building services engineering and 
particle physics. 
• Attempts to use readily available data (i.e. from routine monitoring 
stations) to create mass-balance models and provide models for PM fine 
and coarse fractions as surrogates for PM2.5 and PM10-2.5. 
• The proposed/developed methods of integration of human activities for 
estimating resuspended PM concentration into the mass-balance model. 
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• The concepts developed in this thesis provided the impetus for the 
probabilistic IndEx model to be developed and used by others: 
http://www.integrated-
assessment.eu/resource_centre/index_indoor_exposure_model 
 
The weaknesses in the research nevertheless need to be recognised, both to 
ensure caution in the interpretation and application of the results, and to guide 
future research.  Key weaknesses include:  
   
1. Instrumentation: limited access to equipment for monitoring pollutants 
and logging data.   
• limitations of the GRIMM monitors used in this study, including the 
limited number of instruments available (two GRIMMs during some 
periods of monitoring, one GRIMM at other periods), which 
restricted the opportunities to do simultaneous monitoring at the 
façade and indoors, in different rooms, or at different locations in a 
single room; 
• inherent inaccuracies in the GRIMMs’ light scattering devices, which 
do not give direct measurements of particle mass, and may also be 
affected by moisture or photocatalytic materials in the atmosphere; 
• the relatively high cut-off point for PM, which meant that PM1 
estimates could not reliably be made and may have led to 
substantial under-estimation of the fine PM fraction particularly 
during key episodes – such as some types of cooking - where such 
PM is likely to be created in high concentrations; 
• the non-standard PM fractions reported by the instruments (which 
do not match categories used in policy or in epidemiological 
studies). 
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• Noise made by GRIMM during operation was disruptive, particularly 
late at night. This disruption led to poor sleep in the dwellings being 
assessed that impacted on the timings of morning activity patterns. 
 
2. The data sets collected were smaller than originally intended due to 
equipment availability and the present author having an accident during 
monitoring. Both led to substantial revisions in work plans:  
• the resultant short monitoring periods may not be representative of 
situations under other meteorological conditions or ambient 
concentrations; 
• the limited number and variety of rooms available for assessment 
may not be representative of rooms with different air exchange 
conditions; (e.g. age, size, window arrangements), activity patterns, 
and furnishings. 
 
3. Data gaps and uncertainties:  
• in air pollution monitoring - due to equipment failure and need for 
downloading of the data; 
• in meteorological data, due to the lack of data-logging facilities; 
• in time activity data due to poor reporting of time activity 
patterns/occupancy;  
• more generally, the lack of direct measurements of some key 
factors – e.g. air exchange rates, penetration, deposition velocity 
and PM resuspension rates. 
 
4. Limited validation: especially for the all-location regression-based 
models, adjusted and hybrid mass balance models. 
 
5. Indoor and outdoor sources of PM monitored cannot be identified with 
certainty. 
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7.3 Future Research Needs 
Notwithstanding these deficiencies, the research presented here helps to 
highlight both the importance of, and the potential for, modelling of indoor air 
pollution.  That said, much more remains to be done in this research field.  
Priorities for future research could include:   
 
• Increasing representatives and accuracy of monitoring concentration 
data by improving the monitoring protocol. For example, co-locating the 
monitors with those used for routine monitoring stations, obtaining the 
correct mass (e.g. for GRIMM monitors - weighing the filters from which 
the correction factors can be calculated), monitoring the humidity to 
check the reliability of the monitors, using monitors that report standard 
PM fractions (i.e. PM2.5, PM10), and applying duplicates for monitoring to 
cover possibilities of equipment failure or data gaps, etc. 
• Improved parameterisation of key variables – e.g. through monitoring 
and modelling of air exchange rates, and investigation of the deposition 
velocities of different types and sizes of pollutant. The effects of different 
wind speeds, ventilation patterns and regimes on the resuspension of 
particles would also benefit from being addressed. 
• PM size distribution and characterisation of PM – e.g. to distinguish 
between contributions from (and toxicity of) primary PM, secondary PM, 
resuspended PM, personal cloud and PM from outdoor and indoor 
sources. 
• Conducting modelling/monitoring under a wider range of conditions to 
cover spatio-temporal variation in population levels (e.g. different room 
configurations, furnishings, time-activity patterns, weather variations and 
season of year) in order to derive regression models, hybrid mass-
balance models with more generalisability, and validate those models 
and/or further validate the mass-balance models with the proposed 
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parameterisation as well as with the sensitivity analysis.  The spatial 
variations that can occur within individual rooms should also be 
assessed, as should the possible effects of different types of indoor 
source emitters (such as cookers) and mitigation strategies (such as the 
use of cooker extractor fans that vent to the outside).  
• National surveys on time-activity data for better understanding on indoor 
exposure to PM from indoor sources and resuspension due to activities. 
The proposed categorisation of additional time-activity datasets is also 
suggested to be included in future surveys for exposure studies.  
• The determination of the extent to which the fine PM model developed in 
this present research may be able applicable for use with an extended 
range of pollutants including pathogens. It is additionally suggested that 
the PM2.5 model may be useful for helping determine policy when 
planning to deal with bioterrorism (some pathogens are in the size range 
1-2.5µm). 
• Assessment of indoor exposures to traffic-related pollutants. Prioritising 
such research, it would appear logical to begin with assessment related 
to black smoke as its size range, equivalent to PM <4!m (Filleul et al., 
2005) is close to the range assessed in the models built as part of this 
thesis.  
• Assessment of exposures to NO2, CO or VOCs, however different 
parameterisation has to be developed in accordance with each 
pollutant’s physical properties.  
• The use of modelling methods, such as those developed in the present 
research, that take indoor pollutant concentrations into consideration in 
future epidemiological studies and health risk/impact assessments.  
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9 Appendices 
9.1 Appendix A: Cohort studies on long-term 
exposure to PM and health effects 
 
9.1.1 Appendix A1: Harvard Six Cities Study 
In both policy and research sectors, one of the most influential early studies was 
the Harvard Six Cities Study (Dockery et al., 1989, 1993, Ware et al., 1986), 
which ran from 1974-1989. It has been one of the main influences for 
establishing the US air quality standards. In that study, 8,111 adults were 
assessed for 14-16 years and ambient data on PM15, PM10, PM2.5, TSP, SO2, and 
SO4 were obtained from routine monitoring sites.   
 
Covariates considered in this study included: body mass index, education level 
(using a 2 level indicator), indicators of whether subjects were smokers or had 
previously smoked, current smoker pack-years, a two-level indicator of, PM2.5, 
and occupational exposures. Alongside the cohort study, additional monitoring 
was also carried out in those cities for NO2, PM2.5, SO2, and SO4 to investigate 
indoor and outdoor concentrations and personal exposure (Dockery & Spengler, 
1981, Spengler et al., 1979, 1981, 1985). The monitoring results, however, were 
not used to estimate exposures in the cohort study. 
 
Health risks were estimated by comparing mortality rates between the six cities.  
Mortality risk ratios between the most and least polluted city were: all causes 
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1.26 (95% CI 1.08, 1.47), cardiopulmonary 1.37 (1.11, 1.68), lung cancer 1.37 
(0.81, 2.31), and other 1.01 (1.08, 1.48). The data were later independently 
reanalysed by the Health Effects Institute (HEI), to address potential 
confounders and deal with statistical anomalies found in the original study. That 
reappraisal, by Krewski et al., (2000), confirmed that the general findings were 
accurate and revealed a slight increase in the reported risks. An extended 
follow-up study during 1990-1998 by Laden et al. (2006) elevated reported risks 
still further. For example, risks of all-cause mortality associated with long-term 
exposure to a 10 µg m-3 increase in PM2.5 were raised from 13% (4.2%, 23%) in 
the original study (Dockery et al., 1993) to 14% (5.4%, 23%) by the HEI 
evaluation (Krewski et al., 2000), and then to 16% (7%, 26%) in the follow-up 
study (Laden et al., 2006). Laden et al. also suggested that reducing 10 µg m-3 
of mean PM2.5 might reduce risk of overall mortality by 27% (5%, 43%). 
 
9.1.2 Appendix A2: American Cancer Society (ACS) Study 
Along with the Harvard Six Cities Study, the American Cancer Society (ACS) 
Study (Pope et al., 1995) has also played a powerful role in setting the US EPA 
air quality standards (Dockery, 2009, Kaiser, 1997). It is considered to be the 
largest and most statistically robust cohort study related to particulate matter and 
health that has been carried out to date, and is also the most widely reviewed 
and reanalysed study on this topic (COMEAP, 2009).  
 
The ACS study (Pope et al., 1995) combined ambient air pollution data with data 
on individual risk factors for 552,138 adults from the 151 metropolitan areas of 
the US, over the period 1982-1989. Air pollution data were obtained from routine 
monitoring sites for SO4 particles, collected during 1980-1982 from 151 
metropolitan areas, and PM2.5 collected during 1979-1983 from 50 metropolitan 
areas. Confounding variables included lifestyle, dietary, demographic, social and 
educational factors and occupational exposure (i.e. age, race, sex, marital 
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status, alcohol consumption, smoking, fat or vegetable consumptions, 
occupational exposure to asbestos, chemicals/acids/solvents, coal 
tar/pitch/asphalt, diesel engine exhaust, etc.). However, indoor and local outdoor 
air pollution were not monitored, and no time-activity reporting was undertaken.  
 
Pope et al., (1995) found that the relative risk ratio for all causes of death for the 
most-to-least polluted metropolitan areas was 1.17 (1.09, 1.26), which is slightly 
lower that that for the original Harvard Six Cities Study. Exposure to an increase 
of 10 µg m-3 PM2.5 raises the relative risk for all-cause mortality by only 7% (4%, 
10%), which is more-or-less half of that found in all analyses for the Harvard Six 
Cities study. For cardiopulmonary mortality, the risk was shown to be slightly 
higher than that from the Six Cities study, and marked differences were seen 
between the two studies in estimated risks of lung cancer: a Ca. 1% increase in 
risk was found in the ACS study, compared with 18%-27% in the Six Cities 
study.  The ACS study was also reanalysed by Krewski et al. (2000), under 
commission from the Health Effects Institute, and the results were shown to be 
consistent with those originally reported by Pope et al. (1995). 
 
Extended follow-up analysis of the ACS data (Pope et al., 2002) was carried out 
by adding PM2.5 data during 1999-2000 to the original data set.   Data for PM10, 
PM15, PM15-2.5, TSP, SO2, SO4, NO2, CO and O3 were also analysed for the 
period during 1979-1998. All pollution data were again obtained from the routine 
monitoring stations and the cofounders considered were the same as the 1982-
1989 study. For PM2.5 cohort, strong associations were found with 
cardiopulmonary mortality and lung cancer (Pope et al., 2002). The relative risk 
was slightly less than that in the original ACS analysis for all-cause and 
cardiopulmonary mortality. However, the risk was rather higher than the original 
study for lung cancer, though not as high as that shown in the Six Cities study. 
Pope et al. (2009) also later found that reduction of 10 µg m-3 PM2.5 was strongly 
associated with an estimated increase in mean life expectancy of 0.61 years. 
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Decreases in ambient PM2.5 concentrations over the years from 1979-1983 to 
1999-2000 contributed to up to 15% of the overall increase in life expectancy. 
 
In order to investigate whether metropolitan area scale studies of pollutant 
exposures, as used for the ACS study (Pope et al., 1995, 2002), could have 
underestimated the association between air pollution and mortality, Jerrett et al. 
(2005) undertook a spatial analysis study for Los Angeles. This extended study 
used estimated PM2.5 exposures of 22,905 subjects in Los Angeles, covering 
1982-2000. The same covariates as in the original study were used with addition 
of O3 and other covariates including employment status and those related to 
traffic influence and/or smoking aspects such as distances from motorway 
intersections, and air conditioning were incorporated.  
 
They found a far higher association between PM2.5 levels and mortality than the 
original and reanalysed ACS studies, with relative risk of mortality per 10 µg m-3 
PM2.5 increase ca. 17% for all causes, 12% for cardiopulmonary and 44% for 
lung cancer. These risk ratios are also similar to those for all causes and 
cardiopulmonary found in the Six Cities study, but higher in this study for lung 
cancer. Air conditioning seems to have no additional effects for all-cause and 
lung cancer death while adding only a very weak effect to that for 
cardiopulmonary. Living 500 metres away from the motorway junction was 
associated with mortality for lung cancer but generally not with that for all causes 
and cardiopulmonary. 
 
Additional analyses on effects of smoking and PM2.5 on relative mortality rate 
were also carried out (Pope et al., 2004, 2009a) using the same data sets as 
Pope et al. (2002). Pope et al. (2004) investigated the possible associations 
between PM exposures and cardiovascular mortality, presenting epidemiological 
evidence for common pathophysiological pathways for disease. They found that 
long-term PM2.5 exposures were most strongly related to mortality due to 
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ischaemic heart disease, dysrhythmias, heart failure, and cardiac arrest. 
Smoking was reported to give a much larger mortality risk for cardiovascular 
than exposure to PM2.5, but exposure to PM2.5 was seen to provide additional 
adverse health effects to smoking. Later, Pope et al. (2009b) conducted further 
analysis on effects of exposure to PM2.5 and cigarette smoke on cardiovascular 
mortality. They found that relatively low levels of estimated PM2.5 exposure from 
either air pollution or secondhand cigarette smoke are sufficient to increase the 
risk of cardiovascular disease mortality. However, PM2.5 exposure levels were 
estimated per cigarette without any measurements or time activity records. 
Moreover, Pope et al. (2009b) accepted that differences in health outcomes 
might occur as a result of differences in the composition of PM2.5 particles from 
active smoking, second-hand smoke, and air pollution from either traffic or 
indoor sources. 
  
9.1.3 Appendix A3: Women’s Health Initiative Study 
Miller et al. (2007) investigated the association of long-term exposure to PM2.5 
with, and the incidence of, cardiovascular disease in 36 U.S. metropolitan areas 
during 1994-1998, with a 6-year follow-up period. 65,893 postmenopausal 
women without previous cardiovascular disease participated. PM2.5 data were 
collected for the year 2000 from 20 routine monitoring stations for each 
metropolitan area, located mostly within 10 km (and up to 48 km) radius of each 
participant’s dwelling. Confounders studied included physical/ medical status, 
socio-economic and educational factors, time lived in the current state and 
lifestyle (including activities that may affect indoor and outdoor exposure levels - 
e.g. smoking and time spent outdoors per day).  
 
They reported that a 10 µg m-3 PM2.5 increase was associated with a 24% (9%, 
41%) increase in the risk of a cardiovascular events and 76% (25%, 147%) 
increase in the risk of mortality from cardiovascular disease.  These rates are 
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considerably higher than those found in the extended analysis of the Six City 
Study (Laden et al., 2006).  Effects of intra-metropolitan area on cardiovascular 
incidences seemed to be larger than those for inter-metropolitan areas. From 
these findings, Miller et al. (2007) then suggested that adverse health effects of 
exposure to PM2.5 may be larger than previously thoughts. Given that time 
activity and indoor and local outdoor concentrations were not monitored in this 
study, these results are generally in line with those from other cohort studies. 
 
9.1.4 Appendix A4: The Netherlands Cohort Study on Diet and 
Cancer: NLCS-AIR Study 
 
A number of cohort studies have been conducted in Europe, including the 
French PAARC study (Filleul et al., 2005) and the UK SAHSU study (Elliot et al., 
2007), and the Dutch NLCS cohort study (Hoek et al., 2002).  The last of these 
was carried out during 1986-1994, using black smoke instead of PM2.5 as a 
marker for traffic-related PM, along with NO2. The study had a case-control 
cohort design (in which cases are selected from the full cohort while the person-
years at risk are estimated from a random sub-cohort), with 4,492 randomly 
selected subjects from a full cohort of ca. 120,000 subjects. 
 
Ambient pollutant data were collected from two main sources: ambient 
background concentrations from routine monitoring stations and local monitoring 
data from two previous studies (Fischer et al., 2000, Roorda-Knape et al., 1998) 
for address locations of subjects living within 100m of a motorway and 50m of 
main inner-city roads. Ambient background concentrations were obtained by 
using an inverse distance weighting technique to interpolate the concentrations 
for each dwelling location from several routine monitoring stations, while GIS 
techniques were applied to estimate the local traffic contribution. Confounding 
variables covered were similar to those used in the US Harvard Six Cities Study 
Sirinath Jamieson                                                                                               Appendices         
 377 
and ACS Study, except that occupational exposures were excluded in the Dutch 
study.  
 
Differences in study design (e.g. the use of black smoke and NO2 rather than 
PM10), make it difficult to compare results of this study with those from the USA.  
The same is also true of many of the other studies carried out in Europe. 
Importantly, however, Hoek et al. (2002) found that living near an inner-city 
major road increased relative risk for cardiopulmonary and all-cause mortality by 
95% (9%, 352%) and 41% (-6%, 212%), respectively.  
 
The NLCS-AIR study (Beelen et al., 2008) was carried out as a follow-up to the 
original NLCS study.  It comprised 4,971 participants, randomly drawn from 
120,852 participants living in 204 municipalities during 1987-1996. Pollutants 
studied were black smoke, NO2, SO2, and PM2.5. Ambient PM2.5 concentrations 
were obtained by converting PM10 concentrations measured during 1992-1996, 
since PM2.5 was not monitored during this period. Ambient background 
concentrations were again obtained by using inverse distance weighting 
technique. Measures of the contribution from local traffic were derived using the 
land use regression method. Social, economic, and demographic ecologic 
covariates were considered, expanded to give more subcategories than in the 
ACS study.  A sub-cohort for 1,986 participants, for whom estimates of traffic-
related exposures could be obtained, was also undertaken and compared.  
 
The results from the NLCS-AIR are broadly similar to those from the extended 
analysis and follow-up of ACS (Laden et al., 2006, Pope et al., 2002). Traffic 
intensity on the nearest road, in a 100 m buffer zone, and living near a main 
road were independently associated with mortality for all causes, cardiovascular 
illness and lung cancer. However, inconsistencies were seen in the results from 
the sub-cohort for both PM2.5 and traffic categories, which showed no effects of 
PM2.5 exposures. 
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 As with other studies, the NLCS-AIR cohort considered only outdoor 
concentrations at the baseline residential address, without taking into account 
indoor exposures or the factors (e.g. ventilation, time activity) that might affect 
the relationship between ambient and indoor concentrations; smoking was the 
only indoor source considered.  
 
9.1.5 Appendix A5: HEI Extended Analysis of ACS Study 
After the earlier reanalyses of the ACS study a decade ago, a new Health 
Effects Institute report on PM and mortality was published. Krewski et al., (2009) 
carried out further analyses of the same cohort with an extended follow-up 
period (1982-2000).  For the full cohort (so called, Nationwide Analysis), they 
used up-to-date statistical and modelling techniques to control for bias and 
confounding.  
 
In addition to the follow-up analysis, the Intra-Urban Analyses were undertaken 
in two cities: New York City and Los Angeles. Analyses were conducted to take 
account of spatial variability in a smaller geographical area in order to refine the 
exposure levels.  Unlike the full cohort, in which exposure levels were averaged 
by metropolitan area, the Intra-Urban Analyses used land use regression models 
to estimate pollution exposure. Kriging was also used for comparison, the results 
generally showing comparable patterns to those from the land use regression 
models.  
 
The results from this full cohort confirmed that mortality increases with exposure 
to PM2.5 (Table 2.2, Chapter 2) and are comparable with those from the earlier 
extended analysis by Pope et al. (2002). For the intra-city results, however, 
inconsistencies were seen between the two metropolitan areas. Krewski et al., 
(2009) suggested that the observed differences in mortality risks might be due to 
basic differences in the topography, geography, and urban characteristics 
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between these two cities, but were unlikely to be a consequence of differences 
in the characteristics of the population groups themselves. They also concluded 
that the US national-scale risk estimates cannot be directly applied to all urban 
areas, and that spatial variation in mortality risk estimates can occur across 
large urban areas with different characteristics. However, they did not consider 
the possible effects of differences in levels of exposure to PM2.5 indoors.  
 
 
9.2  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
9.3  
9.4  
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9.5 Appendix B: Air exchange rate and air 
infiltration rate 
 
From an extensive literature review of studies written in English into air 
exchange rates, undertaken by the present author for INTARESE (Integrated 
Assessment of Health Risks of Environment) Consortium, it appears that there 
are very few European studies that have investigated natural air exchange rates.  
 
Not all EU member states have regulations on air tightness in buildings. The 
regulations for those countries that presently do, as related to air infiltration rates 
at 50 Pa pressure, are as follows: Czech Republic - 4.5 1/h; Denmark – 1.5 l/s 
per m2 floor area; Germany – 3.0 1/l/h or 7.8 m3/h per m2 floor area, with a 
leakage rate per façade area of 3.0 m3/m2h; The Netherlands – Dwellings: 200 
dm3/s (at 10 Pa) Non-residential buildings: 200 dm3/s per 500 m3 (at 10 Pa); 
Norway - 3.0 1/h; and the United Kingdom - New dwellings, commercial and 
public buildings over 500 m2 - 10 m3/m2h (Erhorn-Kluttig et al. 2009). 
 
Erhorn-Kluttig et al. (2009), citing research in German by Reiss & Erhorn (2006), 
mention only air infiltration levels for the 52 passivhaus dwellings assessed. In 
that work the average infiltration rate of the buildings immediately after 
completion was 0.37 1/h. Measurement of 31 of those dwellings 2 years later 
revealed the average infiltration rate had increased to 0.46 1/h, with 5 of those 
buildings failing to meet the initial design target of 0.6 1/h. Schnieders & 
Hermelink (2006) also measured air tightness in 11 passivhaus projects 
(totalling over 100 dwellings) in Germany however these also had automatic 
ventilation systems.  
 
Studies were additionally undertaken in Athens, Greece by Niachou et al., 
(2005), where 3 typical city centre flats with natural ventilation were assessed 
with regard to both air exchange rates and air infiltration rates. The results 
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obtained for air Infiltration (leakage) rates at 50 Pa (1/h) for each of those 
dwellings were 0.25, 0.3-0.4 and 0.5 1/h, and the figures for air exchange rates 
were 2.6-3.1, 4.1-4.5 and 3.9-5.8 1/h respectively.  
 
Matson (2005) in Sweden also determined the air infiltration rate at 50 Pa for the 
living room of a single naturally ventilated detached two-storey house which was 
found to be 1.5 1/h. Buildings that used a combination of natural and mechanical 
ventilation have been omitted from this review as they are outwith the brief of the 
current study. 
 
It appears from the literature reviewed that there are no studies published in 
English on air exchange rates in buildings in Cyprus, Estonia, Hungary, Ireland, 
Italy, Latvia, Lithuania, Luxemburg, Malta, Poland, Portugal, Romania, Slovakia, 
or Spain. In addition to this, whilst ventilation studies have been carried out in 
the following countries: Austria, Belgium, Czech Republic, Denmark, Finland, 
France and the Netherlands; it does not appear that they have undertaken any 
published assessments on solely naturally ventilated buildings. 
 
Whilst there have been a number of studies in the UK investigating air infiltration 
and exchange rates in fully naturally-ventilated buildings, normally the number of 
buildings assessed in individual test-samplings are relatively few.  In general, 
few UK research studies, other than those undertaking measurements of single 
buildings, have assessed the air-tightness of fully naturally-ventilated buildings. 
The two largest databases on air leakage rates in UK dwellings are held by BRE 
and British Gas plc (Stephen 1998). Of all the surveys on fully naturally-
ventilated that have been undertaken, it appears that only Uglow (1989), as 
cited by Collins et al. (2010), has determined both air infiltration rates and air 
exchange rates for the same individual buildings. McKay et al. (2010) also 
undertook a study that also measured these parameters, but it is out with the 
scope of this current discussion as mechanical ventilation was also used in 
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conjunction with natural ventilation. As noted by Stephen (1998), most UK 
dwellings are naturally ventilated the majority of the time. 
 
In research by Bell & Lowe (2000), pressurisation (air-tightness) tests were 
undertaken using short-term monitoring both before and after improvements 
were made in a 4-house scheme. In total 3 houses were tested, one with gas 
heating and two with electric heating. Whilst air infiltration was measured, no 
details were recorded for air exchange. For the house with gas heating, the air 
infiltration rate at 50 Pa was shown to be 19.3±1 1/h before improvements and 
7.5±0.4 1/h after improvements – a reduction in leakage of 61%. For the house 
with electric heating where measurements were taken before and after 
improvements the figures were 16.9±1 1/h and 4.9±0.3 1/h respectively, 
representing a 71% reduction. The other house where electric heating was used 
only had measurements taken after the improvements showing an air leakage 
rate of 6.8±0.3 1/h. 
 
Pretlove et al. (2002) took readings in seven dwellings that were built between 
1920-1970, using the fan pressurisation method, both before and after 
improvements in draught-proofing, heating control, insulation, ventilation. 
However as all of the buildings assessed received mechanical ventilation to 
some extent after modification, only the air infiltration figures obtained before 
their modernisation are of relevance to natural ventilations studies. The majority 
received mechanical ventilation in both kitchen and bathroom areas (2 of those 
projects also had heat recovery ventilation installed). The figures obtained for air 
change rate at 50 Pa for those homes before (after) improvements were 15.8 
(11.2), 39.8 (37.0), 15.0 (12.6), 12.6 (17.0), 9.6 (15.6), 13.2 (12.0) and 15.6 
(N/A). The average value was 13.6 (13.6). The air changes per hour for the 
respective dwellings were 0.79 (0.56), 1.99 (1.85), 0.75 (0.63), 0.63 (0.85), 0.48 
(0.78), 0.66 (0.6), 0.78 (N/A) h-1. The average value was 0.68 (0.68) h-1. 
 
Sirinath Jamieson                                                                                               Appendices         
 383 
Howieson et al. (2003) used an integrated modelling tool to assess possible 
variations in air exchange over a 48-hr mid winter period for models of five 
generic dwelling types. As no air pressure tests were conducted, there are no 
background infiltration rates for that research. Also no activity records were kept 
on the opening and shutting of windows whilst the buildings were occupied 
under normal usage patterns. This is one of the few UK studies where 
measurements were conducted over an extended time period instead of taking 
single measurement sets for each building. For the housing types assessed, the 
air exchange rates (1/h) were as follows: 1900s’ tenement 1.66 (0.78-2.15, min-
max); 1930s’ semi-detached 1.63 (1.1-2); 1950s’ 3-storey tenement 0.83 (0.63-
1.03); 1970s’ multi-storey 0.74 (0.05-0.95) and 2000s’ timber frame 0.45 (0.23-
0.63). 
 
Johnston et al. (2004) pressure tested seven 2-storey houses (4 timber-frame 
terraced dwellings (one of which was end-terrace) and 3 detached dwellings of 
masonry construction). All of were low energy construction and built in 2003-4. 
Whilst both air infiltration and air leakage rates were assessed in that work, the 
number of dwellings assessed is again small, with no assessment of potential 
temporal variations. Air leakage values recorded varied from 3.17-9.57 1/h, 
which were noted as being better than the UK mean of that time of 13.1 1/h.  
 
A large-scale study was undertaken by Etheridge et al., (1987). In that work 
measurements were taken at 217 naturally-ventilated dwellings (72 pre- and 
post-1940 dwellings and 145 other dwellings build up to 1987) on behalf of 
British Gas plc. Single measurement sets were taken for each building using a 
specially designed ‘leakage tester.’ Again no details were recorded for air 
exchange. The air infiltration (leakage) rate recorded at 50 Pa was 5-20 1/h. 
 
Another large-scale study was that by Hong et al. (2004), which used a fan-
pressurisation method to determine whole house air-infiltration rates in 191 
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homes, with all vents and flues being open during testing. Chimneys were 
usually sealed. 221 air-infiltration tests were undertaken, 78 before energy 
refurbishment, where air infiltration were found to be 17.7±7.1 m3/h/m2 and 143 
post-intervention where the figure was 17±7.2 m3/h/m3. The buildings tested 
were constructed in the following periods: pre-1900, 1900-1950, 1951-1976 and 
post 1976. Whilst the number of buildings tested is impressive the lack of 
variables taken into account is less so. Moreover, again temporal variations 
were not taken into account. 
 
Stephen (2000), whilst noting that the BRE has an impressive data set on air 
leakage rates for 471 dwellings [13.1 (mean) ach at 50 Pa] and 87 large panel 
system flats, stated that the BRE has undertaken only one study, on one 
building, investigating the effects of seasonal variation in air leakage rates. That 
study by Warren & Webb (1980) was carried out over an 18 month period on an 
unoccupied, but heated, building and found an increase in air leakage of 25% 
during wintertime when compared to summer. At present seasonal variations are 
little taken into account though this and indoor ventilation patterns will greatly 
affect individuals’ exposures to PM.  
 
Perera & Parkins (1992) additionally mention that the BRE, at the time of writing 
their paper, had little information on air infiltration rates for non-domestic 
buildings in the UK. This still appears to be the situation. 
 
There are a number of reasons why office and domestic studies have not been 
carried out more frequently. These include the generally high cost in terms of 
equipment and man-hours in undertaking such research and the general 
intrusiveness of such work if it is undertaken on a regular basis at the same 
premises to collect extended data sets. 
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9.6 Appendix C: PM monitoring equipment  
There are two main types of monitors used for air quality assessment. These 
are: continuous samplers and gravimetric samplers. Among the best of the 
continuous samplers are the Tapered Element Oscillating Microbalance 
(TEOMs) units, which are widely used in monitoring air quality, particularly, in 
the UK (London Air Quality Network 2012). Like the GRIMM monitors used in 
the present pilot study, they can provide data in real time – though with a longer 
resolution period (1 hour compared to 6 seconds resolution for GRIMM) 
(QUARG 1996).  
 
TEOMs are much larger than GRIMM samplers (43.2 x 48.3 x 75 cm compared 
to 24 x 12 x 6 cm) and not so readily portable – which would be a shortcoming if 
a single person is undertaking a measurement study but perhaps not for more 
large-scale measurement campaigns (though room occupants may find their 
larger size more intrusive during indoor assessments). Perceived drawbacks 
with the TEOMs are that volatile components and semivolatiles, such as 
ammonium nitrate and certain classes of organics (London Air Quality Network 
2012, Defra, 2009, Slanina & Zhang, 2004) are not recorded by them, as they 
are removed when the air is heated to remove water in aerosol particles (which 
would otherwise be recorded as mass). Consequently, TEOMs generally 
registered lower total suspended particulate (TSP) levels than gravimetric 
samplers  (Wanjura et al., 2008) and correction factors are generally required to 
compensate for these losses. It has been suggested the local geographical and 
temporal variability should be incorporated into any correction factors applied to 
TEOM data (Green et al., 2001), e.g. varying from 1.3 to 1.9 depending on 
location and time (Slanina & Zhang 2004).  
 
In the past the UK Department for Environment, Food and Rural Affairs (Defra) 
recommended a correction factor of 1.3 for TEOM data, which is still used on 
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some occasions to allow comparison with old data.  The 1.3 correction factor 
overestimates PM10 levels and the number of daily means in the UK where 
levels of over 50 !g m-3 occur at the roadside (London Air Quality Network 
2012). As this was shown not to be equivalent to the reference method used for 
the assessment of EU Limit Values for PM10, the Volatile Correction Model 
(VCM) was created at King’s College London for Defra (London Air Quality 
Network 2012).  
 
Presently to allow data from TEOMs to be converted to EU reference equivalent, 
data from Filter Dynamics Measurement System (FDMS) equipment (that are 
within 130km of the TEOMs) is used for calculating and applying correction 
factors to allow TEOM data for PM10 to meet EU equivalence using the King’s 
College London Volatile Correction Model (VCM) (King’s College London 2008). 
In some areas in the UK the VCM cannot be applied, as there are no FDMS 
instruments within 130 km. The large distance between some TEOMs and 
FDMS equipment can compromise the accuracy of the correction factors 
applied. TEOM and TEOM-FDMS are the most widely used monitors in the UK 
Automatic Urban and Rural Network (AURN) that measure air quality 
compliance for Defra (Air Monitors, 2012). 
 
TEOM data corrected using VCM correction factors are considered acceptable 
by both the Devolved Administrations for Review and Assessment and Defra 
provided an approved PM10 inlet head is used (Defra 2009).  
 
TEOM can only measure either PM10 or PM2.5 at any one time dependent on 
which size-selective inlet they are fitted with (Defra 2009). It was noted by 
Stanger Environment, when undertaking co-location checks (at 15 minute 
sampling intervals) that TEOM monitoring can give significantly lower values 
than those obtained by GRIMM – values 50-60% lower than GRIMM unit were 
recorded (Croxford 1998). In that particular study, a negative value was also 
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recorded from the TEOM that was “probably due to volatilisation of organics 
collected in the previous cycle".    
 
Monitoring for PM2.5 is more difficult with TEOM than with GRIMM, particularly 
as the quantities of volatiles and semi-volatiles are often higher than would be 
found during PM10 sampling (Defra 2009), and will be substantially reduced due 
to the heating of inlet streams in the TEOM units (Eatough et al. 2003). 
Moreover, as noted by Wanjura et al. (2008), “accurate measurements of TSP 
concentrations cannot be determined by TEOM samplers alone.” 
 
Also according to Zhu (2006), caution should also be taken when interpreting 
results for ambient PM2.5 aerosol levels obtained by TEOMs during winter 
periods, as they can underestimate results in comparison with levels obtained by 
gravimetric samplers (Harvard Impactor and Federal Reference Sampler) during 
such periods. Earlier comparisons between the HI and TEOM units related to 
assessment of PM2.5 levels in ambient aerosol as determined by linear 
regression model (Cyrys et al. 2001), also documented that the PM2.5 
concentrations recorded by TEOM were regularly less than those obtained with 
HI. Again it was noted that “compounds like semi-volatile organics were 
responsible for the loss of particulate material”.  
 
The Harvard Impactor (HI) is one of the best-known gravimetric samplers. Its 
relatively large size (in comparison with GRIMM units) - chiefly as a result of its 
housed pump units - and the level of physical noise generated during their 
operation, would have prohibited their general use for indoor sampling during 
the present research (had such samplers been available).  
 
Research by Wu (2009) – undertaken in the Taichung Metropolitan Area in 
Taiwan - indicated that GRIMM results for nano- and micro-particulate 
concentrations showed good correlation with HI results for 8-hr and 24-hr 
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sampling periods, though a lower degree of correlation was indicated with the 8-
hr periods due to the possible introduction of a higher relative degree of 
variability. [Further details of that study, which is in Chinese, could not be 
accessed]. Research by Bittman et al. (2008), noted marked differences in 
PM10 levels measured between GRIMM and HI which they stated might be 
resolved through the use of shorter sampling times.  
 
Another well-known gravimetric sampler is the Partisol sampler that has been 
used to evaluate TEOM correction factors for assessing EU limit values for 
PM10 (Green et al. 2001). At present, the Thermo Scientific Partisol Plus 2025 is 
used as an U.S. EPA Reference Method Ambient Manual Sequential Sampler 
for both PM2.5 and PM10 (Thermo Scientific 2012). Again the size of such units 
[enclosure: 40.2 x 64.0 x 67.3cm; height (78.8cm with the top cover, and 89.5cm 
with the inlet connector); and its footprint 107 x 46.0cm] would have precluded 
its use in the present study by a single operative (had such equipment been 
available). 
 
An increasingly wide range of measurement techniques for various metrics of 
PM are being applied to personal exposure analysis. The requirement of 
exposure analysis is that sampling should be from the breathing zone of an 
individual, which extends approximately 30 cm from their nose and mouth, and 
moves with them from one microenvironment to the next. Portable equipment 
ranges in size and weight from passive badge samplers (Brown et al., 1995; 
Wagner and Leith, 2001), although these techniques have not been very widely 
used, to high-volume pumps, 16 l min–1 from a pump weighing ~3 kg (Adams et 
al., 2001a).  
 
Low-volume active sampling is used for integrated measurement over daily or 
longer averaging times (Jantunen et al., 1998), whereas high-volume sampling 
allows shorter times to be investigated, such as commuting periods (Adams et 
Sirinath Jamieson                                                                                               Appendices         
 389 
al., 2001b). Particle size selection for these filter sampling techniques is 
achieved by conventional impactor or cyclone techniques or specially designed 
more lightweight methods such as the conical inhalable sampler using treated 
foam to remove particles larger than 10 or 2.5 ?m at a given low or high flow 
rate. Condensation particle counters (for example, TSI P-Trak) and optical 
particle counters (for example, Grimm) are portable and may be used for 
personal exposure measurement. They also have the advantage of providing 
time resolutions as high as 1 Hz, if required, to identify the frequency, duration 
and severity of peak exposures and higher moments of the personal exposure 
distribution function. 
 
Moreover, using equipment for monitoring PM concentrations for regulatory 
purposes is to be conformed to the reference method or equivalent (EN12341, 
1998). The reference method is defined in the CEN standard EN12341, and is a 
filter-based gravimetric sampler, which relies on determining the mass of 
particles collected on a filter after a known volume of air has been drawn through 
it. Within the UK networks, PM10 monitoring is largely founded on the Tapered 
Element Oscillating Microbalance (TEOM) analyser. 
 
EN12341 sets out procedures for determining whether non-reference samplers 
are equivalent to the reference method. However, the procedure is not suitable 
for determining the equivalence of automatic analysers (such as the TEOM), and 
the criteria are not directly comparable with the Data Quality Objectives. 
 
A draft EC Guidance Document on Equivalence has the general aim of 
determining whether a candidate method (including automatic analysers) can be 
considered equivalent to the reference method. This is broadly defined in terms 
of whether the candidate method is capable of fulfilling the Data Quality 
Objectives as specified in the relevant Daughter Directive. It is expected that the 
equivalence procedure in this document will replace EN12341 in the near future. 
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An intercomparison exercise using co-located reference samplers and TEOM 
analysers has been ongoing in the UK since 1999. This report evaluates these 
data based on the general approach specified in the Guidance Document. Whilst 
the intercomparison exercise to date does not fulfil the exact requirements for 
the Field Test procedure defined in the Guidance Document, the results provide 
a useful indication of how the TEOM analysers might be expected to perform, 
and informs the requirements for any future work. 
 
ISO 7708 defines sampling conventions for the particle size fractions to be 
collected from ambient (and also workplace) atmospheres in order to assess 
their impact on human health. Conventions are defined for the inhalable, 
thoracic and respirable suspended particulate matter (SPM) fractions. These 
conventions represent target specifications for samplers, giving the ideal 
sampling efficiency as a function of particle aerodynamic diameter. 
 
In general, the sampling efficiency of real samplers will deviate from the target 
specification, and the SPM mass collected will therefore differ from that which an 
ideal sampler would collect. Hence, the behaviour of real samplers is influenced 
by many factors such as wind speed, humidity, temperature, and barometric 
pressure. The wide range of particle sizes and compositions present in ambient 
air has led to the development of a diversity of instruments for collection and 
quantification of the aforementioned SPM fractions. 
 
Obviously, the aforementioned situation calls for standardized test procedures to 
ensure that the performance of candidate sampling instruments according to 
pertinent sampling conventions can be established reliably. 
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9.7 Appendix D: Time-activity diary  
Table D1: Example 24 - h recall diary containing beginning and ending times, 
activity, location, presence of a smoker, and time spent for 22 microenvironments 
visited on the diary day (Klepeis et al., 2001, Table 4., p.237).   
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9.8 Appendix E: Ambient data from Survey 1  
Table E1: Description statistics for ambient data in Survey 1 
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Table E2: Coefficient of determination between ambient data in Survey 1 
 
 
Table E3: Relationships between log-transformed ambient vs. log-transformed 
indoor PM concentrations in Survey 1 
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9.9 Appendix F: Ambient data from Survey 2 
Table F1: Description statistics for ambient data in Survey 2 
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Table F2: Coefficient of determination between ambient data in Survey 2 
 
Table F3: Relationships between log-transformed ambient vs. log-transformed 
indoor PM concentrations in Survey 2 
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Figure F1: Scattergrams of ambient PM10 concentrations (µg m-3) from routine 
monitoring stations against fine, coarse and PM10 concentrations measured at the 
façade of office C 
 
 
Figure F2: Scattergrams of relative ambient wind speed, wind direction, and 
ambient temperature from routine monitoring stations against those measured at 
the façade of office C 
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Figure F3: Scattergrams of ambient PM10 concentrations (µg m-3) from routine 
monitoring stations against fine, coarse and PM10 concentrations measured at the 
façade of dwelling B 
 
 
Figure F4: Scattergrams of relative ambient wind speed, wind direction, and 
ambient temperature from routine monitoring stations against those measured at 
the façade of dwelling B 
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9.10 Appendix G: Ambient data from Survey 
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