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1.1. Introducción 
El uso de subtítulos en tiempo real es una buena práctica a  la hora de facilitar que personas 
con discapacidad auditiva (temporal o permanente) o personas cuyo idioma es diferente al de 
los locutores, por ejemplo, puedan participar en cualquier tipo de evento.  
Sin embargo,  la proyección de  los subtítulos en abierto (para todos  los asistentes a eventos) 
no es necesaria. En algunos casos, asistentes que no necesitan los subtítulos pueden preferir 
que estos no estén visibles, alegando que  les distraen y que, en algunos  casos,  les ocultan 
información gráfica del evento [1]. 
En este artículo se propone el uso de dispositivos  iPad1 para que cada asistente  interesado 
pueda leer los subtítulos en su propio dispositivo. El envío de los subtítulos se realiza de forma 
inalámbrica, a través de Internet, con una conexión de datos móvil. Esto facilita el despliegue 
de subtítulos en el aula sin necesidad de alterar o de adaptar las aulas. 
1.2. Estado del arte 
Investigadores  de  todo  el  mundo  están  trabajando  en  la  eliminación  de  las  barreras 
educativas  que  existen  en  la  educación  mediante  las  tecnologías  del  habla,  sobre  todo 
mediante el reconocimiento de voz automático (ASR, de las siglas en inglés Automatic Speech 
Recognition). La idea común es que, dentro del aula, el ASR proporcione una transcripción de 
lo  que  el  maestro/a  está  diciendo  en  tiempo  real.  Esta  transcripción  se  muestra  a  los 
estudiantes  con  discapacidad  para  ayudarles  a  tomar  apuntes.  Fuera  del  aula,  el  ASR 
proporciona  recursos  educativos  automáticamente  sincronizados  (es  decir,  las  diapositivas, 
notas, de vídeo o audio) y permite  la  indexación de  los mismos para su posterior utilización. 
                                                      
1 http://www.apple.com/es/ipad/. Octubre 2010. 
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Uno de  los primeros trabajos referenciados en este ámbito que utiliza  las tecnologías de voz 
en la educación es el Liberated Learning Consortim [2]. Dentro del LLC desarrollaron ViaScribe, 
un sistema en el cual se considera el uso de  las pantallas personales para  la visualización de 
subtítulos así como herramientas de corrección de errores en  tiempo  real. El  sistema VUST 
(Villanova  University  Speech  Transcription),  de  similares  prestaciones  concluye  que  la 
precisión del sistema de reconocimiento depende en gran medida de  la forma de hablar [3]. 
Con  otro  sistema,    LECTRA  (Classroom  Lecture  Transcriptions  In  European  Portuguese)  se 
demostró  la utilidad de  las  tecnologías del habla en el material multimedia grabado,  como 
videos  o  archivos  de  audio  [4]. Otro  proyecto  interesante  es  el  Spoken  Lecture  Processing 
Project que fue diseñado inicialmente para la indexación de vídeo [5]. 
1.3. Ipad para Lecturas de subtitulos en el Aula 
En  este  artículo  se  presenta  el  desarrollo  de  un  trabajo  de  investigación  en  el  entorno 
educativo,  en    el  que  los  estudiantes  con  discapacidad  auditiva  o  estudiantes  extranjeros 
pueden usar los nuevos dispositivos de Apple en el aula para recibir y leer la transcripción del 
discurso del profesor generada en tiempo real por el sistema APEINTA [6]. 
La  aplicación es  intuitiva  y de  fácil manejo,  siguiendo para ello  las  convenciones  gráficas  y 
compositivas  del  sistema  operativo  iOS,  y  pone    especial  énfasis  en  la  accesibilidad  de  su 
interfaz y en  la compatibilidad con  las propias funciones de accesibilidad de este sistema. La 
aplicación  ha  sido  diseñada  para  hacer  uso  de  las  singulares  capacidades  del  iPad, 
adaptándose  a  las  orientaciones  vertical  y  horizontal  de  la  pantalla  para  mostrar  la 
transcripción  como  un  bloque  de  texto  (ver  Figura  1)  o  como  un  subtítulo  (ver  Figura  2) 
respectivamente. 
La aplicación permite administrar los cursos a los que asiste el alumno para agrupar cada una 
de  las  transcripciones  recibidas,  que  son  guardadas  y  ordenadas  cronológicamente  para 
posteriores consultas. 
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Figura 2. Transcripción en modo bloque de texto (izquierda) y en modo subtítulo (derecha) en 
el iPad. 
1.4. Conclusiones 
Con este trabajo de investigación se pretende dar un paso más para proveer una formación en 
condiciones de igualdad y de forma natural. El uso del iPad en el aula brinda la inmediatez y la 
comodidad demandada por los alumnos para hacer realidad estos objetivos con la ayuda del 
sistema APEINTA. 
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