Microarray data usually contain a large number of genes, but a small number of samples. Feature subset selection for microarray data aims at reducing the number of genes so that useful information can be extracted from the samples. Reducing the dimension of data sets further helps in improving the computational efficiency of the learning model. In this paper, we propose a modified algorithm based on the tabu search as local search procedures to a Greedy Randomized Adaptive Search Procedure (GRASP) for high dimensional microarray data sets. The proposed Tabu based Greedy Randomized Adaptive Search Procedure algorithm is named as TGRASP. In TGRASP, a new parameter has been introduced named as Tabu Tenure and the existing parameters, NumIter and size have been modified. We observed that different parameter settings affect the quality of the optimum. The second proposed algorithm known as FFGRASP (Firefly Greedy Randomized Adaptive Search Procedure) uses a firefly optimization algorithm in the local search optimization phase of the greedy randomized adaptive search procedure (GRASP). Firefly algorithm is one of the powerful algorithms for optimization of multimodal applications. Experimental results show that the proposed TGRASP and FFGRASP algorithms are much better than existing algorithm with respect to three performance parameters viz. accuracy, run time, number of a selected subset of features. We have also compared both the approaches with a unified metric (Extended Adjusted Ratio of Ratios) which has shown that TGRASP approach outperforms existing approach for six out of nine cancer microarray datasets and FF-GRASP performs better on seven out of nine datasets. 
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Introduction
In recent years, there has been a lot of research in the medical community on microarray data. Many data analysis techniques have been applied to the classification of cancer microarray data [1] , [2] . The greatest challenge when dealing with microarray data is its very high dimensionality of genes, but small number of samples compared with the large number of genes awakens the curse of dimensionality [3] . When such large number of genes are given as input to machine learning tasks such as clustering, or classification, it leads to the problem of overfitting. Also, it increases the classifiers, complexity and the time needed for its training and execution. The presence of irrelevant and redundant genes also affects the performance of the classifier. Hence, the task of feature subset selection becomes important so that the irrelevant and redundant features are removed. This will further lead to decrease in data acquisition cost and learning time to help in improving cancer diagnosis.
The problem of dimensionality can be solved by two techniques [4] , feature extraction and feature selection. PCA (Principal Component Analysis) is a wellknown and efficient feature extraction technique in which the new attributes are created as a combination of old attributes. PCA based feature extraction with high dimensional spectral data and with different preprocessing steps has been investigated to improve machine learning accuracy [5] . In feature selec-tion technique, some attributes whose information overlaps with other attributes called redundant attributes are removed from the dataset. It does not transform the features; instead, it helps in improving the accuracy of different classification tasks. From the dataset of a disease, one is interested in finding the specific features / genes which are responsible for its occurrence. The high dimensionality of the data makes it difficult to find the specific genes. In case of cancer microarray data, obtaining a transformed set of features using feature extraction does not help and hence dimension reduction is usually carried out using feature /gene selection.
A subset of the features is derived using the values of the features where the value of a feature can be calculated by some mathematical criteria. There are different evaluation criteria and according to those criteria, feature selection can be broadly classified into four categories which are filter, wrapper, embedded and hybrid approaches [6] , [7] , [8] .
In filter feature selection, feature subset is selected as a preprocessing step before applying any learning and classification process. They become independent of the learning algorithm to be applied. They are usually faster and computationally more efficient than wrapper [7] .
In the wrapper method [9] , like simulated annealing or a genetic algorithm, features are selected in accordance with the learning algorithm which we are going to apply next. It gives better feature subset than filter approach as it is tuned according to the algorithm, but it is much slower than filter feature selection and has to be rerun when the algorithm changes.
When the number of features becomes very large, the filter model is usually chosen due to its computational efficiency and simplicity [8] .
In literature, many feature subset selection algorithms based on filter and a wrapper approach for different applications have been proposed. All the algorithms aim to remove the irrelevant as well as redundant features from the original set of features and obtain a feature subset. Using the filter feature selection approach, many algorithms were proposed such as Relief [11] , Relief-F [12] , FOCUS, FOCUS-2 [13] , Correlation based feature selection (CFS) [14] , Fast Correlation based feature selection FCBS [8] , FAST [6] . Algorithm by Yang et al. [15] removes irrelevant features based on gene ranking methods of GS1 and GS2.
Kohavi and John [9] proposed a wrapper method which removes features from the dataset with the help of the learning algorithm. Its performance is always better than that of filter selection method, but it is computationally more expensive. For solving the gene selection and cancer classification problem, artificial bee colony (ABC) algorithm and minimum redundancy maximum relevance (mRMR) algorithm combined together have been proved to be an efficient approach [16] . This is a hybrid approach which offers a balance between filter and wrapper methods. Another hybrid approach which was recently proposed, uses a firefly algorithm in its wrapper phase of the algorithm for short term load forecasting application [17] .
To take the advantage of the wrapper method, Bermejo, Gamez and Puerta [19] proposed a hybrid algorithm which can speed up the feature selection process. Their method is based on Greedy Randomized Adaptive Search Procedure (GRASP). GRASP is developed in two stages, filter evaluation method is used in the first stage and the solution found here is given as the starting point to a local search method in the next stage. To provide a good quality solution, these two phases are run many times. It tries to move from local optima provided by local search to a global optimum.
In this paper, we use a multi-start two stage algorithm named GRASP (Greedy Randomized Adoptive Search Procedure) [10] . The initial phase of constructing a reduced set of features in TGRASP and FFGRASP algorithms is taken from a fast hybrid algorithm for feature selection in the high dimensional dataset [19] . In the first phase, filter evaluation method of mutual information is used to take out irrelevant features. Then, a solution to the problem, i.e. a reduced set of features is constructed using the construction steps used by GRASP algorithm. The solution found is given as input to the local search method for its further improvement. The local search methods used are the tabu search and firefly optimization algorithm. They are computationally less expensive wrapper methods and provide better feature subsets in terms of accuracy as compared to other methods such as hill climbing and simulated annealing. Our aim of this study is to come up with an opti-approaches. The first phase of this algorithm is taken from a standard hybrid algorithm: Incremental Wrapper Subset Selection (IWSS) algorithm [25] , [26] . The second phase, which is the improvement phase, has been modified so that it takes n wrapper evaluation for each step. In order to have reduced computation time for high dimensional data, it maintains a set of non-dominated solutions (NDS) in the construction phase. Non-dominated set of solution is the set in which every solution in the set is different, in terms of number of features and accuracy. Suppose there are two solutions S 1 and S 2 , S 2 is non-dominated by S 1 if |S 1 | ≤ |S 2 | and accuracy (S 1 ) > accuracy (S 2 ). According to their observations, they have recommended hill climbing as a local search procedure to be used in the improvement phase. We have named their algorithm as FCGRASP that uses a hill climbing in its improvement phase.
The FCGRASP algorithm is depicted in Figure 1 . The input given to the algorithm is Size: which gives the number of variables to be considered at each iteration and NumIter which gives the number of iterations in both phases. The output of the algorithm is the final selected subset.
In the initialization phase of the algorithm, NDS is initialized to be empty. The relevance of each feature with its class label or target feature is calculated and stored in the array named ''relevance''. It is calculated by any filter based approach. Then this relevance value is used to calculate the probability of each feature in the dataset. The probability of occurrence of each feature is stored in the ProbSel array. Now the construction and improvement phases are performed till the number of iterations specified by the user is over. The construction phase is depicted in lines 7 to 16. In each iteration, construction phase adds a new solution to the NDS. Line 7 selects the subset of features from X determined by the parameter Size and stores it in subset variable. A feature is selected based on its value in ''ProbSel'' array. The features in subset variable are sorted and stored in array R. The function evaluate (C, S, D) calculates the classification accuracy of the dataset D over classifier C with S variables using 5-cross validation. Then, using the loop from second feature to last, it is checked whether a feature immization technique for microarray dataset that decreases the number of wrapper evaluations without affecting the accuracy. Tabu search and firefly algorithms have proved to have better accuracy than hill climbing as local search methods.
The rest of the paper is organized as follows: Section 2 gives a detailed description of the GRASP algorithm along with an existing fast hybrid algorithm. Section 3 discusses the proposed algorithms TGRASP and FFGRASP. Section 4 gives the description of the cancer microarray datasets along with the experimental results and comparisons found with the existing algorithm. Finally, in Section 5 we draw conclusions based on the experimental results.
GRASP Algorithm for Feature Selection
GRASP is a meta heuristic algorithm developed in two stages. It was developed by Feo and Resende [10] , [20] . Further, GRASP has been used to develop many applications [21] , [22] . The two stages of the GRASP algo-rithm are the construction phase and the improvement phase.
1. Construction phase: In this stage, a solution with reduced features is constructed using some heuristic approaches. It starts from an empty set and keeps on adding elements till a solution is obtained.
2. Improvement Phase: The result obtained in the construction phase is modified using some local search algorithm.
Esseghir and Casado-Yusta have proposed a feature subset selection (FSS) algorithm based on the technique of GRASP [23] , [24] . In their algorithm, for the construction phase, they have used filter algorithm such as Relief [11] and FCBF [8] . For the improvement phase, some wrapper techniques were applied. The drawback of these two proposed algorithms is that they do not work well if the data is high dimensional.
For high dimensional datasets, a fast hybrid algorithm based on GRASP was introduced by Bermejo, Gamez and Puerta [19] . It alternately switches between the filter and wrapper proves the classification accuracy or not. If it improves the accuracy, it is added to S.
Lines 17 to 20 perform the improving step.
Here the value of solution S returned by construction step is added to NDS if and only if the solution is not present in the non-dominated set.
Update function modifies NDS and improving method is executed with S as starting point in line 19. This improving method is one of the local-search based FSS algorithm. There are different choices for local-search based algorithms such as hill climbing [19] , genetic algorithms and simulated annealing. We have found that hill climbing has some drawbacks.
• Possibility of being trapped at a local optimum as it performs only a single run of the iterative improvement.
• There is no chance of an escape from local minima.
• It may cycle over the same solutions again and again and thus become redundant
The drawbacks found in case of using simulated annealing as a local search algorithm are:
• The result found using simulated annealing can vary on each run of the algorithm, in other words, every run of simulated annealing gives a different solution.
• Only under certain circumstances, the optimum solution is found. So, you may have to run the algorithm many times to obtain the optimum solution.
The Proposed Method
To overcome the drawbacks of hill climbing and simu-lated annealing used in the improvement phase of GRASP, we have adopted tabu search optimization and firefly optimization approaches in the improvement phase of the GRASP algorithm.
Tabu Search Based GRASP Approach (TGRASP)
The tabu search uses neighborhood search like simulated annealing and hill climbing, but also uses memory to record the history. So, the major advantage of using this technique is that the number of solutions to be tested keeps reducing. This is because it uses memory called tabu list, that records the recent history of the search and cycling back to previously visited solutions is avoided. In many practical problems, it is seen that a reasonable size tabu list improves the performance of hill climbing. For high dimensional datasets like microarray data, the solution obtained by tabu search rivals and often surpasses the best solutions previously found by simulated annealing and hill climbing. Using tabu search we can avoid repeating the search. By using tabu list as used in tabu search approach, the problem of redundancy can be removed from the hill climbing approach. In general, tabu list has a fixed size to memorize, and it follows FIFO in maintaining the list.
The pseudo code of the algorithm is demonstrated in Figure 2 . Initially the first solution
In D: Data set; F: filter measure; C:class label / target feature; Size: number of variables to consider at each iteration; numIt: number of iterations in algorithm Out S : The selected subset found in the list of all possible solutions is taken as the best solution. Tabu list is initialized to be empty.
Tabu search stops when all the solutions found in non-dominated set (NDS) have been evaluated. If the accuracy of the new solution Sbest, is better than the accuracy of the best solution last found, then the best solution is replaced with the new solution (S best ). We also check that the new solution (S best ) is not presented in the existing tabu list before making it a best solution. This new solution is then added in the tabu list.
Here, we have used short term tabu list, which keeps record of last 20 solutions. The advantage of using tabu list is that the repeated solutions are not checked again. When the solution reaches the maximum size of the list, then the first added solution from the tabu list is deleted. The algorithm returns the best solution out of the solutions found in the construction of GRASP.
Novel Firefly Algorithm
In this section, we present a discrete firefly algorithm (FFGRASP) for the improvement phase of the GRASP algorithm. Yang and He [27] have surveyed and shown that firefly algorithm has been used in many applications and produces better performance in terms of time and optimality than other algorithms.
It obtains better global results than simulated annealing, PSO and artificial bee colony (ABC) algorithm. Firefly algorithm is a bio-inspired optimization algorithm proposed by Xin-She Yang at Cambridge University [28] , [29] . It is based on the pattern of flashing light of fireflies. This algorithm focuses on two important issues obtained from the behaviour of fireflies: the variation of light intensity and formulation of the attractiveness. The attractiveness of two fireflies is proportional to the brightness of the fireflies. The lesser bright fireflies move towards the brighter ones. If there is no brighter one than a particular firefly, it will move randomly. Further, brightness is determined by the light intensity of the fireflies which affects the objective function f. Brightness, l i of a firefly i at location y is given by l (y) ∝ f (y). Attractiveness β, is determined by the adjacent fireflies and it varies with distance r ij between firefly i and firefly j.
Exploration is the acquisition of new information through searching. Exploration is a main concern for all optimizers because it might lead to new search regions that might contain better solutions. Exploitation is defined as the application of known information. The good sites are exploited via the application of a local search [30] . Variation in the light intensity controls the tradeoff between exploration and exploitation in the firefly algorithm. The firefly i is attracted to another brighter firefly j, its position at iteration t + 1 is determined by:
The second component of the equation 1 is the exploration and it is used for attraction between the two fireflies. The parameters used in this part are β and γ. β is the attractiveness which is proportional to the light intensity seen by other fireflies. β o is the attractiveness at r = 0. γ controls the average distance of a group of fireflies that can be seen by adjacent groups. The distance between two fireflies is the Cartesian distance which is given as: ( )
The third component of the equation 1 is the exploitation. Exploitation is controlled by the randomization parameter α t , which is tuned during each iteration so that it can vary with iteration counter t.
In our implementation, the objective function is the average accuracy obtained through the classifier, naïve Bayes and SVM. We have taken β o = 1 as used by most of the applications. The parameters γ and α have been used in the algorithm such that they are dependent on the number of features selected at each iteration.
Parameters γ and α are updated at each iteration as follows:
where Z = (|D| -|d i |) /|D| where |D| is the total number of features. |d i | is the number of features selected at each iteration. Iteration (i) varies from 1 to Numiter, Numiter is the number of iterations.
Alpha parameter (∝) is given by, ∝ =
(1 -∆)Z, ∆ is the cooling factor for randomness. We have used ∆ = 0.98 in the experiments performed here.
Formally, the modified discrete firefly algorithm as used in the improvement phase of the GRASP is given in Figure 3 .
Empirical Study
An existing hybrid algorithm, which uses hill climbing as a local search procedure in the improvement phase of GRASP named FCGRASP has been used to com-pare the proposed algorithms. In this section, we have compared our proposed algorithms named TGRASP and FF-GRASP with FCGRASP on different publically available cancer datasets.
Experimental Setup and Dataset
The experiments have been performed on nine cancer microarray datasets of high dimensions. The data set is described in For SRBCT, Khan dataset has been used [2] . Table 1 gives the further details about these datasets.
Before actually using the data in the experiments, a preprocessing procedure has been applied to them. Datasets of breast and endometrium contained null values. The attributes containing more than 30% missing values have been left out. Other null values were replaced with the class wise mean of their respective attributes. Thus, 3000 attributes were left for endometrium and 5000 for breast cancer data [32] . Data for colon, SRBCT, leukemia and melanoma were used as they were. For other datasets, we adopted the technique suggested by Yang et al. [15] and Ramaswamy et al. [33] . For prostate dataset, floor value of 100 and a ceiling value of 16000 with a variation of the Max / Min ratio as 5 and Max-Min difference of 50 were used to filter the values. CNS-v1, Colon-I used the intensity threshold value as floor and ceiling between 20 -16000 with Max/Min ratio as 5, 3 and Max-Min difference of 500, 100 respectively. All datasets were normalized using z-score normalization before using them in ex-periments.
The algorithms FCGRASP and TGRASP are implemented in matlab on the same PC. Classification algorithms embedded in wrapper evaluation are created as functions in matlab and are called wherever needed.
The parameters used to compare both algorithms are the number of features, runtime and classification accuracy. Runtime is machine dependent, so we have implemented and compared both algorithms on the same machine. The classification accuracy is calculated using 10 fold cross validation strategy for the training and testing sets. The training set consists of 90% of the values and the test set consist of 10% of values. For each classification algorithm, we obtain the average classification accuracy, number of selected features, runtime found under each algorithm and each dataset.
One parameter named EARR (Extended Adjusted Ratio of Ratios) proposed by Wang [34] has also been used to compare both algorithms. 
∝ and β are user defined parameters which tell us how much the runtime and number of features selected should respectively dominate accuracy. accik is the accuracy of i th algorithm of k th dataset. t i k and n i k are the runtime and number of selected features of dataset k on i th algorithm respectively. The greater the value of EARR, the better the corresponding algorithm on a given dataset D [34] .
As discussed in the algorithm, we have used Symmetric Uncertainty (SU) for the filter evaluation [6] , [8] . For the wrapper phase, Naïve Bayes and Support Vector Machine (SVM) classifiers are used. Support vector machine performs very well on most of the problems in high dimensional space. It is difficult to find a linear classifier to separate different classes [18] . Naïve Bayes is quite sensitive to the presence of redundant and irrelevant predicted attributes [19] .
Experimental Results
The proposed algorithms TGRASP and FF-GRASP have been compared with an existing algorithm FCGRASP. They have been compared in terms of three performance measures, i.e., classification accuracy, runtime and number of features. The classifiers used are Naïve Bayes classifier and SVM.
In all of the three algorithms, Size and NumIter are the parameters used to carry out multiple wrapper evaluations. Tabu tenure is a parameter that is used only for TGRASP algorithm. Tabu tenure is the length of the tabu list kept at the time of performing the experiments. This parameter is a static tabu list with short term memory for storing a maximum of 20 values.
In our experiments, we have varied the size of the tabu tenure from 5 to 15. For most of the datasets, we observed that after the size of Tabu tenure reaches 10, the solutions repeat themselves. So, to compare all datasets on a common value of Tabu tenure, we have shown the results when its value was 8. Table 2 and Table 3 give the comparison of TGRASP, FFGRASP and FCGRASP by keeping the value of tabu tenure as 8. NumIter parameter is fixed to 50 and then 100 for all datasets and for both classifiers. The value of parameter ''Size'' varies based on the total number of features in each dataset. Table 2 gives the average number of features and average runtime in seconds obtained using 10 fold cross validation. From the results we observe that
• As the number of iterations (NumIter) increased from 50 to 100, it showed a significant change in the number of wrapper evaluation and hence we could observe that there was approximately 25 -30% increase in runtime in most of the datasets.
• In case of two class dataset, when NumIter = 50, and Naïve classifier was considered, the average runtime of FFGRASP • In all the datasets, FFGRASP algorithm selects less number of features in the range of 2 to 227 numbers of features, as compared to FCGRASP.
• In the majority of the datasets, on average, approximately 80 percent of the features selected by FFGRASP and TGRASP are common with the features selected by FC-GRASP. Table 3 shows the average accuracy of the three algorithms found using 10 fold cross validation of two classifiers on nine cancer datasets. The results observed using Naïve Bayes classifier are as follows:
• For two class datasets, when NumIter = 50, as compared to FCGRASP, the classification accuracy of Naïve Bayes has been improved by TGRASP algorithm by 12, 15, 14 percent in case of colon, prostate and breast datasets respectively. TGRASP shows an improvement over FFGRASP in classification accuracy by 40, 9.4 and 1 percent for colon_I, colon and breast datasets respectively. FFGRASP has increased the classification accuracy in case of prostate dataset by 18 and 2 percent from FCGRASP and TGRASP respectively. However, CNS-v1 is the only two class dataset which has decreased the classification accuracy of TGRASP and FFGRASP by 20 and 50.01 percent respectively from FCGRASP.
• For two class datasets, when NumIter = 100, the classification accuracy of Naïve Bayes has been improved by TGRASP algorithm by 7 and 9 percent in case of prostate and colon datasets respectively. FFGRASP shows an improvement over FCGRASP in the range of 1 to 11 percent. Unfortunately, in case of dataset CNS-v1 the accuracy of TGRASP and FFGRASP has been decreased by 20 percent from FC-GRASP.
• In case of endometrium dataset, FFGRASP classification accuracy has been improved by 21.3 and 4 percent from FCGRASP and TGRASP respectively when NumIter = 50. The accuracy was improved by 22.5 and 5.5 percent from FCGRASP and TGRASP respectively when NumIter = 100.
• For SRBCT dataset, when NumIter = 50, maximum classification accuracy of 100% was achieved by FCGRASP and TGRASP algo-rithms, and the accuracy of FFGRASP has been decreased by 12.67 percent. When NumIter = 100, the classification accuracy of FFGRASP has been increased by 9.84 and 19 percent from FC-GRASP and TGRASP respectively.
• In case of three class dataset, when NumIter = 50, the classification accuracy of FFGRASP has shown an improvement over FCGRASP and TGRASP by 7.7 and 1.5 percent respectively in leukemia dataset and by 24.9 percent over both the algorithms in melanoma dataset.
• For three class dataset, when NumIter = 100, FFGRASP takes over by 9.9 and 0.8 percent over FCGRAS and TGRASP respectively for leukemia dataset and by When we consider SVM Classifier in Table 3 , we observe that:
• For two class datasets, when NumIter = 50, TGRASP algorithm classification accuracy is better than FCGRASP and FF-GRASP in the range of 2 to 29 percent in case of prostate, colon and breast datasets. For colon_I dataset, TGRASP and FC-GRASP have maximum accuracy of 100%, which has been increased from FFGRASP by 28.58 percent. For dataset, CNS-v1 the classification accuracy of TGRASP and FFGRASP has been decreased by 7.4 and 26.5 percent respectively from FCGRASP.
• For two class datasets, when NumIter = 100, Classification accuracy has been improved by TGRASP as compared to FCGRASP by 2, 12, 8, 4 percent for colon_I, prostate, • In case of endometrium dataset, the classification accuracy of FFGRASP has been improved by 2.58 and 1.07 percent from FCGRASP and TGRASP respectively at NumIter = 50. When NumIter = 100, an improvement in accuracy of 5 percent has been obtained in FFGRASP from both algorithms.
• For SRBCT dataset, maximum classification ac-curacy of 100% is achieved by FC-GRASP and TGRASP algorithms, but the accuracy of FFGRASP has been decreased by 1.52 percent.
• In case of three class dataset, when NumIter = 50, FFGRASP wins over FCGRASP and TGRASP by 0.5 percent in leukemia dataset and by 60.19 percent over melanoma dataset.
• For three class datasets, when NumIter = 100, FFGRASP as compared to FC-GRASP and TGRASP has been showing an improvement of 1.01 and 28.3 percent over leukemia and melanoma datasets respectively.
From the above results, it was concluded that TGRASP performs better than the other two algorithms for two class datasets. For multiclass datasets FFGRASP performs more efficiently.
In order to further explore which feature selection algorithm is significantly better, we performed a test on a unified metric, EARR [34] . To do calculations in EARR equation, we have taken Naïve Bayes classification accuracies, runtime, number of features selected values at NumIter = 100 from Table 2 and Table 3 and parameters α = β = 0.001. Using equation 3, we calculate the EARR values between each of the two algorithms on all datasets. On comparing TGRASP with FFGRASP, according to the EARR values found in Table 4 , we can conclude that FFGRASP algorithm is statistically better than TGRASP approach in all the datasets except in the case of colon_I dataset.
NumIter and tabu tenure are the parameters which can control the tradeoff between accuracy and runtime. In our experiments, we have varied the size of tabu tenure from 5 to15 to varying the size enables us to determine how this parameter affects the performance based on runtime and accuracy. For six out of nine datasets there is a high positive correlation between tabu tenure with runtime and accuracy. This effect has been shown in Figure 4 Figures 6 and Figure 7 depict the classification accuracy and runtime of one of the two class datasets, colon with different NumIter values. It was observed that by changing the value of NumIter, there is a change in the value of accuracy and runtime. Proposed TGRASP algorithm shows better results than FCGRASP in this dataset. Runtime of FFGRASP is less than that of TGRASP and FCGRASP in colon dataset. Figure 8 and Figure 9 depict the classification accuracy and runtime of a multiclass dataset, leukemia with different NumIter values. It depicts that by changing the value of the number of iterations, there is a change in the value of accuracy and runtime. So, it can be said that NumIter parameter affects the quality of optimum. Table 5 lists the gene accession numbers for some of the features obtained as the best features in regard to maximum accuracy and minimum number of genes. Due to limited space in the table, we are not able to mention all the genes selected. We have mentioned only the top few genes which came out using the naïve Bayes classifier. 
Conclusion
In this paper, TGRASP and FFGRASP algorithms are proposed based on GRASP method applied to cancer microarray data. The tabu search and firefly optimization algorithms are applied in the improvement phase of the GRASP method and are compared with the existing hybrid algorithm that uses hill climbing in the improvement phase (FCGRASP). According to the results obtained we can say that, GRASP with tabu search algorithm TGRASP is better or comparable for two class datasets in terms of all three performance parameters viz. accuracy, runtime and number of a selected subsets of features. Firefly optimization approach with GRASP (FFGRASP) has been performing more efficiently for multiclass cancer microarray datasets than FCGRASP. We have also compared both proposed algorithms on a unified metric which has proved that TGRASP and FFGRASP algorithms are performing better than FCGRASP on six out of nine and on seven out of nine datasets respectively. The other advantage of the proposed TGRASP over previous algorithms is that it not only improves the accuracy, but can also control the tradeoff between accuracy and runtime. It is possible to increase or decrease the accuracy and number of selected features by changing the value of the parameters NumIter and Tabu tenure.
Comparison of FFGRASP with TGRASP on a unified metric, lets us decide that FFGRASP is performing better on eight out of nine datasets.
In the future, we would like to explore which specific values of NumIter and Tabu tenure would be set in order to obtain an optimal number of features from a dataset.
