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Esta investigación aborda un problema de visión que tiene en cuenta las 
condiciones adversas para la percepción, en concreto, trata de caracterizar 
defectos estructurales en superficies especulares, cualquiera que sea la forma 
de dichas superficies. Los reflejos y los brillos provocan que las 
características de los objetos que los sistemas de visión suelen medir (color, 
topografía, forma etc.) queden ocultas en condiciones normales. Desde el 
punto de vista más aplicado, el trabajo se centra en los sistemas para 
inspección visual automática de estas superficies. Los requisitos que debe 
cumplir un sistema de estas características, desde el interés de la 
implantación práctica, habitualmente condicionan las soluciones que se 
proponen. De hecho, cada problema exige una nueva solución de diseño 
tecnológico. Los sistemas de visión están muy orientados a aplicaciones. 
El objetivo principal de la investigación es proporcionar soluciones 
generales que puedan aplicarse sistemáticamente en la concepción de 
sistemas para inspección visual de superficies especulares. Se deberán 
proporcionar métodos que permitan compensar la falta de sensibilidad 
asociada a la influencia de las superficies especulares.  
El planteamiento comienza con una formulación del problema que 
traslada la discernibilidad en la imagen a la discernibilidad en el dominio del 
objeto de medida, esto es, el fotograma o la escena captada por una cámara. 
Es posible caracterizar los problemas de la visión en condiciones adversas 
mediante espacio topológico asociado a los motivos. 
La propuesta de solución utiliza una transformación no lineal para 
compensar la falta de sensibilidad de la cámara en los extremos de su 
intervalo de operatividad proporcionando una representación sobre la que 
es posible discernir los defectos. La transformación incide, en primer lugar, 
xii 
en un acondicionamiento de la medida que realiza el sistema de percepción, 
con el objetivo de aumentar la capacidad de percepción y, de esta forma, 
evitar la falta de sensibilidad cuando intervienen superficies especulares. 
Consiste en la ampliación de las diferencias de los valores de las magnitudes 
de entrada: operar con incrementos grandes de la entrada que permitan 
aumentar las diferencias de tamaño de la salida hasta que esta pueda ser 
medida. En este trabajo, se ha utilizado el acondicionamiento ambiental, 
mediante técnicas de iluminación estructurada, que permite formar regiones 
en la superficie, que tendrán su proyección en la imagen, forzando fuertes 
gradientes espaciales en la iluminación, la cual, al reflejarse, repercute en 
fuertes gradientes espaciales de la entrada a la cámara. Acondicionada la 
iluminación del entorno, se sintoniza el sistema de inspección en las 
condiciones adecuadas de escala, de ángulo de percepción, de intensidad 
lumínica, etc. para poder percibir adecuadamente las magnitudes del motivo 
a medir.  
La transformación utiliza bases de conocimiento que contienen, para los 
defectos que pueda sufrir el motivo, las condiciones oportunas del entorno y 
de la cámara. También, se propone la comparación, para extraer los defectos 
de las imágenes normalizadas, con imágenes almacenadas en una base de 
datos de los diferentes motivos percibidos en diferentes condiciones de la 
escena. 
La utilización de bases de conocimiento y el planteamiento generalista de 
las transformaciones permite que sean aplicadas sistemáticamente para la 
resolución de diferentes problemas de inspección adaptando los contenidos 
de las bases de datos. La particularización del modelo de inspección para un 
problema dado se lleva a cabo mediante la utilización de entornos que 
permitan realizar simulaciones de las arquitecturas aportando gran flexibilidad 
para elegir los valores adecuados de la misma. 
A fin de poner de relieve la viabilidad y la corrección de la hipótesis se ha 
desarrollado un simulador que permite validar los sistemas de inspección 
basados en el modelo, bajo diferentes condiciones de la escena. Se ha 
realizado el estudio de la influencia del acondicionamiento ambiental, con 
diferentes patrones lumínicos, en la percepción de motivos dieléctricos y 
metálicos, con defectos topográficos y cromáticos, para las magnitudes de 
escala, ángulo de percepción e iluminación, de forma aislada. También, dada 
su influencia en la capacidad de inspección, se ha estudiado de forma 
conjunta la escala y el ángulo de percepción. Por último se muestra, a modo 
de comprobación, la aplicación de los resultados a la inspección de logotipos 
de marcas de automóviles. 
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La conclusión es que el método propuesto permite detectar defectos en 
las superficies en un mayor número de valores de escala y ángulo de 
percepción, así como de condiciones lumínicas, y con una mayor tasa de 
acierto que en condiciones normales. La repercusión inmediata es que el 
sistema necesitará un menor número de capturas de la escena. Por ejemplo, 
en el caso de la inspección de las piezas del automóvil para el mayor nivel de 
escala, se detectan defectos inferiores al milímetro para piezas de diez 
centímetros, en una de sus dimensiones, (concretamente el defecto 
representa un seis por mil del área capturada, con la escala fijada a quince 
píxeles por milímetro), con cámaras de resolución inferior, en todos los 
casos, a tres megapíxeles (la cámara con mayor resolución necesaria sería de 
1742 x 1742 para la adquisición de una imagen). Se obtienen unas ganancias 
temporales (suponiendo que sólo disponemos de un sistema de adquisición 
de imagen y sin contar el coste de posicionar la cámara para efectuar la 
captura) importantes, cuando se utiliza el acondicionamiento ambiental 
frente al procesamiento sin acondicionar la medida (concretamente 1’65, 
2’75 y 2’88 para las tres piezas metálicas inspeccionadas). El sistema podría 
implantarse en instalaciones de control de calidad del tipo de la fabricación 
de piezas metalizadas para la industria del automóvil sin mermar el ritmo de 
producción habitual de dichas instalaciones.  
La investigación se ha llevado, pues, hasta el punto de confirmar que 
procede abordar la fase de trabajo precompetitivo que pueda desembocar en 
el desarrollo de sistemas automáticos de inspección visual de superficies 
especulares (metalizados de piezas de automóvil y de grifería, metales y 
piedras preciosas de joyería, pulimentados de mármol, fabricación de 
espejos curvos, así como otros tipos de superficies vitrificadas, 
pulimentadas, plastificadas, etc.) los cuales, finalmente, pueden ser objeto de 





Aquesta investigació aborda un problema de visió que té en compte les 
condicions adverses per a la percepció, en concret, tracta de caracteritzar 
defectes estructurals en superfícies especulars, qualsevol que sigua la forma 
d'aquestes superfícies. Els reflexos i les lluentors provoquen que les 
característiques dels objectes que els sistemes de visió solen mesurar (color, 
topografia, forma etc.) queden ocultes en condicions normals. Des del punt 
de vista més aplicat, el treball se centra en els sistemes per a inspecció visual 
automàtica d'aquestes superfícies. Els requisits que ha de complir un sistema 
d'aquestes característiques, des de l'interès de la implantació pràctica, 
habitualment condicionen les solucions que es proposen. De fet, cada 
problema exigeix una nova solució de disseny tecnològic. Els sistemes de 
visió estan molt orientats a aplicacions.  
L'objectiu principal de la investigació és proporcionar solucions generals 
que puguen aplicar-se sistemàticament en la concepció de sistemes per a 
inspecció visual de superfícies especulars. S'haurien de proporcionar 
mètodes que permitisquen compensar la falta de sensibilitat associada a la 
influència de les superfícies especulars. 
El plantejament comença amb una formulació del problema que trasllada 
la discernibilitat en la imatge a la discernibilitat en el domini de l'objecte de 
mesura, això és, el fotograma o l'escena captada per una càmera. És possible 
caracteritzar els problemes de la visió en condicions adverses mitjançant un 
espai topològic associat als motius.  
La proposta de solució utilitza una transformació no lineal per a 
compensar la falta de sensibilitat de la càmera en els extrems del seu interval 
d'operativitat proporcionant una representació sobre la qual és possible 
destriar els defectes. La transformació incideix, en primer lloc, en un 
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acondicionament de la mesura que realitza el sistema de percepció, amb 
l'objectiu d'augmentar la capacitat de percepció i, d'aquesta forma, evitar la 
falta de sensibilitat quan intervenen superfícies especulars. Consisteix en 
l'ampliació de les diferències dels valors de les magnituds d'entrada: operar 
amb grans increments de l'entrada que permitisquen augmentar les 
diferències de la sortida fins que aquesta puga ser mesurada. En aquest 
treball, s'ha utilitzat l'acondicionament ambiental, mitjançant tècniques 
d'il·luminació estructurada, que permeten formar regions en la superfície, 
que tindran la seua projecció en la imatge, forçant forts gradients espacials 
en la il·luminació, la qual, al reflectir-se, repercuteix en forts gradients 
espacials de l'entrada a la càmera. Condicionada la il·luminació de l'entorn, 
se sintonitza el sistema d'inspecció en les condicions adequades d'escala, 
d'angle de percepció, d'intensitat lumínica, etc. per a poder percebre 
adequadament les magnituds del motiu a mesurar. 
La transformació utilitza bases de coneixement que contenen, per als 
defectes que puga sofrir el motiu, les condicions oportunes de l'entorn i de 
la càmera. També, es proposa la comparació, per a extreure els defectes de 
les imatges normalitzades, amb imatges emmagatzemades en una base de 
dades dels diferents motius percebuts en diferents condicions de l'escena.  
La utilització de bases de coneixement i el plantejament generalista de les 
transformacions permet que siguen aplicades sistemàticament per a la 
resolució de diferents problemes d'inspecció adaptant els continguts de les 
bases de dades. La particularització del model d'inspecció per a un problema 
donat es porta a terme mitjançant la utilització d'entorns que permeten 
realitzar simulacions de les arquitectures aportant gran flexibilitat per a triar 
els valors adequats de la mateixa.  
A fi de posar en relleu la viabilitat i la correcció de la hipòtesi s'ha 
desenvolupat un simulador que permet validar els sistemes d'inspecció 
basats en el model, sota diferents condicions de l'escena. S'ha realitzat 
l'estudi de la influència de l'acondicionament ambiental, amb diferents 
patrons lumínics, en la percepció de motius dielèctrics i metàl·lics, amb 
defectes topogràfics i cromàtics, per a les magnituds d'escala, angle de 
percepció i il·luminació, de forma aïllada. També, donada la seva influència 
en la capacitat d'inspecció, s'ha estudiat de forma conjunyeix l'escala i l'angle 
de percepció. Finalment es mostra, a manera de comprovació, l'aplicació 
dels resultats a la inspecció de logotips de marques d'automòbils.  
La conclusió és que el mètode proposat permet detectar defectes en les 
superfícies en un major nombre de valors d'escala i angle de percepció, així 
com de condicions lumíniques, i amb una major taxa d'encert que en 
condicions normals. La repercussió immediata és que el sistema necessitarà 
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un menor nombre de captures de l'escena. Per exemple, en el cas de la 
inspecció de les peces de l'automòbil per al major nivell d'escala, es detecten 
defectes inferiors al mil·límetre per a peces de deu centímetres, en una de les 
seues dimensions, (concretament el defecte representa un sis per mil de 
l'àrea capturada, amb l'escala fixada a quinze píxels per mil·límetre), amb 
càmeres de resolució inferior, en tots els casos, a tres megapíxels (la càmera 
amb major resolució necessària seria de 1742 x 1742 per a l'adquisició d'una 
imatge). S'obtenen unes acceleracions temporals (suposant que només 
disposem d'un sistema d'adquisició d'imatge i sense contar el cost de 
posicionar la càmera per a efectuar la captura) importants, quan s'utilitza 
l'acondicionament ambiental enfront del processament sense condicionar la 
mesura (concretament 1’65, 2’75 i 2’88 per a les tres peces metàl·liques 
inspeccionades). El sistema podria implantar-se en instal·lacions de control 
de qualitat del tipus de la fabricació de peces metal·litzades per a la indústria 
de l'automòbil sense disminuir el ritme de producció habitual d'aquestes 
instal·lacions.  
La investigació s'ha dut, doncs, fins al punt de confirmar que procedeix 
abordar la fase de treball precompetitiu que pugui desembocar en el 
desenvolupament de sistemes automàtics d'inspecció visual de superfícies 
especulars (metal·litzats de peces d'automòbil i de aixetes, metalls i pedres 
precioses de joieria, lluentats de marbre, fabricació de miralls corbs, així com 
altres tipus de superfícies vitrificades, lluentades, plastificades, etc.) els quals, 





This research approaches a vision problem considering the adverse 
conditions of perception tasks. In particular, structural defects in specular 
surfaces, whatever is the form of these surfaces are characterized. The 
reflections and the brightness cause the characteristics of the objects usually 
measured by common vision systems (color, topography, form etc.) to be 
hidden in normal conditions. From the applied point of view, the work is 
centered on systems using automatic visual inspection of these surfaces. 
From the interest of the practical implantation, the requirements that they 
must fulfill habitually condition the solutions that could be proposed. In 
fact, each problem demands a new solution of technological design. The 
vision systems are oriented to applications. 
The main research objective is to provide general solutions that can be 
applied systematically in the conception of systems for specular surfaces 
visual inspection. Methods to compensate the lack of sensitivity associated 
to the influence of the specular surfaces will be provided. 
The approach begins with a formulation of the problem that moves the 
perception of the image to the perception in the measure object (motive) 
domain, that is, the frame or the scene acquired by a camera. It is possible to 
characterize the vision problems in adverse conditions by means of a 
topological space associated with the motives. 
The solution proposed uses a not linear transformation in order to 
compensate the lack of camera sensitivity in the ends of its operation 
interval providing a representation to discern the defects. First, the 
transformation involves a conditioning of the measure of the system, with 
the aim to increase the perception capacity in order to avoid the lack of 
sensitivity associated to the specular surfaces. It consists of the extension of 
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the differences of the input magnitudes values: to operate with large 
increases of the input that allow increasing the differences of the output 
until it could be measured. In this work, the environmental conditioning has 
been used by means of structured lighting. It allows to form regions in the 
surface which they will have his projection in the image. Using strong spatial 
gradients in the lighting to reflect, it affects in strong spatial gradients of the 
camera input. After conditioning the environment lighting, the system 
inspection is tuned in the suitable conditions of scale, angle of perception, 
lighting intensity… to be able to perceive adequately the magnitudes of the 
motive. 
The transformation uses knowledge bases that contain, for every defect 
that the motive could suffer, the suitable conditions for the environment 
and the camera. Also, the comparison to extract the defects of the 
normalized images, with images stored in a database of the different motives 
perceived in different conditions of the scene is proposed. 
Using these knowledge bases and the general approach of the 
transformations allow the systematically application for the resolution of 
different inspection problems adapting the contents of the databases. The 
instantiation of the inspection model for a given problem is carried out by 
means of environments that allow running simulations of the architectures 
contributing great flexibility to choose the suitable values of them. 
In order to emphasize the viability of the hypothesis, a simulator that 
allows validation of the systems of inspection based on the model under 
different conditions of the scene has been developed. The study of the 
influence of the environmental conditioning, with different lighting patterns, 
in the perception of dielectric and metallic motives, with topographic and 
chromatic defect, for the magnitudes of scale, angle of perception and 
lighting has been detailed. Also, given its influence in the capacity of 
inspection, there has been studied both the scale and the angle of 
perception. Finally, the application of the results to the inspection of cars 
logos is presented. 
The conclusion is that the proposed method allows detecting surface 
defects in more values of scale and angle of perception, as well as of light 
conditions, and a best rate of success those in regular conditions. The 
immediate repercussion is that the system will need less number of scene 
captures. For example, in case of the inspection of car pieces using the large 
scale (fifteen pixels per millimeter), defects lower than a millimeter are 
detected for pieces of ten centimeters, in one of his dimensions (concretely 
the defect represents six per thousand of the captured area), using cameras 
of lower resolution, in all cases, than three megapixels (the necessary camera 
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resolution would be of 1742 x 1742 for the acquisition of an image). A 
significant temporal speed up (it is assumed that there is only a system of 
acquisition of image and without counting the temporal cost of the camera 
positioning), when the environmental conditioning is in use opposite to the 
processing without conditioning the measure (concretely 1’65, 2’75 and 2’88 
for three metallic inspected pieces) has been obtained. The system might be 
implemented in the quality control of manufacture metalized pieces for the 
car industry without reducing the rate of normal production. 
The research confirms that it is plausible to deal with the pre-
manufactured stages of the development of automatic systems of visual 
inspection of specular surfaces (metalized of pieces of car and of plumbing 
fixtures, metals and precious stones of jeweler's shop, smooth marble, 
manufacture of curved mirrors, as well as other types of vitrified surfaces, 






































































Capítulo 1   
Introducción 
El  capítulo  introduce  al  lector  las  motivaciones  que  originan  el  presente 
documento  y  los objetivos que  se plantean.  Se  revisa  el  estado  actual de  los 
sistemas  de  inspección  automática  para,  más  tarde,  centrarnos  en  los 
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1. Motivación y objetivos 
Al comenzar un trabajo de esta envergadura, se hace inevitable recordar 
si, en algún momento, ya sentía interés por todo aquello relacionado con la 
visión. Más incluso, en lo que se refiere a las superficies especulares, sobre 
las que me centro en este documento.  
 
 
Figura 1.1 Charcos inalcanzables 
Cuando apenas mis ojos sobrepasaban el salpicadero del coche me 
fascinaba observar cómo, en esos días calurosos de verano, aparecían 
charcos en la carretera, siempre a varios metros de distancia. Es más, nunca 
llegaba el día de alcanzarlos. Eso sí, cuando caminaba, después de la lluvia, 
podía ver en ellos las figuras de los coches, las farolas y las personas 
completamente invertidas, hasta que los atravesaba y desaparecían. Años 
más tarde, me fascinaba observar los grabados de Escher en los que jugaba 
con la geometría para hacer ver monjes que ascendían y descendían de 
forma infinita en escaleras que no variaban en altura, o cauces de agua que 
se alejaban y acercaban sin sentido en una cascada. Entre estos dibujos, me 
sorprendía ver cómo aparecían manos sujetando esferas que desnudaban la 
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intimidad de la habitación del autor, junto con aquellas que eran incapaces 
de imitar las superficies que ante ellas se exponían. ¿Qué era lo que 
realmente veía? ¿Sólo esferas?  
La visión con sus paradojas, sus ilusiones, sus mundos imposibles o las 
superficies que, en muchos casos, nos ayudan a recrear otras tantas escenas 
tan sorprendentes, hacen que esta disciplina me haya resultado motivadora 
desde hace unos cuantos años. Aunque en el colegio y en el instituto sentía 
interés por aquellas lecciones de física que explicaban algo de óptica, los 
espejos, los ángulos que forman los charcos de la carretera, las imágenes,… 
no fue hasta la formación que recibí en la universidad y, más tarde, en mi 
trabajo, que ha recalado en el tratamiento de los sistemas de visión, donde 
realmente la encontré tan interesante. ¿Por qué puede ver una mosca con 
esa naturalidad y tanto le cuesta a una máquina poder imitar? 
La formación que he ido recibiendo en este campo comienza, 
principalmente, cuando me incorporé como becario de la Universidad de 
Alicante, dentro del departamento de Tecnología Informática y 
Computación y más concretamente en el proyecto “Sistema de Visión para 
Navegación Autónoma” (TAP98-0333-C03-03). Allí se desarrolló la tesis 
doctoral “Modelado de sistemas para visión realista en condiciones adversas 
y escenas sin estructura” (Fuster, 2003) que me permitió recibir una 
formación que profundizaba en el conocimiento de la visión realista y sus 
arquitecturas. Dependiendo de las variables que intervienen en el proceso de 
visión (objetos, iluminación, dispositivo de captura, distancia, ángulos, etc.), 
los sistemas de visión artificial se enfrentan a situaciones de visión 
idealizada, donde las variables permiten un tratamiento sistemático de la 
imagen sin dificultades, o de visión realista, donde se producen condiciones 
adversas para la percepción de los objetos. 
En la línea de visión realista, participé como miembro del equipo de 
investigación en el proyecto “Visión mediante periférico robótico inteligente 
para sistemas móviles autónomos” (DPI2002-04434-C04-01). En el 
contexto de este proyecto, una de las motivaciones del trabajo fue el 
desarrollo de un dispositivo de visión autónomo, ligero y potente, capaz de 
asistir a robots móviles dentro de un entorno industrial, heterogéneo y 
cambiante. Así, determinados requerimientos podrían ser resueltos por la 
cámara sin necesidad de acudir a una plataforma remota. En cuanto a su 
potencia, el proyecto se proponía avanzar en la consideración del realismo 
en el procesamiento visual, lo que permitió utilizar los resultados en la 
práctica para el etiquetado de imágenes tal cual son captadas por la cámara. 
El proceso mejora las técnicas de percepción visual en escenas reales donde 
la luz ambiente es cambiante o no uniforme, los distintos planos de la 
escena sufren desenfoque, la resolución de un objeto puede cambiar si éste 
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se acerca o se aleja, etc. La ligereza imponía que aquellas funcionalidades que 
proporcionaba la cámara deberían ser implementadas mediante plataformas 
de alto nivel de integración y, en consecuencia, se concibieron arquitecturas 
de bajo nivel, esencialmente para su realización hardware.  
La motivación objetiva de este trabajo está vinculada a la investigación 
que he desarrollado en los proyectos “Control de Calidad de Superficies 
Brillantes y Especulares mediante Visión Artificial” (GV05/181) y 
“Desarrollo de herramientas CAD/CAM para el prototipado virtual en el 
sector calzado” (DPI2005-09215-C02-01). La justificación del primero es el 
diseño de sistemas de inspección visual automática donde intervienen 
productos con superficies de reflexión especular y forma no definida. En el 
segundo, se propone el desarrollo de técnicas y herramientas software y 
hardware que permitan la utilización y el desarrollo de prototipos virtuales 
en el modelo de fabricación. En este caso, para el sector calzado donde el 
desarrollo del prototipo es eminentemente artesanal. También, se presta 
especial atención al diseño e implementación de un módulo de visualización 
realista que contemple las características lumínicas de las superficies 
especulares de algunos materiales de fabricación, así como de los accesorios 
(tales como hebillas y cremalleras).  
Las dificultades para la percepción de las magnitudes de interés en la 
imagen sobre las que me centro en este documento están relacionadas con 
las características ópticas de los materiales con superficies de reflexión 
especular. Las superficies metalizadas, vitrificadas, plastificadas, 
pulimentadas, etc., poseen en mayor o menor medida un coeficiente de 
reflexión de la luz que provoca reflejos y brillos no deseados, ocultando en 
algunos casos la información cromática, morfológica y topográfica del 
objeto. La mayoría de los métodos de visión artificial que han sido 
propuestos clásicamente ignoran las características de reflexión especular de 
los materiales. Se centran en las superficies cuya reflexión es esencialmente 
difusa argumentando que es sólo ésta la que contiene la información del 
objeto. 
Los sistemas de inspección visual de superficies especulares están 
inmersos en la cadena de producción de la empresa. En muchos casos esta 
cadena no está adecuadamente acondicionada ya que ha sido concebida para 
la elaboración del producto y no para su inspección automática. Este hecho 
facilita la inestabilidad de las condiciones de iluminación, de la escala de 
percepción de los objetos —así como de los defectos que puedan aparecer 
en ellos—, del ángulo entre el dispositivo de adquisición y los productos, 
etc. Además, los objetos a inspeccionar pueden tener tamaños dispares que 
oscilan entre el orden de magnitud del metro en alguna de sus dimensiones, 
hasta piezas de sólo unos centímetros. Los defectos morfológicos o 
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superficiales obedecen a diversas causas y tienen formas y dimensiones 
variadas —rango de las decenas de micras en unos casos a longitudes del 
orden de los centímetros en otros. 
Por otro lado, la consideración práctica de la inspección implica el 
cumplimiento de unas condiciones de eficiencia y rapidez. La eficiencia está 
relacionada con las tasas de acierto del sistema de visión. Debe detectar los 
defectos de los objetos evitando los falsos positivos —clasificación como 
defectuosos de objetos perfectos— y los falsos negativos —objetos 
defectuosos que no son clasificados como tales por el control de la calidad. 
Existe una relación entre los falsos positivos y negativos debido a que 
intentar detectar la totalidad de los defectos eleva la cantidad de falsos 
positivos, mientras que si se intenta disminuir esta cantidad aumenta la de 
falsos negativos. Con respecto a la rapidez, el sistema debe poder operar al 
ritmo del resto de la cadena de producción. 
Los requerimientos del sistema conllevan un problema de diseño 
tecnológico para cada una de las soluciones a desarrollar. Además, el 
prototipo sobre el que se realizan pruebas y correcciones es físico 
provocando un incremento en los costes tanto temporales como 
económicos. La dificultad de diseño se agrava cuando la inspección cubre 
las superficies especulares. Apenas existen métodos que traten estos 
productos salvo en casos muy restringidos donde utilizan activamente las 
características de la luz y su reflexión en la escena. La elección de las 
condiciones de trabajo e iluminación son complejas y críticas para una 
inspección satisfactoria.  
En este marco, el objetivo general de la investigación es avanzar en la 
consideración del realismo en visión (Fuster et al., 2006) (García et al. 2005) 
(García et al. 2004) (García et al. 2003) (García et al. 2002) incidiendo en los 
problemas que representan las superficies especulares (García et al. 2007) 
(García et al. 2006). Se propone modelar y proporcionar métodos para los 
sistemas de visión orientados a la inspección visual automática de productos 
con superficies de reflexión especular y curvatura no definida. Las 
soluciones deberán repercutir en la mejora de las condiciones de los 
sistemas, minimizando los efectos de estas superficies y maximizando el 
aprovechamiento de las características especulares que permitan ampliar la 
entrada asociada a los defectos. Añadida la ambición de la implantación 
práctica en sistemas de inspección, la investigación abordará el marco 
necesario para el estudio de aspectos de rendimiento. Para ello, se introduce 
la necesidad del desarrollo de arquitecturas especializadas en visión a partir 
de los modelos propuestos. Las arquitecturas de inspección de un 
determinado producto podrán ser concebidas mediante particularizaciones 
del modelo general. 
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Debido a que los sistemas podrán obtenerse por particularización, se 
propone el desarrollo de un simulador que permite validar el modelo y 
acotar la experimentación a desarrollar con instrumental de laboratorio. La 
propuesta de un entorno para la simulación y el desarrollo de sistemas, 
permitirá tanto el estudio de las condiciones en las que se ha de llevar a cabo 
la inspección como el diseño de las soluciones de un modo flexible. Una vez 
desarrollada la hipótesis inicial, la experimentación que permite contrastarla 
de forma controlada se realiza a través de simulaciones. Las técnicas basadas 
en realidad virtual permiten prescindir de gran parte de los inconvenientes 
de usar prototipos físicos. La simulación posibilita refinar la hipótesis hasta 
que esté madura y pueda ser contrastada mediante ensayos próximos a la 
realidad de estudio, reduciendo el ciclo de desarrollo científico. También 
permitirá tomar decisiones acerca de la viabilidad de los sistemas propuestos 
basados en el modelo, repercutiendo directamente en los costes asociados al 
diseño de un prototipo físico. La fase de simulación deberá contemplar las 
variables físicas que intervienen en el universo sobre el que se realiza la 
hipótesis, así como los métodos de resolución. 
Más concretamente los objetivos que se persiguen en la investigación 
son: 
• Proporcionar un modelo para el tratamiento de los problemas de los 
sistemas de inspección visual orientados al tratamiento de superficies 
especulares y curvatura no definida. El modelo debe ser general y podrá 
utilizarse sistemáticamente en la concepción de soluciones para los 
problemas específicos de inspección. 
• Especificar y realizar un simulador para inspección visual automática de 
superficies especulares que permita contrastar el modelo y su 
corrección. Las características del simulador permitirán evaluar las 
arquitecturas como alternativa a los ensayos preliminares sobre 
prototipos físicos y abrir el camino hacia la implantación real en un 
sistema de producción contemplando todas sus particularidades. 
En consecuencia, la aportación fundamental de este trabajo debería ser la 
generalidad del modelo de inspección basado en la visión realista que 
permita desarrollar las arquitecturas por particularización. El marco de 
referencia para el desarrollo es la simulación que permitirá reducir la 
distancia entre las etapas de hipótesis y experimentación. Esto es, acortando 
el ciclo de desarrollo tecnocientífico mediante la validación preliminar de la 
viabilidad del modelo y reduciendo los costes experimentales mediante la 
utilización de prototipos virtuales.  
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La revisión del estado del arte parte del estudio de las características 
generales del control de calidad, para centrarse en aquellos métodos de 
inspección no destructiva de productos que hacen uso de las técnicas de 
visión artificial. Por otro lado, se consideran los antecedentes y el estado 
actual de la visión en escenas donde intervienen objetos con superficies de 
reflexión especular. Se considerarán las dificultades asociadas a estas 
superficies y las soluciones que se han ido desarrollando desde una 
perspectiva clásica hacia una concepción de sistemas de visión activa. Por 
último, abordamos la intersección de estos aspectos que nos conduce al 
estudio de la literatura asociada a los sistemas para inspección de superficies 
especulares.  
2.1 Inspección visual automática 
En líneas generales el control de calidad tiene como fin asegurar que se 
han cumplido las expectativas en cuanto a la calidad de un producto. Ése 
abarca los procedimientos y técnicas necesarias para verificar dicha calidad 
desde la concepción hasta el acabado. De esta manera, se pretende 
garantizar que los productos que pasen el control de calidad cumplan con 
las especificaciones que hayan sido establecidas, ya sea por un organismo o 
bien por alguna norma reguladora (ISO, CEN, UNE). Estas 
especificaciones se fijan de acuerdo con distintos criterios que obedecen, 
dependiendo del ámbito de aplicación, a cuestiones de seguridad, 
funcionalidad, estética, etc. 
En términos de producción industrial — productos manufacturados, 
materiales, etc. —, y obviando los servicios, una de las herramientas para el 
control de calidad es el ensayo de productos. El objetivo es decidir si un 
producto o material es válido para un determinado fin. Los Ensayos No 
Destructivos (END, NDT en lengua inglesa — Non Destructive Testing) son 
métodos que permiten comprobar materiales, piezas y componentes sin 
alterar su utilidad. 
Las actividades en las que intervienen los sistemas END presentan 
distinta índole, utilizándose en todo tipo de industrias (aeroespacial, 
automoción, nuclear, etc.) y en las más variadas actividades: inspección de 
estructuras y materiales de ingeniería civil, fiabilidad de puentes, inspección 
de tuberías, pinturas, esculturas, etc. Se utilizan para determinar que se 
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cumple con un requerimiento dado que permita prevenir accidentes, reducir 
costes, mejorar la fiabilidad del producto, etc. Estos métodos adquieren un 
papel importante cuando la seguridad y fiabilidad intervienen en la calidad 
de un producto. Los equipos, productos o materiales que no cumplen con 
sus especificaciones de diseño pueden ser causa de condiciones inseguras o 
incluso de fallos catastróficos. Hay varios casos en la industria en los que la 
inspección debe observar criterios de seguridad. Por ejemplo en la industria 
automotriz, Mery y Filbert hacen uso de rayos X para determinar si las 
llantas de neumático presentan defectos internos. En este caso, un control 
de calidad que no detectase una fisura o una burbuja interna en la rueda sería 
peligroso. La rotura de la misma podría ocasionar un accidente grave. Cabe 
mencionar que este tipo de inspección no es por muestreo ya que es 
necesario examinar la totalidad de las piezas fabricadas (Mery y Filbert, 
2002).  
Los métodos END suelen clasificarse dependiendo del principio físico 
utilizado para la medida (Hellier, 2001), siendo los principales los ensayos 
basados en: radiología industrial (RT — Radiographic Testing), ultrasonidos 
(UT — Ultrasonic Testing), imágenes térmicas (IRT  —Infrared/Thermal 
Testing), emisiones acústicas (AE — Acoustic Emission Testing), corrientes 
inducidas, (ET — Electromagnetic Testing), partículas magnéticas (MT — 
Magnetic Particle Testing), líquidos penetrantes (PT — Penetrant Testing), fugas 
(LT — Leak Testing) e inspección visual (VT/OT — Visual/Optical Testing). 
La inspección visual es uno de los métodos END más extendidos para 
evaluar la calidad de los productos. Las características más importantes son 
su facilidad de uso y su coste. Sin embargo, la repercusión de los sistemas de 
visión artificial en el entorno social y la implantación general de sus 
funcionalidades en aplicaciones de amplio espectro no está siendo muy 
extendida. Por ejemplo, el entorno geosocial de la Universidad de Alicante 
se caracteriza por tener una gran actividad industrial de pequeñas y medianas 
empresas, donde sectores industriales como el metalizado de objetos de 
plástico, textil, mármol, calzado y juguetes, entre otros, necesitan que su 
producción sea inspeccionada debidamente antes de entregarla al cliente. 
Estas tareas de inspección de calidad de los productos son realizadas por 
expertos. La inspección visual humana es muy flexible y se puede adaptar a 
situaciones nuevas de una manera muy rápida. Sin embargo, la diferencia 
existente en la capacidad y experiencia de las personas que examinan, así 
como la fatiga y la monotonía de este trabajo, hacen que esta inspección sea 
de una eficiencia irregular y muchas veces poco segura (Wilson et al., 1996). 
Según Mital et al., la dificultad de conseguir un rendimiento máximo sin 
errores depende de factores relacionados con el trabajo, el entorno, la 
organización y las motivaciones personales (Mital et al., 1998). La inspección 
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mediante experto es una labor intensiva e insuficiente para mantener alta 
calidad y producción a gran velocidad. Tomando como ejemplo la industria 
textil, sólo se detecta aproximadamente el 70% de los defectos, incluso con 
inspectores altamente cualificados (Kim et al., 1999a). Por esta razón, hoy en 
día el control de calidad apunta a ser plenamente automático. La visión 
artificial mejora la productividad y la gestión de calidad y proporciona una 
ventaja competitiva a las industrias que emplean esta tecnología (Malamas et 
al., 2003). 
Centrándonos ya en la inspección automática, Newman y Jain (Newman 
y Jain, 1995) la definen como un proceso de control de calidad que 
determina automáticamente si un producto se desvía de un conjunto de 
especificaciones: dimensiones, superficies, partes, etc. (Campbell y Murtagh, 
1998) (Millar et al., 1998) (Zhang, 1996), (Chin y Dyer, 1986). Es posible 
agrupar las aplicaciones de la inspección visual en cuatro grandes bloques 
(Malamas et al., 2003): inspección de calidad de las dimensiones, inspección 
de calidad de la superficie, inspección del correcto ensamblaje (calidad 
estructural) e inspección de la operación correcta o precisa (calidad 
operacional). 
La mayoría de los métodos de inspección automática son diseñados 
específicamente para el producto que se desea examinar (Chin y Harlow, 
1982) (Chin, 1988) (Newman y Jain, 1995) (Malamas et al., 2003): cuero, 
textil, vidrio, soldaduras, metal, plástico, etc. Habitualmente, realizan el 
preprocesamiento de la imagen capturada, la segmentación de la misma, la 
extracción de las características que permitan detectar los defectos y, por 
último, la clasificación de éstas en grupos (Lai y Fang, 2002) (Thoth, 2002) 
(Kwack et al., 2000) (Tsa y Wu, 2000) (Mamic y Bennamoun, 2000). A 
continuación revisamos sucintamente las técnicas utilizadas para cubrir cada 
uno de estos pasos. 
Durante la adquisición de la imagen se introducen varios tipos de 
degradaciones tanto geométricas como radiométricas debido a factores 
como las aberraciones de las lentes, un enfoque incorrecto, el movimiento 
de la escena, errores sistemáticos y aleatorios del sensor, etc. (Flusser y Suk, 
1998). Por otro lado, los estudios que abordan situaciones en entornos 
reales deben considerar la intervención de variables no clasificadas 
habitualmente como degradaciones: los cambios en la intensidad de 
iluminación, las sombras, la escala de percepción de los objetos que cambia 
en relación a su distancia, el ángulo entre la escena y el sistema de visión, etc. 
(García et al., 2005) (Dana et al., 1999) (Leung y Malik, 1999) (van Ginneken 
y Koenderink, 1999) (Koenderink y van Doorn, 1996) (Belhumeur y 
Kriegman, 1996) (Campbell et al., 1997). Los métodos de preprocesamiento 
mejoran los datos de la imagen suprimiendo distorsiones no deseadas o 
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realzando algunas características que puedan ser importantes para procesos 
posteriores. 
En la segmentación se divide la imagen en regiones con el fin de separar 
o caracterizar las partes de interés del resto de la escena. Existen numerosas 
referencias en la literatura que realizan revisiones de los métodos de 
segmentación existentes (Muñoz et al., 2003) (Hoover et al., 1996) (Pal y Pal, 
1993) (Bolle y Vemuri, 1991) (Fu y Mui, 1981) (Haralick y Shapiro, 1985) 
(Binford, 1982). En estas revisiones se coincide en clasificarlos en tres 
grupos: los basados en conocimiento global sobre la imagen o sus partes 
(Sahoo et al., 1988) (Kittler e Illingworth, 1985) (Kohler, 1981) (Jain y 
Dubes, 1988) (Anderberg, 1973), los basados en detección de bordes (Duda 
y Hart, 1972) (Davis, 1975) (Sobel, 1970) (Canny, 1986) (Cufí et al., 1997) y 
los basados en propiedades de región (Adams y Bischof, 1994) (Chen y 
Pavlidis, 1983) (Fukada, 1980). Se suele combinar la información procedente 
de las tres características para realizar segmentaciones más robustas (Martín 
et al., 2004) (Muñoz et al., 2003) (Weickert, 2001) (Carson et al., 2002) 
(Paragios y Deriche, 2002) (Dubuisson-Jolly y Gupta, 2000). 
Extraídas las regiones mediante la segmentación, es necesaria la 
descripción precisa de las mismas para su posterior reconocimiento. Las 
propiedades que las caracterizan se agrupan formando un vector de 
características o una descripción sintáctica. Estas son cromáticas (Fauqueur 
y Boujemaa, 2004) (Schettini et al., 2002) (Corridoni et al., 1999) (Wang et 
al., 1997), morfológicas (Popovici y Withers, 2006) (Davies et al., 2003) 
(Loncaric, 1998) (Maragos, 1989) (Babaud et al., 1986) (Yuille y Poggio, 
1986) (Pavlidis, 1978), topológicas (Cucchiara et al., 2002) (Dillencourt y 
Samet, 1996) (Verry y Uras, 1996) (Rosenfeld y Kak, 1982) (Ballard y 
Brown, 1982), de textura (Lazebnik et al., 2003) (Hoogs et al., 2003) 
(Povlow y duna, 1995) (Haralick y Shapiro, 1992) (Wechsler, 1980), etc. 
Algunos descriptores simples como el área de una región y su perímetro son 
utilizados frecuentemente (Jain et al., 2000). Es habitual realizar una 
selección de las características que mejor describan las regiones y los 
defectos. 
Por último, los métodos de clasificación separan las regiones 
segmentadas según sus características. Habitualmente, se realiza una 
clasificación supervisada (análisis discriminante) donde el patrón de entrada 
se identifica como miembro de una clase predefinida, entre ellas la falsa 
alarma. Se pueden emplear bases de conocimiento creadas a partir de una o 
varias imágenes para la obtención de patrones y sus descriptores. A partir de 
ese conocimiento se podrán realizar clasificaciones de los patrones similares 
en las imágenes incógnita (Jain et al., 2000) (Jain et al., 1999) (Rosenfeld y 
Kak, 1982) (Ballard y Brown, 1982). Las aproximaciones para el 
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reconocimiento y la clasificación de las características más estudiadas son: 
template matching (Sun et al., 2003) (Dufour et al., 2002) (Moss y Hancock, 
1997), clasificación estadística (Jain et al., 2000) (Hwang et al., 2000) 
(Evgeniou et al., 2000), matching estructural o sintáctico (Jurek, 2005) 
(Oommen y Kashyap, 1998) (Tanaka, 1995) y redes neuronales (Quin y 
Suganthan, 2005) (Lim et al., 2005) (Iyatomi y Hagiwara, 2002) (Egmont-
Petersen et al., 2002). 
2.2 Visión de objetos especulares 
Los modelos y teorías que explican el comportamiento de los brillos y 
reflejos, de las reflexiones especulares, están bastante asentados. Sin 
embargo, el tratamiento automático mediante técnicas de visión artificial 
continúa teniendo dificultades que aún no han sido resueltas. 
Las dificultades, según los trabajos del grupo CAVE dirigido por S. K. 
Nayar (Oren y Nayar, 1996) de la Universidad de Columbia, están 
relacionadas con la detección de la especularidad y la extracción de la forma. 
La primera está asociada a la detección de características de los objetos en la 
imagen que pueden no ser propias de ellos, sino ser brillos o reflejos de 
otros puntos físicos de la escena. Los autores lo definen como un problema 
de ambigüedad visual que dificulta el uso de los métodos de detección y 
comparación de características que han sido diseñados para tratar con las 
características propias de los objetos. Por ejemplo en visión estereoscópica, 
el emparejamiento de características procedentes de brillos o reflejos 
provocan un error en la estimación de la profundidad en la escena (Blake, 
1985) (Lee, 1991) (Bhat y Nayar, 1998). Cualquier superficie que no cumple 
la reflexión de la ley de Lambert es considerada ruido en la elección de las 
características para la correspondencia ente puntos de las diferentes 
imágenes (Jin et al., 2005). Estos puntos característicos se eligen 
minimizando funciones de coste (Faugeras y Deriven, 1998) (Jin et al., 
2002). Encontramos otros ejemplos en la estimación del movimiento 
(Waldon y Dyer, 1993) y en el reconocimiento de objetos tridimensionales 
(Kim y Kweon, 2005) cuando los reflejos especulares en las superficies son 
significativos. En cuanto a la extracción de la forma, en la literatura existen 
varias revisiones de los métodos ópticos diseñados para recuperar la forma 
de las superficies (Chen et al., 2000) (Curless, 1997) (Besl, 1989) (Trucco y 
Verri, 1998). De nuevo, han sido concebidos principalmente para tratar con 
superficies de reflexión difusa. 
El desarrollo de técnicas encaminadas a la extracción de las 
especularidades en las imágenes es una de las vías de solución de estos 
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problemas. Se trata de un proceso complejo debido a que las propiedades 
fotométricas de una característica asociada a este tipo de reflexión en el 
motivo pueden ser idénticas a una real (Oren y Nayar, 1996). Los métodos 
aprovechan ciertos fenómenos y características de la luz para separar la 
contribución de reflexión difusa y especular de los motivos: distribución 
espectral de la reflexión, polarización y comportamiento en varias imágenes. 
La distribución espectral de las dos componentes de la reflexión de la luz 
en las superficies de materiales dieléctricos es diferente. El fenómeno es la 
base del Modelo de Reflectancia Dicromática (Dichromatic Reflectance Model) 
propuesto por Shafer en 1985 (Shafer, 1985). La componente especular es 
similar a la distribución de las fuentes de iluminación (“componente de 
reflexión de la superficie” —“surface reflection component”) y proporciona los 
brillos en el objeto. La componente difusa presenta una distribución 
espectral que depende de los colores propios de la superficie (“componente 
de reflexión del cuerpo” —“body reflection component”). Por tanto es la que 
proporciona el color característico del motivo. Las dos componentes de la 
reflexión conforman dos vectores cuya suma proporciona el color de un 
punto del objeto en el espacio de color RGB (Red, Green, Blue — Rojo, 
Verde, Azul). Una descripción detallada del modelo podemos encontrarla en 
versiones más refinadas del mismo (Klinker, 1988) (Klinker et al., 1990) 
donde los autores introducen una distribución del color en forma de “T” y 
un algoritmo para la identificación automática de las componentes de 
reflexión. La extracción de esta forma del histograma para imágenes reales 
es compleja por lo que Bajcsy et al. proponen un modelo de reflexión 
multicromático basado en el espacio tridimensional HLS (Hue, Lightness, 
Saturation – Matiz, Brillo, Saturación). La propuesta (Bajcsy et al., 1996), que 
incluye a las anteriores, separa los píxeles de la imagen en difusos o 
especulares por la diferencia de los valores de saturación. Estos métodos 
necesitan una segmentación previa del color si operan con escenas de 
múltiples colores. Recientemente, se han desarrollado técnicas que no 
requieren un conocimiento previo de la escena capturada. Torres et al. 
proponen aprovechar la relación entre la intensidad y la saturación de una 
representación del color obtenida desde una transformación del espacio 
RGB (Torres et al., 2003) (Ortiz et al. 2005). Ellos utilizan filtros basados en 
morfología matemática para eliminar los brillos (Ortiz y Torres, 2004) (Ortiz 
y Torres, 2006). Por último destacar los trabajos que tratan escenas 
complejas del mundo real que contienen superficies con textura (Tan et al., 
2004) (Tan e Ikeuchi, 2005). Todos estos métodos utilizan sólo una imagen 
para detectar y separar la contribución de la componente especular de la 
reflexión de la luz. 
Capítulo 1. Introducción 
M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r
i  
38 
Los métodos que aprovechan las características de la polarización de la 
luz se basan en que la reflexión especular de luz no polarizada está 
parcialmente polarizada linealmente (Wolf, 1990) (Wolf y Boult, 1991) 
(Wolf, 1992). Es decir, si consideramos la luz como una onda 
electromagnética, la orientación del campo eléctrico es constante. Este 
proceso de polarización es muy común en la reflexión de los medios 
dieléctricos (Hetch, 2000) pero no es aplicable cuando intervienen metales 
en la escena. La polarización no es capaz de modular la componente 
especular de la reflexión en el material para los conductores (Nayar et al., 
1997). Las técnicas se valen de filtros polarizadores para extraer las 
especularidades de la escena. Por ejemplo, Wolff y Boult adquieren una 
secuencia de imágenes rotando un filtro polarizador posicionado enfrente de 
la cámara (Wolff y Boult 1991). La variación del brillo en la secuencia se 
debe a la polarización. En esta línea, encontramos en la literatura métodos 
similares que parten de varias imágenes capturadas mediante filtros en dos o 
más orientaciones (Umeyama y Godin, 2004) (Schechner y Shamir, 2000) 
(Schechner et al., 1998) (Bronstein et al., 2003) (Farid y Adelson, 1999); o 
que utilizan conjuntamente los polarizadores y las características del Modelo 
de Reflectancia Dicromática (Nayar et al., 1997). También, los filtros 
polarizadores lineales con el eje de transmisión orientado ortogonalmente al 
campo eléctrico permiten reducir la componente especular (Smith, 2001). 
Para las reflexiones producidas en el ángulo Brewster o ángulo de 
Polarización, la componente es eliminada en la mayoría de los materiales 
dieléctricos. Para ángulos de incidencia diferentes la reducción es menor. 
Los métodos que aprovechan cómo se comporta la luz en varias 
imágenes suelen utilizar múltiples vistas o una secuencia de la escena para la 
detección de la componente especular de reflexión (Irani et al., 1994) 
(Szeliski et al., 2000) (Swaminathan et al., 2000). En el trabajo de tesis 
doctoral de Lee (Lee, 1991) se muestran ejemplos representativos que 
utilizan múltiples imágenes del objeto, con diferentes vistas o iluminaciones. 
Lee y Bajcsy proponen un método a partir de múltiples imágenes en color, 
tomadas desde diferentes direcciones, para diferenciar los histogramas 
cromáticos de las mismas (Lee y Bajcsy, 1992). Este método parte de la 
hipótesis de que la componente difusa de la reflexión de la luz en un objeto 
es independiente de la dirección, mientras que la especular sufre ciertas 
variaciones. El mismo razonamiento ha permitido separar la componente de 
reflexión localmente mediante diferentes vistas (Lin et al., 2002) o diferentes 
posiciones de las fuentes de iluminación (Lin y Shum, 2001). Sato e Ikeuchi 
hacen uso de una fuente de luz puntual en movimiento para adquirir la 
secuencia de la que extraen las características de reflectancia que unidas a la 
forma del motivo conforman un modelo tridimensional válido para gráficos 
por computador (Sato e Ikeuchi, 1996) (Sato, 1997). Una propuesta similar, 
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pero en este caso con cambios en la dirección del observador, podemos 
encontrarla en un trabajo relacionado de Nishino et al. (Nishino et al., 2001). 
Por último, cabe destacar los métodos estereoscópicos basados en la 
división del volumen extraído de la secuencia (Swaminathan et al., 2000) 
(Criminisi et al., 2005), el “Volumen de Imagen del Plano Epipolar” 
(Epipolar Plane Image — EPI Volume) (Bolles et al., 1987) y el desarrollo que 
proponen Lin y Lee (Lin y Lee, 1997) para la detección mediante la 
integración de las tres características: color, polarización y múltiples vistas. 
El objetivo de las técnicas analizadas hasta el momento es determinar la 
especularidad en la escena para separarla de la componente difusa de la 
reflexión de la luz. La hipótesis que argumentan es que esta última contiene 
la información de la estructura, mientras que la especular es considerada 
ruido que causa errores en los sistemas de visión artificial. En un sentido 
opuesto, analizaremos las soluciones que explotan las características de estas 
superficies para aplicar nuevos métodos de visión o refinar los aplicables 
solamente a materiales con reflexión difusa. Algunos experimentos 
psicofísicos han mostrado que las reflexiones especulares generalmente 
mejoran la estimación de la forma de las superficies en el ojo humano (Blake 
y Bülthoff, 1990) (Blake y Bülthoff, 1991) (Todd et al., 1997) (Norman et al., 
2004). En los sistemas artificiales presentan características que pueden ser 
explotadas para conseguir tal objetivo.  
Los métodos para recuperar la forma de estos motivos utilizan 
activamente las fuentes de iluminación. Ikeuchi (Ikeuchi, 1981) introduce 
por primera vez una técnica basada en el estéreo fotométrico, con fuentes 
de luz distribuidas, para tratar las superficies estrictamente especulares. En 
trabajos posteriores, el estéreo fotométrico se emplea para recuperar la 
forma de manera iterativa (Schultz, 1994). En relación con las características 
del movimiento en la percepción de la luz, cabe destacar el estudio de 
Koenderink y van Doorn (Koenderink y van Doorn, 1980) sobre cómo el 
comportamiento de los brillos cambia bajo el movimiento del observador. 
Ampliaciones posteriores de Blake et al. (Blake, 1985) (Blake y Brelstaff, 
1988) (Blake y Bulthoff, 1991), incorporan visión estereoscópica y muestran 
las dificultades de recuperar el perfil de una superficie mediante el 
seguimiento de los reflejos a partir de un observador en movimiento 
(Zisserman et al., 1989). En el grupo CAVE (Oren y Nayar, 1997) 
aprovechan el recorrido de los brillos sobre la superficie provocados por el 
movimiento del observador a lo largo de una trayectoria conocida en la 
escena. De manera similar, en los trabajos de Zheng et al. mueven el objeto 
bajo la iluminación de dos lámparas fluorescentes lineales (Zheng et al., 
1997) o bajo fuentes de luz circulares (Zheng y Murata, 2000). Solem et al. 
intentan estimar la geometría con escasos datos mediante los reflejos de una 
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luz constante y a través de la representación de la superficie en un conjunto 
de niveles (Solem et al., 2004). 
En aportaciones recientes, Wang y Dana proponen un sistema que 
mediante un espejo curvo les permite observar desde múltiples ángulos en 
una sola imagen (Wang y Dana, 2003). El trabajo de Bonfort y Sturm 
(Bonfort y Sturm, 2003) utiliza múltiples vistas del objeto y algoritmos del 
tipo de “Space Carving”. Este es un algoritmo desarrollado por Kutulakos y 
Seitz (Kutulakos y Seitz, 2000) que divide el objeto en cubos como unidad 
mínima tridimensional “voxels” (Voxel — Volume Pixel). Para cada “voxel” 
comprueba si las proyecciones en la imagen son viables a través de una 
medida de consistencia. La evolución de estos “voxels” se realiza a través de 
técnicas estereoscópicas. Las normales a la superficie son la medida de 
consistencia en lugar del color usado en ese tipo de algoritmos. 
En la utilización de los reflejos para la reconstrucción de la forma de 
superficies altamente especulares, tipo espejo, destacan los trabajos de 
Savarese y Perona. A partir de una sola imagen determinan la información 
que puede medirse mediante el reflejo de patrones de puntos identificados 
por la intersección de tres líneas coplanares (Savarese y Perona, 2001) 
(Savarese y Perona, 2002) (Savarese et al., 2002) (Savarese et al., 2004) 
(Savarese et al., 2005). También resulta muy interesante la aportación de 
Fleming et al. (Fleming et al., 2004). Los autores argumentan la contribución 
de los reflejos y defienden que no es adecuada la línea de trabajo que 
requiere el conocimiento de la geometría de la escena. Esto es, extraer la 
forma a partir del reflejo distorsionado en el objeto mediante la estimación 
de qué objeto puede producir la distorsión. Exponen que es 
computacionalmente caro y requiere un conocimiento detallado del entorno. 
La aproximación de Fleming et al. asume que el mundo es una “textura” que 
permanece estable a lo largo de diferentes escenas (Dror et al., 2001) (Dror, 
2002) (Fleming et al., 2003). La superficie distorsiona la textura de acuerdo 
con su forma. Por último, destacar las investigaciones que proponen el 
empleo de patrones de iluminación conocidos para recuperar, de forma 
iterativa, los vectores de las normales y la topografía de la superficie (Tarini 
et al., 2005) (Bothe et al., 2004) (Knauer et al., 2004) (Perard, 2001) (Huang 
et al., 1999) (Perard y Beyerer, 1997). 
2.3 Inspección  visual  automática  de  superficies 
especulares 
La intersección de los sistemas para inspección visual automática y los 
dedicados a la visión de los motivos especulares conforma este último punto 
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de la revisión del estado del arte. La intersección implica que comparten las 
características que definen los conjuntos y que podrán ser aplicados a éste. 
Sin embargo, las dificultades propias y las soluciones diseñadas para 
satisfacer la inspección de las superficies justifican la necesidad de 
profundizar expresamente en los sistemas propuestos. 
Los defectos de la superficie del motivo pueden ser descritos como 
aberraciones locales de la forma o de la reflectancia (Smith, 2001). Los 
sistemas para inspección de los mismos deben establecer funciones cuyo 
objetivo sea extraer características relacionadas con tales aberraciones. La 
inspección de la forma superficial se trata en la literatura como el mayor 
problema de los motivos altamente especulares, como son los metales 
pulidos y algunos plásticos. 
La elección de las condiciones y los elementos de adquisición es un 
aspecto crítico. El diseño de la iluminación y la configuración del sistema 
óptico adecuado permite realzar los defectos de las superficies reflectantes 
(Kuhlmann, 1995) o reducir los efectos de las reflexiones especulares, por 
ejemplo a través de iluminación difusa (Li et al., 2005) (Parker et al., 2002). 
Pernkopk y Leary nos muestran cómo en la inspección de productos 
metálicos (en este caso del acero), la elección de las condiciones establece la 
eficacia del sistema: determinan las características de los defectos que se 
pueden detectar, la naturaleza de la superficie y la resolución espacial 
requerida (Pernkopf y O’Leary, 2003). Para ello, utilizan tres métodos de 
adquisición, con diferentes condiciones, para formar imágenes de intensidad 
(con distinta iluminación — “Bright Field” y “Dark Field”) y de rango 
(estéreo fotométrico y láser). 
Las peculiaridades de esta inspección dificultan el aprovechamiento de 
algunas técnicas de visión artificial, tanto de adquisición como de 
procesamiento, orientadas a la extracción de características de los motivos. 
Los trabajos del Instituto de Medida e Ingeniería de Control de la 
Universidad de Karlsruhe (Institut für Mess- und Regelungstechnik, Universität 
Karlsruhe) y del Área de Sistemas Distribuidos de Medición de la Universidad 
Técnica de Munich (Fachgebiet Verteilte Messsysteme, Technische Universität 
München) defienden que no son adecuadas ni la triangulación ni el “Shape-
from-shading” para la recuperación de la forma. No tienen la sensibilidad 
suficiente y, fundamentalmente, fueron concebidas para las superficies con 
reflexión difusa. Por otro lado, argumentan que los sistemas de 
interferometría son normalmente demasiado sensibles a los entornos 
industriales o requieren una calibración muy costosa. Por último, los 
sistemas que utilizan Stylus (técnica de contacto) y los escáneres de 
autoenfoque presentan una alta precisión en las medidas topográficas. Sin 
embargo, son demasiado lentos para poder ser instalados en las líneas de 
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producción (Perard, 2001) (Kammel y Puente León, 2003). Ellos se valen de 
patrones de iluminación conocidos que se reflejan en la superficie para 
poder detectar los defectos en las mismas. 
Los métodos de visión que utilizan de forma activa las fuentes de 
iluminación para formar patrones conocidos suelen englobarse bajo el título 
de iluminación estructurada (Structured Lighting). Se basan en la observación 
de un patrón producido por un sistema de iluminación en la superficie del 
motivo. Las distorsiones del patrón en la imagen adquirida contienen 
información sobre la forma de la superficie.  
Los patrones diseñados en la iluminación estructurada suelen estar 
codificados, asociándose a las técnicas de triangulación activa. La 
codificación permite asignar un código a un conjunto de píxeles de la 
imagen, de modo que sea posible realizar la correspondencia a las 
coordenadas correspondientes del píxel en el patrón. En la literatura 
podemos encontrar revisiones recientes que comparan diferentes formas 
para codificar y extraer la información tridimensional de los objetos 
mediante este procedimiento (Salvi et al., 2004) (Battle et al., 1998). Estos 
trabajos de la Universidad de Girona clasifican los métodos en: multiplexado 
en el tiempo, vecindad espacial y codificación directa. El primero dispone de 
un conjunto de patrones que son proyectados de forma sucesiva sobre la 
superficie. La codificación habitual de los patrones son secuencias binarias. 
Es un método ampliamente utilizado dado su bajo coste de procesamiento 
para la extracción del código proyectado en la superficie. La principal 
desventaja es la limitación a la adquisición de escenas estáticas, es necesaria 
la proyección de la secuencia de patrones sobre la misma escena. Los 
clasificados en vecindad especial generan un único patrón. En este caso, la 
codificación es espacial. Por último, las técnicas de codificación directa 
establecen un código para cada píxel de la imagen. Cada píxel se identifica, 
dependiendo de la codificación, por su intensidad en escala de grises o por 
su color. Los métodos basados tanto en la vecindad espacial como en la 
codificación directa pueden emplearse para escenas dinámicas. Sin embargo, 
pueden producir resultados incorrectos si la escena no consta de una 
reflectancia homogénea. 
Es interesante que los patrones de iluminación diseñados cumplan ciertas 
características (Rocchini et al., 2001): no deben sufrir grandes alteraciones 
causadas por las características de reflexión de la superficie y la detección y 
la reconstrucción de las características contenidas en el patrón en la imagen 
debería ser fácil y precisa. La recuperación correcta de la forma del objeto 
necesita que el sistema de adquisición esté calibrado. Esto es, tanto la 
cámara como el sistema de proyección. El proceso de calibración puede ser 
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llevado a cabo de forma supervisada o mediante autocalibraciones (Li y 
Chen, 2003) (Bouguet y Perona, 1998). 
Una de las primeras técnicas que utilizaron activamente las fuentes de 
iluminación para la inspección de estas superficies es la denominada “brillos 
estructurados” (“Structured Highlight”). Necesitaba múltiples fuentes de luz 
para determinar la orientación local de la superficie. Se utilizó en el 
desarrollo del prototipo “SHINY” (Sistema de Inspección de Brillos 
Estructurados — Structured Highlight Inspection System) dedicado a la 
inspección de soldaduras (Sanderson et al., 1988) (Nayar et al., 1990b).  
Las universidades alemanas de Karlsruhe y Munich utilizan una técnica 
de reflexión donde el objeto forma parte del sistema óptico. La visión se 
centra en el patrón proyectado y no en la superficie. Manejan distintos 
patrones para la detección de defectos de curvatura local de planos 
cromados y para la inspección de piezas de automóvil (Perard, 2001) y 
(Perard y Beyerer, 1997). Puente León y Kammel (Puente Leon y Kammel, 
2003) (Kammel y Puente Leon, 2005) (Puente Leon y Kammel, 2006) 
profundizan en la inspección de superficies estructuradas, concretamente 
membranas de sensores de presión, y de superficies pintadas de automóvil 
mediante la fusión de imágenes obtenidas de la reflexión de diferentes 
iluminaciones en las superficies (Kammel y Puente Leon, 2003). Por último, 
dentro de esta línea cabe destacar el trabajo de Kammel orientado a las 
simulaciones que le permite obtener diversas configuraciones del sistema de 
reflexión (Kammel, 2002). 
La investigación desarrollada en el laboratorio LE2I (Laboratorio de 
Electrónica, Informática e Imagen — Laboratoire d'Electronique, d'Informatique 
et d'Image) de la Universidad de Borgoña utiliza un patrón dinámico binario 
para la inspección de los defectos geométricos (Seulin, 2002) (Seulin et al., 
2002) (Seulin et al., 2001a) (Aluze et al., 2003). El sistema permite la 
detección de defectos en superficies no planas (Aluze et al., 2002). 
Concretamente, la inspección de envases de la industria cosmética (Delcroix 
et al., 2001). También proponen un simulador (Seulin et al., 2001b) (Seulin 
et al., 2001c) de ayuda para la concepción de las condiciones de la 
adquisición de las imágenes, en cuanto a los parámetros de la iluminación 
que plantean: ancho de las franjas, cantidad de imágenes en la secuencia, etc.  
Por último, es interesante destacar el sistema de proyecciones de franjas 
binarias con desplazamiento de fase de Höfling et al. para la detección de 
defectos tridimensionales en la chapa de la carrocería de los coches (Höfling 
et al., 2000). Las aportaciones de Hung et al. (Hung y Shang, 2003) 
permiten, con el reflejo de un patrón de franjas equiespaciadas cosenoidales, 
la medida de deformaciones en superficies chapadas (Hung et al., 1993) 
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(Hung et al., 1994) (Hung et al., 2000). En esta misma línea, Zhang y North 
utilizan una pantalla retroreflectiva para la proyección de los patrones de 
franjas en la superficie con los que realizan medidas topográficas (Zhang y 
North, 2000) (Zhang y North, 1998).  
2.4 Conclusiones 
La inspección visual automática es una de las herramientas de control de 
calidad más utilizadas en la industria para el ensayo de productos debido a 
su facilidad de uso y a su coste. La automatización del proceso de inspección 
evita los factores que atenúan la capacidad de los inspectores, aunque sean 
expertos, y les impiden mantener altas cotas de calidad de forma 
ininterrumpida. De esta manera, se reducen los costes de producción, se 
mejora la productividad y, al mismo tiempo, se logra obtener una inspección 
visual objetiva. Los sistemas de visión que permiten una supervisión 
automática de la tarea de fabricación repercuten de forma directa en la 
cadena de valor de las empresas. 
Los requerimientos de eficiencia y rapidez de la inspección exigen que el 
sistema se adapte al dominio de aplicación y a las necesidades específicas de 
los productos. Los métodos que aparecen en la literatura suelen combinar 
los recursos generales de la visión artificial, incidiendo en una segmentación, 
extracción de características y clasificación adecuada a cada tipo de 
problema. Un sistema diseñado para satisfacer el control de calidad de un 
producto no puede aplicarse generalmente a otro. Cada problema exige una 
solución de diseño que abarca desde el instrumental empleado en la captura 
de la imagen hasta el reconocimiento del posible defecto. 
La mayoría de las técnicas de visión ignoran las reflexiones especulares, 
centrándose en la componente difusa de la interacción de la luz con el 
motivo. Los métodos de preprocesamiento, extracción de características, 
segmentación, etc. concebidos para tratar con superficies que cumplen la ley 
de Lambert producen resultados erróneos al tratar con otro tipo de 
superficies. Las soluciones revisadas en la literatura toman caminos opuestos 
a la hora de abordar el problema: detectar las especularidades como causas 
del error para aprovechar los procedimientos existentes o diseñar nuevos 
que traten expresamente estas superficies.  
Las técnicas diseñadas para la detección en la escena varían en el nivel en 
que se abordan y son utilizadas para evitar o eliminar la especularidad de la 
imagen original. Las soluciones se sitúan, en este último caso, en el nivel 
bajo de los sistemas de visión ya que consideran a los brillos y reflejos, ruido 
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en las imágenes que ha de ser eliminado. Suelen ofrecer una imagen filtrada 
que podrá ser procesada en niveles superiores 
El diseño de nuevos métodos permite aprovechar las reflexiones 
especulares como una característica propia de la superficie y que además 
facilita el desempeño de la función de la visión. Utilizan mecanismos de 
visión activa que, en algunos casos, se presentan como modificaciones o 
refinamientos de los sistemas clásicos y están enfocados, generalmente, a la 
extracción de la forma del motivo. 
Las técnicas desarrolladas para el tratamiento de los motivos con 
reflexión especular, ya sea para la detección y separación o para la extracción 
de la forma, deben cumplir ciertas restricciones que sólo las hacen viables en 
algunos casos: las relacionadas con las características electromagnéticas de 
los motivos (metálicos o dieléctricos); con el conocimiento previo de la 
geometría de la escena, de la reflectancia de la superficie, etc. 
La intersección de los sistemas de visión cuyo dominio de aplicación es 
la inspección y de aquellos que se enfrentan a escenas donde intervienen 
superficies de reflexión especular presenta un conjunto con un número 
reducido de elementos. La inspección de estos objetos es un problema 
abierto. Aunque se han dado algunas soluciones parciales, apenas se han 
desarrollado sistemas para abordar la inspección visual automática de los 
productos con reflexión especular. Las soluciones propuestas hacen uso de 
las características de la visión activa. La iluminación de la escena es un factor 
determinante ya que puede facilitar en gran medida la detección de los 
defectos en las imágenes.  
Las técnicas de iluminación estructurada son consideradas las más fiables 
y adecuadas para la inspección de la forma de la superficie y se presenta en 
los escasos sistemas de la literatura. Además, la utilización del mismo sensor 
para determinar la reflectancia es otro argumento a favor de este tipo de 
técnicas (habitualmente debe adquirirse de manera independiente). Los 
trabajos difieren en la forma de adquirir el patrón de iluminación mediante 
la proyección sobre la superficie o la atención del sistema sobre el reflejo 
(contemplando el objeto como parte del sistema óptico donde proyectan los 
patrones de iluminación); el instrumental empleado en la generación del 
patrón (pantallas, proyectores, etc.); y en el método utilizado para la 
codificación del patrón.  
Las soluciones que se proponen intentan satisfacer los requerimientos 
específicos del sistema a implantar. No existe una metodología de diseño de 
los sistemas de inspección que pueda aplicarse sistemáticamente para la 
concepción de los mismos. La elección de las condiciones adecuadas de la 
adquisición y del instrumental empleado en la inspección requiere una 
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especial atención en el diseño del sistema de inspección visual. En algunos 
trabajos, se han realizado simulaciones para escoger las características de un 
patrón de iluminación y métodos de captura dados. Sin embargo, no se 
considera la elección entre distintos patrones, ni se tiene en cuenta otros 
factores que afectan a la eficiencia del sistema tales como el ángulo de 




Estamos interesados en la caracterización de un sistema de inspección a 
partir de las imágenes capturadas de una escena. Es, por tanto, requisito 
previo formalizar las condiciones en las que se produce la formación de una 
imagen y las variables que intervienen en ella. La formulación toma como 
punto de partida la desarrollada en la tesis “Modelado de sistemas para 
visión realista en condiciones adversas y escenas sin estructura” (Fuster, 
2003). Trata el problema del realismo en visión en términos de la 
contribución a la formación de la imagen de los motivos de la escena, del 
entorno y de la cámara. En la propuesta de solución, plantea el interés de 
proporcionar una normalización de la imagen que permita que los motivos 
puedan diferenciarse, cuando la percepción se realiza en condiciones 
extremas de sensibilidad del sensor: situaciones de penumbra, planos muy 
alejados de la focal, etc.  
Para facilitar la lectura, se resume la formulación propuesta en la tesis 
referenciada. 
1 2
( , ) ( ) /
( , ,..., )n
I x y F ρ




Se define una imagen I como la representación bidimensional que 
proporciona F, una función que modela un dispositivo de percepción visual 
(cámara), a partir de un vector ρ constituido por las magnitudes que 
contribuyen a la formación de la imagen I (1.1).  
Las componentes ρi (1.2) de ese vector de magnitudes pueden ser en la 
práctica: intensidad de luz, frecuencia, saturación de color, etc. Atendiendo a 
las causas que proporcionan valor a las mismas, se interpreta cada una como 
una función a la que contribuyen magnitudes del motivo (m), magnitudes del 
entorno (e) y magnitudes de la cámara. 
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( , , )i i m e cρ ρ=  1.2
En el caso general, la contribución del motivo a la imagen es la que 
constituye la información verdaderamente valiosa. La contribución de la 
cámara modula a la contribución del motivo por efecto de la atenuación no 
lineal que representa su curva de sensibilidad en función de los valores de las 
magnitudes. Una cámara dada tiene máxima sensibilidad para un valor de 
cada ρi. Los controles del dispositivo se ajustan a un conjunto de valores 
(calibrado) de manera que la sensibilidad esté optimizada para las variables 
(no necesariamente maximizada para cada variable). A cada punto de 
calibrado del dispositivo, le corresponde un valor ρs (punto de 
sintonización) en que la sensibilidad de la cámara es óptima para la 
percepción. Para valores de ρ distintos de ρs la sensibilidad decrece en 
general.  
El efecto de la contribución del entorno (luz ambiente, humedad, otros 
motivos, etc.) llamado punto de trabajo, ρt, está relacionado con la curva de 
sensibilidad de la cámara para cada una de las magnitudes. En 
aproximaciones sencillas de los problemas de visión, lo habitual es 
considerar que su efecto es despreciable y asumir que la sensibilidad de la 
cámara es constante. La simplificación es inaceptable cuando las condiciones 
del entorno están en los límites del rango de utilización de la cámara. 
Dependiendo de los valores de las magnitudes que intervienen en la 
formación de la imagen, un sistema se considera como de visión idealizada 
si cumple la siguiente condición: 
0 / , ,
( ) ( ( , , )) ( ( , , ))j k i j j j i k k k
i j k




≠ → − ≥
 
1.3
Dos imágenes de distintos motivos o percibidas en distintas condiciones 
pueden distinguirse. En otro caso, el sistema será considerado como de 
visión realista y será necesario encontrar una representación de las imágenes 
en la que dos motivos distintos puedan diferenciarse: 
, 0 / , ,
( ) ( ( ( , , ))) ( ( ( , , )))j k i j j j i k k k
i j k




≠ → ϒ −ϒ ≥  
1.4
La solución se plantea en términos de que la diferencia entre el punto de 
trabajo ρt y el de sintonización ρs pueda hacerse arbitrariamente pequeña 
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mediante el desplazamiento de, al menos, uno de esos puntos. Por tanto, lo 
que produce la discernibilidad de las imágenes es la proximidad entre estos 
puntos. 
La formulación que sigue profundiza en estos conceptos con el objetivo 
de extender el estudio de la visión en condiciones adversas. Además, nos 
permitirá caracterizar el sistema de inspección de motivos con superficies 
especulares y proponer soluciones adecuadas a los problemas que se 
plantean.  
El proceso de percepción y representación en el plano que realiza F (1.1) 
provoca situaciones, las relacionadas con la visión realista, donde no es 
posible diferenciar los vectores de magnitudes ρ que contribuyen a la 
imagen. Cada vector es un elemento de un dominio de representación Ρ 
relacionado con las magnitudes ópticas del fenómeno de percepción visual. 
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La capacidad para discernir elementos de Ρ está relacionada con la 
medida que se realiza en la imagen I de las magnitudes que contribuyen a 
cada una de las componentes ρi (1.2). La contribución de cada elemento 
puede expresarse por medio de tres vectores constituidos por las 
magnitudes: εi asociadas al entorno, γi a la cámara, y, por último, μi al 
motivo. En cuanto a las variables del entorno, εi, tendremos las relacionadas 
con la intensidad y naturaleza de los focos, los moduladores por 
transmisión, la posición relativa de la escena y el dispositivo de visión, etc. 
Con respecto a la contribución de la cámara, γi, contaremos con las variables 
relacionadas con el propio sensor, tanto de los elementos ópticos como 
electrónicos: zoom, enfoque, diafragma, tamaño del sensor, sistema 
conversor de señal, etc. Por último, tendremos las variables del motivo, μi, 
como son la reflectancia, el color, la forma, la topografía del objeto, etc. Los 
valores de cada vector establecen los elementos del conjunto: M, para los 
puntos del motivo, E, del entorno, y Γ, de la cámara (1.5). 
Como hemos definido anteriormente, en el caso general, el interés se 
centra en la contribución del motivo m, y por tanto sus magnitudes μi, a la 
imagen. Por tanto, podemos acotar la capacidad de discernibilidad en la 
imagen I de las magnitudes que contribuyen al vector ρ, a la realizada sobre 
los elementos del conjunto M (1.5).  
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Establecido el interés de la percepción de los motivos de la escena que se 
realiza en la imagen, es conveniente estudiarla en el propio dominio del 
motivo para especificar formalmente la discernibilidad que se produce entre 
los elementos del conjunto M (1.5). La introducción de un espacio asociado 
a este conjunto permite definir qué cambios en las magnitudes de interés del 
motivo o, de forma complementaria, qué elementos del conjunto se 
encuentran próximos en relación a dichas magnitudes. La medida F (1.1) 
que realizará el dispositivo o sistema de percepción en la escena, asociada a 
las características del motivo, condiciona la definición del espacio. En 
consecuencia, será posible definir diversas métricas sobre el conjunto M 
para cada una de las características a percibir. No es necesaria ninguna 
definición estricta de los espacios métricos que puedan formarse. En este 
punto, lo único que consideramos es la existencia de funciones distancia di, 
definidas sobre M, que permiten cuantificar la similitud entre motivos para 
cada una de las características: 
1 2( , ,..., ) / :  x n id d d d d= Μ Μ→ℜ  1.6
Definimos el conjunto B, bola o entorno de similitud, de radio δmi como 
el conjunto de elementos de M de la vecindad de un elemento dado mi cuyas 
distancias (1.6) son pequeñas:  
{ },
 / 
( , ) / ( , )
i i
i
i m j k i j k m
m k
B m m d m mδ δ
∀ ∈Μ ∀
= ∈Μ <  
1.7
La modulación producida por el calibrado de la cámara, c (1.5), y el 
efecto del entorno, e (1.5), que condiciona la percepción que realiza la 
cámara, implican un cambio en la sensibilidad de la curva de calibración para 
las magnitudes del vector ρ. Recordemos que el calibrado de la cámara 
establece el punto de sintonización ρs y el entorno determina un punto de 
trabajo ρt. En el dominio del motivo, los cambios en la sensibilidad 
repercuten en el vector δmi, radio de la bola de similitud (1.7), para cada unos 
de los motivos mi de M. El comportamiento, asociado a una determinada 
función J, es inversamente proporcional a la sensibilidad en la escena. Un 
aumento en la sensibilidad implica poder hacer bolas de similitud más 
pequeñas para cada motivo implicado en el espacio métrico formado por las 
funciones di. En otros términos, el radio δmi expresa la capacidad potencial 
de medir del instrumental (la cámara) y la influencia del entorno en la 
percepción de un motivo mi: 
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( )1, 2, , ,( , ,..., ) / ,i i i i im m m n m j m s tJδ δ δ δ δ ρ ρ= =  1.8
La medida realizada en F (1.1) produce una discretización en la imagen I 
que determina las bolas de similitud que se forman en el espacio del motivo. 
Se establece un conjunto disjunto H de bolas de similitud asociadas a un 
número finito de motivos. Estos motivos mi serán considerados referencia 
de medida ya que la bola de similitud de H se establece con ellos como 
centro B(mi, δmi). La representación, como magnitud I de salida de la cámara 
en F, para cada uno de los motivos próximos a la referencia mi del conjunto 
B de H no es distinguible. Utilizando esta referencia podrá determinarse el 
error asociado a la medida para cada uno de los motivos pertenecientes a la 
bola, B(mi, δmi), mediante la distancia con respecto al motivo de referencia mi. 
 
Figura 1.2 Comportamiento, en el espacio del motivo, de la percepción en 
la imagen I. 
Un motivo mi será distinguible de otro mj para una medida realizada en F 
cuando pertenecen a distintas bolas de similitud de H. Expresaremos por 
conveniencia como Ωmi al conjunto de motivos que pueden distinguirse de 
mi: 
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1.9
En la figura 1.2 se muestran, de forma esquemática, los conceptos 
manejados para definir la discernibilidad en el dominio del motivo. Como 
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del entorno y del calibrado que determinan los radios δmi de las bolas de 
similitud H, el motivo m2 no es distinguible de m1 —
12 m
m ∉Ω — mientras 
que sí lo son los motivos m1 y m3 —
13 m
m ∈Ω . 
La casuística asociada a los sistemas de visión es consecuencia de los 
subconjuntos de P a los que deben enfrentarse. Esto es debido a la 
influencia del vector ρ en la sensibilidad del sistema de percepción y, por 
tanto, en las bolas de similitud que se forman en el espacio del motivo. Los 
entornos de similitud determinan la resolución de la medida que pueda 
realizarse de los motivos. Es decir, los cambios producidos en el motivo que 
pueden ser percibidos en la imagen. Complementariamente, los 
requerimientos del sistema podrán determinar un radio de la bola de 
similitud mínimo entre elementos del espacio del motivo para que sean 
distinguibles y podrá ser caracterizado el material necesario para la medida.  
En términos de la sensibilidad de la curva de calibración óptima, 
podemos definir un valor mínimo χ que determina radios de las bolas de 
similitud δmi donde cualquier motivo considerado en la medida es 
distinguible de otro. Los valores del vector de magnitudes ρ cuya 
sensibilidad es superior al umbral forman el subconjunto S (1.10) de P: 
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1.10
En las condiciones de las variables de entorno y la cámara, así como de 
las características de los motivos que determinan magnitudes ρ 
pertenecientes al conjunto S (1.10) no existe dificultad en la percepción y 
puede asociarse a las condiciones de la visión idealizada (1.3). Es decir, en la 
medida realizada en F dos motivos diferentes a percibir pertenecerán a 
diferentes bolas de similitud y por tanto es posible diferenciar las imágenes 
(en la ecuación consideramos a miρ como el vector constituido por los 
elementos de la escena cuya aportación de las magnitudes del motivo se 
debe al motivo mi): 
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Los sistemas que deben hacer frente a situaciones con subconjuntos de P 
que contienen elementos que no pertenecen al conjunto S (1.10) presentan 
las condiciones de la visión realista. La sensibilidad asociada a ρ determina 
radios de la bola de similitud superiores a los máximos para diferenciar los 
motivos. En general, para puntos de trabajo ρt más alejados del punto de 
sintonización ρs, la curva de sensibilidad se verá afectada por un 
comportamiento asintótico horizontal hacia sensibilidad nula. Al menos, así 
deberá ser teóricamente. 
En la figura 1.3 se muestra esquemáticamente una abstracción de las 
situaciones que se plantean para la percepción de los motivos en la cámara y 
su utilización como instrumento de medida según su sensibilidad. 
 
Figura 1.3 Sensibilidad de la curva de calibración para una cámara e 
intervalos de los valores de las magnitudes de la escena asociados a la visión 
idealizada y realista 
3.1 Propuesta de solución 
En sistemas que se enfrentan a las condiciones de la visión realista, 
deberemos encontrar criterio (1.4) para diferenciar imágenes de motivos 
distintos que la cámara percibe como iguales al pertenecer a las mismas 
bolas de similitud.  
Las soluciones que se propongan deberán ser capaces de compensar la 
falta de sensibilidad que se produce en determinadas zonas de los valores de 
las magnitudes de la escena. Esto es, hacer que los motivos sean de 
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ello puede optarse por dos vías: minimizar la distancia entre el punto de 
trabajo ρt y el punto de sintonización ρs o acondicionar la medida que 
realiza el sistema de percepción. 
Minimizar la distancia entre el punto de trabajo ρt y el punto de 
sintonización ρs (1.12) se recoge en la propuesta de solución de la tesis 
(Fuster, 2003) anteriormente resumida. Consiste en desplazar uno de los dos 
puntos de tal forma que el punto de trabajo ρt pertenezca al conjunto S 
(1.10). En ese caso, el desplazamiento ha consistido en generar una nueva 
imagen cuyo punto de trabajo esté suficientemente próximo al punto de 
sintonización Desplazar el punto de sintonización significa generar una 
nueva imagen mediante el recalibrado adecuado de la cámara o incluso 
utilizar otro instrumental, cosa que se viene haciendo tradicionalmente 
mediante la acción de cambiar una cámara por otra más adecuada. El 
resultado que produce en el espacio del motivo es el de reducir el tamaño de 
las bolas de similitud (1.8): 
, 0, , / ,  
( ) ( ( ))
( ) ( ( ))
















m m F F




∃ϒ ∃ > ∃ ∈ ∃ ∈ ∀ ∈Ρ ∀ ∈Ρ
= ϒ
= ϒ
≠ → − ≥
 
1.12
En el acondicionamiento de la medida que realiza el sistema de 
percepción podemos considerar dos alternativas. En primer lugar, amplificar 
la señal que proporcional el sistema en su salida. Esto es, la concepción 
clásica de la amplificación de un sistema de medida en su etapa de 
acondicionamiento. Equivalentemente se puede expresar como incidir 
directamente en el radio de las bolas de similitud que se forman en el punto 
de trabajo (1.8). Las limitaciones de esta técnica están relacionadas con el 
aumento de la amplitud de la señal en zonas de mínima sensibilidad, tanto 
por la adquisición de valores mínimos como para los que se encuentran en 
saturación, ya que la aportación del motivo en la salida es mínima. Por esta 
vía las mejoras serán escasas ya que podrá solamente adecuarse en las zonas 
de sensibilidad media. Alternativamente, es posible utilizar una ampliación 
de las diferencias de los valores de las magnitudes de entrada: operar con 
incrementos grandes de la entrada que permitan aumentar las diferencias del 
tamaño de la salida hasta que esta pueda ser medida, hasta que sea 
perceptible el cambio en la salida. Los valores del conjunto P utilizados en 
los incrementos de las magnitudes de entrada establecen el subconjunto A. 
En el espacio asociado al motivo, el aumento en las magnitudes de entrada 
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pretende reducir el número de bolas de similitud del conjunto H y aumentar 
la distancia entre ellas para la medida realizada en F. El acondicionamiento 
se produce en la entrada del sistema de percepción: 
, 0, 0,
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1.13
En la figura 1.4 se muestra esquemáticamente el concepto anterior. 
 
Figura 1.4 Curva de calibración para una cámara y aumento de las 
diferencias de entrada al sistema fuera del intervalo de percepción, S 
Las técnicas no son excluyentes y podrán utilizarse conjuntamente en el 
desarrollo de soluciones para que las imágenes de distintos motivos puedan 
distinguirse.  
3.2 Inspección de superficies especulares 
El objetivo de los sistemas de visión para inspección es determinar si un 
producto se desvía de las especificaciones de fabricación. Esta desviación 
implica realizar una medida de los motivos en la escena que permita 
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Para caracterizar el sistema de inspección, se considera la existencia de 
dos conjuntos: MP y MI. El primero corresponde a los motivos construidos 
a partir de las magnitudes μi definidas en las especificaciones de fabricación 
del producto. El conjunto MI está formado por los motivos que serán 
inspeccionados en busca de cualquier desviación con respecto a los 
pertenecientes al conjunto MP. La unión de MP y MI conforma el 
subconjunto MS de M (1.5) de los posibles objetos a considerar en el sistema 
de inspección. 
En general, un sistema de inspección visual está diseñado para realizar 
una medida del motivo en la imagen de un subconjunto de magnitudes μi 
del mismo. La medida determinará el espacio métrico asociado al conjunto 
M que permite estudiar la discernibilidad en el motivo. Para cada una de las 
características que deban medirse en busca de una posible desviación podrán 
establecerse diferentes métricas (1.6). Las desviaciones (si la distancia 
utilizada no es nula) provocan, dependiendo de la magnitud o magnitudes 
implicadas, defectos morfológicos, cromáticos, topográficos, etc.  
El objetivo, utilizando el espacio y la medida en el sistema, de la 
inspección será determinar que un motivo mi del conjunto MI sea 
identificable (1.9) con respecto a un motivo mj del conjunto MP. El motivo 
mj será considerado el motivo modelo de mi que contiene las 
especificaciones de fabricación: 
 / ,  
( ) ( )j k
j I k P
m m
i i j k
i m m
m mμ μ




Para que se cumpla la identificación del motivo (1.9), para una medida F, 
en la expresión (1.14) es necesario que la aportación de las magnitudes del 
entorno y la cámara en ρ establezcan un radio de la bola de similitud que 
contiene al modelo, mj, inferior a la desviación de las magnitudes del motivo 
mi. La sensibilidad de la cámara está optimizada para el conjunto de variables 
del motivo y no necesariamente para cada una lo que provocará radios de la 
bola de similitud grandes para ciertas métricas según un punto de calibrado. 
Ajustar las variables de calibrado o establecer las condiciones del entorno 
para percibir adecuadamente puede requerir gran precisión. 
En términos de la inspección de motivos con reflexión especular, la 
dificultad para percibir está relacionada con las características de reflectancia 
de estas superficies. El efecto que producen las condiciones del entorno en 
la percepción del motivo es más notable que en otro tipo de superficies. Por 
ejemplo, si consideramos que las condiciones de calibrado son las mismas 
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para dos imágenes distintas y bajo distintas condiciones de entorno 
tendremos dificultad por: 
• El propio espejo: se puede confundir a una cámara dada para que no 
pueda distinguir entre el entorno y el motivo. La modulación espacial de 
la contribución del entorno crea la ilusión de los motivos de una escena. 
• La iluminación del entorno puede provocar brillos en el motivo y 
confundir dos imágenes con distintos motivos. Por ejemplo, la captura 
de una superficie gris de alto coeficiente de reflexión bañada con luz 
blanca puede confundirse con la imagen de un motivo más claro. 
( )
0, ,   , , ( ) ( ) /
( ) ( )
( ( , , )) ( ( , , ))
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La reflexión especular facilita que el punto de trabajo ρt se sitúe en la 
zona del extremo superior de la curva de calibración del dispositivo dado 
que la especularidad satura al sensor. En estas condiciones, la sensibilidad 
establece radios de la bola de similitud demasiado grandes para la 
percepción de los motivos. 
Para tratar la especularidad es necesario acondicionar la entrada del 
sistema de percepción: utilizar una ampliación de las diferencias de los 
valores de las magnitudes de entrada, Δρ, que permita aumentar las 
diferencias del tamaño de la salida hasta que pueda ser medida (1.13) (por 
conveniencia nombramos ϒA a la transformación ϒ utilizada en la ecuación 
1.16). Además, si el acondicionamiento no es suficiente para discernir las 
desviaciones de los motivos en la inspección, se deberá minimizar (1.12) la 
distancia entre el punto de trabajo ρt y el de sintonización ρS, ϒM en la 
ecuación 1.16. 
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En este caso, la minimización se produce sobre el conjunto A de las 
magnitudes de entrada con lo que esa última transformación, ϒM, trabajará 
con los valores de las magnitudes de entrada, SA (1.17), donde las diferencias 
de F permiten la percepción entre motivos. Los valores no necesariamente 
corresponden a los del subconjunto S (1.10): 
: 0 / ,
( ) ( )
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1.17
La ampliación de las diferencias de las magnitudes de la escena Δρ podrá 
ser llevada a cabo mediante el control de las condiciones ambientales. 
A diferencia de las heurísticas útiles en el proceso de inspección por 
humanos, que utilizan la reflexión para analizar los defectos en los objetos 
especulares bajo cualquier condición del entorno, en el caso de la inspección 
automatizada mediante técnicas de visión artificial, el control del entorno y del 
sistema simplifica la detección. Por ejemplo, en la inspección por humanos, 
éstos mueven los objetos para cambiar el motivo de un píxel dado a lo largo 
de la secuencia de fotogramas. En nuestro caso, cambiamos las condiciones 
del entorno para percibir los motivos de los píxeles vecinos. 
La dificultad de conocer expresiones de ϒA y ϒM (1.16) suficientemente 
finas, en el intervalo de los límites de mínima sensibilidad de las cámaras, 
junto con el objetivo de proporcionar una solución de carácter general, están 
detrás de la decisión de recurrir a formas explícitas de relación para plasmar el 
conocimiento contenido en las transformaciones. La propuesta consiste en 
utilizar bases de conocimiento que contengan para cada una de las 
desviaciones que pueda sufrir el motivo: las diferencias adecuadas de las 
magnitudes de la escena Δρ, que permitan aumentar las diferencias en F, y los 
puntos de sintonización ρs y trabajo ρt.  
Por su parte, en tareas de clasificación se realizará la comparación de 
imágenes de inspección o características sencillas extraídas de estas que 
permitan evaluar las variables del motivo que se desvían sobre la 
especificación establecida en la fase de diseño. La comparación podrá 
realizarse sobre imágenes de los motivos sin defectos que estarán almacenadas 
en bases de conocimiento. Esto nos aporta soluciones generales frente a la 
utilización de heurísticas relacionadas con las formas, tipo y demás 
características de los objetos. 
El objetivo de desarrollar un sistema de inspección visual automático de 
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superficies especulares lleva, pues, aparejado trabajar en condiciones críticas. 
Las operaciones físicas de calibrado, que establecerán el punto de 
sintonización ρs, y de adecuación del entorno, que determinarán el punto de 
trabajo ρt, serán complejas, finas y costosas. La utilización de entornos que 
permitan realizar simulaciones de esas operaciones aporta una gran flexibilidad 
para elegir los valores adecuados del sistema. También las imágenes F(ρ) 
utilizadas en las tareas de clasificación podrán ser generadas artificialmente. 
Será posible realizar una validación preliminar de las soluciones de los 
sistemas de inspección automático en la fase de diseño de los mismos. La 
simulación permite minimizar la distancia entre la formulación del problema y 
la realización con lo que se plantea como parte de la propuesta de resolución 
(ver figura 1.5). 
 
Figura 1.5 Diagrama de bloques de la propuesta de solución al problema de 
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1. Magnitudes de la escena 
En la formulación del problema se han analizado las condiciones de 
formación de la imagen. En esta intervienen las magnitudes de la escena que 
pertenecen al motivo, al entorno o al calibrado. En el caso general, la 
contribución de las primeras a la imagen constituye la información 
verdaderamente valiosa y es el objeto de la percepción. 
El objetivo principal de un sistema de visión artificial de nivel medio y 
bajo es aislar una o varias componentes del vector ρ (nivel de iluminación, 
escala, frecuencia, etc.) para determinar, mediante transformaciones ϒμi, el 
valor de las magnitudes μi (1.5) (o valores derivados de éstas). Por ejemplo, 
definir la reflectancia de un objeto, la morfología, la topografía, la 
cromaticidad, el índice de refracción, etc. En algunos casos, no es necesario 
proporcionar el valor con precisión sino uno aproximado en un rango 
limitado. Este comportamiento será dependiente de la aplicación. Es posible 
que el sistema no esté interesado en extraer la reflectancia del motivo sino 
indicar que tiene un comportamiento especular, difuso, etc. 
En el caso particular de la inspección mediante visión artificial, el 
objetivo de las transformaciones ϒμi es extraer las magnitudes μi de los 
motivos para determinar si cumplen con las especificaciones establecidas en 
la fase de diseño del producto. Especificar estas transformaciones ϒμ no es 
una tarea trivial debido a las dificultades que hemos analizado en la 
formulación del problema: la contribución del entorno y del calibrado 
modulan a la contribución del motivo en la cámara. Demodular estas 
contribuciones de la señal de la imagen puede provocar pérdidas de 
información. El hecho se agrava cuando el punto de trabajo, ρt, está muy 
alejado del punto de sintonización, ρs. Sin embargo, sabemos que existen 
unas condiciones del entorno y calibrado donde las imágenes de distintos 
motivos son óptimamente discernibles. El problema se puede expresar con 
respecto a la relación existente entre estas condiciones, sobre las que es 
posible actuar, para inferir si motivos distintos son captados por la cámara 
como tales. La elección de estos valores involucra el conocimiento de las 
características a extraer en la imagen. 
En este apartado revisaremos los parámetros de calibrado y su relación 
con los del entorno que permitirá establecer los puntos de sintonización. La 
vinculación al entorno o al sensor de las magnitudes de la escena permitirá 
diferenciar su dependencia respecto de las coordenadas espaciales y la 
imagen proyectada. Por otra parte, se consideran las magnitudes del entorno 
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que definen los motivos. En este caso, la distinción existe por conveniencia 
a efectos de la resolución del problema.  
1.1 Entorno de inspección visual  
Las variables εi (1.5) representan las propiedades del entorno. Los valores 
determinan el punto de trabajo, ρt, del sistema que condiciona la percepción 
que realiza el dispositivo de adquisición. Definirlas y establecerlas son tareas 
complejas y dependientes del objetivo del sistema de visión artificial.  
La atención del sistema de inspección visual se centra en la detección de 
defectos en la superficie del objeto. De esta forma, se establece el motivo 
como objeto de la medida y, por tanto, acota el problema de definición del 
entorno al resto de elementos de la escena. En el proceso de transmisión de 
la señal luminosa desde la fuente generadora hasta la plasmación en una 
imagen, consideraremos entorno a las fuentes generadoras junto con las 
modulaciones que sufre la señal, exceptuando las referidas al motivo de 
inspección y las del sistema de adquisición. Las magnitudes están 
relacionadas con la geometría de la escena, la naturaleza de las fuentes de 
iluminación y los moduladores por la transmisión del flujo de energía 
radiante. 
Cada uno de los elementos de la escena (sensor de la cámara, motivo, 
luces, medios de transmisión, etc.) presenta una determinada estructura 
tridimensional. Para modelarla se utiliza habitualmente la geometría sólida 
constructiva, la representación de la frontera de la forma o una combinación 
de ambas (Li, 2002). Estas técnicas especifican los puntos en el espacio 
euclídeo tridimensional independientemente de los parámetros que definen 
cada uno de los modelos matemáticos implicados. Llamaremos εSi a la 
función que representa los puntos de cada elemento de la escena en un 
espacio de coordenadas local al mismo. El conjunto εS contendrá las 
funciones εSi de los elementos de la escena en el instante t: 
{ }0 1 2( ), ( ), ( ),..., ( )nS S S S St t t tε ε ε ε ε=  2.1
Por otro lado, definimos el conjunto ε(R,T) (2.2) de funciones ε(Ri,Ti) que 
determinan la distribución espacial de los elementos que intervienen en la 
escena en un instante t. Cada función establece la rotación Ri y la translación 
Ti, con respecto a un origen de coordenadas global, de los puntos de cada 
elemento contenidos en εSi (2.1). 
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{ }0 0 1 1( , ) ( , ) ( , ) ( , )( ), ( ),..., ( )n nR T R T R T R Tt t tε ε ε ε=  2.2
La definición de la estructura tridimensional de los elementos expresados 
con respecto a la escena permite obtener las relaciones existentes entre los 
mismos: los ángulos de visión del sistema de captura, la distancia de 
enfoque, las distancias entre motivos, etc. 
Las variables relacionadas con la intensidad y naturaleza de los focos 
constituyen un elemento fundamental en la definición de las magnitudes del 
entorno. El número de focos, la naturaleza puntual, las fluctuaciones, la 
potencia, son algunas de las características relevantes relacionadas con los 
mismos. 
La descripción de las fuentes de iluminación de la escena, en este trabajo, 
se basa directamente en las medidas de la radiación óptica, expresadas 
mediante variables radiométricas. Introducimos la función de radiancia L 
(A.2) para tal efecto en las magnitudes del entorno. Ésta nos permite 
expresar la potencia emitida por una fuente de radiación electromagnética Ф 
considerando la dependencia angular y superficial de la misma. Además, esta 
no sólo está relacionada con las fuentes de luz sino que puede ser definida 
en el proceso de transmisión en todos los puntos del espacio y en todas las 
direcciones (Arvo, 1995). Las radiancias εLi que las luces del entorno 
establecen en una posición del espacio tridimensional r  y en una orientación 
θ constituyen el conjunto de magnitudes εL en la escena en un instante t:  
{ }0 1( , , ), ( , , ),..., ( , , )nL L L Lt r t r t rε ε θ ε θ ε θ=  2.3
El flujo de energía radiante puede considerarse, desde un punto de vista 
abstracto, que se transmite en un medio homogéneo mediante un rayo que 
avanza hacia delante exponiéndose a modulaciones si se producen 
discontinuidades en ese medio. Cada vez que la luz llega a la interfaz entre 
dos medios diferentes, parte de ella se refleja, volviendo al mismo medio del 
que procedía (modulación por reflexión) y parte se refracta, se propaga en el 
segundo medio sufriendo un cambio en su dirección (modulación por 
refracción). Nos interesa conocer del entorno las características del medio 
donde la luz se propaga. Consideraremos los índices de refracción de los 
diferentes medios presentes. El índice de refracción representa las 
propiedades ópticas macroscópicas del medio (en óptica lineal) que nos 
interesan. Definimos εn (2.4) como el conjunto que contiene los índices de 
refracción εni dependientes de la longitud de onda λ, asociados a los medios 
del entorno de inspección en un instante t. La interfaz entre los medios 
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vendrá determinada por las funciones de εS (2.1) que generan el volumen 
perteneciente al medio. 
{ }0 1( , ), ( , ),..., ( , )nn n n nt t tε ε λ ε λ ε λ=  2.4
Resumiendo, el vector e (2.5) que define el entorno depende de los 
conjuntos de variables formados por la morfología de los elementos de la 
escena, la configuración espacial, la radiancia de las fuentes generadoras y los 
índices de refracción de los medios por los que la luz se transmite. 
Utilizando este vector se podrán derivar otras magnitudes radiométricas de 
la fuente: frecuencia, polaridad, etc. 
( , )( , , , )S R T L ne ε ε ε ε=  2.5
Presentamos en la figura 2.1 un ejemplo sencillo con el objetivo de 
ubicar gráficamente las magnitudes del entorno. Se dispone de tres fuentes 
de iluminación, un medio de transmisión de luz, una cámara y tres objetos. 
Cada uno de los elementos de la escena, cuya disposición afecta a la 
formación de la imagen, presenta una determinada morfología (εS0-εS6) y una 
distribución en la escena (ε(R,T)). Se observan las radiancias (εL0-εL2) 
relacionadas con las fuentes de luz. Por último, se muestran los índices de 
refracción del medio (εn3) y de los objetos (εn0, εn1, εn2) que definen la 
transmisión de la luz.  
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1.2 Motivo: objeto de la inspección 
La cantidad de variables que podemos contemplar para la definición de 
un objeto son extensas y exceden del ámbito del presente trabajo. Por 
mencionar algunas: estructura química, propiedades eléctricas, propiedades 
térmicas, propiedades mecánicas, etc. Nosotros estamos interesados en 
aquellas que están relacionadas con la contribución a la imagen, que son las 
que proporcionan la apariencia visual del objeto: las propiedades ópticas de 
los materiales. En el caso de la inspección de la superficie, estamos 
interesados en las características que modulan la luz por reflexión ya que 
representan las propiedades del entorno sobre las que el sistema 
habitualmente infiere. La reflexión de la luz en un motivo depende de la 
naturaleza atómica de la materia y del esparcimiento o dispersión que tiene 
lugar cuando entra en contacto la luz con la misma.  
La superficie de un material se corresponde con la interfaz entre dos 
medios diferentes: el medio donde se propaga la luz incidente en el motivo y 
el medio que pertenece al objeto. Este último, a su vez, puede presentar 
distintas capas o estratos (en realidad distintos medios). Como hemos 
definido anteriormente, las funciones εSi de la ecuación (2.1) establecen la 
estructura tridimensional de los medios. Por coherencia con la notación, 
definimos a μS (2.6) como el conjunto de las funciones μSi que contiene la 
forma de los medios. Estas estarán asociadas a las correspondientes del 
entorno εSi. 
{ }0 1( ), ( ),..., ( )nS S S S St t tμ μ μ μ ε= ⊂  2.6
La función que define la superficie está íntimamente relacionada con la 
rugosidad del material y ésta a su vez con las características de reflexión del 
material. La reflexión especular tiene lugar en superficies lisas, en las que 
cualquier irregularidad es pequeña comparada con la longitud de onda de la 
luz. Aquí la luz reemitida por los átomos se combina para formar un único 
haz bien definido. Cuando la superficie es rugosa y las irregularidades son 
mayores que la longitud de onda hablamos de reflexión difusa (Hetch, 
2000). Las superficies reales suelen abarcar el rango definido entre las 
completamente especulares y las completamente difusas. 
La permitividad eléctrica με, la permeabilidad magnética μμ y la 
conductividad μσ son las propiedades electromagnéticas de los medios (2.7) 
que conforman el motivo y que determinan el tipo de material: dieléctrico o 
conductor. 
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A partir de estas magnitudes puede derivarse el índice de refracción de 
los medios del motivo μni (Wolff, 1990) (B.5) que forman el conjunto μn 
(2.8). Estos están asociados a las magnitudes εni del entorno (2.4). 
{ }0 1( , ), ( , ),..., ( , )) /
( , ) ( ( , ), ( , ), ( , ))
n
i i i i
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La dependencia del índice de refracción del motivo (2.8) de la frecuencia 
de la luz (la dispersión) es la responsable, entre otros fenómenos 
(transparencia, esparcimiento, etc.), de la apariencia visual de los objetos. Se 
trata del mecanismo de absorción selectiva (reflexión selectiva de la longitud 
de onda λ) que establece el color de los motivos.  
 
Figura 2.2 Reflexión especular y reflexión difusa. a) reflexión especular. b) 
reflexión difusa por rugosidad material. c) reflexión difusa por esparcimiento 
interno. 
La componente imaginaria del índice de refracción μni indica la absorción 
disipativa del material. Es característica en los metales debido a la presencia 
de un número de cargas eléctricas libres que convierten la energía 
electromagnética en calor Joule en función de su conductividad μσ.  
Las magnitudes del motivo m que nos interesan para la inspección de las 
superficies especulares están relacionadas con el objetivo de determinar las 
densidades de flujo reflejadas.  
( , , , )Sm ε μ σμ μ μ μ=  2.9
a) b)
Magnitudes de la escena 
M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r  
67 
El vector de magnitudes del motivo (1.5), que hemos considerado en 
este trabajo, queda definido por la configuración espacial de la superficie (o 
de los estratos que la conforman) y las propiedades electromagnéticas de la 
misma (2.9).  
1.3 Sistema de percepción visual 
Una vez revisadas las magnitudes que intervienen en el entorno y el 
motivo, nos centramos en el estudio de las variables γi que representan las 
características del sistema de percepción. Las variables modulan la 
contribución del motivo en la imagen por efecto de la discretización que 
producen en la misma. 
Las lentes enfocan la luz de la escena hacia el sensor. Podemos encontrar 
desde ópticas sencillas, que permiten modular la cantidad de luz en la entrada 
o la relación de tamaño entre el plano enfocado del espacio y el tamaño de la 
imagen incidente en el sensor, hasta las más complicadas que incorporan 
varias lentes con diferentes perspectivas y movilidad (ángulos horizontal y 
vertical). Las lentes de las cámaras reales tienen aberraciones causadas por la 
forma de la óptica y por imperfecciones ocurridas en el proceso de 
fabricación. En la propia óptica también encontramos polarizadores y filtros 
(color, infrarrojo, antialiasing), además de las características geométricas y 
radiométricas de las lentes (como por ejemplo el índice de refracción) que 
condicionan el proceso óptico de formación de la imagen hacia el sensor. En 
cualquier caso, los parámetros de calibrado más frecuentes en la óptica son el 
zoom γz, el enfoque γf y el diafragma γd. Las relaciones de estos parámetros 
respecto a otros de la escena definen el desenfoque, la profundidad de campo, 
etc. 
La cámara dispone de un conjunto de fotodetectores que conforman la 
imagen distribuidos en el espacio de un plano. Su función es muestrear y 
cuantificar la señal en píxeles (ver figura 2.3 ). Definimos a γS como la 
función que contiene los puntos en el espacio local a la cámara. Esta 
función representa la estructura asociada a las correspondientes del entorno 
εSi: 
( ) ( )
iS S S
t tγ ε ε= ⊂  2.10
El sensor integra la energía lumínica procedente directamente de la óptica 
durante un determinado tiempo γT, transformándola en energía eléctrica. Este 
proceso depende de las características de respuesta espectral de cada 
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fotodetector y del método de captura pudiéndose caracterizar por su eficiencia 
en la transducción γqi. El fotodetector produce una diferencia de potencial que 
es amplificada por el conversor de carga γG (esta amplificación puede ser 
despreciable). Más tarde, la señal se vuelve a amplificar, en este caso, a la 
tensión deseada γG1 y pasa al conversor analógico digital (CAD). Las 
características de las cámaras influyen en la relación entre la intensidad de 
iluminación proyectada y la tensión producida: ganancia de la cámara, niveles 
de blanco y negro, etc. 
 
Figura 2.3 Proceso de formación de la imagen en la cámara 
El proceso de medida de la señal (transducción, transmisión, 
amplificación, discretización, etc.) produce fluctuaciones aleatorias que 
habitualmente son modeladas como funciones de densidad de probabilidad. 
Estas describen el ruido que se produce durante todo el proceso, desde que 
inciden los fotones en el sensor hasta la formación de la imagen. Por 
conveniencia distinguiremos como γnd al ruido asociado desde el proceso de 
detección hasta el convertidor y a γnc al ruido de la salida del conversor 
analógico digital. 
El modelo básico que describe la respuesta de un dispositivo de captura 
para formar el valor de un píxel, I(x,y), se muestra en la ecuación (2.11). El 
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A partir de esta ecuación, se pueden derivar más parámetros de la cámara 
que nos dan una medida de la calidad de la misma: rango dinámico, ruido de 
patrón fijo, etc. 
Analizadas estas características, definiremos el calibrado del sistema 
según el vector de magnitudes de la ecuación (2.12). 
( )1, , , , , , , ,T q nd G G nc z d fc γ γ γ γ γ γ γ γ γ=  2.12
El sistema de percepción engloba tanto las variables que definen la 
óptica como las relacionadas con el propio sensor (el transductor y el 
circuito de acondicionamiento que nos proporciona la imagen final). 
 
2. Inspección  visual  automática  de 
superficies especulares  
La implicación de discernibilidad entre motivos con desviaciones en los 
valores de algunas de las magnitudes que los definen, objetivo de la 
transformación ϒ, se basa en la pertenencia de los mismos a bolas de similitud 
diferentes. Es decir, que los radios de la bola de similitud, configurados por 
los puntos de trabajo y sintonización, sean menores que las desviaciones que 
puedan producirse, que los defectos.  
La normalización ϒ transforma la imagen percibida para motivos 
diferentes pertenecientes a la misma bola de similitud en una imagen de 
condiciones mejoradas donde es posible discernir los mismos. La 
transformación podrá regenerar las imágenes para compensar la falta de 
sensibilidad de la cámara para después inferir las variables de interés con las 
técnicas de la visión idealizada o directamente en el punto de trabajo, si es 
posible. Por lo tanto, se podrán plantear diferentes particularizaciones de la 
transformación ϒ según su dominio de salida: ϒe,c y ϒμ.  
La particularización de la transformación ϒe,c (2.13) permitirá obtener 
una imagen I en la que el radio de la bola de similitud asociado a un motivo 
m sea suficientemente pequeño en aras de la discernibilidad. En este caso, el 
dominio de salida de la transformación es una nueva imagen mejorada. Esta 
transformación sintetiza una imagen filtrando la contribución no deseada de 
la modulación de la cámara cj y el efecto del entorno ej, situándose por 
analogía entre los métodos de preprocesamiento de imagen.  
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2.13
La transformación incide activamente en el proceso de percepción visual 
identificando los valores de las magnitudes adecuadas de la escena. Es 
necesario sintonizar el sistema a los valores de ρ donde el radio de las bolas 
de similitud sea suficientemente pequeño. Además, cuando se trabaja en los 
límites de sensibilidad de la cámara, se necesita establecer las condiciones 
que permiten ampliar las diferencias de los valores de las magnitudes de 
entrada para percibir la salida de F. Dados unos requerimientos del sistema 
se caracterizará el material necesario para la medida. 
La transformación ϒμ (2.14) es capaz de determinar un conjunto de 
magnitudes μi del motivo m (o características derivadas de las mismas) a 
partir de una imagen. El propósito de esta transformación está en la línea de 
la caracterización. 
( )0 1( , ,..., ) ( )mn Fμμ μ μ ρ= ϒ  2.14
Las transformaciones utilizan bases de conocimiento y deberán trabajar 
conjuntamente en la inspección de superficies especulares.  
 
Figura 2.4 Esquema de transformación ϒ para la inspección visual de 
superficies especulares 




















F(mi) ϒe,c ϒμ 
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desarrollará en los siguientes apartados se muestra en la figura 2.4. La 
transformación ϒe,c especificará las condiciones de entorno y calibrado para 
que el sistema de adquisición pueda capturar mj, motivo a inspeccionar. La 
transformación ϒμ determinará la desviación δ producida por el defecto a 
partir de la comparación de la imagen F(mj) y la imagen almacenada de mi, 
motivo referencia. 
2.1 Sintonización de la cámara 
Los parámetros del vector de calibrado del dispositivo c (1.5) están 
relacionados con las magnitudes de la escena. Para cada valor de c existe un 
vector ρ, cuyas componentes son las correspondientes magnitudes de la 
escena ρi, para el que la sensibilidad de la cámara será óptima. El valor de ρ 
constituye la sintonización ρs del dispositivo de visión. Los controles del 
dispositivo se ajustan a un conjunto de valores de manera que la sensibilidad 
esté optimizada para las variables. Como sabemos, no necesariamente 
maximizada para cada variable de la escena. 
 
Figura 2.5 Curvas de sensibilidad en función de las características a percibir 
del motivo 
El objetivo de la sintonización de la cámara es maximizar la contribución 
de las magnitudes del motivo o características extraídas de estas en la 
imagen. La medida realizada por F (1.1) permite definir diferentes métricas 
(1.6) para cada una de las características a percibir. Si analizamos la 
sensibilidad asociada para cada magnitud por separado, existirá una función 
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sintonización ρSi, para cada característica del motivo. La curva de 
sensibilidad y los puntos de sintonización para cada magnitud (aplicable 
también a variables derivadas de éstas) se muestran gráficamente en la figura 
2.5. Esto es, por ejemplo, para la forma del objeto, el color, la topografía, 
etc.  
Las características μi a percibir de los motivos, MB, las condiciones del 
entorno, EB, y las capacidades para percibir de la cámara, ΓB, establecen el 
subconjunto B (2.15) de las magnitudes de la escena, de P, a las que debe 
enfrentarse el sistema de visión.  
1 2
: , , /
( ( , , ), ( , , ),..., ( , , )n
m e c
m e c m e c m e c
ρ
ρ ρ ρ ρ
Β Β Β∈Ρ ∀ ∈Μ ∀ ∈Ε ∀ ∈Γ⎧ ⎫Β = ⎨ ⎬=⎩ ⎭
 
2.15
El conjunto de magnitudes de la escena ρ donde el sistema de visión es 
capaz de percibir en condiciones no adversas varía para cada característica 
del motivo implicada en la percepción. Definimos el conjunto de desafino 
permitido Sd (2.16) para los vectores de magnitudes de la escena ρ que 
pertenecen al conjunto B donde el sistema es capaz de percibir la 
características μi adecuadamente.  
: 0 / ,
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2.16
El número de elementos del conjunto Sd da una idea de la capacidad del 
sistema de medida para percibir las características del motivo o de la 
dificultad de sintonización a los valores de las magnitudes de la escena para 
trabajar en condiciones normalizadas. La sintonización de la cámara para 
percibir adecuadamente las características del motivo deberá ser más precisa 
donde la curva de sensibilidad del sistema sea más estrecha. Por ejemplo, la 
curva de sensibilidad asociada a μ3 en la figura 2.5 establece que el sistema 
podrá trabajar en un mayor número de puntos que para la magnitud μ1. 
Los puntos de trabajo del sistema ρt se establecen fuera del conjunto Sd 
(2.16) en la visión realista, en condiciones adversas. Debemos ser capaces de 
compensar la falta de sensibilidad en estos casos mediante la transformación 
ϒe,c (2.13). El objetivo será generar una nueva imagen de la escena donde la 
sensibilidad sea suficiente para percibir las características de los motivos: 
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donde el punto de trabajo ρt sea un elemento del conjunto de desafino Sd 
para la magnitud o magnitudes del motivo implicadas en la percepción.  
Los métodos propuestos para la transformación ϒe,c encaminados a 
minimizar la distancia entre los puntos de trabajo ρt y de sintonización ρs (y 
generar la imagen con la sensibilidad suficiente) presentan dificultades 
cuando las condiciones de la escena facilitan que los puntos de trabajo ρt se 
establezcan en los extremos de la curva de sensibilidad. El conjunto Sd que 
se establece tiene un número reducido de elementos, o, en el peor de los 
casos, es un conjunto vacío (incluso en el punto de sintonización, la 
sensibilidad no es suficiente para la percepción). 
En los sistemas para visión de superficies especulares resulta complejo 
trabajar en conjuntos de desafino Sd aceptables. Los brillos que saturan con 
facilidad el sensor y los reflejos influyen directamente en la sensibilidad del 
dispositivo. En estos casos, el acondicionamiento de la medida que realiza el 
sistema de visión, mediante una transformación ϒ que transforma el 
conjunto B (2.15), permite aumentar las diferencias en F. Se producirá un 
aumento en el número de elementos del conjunto de desafino Sd (2.16) 
(sobre el un nuevo conjunto B) que puede ser analizado como un aumento 
en la capacidad de percepción del sistema. Así, la percepción será idónea en 
los puntos alrededor del punto de sintonización y se facilitará en las zonas 
de saturación del sensor. Además, el aumento permitirá una reducción del 
coste de establecer el punto de sintonización para una magnitud dada del 
motivo.  
No vamos a ser demasiado estrictos en la utilización del término 
sensibilidad, sino que vamos a tratar de guardar un equilibrio entre la 
claridad y la rigurosidad en la exposición. La sensibilidad está definida como 
la pendiente de la curva de calibración del sensor, extenderemos su 
significado para referirnos también a la capacidad de percepción del sistema 
en las condiciones en las que se realiza (de los motivos y del entorno, y no 
sólo referidas al sensor): para los elementos del conjunto B (2.15). 
El acondicionamiento de la medida del sistema de percepción podría ser 
llevado a cabo mediante la amplificación de la curva de calibración del 
sistema en su salida pero, como sabemos, sólo permite incidir en las zonas 
medias de sensibilidad. La segunda vía que se ha propuesto en la solución 
del problema permite enfrentarse a zonas de la curva de sensibilidad donde 
la respuesta es muy pequeña, donde suelen trabajar los sistemas para 
inspección de superficies especulares. La solución está relacionada con la 
transformación ϒ (1.13) que permite ampliar las diferencias de los valores de 
las magnitudes de entrada. Esto es intentar explotar el comportamiento 
asintótico de la curva de calibración. El objetivo es operar con incrementos 
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grandes en la entrada para aumentar el tamaño de salida. La solución implica 
incidir activamente en la entrada del dispositivo de adquisición.  
La cámara proporciona una medida relacionada con la radiancia L (2.11) 
de la escena que es función de las magnitudes del entorno y del motivo. La 
aportación que nos interesa a la misma es la de aquella que procede del 
motivo a inspeccionar. Utilizando la ecuación (A.8) sabemos que está 
relacionada con la reflectancia (BRDF), fR, y con la irradiancia, E (A.5), que 
incide en él según la ecuación 2.17.  
R R iL f E=  2.17
La reflectancia fR aporta la información necesaria del comportamiento de la 
luz en la superficie del motivo. El segundo factor de la ecuación 2.17, la 
irradiancia E, está relacionada con las variables del entorno, concretamente 
con la señal luminosa que alcanza la superficie del objeto. Estas magnitudes 
modulan la contribución del motivo en la entrada de la cámara. 
La energía luminosa del entorno, función de las fuentes generadoras y de 
las modulaciones de transmisión, permite actuar sobre la entrada del 
sistema. Obviando el resto de características de la percepción, la irradiancia es 
un factor clave. Estructurar la energía que alcanza el objeto es una forma de 
actuar sobre el entorno o el motivo para aislar áreas de la superficie, 
aumentar el contraste en la cámara, atenuarlo, etc. El interés es el de 
favorecer la perceptibilidad de los cambios en la imagen resultante (la salida).  
 
Figura 2.6 Esquema de la función de irradiancia que permite la ampliación 
de las diferencias de entrada al sistema 
La transformación ϒ —relacionada con la transformación ϒA (1.16) de la 
propuesta de solución— que se propone incide en las condiciones 
ambientales de la escena: ϒeФ. La función estructura la iluminación con el 
( , )( , , , )S R T L ne ε ε ε ε=( , , , , ... )z e d se sec γ γ γ γ γ=
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objetivo de establecer áreas en el motivo que estarán radiadas por diferentes 
potencias. Las regiones podrán formarse mediante una estructuración 
espacial, creando retículas en un determinado instante. También, existe la 
posibilidad de utilizar la modulación temporal para generar una secuencia de 
iluminaciones o bien una combinación de ambas. Las regiones contribuirán 
con diferentes radiancias en la entrada del dispositivo para establecer áreas 
independientes en la imagen (ver figura 2.6) donde la ampliación de las 
diferencias se produce en el espacio o en el tiempo.  
 
 
Figura 2.7 Función para ampliar las diferencias en la entrada frente a una 
iluminación no estructurada. a) b) defecto topográfico. c) defecto cromático. 
Las diferentes regiones de la imagen se forman con características 
proporcionales a la irradiancia E. Cada fotorreceptor tendrá asociado una 
determinada potencia espectral, en un instante de tiempo, que será función 
de la misma y del motivo. Estructurar la iluminación nos permite generar un 
patrón que pueda ser deformado por las características del objeto. En este 
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modular de forma distinta el patrón generado y, por tanto, la potencia 
espectral que recibe cada fotorreceptor en el espacio o en el tiempo. Forzar 
los valores de entrada al sistema de percepción, para cada uno de los 
fotorreceptores, permite reducir el número de bolas de similitud que se 
forman en el espacio del motivo para una medida de F. Además, el patrón 
de iluminación deberá configurarse de tal forma que las diferencias de las 
radiancias de entrada al dispositivo sean las adecuadas para aumentar, en el 
espacio del motivo, la distancia entre dichas bolas de similitud. 
En la figura 2.7 se presenta gráficamente una posible transformación ϒeФ 
para ampliar las diferencias en las magnitudes de entrada utilizando una 
modulación espacial. La función fuerza a que cada área del receptor sea 
bañada por un conjunto lumínico de diferentes frecuencias de luz (ver 
columna izquierda). Se muestran las imágenes F(miρ) y F(mjρ)para dos 
motivos próximos entre sí (mi y mj) que comparten las mismas 
características salvo pequeñas desviaciones en alguna de sus magnitudes 
(consideramos al motivo mj como el motivo defectuoso en el gráfico). La 
configuración lumínica, utilizada con la transformación ϒeФ, permite 
aumentar las diferencias en F. En contraposición, si se utiliza un entorno en 
el que la luz que reflejará el objeto sólo tuviese una frecuencia (ver columna 
derecha), la diferencia entre las imágenes F(miρ) y F(mjρ) puede ser tal que el 
error quede enmascarado. Las condiciones en las que se realiza la medida 
provocarían un apantallamiento de los defectos en la superficie (por ejemplo 
en la figura 2.7b): los motivos pertenecerán a la misma bola de similitud.  
Detectar las desviaciones de los valores de las magnitudes del motivo 
adecuando la irradiancia E del entorno permite aumentar la capacidad del 
sistema, incidiendo en la entrada de cada fotorreceptor. Será posible inferir 
directamente los valores de las magnitudes de la escena adecuadas en el 
proceso de inspección (visión activa).  
Las características de la inspección determinarán si es suficiente el 
acondicionamiento del sistema en la entrada, proporcionado por ϒeФ, para 
trabajar en el punto de trabajo ρt. Habitualmente será necesario trabajar 
conjuntamente (1.16) con la minimización, mediante ϒ (1.12) —relacionada 
con la transformación ϒM  (1.16) de la propuesta de solución—, de la 
distancia entre el punto de trabajo ρt y el de sintonización ρS. Para esta 
última transformación, se propone la utilización de la función ϒe-Ф,c que 
permite sintonizar la cámara a los valores de las magnitudes de la escena, 
dependiendo de las variables a medir del motivo, dentro del conjunto de 
desafino Sd sobre el conjunto transformado que establece ϒeФ: sobre los 
valores del conjunto A de las magnitudes de entrada SA (1.17) que aumentan 
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las diferencias de F y permiten la percepción entre motivos. Se sintonizarán 
la escala de percepción, el ángulo de incidencia de la cámara, la intensidad de 
iluminación, etc. 
, , ( )e c e c eφφ−ϒ = ϒ ϒ  2.18
La particularización de la transformación ϒe,c (2.13) que permite obtener 
una imagen I en la que el radio de la bola de similitud asociado a un motivo 
m es suficientemente pequeño en aras de la discernibilidad quedará 
configurada según la ecuación 2.18. 
2.2 Bases de conocimiento para el acondicionamiento 
La propuesta de solución para la transformación ϒe,c del modelo de 
inspección visual consiste en utilizar bases de conocimiento que contengan las 
magnitudes de la escena adecuadas para percibir cada una de las magnitudes 
del motivo (ver figura 2.8): ángulos de iluminación, ángulos de visión, 
distancias de percepción, cromaticidad, polarización y demás características de 
luz, etc. De esta forma, el conocimiento de la transformación ϒe,c estará 
contenido en una base de datos donde para el motivo m se concretarán las 
condiciones en las que se realizará la captura de la imagen. 
 
Figura 2.8 Transformación ϒe,c basada en bases de conocimiento 
Inicialmente se establece la transformación ϒeФ (2.18) que permite 
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dispositivo de captura. La función estructura la iluminación que alcanza al 
motivo permitiendo definir regiones diferenciadas con distintas irradiancias 
mediante una modulación temporal o espacial. Las regiones en la imagen 
dependerán de las magnitudes de los motivos que queramos percibir por lo 
que los patrones de iluminación se configurarán para las distintas 
situaciones. 
La energía que alcanza la superficie del objeto para formar un 
determinado patrón dependerá de la cantidad de luces del entorno, su 
distribución espacial, las longitudes de onda que conforman cada una de 
ellas, del tiempo, de las modulaciones de transmisión, etc. Es interesante 
establecer la función que determina esta energía, en términos de la radiancia 
de campo (A.7), y que podemos adecuar para los distintos casos. Para ello 
definimos la función ϒeФ según la ecuación (2.19).  
( , ) ( , , , )e i fm L s tφ μ ξϒ = Λ  2.19
La función consta de cuatro parámetros: s, Λ, ξ y t. El área de interés en 
el motivo puede configurarse a partir del parámetro s. Se trata de una 
función que establece la morfología de las regiones que se formarán en la 
superficie. La variable Λ contiene el conjunto de características lumínicas 
que bañarán cada una de las regiones establecidas. La función ξ determinará 
la configuración espacial de la energía que alcance el motivo mediante la 
distribución de las características lumínicas de Λ en cada una de las áreas 
fijadas por la función s, que tendrán su proyección en la imagen. Por último, 
es función del tiempo t: si la estructuración de la iluminación es temporal es 
necesario generar una secuencia de patrones. 
En la figura 2.9 se muestran unos ejemplos de configuraciones lumínicas 
que podrían bañar los motivos. La estructuración de la iluminación sigue un 
patrón espacial, las regiones de interés son cuadradas y las características 
lumínicas del conjunto Λ son las mismas para las configuraciones de 2.9a y 
2.9b. En este caso, difieren las funciones ξ que distribuyen las características 
lumínicas en las regiones. 
El segundo paso de la transformación ϒe,c (2.18) consiste en sintonizar el 
sistema para la percepción del motivo. La sintonización, dada por la 
transformación ϒe-Ф,c, deberá establecerse en las magnitudes de la escena que 
maximizan la posibilidad de detección de los defectos. El punto de trabajo 
determinado por las condiciones del entorno deberá ser un elemento del 
conjunto de desafino Sd (2.16). 
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Figura 2.9 Ejemplos de configuraciones lumínicas para la realización de la 
transformación ϒeФ 
El número de elementos del conjunto de desafino Sd varían según la 
magnitud que queremos percibir. Las relaciones entre las variables del 
entorno y del calibrado nos permiten establecer la sintonización del sistema. 
Aunque todas las magnitudes de la escena intervienen en la formación de la 
imagen, es conveniente decidir cuáles son las variables que intervienen 
fundamentalmente en el proceso de inspección.  
La sintonización del ángulo ρθ entre la cámara y el motivo permitirá 
resolver las desviaciones en las magnitudes geométricas y radiométricas. 
Como sabemos, la reflectancia fR es función del ángulo con el que realizamos 
la captura de la imagen. Es un parámetro que influye directamente en la 
percepción de todas las magnitudes que definen el motivo y, por tanto, en la 
transformación sobre la que inferimos las características del mismo en la 
imagen. Por ejemplo, podremos captar mejor desde ciertos ángulos las 
alteraciones que pueda sufrir la distribución espacial μs, que determina las 
características geométricas del motivo. Es más, no podremos captar 
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geométricas. Recurrimos a la función εDE que relaciona las posiciones de los 
elementos de la escena y a la función de distribución de los puntos de la 
superficie del motivo μs (ver figura 2.10) para definir la sintonización del 
ángulo. 
 
Figura 2.10 Variables implicadas en la sintonización del ángulo entre la 
cámara y el motivo 
La sintonización de la escala ρE de las proyecciones de los motivos en la 
imagen es función también de las alteraciones que puedan sufrir las 
magnitudes μi. Nos interesa determinar cuál es el área en la imagen (en 
cuanto a número de píxeles) que permite caracterizar la alteración que se 
produce en la superficie (el defecto). El área real del motivo reflejada en el 
sensor depende de los parámetros de la cámara: zoom γz y enfoque γf; y del 
entorno: distancia de enfoque que puede deducirse a partir de la función 
ε(R,T).  
 
Figura 2.11 Variables implicadas en la sintonización de la escala en cuanto a 
las proyecciones en la imagen. 
Por último, es necesaria la sintonización de la intensidad de iluminación 
ρI que alcanza al sensor. Es el parámetro básico de lectura del dispositivo de 
( , , )S z fγ γ γ
Sμ  
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visión. Intervienen todas las magnitudes que definen la cámara, el entorno y 
el motivo que hemos analizado. En este caso, la sintonización del sistema 
debería ser tal que nos permita diferenciar todo el rango de radiancia de la 
escena que puede producirse en la inspección. Concretamente, si queremos 
determinar varias áreas en el motivo mediante la proyección de diferentes 
irradiancias, el sensor debería estar sintonizado para poder captarlas todas. 
Para sintonizar esta magnitud deberemos calibrar las variables del 
dispositivo y adecuar las variables del entorno a las radiancias de la escena 
adecuadas. 
 
Figura 2.12 Variables implicadas en la sintonización de la intensidad 
lumínica que alcanza el sensor para formar la imagen. 
La sintonización de las magnitudes ángulo entre la cámara y el motivo, 
escala de percepción e intensidad luminosa determinarán principalmente la 
inspección a realizar y son las que consideraremos en la experimentación de 
este trabajo. Establecerlas puede necesitar la captura de varias imágenes en 
la escena que dependerá de los elementos del conjunto de desafino Sd, de las 
características del motivo y de las capacidades de medida la cámara.  
2.3 Transformación  para  la  inspección  visual  de 
motivos 
La inspección visual automática trata de establecer mediante técnicas de 
visión artificial si un motivo se desvía de las especificaciones que han sido 
establecidas en la fase de fabricación. En este caso, el interés se centra en la 
detección de defectos que aparecen en las superficies de los objetos. 
Las especificaciones del motivo quedarán definidas por el vector de 
magnitudes μi (1.5). En el caso que nos ocupa, la definición queda 
1( , , , , , , , , , )S T q nd G G nc z d fγ γ γ γ γ γ γ γ γ γ
Sμ
( , )R Tε
O 
Iρ
( , , )L S nλε ε ε
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restringida al subconjunto que determina la apariencia visual relacionada con 
su superficie (2.9). 
Si consideramos un defecto como la desviación de los valores de las 
magnitudes μi, el vector que define un motivo defectuoso, mj, podrá 
construirse a partir de las características de uno no defectuoso, mi, y de la 
desviación, mδ, según la ecuación (2.20). 
0 1
0 1 0 1 0 1
0  ( , ,..., ) /
( , ,..., ) ( , ,..., ) ( , ,..., )j j j i i i
m m m
n




χ μ μ μ χ
μ μ μ μ μ μ μ μ μ




Es interesante destacar que la existencia de la desviación mδ superior al 
umbral χ en la ecuación 2.20 vendrá determinada por la aplicación del 
sistema. La noción del defecto en mj es dependiente de los requerimientos 
de la inspección. Magnitudes diferentes con respecto a mi no dan lugar 
necesariamente a un motivo defectuoso mj. La distinción entre motivos 
(1.14) en la imagen deberá cumplirse cuando se defina la existencia del 
defecto. Así, si la desviación de las magnitudes de mδ es inferior al umbral χ 
podemos considerar que nos encontramos antes dos motivos iguales. Las 
imágenes de estos no deben ser diferentes. En el caso de que mδ sea 
superior al umbral χ y las condiciones del entorno y del calibrado fijen un 
radio de la bola de similitud (1.8) inferior a mδ, existe un defecto en mj y la 
imagen capturada del mismo permite percibir su existencia. Si las 
condiciones del punto de trabajo y del punto de sintonización fijan radios de 
la bola superiores, la imagen capturada del mismo no permite diferenciar la 
existencia del defecto. En este caso, deberemos ajustar las condiciones del 
entorno y las variables de la cámara, mediante la transformación ϒe,c, para 
que sea posible la discernibilidad. 
La transformación ϒμ, encargada de la caracterización de la escena, 
deberá extraer las magnitudes de los motivos de la imagen. Se podrá utilizar 
para extraer cada una de las características y compararlas con las extraídas 
del motivo no defectuoso mi. La comparación permitirá decidir si existe una 
alteración mδ que provoque un defecto geométrico, radiométrico o 
combinación de ambos. Este procedimiento puede ser muy costoso. Sin 
embargo, si trabajamos con los elementos del conjunto de desafino Sd, y con 
las mismas condiciones de entorno y calibrado para las imágenes que 
contienen el motivo patrón mi y el defectuoso mj, podemos comparar las 
imágenes. Además, según la ecuación (2.20) sabemos que podemos 
construir mj a partir de mi y lo que nos interesa es conocer la desviación mδ 
directamente en la imagen según (2.21): 
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Las bases de conocimiento propuestas en la solución de la 
transformación ϒμ almacenarán imágenes, o características de éstas, para 
cada una de las posibles condiciones de captura de las magnitudes de los 
motivos mi. Estas condiciones, tanto las del entorno como del calibrado, 
están restringidas a las que establecen puntos de trabajo ρt pertenecientes al 
conjunto de desafino Sd. 
 
Figura 2.13 Modelo de inspección visual 
Se abren dos alternativas para la elaboración de la base de conocimiento: 
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previamente o sintetizar imágenes realistas a partir de las condiciones del 
entorno, del motivo y del calibrado. Esta última posibilidad requiere un 
conocimiento importante de las variables físicas que intervienen en el 
proceso de formación de la imagen y sus relaciones. 
Por último, se establece la etapa de comparación entre la imagen 
obtenida en la transformación ϒe,c y la imagen almacenada en la base de 
conocimiento. La etapa de inspección marcará las técnicas de procesamiento 
de imagen y de visión que nos permita la detección de la alteración 
producida en el motivo de inspección. Por ejemplo, se podrán extraer una 
serie de caracterizadores de las imágenes de inspección y de las almacenadas 
en la base de datos para compararlas. También se podrá diferenciar sobre la 
misma imagen, teniéndose que realizar alguna transformación o rotación del 
motivo, del entorno, etc. Un esquema gráfico del proceso para la 
transformación se puede observar en la figura 2.13. 
 
Algoritmo 2.1 Algoritmo para inspección visual de superficies especulares 
La secuencia de acciones propuestas para la inspección de superficies 
especulares quedaría, por tanto, tal y como se muestra en el algoritmo 2.1. 
1. Acondicionamiento del sistema ϒe,c (2.13): Adquirir una 
imagen del motivo para determinar los posibles defectos 
asociados a la magnitud μ del motivo m. Las condiciones del 
entorno y la calibración de la cámara facilitarán la percepción en 
la imagen.  
1.1 Ampliación de las diferencias en la entrada ϒeФ: 
Aumentar la entrada al sistema de percepción mediante el 
acondicionamiento ambiental. El aumento permite ampliar el 
número de elementos del conjunto de desafino Sd.  
1.2 Sintonización ϒe-Ф.c: Establecer los puntos de trabajo y 
sintonización del sistema para percibir los cambios en la 
magnitud μ del motivo m.  
2. Inspección de motivos ϒμ: Determinar los defectos en la 
magnitud μ del motivo m. 
2.1 Determinar la/s imagen/es: Determinar las imágenes 
almacenadas en la base de datos por captura o síntesis que 
permita la comparación 
2.2 Comparar imágenes: Aplicar las técnicas de procesamiento 
necesarias para la comparación de las imágenes 
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La especificación de cada uno de los pasos del algoritmo marcarán los 
costes computacionales y económicos del sistema de inspección para la 
detección de defectos en superficies de productos concretos. El diseño de 
las arquitecturas deberá contemplar criterios de rendimiento y de coste, 
medido son con respecto a: robustez, precisión, densidad de información, 
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de  trabajo.  Además,  permitirá  incidir  en  otras  etapas  del  desarrollo 
tecnocientífico  como  la  observación,  el  desarrollo  de  conjeturas  o  el 











Los objetivos marcados al inicio de este trabajo plantean especificar y 
realizar un simulador para inspección visual automática de superficies 
especulares que permita contrastar la corrección del modelo. La simulación, 
propuesta como una etapa del desarrollo tecnocientífico, proporciona un 
mecanismo para la validación preliminar de hipótesis científicas y de 
asistencia en la concepción de teorías o modelos. Puede ser utilizada para 
reforzar, desechar o reconducir las hipótesis de partida de la investigación 
incidiendo directamente en los costes asociados a cada una de las etapas y, 
principalmente, en la experimentación de laboratorio. La simulación por 
computador permite realizar ensayos controlados de la hipótesis inicial que 
facilita un refinamiento de la misma hasta que esté madura. Se establece un 
método de validación sistemático, flexible y de bajo coste sin necesidad de 
recurrir a una experimentación preliminar sobre prototipos físicos.  
1.1 El conocimiento tecnocientífico 
Las fronteras entre la investigación científica y el desarrollo tecnológico 
han ido desapareciendo (González et al., 1996). La concepción de la ciencia 
como el motor riguroso de la creación del conocimiento, ajena al contexto 
social sobre el que se desarrolla, pierde cada vez más fuerza. Las 
interrelaciones entre la ciencia y la tecnología son muy fuertes y resulta 
complicado establecer dónde termina la investigación científica y dónde 
empieza el desarrollo tecnológico. La concepción de la ciencia como 
conocimiento puro, libre de cargas valorativas y compromisos prácticos, de 
la tecnología, —base del movimiento positivista (Echeverría, 1999) 
(González et al., 1996)— se desvanece y da paso a una corriente 
tecnocientífica: una ciencia encaminada al desarrollo tecnológico. Esta 
evolución científica es objeto de estudio de los programas denominados de 
Ciencia, Tecnología y Sociedad.  
El progreso científico y tecnológico desde principios del siglo anterior 
converge en una adquisición del conocimiento guiada hacia la 
transformación del universo. El objetivo clave es el incremento de la 
productividad, de la competitividad y el desarrollo del bienestar social. 
Adquieren mayor relevancia los aspectos de transferencia del conocimiento 
a la sociedad donde los centros de investigación no viven ajenos a la misma. 
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En términos objetivos, véanse las políticas de investigación en España desde 
finales del siglo XX, la investigación está orientada a producir sistemas que 
mejoren los niveles de bienestar económico y social. 
La investigación que se produce en el nuevo marco de desarrollo 
tecnocientífico debería preocuparse no sólo de establecer lo correcto en 
cuanto a que el estudio pueda incorporarse en el sistema de conocimientos 
científicos, sino que además debería tener una justificación práctica de 
mejora para la sociedad: debe tener en cuenta los aspectos más pragmáticos 
de su aplicación. Estas dos cuestiones forman parte de los asuntos que 
involucran a la ciencia en sí, como campo de estudio, y que se conocen 
como los contextos de la ciencia (Klimovsky, 1994) (Vidal, 2003) —
contexto de descubrimiento, de justificación y de aplicación. Las 
relacionadas con la justificación y la aplicación del conocimiento podrían 
configurar un espacio donde ubicar el tipo de investigación que se realiza.  
El subespacio concerniente a la justificación, relacionado con los 
mecanismos establecidos para considerar el conocimiento dentro del marco 
científico, nos permite ordenar el tipo de sabiduría que maneja el ser 
humano: en un extremo la cultura basada en las creencias humanas y en el 
opuesto aquel adquirido a partir de mecanismos racionales. El primero —el 
basado en la fe, en la religión, en los dogmas, etc.— constituye el tipo más 
pobre en el sentido de que goza de menor aval natural observable. 
Prácticamente todo se adquiere mediante las creencias personales y no se 
constituye a partir de mecanismos racionales. El segundo, el derivado de los 
mecanismos deductivos y críticos, constituye el de mayor calidad. En 
cualquier otro punto situado entre estos extremos, podríamos ubicar el resto 
del conocimiento. Así, es posible analizar cualquier tipo de saber a través de 
dos ingredientes: el de la creencia o fe y el del razonamiento, el de la 
deducción. El objetivo debería ser el de conocer el universo maximizando 
los ingredientes del razonamiento crítico y minimizando los relacionados 
con las creencias, la fe y la inferencia espontánea.  
El subespacio asociado a la aplicación del conocimiento permite ordenar 
la utilidad inmediata de la investigación: cómo se aplica en la transformación 
del universo, en busca de la mejora en el bienestar, en la economía, en la 
cultura de una sociedad, etc.  
El espacio definido sobre los dos parámetros sitúa en uno de los 
extremos el conocimiento generado por las ciencias puras y en el otro el 
tecnológico (ver figura 3.1). La generación del saber a partir de las ciencias 
formales se determina a partir del estudio de entidades de carácter ideal, 
formulando hipótesis y utilizando mecanismos deductivos para obtener 
tesis. La aplicación suele estar limitada a su utilización por otras ciencias en 
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la formalización y deducción de hipótesis o predicciones. Los métodos, 
técnicas y procedimientos que permiten desarrollar aplicaciones concretas 
capaces de transformar el universo definen la concepción clásica de la 
tecnología. Entre los dos extremos, se encuentra el resto de las ciencias 
experimentales donde el objetivo es explicar la realidad mediante la 
realización de hipótesis y predicciones que se contrastan con la 
experimentación. 
 
Figura 3.1 Espacio de definición del tipo de conocimiento utilizando los 
contextos de justificación y aplicación  
La creación del conocimiento tecnocientífico debería evolucionar a partir 
de la aportación de sus dos grandes motores: la ciencia y la tecnología. El 
método científico se preocupa del fundamento y de los procedimientos, 
racionales y críticos, utilizados para obtenerlo y aceptarlo o rechazarlo 
dentro del marco científico (Valor, 2000). Por otro lado, el diseño 
tecnológico proporciona el método para asegurar la viabilidad de los 
ingenios que puedan desarrollarse.  
En líneas muy generales y sin pretender profundizar en sus 
características, el método científico puede considerarse compuesto de tres 
etapas (ver figura 3.2). En la primera, se realiza una observación del universo 
abstracto o real. En la segunda, se formula la hipótesis del espacio 
observado. Por último, se comprueba la hipótesis anterior que, en caso de 
ser validada, se convierte en teoría científica. En las ciencias formales, como 
las matemáticas y la lógica, esta última etapa utiliza, básicamente como 
hemos comentado anteriormente, el razonamiento deductivo. Las hipótesis 
generan tesis a partir del razonamiento utilizado. En las experimentales la 
etapa se concreta mediante el razonamiento deductivo o inductivo de la 
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hipótesis y la experimentación que las comprueba. Se observa una 
concreción de las etapas que desarrollan el conocimiento de las ciencias 
experimentales sobre las formales: un descenso en el nivel de abstracción, el 
método se aleja de la teoría y se acerca a la realidad, al incorporar la 
comprobación experimental.  
 
Figura 3.2 Métodos de adquisición de conocimiento para las ciencias 
formales, experimentales y la tecnología 
La tecnología utiliza el diseño como metodología para producir el 
conocimiento más aplicado (ver figura 3.2). Es posible establecer una 
analogía entre las etapas de diseño del desarrollo tecnológico y las tres 
básicas del método científico. La observación del universo de las ciencias es 
similar al análisis del problema de la tecnología: se analiza la parte del 
mundo de interés para el desarrollo tecnológico. Las etapas de 
especificación de los requerimientos y de diseño pueden relacionarse con la 
hipótesis que intenta explicar el fenómeno observado y ser analizadas como 
la conjetura del desarrollo tecnológico. Si en las ciencias se intenta explicar el 
resultado de la observación, en la tecnología se intenta explicar el resultado 
de lo que ocurrirá cuando finalice el desarrollo del ingenio. La consistencia 
de esta hipótesis dará lugar al ingenio. La etapa de razonamiento 
(razonamiento y experimentación en las ciencias experimentales) comparte 
 
Razonamiento 
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características con las etapas de desarrollo y experimentación tecnológicas. 
La implementación desarrolla el sistema, la deducción construye 
formalmente el conocimiento. La experimentación que permite comprobar 
la validez de las predicciones deducidas de la hipótesis presenta un 
isomorfismo con la realizada en el desarrollo tecnológico para validar la 
corrección del diseño. 
 
Figura 3.3 Propuesta de método de adquisición de conocimiento para la 
tecnociencia 
La propuesta que realizamos para el método tecnocientífico (ver figura 
3.3) estaría formada, en la primera etapa, por la observación de la parte del 
universo que necesita ser transformada en busca de la mejora del bienestar 
social y económico. La hipótesis de la transformación, el desarrollo de la 
arquitectura del ingenio o modelo que se pretende construir, conformaría la 
segunda etapa del método. La última fase abordaría el desarrollo de la 
propuesta. Tal como hemos analizado anteriormente, en las ciencias 
experimentales y en la tecnología esta etapa consta, a su vez, de dos 
subetapas: el razonamiento o la implementación del sistema y la 
experimentación para comprobar la validez de las hipótesis de partida. Por 
su analogía con sus dos precursoras, éstas, también, deberían de realizarse en 
el desarrollo tecnocientífico. Además, la búsqueda de la aplicación, como 
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que el desarrollo estuviese marcado por la utilidad del mismo. La simulación 
se propone como una nueva concreción de la etapa de razonamiento, un 
nuevo descenso en el nivel de abstracción. Una etapa que permitiría validar 
preliminarmente las hipótesis de trabajo y que sería capaz de refinarlas 
iterativamente, hasta que estuviesen maduras, antes de recurrir a la etapa de 
experimentación física convencional cercana al universo. De esta forma, se 
obtendría una hipótesis prevalidada que serviría, de forma análoga a la 
hipótesis de partida, para realizar predicciones y dar paso a la 
experimentación de laboratorio que la contrastaría. En este caso, si las 
predicciones realizadas a partir del modelo simulado fuesen consistentes con 
los resultados experimentales, se obtendría una teoría convencional. En el 
caso que fuese inconsistente, el modelo simulado sería incompleto. Se 
deberían reformular el planteamiento inicial y las predicciones para volver a 
simular en busca de nuevos resultados que podrían dar lugar a un modelo 
más general que contemplase un mayor número de variables de la realidad. 
La etapa de simulación permitiría reducir el recorrido entre la noción 
abstracta y la realidad en sí misma. Constituiría una validación cercana a la 
teoría o modelo que podría ser considerada como una clase de experimento 
lejano al fenómeno. La experimentación tradicional podría considerarse que 
tiene algo de simulación y algo de comprobación física. En la simulación las 
variables que intervienen han sido reemplazadas todas o en parte por otras 
de equivalente comportamiento funcional; mientras que el experimento 
podría considerarse como una simulación que utiliza las variables físicas (ver 
figura 3.4).  
 
Figura 3.4 Simulación y experimentación para la generación de 
conocimiento científico 
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1.2 Tecnociencia  asistida  por  simulación 
computacional 
La etapa de simulación propuesta, en la metodología de adquisición del 
conocimiento tecnocientífico, establecería un modelo del objeto de estudio 
que podría ser especificado de múltiples formas, siguiendo los esquemas 
para el desarrollo experimental de concepción clásica. La utilización de 
modelos concebidos a partir de la tecnología informática ofrece capacidades 
de flexibilidad y de reducción de costes que no están presentes en otros 
esquemas y que justificarían su utilización en esta etapa de advertencia 
temprana de la viabilidad del sistema.  
El modelado computacional de sistemas y su simulación como 
mecanismo de comprobación previa antes de su realización no es una idea 
novedosa. En mayor o menor medida la simulación por computador se ha 
introducido en casi todas las áreas de conocimiento. Por ejemplo, en el 
ámbito tecnológico se realizan simulaciones para contrastar las ideas de un 
ingenio potencial antes de abordar su diseño. Si bien, se realiza de forma 
poco sistematizada.  
La simulación por computador puede convertirse en una herramienta 
universal, flexible y utilizable sistemáticamente en el análisis de hipótesis 
científicas o diseños tecnológicos. Podría ser mecanismo de prueba para las 
ideas que se extraen del conocimiento científico y contraste con aquel 
previamente ya establecido. La aportación se realizaría desde en 
investigación básica hasta en transferencia de tecnología ya que concede un 
rápido mecanismo de abstracción y concreción a partir de los modelos 
computacionales. Permitiría un avance en todos los ámbitos económicos, 
sociales, tecnológicos, industriales, etc. Por ejemplo, en el sector educativo 
para el estudio de los conceptos, los fenómenos y los procesos; así como 
para el ensayo y la comprobación. En el sector industrial, para el 
abaratamiento, agilización y profusión del prototipado y del diseño; mejora 
en la difusión y la exhibición como soportes de la comercialización; y, mejor 
control de proceso productivo. En la administración, para el estudio previo 
a la implantación de políticas de gestión (transporte, economía, hacienda, 
sanidad, etc.).  
La informática, asentada en los tres pilares básicos de teoría, abstracción 
y diseño (Dennig et al., 1989), es capaz de generar conocimiento tanto de 
entidades abstractas como reales y de construir modelos de computación 
tanto lógicos como físicos. Puede ser definida como el cuerpo de 
conocimientos encaminados a explicar y a tratar los procesos de 
información. El desarrollo de modelos computacionales para el tratamiento 
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de la información en su amplia definición abarca, de por sí, la información 
contenida en los diseños de los ingenios tecnológicos y en las teorías 
científicas. La capacidad para generar entidades abstractas basadas en la 
realidad y de construir máquinas que las computan le confiere una gran 
potencia para representar modelos y teorías de casi cualquier disciplina. Esto 
es, la capacidad de simular o de construir, según sea el caso, modelos físicos, 
sociales, matemáticos, lógicos, eléctricos, electrónicos, inteligentes, aquellos 
desarrollados siguiendo las pautas del método científico o tecnológico. 
La informática permite desarrollar modelos de conocimiento abstracto 
basados en las teorías científicas a través del propio proceso de generación 
tecnológico o científico. En este caso, utiliza al modelo científico como 
universo de estudio sobre el que adquiere el conocimiento necesario para 
generar un sistema capaz de computarlo. Existe una dependencia de la 
simulación moderna con la tecnología de computadores. El software es el 
principal medio para representar un modelo y los sistemas computacionales 
son los motores del universo del mismo (Rogers, 1997). 
El conocimiento tanto de entidades abstractas como reales se ubica en 
diferentes niveles de abstracción. Ése puede expresarse como un árbol de 
representación donde cada uno de los nodos representa un modelo de la 
realidad. La teoría o modelo de cada nodo del árbol de representación 
podría ser considerada como un sistema capaz de relacionar sus entradas y 
sus salidas a partir de una determinada función. La capacidad para el 
modelado debe estar relacionada con el conocimiento que se dispone y con 
la capacidad para desarrollar la función. En los niveles más bajos es 
necesario un mayor conocimiento de los elementos que intervienen en el 
fenómeno. Por ejemplo, el modelado de la inteligencia de los seres humanos 
podría contemplar desde funciones abstractas que relacionan la entrada al 
sistema con su salida hasta las peculiaridades de la “implementación” física 
neuronal en los niveles inferiores. La estructura del modelo sería diferente 
mientras que la funcionalidad debería ser la misma. En cuanto a la capacidad 
para modelar la función está relacionada con la arquitectura que el 
investigador sea capaz de elaborar. La traducción a los modelos 
computacionales no es una tarea trivial, se hace necesario el conocimiento 
del científico o ingeniero que lo realiza. Morgan y Morrison consideran que 
los modelos computacionales tienen un rol autónomo en el trabajo 
científico. Actúan como instrumentos de investigación debido a que son 
parcialmente independientes tanto de las teorías como del mundo. Además, 
pueden ser utilizados como instrumentos de exploración en ambos 
dominios (Morgan y Morrison, 1999). Wingsberg defiende la semiautonomía 
de los mismos. Aunque no sea posible extraer de forma directa un algoritmo 
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de la teoría, sería negar la obviedad de la conexión entre los modelos y la 
teoría (Winsberg, 2003). 
Además, la disciplina informática no debería limitarse a la posibilidad de 
realizar simulaciones. La elaboración de modelos computacionales de 
conocimiento, sobre la realidad que se intenta adquirir o demostrar, 
posibilita desarrollar mecanismos de abstracción interdisciplinar, aplicables 
en todo el desarrollo y con mayores capacidades expresivas. La adquisición 
de conocimiento científico y tecnológico podría completarse más 
rápidamente y con menores costes. Uno de los ejemplos significativos de 
esta adquisición, apoyándose en la tecnología informática, es el desarrollo 
del proyecto del Genoma Humano (Collins et al., 2003). 
La importancia de las investigaciones tecnocientíficas y la financiación 
como motor de las mismas requieren mecanismos que aseguren que los 
esfuerzos realizados repercutan eficazmente en la sociedad cubriendo sus 
necesidades. La evaluación de las actividades de I+D+i es un proceso 
complejo al que contribuyen diversos motivos (Osuna et al., 2003): 
diversidad de actuaciones y de instituciones implicadas; intangibilidad de 
algunos factores y efectos tanto en la generación como en el uso de un 
nuevo conocimiento (la cultura, los valores sociales, la capacidad de 
aprendizaje, etc.); incertidumbre sobre los resultados esperados, es muy 
complicado determinarlos a priori; escaso desarrollo de herramientas 
analíticas para la evaluación; cultura evaluadora en formación de los 
resultados y el impacto de los mismos. La evaluación ocurre en todos los 
niveles de las actividades tecnocientíficas: desde el plan hasta el proyecto de 
investigación y en todas sus etapas. La simulación, utilizada como 
herramienta sistemática y flexible de evaluación de la investigación dentro 
del proceso de producción científica, permitiría incidir en los aspectos 
relevantes a la hora de tomar decisiones sobre las líneas de investigación a 
potenciar, en cuanto a sus posibles aplicaciones. También como esquema de 
evaluación de la adecuación de los planes de investigación que benefician a 
la sociedad en su conjunto, a la naturaleza política de bienestar social y 
económico. 
En la etapa de observación del desarrollo científico, la introducción de 
modelos computacionales permitiría establecer mundos virtuales basados en 
los modelos y teorías científicas o tecnológicas. Éstos podrían sustituir, en la 
medida de lo posible, los universos abstractos o reales que serían objeto de 
la transformación. Entre las ventajas asociadas a la utilización de los mundos 
virtuales, son destacables la reducción de costes asociados a la observación, 
costes de material de laboratorio, y la posibilidad de generación de 
repositorios de datos de manera rápida y flexible. 
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La descripción de las hipótesis de partida podría desarrollarse a partir de 
las observaciones del mundo real o del virtual propuesto anteriormente. Las 
herramientas basadas en minería de datos, paradigmas neuronales, sistemas 
estadísticos, etc., permiten establecer relaciones de los datos obtenidos de la 
observación que facilitan la generación de las hipótesis. Desde el punto de 
vista más aplicado, en cuanto a la vertiente tecnológica, podrían utilizarse 
lenguajes de especificación y diseño que determinasen, de manera rápida, la 
viabilidad de la hipótesis en cuanto a su corrección. 
El razonamiento también se aprovecharía del desarrollo de los modelos 
computacionales. En este caso, éstos no serían establecidos a partir de las 
teorías consensuadas por la comunidad científica, como en la etapa de 
observación, sino que utilizarían la hipótesis como el universo para su 
construcción. El modelo especificado sería utilizado para construir las 
predicciones oportunas que podrían ser simuladas y que permitirían 
prevalidar las hipótesis en las que se basan. 
 Las herramientas para el razonamiento pueden ser muy variadas y 
dependen del tipo de universo de estudio. Las herramientas que tratan sobre 
entidades abstractas (deducción lógica, cálculo simbólico, cálculo numérico, 
etc.) son las apropiadas para la adquisición de conocimiento básico. Las 
herramientas de ayuda para el desarrollo y la implementación de las hipótesis 
facilitan la tarea de abstracción y concreción de los investigadores de las 
ciencias experimentales y de los sistemas tecnológicos. 
Por último, la etapa de experimentación está estrechamente relacionada 
con la fase de simulación. Los modelos computacionales desarrollados 
serían capaces de dirigir la experimentación a realizar. Además, tal y como 
hemos comentado anteriormente, podrían recrear las condiciones del 
universo, mundos virtuales, sobre el que se realizaría la experimentación. 
Por otro lado, la experimentación de laboratorio suele utilizar un modelo del 
universo restringido, y en muchos casos artificial, diseñado ad hoc para 
realizar las pruebas oportunas que demuestren la hipótesis de partida. Ése 
podría ser sustituido por un modelo computacional. En algunos casos, 
incluso puede ser más apropiado para la etapa de experimentación. Por 
ejemplo, Hughes argumenta la inclusión de algoritmos que simulan sistemas 
físicos complejos para realizar experimentos (Hughes, 1999). Norton y 
Suppe defienden la simulación como una forma de experimentación que 
puede ser un instrumento para probar o detectar fenómenos del mundo real 
(Norton y Suppe, 2001). La dificultad de la experimentación sobre un 
modelo convencional puede exceder las posibilidades materiales que se 
disponen en un determinado momento. Por ejemplo, estudios sobre el 
conocimiento y la inteligencia humana han sido más fructíferos aplicando 
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modelos computacionales que utilizando el cerebro de ciertos animales 
como modelo del humano. 
 
2. Simulador  para  inspección  de 
superficies especulares 
El universo de estudio en el que se enmarca este trabajo está relacionado 
con la visión realista. En el apartado más aplicado del desarrollo 
tecnocientífico, el objetivo es lograr arquitecturas viables para la inspección 
de superficies especulares. 
La hipótesis de trabajo para la solución de la visión en condiciones 
adversas es compensar la falta de sensibilidad que se produce en algunos 
intervalos de operación. La solución implica el conocimiento de las 
condiciones en las que se ha de realizar la captura de la imagen: las 
características de la escena relacionadas con el dispositivo de visión, las 
fuentes de iluminación, la distancias de enfoque, etc. 
La hipótesis del modelo para inspección de superficies especulares 
contempla el acondicionamiento de la medida, mediante la ampliación de las 
diferencias de entrada al sistema, y la sintonización del entorno, ϒe,c (2.13) 
para más tarde comparar, mediante la transformación ϒμ, las magnitudes de 
entrada referentes al motivo con aquellas de objetos no defectuosos.  
El modelado computacional necesario para la simulación de las hipótesis 
debe incidir en varios niveles (ver figura 3.5): desde la formación de la 
imagen, a partir de las magnitudes de la escena, hasta el proceso visual de 
inspección automático a partir de las transformaciones ϒ propuestas. En la 
primera etapa, se desarrollan los modelos necesarios que establecen las 
propiedades de la escena que intervienen en la formación de la imagen. Se 
contemplan las magnitudes del entorno e, del motivo m y de la cámara c. La 
segunda está relacionada con el modelado de las relaciones oportunas entre 
las magnitudes de la escena que definen la formación de la imagen F(ρ). En 
este caso, el objetivo es el desarrollo de un entorno virtual basado en los 
modelos y las teorías científicas existentes. Por último, se establece el 
modelado computacional de la hipótesis del sistema para inspección visual 
de superficies especularesϒ(F(ρ)). Esto es, el estudio de los métodos 
propuestos mediante la generación de un modelo de computación que 
posibilite realizar la experimentación virtual necesaria, la simulación, que 
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comprueba la validez de la hipótesis. El modelo computacional también 
permitirá cuantificar y evaluar las arquitecturas del sistema de visión que se 
planteen a instancias de la hipótesis del sistema para inspección visual. 
 
Figura 3.5 Etapas del modelo computacional de simulación para inspección 
visual de superficies especulares 
El simulador representará todas las características importantes del 
sistema que han de ser investigadas, evaluadas y mejoradas. Las ventajas 
asociadas al simulador como modelo para la experimentación de laboratorio 
y herramienta para la generación de hipótesis se pueden concretar en: 
reducción sustancial de coste temporal de análisis del sistema y de su 
desarrollo en la línea de producción; reducción de los costes económicos de 
material tecnológico necesario gracias a la reducción en la necesidad de 
caros prototipos físicos; mantenimiento de bases de conocimiento sobre 
sistemas de inspección en cuanto a su tecnología, sus módulos de 
procesamiento y en general la arquitectura diseñada que podrá ser utilizada 
para la realización de otros sistemas similares, en cuanto a las 
especificaciones de productos de inspección; y, por último, reducción de los 
errores derivados de la fase de análisis de sistema, diseño e implementación 































F(m) ϒe,c ϒμ 
ϒ(F(ρ)) 
Modelado del universo
Modelado de la hipótesis 
Simulador para inspección de superficies especulares 
M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r  
101 
antes de que se produzcan grandes gastos. Una vez terminado el prototipo 
virtual del sistema de inspección, las conclusiones pueden usarse para 
elaborar estudios de viabilidad antes de proceder al experimento 
convencional o implantarlo en un sistema de producción. 
2.1 Modelado del universo de estudio 
La consecución del entorno de simulación parte del modelado del 
universo de estudio para introducir mundos virtuales basados en los 
modelos y teorías científicas. En este caso, el universo está relacionado con 
las magnitudes de la naturaleza que intervienen en la formación de la 
imagen. Las teorías científicas tratan de comprender y establecer los 
modelos de los fenómenos que tienen lugar desde la generación de la luz 
hasta la percepción por cualquier sistema, ya sea humano o artificial. Están 
definidas en diferentes niveles de abstracción. El modelado de cada uno de 
estos niveles conforma los nodos del árbol de representación del 
conocimiento, del modelo de la realidad. En este caso, determinados 
subárboles modelan la misma realidad utilizando diferentes teorías: por 
ejemplo, la luz desde el punto de vista de la teoría electromagnética clásica o 
desde la teoría cuántica. 
El estudio de las magnitudes que intervienen en la formación de la 
imagen tiene como objetivo la comprensión de los problemas de la visión 
artificial, cuando existen condiciones adversas de percepción. Formalmente 
se ha definido a la imagen como la salida que proporciona una función F 
(1.1) que modela a la cámara. La entrada de la función es un vector ρ 
constituido por las variables de la escena del mundo real que contribuyen a 
la imagen. Cada una de ellas es una función ρi (1.2) a la que contribuyen 
magnitudes del motivo m, del entorno e y de la cámara c.  
Las tres entidades que intervienen en la escena formarán tres subárboles 
de representación del conocimiento permitiendo, de esta forma, la 
organización de las variables físicas de cada una de ellas. Esta estructura 
facilita el estudio del universo en diferentes niveles de abstracción. 
Proporciona flexibilidad y potencia en el modelado de las condiciones en las 
que se realiza la formación de la imagen. Establece un marco para el análisis 
de los problemas que afectan a la percepción de las características de interés 
en la escena. Además, los modelos pueden acotar el universo de estudio a las 
variables relevantes de interés para la simulación. Por ejemplo un motivo de 
la escena puede ser analizado a partir de la interacción de la luz con sus 
estructuras atómicas internas o a partir de las características macroscópicas 
de sus estratos.  
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Figura 3.6 Subárbol de conocimiento relativo a las magnitudes que definen 
el motivo 
Los modelos computacionales para la simulación de las magnitudes de 
estas entidades se establecen de manera independiente. Éstos desarrollan las 
características necesarias para que los estudios científicos subyacentes a cada 
una puedan ser computados en un sistema informático. Cada una de las 
magnitudes de la escena puede ser representada por una función que 
constituirá los valores de las mismas. Se trata de un proceso de 
cuantificación del universo que explica el modelo físico y que deberá 
cumplir con las restricciones computacionales en cuanto a la precisión de las 
funciones que lo definen, a sus capacidades de cómputo, almacenamiento, 
etc. Por ejemplo, dado que las características de interés del motivo m en la 
formación de la imagen son las densidades de flujo reflejadas del mismo, un 
motivo queda definido por un conjunto de magnitudes (2.9) organizadas, a 
su vez, por cuatro conjuntos que representan las características morfológicas 
μS (2.6) y las electromagnéticas μμ, με y μσ (2.7). Para cada una de ellas se 
establece una función (jSμ ,jSμ ,jSμ yjSμ ) que computará los valores del 
universo de estudio dentro del árbol de conocimiento (ver figura 3.6). 
En nodos superiores a los subárboles del entorno, del motivo y de la 
cámara se desarrollan, de forma análoga, los modelos computacionales de 
las funciones ρi de las magnitudes de la escena. Se incide en los aspectos 
j
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más relevantes de cada una según el interés del modelado final de la 
simulación, en este caso, de las relativas a la escala de los objetos ρE, el 
ángulo entre la cámara y el motivo ρθ y la intensidad luminosa ρI. Estas son 
las variables de la escena de mayor influencia en la formación final de la 
imagen y en las características de los sistemas de inspección visual. 
El modelado computacional del nodo correspondiente a la escala de 
percepción de los motivos j
Eρ  (ver en la ecuación 3.1 la funcionalidad del 
mismo) se basa en el modelo de lente delgada. Se contempla la distancia de 
enfoque, distancia desde la lente al área del objeto, y el enfoque del 
dispositivo γf para relacionar el tamaño del motivo y el de la proyección. En 
el cálculo de la distancia de enfoque se utiliza la función del motivo que 
determina su configuración espacial μS, la configuración de los elementos de 
la escena εDE y la configuración espacial de los fotodetectores de la cámara 
γS. La relación entre la función P(γS), que representa el número de píxeles de 
que dispone el sensor en una de sus dimensiones, y p(γS), el tamaño de cada 
uno de los píxeles, fija el factor de conversión que determina los píxeles por 
milímetro de la magnitud. Por simplicidad en la notación, en este apartado la 
expresión  ( , )i iS SR Tε  se refiere al modelo computacional que determina la 
posición y orientación de los puntos pertenecientes a iS en el origen de 
coordenadas global de la escena. 




( , ) ( , )
( )( , , ( , , ))
( )
S S S S
f S
R TE S S z f
R T R T S
P
pμ μ γ γ
γ γρ μ ε γ γ γ γε ε=  
3.1
Además, para que la imagen esté enfocada, la función de la ecuación 3.1 
debe cumplir la siguiente relación entre los parámetros de la óptica zoom γz 
y el enfoque γf:  
 ( , ) ( , )
1 1 1
S S S SR T R Tf z μ μ γ γγ γ ε ε
− =  3.2
El modelo computacional del ángulo de visión jθρ  contempla el ángulo 
formado entre los fotodetectores de la cámara γS y los puntos del motivo μS 
a partir de la geometría del entorno ε(R,T) (posiciones y orientación de los 
elementos). La función hace uso de los vectores formados por la normal al 
motivo  ( , )( )S SR TN μ με  en cada punto y la normal a los fotodetectores de la 
cámara  ( , )( )S SR TN γ γε  tal y como se muestra en la ecuación 3.3.  
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3.3
La función ρI que representa la magnitud iluminación resulta 
fundamental para la consecución de la imagen y para discernir las 
condiciones para el aumento en la capacidad de percepción del método para 
la resolución del problema. El modelado computacional del nodo 
correspondiente jIρ  se basa en la potencia de radiación electromagnética 
que recibe el sensor, y concretamente, un determinado fotodetector por 
unidad de intervalo de longitud de onda: la irradiancia Eim en la imagen 
(A.19). Esta irradiancia está relacionada con la radiancia de la escena. Existen 
diferentes estudios científicos (modelos computacionales), concretamente en 
el área de gráficos por computador, que calculan directamente el valor de 
esta radiancia. Se dividen, a su vez, en modelos de reflexión de la luz local y 
aquellos de simulación de transporte de la luz (Greenberg et al., 1997). Los 
primeros calculan la función de la reflectancia de la superficie para un 
conjunto de fuentes de luz. Los segundos se centran en el transporte de la 
energía lumínica y su interacción con los motivos de la escena: se aplican 
técnicas como el trazado de rayos —ray tracing— (Whitted, 1980) y la 
radiosidad —radiosity— (Goral et al. 1984).  
La aportación de interés a la radiancia en la cámara, para contrastar la 
hipótesis, es la relativa al motivo que es función de la reflectancia del mismo 
(2.17). Por tanto, en este trabajo el modelo computacional para el cálculo de 
la iluminación simplifica las condiciones del transporte de luz en el entorno 
(ante los moduladores del entorno que no sean del motivo de inspección) y 
se centra en establecer dicha reflectancia. Los modelos computacionales 
asociados calculan la Función de Distribución de Reflectancia Bidireccional (BRDF). 
Esta se extrae, principalmente, de forma empírica aunque también las hay 
que se constituyen analíticamente a partir del cálculo en diferentes 
superficies. Las aportaciones más manejadas son: Lambert, Phong (Phong, 
1975), Blinn-Phong (Blinn, 1977), Torrance-Sparrow (Torrance y Sparrow, 
1967), Cook-Torrance (Cook y Torrance, 1981), Beckmann-Spizzichino 
(Beckmann y Spizzichino, 1963), He (He et al., 1991) y (He et al., 1992), 
Strauss (Strauss, 1990) y Ward (Ward, 1992). En este caso, para la 
realización del simulador se ha aplicado el modelo de Cook-Torrance para 
establecer la radiancia i
sL , a partir de la reflectancia BRDF que proponen. Es 
un modelo ampliamente extendido y utilizado por la comunidad científica. 
Estudios recientes muestran su gran capacidad para adaptarse a los datos de 
la reflectancia extraída en los objetos (Ngan et al., 2004), (Ngan et al., 2005).  
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El modelo computacional para el cálculo de la irradiancia i imE  (3.4) está 
relacionado con la interacción entre las fuentes de iluminación, el motivo de 
inspección y la posición del dispositivo de visión a partir del modelo 
computacional de radiancia de la escena i
sL . Además las características del 
dispositivo zoom γz, enfoque γf y diafragma γd determinarán la energía que 
finalmente alcanza cada fotodetector. La función G(γS) calcula la distancia 
de cada uno de los fotodetectores al centro de la imagen. 
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Iρ  (ver ecuación 3.5) dependerá de la función de irradiancia 
calculada y de las asociadas a las magnitudes propias del sensor: tiempo de 
integración jTγ , eficiencia en la transducción jiqγ , amplificaciones j j
1
,  G Gγ γ y ruido k j,  i ind ncγ γ .  
j i j i j k jj j
1
( , , ) ( )
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V
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3.5
El nodo del árbol que realiza la formación final de la imagen iF utiliza 
los modelos de los subárboles de las magnitudes de la escena calculados.  
i j j  j i j j j  j j i( )( , ) ( , )( , , ( , , )), ( , , ), ( , , )R T R TE S S z f S S IF e m cθρ μ ε γ γ γ ρ μ ε γ ρ   3.6
2.2 Modelado de la hipótesis del sistema de inspección 
El modelado computacional de la hipótesis del sistema de inspección 
desarrolla la transformación ϒ estableciendo el subárbol de conocimiento 
iϒ . Esta etapa del simulador determina la función que detecta los posibles 
defectos en la superficie del motivo. Recrea las características necesarias para 
la inspección del mundo virtual generado a partir de la síntesis de las 
magnitudes de la escena i
iρ  y de la formación de la imagen iF (3.6). 
Además, contempla las características adicionales que facilitan el estudio de 
los datos experimentales y la extracción de conclusiones. En este caso, estas 
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particularidades están asociadas al objetivo doble del desarrollo del 
simulador para validar la hipótesis del aumento en la capacidad de 
percepción y del entorno para la deducción y la generación de hipótesis de 
las arquitecturas del sistema de visión (asociados directamente con los 
criterios de aplicación del desarrollo tecnocientífico). En consecuencia, se 
contempla el rendimiento R y el coste C que ofrece la arquitectura del 
sistema de visión. 
El rendimiento R está relacionado con la eficiencia E y la rapidez (las dos 
condiciones restrictivas que debe cumplir el sistema de inspección) que 
proporciona el sistema para la inspección de una magnitud μi del motivo m. 
Como recordaremos, la eficiencia depende de la capacidad de detectar los 
defectos en las piezas que se encuentran en mal estado y de evitar definirlos 
donde no los hubiera. El objetivo de la rapidez, que impone al sistema las 
restricciones temporales necesarias para trabajar al mismo ritmo de la 
cadena de producción, determinará el tiempo de inspección asociado T. 
El coste C está ligado a los aspectos de mercado de la tecnología 
implicada para la consecución de la arquitectura.  
La simulación del árbol correspondiente a la particularización de la 
transformación i ,e cϒ  generará una nueva imagen del entorno, una nueva 
representación, sobre la que determinar los defectos existentes. La nueva 
representación de la imagen se basa en la consulta de los puntos en los que 
el vector de magnitudes ρ de la escena es el adecuado para la interpretación 
de la imagen. Esta transformación contiene dos nodos que corresponden a 
sus dos particularizaciones: i eφϒ y i ,e cφ−ϒ . 
El modelado computacional del acondicionamiento de la 
medida i eφϒ (3.7) almacena en bases de conocimiento, para cada una de las 
magnitudes μi a inspeccionar, la función de la radiancia de campo Lf (2.19) 
que incidirá en la superficie del motivo m, el rendimiento ReФ y el coste CeФ 
asociado de la arquitectura del sistema de inspección al utilizar dicha 
radiancia.  
i i( , ) ( , , , ), ,e fi e em L s t R Cμ ξΦ Φ Φϒ = Λ  3.7
En cuanto a las características del entorno para deducir y generar las 
hipótesis de las arquitecturas del sistema de visión, la aportación del 
rendimiento ReФ al global R refleja el tiempo TeФ que tarda el sistema en 
establecer la radiancia Lf y la eficiencia EeФ que proporciona esta 
estructuración lumínica.  
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Desde el punto de vista de la hipótesis de trabajo asociada al aumento de 
sensibilidad, el conjunto de desafino aceptable Sd (2.16) que determina cada 
posible radiancia proporciona un espacio sobre el que definir el aumento en 
la capacidad de percepción. El número de elementos del conjunto, |Sd|, da 
una idea de esa capacidad. Cuanto mayor es el cardinal, mayor será el 
aumento producido. El sistema de inspección podrá trabajar en un conjunto 
con un número mayor de puntos de trabajo (escala, iluminación, ángulos, 
etc.). 
Es importante considerar que las características que contribuyen a la 
imagen están interrelacionadas. El conjunto de desafino asociado a cada una 
de las magnitudes ρi de la escena del vector ρ está condicionado por el resto. 
En la figura 3.7 puede observarse esquemáticamente cómo los conjuntos Sd1 
y Sd2 se establecen para un punto de la magnitud ρi. 
 
Figura 3.7 Esquema de la formación del conjunto de desafino Sdi asociado 
a la magnitud de la escena ρi 
Por tanto, conviene considerar el aumento en la capacidad de percepción 
asociada a cada radiancia en términos de alguna función que proporcione una 
medida del número de elementos del conjunto de desafino aceptable Sρi para 
la magnitud ρi comparada con el resto de variables. De esta forma, se podrá 
evitar los máximos para sólo una combinación de magnitudes de la escena. 
Esto es, la función podrá independizar el cardinal del conjunto de desafino 
para una magnitud ρi del resto de variables que intervienen: por ejemplo, 
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El rendimiento asociado a la radiancia (3.8) puede ser considerado como 
una tupla formada por los parámetros de eficiencia y tiempo que 
determinarán las posibles arquitecturas (EeФ y TeФ) y la medida del aumento 
en la capacidad de percepción |Sρi|. 
, ,
ie e e
R E T SρΦ Φ Φ=  3.8
El coste CeФ está asociado, en este caso, a los costes de las fuentes de 
iluminación, de los elementos de posicionamiento, etc. que posibilitan la 
obtención de la estructuración lumínica deseada.  
En la figura 3.8 se muestra gráficamente la organización de las bases de 
conocimiento que establece la transformación i eφϒ . 
 
Figura 3.8 Organización de la base de conocimiento para obtener la 
transformación i eφϒ  
La transformación ϒe-Ф.c establece la sintonización del sistema adecuada 
para percibir los defectos que puedan producirse en las diferentes 
magnitudes del motivo. Determinará los valores del vector ρ adecuados para 
el sistema en términos de sus componentes. El conjunto de desafino 
aceptable para cada uno de ellos Sρi, asociado al rendimiento ReФ (3.8), será 
consecuencia inmediata de estos valores: de las diferentes magnitudes de la 
escala ρE, el ángulo ρθ y la iluminación ρI.  
La sintonización del vector ρ requiere inferir en cualquiera de las 
variables que intervienen en la magnitud de la escena ρi. En el caso de la 
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escala j
Eρ  (3.1) el sistema podrá posicionar el motivo a una distancia 
determinada de la cámara (  ( , )R Tε ), o posicionar la cámara a esa misma 
distancia (  ( , )R Tε ) o bien sintonizar la cámara (izγ , jfγ ) a la escala 
determinada. El procedimiento en el caso del ángulo jθρ  (3.3) es análogo, se 
podrá posicionar y orientar el motivo o la cámara (  ( , )R Tε ). Para el caso de la 
sintonización de la iluminación j
Iρ (3.5), los parámetros del entorno e y de la 
cámara c serán los utilizados. Las variables que permiten conformar los 
valores de las magnitudes de la escena deseadas establecen las tuplas GρE, 
Gρθ, GρI para la escala, el ángulo y la iluminación respectivamente. 
La sintonización en un valor del vector ρ determinará las imágenes en la 
escena del motivo que habrá que capturar con la cámara y que establecerá 
las regiones de interés ROIi (3.9). Estas serán las zonas del motivo en la 
imagen que deberán ser estudiadas en busca de posibles defectos. La unión 
de todas las partes del motivo que se representan en ROI constituye todo el 
motivo (en la ecuación, la función m(ROIi) representa el subconjunto del 
motivo que está siendo proyectado sobre la imagen a la que hace referencia 
ROIi). 
{ }1 2, ,... / ( ),  ( )mi iROI ROI ROI ROI F m ROI mρ= = =∪  3.9
El modelo computacional i ,e cφ−ϒ  (3.10) hace uso, de nuevo, de bases de 
conocimiento que almacenan un conjunto de tuplas GρE, Gρθ y GρI para 
los valores de ρi adecuados en la inspección del motivo completo, 
determinando las regiones ROIi (3.9) de inspección del motivo. El 
modelado de la transformación contempla también el rendimiento Re-Ф.c y el 
coste Ce-Ф.c asociado a la consecución de ρi en cada región ROIi de forma 
análoga a la función i eφϒ . 
i { }, , ,( , ) , , , ,e c i E I e c e cm G G G R Cθμ ρ ρ ρ−Φ −Φ −Φϒ =  3.10
El coste temporal Te-Ф,c del rendimiento Re-Ф.c depende de las magnitudes 
elegidas para la consecución del valor de ρi. Por ejemplo, el coste Te-Ф,c de 
establecer un valor de escala ρE a partir de un cambio en el zoom de la óptica 
puede ser menor que hacerlo mediante un reposicionamiento del motivo o 
de la cámara. El coste Ce-Ф.c vendrá dado por el material tecnológico que 
permite obtener los valores de las magnitudes de la escena asociadas a la 
escala ρE, el ángulo ρθ y la iluminación ρI. En la figura 3.9 se muestra 
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gráficamente la organización de las bases de conocimiento utilizadas en el 
modelado de la transformación i ,e cφ−ϒ . 
 
Figura 3.9 Organización de la base de datos desarrollada para el cálculo de 
la transformación i ,e cφ−ϒ   
La transformación ϒμ determinará los defectos del motivo de inspección. 
La inspección visual de superficies deberá determinar por tanto cada una de 
las magnitudes del motivo y establecer si ha habido un cambio con respecto 
a las que definen el motivo patrón (o motivo no defectuoso).  
 
Figura 3.10 Búsqueda en la BD para realizar la transformación ϒeФ  
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El modelado computacional del árbol correspondiente a la 
particularización de la transformación i μϒ  realiza consultas a bases de 
conocimiento BDμ (3.11) que almacenan imágenes de los motivos a 
inspeccionar sin defecto F(ρ), o características de éstas, para cada una de las 
posibles condiciones del entorno y del calibrado, según las magnitudes ρi 
que se calculan en la transformación i ,e cφ−ϒ . En la figura 3.10 se muestra 
gráficamente la organización de las bases de conocimiento. 
( , ) ( )BD m Fμ ρ ρ=  3.11
La transformación i μϒ  extrae los defectos μmδ de la magnitud μ del 
motivo m a partir de la comparación entre las imágenes o las características 
extraídas de éstas de los motivos almacenados en BDμ, mj, y las de los 
motivos inspeccionados ml.  
i ( ( ( , , )), ( ( , , )) ( ( , , ))i k j j i l j j i j jF m e c F m e c F m e c
μ μ
δρ ρ ρϒ = 3.12
El cálculo realizado por la transformación i μϒ  establecerá las tasas de 
acierto del sistema que marcará la eficiencia Eμ del mismo. El tiempo Tμ 
necesario para la inspección del motivo y el coste Cμ de la realización 
marcarán las últimas etapas de la arquitectura. 
El rendimiento R de la arquitectura para la inspección de una magnitud μ 
del motivo m quedará definida, por tanto, según la ecuación 3.13. La 
eficiencia E de la arquitectura será almacenada en cada una de las 
transformaciones. El tiempo T para la inspección dependerá del tiempo de 
establecer la radiancia TeФ y las magnitudes de la escena Te-Ф,c para la 
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Por último, el coste de la arquitectura C (3.14) dependerá del coste 
tecnológico de todos los elementos implicados en la consecución de la 
arquitectura. 
,( , ) e e cC m C C Cμμ Φ −Φ= + +  3.14
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La secuencia de acciones que debe desarrollar el simulador para realizar 
la inspección completa de los motivos de inspección se muestra en el 
algoritmo 3.1. 
 
Algoritmo 3.1 Algoritmo para la inspección de una magnitud μ del motivo 
m utilizando la hipótesis de trabajo para la arquitectura  
 
1. Compensar la falta de sensiblidad: Establecer la 
transformación ϒe,c (2.13) que permitirá adquirir una imagen del 
entorno de inspección donde la sensibilidad será la adecuada 
para poder determinar los posibles defectos de una función μ 
del motivo m. 
1.1 Acondicionar la medida: Establecer la transformación ϒeФ 
que permite mejorar la percepción de la variable μ del motivo m 
mediante el acondicionamiento ambiental. Se aumentan los 
puntos del conjunto de desafino donde el sistema es capaz de 
percibir.  
 <Lf (s,Λξ,t),R eФ,C eФ>=BD(m, μ); (3.7) 
 Establecer(Lf (s,Λξ,t));  
1.2 Sintonizar: Establecer las variables que deteminan la 
sintonización del sistema para percibir los cambios en la 
función del motivo. Transformación ϒe-Ф.c  
 <{GρS,Gρθ,GρI},R e-Ф,c,C e-Ф,c >=BD(m, μ); 
 Establecer({GρS,Gρθ,GρI}); 
2. Detectar el defecto: Determinar mediante la transformación 
ϒμ  los defectos en la función μ del motivo m. 
 para cada GρS,Gρθ,GρI pertenciente a {GρS,Gρθ,GρI}  
     S=Establecer(GρS,Gρθ,GρI); 
     F1(ρ)=Capturar(md,S); 
     F2(ρ)=BD(m, ρ); 
     Ψ (F1(ρ),F2(ρ));  
Simulación computacional en el método científico 




El diseño de los sistemas de inspección visual que serán ubicados en las 
cadenas de producción tiene una alta componente de desarrollo tecnológico. 
Las características de eficiencia y rapidez conllevan que el diseño sea una tarea 
enormemente crítica. Es necesario el estudio pormenorizado de las piezas o 
productos que se desean inspeccionar así como de las características del 
entorno, del sistema de captura, de la algoritmia, etc.  
La generación automática y la simulación de las hipótesis del sistema para 
inspección utilizando modelos computacionales, repercuten directamente en 
la fiabilidad y el coste de tales sistemas. El estudio permite discernir las 
mejores condiciones para realizar la inspección de superficies especulares 
mediante la evaluación de las arquitecturas que puedan proponerse: en cuanto 
a la resolución y ángulos de captura, la iluminación del entorno, etc.  
Podrá razonarse sobre los mismos antes de llevarlos a la práctica. Las 
conclusiones de la simulación establecerán, por ejemplo, las características 
mínimas del sistema evitando diseños tecnológicos muy complejos que no 
necesariamente deben aportar mayor rendimiento. Este es el caso, por 
ejemplo, de la inspección de piezas cilíndricas. Los sistemas suelen adquirir el 
área lateral mediante la rotación del objeto y la extracción, 
independientemente de las condiciones, de diversas capturas del mismo. En 
este caso, el generador de hipótesis podría determinar la cantidad de imágenes 
a extraer mediante el estudio de la capacidad de percepción del sistema ante 
los ángulos de percepción. 
Formalmente se define el conjunto A de las posibles arquitecturas para la 
inspección visual de un conjunto de motivos MI según la ecuación 3.15. Una 
arquitectura a queda definida como un conjunto ordenado de tuplas que 
contienen las características para realizar las transformaciones ϒeФ y ϒe-Ф,c. 
Este conjunto ordenado contiene el plan de trabajo para la inspección del 
conjunto MI.  
{ }{ },( , ), ( , ) : ( )e i j e c i j i IA a m m m Mμ μΦ −Φ= = ϒ ϒ =∪  3.15
El orden de los motivos a inspeccionar, de las condiciones de radiancia 
(3.7) y de las magnitudes que determinan la sintonización adecuada (3.10) 
definen las características que marcarán el rendimiento R y el coste global C 
para la inspección de un conjunto de motivos. La elección de la arquitectura 
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a, del conjunto A, de las posibles para inspección de MI vendrá determinada 
por diferentes criterios relacionados con ese rendimiento R y coste C: 
minimización de costes, maximización de rendimiento, maximización de la 
relación rendimiento/coste, etc. 
Se busca, por tanto, una arquitectura a que optimice una función objetivo f 
(3.16) relacionada con los criterios de coste y rendimiento establecidos en la 
fase de especificación del sistema: 
( )( ) ( ), ( )f a G R a C a=  3.16
El generador y simulador de hipótesis del sistema de inspección debería 
ser capaz de proporcionarnos las condiciones en las que el sistema de visión 
es capaz de percibir los defectos que puedan producirse, las condiciones 
óptimas para la percepción (decidir los parámetros adecuados de la 
arquitectura). Para ello, el entorno de cuantificación y evaluación (ver figura 
3.11) necesitará generar los motivos para la inspección (y sus defectos), las 
radiancias y las magnitudes ρi adecuadas para la sintonización del sistema. Por 
último, la evaluación de las arquitecturas se realizará según los criterios 
descritos anteriormente. 
 
Figura 3.11 Etapas del modelo computacional para la generación de 
hipótesis para inspección visual de superficies especulares 
3.1 Acondicionamiento  ambiental  para  aumentar  la 
capacidad de percepción 
El modelo de inspección propuesto desarrolla el aumento en la 
capacidad de percepción de los defectos mediante la ampliación de las 
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diferencias de los valores de las magnitudes de entrada. Estructura la energía 
lumínica que alcanza al motivo para favorecer la perceptibilidad de los 
cambios en el mismo. La estructuración, tanto espacial como temporal, 
permite generar un patrón que, modulado por el motivo, deformándolo de 
alguna manera, se asocie a unas determinadas características del 
fotorreceptor. La deformación que produce un motivo con defectos deberá 
favorecer el cambio de energía que alcanza un determinado fotorreceptor 
con respecto a la deformación original. 
Las diferentes transformaciones ϒeФ que pueden proponerse en el 
generador de hipótesis quedan establecidas a partir de las radiancias Lf según 
los parámetros s, Λ, ξ y t (2.19). Resulta útil definir una serie de 
características que deben cumplir las funciones de iluminación en su tarea de 
ampliación de las diferencias en las magnitudes de entrada al sistema. Ésas 
se analizarán desde la perspectiva del motivo ya que es el objeto de medida y 
el que deformará el patrón de iluminación.  
Es interesante que la función s (3.17) realice una partición de toda la 
superficie del motivo μS en un conjunto disjunto de regiones Ai en un 
instante t. 
{ }1 2( , ) , ,...,S ns t A A Aμ =  3.17
En cada una de las regiones Ai se fija una potencia Φ de acuerdo con el 
conjunto de potencias Λ y la función ξ. Ésta configura la potencia a partir de 
las características del entorno relacionadas con la radiancia de las fuentes 
generadoras de luz de la escena εLλ y de las modulaciones de transmisión. 
Por ejemplo, se podrá establecer una fuente de iluminación con las 
características necesarias para que la potencia lumínica radiada por la misma 
incida en la región Ai que ilumina.  
Las regiones Ai dispuestas en el motivo tienen una serie de regiones 
adyacentes que conforman el conjunto de regiones vecinas a la misma 
V(Ai). Se define el contraste WV (3.18) como una medida del gradiente de la 
iluminación, en el espacio del motivo, para el conjunto de las nv regiones 
vecinas V(Ai). El interés del contraste WV es proporcionar una medida de la 
variación del valor de las potencias espectrales tanto en la amplitud como en 
el espacio. El promedio del contraste Weber1, adaptado a las potencias 
espectrales, de la región A con cada una de sus regiones adyacentes Vi 
calcula la variación del valor en la amplitud. El segundo factor de la 
                                                     
1 El contraste Weber relaciona la luminancia del área de interés más brillante con aquella adyacente 
más oscura: C=(Lmax – Lmin) / Lmin 
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ecuación (3.18) permite determinar el promedio anterior por unidad de 
superficie (función S), formada por las regiones A y sus vecinas, 
estableciendo la medida espacial.  
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( )
1( , , ( ))
( , ( ))
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La media de los contrastes WV de los nc conjuntos de regiones vecinas de 
un motivo m define el contraste Wm en el mismo: 
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3.19
El objetivo de la función ξ es establecer una distribución de las potencias 
espectrales de la iluminación en el motivo que configuren un alto contraste 
en el motivo Wm. La irradiancia del motivo influye activamente en el proceso 
de percepción aunque el contraste que se produce en la imagen dependerá 
finalmente de la sintonización de la transformación ϒe-Ф,c. La imagen 
formada por la proyección de la radiancia que llega a la óptica constituirá, a 
su vez, una serie de regiones cuyo contraste será función del calculado en el 
motivo. Un valor alto del contraste Wm determinará que el patrón establece 
una mayor diferencia entre fotorreceptores adyacentes. Las diferencias 
mejoran el resultado de la detección cuando existan defectos en el motivo 
con respecto a contrastes bajos (por ejemplo, ante una irradiancia homogénea 
de contraste nulo).  
( ( ))
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La relación de la mejora en la capacidad de detección y el contraste será 
dependiente de las características de las desviaciones que se produzcan en el 
motivo. El interés del aumento del contraste debería centrarse en las 
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regiones que deformarán el patrón original (el establecido por el motivo 
perfecto): los defectos. Por tanto, se define, de igual forma el contraste WV 
(3.18), el contraste por defecto Wd (3.20) como una medida del gradiente de 
la iluminación en el espacio del defecto. En este caso, la variación del valor 
se debe a las nd potencias espectrales de las áreas Ai que se proyectan sobre 
el defecto P(Ai) y sólo en el área de las alteraciones de las magnitudes del 
motivo, S(μi).  
El valor de Wd proporciona una medida del contraste en relación con las 
desviaciones que se produzcan en el motivo. Las transformaciones ϒeФ 
diseñadas para proporcionar un alto contraste en el motivo Wm pueden 
comportarse como aquellas de bajo contraste y viceversa si las dimensiones 
del área lumínica, proyectada en la superficie, son mayores o iguales a las 
desviaciones del defecto S(μi) y, además, ocupan todo el defecto. Por 
ejemplo, en la figura 3.12 se muestra un ejemplo de configuraciones de 
irradiancia con diferentes contrastes de motivo Wm y mismo contraste por 
defecto Wd. 
 
Figura 3.12 Diferentes funciones de contraste de motivo y de defecto. 
El generador de radiancias, asociado a la transformación ϒeФ del entorno 
para la realización de hipótesis de sistemas para inspección, deberá 
contemplar varias radiancias Lf con distintos contrastes por defecto Wd que 
conformarán diferentes rendimientos R y costes C para la arquitectura. Para 
la elección de la función lumínica se podrá construir una base de 
conocimiento BDeФ que contenga para cada magnitud μ del motivo m el 
conjunto de transformaciones ϒeФ (ver figura 3.13).  
Dado que se deberá decidir una determinada radiancia del conjunto 
establecido en el acceso a la base de datos BDeФ, ésta se podrá reorganizar 
para que el acceso a las radiancias sea más adecuado o para hacer conjuntos 
de soluciones más pequeños. Por ejemplo, uno de los casos interesantes es 
el de reducción de los costes asociados a la transformación ϒeФ mediante la 
utilización de la misma función lumínica para la inspección de varias 
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ordenación de la radiancia en la BDeФ, se podrá obtener el coste y el 
rendimiento para cada una de ellas en cada conjunto de motivos, de 
funciones de motivos o de ambos. De esta forma, la selección de la radiancia 
se podrá realizar sobre ese conjunto, reduciendo la complejidad.  
 
Figura 3.13 Base de conocimiento BDeФ para almacenar el conjunto de 
transformaciones ϒeФ para la elección de la arquitectura de inspección 
En la figura 3.14 se observa la reorganización de la base de datos BDeФ 
mediante la ordenación de la función lumínica y la agrupación de los valores 
asociados a un conjunto de magnitudes del motivo.  
 
Figura 3.14 Reorganización de la base de datos de sensibilidades BDeФ a 
partir de la función lumínica para reducción de costes 
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3.2 Sintonización de la inspección 
La sintonización de la inspección determinará las magnitudes de la 
escena donde la inspección de los motivos a través de la transformación ϒe-
Ф.c es satisfactoria. Establecerá, por tanto, cuál es la escala de percepción 
adecuada ρE, el ángulo entre la cámara y el motivo ρθ, y, por último, las 
condiciones de iluminación ρI donde el sistema es capaz de percibir los 
defectos. Estos puntos difieren según las transformaciones ϒeФ que se 
establezcan, los motivos m y sus variables μi. Se trata, pues, de determinar las 
magnitudes ρi en las que la sensibilidad del sistema es la adecuada para la 
percepción de los defectos. Esto es, el radio de las bolas de similitud 
adecuadas para la discernibilidad entre motivo que deberá establecerse en 
los criterios de diseño del sistema de inspección. Ése podrá ser diferente 
según las restricciones que se establezcan a la hora de especificar el sistema 
de inspección adecuado.  
El estudio de las magnitudes de la escena en las que la sensibilidad es la 
adecuada determina el conjunto de desafino Sd en el que el sistema puede 
trabajar (para un motivo dado y sobre una magnitud del mismo). Este 
estudio implica la sintonización del sistema en todas las magnitudes de la 
escena ρi. Será útil definir un intervalo de los diferentes valores que puedan 
tomar para cada una de ellas (en la escala ρE, el ángulo ρθ y la iluminación 
ρI) y establecer un subconjunto de magnitudes de la escena. Para cada 
variable μi del motivo m se dispondrá de cada una de las condiciones de 
radiancia según la transformación ϒeФ y se sintonizarán las magnitudes de la 
escena, del subconjunto definido para el estudio, para calcular la sensibilidad 
del sistema. El proceso deberá repetirse para cada motivo y con diferentes 
defectos en μi.  
El concepto de sensibilidad, extendido a la capacidad de percepción del 
sistema en las condiciones en las que se realiza, está relacionado con la 
detección de los defectos que proporciona la arquitectura para inspección. 
Se calcula la diferencia entre las imágenes de un motivo defectuoso mj y un 
motivo sin defectos mi (motivo patrón) para extraer los defectos mδ (3.21). 
La diferencia es acorde a la transformación ϒμ especificada y tiene como 
objetivo ser una medida independiente de cualquier otra transformación que 
pueda ser escogida ad hoc. 
( ( , , )) ( ( , , )) ( ( , , ))i jF m e c F m e c F m e cδρ ρ ρ= −  3.21
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Además, para que la diferencia entre las imágenes sea independiente de la 
captura, el motivo defectuoso mj (3.22) dispondrá de una serie de defectos 
mδ, en cada μi, distribuidos de manera uniforme en la superficie del motivo. 
Se aplicará una función de síntesis de defectos syndef sobre el motivo patrón 
mi.  
( , )j im syndef m mδ=  3.22
La relación entre el número de puntos en la imagen con diferencias de 
las imágenes capturadas en las magnitudes de la escena ρi y el número de 
puntos que representarían los defectos T(m,e,c) proporcionan la eficiencia 
de la transformación ϒμ. La utilizaremos como medida de la sensibilidad del 
sistema, de la capacidad de percepción de los defectos, y se almacenará en 
una base de conocimiento BDδ (3.23) a la que llamaremos base de datos de 
sensibilidades. 
#( ( ( , , )))( , , , , , )
# ( , , )i e S A I
F m e cBD m




ρμ ρ ρ ρΦϒ =  3.23
En la siguiente figura se muestra gráficamente la organización de la base 
de datos BDδ para las magnitudes de escala ρE, ángulo ρθ e iluminación ρI. 
 
Figura 3.15 Base de conocimiento BDδ que almacena la sensibilidad de la 
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La sintonización del sistema en el subconjunto de magnitudes de la 
escena deseadas determina un conjunto de regiones ROIi (3.9) del motivo 
que deberán ser capturadas. Es decir, la sintonización en la imagen se realiza 
para un conjunto de puntos del motivo, no para todo el motivo. Dado que 
es necesario recorrer todo el objeto para determinar los defectos, 
dependiendo de las características del motivo, de los puntos de 
sintonización y de las características del sistema de adquisición, el número 
de regiones ROIi a capturar podrá ser dinámico. La elección de las regiones 
podrá realizarse de modo supervisado o de modo automático. 
El sistema debería tener en cuenta la sensibilidad en el subconjunto de 
magnitudes escogidas para cada una de las regiones ROIi y determinar el 
conjunto de desafino aceptable en cada una de ellas.  
Por otro lado, dependiendo de las características de los motivos, la 
sintonización del sistema en un determinado valor del vector ρ (establecidas 
las magnitudes de escala, ángulo e iluminación) podrá determinar, en la 
práctica, diferentes puntos de trabajo en la imagen, más valores para las 
diferentes ρi. El esquema se muestra en la figura 3.16. Suponiendo que el 
campo de visión de la cámara es el dibujado, la sintonización para el ángulo 
ρθ de la región (figura 3.16a) comprendería valores entre -90º y 90º. En la 
figura 3.16b se observa el caso de la sintonización para la escala ρE. 
 
Figura 3.16 Magnitudes de la escena ρ asociadas a una región ROIi del 
motivo par la sintonización del sistema en un punto del mismo 
Los valores de las magnitudes de la escena podrán utilizarse para 
construir la base de datos de sensibilidades BDδ. En este caso, la 
sintonización del sistema se realizará en un punto característico o de 
referencia de la región ROIi de estudio, χC.  
El conjunto de operaciones para construir la base de datos de 
sintonización, utilizando las diferentes magnitudes ρi de las regiones ROIi, 
puede observarse en el algoritmo 3.2. El generador de hipótesis determina 
a) b)
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las condiciones de la transformación ϒeФ y el subconjunto de magnitudes 
adecuado para todas las regiones ROIi mediante la función Set. Ésta fija las 
condiciones ambientales y establece la escala de percepción ρE, la 
iluminación ρI, y los ángulos ρθ en el mundo virtual. La función Capture 
sintetiza la imagen del motivo patrón mi, y del motivo con los defectos mj. 
La diferencia entre estas dos imágenes determina la imagen de los defectos. 
La función WorkPoints determina el conjunto P de magnitudes de la escena 
en la región de interés ROIi captada por la cámara. Para cada ρi de P se 
anota la sensibilidad asociada en la base de datos BDδ. La anotación se 
realizará mediante la función Write utilizando alguna variable estadística para 
la sensibilidad asociada ya que la combinación ROIi y ρi puede aparecer más 
de una vez.  
 
Algoritmo 3.2 Algoritmo para construir la base de datos de sensibilidades 
BDδ utilizando todos los valores de ρi de las regiones ROIi 
El conjunto de regiones ROIi a capturar para un determinado motivo 
también podrá establecerse automáticamente a partir de las magnitudes de la 
escena ρi. El algoritmo para la construcción de la base de datos de 
sensibilidades BDδ dinámicamente (ver Algoritmo 3.3) toma como punto de 
partida el propuesto en la figura 3.2 y añade ciertas funcionalidades. La 
función Init fija en el motivo una serie de puntos χC que proporcionan las 
regiones iniciales del motivo. Por ejemplo, el menor número de regiones 
posible que abarquen todo el objeto. La sintonización del sistema en las 
diferentes magnitudes ρi generará nuevas regiones ROIi que posibilitarán la 
construcción de la base de datos iterativamente. En el caso de que la región 
a capturar por la cámara (dado por la función Region) sea menor que la 
región inicial, la función Add añade las regiones Rn resultado de la diferencia 
entre estas dos. En otro caso, las magnitudes de la escena asociadas a una 
región ROIi dada una sintonización podrán rechazarse. 
para cada ROIi=1..r 
    para cada ϒeФ =1..n  
        para cada ρ=ρmin..ρmax 
  S=Set(ϒeФ, ρI, ρS, ρA,); 
  F(ρ(mi,e,c))=Capture(mi,S); 
  F(ρ(mj,e,c))=Capture(mj,S); 
  F(ρ(mδ,e,c) = |F(ρ(α,e,c))- F(ρ(β,e,c))| (3.21); 
  P=WorkPoints(mi, S) 
  para cada ρ perteneciente a P 
      BDδ(k, ROIi)=Write(BD(k), #F(ρ(mδ,e,c)/#T(mδ,e,c); (3.23)  
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Algoritmo 3.3 Algoritmo para construir la base de datos de sensibilidades 
BDδ dinámicamente 
La construcción de la base de datos de sensibilidades puede llegar a ser 
muy costosa. El sistema debe sintonizar todas las magnitudes de la escena 
contempladas en el estudio para todas las regiones de interés del motivo. 
Dependiendo de las características del motivo y de la calibración de los 
parámetros del sistema, las imágenes de las regiones ROIi pueden compartir 
características. Es posible definir un subconjunto de ROI (3.9) con las 
regiones ROIi que son diferentes. El subconjunto contiene las regiones 
características CRi (3.24). 
{ }1 2, ,..., / ( ),  mn iCR CR CR CR CR F CR ROIρ= ∈ ⊆  3.24
Es posible reducir el coste de la búsqueda o de la creación de la base de 
datos BDδ si el sistema calcula la sensibilidad solamente en las regiones CRi.  
La utilización de regiones características puede observarse 
esquemáticamente en la figura 3.17. En la figura 3.17a, la región ROIA de 
estudio y la región característica CRA coinciden. En la figura 3.17b, las 
características del motivo y de los puntos de sintonización determinan la 
captura de tres regiones ROIA, ROIB y ROIC que comparten las mismas 
características. Tan sólo es necesario, en este caso, el estudio de una de ellas 
que actuará de región característica, por ejemplo la región ROIA.  
Independientemente de cómo se haya calculado la base de datos BDδ 
(utilizando el rango en la sintonización de las regiones o sólo el valor 
ROI=Init(α,c); 
para cada ROIi perteneciente a ROI; 
    para cada ϒeФ =1..n  
        para cada ρ=ρmin..ρmax 
  S=Set(ϒeФ, ρI, ρS, ρA,); 
 Rn=Region(S); 
 si (ROIn<ROIi) 
     ROI=Add(ROI,ROIi) 
  F(ρ(mi,e,c))=Capture(mi,S); 
  F(ρ(mj,e,c))=Capture(mj,S); 
  F(ρ(mδ,e,c) = |F(ρ(α,e,c))- F(ρ(β,e,c))| (3.21); 
  P=WorkPoints(mi, S) 
  para cada ρ perteneciente a P 
     BDδ(k,ROIi)=Write(BD(k), #F(ρ(mδ,e,c)/#T(mδ,e,c); (3.23) 
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sintonizado, estableciendo las regiones automáticamente, etc.), se almacenan 
las sensibilidades para las diferentes magnitudes de la escena sobre las que 
decidir la configuración de la base de datos para la transformación ϒe-Ф.c. 
 
Figura 3.17 Proceso iterativo para detectar regiones en el motivo 
La transformación ϒe-Ф.c podrá ser elaborada a partir de las consultas a 
las base de datos BDδ para determinar las magnitudes ρi en las que la 
sensibilidad del sistema es la adecuada para la percepción de los defectos. Se 
determina el conjunto de desafino Sd que establecerá las magnitudes para 
formar la sintonización en las diferentes regiones ROIi del motivo.  
 
Figura 3.18 Organización de la base de datos BDe-Ф,c para el cálculo de la 
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Se podrá construir una base de conocimiento BDe-Ф,c (figura 3.18) para la 
elección de las características de las magnitudes que conforman la 
sintonización adecuada en el diseño de la arquitectura. En esta se 
almacenará, para cada μi del motivo m y según la transformación ϒeФ, un 
conjunto de condiciones de escala GρE, ángulo Gρθ e iluminación GρI. Los 
conjuntos contienen las características de la captura de las imágenes de 
inspección, de las regiones ROIi del motivo.  
La elección de las condiciones para la sintonización de las diferentes 
regiones determinará la transformación i ,e cφ−ϒ . De nuevo, es posible el 
acceso de forma más adecuada a BDe-Ф,c o para hacer conjuntos de posibles 
soluciones más pequeños. En estos casos, es interesante la reducción de 
costes totales que está relacionada con la utilización de las mismas 
sintonizaciones (mismas magnitudes de escala GρE, ángulo Gρθ e 
iluminación GρI) para la inspección de varias características del motivo e, 
incluso, para varios motivos. Por ejemplo, se podrán determinar los 
conjuntos máximos de sintonización para la inspección de varias magnitudes 
μi (ver figura 3.19), de motivos o de ambos.  
 
Figura 3.19 Búsqueda en la BD para realizar la transformación ϒeФ  
m 
μi 
ϒeФ   
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El algoritmo para realizar el prototipado de sistemas de inspección 
quedará de la siguiente forma:  
 






1. Establecer motivos: Establecer el conjunto de motivos sobre 
los que trabajará el entorno de prototipado de sistemas de 
inspección. 
1.1 Motivo de referencia: Establecer las características del motivo 
objetivo de inspección α. 
1.2 Motivos de Inspección: Establecer el conjunto de motivos β 
defectuosos para la inspección. Esto es para cada una de las 
funciones μ que queramos inspeccionar y para cada variación de 
defectos δ que se quiera establecer, se sintetizarán una serie 
motivos β.  
 para cada δ i i=1..n 
    βi =syndef(α, δi); (3.22) 
 finpara 
2. Acondicionamiento de la medida: Establecer un conjunto de 
funciones lumínicas de acondicionamiento ϒeФ con distintos 
contrastes Wd 
3. Sintonización de la inspección: Determinar los puntos de 
trabajo del sistema (escala, ángulo, iluminación, etc.) para la 
inspección satisfactoria del motivo α.  
3.1 Construcción de BD sensibilidades: Construcción de la 
base de datos de sensibilidades a partir de la comparación de los 
motivos de inspección  βi con el motivo α en los distintos puntos 
de trabajo. (Figura 3.3) 
3.2 Sintonización: Construcción de la base de datos de 
sintonización ϒe-Ф,c . 
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Capítulo 4   
Experimentación 
El objetivo principal de este capítulo es el de validar  la hipótesis de trabajo 
que  permite  compensar  la  falta  de  sensibilidad para  ciertos  intervalos  de  las 
magnitudes de la escena. El trabajo hace hincapié en el acondicionamiento de la 
entrada  visual  para  aumentar  la  capacidad  de  percepción  del  sistema  de 
inspección.  El  aumento  se  medirá  a  través  del  número  de  valores  de  las 




de  conocimiento  para  la  sintonización  del  sistema,  determinarán  las 
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1. Condiciones  del  estudio  para  la 
validación de las hipótesis 
El simulador para inspección visual de superficies especulares se utiliza 
en la experimentación para validar las hipótesis de trabajo. Desarrolla los 
aspectos relacionados con la evaluación del aumento de la sensibilidad y la 
generación de arquitecturas mediante un entorno de cuantificación y 
evaluación de las mismas. El generador permite determinar los valores de las 
magnitudes de la escena ρ en los que la sensibilidad es la adecuada para la 
percepción. El estudio permite extraer las conclusiones necesarias para el 
desarrollo de las arquitecturas en cuanto a la iluminación a escoger, la escala 
y el ángulo de percepción de los defectos. 
El interés del estudio del universo es el de determinar la influencia del 
acondicionamiento ambiental sobre la percepción del motivo. Las 
condiciones para el desarrollo del simulador, empleado en esta etapa, están 
enfocadas a la realización de una experimentación controlada para medir la 
radiancia del motivo Ls —relacionada con las características de la iluminación 
del entorno (de la irrandiancia en el motivo E), la reflectancia del motivo de 
inspección y la disposición en el espacio del dispositivo de visión. Con el 
objetivo de no influir en la medida, se considera un sistema de percepción 
ideal, donde la influencia de la radiancia del motivo es la determinante para 
formar la irradiancia en la imagen i imE  (3.4).  
1.1 Motivos de inspección 
Las magnitudes μi, que definen los motivos de inspección m (2.9) 
desarrollados en la experimentación, están acotadas a la función que define 
la geometría del motivo μS (2.6) y al índice de refracción μn (2.8), calculado a 
partir de las características electromagnéticas del material (2.7).  
La función μS establece una serie de planos de 12 x 12 mm2. El objetivo 
de utilizar planos es simplificar las pruebas ya que se puede ejercer un mayor 
control sobre los ángulos con el sistema de percepción y de la ubicación de 
los defectos en el motivo, para las diferentes condiciones lumínicas 
utilizadas. La función μS determina los puntos del espacio local al motivo 
independientemente de su forma microscópica ya que es compleja de 
obtener y costosa de establecer. La rugosidad de la superficie se calcula 
mediante el modelo de distribución (B.6) de Beckmann (Beckmann y 
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Spizzichino, 1963) por coherencia con la Función de Distribución de Reflectancia 
Bidireccional (BRDF) del universo de la experimentación.  
 
Figura 4.1 Características del cromo a 25º C para diferentes longitudes de 
onda. a) Índice de refracción complejo. b) Ecuaciones de Fresnel 
El índice de refracción μn de la superficie del motivo permite definir la 
experimentación sobre motivos con diferentes características 
electromagnéticas: motivos metálicos y dieléctricos. 
 
Figura 4.2 Ecuaciones de Fresnel para los materiales utilizados en la 
experimentación. a) Metálico (μn: 2’8 y μni: 3’2). b) Dieléctrico (μn: 1’6) 
Las características de reflexión del cromo se han utilizado para definir los 
motivos metálicos. Este elemento posee un índice de refracción complejo 
(μn componente real y μni imaginaria) a una temperatura de 25º C (Jonnson y 
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en la figura 4.1a. El comportamiento del material es similar ante diferentes 
longitudes de onda, si se analiza a partir de las ecuaciones de Fresnel para 
los índices de refracción del mismo (ver figura 4.1b). El promedio de la 
desviación estándar, para todas las longitudes de onda de la luz visible en 
todos los ángulos, es inferior a una centésima (0’0098). Es posible aproximar 
el índice de refracción mediante el promedio de su índice real μn (2’8) e 
imaginaria μni (3’2) para todo el conjunto de longitudes de onda que se 
utiliza en la experimentación. Los índices promedio proporcionan los 
valores de las ecuaciones de Fresnel que podemos observar en la figura 4.2a. 
 
Figura 4.3 Ejemplos de iluminación local utilizando Cook-Torrance para 
los parámetros de experimentación. a) Motivo dieléctrico. b) Motivo 
metálico 
Motivo Dieléctrico Metal 
μS Plano Plano 
dm 0.1 0.1 
KD (0.6,0.6,0.6) (0.6,0.6,0.6) 
KS (0.6,0.6,0.6) (0.6,0.6,0.6) 
S 0.75 0.75 
μn / μni 1.6 / 0 2.8 / 3.2 
Tabla 4.1 Parámetros para construir la reflectancia utilizando Cook-Torrance 
Los motivos dieléctricos tienen un índice de refracción μn de 1.6 para 
todo el conjunto de longitudes de onda. Los coeficientes de reflexión para 
las ecuaciones de Fresnel, tal y como se puede observar en la figura 4.2b, 
b) a) 
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son bajos entre un 5% y un 10%, aproximadamente, para ángulos entre 0º y 
60º.  
Las características de los motivos utilizando la función BRDF propuesta 
por Cook y Torrance (Cook y Torrance, 1981) se muestran en la Tabla 4.1. 
En la figura 4.3 se puede observar la aplicación de la función Cook-
Torrance para la formación de la imagen para dos motivos dieléctrico (figura 
4.3a) y metálico (figura 4.3b) con diferentes geometrías μS (el logotipo de 
Mercedes-Benz y una semiesfera). 
Defecto Hendidura Rasposidad Cromático 
μS Concavidad (d=0.6) Convexidad (d=0.6) Plano (0.6x0.6)
dm (0.6,0.6,0.6) (0.6,0.6,0.6) (0.4,0.4,0.4) 
KD (0.6,0.6,0.6) (0.6,0.6,0.6) (0.4,0.4,0.4) 
KS 0.75 0,75 0.75 
S 0.1 0.1 0.1 
μn / μni (Dieléctrico/Metal) (Dieléctrico/Metal) (Dieléct./Metal)
Tabla 4.2 Parámetros Cook-Torrance para construir los defectos 
 
Figura 4.4 Motivos defectuosos utilizados en la experimentación. a) 
hendidura. b) rasposidad c) cambio cromático 
Las desviaciones de las magnitudes μi que permitirán definir los defectos 
sobre los que experimentar se calculan con la función de síntesis de defectos 
syndef sobre los motivos patrón mi (3.22). Las características de estos motivos 
defectuosos mj utilizando el modelo Cook-Torrance se muestran en la Tabla 
4.2. La experimentación se centra en las desviaciones de los valores de las 
magnitudes del motivo en su superficie, considerando tres tipos de defectos 
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(dos cambios en la topografía y un cambio cromático) mδ: hendidura (figura 
4.4a), rasposidad (figura 4.4b) y cambio de color (figura 4.4c). Se han 
distribuido uniformemente sobre el área total del plano 25 defectos. Los 
defectos topográficos tienen un diámetro de 0,6 mm y los cambios 
cromáticos miden 0’6 x 0’6 mm2. 
1.2 Acondicionamiento  ambiental  para  aumentar  la 
capacidad de percepción 
La transformación ϒeФ (2.19), que determinará la ampliación de las 
diferencias de entrada al sistema, define la radiancia de campo Lf a partir de 
los parámetros s, Λ, ξ y t (2.19) desde la perspectiva del motivo, ya que es el 
objeto de medida y el que deformará el patrón de iluminación. Sin embargo, 
también es interesante definir estos parámetros en términos de las 
magnitudes del entorno: del patrón lumínico. 
 
Figura 4.5 Configuración de los parámetros para la transformación ϒeФ en 
el dominio del motivo y del entorno 
La radiancia de campo Lf en el motivo de inspección (que establece las 
regiones de iluminación en la superficie según la función s, el conjunto de 
potencias espectrales diferentes Λ y la función ξ) es función de la radiancia 
LS que emiten las fuentes de iluminación del entorno. La radiancia LS puede 
especificarse a partir de la superficie dada por la función sl que emite con 
unas determinadas características lumínicas Λl (potencias espectrales) que 
están distribuidas según la función ξl. En la figura 4.5 podemos observar 
esquemáticamente las características de las radiancias LS y Lf. 
La transformación D (4.1) realizará la conversión, según sea conveniente 
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contemplando las magnitudes del motivo m (configuración espacial del 
motivo) y del entorno e (posiciones de los elementos del entorno, índices de 
refracción, etc.) ya que dependen del valor de las magnitudes de la escena en 
un momento dado. Centrar el estudio en los parámetros que conforman la 
radiancia de campo Lf implica contemplar ajustes en las características del 
patrón de iluminación para cualquier cambio en los valores de las 
magnitudes de la escena (por ejemplo de las posiciones de los elementos, de 
la orientación, incluso del índice de refracción del medio). 
1
( , , , ) ( , , , )
( , , , ) ( , , , )
D
s l l l f
D
f s l l l
L s t L s t




Λ ⎯⎯→ Λ  
4.1
La experimentación se centra en el estudio de los parámetros en el 
dominio de la iluminación, mediante la radiancia de la superficie LS (de las 
fuentes de iluminación) debido, por un lado, a la dificultad de mantener una 
radiancia de campo Lf en el motivo y, por otro, al objetivo de estudiar la 
ampliación en la capacidad de percepción que producen las condiciones 
lumínicas.  
El objetivo es definir las configuraciones lumínicas según diferentes 
valores para el contraste en el dominio de la iluminación Wl. El contraste de 
la función lumínica se define de la misma forma que el del motivo Wm (3.19) 
contemplando, en este caso, la superficie lumínica (en lugar de la del 
motivo). Para ello, se definirán los valores de los parámetros ξl, Λl, sl para 
que contemplen diferentes valores del contraste en la vecindad de un área de 
la superficie lumínica Wvl (definido como Wv (3.18)). En este caso, el 
gradiente de la iluminación conviene expresarlo según la variación en la 
amplitud WA (primer factor del contraste Wv) y en el espacio WS (segundo 
factor de la ecuación (3.18). Por último, se tomará el tiempo t como 
constante. 
Las regiones de iluminación configuradas por sl (que permitirán formar 
las áreas Ai en el motivo (3.17) y éstas, a su vez, las regiones en la imagen) 
estarán definidas en un plano. El conjunto de luces conformarán 
cuadriláteros paralelogramos ROLi para que toda la extensión pueda ser 
definida con diferentes condiciones. 
Comenzamos el análisis por las características lumínicas que permiten 
fundamentalmente la variación en el espacio WS. Además, con el objetivo de 
ayudar en la concepción de la función lumínica, se configura en el plano una 
rejilla con diferentes regiones ROGi. Las áreas ROLi definidas por sl serán 
un subconjunto de ROGi. El objetivo es que la variación de los valores 
lumínicos en el espacio, que influirá en la función contraste lumínico Wvl, 
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sea sobre una base ortogonal. La simplicidad en el control de las 
condiciones del entorno motiva las decisiones asociadas a la función sl. 
La función ξl establecerá las potencias espectrales en cada una de las 
áreas ROLi del plano de iluminación y determinará que las diferencias 
lumínicas se produzcan en una (X o Y) o en las dos dimensiones de la rejilla 
(X e Y).  
La desviación en una de las dimensiones de la rejilla (ver figura 4.6) 
configura unas características lumínicas diferentes sólo en posiciones 
adyacentes de las regiones en uno de los ejes. Dado un conjunto Λ de n 
potencias espectrales, el valor asociado a la región ROGl de la rejilla en la 
posición (x,y) local al plano del entorno εSi (2.1) vendrá determinado por la 
ecuación 4.2 (en este caso, las diferencias se producen en el eje X). La vecina 
de la región ROGl en el eje Y, Vy, tiene el mismo valor mientras que en el 
eje X, Vx, el valor de longitud de onda es diferente. La definición, por tanto, 
de la región lumínica ROLi se convierte en un rectángulo de alto igual que el 
de la rejilla.  
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Figura 4.6 Formación del entorno lumínico con diferencias en una 
dimensión. a) Distribución de las luces. b) Resultado con diferentes 
potencias espectrales Λl 
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4.3
El esquema para la configuración lumínica con diferencias en las dos 
dimensiones puede observarse en la figura 4.7. La potencia espectral es 
diferente en toda la vecindad asociada a una región ROGi de la rejilla. En 
este caso, las rejillas ROGi y las áreas ROLi del plano de iluminación 
coinciden. Dado un conjunto de n potencias espectrales Λ, el valor 
correspondiente para cada una de las áreas ROLl en la posición (x,y) local al 
plano del entorno vendrá determinado por la ecuación 4.3. 
 
Figura 4.7 Formación del entorno lumínico con diferencias en dos 
dimensiones. a) Distribución de las luces. b) Resultado con diferentes 
potencias espectrales Λl 
Las longitudes de onda λ son las características lumínicas que hemos 
contemplado para las variaciones en los valores de la amplitud WA. Son las 
únicas que hemos considerado para establecer valores diferentes para las 
potencias espectrales Λl de la iluminación que, además, contienen radiación 
sólo para una longitud de onda del rango visible (luces monocromáticas). El 
resto de las características de la radiación se mantienen constantes 
(polarización, potencia, etc.) para cada luz. De esta forma, la función de 
contraste de la función lumínica en la vecindad Wlv se podrá simplificar 
según la ecuación (4.4). Se establecerá el contraste de la función lumínica 
global Wl con el promedio para todas las vecindades del contraste anterior. 
a) b)
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Se utilizarán dos configuraciones para las variaciones en amplitud WA: 
aquellas en las que las diferentes longitudes de onda de Λl se ordenan de 
menor a mayor (función Lineal) y aquellas en las que se establece una 
ordenación entrelazada para el conjunto Λl (función Entrelazado). 
( ) 1( , ( )) /
( , ( ))
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Figura 4.8 Configuraciones lumínicas para el estudio del contraste en 
amplitud a) Función Lineal. b) Función Entrelazado 
La función Lineal establece potencias espectrales con longitudes de onda 
próximas para regiones adyacentes (ver figura 4.8a). Dado un conjunto Λl de 
n potencias espectrales, la configuración lumínica para el área ROLl será 
aquella que minimice las distancias de longitudes de onda entre sus vecinas 
(4.5).  
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4.5 
En el caso de la configuración de la función Entrelazado (ver figura 4.8b), 
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determinada área ROLl y sus vecinas es máxima. La ecuación 4.6 establece 
para las regiones ROLl la potencia espectral del conjunto Λl que maximiza 
las distancias entre las longitudes de onda de sus vecinas:  
( )
0 1 2
( , , ,..., ) / 2
( ( , ), ) / max ( ( ( ), ))
nl
l l l l ii
n
ROL x y V ROL
λ λ λ λ
λξ λ ξ λ
Λ = Φ Φ Φ Φ ≥
Λ = Φ Λ −  
4.6
Las funciones ϒeФ combinan los aspectos analizados para el estudio de 
los contrastes espacial WS y en amplitud WA: Lineal X, Entrelazado X, Lineal 








λi 380 nm 380 nm 380 nm 380 nm 
λe  780 nm 780 nm 780 nm 780 nm 
λn 25 100 5 50 
si  0’1x25 mm2 0’1x100 mm2 0’1x50 mm2 0’1x50 mm2 
Wl 0’002743 0’0001626 0’01567 0’0006619 
Tabla 4.3 Ejemplo de patrón de iluminación para la ampliación de las 
diferencias en la entrada utilizando la función Lineal X 
La función Lineal X utiliza las diferencias espaciales de la rejilla (4.2) Ws 
en una dimensión y del contraste en amplitud WA Lineal (4.5). El conjunto 
ΛL de potencias espectrales formará una secuencia ordenada según la 
ecuación 4.7. El elemento Φλi contiene la radiación para la longitud de onda 
λi. Las variables λi y λe representan las longitudes de onda inicial y final de la 
secuencia. El valor de λn indica la cantidad de longitudes de onda en el 
intervalo definido por los parámetros anteriores. 
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4.7
La asignación de un elemento del conjunto ΛL (4.7) al área ROLl en la 
posición (x,y) local al plano del entorno vendrá determinada por la función 
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x
lξ  (4.8). Las diferencias de la longitud de onda entre regiones vecinas se 
producen con incrementos constantes en una de sus dimensiones. La Tabla 
4.3 muestra algunos ejemplos de la función Lineal X para diferentes 
conjuntos ΛL. 








λi 380 nm 380 nm 380 nm 380 nm 
λe  780 nm 780 nm 780 nm 780 nm 
λn 25 100 5 50 
si  0’1x25 mm2 0’1x100 mm2 0’1x50 mm2 0’1x50 mm2
Wl 0’03965 0’009426 0’02418 0’01892 
Tabla 4.4 Ejemplo de patrón de iluminación para la ampliación de las 
diferencias en la entrada utilizando la función Entrelazado X 
La función Entrelazado X configura el contraste espacial Ws en una 
dimensión (4.2) y el contraste en amplitud WA con configuración 
entrelazada (4.6). La secuencia ordenada de potencias espectrales se 
establece de tal forma que entre posiciones adyacentes exista máxima 
diferencia entre sus longitudes de onda. La construcción de esta secuencia 
toma como base la ordenación ΛL realizada en la ecuación 4.7 dividiéndola 
en dos partes Λl (inferior) y Λu (superior) (4.9). 
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4.9 
Las secuencias se combinan formando el conjunto ordenado de 
longitudes de onda ΛE entrelazadas (4.10). En el caso de que la posición que 
ocupa en la secuencia sea par, se toma el valor de la secuencia inferior Λl 
(inferior), en el caso de ser impar, la secuencia superior Λu. 
La asignación de un elemento del conjunto ΛE al área ROLl en la 
posición (x,y) local al plano del entorno se realizará, de nuevo, según la 
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ecuación 4.8. La tabla 4.4 muestra algunos ejemplos de la función 
Entrelazado X para diferentes potencias espectrales. 
0 1 2 1[ , , ,..., ] /
( / 2 ) mod(i,2)=0
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4.10 
La función Lineal XY configura el contraste espacial Ws en dos 
dimensiones (4.3) y el contraste en amplitud WA Lineal (4.5). La secuencia de 
potencias espectrales utiliza el conjunto ΛL (4.7). La asignación en el área 
ROLl de la posición (x,y) local al plano del entorno se llevará a cabo según la 
función xy lξ  (4.11).  












λi 380 nm 380 nm 380 nm 380 nm 
λe  780 nm 780 nm 780 nm 780 nm 
λn/λt 25 / 25x25 100 / 100x100 5 / 50x50 50 / 50x50 
si  0’1x0’1 mm2 0’1x0’1 mm2 0’1x0’1 mm2 0’1x0’1 mm2
Wl 0’15654 0’03581 1’83361 0’07378 
Tabla 4.5 Ejemplo de patrón de iluminación para la ampliación de las 
diferencias en la entrada utilizando la función Lineal XY 
La Tabla 4.5 muestra algunos ejemplos de la función Lineal XY para 
diferentes conjuntos de potencias espectrales junto al contraste Weber 
asociado. 
La función Entrelazado XY establece el contraste espacial Ws en las dos 
dimensiones (4.3) y un contraste de amplitud WA con máximas diferencias 
en sus vecinas (4.6). La construcción de esta función es combinación de las 
funciones analizadas previamente. La secuencia de potencias espectrales ΛE 
vendrá determinada por la ecuación 4.10. La asignación de cada elemento 
del conjunto para cada una de las áreas del plano utilizará la ecuación 4.11. 
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Algunos ejemplos de esta función para diferentes conjuntos de potencias 








λi 380 nm 380 nm 380 nm 380 nm 
λe  780 nm 780 nm 780 nm 780 nm 
λn/λt 25 / 25x25 100/100x100 5/50x50 50/50x50 
si  0’1x0’1 mm2 0’1x0’1 mm2 0’1x0’1 mm2 0’1x0’1 mm2
Wl 2’03321 2’01968 2’26321 2’0583 
Tabla 4.6 Ejemplo de patrón de iluminación para ampliación de las 
diferencias en la entrada utilizando la función Entrelazado XY 
 
Figura 4.9 Formación del entorno Homogéneo. a) Distribución de las luces. 
b) Ejemplos con luz monocromática. c) Radiación para un conjunto de 
longitudes de onda. 
Por último, se ha definido una configuración lumínica de referencia 
sobre la que comparar las funciones que realizan el acondicionamiento 
ambiental (ver figura 4.9). Se trata de un entorno lumínico donde todas las 
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En este caso, el conjunto de potencias espectrales Λ estará formado por 
un elemento, ya sea de luz monocromática o de radiación con un conjunto 







Λ Homogéneo ΛL  ΛL ΛE  ΛE  
ξ ∅ x lξ  xy lξ  x lξ  xy lξ  
λi {380-780} 380 nm 380 nm 380 nm 380 nm 
λe {380-780} 780 nm  780 nm  780 nm  780 nm  
λn 1 (10,10,10,10) (10,10,10,10) (120,60,40,20) (120,60,40,20)
λt 1 (120,60,40,20) (120,60,40,20) (120,60,40,20) (120,60,40,20)
Wl,6 0 0’00319603 0’92002 0’00785894 2’01741 
Wl,3 0 0’00304903 0’220744 0’00787874 0’511841 
Wl,2  0’00290313 0’0939565 0’00790457 0’231076 
Wl,1 0 0’00246657 0’020227 0’00800615 0’0606829 
Tabla 4.7 Características de las funciones utilizadas en la experimentación 
para el acondicionamiento ambiental y función de referencia  
Las configuraciones lumínicas que alcanzarán el motivo utilizadas en la 
experimentación se muestran en la figura 4.10. En la Tabla 4.7 se muestran 
los parámetros utilizados para la configuración y los valores de contraste Wl 
asociados. Se considera una función para el acondicionamiento ambiental 
según las combinaciones de las funciones que permiten modificar el 
contraste espacial WS y las que permiten modificarlo en amplitud WA. 
Se establecen diferentes tamaños para las regiones de sl con el objetivo de 
determinar la influencia de las potencias en el interior de los defectos, el 
contraste por defecto Wd (3.20) en el dominio de la función lumínica Wdl. 
En este caso, y con el objetivo de estudiar las características de la ampliación 
en la capacidad de percepción, a partir de los parámetros de iluminación, se 
considerará la relación de las dimensiones de las alteraciones de los defectos 
con el tamaño de las regiones lumínicas de sl. El tamaño de las regiones 
ROGi de la rejilla  que permitirá formar las áreas de sl  es de 0’1 x 0’1 mm2, 
0’2 x  0’2 mm2, 0’3 x 0’3 mm2 y 0’6 x 0’6 mm2. Dado que el tamaño de los 
defectos en el plano es de 0’6 x 0’6 mm2 (defecto C) o de 0’6 de diámetro 
(defectos A y B). Las relaciones entre el tamaño de las áreas de iluminación 
y del defecto varían entre 6 regiones y 1 región dentro del defecto en una de 
sus dimensiones —6 (0’6/0’1), 3 (0’6/0’2), 2 (0’6/0’3) y 1 (0’6/0’6). 
 
Condiciones del estudio para la validación de las hipótesis 
M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r  
143 

















Figura 4.10 Muestra de los patrones de iluminación utilizados en la 
experimentación 
El conjunto de longitudes de onda para las potencias espectrales Λ 
abarca todo el intervalo de luz visible entre los 380 nm y los 780 nm. Las 
funciones lineales utilizan 10 luces de longitudes de onda dentro del 
intervalo anterior mientras que las funciones Entrelazado varían dependiendo 
del área que deba cubrirse.  
2. Sintonización de la inspección 
El estudio de la sensibilidad del dispositivo, asociado a la captura de una 
imagen dadas unas magnitudes de la escena ρi, permite comprobar las 
hipótesis de partida: la ampliación en la capacidad para la detección de 
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defectos que produce cada una de las funciones ϒeФ sobre los motivos. Una 
mayor capacidad en la percepción se traduce en un mayor número de 
puntos de ρ donde el sistema será capaz de trabajar.   
La sintonización del sistema para el subconjunto de estudio de la escala 
ρE lo conforman los valores de 1 píxel/mm, 2 píxeles/mm, 5 píxeles/mm, 
10 píxeles/mm y 15 píxeles/mm. El subconjunto de magnitudes de ángulo 
ρθ entre la normal a la cámara y el motivo contiene los elementos 0º, 10º, 
20º, 30º, 40º, 50º, 60º, 70º, 80º y 90º. La intensidad de iluminación ρI es la 
variable que fundamentalmente mide el dispositivo de adquisición de la 
imagen y que forma parte de la solución adoptada para ampliar la capacidad 
de percepción del sistema de visión en los intervalos de escasa sensibilidad. 
En la formación de esta magnitud interviene un gran conjunto de variables 
del sistema de percepción, del entorno y del motivo. El interés se centra en 
fijar dichas variables y sólo alterar las necesarias para comprobar la hipótesis 
de la ampliación de la capacidad de percepción: el objetivo es no influir en 
los datos relacionados con la radiancia ya que tienen los valores que nos 
interesa del acondicionamiento ambiental. En las variables de calibrado, se 
considera un sistema de percepción ideal (sin ruido, sensibilidad constante 
para todas las longitudes de onda, diafragma constante, etc.) donde sólo la 
influencia de la radiancia del motivo es la determinante, Lr en la ecuación 
(2.11). La aportación del motivo a la radiancia será la estudiada 
anteriormente. Por último, el entorno está construido sobre un ambiente 
ideal donde sólo nos centramos en las características de las fuentes de 
iluminación (las necesarias para la transformación ϒeФ). La radiancia que 
incide en la superficie es función del ángulo de iluminación: ángulo formado 
por la normal al plano de radiación lumínica y la normal al motivo. Se 
utilizará esta variable para contemplar la variación de la magnitud ρI. Por 
tanto, el subconjunto de magnitudes de iluminación ρI será el formado por 
0º, -10º, -20º, -30º, -40º, -50º, -60º, -70º, -80º y -90º. Para la elección de los 
valores de los ángulos asociados a la iluminación y a la cámara se considera 
que el material del motivo de experimentación es isótropo. 
La construcción de la base de conocimiento BDδ requiere la síntesis de 
las imágenes de los motivos en todas las combinaciones de las magnitudes 
anteriores (ver figura 4.11) con cada uno de los defectos para realizar la 
comparación que se almacenará como la medida de sensibilidad. El interés 
se centra en la existencia de la diferencia entre imágenes y no en la magnitud 
de la misma. En la Tabla 4.8, Tabla 4.9 y Tabla 4.10 se muestran las síntesis 
con la configuración Entrelazado XY para un ángulo de iluminación de 0º de 
un motivo plano, de un defecto de rasposidad y la diferencia que se 
almacenará en la base de datos de sensibilidades BDδ respectivamente. 
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Tabla 4.8 Imágenes de motivos utilizadas para establecer la base de datos 
BDδ con la función Entrelazado XY  y ángulo de iluminación 0º 
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Tabla 4.9 Imágenes de motivos con defecto B utilizadas para calcular BDδ 
con función Entrelazado XY y ángulo de iluminación 0º 
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Tabla 4.10 Subconjunto de elementos de la base de datos BDδ para defecto 
tipo B y función Entrelazado XY con ángulo de iluminación 0º 
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Figura 4.11 Puntos de calibrado utilizados en la experimentación para 
sintonización de las magnitudes ρi de la escena  
El conjunto total de elementos de la base de datos de sensibilidades BDδ 
es de 51000. Es el resultado de las 17 configuraciones lumínicas (4 funciones 
de acondicionamiento del entorno con 4 tamaños de área definidas por sl 
más 1 función Homogéneo) que bañaran 2 motivos (dieléctrico y metal) con 3 
tipos de defectos (hendidura, rasposidad y cambio de color) para 500 valores 
del vector ρ (5 ρE, 10 ρθ y 10 ρI). La síntesis realizada asciende a un total de 
68000 imágenes (51000 imágenes con defecto más 17000 utilizadas para la 
comparación. 
2.1 Sensibilidad en relación a la escala de percepción  
La consulta a la base de datos de sensibilidades BDδ para el estudio de la 
escala de percepción ρE permitirá discernir sobre la influencia del tamaño de 
los defectos en la imagen. El análisis aislado de una magnitud de la escena 
implica considerar la influencia del resto de magnitudes sobre la percepción, 
estableciendo alguna función estadística como medida para todo el conjunto 
de consultas asociado. En este caso, se utilizará el valor promedio de 
sensibilidad en las consultas a las bases de conocimiento agrupadas por 
escala ρE y función lumínica ϒeФ a comprobar para todas los tamaños de las 
áreas de iluminación de sl, ángulos entre la cámara y el motivo ρθ y, por 
último, el ángulo entre el plano lumínico y el motivo que determina 
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Figura 4.12 Sensibilidad en función de la escala de percepción para las 
configuraciones del contraste en amplitud, WA, Entrelazado y Lineal 
 
Figura 4.13 Sensibilidad para las configuraciones del contraste espacial en 
una dimensión ( x
lξ ) y en dos dimensiones ( xy lξ ) 
El estudio de la sensibilidad para todo el intervalo de escala ρE definido 
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lumínica asociadas al contraste en amplitud WA (ver figura 4.12), obtiene los 
mejores resultados para la inspección que utiliza el conjunto ΛE (función 
Entrelazado), máxima dispersión de las longitudes de onda entre las vecinas 
de una región, frente a la que utiliza el conjunto ΛL (5.9), función Lineal. Sin 
embargo, las diferencias son próximas a un 1%. El aumento de sensibilidad 
producido por el modo Entrelazado con respecto al modo Homogéneo de una 
sola luz blanca es notable. La diferencia alcanza hasta un 8,5% para una 
escala ρE de 5 píxeles/mm. 
 
Figura 4.14 Sensibilidad en función de la escala de percepción para las 
funciones ϒeФ de iluminación del entorno 
El análisis de las funciones relacionadas con el contraste espacial WS (ver 
figura 4.13) revela que la configuración donde la variación lumínica se 
produce en las dos dimensiones del plano de iluminación xy
lξ (4.11) obtiene 
mejores resultados que en una dimensión x
lξ  (4.8). Las diferencias son 
sensiblemente mayores, que en el caso anterior, entre un 1% y un 1’5%. La 
mejora con respecto a la configuración de iluminación Homogéneo alcanza un 
7’25% en su máxima diferencia, otra vez en la escala ρE 5 píxeles/mm.  
La combinación de las funciones de acondicionamiento para las 
secuencias de longitudes de onda —Lineal ΛL (5.9) y Entrelazado ΛE (5.12)— 
y la variación en las dimensiones —una dimensión x
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dimensiones xy
lξ (4.11)— de la Tabla 4.7 determina que la máxima 
sensibilidad se obtiene utilizando la función Entrelazado XY (ver figura 4.14). 
El sistema obtiene un máximo de un 68% de detección promedio frente a 
un 60’9% de la configuración Homogéneo para una escala ρE de 15 
píxeles/mm. También cabe destacar que la función Entrelazado X y Lineal 
XY tienen un comportamiento similar. Las diferencias entre ambas tiene un 
máximo de 0’78% en la escala ρE 2 píxeles/mm y un mínimo de un 0’14% 
en la ρE 5 píxeles/mm.  
Por último, se analiza la ampliación de la capacidad de percepción 
producida por las funciones ϒeФ en la inspección de los motivos 
diferenciando el tipo de material: dieléctrico o metal.  
 
Figura 4.15 Sensibilidad para las transformaciones ϒeФ según escala para el 
plano dieléctrico 
La figura 4.15 muestra los resultados de sensibilidad promedio para el 
caso del plano dieléctrico. La máxima sensibilidad se produce en la función 
Entrelazado XY y la mínima en el modo Homogéneo. La diferencia promedio 
entre ambas alcanza un 4’33%. Las funciones Lineal XY y Entrelazado X 
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un 0’16%. El modo Lineal X, de nuevo, es el de menor sensibilidad de las 
funciones lumínicas adoptadas para el acondicionamiento. 
Las diferencias de sensibilidad promedio entre las funciones lumínicas 
que bañan el plano metálico es más notable (ver figura 4.16). La función de 
máxima sensibilidad Entrelazado XY alcanza, en este caso, unos valores 
similares al plano dieléctrico, un 68%, manteniéndose los valores constantes 
con respecto al material. La función de iluminación Homogéneo decrece 
significativamente entre un 46% y un 57’9%, una diferencia promedio con 
respecto al caso del dieléctrico de un 5’85%. La mejora que proporciona el 
entorno dado por Entrelazado XY es mayor, situando la diferencia promedio 
en más de un 10% (con respecto al Homogéneo). También, se aprecia el 
aumento de sensibilidad con los contrastes espaciales en dos dimensiones 
xy
lξ (4.11), hecho que no ocurría en el caso del dieléctrico. Los resultados de 
las funciones Entrelazado X y Lineal XY sí que se diferencian en el caso 
metálico. 
 
Figura 4.16 Sensibilidad para las funciones ϒeФ según escala para el plano 
metálico 
Es interesante considerar la forma de la curva ya que la escala ρE se mide 
en cantidad de píxeles por milímetro y no de información del defecto. En la 
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de sus dimensiones. Por tanto, los valores de escala ρE corresponden a 0’6, 
1’2, 3, 6 y 9 píxeles por dimensión del defecto. La escala menor de 1 
píxel/mm equivale a 0’28 pixels2 para poder detectar una hendidura o una 
rasposidad y 0’36 pixels2 para el cambio cromático. La suma total para la 
cantidad de defectos en el plano (25 defectos) proporciona una cantidad de 
7’065 pixels2 y 9 pixels2 respectivamente. La diferencia de un píxel en la 
imagen puede suponer una desviación en el porcentaje de detección para el 
plano total, dependiendo del defecto, entre un 11’11% y un 14’15 %, 
cantidad muy elevada en su proporción. En el caso de 2 píxeles/mm, la 
diferencia de un píxel significa casi la detección o no de un defecto. Los 
defectos topográficos se proyectan sobre un área que equivaldría a 1’13 
pixels2 mientras que el defecto de cambio cromático lo haría sobre 1’44 
pixels2, representando entre un 2’77 % y un 3’53 % la variación que se 
produce en el plano con todos los defectos. La cantidad vuelve a ser muy 
elevada. En el resto de los valores de escala se podrá identificar cada defecto 
con múltiplos de 3 píxeles por defecto. La desviación de un píxel conlleva 
un menor impacto en la detección. En el caso mínimo de 3 píxeles por 
dimensión del defecto, un defecto está representado por más de 7 píxeles. 
En la Tabla 4.11 se muestran los píxeles por defecto y las características 
asociadas a su desviación: Pp/dim (píxeles por dimensión del defecto), Tipo 
(tipo de defecto), Pp/def (píxeles por defecto), Pp/defs (píxeles por defectos 
en el plano), % def (porcentaje que representa la desviación de un píxel por 
defecto en la detección), % plano (porcentaje que representa la desviación de 
un píxel por plano en la detección). 
ρE Pp /dim Tipo Pp/def Pp/defs % def % plano
1 0’6 Hend., Raspo. 0’28 7’07 353’68 14’15
  Color 0’36 9’00 277’78 11’11
2 1’2 Hend., Raspo. 1’13 28’27 88’42 3’54
  Color 1’44 36’00 69’44 2’78
5 3 Hend., Raspo. 7’07 176’71 14’15 0’57
  Color 9’00 225’00 11’11 0’44
10 6 Hend., Raspo. 28’27 706’86 3’54 0’14
  Color 36’00 900’00 2’78 0’11
15 9 Hend., Raspo. 63’62 1590’43 1’57 0’06
  Color 81’00 2025’00 1’23 0’05
Tabla 4.11 Píxeles por defecto utilizados en la experimentación 
La sensibilidad promedio en los casos estudiados muestra que salvo en 
los valores 1 píxel/mm y 2 píxeles/mm, dadas sus características, el 
aumento en la escala ρE incrementa la capacidad de percepción de los 
defectos tanto en los materiales dieléctricos como en los metálicos. 
Capítulo 4. Experimentación 
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La influencia de las funciones lumínicas ϒeФ en el aumento del número 
de elementos del conjunto de desafino aceptable muestra que si asumimos, 
por ejemplo, una tasa de sensibilidad mínima χ de un 55% (este parámetro 
vendrá determinado por el tipo de aplicación) para determinar si existe un 
defecto en la inspección de un motivo dieléctrico (ver la figura 4.15), la 
función de iluminación Homogéneo condiciona una sintonización del sistema 
en ρE de aproximadamente más de 2 píxeles/mm. Si se utiliza una función 
lumínica Entrelazado XY, la escala de percepción ρE de los motivos puede 
rebajarse a 1 píxel/mm. Se produce una pequeña ampliación del intervalo de 
escala ρE permitido para la percepción de los defectos en la inspección. El 
caso del plano metálico (figura 4.16) exige una sintonización de mayor ajuste 
en la percepción ρE de los motivos utilizando una función del entorno 
Homogéneo. Establecido el umbral anterior χ (55%), será necesario más de 9 
píxeles/mm para la inspección (suponiendo una interpolación entre los 
valores para escala calculados en la experimentación). Sin embargo, 
acondicionando el sistema de inspección, con cualquiera de las funciones 
ϒeФ utilizadas, solamente es necesario un mínimo de 2 píxeles/mm. El mejor 
caso permite una sintonización a partir de 1 píxel/mm (Entrelazado XY). 
2.2 Sensibilidad en función del ángulo de percepción 
La consulta a la base de datos de sensibilidades BDδ con vistas parciales 
sobre el ángulo de percepción ρθ permitirá comprobar la influencia de la 
magnitud en la detección de los defectos de los motivos en la imagen. De 
nuevo, se utilizará el valor promedio de sensibilidad en las consultas 
agrupadas, en este caso, por la magnitud ρθ y por la función lumínica a 
comprobar para todos los tamaños de las regiones de sl, escalas de 
percepción ρE y, por último, el ángulo entre el plano lumínico y el motivo 
que determina las diferentes ρI.  
Las sensibilidades promedio de las funciones de formación lumínica 
asociadas al contraste en amplitud WA pueden observarse en la figura 4.17. 
La inspección que utiliza el conjunto Entrelazado ΛE (5.12), correspondiente 
a la máxima dispersión de las longitudes de onda entre sus vecinas, obtiene 
mejores resultados que el que utiliza el conjunto Lineal ΛL (5.9) en todo el 
intervalo de ángulos de percepción ρθ estudiados (0º a 90º entre las normales 
a la cámara y al motivo). El promedio de las diferencias entre las tasas de 
inspección se mantiene próxima a un 1%, obteniendo un máximo de un 
2’20% para un ángulo de 40º. La mejora producida con respecto al modo 
Homogéneo alcanza las máximas diferencias en el intervalo [10º, 40º] con un 
Sintonización de la inspección 
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promedio en las diferencias de 10’5%. Este intervalo coincide con el de 
máxima sensibilidad para todas las funciones lumínicas. El ángulo de 
percepción ρθ donde la sensibilidad es máxima corresponde a los 20º donde 
se obtiene un 83’7%, 93’2% y 94’1% para las funciones Homogéneo, Lineal y 
Entrelazado respectivamente. La sensibilidad promedio y la diferencia relativa 
del aumento en la capacidad de percepción (con respecto al modo 
Homogéneo) para ángulos ρθ mayores de 50º decrecen hasta alcanzar un 8’2% 
para los 90º, independiente de las funciones de iluminación ϒeФ. 
 
Figura 4.17 Sensibilidad en función del ángulo de percepción, ρA, para las 
configuraciones del contraste en amplitud, WA, Entrelazado y Lineal 
El análisis de las funciones relacionadas con el contraste espacial WS (ver 
figura 4.18) muestra una curva de sensibilidad similar a la proporcionada en 
relación al contraste en amplitud WA. La configuración donde las diferencias 
lumínicas se producen en las dos dimensiones del plano de iluminación 
xy
lξ (4.11) obtiene mejores resultados que las de una dimensión x lξ  (4.8). El 
promedio máximo de las diferencias, entre ambas funciones, alcanza un 
2’07% en el ángulo ρθ 30º. La máxima sensibilidad para la función xy lξ  
alcanza un 94’66 % en el ángulo ρθ 20º El aumento con respecto a la 
configuración Homogéneo alcanza un 11’24%, en su máxima diferencia, para 
un ángulo ρθ de 40º. 
La combinación de los resultados anteriores implica que la función de 
máxima sensibilidad está asociada a una secuencia entrelazada ΛE (5.12) de 
longitudes de onda y con diferencias en las dos dimensiones xy
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plano lumínico. Este hecho queda reflejado en la experimentación realizada 
para las transformaciones ϒeФ de la Tabla 4.7 (ver figura 4.19). La función 
Entrelazado XY obtiene un máximo de un 95’12% de detección promedio 
frente a un 83’7% de la configuración Homogéneo en el ángulo ρθ 20º.  
 
Figura 4.18 Sensibilidad en función del ángulo de percepción, ρA, para las 
configuraciones lumínicas de contraste espacial en una dimensión ( x
lξ ) y en 
dos dimensiones ( xy
lξ ) 
Las sensibilidades promedio para las funciones de acondicionamiento 
son próximas entre ellas. En el gráfico de la figura 4.20 se muestran 
solamente los resultados para el intervalo de máxima sensibilidad [0º, 40º]. 
Se observa que la inspección con la función de modo Lineal X tiene la peor 
sensibilidad, aunque sus diferencias son mínimas, del orden de 2’85% de 
promedio. Las funciones Lineal XY y Entrelazado X tienen un 
comportamiento en la inspección similar. Las diferencias entre ellas alcanzan 
un máximo de 1’12% para el ángulo 20º y un promedio de 0’77%. La 
máxima ampliación en la capacidad de percepción que produce la función 
en el modo de iluminación Entrelazado XY se presenta en el intervalo [10º, 
40º] con unas diferencias de sensibilidad (con respecto al Homogéneo) 
superiores al 10%, llegando hasta el 12% con un ángulo ρθ de 40º.  
La Tabla 4.12 muestra la sensibilidad promedio para las funciones ϒeФ 
que bañan el plano dieléctrico, agrupadas según el ángulo de percepción. La 
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ρθ de 20º (ver figura 4.21). La mejora producida para el intervalo de máxima 
sensibilidad [10º, 40º] permite que las diferencias promedio alcancen un 
6’84% (con respecto al modo Homogéneo).  
ρA Homogéneo Entrelaz. X Entrelaz. XY Lineal X Lineal XY
0 78’93 79’67 80’49 79’41 79’91
10 84’82 89’26 90’07 88’02 88’62
20 88’75 93’84 95’05 92’91 94’12
30 80’17 86’16 87’72 84’95 86’14
40 75’38 82’99 83’63 80’85 81’15
50 53’88 57’75 58’69 56’94 57’64
60 48’40 51’93 52’98 51’12 52’09
70 40’77 43’56 44’32 42’84 43’86
80 27’85 29’05 29’34 28’74 29’09
90 8’26 8’26 8’26 8’26 8’26
Tabla 4.12 Sensibilidad para las funciones ϒeФ según el ángulo de 
percepción para el plano dieléctrico 
 
Figura 4.19 Sensibilidad en función del ángulo de percepción para las 
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Los resultados experimentales de la sensibilidad promedio para el plano 
metálico se muestran en la Tabla 4.13. Las diferencias entre las funciones 
lumínicas ϒeФ que alcanzan el plano metálico son más notables que en el 
caso del dieléctrico (ver figura 4.22). La función Entrelazado XY alcanza 
unos valores similares a la inspección del plano dieléctrico, con un máximo 
de un 95’19% para un ángulo ρθ de 20º. La función de iluminación 
Homogéneo decrece significativamente con respecto al caso del no metálico, 
tal como ocurre con la escala ρE, alcanzando un diferencia promedio de un 
8’57% en el intervalo [0º, 40º]. El aumento en la capacidad de percepción 
utilizando la función Entrelazado XY es mayor, se alcanza un máximo de 
16’53% (con respecto al Homogéneo) para un ángulo ρθ de 20º. 
 
Figura 4.20 Detalle de la sensibilidad en función del ángulo de percepción 
ρθ de las funciones de iluminación ϒeФ. 
El promedio de sensibilidad, en los casos estudiados, para el ángulo de 
percepción ρθ muestra que en el intervalo [0º, 40º] se alcanzan los mayores 
valores. La mejor percepción se establece para un ángulo de percepción ρθ 
de 20º. A partir de los 40º la sensibilidad decrece hasta llegar a valores 
inferiores a un 10% en todos los casos. Para los 90º sólo es posible la 
detección de las rasposidades (defectos convexos). 
El estudio de la influencia de las funciones lumínicas ϒeФ en el conjunto 
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que para el estudiado sobre la magnitud escala ρE. Por ejemplo, si asumimos 
una tasa de sensibilidad mínima χ de un 80% para determinar si existe un 
defecto en la inspección de un motivo dieléctrico (ver la figura 4.21), es 
necesario un ángulo de percepción ρθ inferior a los 30º sin 
acondicionamiento (caso Homogéneo). La diferencia entre el ángulo formado 
por la normal al motivo y la cámara, ρθ, puede aumentar hasta algo más de 
40º (suponiendo una interpolación entre los valores definidos en la 
experimentación) si se utiliza la iluminación con mejores resultados 
Entrelazado XY. La ampliación del ángulo posible es de más de 10º.  
 
Figura 4.21 Sensibilidad en función del ángulo de percepción para las 
funciones ϒeФ utilizando motivos dieléctricos. 
En el caso de los metales (ver figura 4.22) las diferencias entre los 
conjuntos de desafino es más notable. Si se utiliza un umbral χ del 75%, es 
necesario sintonizar el ángulo de percepción entre aproximadamente los 10º 
y 25º (si interpolamos) para la percepción de los defectos con un entorno de 
iluminación Homogéneo. Utilizando cualquiera de las funciones de 
acondicionamiento, la sintonización puede realizarse en el intervalo entre 0º 
y casi 45º. La ampliación de los ángulos de percepción alcanza valores 
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ρA Homogéneo Entrelaz. X Entrelaz. XY Lineal X Lineal XY
0 72’05 78’28 80’40 78’10 79’72
10 75’24 87’61 90’20 86’46 88’62
20 78’66 92’34 95’19 91’54 94’32
30 71’99 84’66 87’92 83’78 86’06
40 67’24 81’64 84’02 80’09 81’41
50 48’76 56’69 58’76 56’09 57’67
60 43’45 51’01 53’04 50’28 51’94
70 36’68 42’72 44’27 42’23 43’89
80 26’46 28’82 29’31 28’59 29’06
90 8’23 8’26 8’26 8’26 8’26
Tabla 4.13 Sensibilidad para las funciones ϒeФ según el ángulo de 
percepción para el plano metálico 
 
Figura 4.22 Sensibilidad en función del ángulo de percepción para las 
funciones ϒeФ utilizando motivos dieléctricos. 
2.3 Sensibilidad en función del ángulo de iluminación 
El estudio de la intensidad lumínica ρI se contempla a través del ángulo 
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sensibilidad de las consultas a la base de datos de sensibilidades BDδ 
agrupadas por el ángulo de iluminación permitirá realizar el estudio del 
aumento de la capacidad de percepción sobre esa magnitud proporcionado 
por las transformaciones ϒeФ. Las consultas se realizarán para todos los 
ángulos ρθ y escalas de percepción ρE, según las características de la función 
lumínica a comprobar, en todas los tamaños de la regiones de sl. 
 
Figura 4.23 Sensibilidad en función del ángulo de iluminación para las 
configuraciones del contraste en amplitud, WA, Entrelazado y Lineal 
Las consultas asociadas a las funciones de formación lumínica 
relacionadas con  el contraste en amplitud WA (ver figura 4.23) y con el 
contraste espacial WS (ver figura 4.24) revelan que la configuración lumínica 
que utiliza el conjunto ΛE (5.12) (correspondiente a la máxima dispersión de 
las longitudes de onda entre sus vecinas) y con las diferencias xy
lξ (4.11) (en 
las dos dimensiones del plano de iluminación) obtienen los mejores 
resultados. Las conclusiones son acordes con los estudios realizados para las 
magnitudes de escala ρE y ángulo de percepción ρθ.  
Los resultados de la combinación de las funciones de acondicionamiento 
según los contrastes WA y WS reflejan cómo la función Entrelazado XY (ver 
figura 4.25) proporciona la máxima sensibilidad y el mayor aumento en la 
capacidad de percepción del sistema. La transformación alcanza un máximo, 
en el promedio de la tasa de detección, de un 66’73% frente a un 61’96% de 
la configuración Homogéneo para un ángulo de iluminación de 20º. Las 
mayores mejoras se obtienen en el intervalo [0º, 10º] alcanzando una 
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En el intervalo [20º, 40º] las diferencias decrecen hasta un 5’45 %. A partir 
de los 50º y hasta los 70º se obtiene un promedio de 2’76%. Por último, en 
los ángulos mayores [80º, 90º] las diferencias son próximas a cero.  
 
Figura 4.24 Sensibilidad en función del ángulo de iluminación para las 
configuraciones del contraste espacial en una dimensión ( x
lξ ) y en dos 
dimensiones ( xy
lξ ) 
Las medias de las sensibilidades de las funciones de acondicionamiento 
son muy próximas por lo que su comportamiento en la inspección será 
similar. De hecho, las diferencias máximas se establecen entre las funciones 
Entrelazado XY y Lineal X con una diferencia promedio de 1’72%. La mejor 
diferencia es de 3’72% para un ángulo de iluminación de 0º (ver detalle en la 
figura 4.26).  
El estudio del aumento en la capacidad de la inspección de los motivos 
diferenciando el tipo de material (dieléctrico o metálico) revela que la forma 
de la curva de sensibilidad es debida a la aportación de los valores de 
inspección del metal. Las características de las fuentes de iluminación y de 
reflexión del plano metálico provocan una rápida saturación del sensor para 
el intervalo del ángulo de iluminación [0º, 10º]. El descenso de sensibilidad, 
con respecto al plano dieléctrico de la función Homogéneo, es bastante 
acusado con valores próximos a un 20% (concretamente 19’72% para los 0º 
y 20’77% para los 10º). Las funciones de configuración lumínica en una 
dimensión x
lξ  (4.8) alcanzan diferencias superiores al 3% para ese intervalo: 
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3’47% (0º) y un 3’30% (10º). Sin embargo, si se aplican las funciones con 
diferencias en dos dimensiones xy
lξ (4.11) no afecta sustancialmente la 
saturación del sensor. Las diferencias son: 0’33% (0º) y 0’45% (10º) para la 
función Entrelazado XY y 0’73% (0º) y 0’37% (0º) para Lineal XY. En el 
resto de ángulos, la sensibilidad se mantiene prácticamente igual 
independientemente del material, las diferencias casi no existen.  
 
Figura 4.25 Sensibilidad en función del ángulo de iluminación para las 









0 10 20 30 40 50 60 70 80 90
Homogéneo Modo entrelazado X


















0 10 20 30 40 50 60
Homogéneo Modo entrelazado X















M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r  
164 
 
Figura 4.26 Sensibilidad en función del ángulo de iluminación para las 
funciones lumínicas del entorno a) motivo dieléctrico. b) motivo metálico 
La sensibilidad promedio muestra un escaso gradiente de la magnitud 
iluminación ρI a través del estudio del ángulo formado por la normal al 
plano de iluminación y al motivo. La magnitud tiene un comportamiento 
casi constante en el intervalo [0º, 60º]. Las funciones de acondicionamiento 
muestran una desviación estándar inferior a 2 en todos esos ángulos 
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al comportamiento en los valores iniciales del plano metálico (la desviación 
estándar de la sensibilidad sólo para el plano dieléctrico es 1’44).  
2.4 Puntos de sintonización 
En este apartado se analizan los puntos de sintonización ρS en función 
de las magnitudes escala ρE y ángulo de percepción ρθ. En el estudio la 
magnitud intensidad lumínica ρI, construida a través del ángulo de la normal 
al plano de iluminación y el motivo no será considerada explícitamente, 
dado su comportamiento en los intervalos de interés para la percepción. De 
nuevo, la consulta a la base de datos de sensibilidades BDδ permitirá definir 
los puntos de sintonización del sistema ρS. En este caso, se utilizará el valor 
promedio de la sensibilidad de las consultas agrupadas por la escala ρE y el 
ángulo de percepción ρθ, en todos los ángulos de iluminación ρI 
considerados. 
 
Figura 4.27 Sensibilidad para los puntos de trabajo ρt en función del ángulo 
ρθ y la escala ρE de percepción para la función Homogéneo 
El análisis de los puntos ρS comienza con la función lumínica no 
estructurada que permite calcular los aumentos en las capacidades de 
percepción de las transformaciones ϒeФ. En la figura 4.27 se observa 
gráficamente la sensibilidad (discretizada con incrementos de 5%) para cada 
punto de trabajo ρt (según las magnitudes de la escena relativas al ángulo ρθ 
y escala ρE de percepción) utilizando una iluminación de configuración 
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Homogéneo. El punto de sintonización ρS se encuentra en ρ(10º, 15 
píxeles/mm) con una sensibilidad promedio de 89’57% para todos los 
motivos y sus defectos. La sensibilidad decrece conforme aumenta la 
distancia ente los puntos de trabajo ρt y los de la sintonización ρS. Esto 
ocurre de manera general salvo en algunos puntos correspondientes a la 
escala de percepción ρE de 2 píxeles/mm (recordemos que en este valor un 
píxel representa un espacio mayor que el área que correspondería a un 
defecto).  
 
Figura 4.28 Sensibilidad para los puntos de trabajo ρt en función del ángulo 
ρθ y la escala ρE de percepción a) Lineal X. b) Entrelazado X 
Los puntos de trabajo ρt para las dos configuraciones consideradas con 
diferencias en una dimensión x
lξ  (4.8) (Lineal X y Entrelazado X) muestran 
un comportamiento similar (ver figura 4.28). El punto de sintonización se 
fija en el mismo punto ρ(10º,15 píxeles/mm) que en la configuración 
Homogéneo.  
 0-5 5-10 10-15 15-20 20-25 25-30 30-35 35-40 40-45 45-50
50-55 55-60 60-65 65-70 70-75 75-80 80-85 85-90 90-95 95-100


































































M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r  
167 
Las regiones coloreadas para cada intervalo de sensibilidad ayudan a 
estudiar el conjunto de desafino y la mejora que produce en la inspección 
cada función. Por ejemplo, en la gráfica de la figura 4.28b (Entrelazado X) se 
observa un aumento de tamaño en las regiones con respecto a las de la 
figura 4.28a (permiten abarcar más ángulos ρθ o escalas de percepción ρE). 
La región de color amarillo correspondiente al rango de sensibilidad [95%, 
100%] aumenta el conjunto de desafino para la percepción en la escala. La 
región correspondiente al intervalo [90%, 95%] aumenta tanto el número de 
elementos conjunto de desafino de la magnitud escala ρE como el del ángulo 
de percepción ρθ.  
 
Figura 4.29 Sensibilidad para los puntos de trabajo ρ en función del ángulo 
y la escala de percepción. a) Función Lineal XY b) Entrelazado XY 
La comparación con los datos de sensibilidad obtenidos con la función 
Homogéneo (figura 4.27) permite observar un aumento mayor de las regiones 
(del conjunto de desafino). Por ejemplo, el rango (85%-90%) de iluminación 
Homogéneo fija un área que abarca aproximadamente un ángulo ρθ entre 0º y 
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25º y una escala ρE entre 8 píxeles/mm y 15 píxeles/mm en sus máximos 
valores. Las funciones de la figura 4.28 expanden esa misma área hasta los 
aproximadamente 0º a 40º para el ángulo de percepción ρθ y 1 píxel/mm a 
15 píxeles/mm para la escala ρE. 
El estudio de las configuraciones lumínicas relacionadas con la función 
xy
lξ (4.11), diferencias en dos dimensiones, revela que el aumento en las 
capacidades de percepción es mayor que para los casos anteriores (ver figura 
4.29).  El punto de sintonización ρS del sistema se vuelve a establecer en 
ρ(10º, 15 píxeles/mm). Una vez más, la función Entrelazado XY (figura 
4.29b) se muestra como aquella que proporciona la máxima sensibilidad 
entre las funciones analizadas.  
 
Figura 4.30 Sensibilidad para los puntos de trabajo ρ en función del ángulo 
y la escala para material dieléctrico. a) Homogéneo b) Entrelazado XY 
Los valores de sensibilidad en los puntos de trabajo asociados al plano 
dieléctrico para la configuración de máxima sensibilidad (Entrelazado XY) y 
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la función de referencia (Homogéneo) se muestran en la figura 4.30. La 
diferencia fundamental entre ambas configuraciones radica en los ángulos de 
percepción ρθ inferiores a 60º. En este intervalo, las regiones asociadas a la 
sensibilidad de Entrelazado XY abarcan mayores puntos de escala ρE y de 
ángulo de percepción ρθ. El mayor aumento de la sensibilidad se encuentra 
en el intervalo entre 0º y 40º. La iluminación Homogéneo de la figura 4.30a no 
alcanza, en ningún caso, sensibilidades superiores a 95% (región amarilla).  
La mejora producida para la inspección del plano metálico de la 
experimentación es mucho más notable (ver figura 4.31). En el intervalo [0º, 
60º] del ángulo ρθ se observa un aumento en la sensibilidad entre los 20º y 
45º. Por ejemplo, la región correspondiente a los [80%-85%] de la 
configuración Homogéneo (figura 4.31a) llega hasta los 30º aproximadamente 
en ciertos valores de escala ρE. La configuración Entrelazado XY expande esa 
región hasta los 45º para todos los valores de escala ρE.  
 
Figura 4.31 Sensibilidad para los puntos de trabajo ρ en función del ángulo 
y la escala para material metálico. a) Homogéneo. b) Entrelazado XY 
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El conjunto de desafino aceptable para la inspección del plano metálico 
puede observarse en la figura 4.32. En el ejemplo se asume una sensibilidad 
mínima χ de 80% para determinar si existe un defecto. La función de 
iluminación Homogéneo (figura 4.32a) condiciona el conjunto de desafino en 5 
puntos: ρ(0º, 15 píxeles/mm), ρ(10º, 10 píxeles/mm), ρ(10º, 15 
píxeles/mm), ρ(20º, 15 píxeles/mm) y ρ(0º, 2 píxeles/mm) como caso 
extraordinario. Si se utiliza una función lumínica Entrelazado XY (figura 
4.32b), los elementos del conjunto de desafino suman un total de 20: ρ([0º, 
40º], 15 píxeles/mm), ρ([0º, 40º], 10 píxeles/mm), ρ([10º, 40º], 5 
píxeles/mm), ρ([0º, 30º], 2 píxeles/mm), ρ(20º, 1 píxel/mm) y ρ(40º, 1 
píxel/mm). El aumento de la capacidad de percepción (figura 4.32c) 
corresponde a un total de 15 puntos. 
 
Figura 4.32 Ampliación del conjunto de desafino. a) Homogéneo. b) 
Entrelazado XY c) Elementos que amplían la cardinalidad del conjunto 
2.5 Influencia del tamaño de la región lumínica 
En los apartados anteriores, las consultas a la base de datos de 
sensibilidades BDδ promediaban la influencia del tamaño de las regiones 
definidas por sl de la función lumínica en la percepción de los defectos. Los 
accesos a la base de conocimiento agrupados por estas superficies 
permitirán discernir sobre la influencia del uso de diferentes potencias 
a) 
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espectrales en el área del defecto (el contraste por defecto en el dominio 
lumínico Wdl). 
Los datos de la influencia del tamaño de las superficies definidas por sl en 
la sensibilidad de la inspección para la escala de percepción ρE se observa en 
la figura 4.33. En el gráfico se representa el tamaño de la superficie mediante 
la dimensión más pequeña de la región d(ROLl) perteneciente a la función sl.  
 
Figura 4.33 Sensibilidad en función del tamaño menor en las dimensiones 
de la región ROLi, d(ROLl), de sl y de la escala de percepción a) defecto con 
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La máxima sensibilidad para la inspección de los defectos con desviación 
topográfica (defectos de hendidura y rasposidad) se obtiene para la función 
de Entrelazado XY, como cabía esperar (ver figuras 4.33a y 4.33b). El 
aumento del tamaño de las regiones lumínicas de sl, y en consecuencia del 
decremento de las áreas lumínicas de sl que podemos incluir en el área del 
defecto, disminuye la sensibilidad para todas las transformaciones ϒeФ, en 
todas las escalas de percepción ρE. El promedio de las diferencias entre las 
sensibilidades de la función lumínica con mayor —d(ROLl)=0’1mm— y 
menor —d(ROLl)=0’6 mm— contraste por defecto, en el dominio de la 
iluminación Wdl, para todas las escalas en el defecto de hendidura, alcanza 
un valor de 4’52% para la función Lineal X (menor capacidad de detección). 
El promedio de la diferencia se eleva a un 5’37% para el caso de la función 
Entrelazado XY (mayor capacidad de detección). Para la rasposidad, el 
promedio de las diferencias es similar: un 3’72% para Lineal X y un 4’20% 
para Entrelazado XY. 
El análisis de los valores asociados al defecto de cambio cromático, 
figura 4.33c, no indica ningún aumento de sensibilidad apreciable con el 
aumento del contraste por defecto Wd (3.20). En este caso, la detección del 
defecto se mantiene prácticamente constante con valores de sensibilidad 
muy próximos. Por tanto, no se produce ninguna ampliación considerable 
en la capacidad de percepción.  
Los valores de sensibilidad en relación con la magnitud ángulo de 
percepción ρθ, agrupados por la dimensión más pequeña del área lumínica 
d(ROLl), se muestran en los gráficos de la figura 4.34. De nuevo, se observa 
cómo la sensibilidad promedio de la inspección decrece conforme aumenta 
el área de las regiones de sl en la función lumínica para los defectos 
topográficos (hendidura y rasposidad). Las diferencias de sensibilidad que 
establecen las dimensiones d(ROLl) son menores conforme aumenta el 
ángulo de percepción ρθ, alcanzando el valor 0 para el ángulo ρθ 90º. Las 
diferencias medias están sobre un 7% para el defecto de hendidura (figura 
4.34a) en el intervalo estudiado de máxima sensibilidad [10º, 40º]. El 
comportamiento para el defecto de rasposidad (figura 4.34b) es análogo, 
estableciendo una diferencia media de sensibilidad en ese intervalo sobre el 
5%. En el caso del defecto por cambio cromático (figura 4.34c) se vuelve a 
apreciar que las diferencias de sensibilidad entre las funciones lumínicas son 
despreciables. La tasa de detección se mantiene prácticamente constante 
para todos los ángulos de percepción ρθ. 
Por último, el estudio de las dimensiones d(ROLl) se centra en la 
sensibilidad de los puntos de trabajo, considerando de forma conjunta las 
magnitudes de ángulo ρθ y escala de percepción ρE, para determinar la 
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ampliación producida en el número de elementos del conjunto de desafino 
aceptable. El análisis se centra en los casos destacados. 
 
Figura 4.34 Sensibilidad en función del tamaño menor en las dimensiones 
de la región ROLi, d(ROLl), de sl y del ángulo de percepción a) defecto con 
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En la figura 4.35 se observan los resultados de las consultas para el caso 
de mejor acondicionamiento con mayor —d(ROLl)=0’1mm, figura 4.35a— 
y menor —d(ROLl)=0’6 mm, figura 4.35b— contraste por defecto en el 
dominio de la iluminación Wdl: configuración lumínica Entrelazado XY para 
defecto topográfico de tipo hendidura sobre un material metálico. El 
aumento en el contraste por defecto en el dominio de la iluminación Wdl 
aumenta el número de elementos del conjunto de desafino. Si asumimos una 
tasa de sensibilidad mínima χ de un 95% (región amarilla) la sintonización 
del sistema, utilizando la función de mayor contraste Wdl —
d(ROLl)=0’1mm—, se podrá realizar en 9 puntos: ρ(10º, [10 píxeles/mm, 
15 píxeles/mm]), ρ(20º, [2 píxeles/mm, 15 píxeles/mm]), ρ(30º, 2 
píxeles/mm) y ρ(30º, [10 píxeles/mm, 15 píxeles/mm]). La configuración 
lumínica con menor contraste —d(ROLl)=0’6mm— permitiría sintonizar en 
3 puntos:  ρ(10º, [10 píxeles/mm, 15 píxeles/mm]) y ρ(20º, 15 píxeles/mm). 
 
Figura 4.35 Sensibilidad según puntos de trabajo para función Entrelazado 
XY, defecto A para plano metálico a) Banda 6. b) Banda 1 
a) 
b) 
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En la figura 4.36 se muestra el caso que presenta el menor aumento en la 
capacidad de percepción: los resultados de las consultas a la base de datos de 
sensibilidades BDδ para mayor —d(ROLl)=0’1mm— y menor —
d(ROLl)=0’6 mm— Wdl: de la configuración lumínica Entrelazado XY para 
defecto cromático sobre un material dieléctrico. Si volvemos a asumir una 
sensibilidad mínima χ de un 95% la sintonización que utiliza la función de 
mayor contraste Wdl —d(ROLl)=0’1mm— se podrá realizar en 6 puntos: 
ρ(10º, [5 píxeles/mm, 15 píxeles/mm]), ρ(20º, [1 píxel/mm, 2 píxeles/mm]) 
y ρ(20º, 10 píxeles/mm). La sintonización con la transformación de 
contrastes Wdl menores —dimensiones d(ROLl) con 0’2mm, 0’3mm y 
0’6mm— permitirá sintonizar en un punto más, el correspondiente a ρ(20º, 
5 píxeles/mm). Las diferencias entre las configuraciones son mínimas y un 
aumento en el contraste por defecto Wdl no produce un aumento 
significativo de la sensibilidad para este caso. 
 
Figura 4.36 Sensibilidad según puntos de trabajo para función Entrelazado 
XY, defecto C plano dieléctrico a) Banda 6. b) Banda 1 
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El decremento del contraste por defecto en el dominio de la iluminación 
Wdl, consecuencia del aumento del tamaño de las áreas lumínicas, repercute 
en la tasa de detección de los defectos ya que minimiza la influencia de la 
retícula en la capacidad de aumentar la sensibilidad del sistema.  La 
capacidad de modulación de la irradiancia E sobre el defecto del motivo es 
inversamente proporcional al tamaño del área lumínica. En el peor caso, 
donde el tamaño de las proyecciones de las áreas lumínicas sobre el defecto 
es mayor que el tamaño de los mismos, la función de irradiancia E no será 
capaz de modular la reflectancia del motivo. El comportamiento se aproxima a 
la capacidad del entorno con iluminación no estructurada. El entorno 
Homogéneo puede ser analizado como el resultado de cualquier configuración 
lumínica de acondicionamiento donde las regiones lumínicas ROLl son 
mayores que el área del defecto que proporcionan un contraste por defecto 
en el dominio de la iluminación Wdl nulo. En el caso de la experimentación 
realizada, con un tamaño de la región lumínica proyectada igual al plano del 
motivo. 
Los resultados por tipo de defecto muestran que la capacidad de 
modulación de las transformaciones ϒeФ es dependiente del tipo de defecto. 
La modulación de las áreas lumínicas dentro de la superficie del defecto para 
los defectos topográficos ha sido contrastada. Sin embargo, la capacidad de 
detección para las imperfecciones cromáticas es prácticamente 
independiente del contraste por defecto en el dominio de la iluminación Wdl. 
Los rayos de luz que alcanzan el motivo no sufren ninguna transformación 





Capítulo 5  Inspección de piezas de 
automóvil  
En el capítulo se presenta la aplicación de los resultados experimentales a la 
generación  automática  de  arquitecturas  de  sistemas  de  inspección  visual 
automático  para  piezas  metalizadas  de  la  industria  del  automóvil. 
Concretamente, la inspección de superficies de logotipos con las características 
de  los materiales utilizados en  la experimentación de esta tesis. Se detallan  las 
capturas necesarias para una  inspección satisfactoria de defectos cromáticos y 
topográficos  así  como  características  del  entorno  y  del  sistema  de  captura: 
escala y ángulo de percepción, patrón de  iluminación y  resolución del  sensor. 
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1. Aplicación  de  los  resultados  de 
sensibilidad a la inspección 
Se definió formalmente, en el capítulo relacionado con la simulación para 
inspección visual, que la generación automática de hipótesis de sistemas de 
inspección permitiría la elección de un elemento a del conjunto A (3.15) de 
las posibles arquitecturas para un conjunto de motivos de inspección MI que 
satisficiese diferentes criterios relacionados con el rendimiento y el coste. La 
arquitectura a quedaba definida como un conjunto ordenado, consistente en 
un plan de trabajo para la inspección de MI, de tuplas que contenían las 
características para realizar las transformaciones ϒeФ y ϒe-Ф,c. 
La simulación, como entorno de cuantificación y evaluación de las 
posibles arquitecturas de visión, permite realizar un estudio preliminar que 
servirá para discernir las mejores condiciones en las que realizar la 
inspección de las superficies especulares. 
El objetivo de este capítulo es aplicar las conclusiones obtenidas de los 
resultados experimentales a la generación automática de arquitecturas de 
sistemas de inspección visual automático para piezas de la industria del 
automóvil. Las características en cuanto a los posibles defectos, materiales y 
condiciones ambientales serán las mismas que las estudiadas en el capítulo 
de experimentación. El plan de trabajo determinará, por tanto, las 
condiciones de radiancia (3.7) y las magnitudes para la sintonización 
adecuada (3.10) a partir de la base de datos de sensibilidades BDδ (3.23) 
calculada previamente. En ésta se han almacenando las diferencias de 
imágenes capturadas en series de las magnitudes de la escena ρi de motivos 
planos con y sin defectos. La utilización de planos como función que define 
la geometría del motivo μS permite simplificar el control de los ángulos entre 
el sistema de percepción y el motivo, ρθ, y de la escala de percepción, ρE. 
Además, considerando la discretización de la superficie en una serie de 
planos, los valores pueden extrapolarse para calcular los ángulos y las escalas 
de percepción en la inspección de las superficies de diferente curvatura (ver 
figura 5.1). 
Con el objetivo de mostrar la influencia del aumento en la capacidad de 
percepción sobre el desarrollo del sistema y de las características del motivo, 
en la aplicación de los resultados de sensibilidad para la inspección se han 
considerado las consultas a las vistas parciales de la base de datos de 
sensibilidades BDδ según la función de acondicionamiento ambiental ϒeФ 
que proporciona la máxima sensibilidad y la función de iluminación no 
Capítulo 5. Inspección de piezas de automóvil 
M o d e l a d o d e S i s t e m a s p a r a V i s i ó n d e O b j e t o s E s p e c u l a r I n s p e c c i ó n V i s u a l A u t o m á t i c a e n P r o d u c c i ó n I n d u s t r  
180 
estructurada (las que corresponden a los casos de iluminación Entrelazado 
XY y Homogéneo) para cada tipo de material (dieléctrico o metálico). Estas 
vistas parciales organizadas según las magnitudes de escala ρE, y ángulo ρθ 
definen los parámetros de interés de la arquitectura relativos a la 
sintonización ϒe-Ф,c. Se ha utilizado el valor promedio para el resto de 
características tales como las áreas de iluminación, los tipos de defectos, la 
magnitud de la escena iluminación ρI, etc. 
 
Figura 5.1 Extrapolación de los datos experimentales de planos sobre 
motivos de diferente curvatura 
La Tabla 5.1 y la Tabla 5.2 recogen los valores de sensibilidad de las 
vistas parciales de la base de datos BDδ para motivos dieléctricos según la 
configuración lumínica, ϒeФ, Homogéneo y Entrelazado XY respectivamente. 
En la Tabla 5.3 y Tabla 5.4 los datos hacen referencia a los motivos 
metálicos para los mismos patrones de iluminación. 
Se ha supuesto una tasa de sensibilidad en la inspección mínima del 80% 
para construir la transformación de sintonización ϒe-Ф,c (en las tablas se 
resaltan las magnitudes que cumplen estas condiciones).  
La inspección de un motivo dieléctrico con una iluminación de tipo 
Homogéneo (Tabla 5.1) puede realizarse en 15 puntos de las magnitudes de la 
escena: ρ(20º, 1 píxel/mm), ρ([0º, 30º], 2 píxeles/mm), ρ([10º, 20º], 5 
píxeles/mm) y ρ([0º, 30º], [10, 15] píxeles/mm). El acondicionamiento 
ambiental de la medida que proporciona la función de máxima sensibilidad, 
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posible percibir los motivos adecuadamente. Se añaden los puntos ρ([30º, 
40º], 5 píxeles/mm) y ρ(40º, [10, 15] píxeles/mm) a los 15 anteriores. 
ρθ/ρE 1 (p/mm) 2 (p/mm) 5 (p/mm) 10 (p/mm) 15 (p/mm)
0º 65’84 87’18 65’84 87’09 88’70 
10º 62’71 89’27 84’21 93’28 94’64 
20º 89’92 87’45 84’74 89’29 92’35 
30º 67’49 83’02 77’93 85’82 86’57 
40º 76’79 73’59 72’38 76’55 77’59 
50º 39’41 42’35 56’58 64’25 66’80 
60º 39’41 53’30 40’60 54’31 54’37 
70º 43’11 40’57 34’32 42’01 43’84 
80º 18’86 34’30 26’46 29’31 30’31 
90º 18’86 8’25 5’66 4’29 4’25 
Tabla 5.1 Sensibilidad para la función ϒeФ Homogéneo según el ángulo y la 
escala de percepción para el plano dieléctrico 
ρθ /ρE 1 (p/mm) 2 (p/mm) 5 (p/mm) 10 (p/mm) 15 (p/mm)
0º 68,67 88,09 66,64 87,94 91,12 
10º 68,13 93,56 92,33 97,56 98,78 
20º 91,84 94,35 94,36 96,95 97,75 
30º 72,44 91,64 89,06 92,10 93,36 
40º 88,74 79,48 81,16 84,49 84,30 
50º 39,29 44,68 66,97 70,22 72,31 
60º 40,35 60,34 46,33 60,29 57,61 
70º 44,52 44,60 39,53 45,82 47,14 
80º 18,86 36,63 27,84 31,11 32,25 
90º 18,86 8,25 5,66 4,29 4,25 
Tabla 5.2 Sensibilidad para la función ϒeФ Entrelazado XY con según el 
ángulo y la escala de percepción para el plano dieléctrico 
La inspección de un motivo metálico con un entorno de iluminación no 
estructurado (Tabla 5.3) limita las condiciones de inspección a tan sólo 5 
valores de las magnitudes de la escena: el punto aislado ρ(0º, 2 píxeles/mm), 
ρ(10º, 10 píxeles/mm) y los 3 puntos de mayor escala ρ([0º, 20º], 15 
píxeles/mm). Se trata de la situación de menor sensibilidad de las estudiadas 
en la experimentación. Los resultados contrastan con los conseguidos por la 
función ϒeФ Entrelazado XY que permite ajustar el sistema en 20 puntos de 
las magnitudes de la escena: los mismos puntos que la inspección del 
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material dieléctrico, utilizando esta configuración, más el punto  ρ(40º, 1 
píxel/mm).  
ρθ /ρE 1 (p/mm) 2 (p/mm) 5 (p/mm) 10 (p/mm) 15 (p/mm)
0º 59,17 80,04 59,17 79,88 81,97 
10º 54,93 79,39 74,57 82,78 84,52 
20º 78,98 76,97 75,36 79,38 82,61 
30º 61,77 75,56 68,49 76,44 77,68 
40º 67,90 66,25 63,98 68,22 69,84 
50º 36,07 39,02 50,56 57,79 60,35 
60º 35,13 47,15 36,40 48,81 49,74 
70º 37,72 36,72 30,33 38,45 40,16 
80º 18,86 32,24 25,24 27,46 28,47 
90º 18,86 8,25 5,66 4,21 4,17 
Tabla 5.3 Sensibilidad para la función ϒeФ Homogéneo según el ángulo y la 
escala de percepción para el plano metálico  
ρθ /ρE 1 (p/mm) 2 (p/mm) 5 (p/mm) 10 (p/mm) 15 (p/mm)
0º 68,86 87,94 66,46 87,63 91,10 
10º 68,85 93,53 92,61 97,37 98,63 
20º 92,31 94,40 94,83 96,80 97,61 
30º 72,85 91,67 89,54 92,08 93,44 
40º 89,80 79,85 81,52 84,54 84,39 
50º 39,19 44,84 67,19 70,24 72,35 
60º 40,63 60,25 46,36 60,32 57,62 
70º 44,46 44,31 39,70 45,76 47,14 
80º 18,86 36,49 27,86 31,08 32,23 
90º 18,86 8,25 5,66 4,29 4,25 
Tabla 5.4 Sensibilidad para la función ϒeФ Entrelazado XY según el ángulo y 
la escala de percepción para el plano metálico 
Para todos los conjuntos de desafino, asociados a la percepción del 
sistema de inspección de logotipos, que se expondrá más adelante, se fijará 
la escala ρE en su mayor valor (15 píxeles por milímetro). Las variaciones 
que puedan darse en los ángulos de percepción ρθ (ángulo entre la normal a 
la cámara y las normales al motivo) utilizando la función de iluminación de 
tipo Homogéneo serán de hasta 30º, para superficies dieléctricas, y de hasta 
20º, para superficies metálicas. En el caso de utilizar la función de mejor 
acondicionamiento, Entrelazado XY, la variación en los ángulos podrá darse 
entre 0º y 40º, independientemente de las características electromagnéticas. 
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2. Inspección de logotipos 
Las magnitudes de la escena son función de las características del 
motivo, del entorno y del calibrado. Por tanto, la sintonización del sistema 
en el diseño de la arquitectura requiere tomar decisiones sobre las 
magnitudes adecuadas que las definen: el conjunto de condiciones de escala 
GρE y de ángulo Gρθ de percepción. Esto es, calculados los puntos ρi, que 
determinan el conjunto de desafino adecuado, se debe decidir qué 
magnitudes del entorno o del calibrado han de ser modificadas para 
establecer la sintonización adecuada en toda la superficie de inspección del 
motivo. Las condiciones de escala GρE vendrán determinadas por el número 
de píxeles de que dispone el sensor fijando la posición de la cámara a una 
distancia de enfoque y a una distancia focal constante. Las condiciones del 
ángulo de percepción Gρθ se establecerán mediante el movimiento sobre el 
eje X e Y del origen de coordenadas situado en el centro del motivo. Estos 
son los movimientos de guiñada (Yaw) y cabeceo (Pitch) (ver figura 5.2). 
 
Figura 5.2 Condiciones de las magnitudes del entorno y de la cámara para 
configurar las magnitudes de la escena escala ρE y ángulo ρθ 
La elección de las condiciones en las que realizar la captura para la 
inspección de toda la pieza es un problema complejo y que atiende a las 
particularidades de cada solución. En el estudio preliminar de las 
características de inspección de tres logotipos de la industria del automóvil, 
que se expone a continuación, se ha planteado una aproximación a la 
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las imágenes a capturar. Para ello, se ha diseñado un árbol de búsqueda con 
un esquema de ramificación y poda, en el que el espacio de soluciones de 
cada nodo se reduce a un máximo de cinco hijos y se establece una cota 
máxima temporal de procesamiento.  
En el estudio de las piezas se detallan, mediante tablas, las capturas 
necesarias para la inspección de los defectos cromáticos y topográficos en 
los siguientes apartados (ver por ejemplo la Tabla 5.6). La primera columna 
hace referencia a la posición de la cámara según los movimientos de Yaw y 
de Pitch en el espacio con origen de coordenadas en el motivo. La segunda 
especifica el tamaño necesario en píxeles de la imagen en una de sus 
dimensiones para cubrir el área de interés de la pieza. La siguiente muestra el 
área real (mm2) capaz de cubrir la captura en curso. La columna A. Inspec 
refleja el área de la pieza que ha sido capturada (el área de interés). La quinta 
columna determina el área acumulada en la inspección según el plan de 
trabajo y, por último, se muestra el porcentaje que representa la inspección 
de acuerdo con el área total a inspeccionar.   
Por último, se muestra, también, una estimación simplificada de los 
costes temporales T (5.1) de los sistemas a utilizar en la inspección de una 
pieza. Se contemplan los movimientos necesarios de posicionamiento e 
inspección. Para tal fin, se ha asumido una distancia de enfoque fija donde el 
tiempo de posicionamiento estará asociado al de posicionar la cámara en 
cada uno de los movimientos de guiñada y cabeceo. Esto es, la suma de la 
cantidad total de grados recorridos en Yaw Cy y en Pitch Cp por el tiempo 
consumido en recorrer un grado, ty y tp respectivamente. Con el objetivo de 
realizar un recorrido con el menor desplazamiento posible de la cámara en la 
inspección de los logotipos, el plan de inspección se ordena según los 
movimientos en Yaw y en Pitch. Por otro lado, se considera el tiempo de 
inspección tI como aquel tiempo necesario para el cálculo de la diferencia 
entre la imagen almacenada en la base de conocimiento y la capturada para 
el número total de capturas del plan Nt. Las tareas de posicionamiento y de 
procesamiento podrán solaparse en el tiempo y dependerá de la aplicación 
en la que se enmarque la solución.  
{ },  ( )t I y y p pT N t C t C t= ⋅ ⋅ + ⋅  5.1
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2.1 Logotipo Mercedes Benz 
La primera pieza utilizada para comprobar la aplicación de los resultados 
de sensibilidad en la inspección de superficies especulares corresponde al 
logotipo de Mercedes Benz de un diámetro de 100 mm (ver figura 5.3).  
Las características geométricas de la pieza definen una superficie total a 
inspeccionar de 4676’15 mm2. La superficie se distribuye en el espacio 
formando un ángulo entre las normales al motivo y un vector de referencia 
(eje Z del origen de coordenadas situado en el centro del motivo) en el 
intervalo (0º, 90º). En la Tabla 5.5 se detalla el área a inspeccionar por 
intervalo de ángulos. 
Ángulo (º) [0º, 10[ [10º, 20º[ [20º, 30[ [30º, 40º[ [40º, 50º[
Área (mm2) 143,78 238,2 156,97 1537,39 1262,1 
Ángulo (º) [50º, 60º[ [60º, 70º[ [70º, 80º[ [80º, 90º] TOTAL 
Área (mm2) 9,67 30,68 21,07 1276,29 4676,15 
Tabla 5.5 Superficie a inspeccionar del motivo Mercedes Benz en función 
de los ángulos entre las normales y el vector de referencia (eje Z)  
La sensibilidad asociada en los valores de las magnitudes de la escena, del 
conjunto de desafino, condiciona la captura del motivo en un total de 15 
imágenes (ver Tabla 5.6) para la inspección de esta pieza con superficie de 
características electromagnéticas del material dieléctrico y utilizando una 
configuración de iluminación Homogéneo (figura 5.4a). 
 
Figura 5.3 Configuración de los elementos de la escena para la inspección 
del logotipo de Mercedes Benz 
100mm
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La solución extraída del árbol de búsqueda, que maximiza el área a 
inspeccionar y minimiza el número de capturas, es capaz de procesar una 
superficie total de 4671,17 mm2, prácticamente el 100% de la superficie. Las 
necesidades de resolución de la cámara varían en el plan de inspección, 
desde los 740x740 hasta los 1452x1452 píxeles de la primera captura. Las 
imágenes capturadas según el plan de trabajo de la Tabla 5.6 pueden 
observarse en la figura 5.5. 
 
Figura 5.4 Logotipos dieléctrico (a) y metálico (b) de Mercedes Benz 













(0, 0) 1452 9377,45 541,47 541,47 0,1158
(30, 20) 1370 7955,63 848,72 1390,19 0,2973
(-20, -30) 1377 7853,6 840,8 2231 0,4771
(-30, 60) 1105 3803,62 613,83 2844,83 0,6084
(40, -60) 1086 3596,21 593,69 3438,52 0,7353
(-70, 20) 817 2501,9 300,83 3739,35 0,7997
(10, 70) 755 1856,22 237,33 3976,68 0,8504
(-20, -80) 788 1012,18 223,19 4199,86 0,8981
(80, 30) 740 1884,74 217,47 4417,33 0,9447
(-60, -70) 795 1611,56 75,7 4493,03 0,9608
(20, -60) 1127 3922,83 74,92 4567,95 0,9769
(30, 70) 767 1861,64 65,54 4633,49 0,9909
(-60, 40) 880 3438,4 20,71 4654,2 0,9953
(20, -20) 1400 8666,38 14,28 4668,48 0,9984
(-20, 20) 1402 8674,16 2,7 4671,17 0,9989
Tabla 5.6 Plan de inspección utilizando la función ϒeФ Homogéneo para el 
logotipo dieléctrico 
La inspección de la pieza dieléctrica utilizando el acondicionamiento 
ambiental de máxima sensibilidad, función ϒeФ Entrelazado XY, reduce el 
a) b) 
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conjunto de captura de 15 a 9 imágenes (ver Tabla 5.7). La resolución de la 
cámara varía entre los 826x826 y los 1455x1455 píxeles para recorrer una 
superficie total de 4675,05 mm2. Es interesante observar cómo con la 
primera captura se obtiene casi un 45% de la inspección total de la pieza. 
Este hecho contrasta con la llevada a cabo con el entorno de iluminación no 








Figura 5.5 Capturas del logotipo dieléctrico de Mercedes Benz utilizando la 
función ϒeФ Homogéneo  
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(0, 0) 1455 9410,15 2079,07 2079,07 0,44461
(-10, -60) 1219 4252,76 581,96 2661,04 0,56907
(-10, 60) 1221 4234,16 580,29 3241,33 0,69316
(60, 10) 1263 4574,35 560,57 3801,9 0,81304
(-70, 0) 1174 2899,19 480,71 4282,61 0,91584
(40, -60) 1187 4118,58 197,45 4480,06 0,95807
(30, 50) 1279 5563,56 121,89 4601,95 0,98413
(-80, 50) 826 2711,22 36,55 4638,5 0,99195
(-80, -70) 923 1695,65 36,55 4675,05 0,99976
Tabla 5.7 Plan de inspección utilizando la función ϒeФ Entrelazado XY para 




Figura 5.6 Capturas del logotipo dieléctrico de Mercedes Benz con ϒeФ 
Entrelazado XY 
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Las imágenes capturadas según el plan de trabajo de la Tabla 5.7 pueden 
observarse en la figura 5.6. En ellas se muestra una función de 
acondicionamiento ambiental Entrelazado XY con 20 luces monocromáticas 
en el intervalo visible (longitudes de onda entre los 380 nm y los 780 nm) y 














(0, 0) 1452 9377,45 381,97 381,97 0,08168
(30, -30) 1218 6588,08 769,21 1151,19 0,24618
(0, 40) 1186 5982,37 761,16 1912,35 0,40896
(-30, -30) 1215 6503,9 758,21 2670,56 0,57110
(40, 20) 1167 5691,68 222,63 2893,19 0,61871
(-40, 20) 1166 5680,73 220,89 3114,07 0,66595
(0, -80) 550 707,26 143,46 3257,53 0,69663
(-60, 70) 570 1038,1 142,98 3400,51 0,72720
(30, 80) 510 630,42 142,09 3542,6 0,75759
(80, 40) 519 1127,5 141,35 3683,95 0,78782
(-60, -70) 570 1015,71 140,94 3824,89 0,81796
(-20, 80) 493 620,97 138 3962,89 0,84747
(0, -40) 1137 4144,17 137,76 4100,66 0,87693
(50, -80) 543 615,36 131,11 4231,77 0,90497
(-30, -80) 560 705,12 88,05 4319,82 0,92380
(-80, -20) 576 1075,71 67,33 4387,15 0,93820
(50, 60) 635 1744,96 47,76 4434,91 0,94841
(0, 80) 550 695,4 45,85 4480,76 0,95822
(20, -70) 526 1213,01 32,72 4513,49 0,96521
(10, 30) 1280 6672,88 31 4544,48 0,97184
(60, -60) 630 1538,01 29,37 4573,85 0,97812
(-30, 40) 1133 5565,17 25,12 4598,97 0,98349
(-50, 70) 586 1177,92 11,57 4610,55 0,98597
(40, -30) 1164 5933,79 4,83 4615,37 0,98700
(-40, -20) 1192 6175,95 4,41 4619,79 0,98795
(10, 60) 749 1970,75 0,17 4619,96 0,98798
Tabla 5.8 Plan de inspección utilizando la función ϒeФ Homogéneo para el 
logotipo metálico 
La inspección del logotipo con las características de la superficie metálica 
(figura 5.4b) necesita un total de 26 capturas (ver Tabla 5.8) si se trabaja con 
iluminación de tipo Homogéneo. En este caso, como sabemos, sólo se 
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permiten ángulos entre la cámara y las normales al motivo inferiores a 20º, 
fijando una escala de percepción de 15 píxeles por mm. 
 
   
 




Figura 5.7 Capturas utilizando la función ϒeФ Homogéneo para el logotipo 
metálico 
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Las restricciones en los valores de las magnitudes para el conjunto de 
desafino hacen que el plan de inspección sea el peor. Con una cámara de 
1452x1452 píxeles es capaz de inspeccionar una superficie total de 4619,96 
mm2, que representa un 98’79% de la pieza. Ciertas capturas podrán 
realizarse con cámaras de resolución inferior de hasta los 510x510 píxeles. 
Las imágenes de las capturas se reflejan en la figura 5.7. 
Por último, la inspección de la superficie metálica utilizando la 
estructuración lumínica que proporciona la función ϒeФ Entrelazado XY 
produce una mejora considerable en el número de capturas, pasando de 26 a 





Figura 5.8 Capturas utilizando la función ϒeФ Entrelazado XY para el 
logotipo metálico 
Las imágenes capturadas según el plan de trabajo pueden observarse en 
la figura 5.8. Se muestra la síntesis con la misma función de 
acondicionamiento ambiental Entrelazado XY que para el caso anterior del 
dieléctrico −20 luces monocromáticas en el intervalo de longitudes de onda 
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(380 nm, 780 nm) y con un área lumínica de 5 mm en una de sus 
dimensiones. 
La estimación simplificada de los costes temporales para la inspección de 
las piezas de Mercedes-Benz dieléctrica y metálica con las alternativas de 
acondicionamiento ambiental se muestra en la Tabla 5.9.  
 Homogéneo  Entrelazado 
Dieléctrico T={15tI, (150ty+1030tp)} T={9tI, (140ty+640tp)}
Metálico T={26tI, (160ty+1880tp)} T={9tI, (140ty+640tp)}
Tabla 5.9 Estimación temporal para la inspección de la pieza Mercedes-
Benz 
2.2 Logotipo Peugeot 
El logotipo de Peugeot constituye el segundo elemento en el que se ha 
probado la generación automática de arquitecturas basadas en el modelo 
propuesto. La topología de la pieza facilita que se produzcan oclusiones que 
dificultan la capacidad de inspección. En la figura 5.9 se muestra la 
configuración de los elementos del sistema para inspeccionar una pieza que 
alcanza los 100 mm de alto. 
 
Figura 5.9 Configuración de los elementos de la escena para la inspección 
del logotipo de Peugeot 
La geometría de la pieza establece una superficie total para inspección de 
11900’56 mm2. En la Tabla 5.5 se muestra el área a inspeccionar según el 
100mm
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ángulo que forman las normales a la pieza con el eje Z del origen de 
coordenadas situado en el centro del motivo (vector de referencia). Los 
4591,41 mm2 del intervalo [0º, 10º[ corresponden al área de la pieza cuya 
normal forma un ángulo de 0º con el eje de referencia. Este es el plano 
principal del logotipo. En el otro extremo, la superficie que se agrupa en el 
intervalo [80º, 90º] corresponde a los 90º del borde lateral que delimita la 
figura. 
Ángulo (º) [0º, 10[ [10º, 20º[ [20º, 30[ [30º, 40º[ [40º, 50º[
Área (mm2) 4595,41 0 0 0 0 
Ángulo (º) [50º, 60º[ [60º, 70º[ [70º, 80º[ [80º, 90º] TOTAL
Área (mm2) 0 0 0 7305,15º 11900,56
Tabla 5.10 Superficie a inspeccionar del motivo Peugeot en función de los 
ángulos entre las normales y el vector de referencia (eje Z) 
La inspección, utilizando un esquema de iluminación Homogéneo, de la 
pieza de Peugeot dieléctrica (figura 5.10a) necesita 32 capturas (ver Tabla 
5.11). En ellas, el ángulo entre la normal a la cámara y las normales al 
motivo no supera los 30º y la escala de percepción queda fijada en su mayor 
valor: 15 píxeles por milímetro. 
 
 
Figura 5.10 Logotipos dieléctrico (a) y metálico (b) de Peugeot bañado con 
luz monocromática de 700nm 
El plan de inspección que maximiza el área de estudio y minimiza la 
cantidad de capturas es capaz de inspeccionar una superficie total de 
9706,01 mm2 que representa el 81’55% de la superficie total. Las 
restricciones de los valores de las magnitudes de la escena y de la geometría 
de la pieza facilitan que existan zonas del logotipo donde no es posible la 
a) b) 
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inspección directa con la cámara. Por ejemplo, el interior del ojo y la cola del 













(0, 0) 1499 9221,19 4595,41 4595,41 0,386151
(20, 70) 1629 4217,42 989,13 5584,53 0,469266
(-70, -30) 1299 5825,49 873,12 6457,66 0,542635
(20, -70) 1382 3846,27 749,92 7207,58 0,605650
(60, -40) 1305 6498,1 673,79 7881,37 0,662269
(-50, 50) 1472 6163,7 590,56 8471,94 0,711894
(60, 40) 1385 7258,94 466,99 8938,93 0,751135
(-20, -70) 1593 4435,27 383,92 9322,85 0,783396
(-20, 60) 1319 4657,28 132,46 9455,31 0,794526
(-40, -70) 1344 3732,34 92,63 9547,94 0,802310
(40, -50) 1460 6182,08 57,51 9605,45 0,807143
(80, 80) 1502 2533,21 28,29 9633,73 0,809519
(70, 0) 1421 3528,83 20 9653,73 0,811200
(30, 60) 1402 4949,03 16,12 9669,85 0,812554
(60, 20) 1383 6779,55 8,54 9678,39 0,813272
(70, 50) 1420 6308,95 4,09 9682,48 0,813615
(0, 60) 1291 4776,81 3,26 9685,73 0,813889
(-80, 80) 1428 2272,64 3,24 9688,97 0,814161
(-60, 30) 1299 6223,16 3,17 9692,15 0,814428
(30, 90) 1742 1090,02 2,16 9694,31 0,814610
(80, -80) 1332 2144,77 2,05 9696,36 0,814782
(0, -60) 1253 4701,51 1,98 9698,33 0,814947
(10, -60) 1246 1704,62 1,71 9700,04 0,815091
(60, -10) 1394 5463,06 1,22 9701,27 0,815194
(20, -90) 1487 930,7 1,2 9702,47 0,815295
(-60, -30) 1280 4908,21 0,87 9703,34 0,815368
(-60, 40) 1334 6981,71 0,84 9704,18 0,815439
(50, -50) 1478 6260,11 0,77 9704,95 0,815504
(60, 50) 1500 6662,07 0,5 9705,45 0,815546
(70, 40) 1289 6604,93 0,24 9705,69 0,815566
(40, -60) 1565 5496,84 0,19 9705,88 0,815582
(10, 80) 1476 2405,56 0,13 9706,01 0,815593
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Figura 5.11 Capturas del logotipo dieléctrico de Peugeot utilizando la 
función ϒeФ Homogéneo 
Es interesante destacar cómo en la primera captura se inspecciona casi 
un 40% de la pieza, el correspondiente al plano principal del logotipo. La 
morfología del resto de la pieza, el correspondiente a los bordes de la 
misma, condiciona el resto del procesamiento. A partir de la captura número 
12, que alcanza el 81% recorrido, el área nueva que se estudia no es 
significativa. De hecho, en las últimas 17 capturas la superficie, que no ha 
sido revisada previamente con otras capturas, es inferior a 5 mm2.  
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Las necesidades de resolución de la cámara varían en el plan de 
inspección, desde los 1246x1246 hasta los 1742x1742 píxeles. Las imágenes 
capturadas según el plan de trabajo de la Tabla 5.11 pueden observarse en la 













(0, 0) 1499 9221,19 4595,41 4595,41 0,386151
(30, 70) 1728 4474,06 1307,44 5902,85 0,496014
(30, -70) 1622 4514,13 1161,97 7064,82 0,593654
(-50, -40) 1419 7639,81 1160,37 8225,19 0,691160
(-40, 60) 1554 5375,74 752,09 8977,28 0,754358
(60, 20) 1383 6779,55 489,13 9466,4 0,795458
(-10, -60) 1432 5370,74 159,69 9626,09 0,808877
(-60, 10) 1421 5261,8 130,71 9756,8 0,819861
(10, 60) 1468 5090,34 48,4 9805,2 0,823928
(70, -20) 1368 5168,86 35,07 9840,27 0,826875
(10, -50) 1248 4589,02 15,8 9856,08 0,828203
(40, -40) 1427 6960,36 13,72 9869,79 0,829355
(70, 20) 1383 5852,07 13,19 9882,98 0,830463
(0, 60) 1380 5109,8 12,79 9895,77 0,831538
(0, 50) 1291 5858,13 11,71 9907,48 0,832522
(40, -80) 1661 2773,28 9,65 9917,12 0,833332
(-10, 70) 1329 3436,62 8,13 9925,25 0,834015
(30, -50) 1444 6321,57 4,84 9930,09 0,834422
(30, 50) 1352 5843,48 4,58 9934,67 0,834807
(50, 10) 1423 6709,23 4,45 9939,12 0,835181
(60, 70) 1690 4603,64 9,48 9948,59 0,835977
(20, 60) 1605 5665,56 3,91 9952,51 0,836306
(-50, 10) 1421 5352,15 3,15 9955,66 0,836571
(-30, 50) 1392 6016,49 2,73 9958,4 0,836801
(-50, 50) 1510 6742,1 0,56 9958,96 0,836848
(-30, 60) 1516 5674,35 0,18 9959,13 0,836862
Tabla 5.12 Plan de inspección utilizando la función ϒeФ Entrelazado XY para 
el logotipo dieléctrico y metálico 
La inspección de la pieza dieléctrica utilizando la función ϒeФ Entrelazado 
XY, reduce el conjunto de captura de 32 a 26 imágenes (ver Tabla 5.12). En 
este caso, se obtiene una mayor área inspeccionada con tal sólo 8 capturas 
que con la configuración de iluminación de tipo Homogéneo. 
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Figura 5.12 Capturas del logotipo dieléctrico de Peugeot con ϒeФ 
Entrelazado XY  
La resolución de la cámara varía entre los 1248x1248 y los 1728x1728 
píxeles para recorrer una superficie total de 9959,13 mm2 que representa el 
83’68% de la pieza.  
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Las imágenes capturadas pueden observarse en la figura 5.12 utilizando 
una función de acondicionamiento ambiental Entrelazado XY con 20 luces 
monocromáticas en el intervalo visible  y con un tamaño de área lumínica 
d(ROLl) de 5 mm en una de sus dimensiones. 
El logotipo metálico de Peugeot (figura 5.10b) necesita un total de 43 
imágenes (ver Tabla 5.13) utilizando la iluminación Homogéneo para ser 
inspeccionado. Como sabemos, sólo se permiten ángulos entre la cámara y 
las normales al motivo inferiores a los 20º fijando una escala de percepción 














(0, 0) 1499 9221,19 4595,41 4595,41 0,386151
(-80, -80) 1431 2425,98 774,45 5369,85 0,451227
(20, 90) 1638 1025,26 665,87 6035,72 0,507179
(50, -70) 1579 4083,79 510,29 6546,01 0,550059
(10, -80) 1295 2241,05 491,26 7037,27 0,591339
(-30, 80) 1180 1596,37 351,46 7388,73 0,620872
(70, 80) 1571 2448,71 311,63 7700,35 0,647058
(80, 0) 1356 2126,04 259,4 7959,76 0,668856
(-30, -80) 1009 1616,43 213,61 8173,37 0,686805
(-60, 60) 1488 4890,05 164,5 8337,87 0,700628
(0, 70) 1291 3548,05 130,53 8468,39 0,711596
(50, 70) 1329 3377,94 106,78 8575,17 0,720569
(-50, -70) 1336 3618,66 98,79 8673,96 0,728870
(60, 50) 1383 6140,94 70,71 8744,67 0,734812
(-20, -90) 1603 1003,13 63,53 8808,2 0,740150
(-70, 0) 1418 2630,63 43,89 8852,09 0,743838
(30, -70) 1326 3436,36 19,74 8871,83 0,745497
(0, -70) 1253 3488,44 19,23 8891,06 0,747113
(20, 70) 1328 3143,82 17,84 8908,91 0,748613
(-60, -50) 1124 4904,28 16,61 8925,51 0,750008
(-70, 30) 1299 5711,68 13,6 8939,11 0,751150
(-10, 80) 1275 2059,99 11,12 8950,23 0,752085
(80, -30) 1261 4913,49 5,8 8956,03 0,752572
(-30, 70) 784 2025,15 4,02 8960,05 0,752910
(-70, -30) 1164 3805,5 2,8 8962,85 0,753145
(-60, 50) 1234 4871,57 2,7 8965,55 0,753372
(-20, 70) 1327 3427,99 2,68 8968,23 0,753597
(70, 0) 1391 3454,34 2,56 8970,79 0,753812
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(70, -30) 1234 5456,65 1,27 8972,07 0,753920
(20, -90) 1283 803,08 1,2 8973,27 0,754021
(20, -70) 1170 1052,53 0,79 8974,07 0,754088
(40, -70) 1553 3970,34 0,72 8974,79 0,754149
(60, 60) 1485 5382,4 0,62 8975,4 0,754200
(30, 70) 1435 3445,77 0,59 8975,99 0,754249
(-70, 10) 1421 4010,83 0,3 8976,29 0,754275
(60, 90) 1448 906,16 0,29 8976,58 0,754299
(70, -20) 1340 5034,03 0,24 8976,82 0,754319
(50, 60) 1158 3982 0,18 8977 0,754334
(50, -80) 1603 2613,44 0,16 8977,16 0,754348
(60, -50) 1390 5322,27 0,19 8977,35 0,754364
(50, -60) 1530 4695,09 0,14 8977,49 0,754375
(40, 70) 1464 3785,69 0,06 8977,55 0,754380
(-10, -80) 1449 2509,02 0,01 8977,56 0,754381
Tabla 5.13 Plan de inspección utilizando la función ϒeФ Homogéneo para el 
logotipo metálico 
Las restricciones en las magnitudes de la escena configuran un plan de 
trabajo extenso. Una cámara de 1638 x 1638 píxeles consigue inspeccionar 
una superficie total de 8977’56 mm2, que representa tan sólo el 75,43 % de 
la pieza. Como se puede observar en la Tabla 5.13, 26 tomas corresponden a 
áreas del motivo inferiores a 20 mm2. En las últimas adquisiciones (13) el 
área nueva que se adquiere en busca del defecto no es ni de tan sólo 1 mm2. 
Las imágenes pueden observarse en la figura 5.13. 
Finalmente, la inspección de la superficie metálica utilizando el 
acondicionamiento ambiental Entrelazado XY produce una mejora 
considerable en el número de capturas pasando de 43 a 26 (ver Tabla 5.12). 
Este patrón de iluminación, considerando la tasa de sensibilidad del 80%, 
consigue que la percepción sea independiente del tipo de material (se trata 
de los mismos datos de captura que para el caso dieléctrico). 
Las imágenes capturadas según el plan de trabajo de la Tabla 5.12 
pueden observarse en la figura 5.14 Se muestra la misma función de 
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Figura 5.13 Capturas utilizando la función ϒeФ Homogéneo para el logotipo 
metálico 
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Figura 5.14 Capturas utilizando la función ϒeФ Entrelazado XY para el 
logotipo metálico 
 Homogéneo  Entrelazado 
Dieléctrico T={32tI, (160ty+1960tp)} T={26tI, (130ty+1470tp)}
Metálico T={43tI, (160ty+3380tp)} T={26tI, (130ty+1470tp)}
Tabla 5.14 Planificación temporal para la inspección de la pieza Peugeot 
La estimación simplificada de los costes temporales para inspeccionar las 
piezas de Peugeot dieléctrica y metálica, con las alternativas de 
acondicionamiento ambiental, se muestra en la Tabla 5.14. 
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2.3 Logotipo Opel 
Por último, analizamos las características del sistema que podría utilizarse 
para la inspección del logotipo de Opel con un diámetro de 100 mm (ver 
figura 5.15). 
Ángulo (º) [0º, 10[ [10º, 20º[ [20º, 30[ [30º, 40º[ [40º, 50º[
Área (mm2) 1621,13 174,45 0 172,36 170,64 
Ángulo (º) [50º, 60º[ [60º, 70º[ [70º, 80º[ [80º, 90º] TOTAL 
Área (mm2) 172,9 10,2 164,28 3175,34 5661,3 
Tabla 5.15 Superficie a inspeccionar del motivo Opel en función de los 
ángulos entre las normales y el vector de referencia (eje Z) 
La superficie total a inspeccionar en el motivo es de 5661’3 mm2 
repartida en el espacio formando un ángulo entre las normales y el vector de 
referencia (eje Z del origen de coordenadas situado en el centro del motivo) 
según se detalla en la Tabla 5.15.  
 
Figura 5.15 Configuración de los elementos de la escena para la inspección 
del logotipo de Opel 
La inspección de la pieza de Opel con las características 
electromagnéticas del material dieléctrico y sin acondicionar el entorno para 
la medida necesita un conjunto de 19 capturas (ver Tabla 5.16). 
El plan es capaz de inspeccionar una superficie total de 5204,7 mm2, un 
91’93% de la superficie. De nuevo, las oclusiones de la propia pieza dadas 
las restricciones del sistema no permiten inspeccionar la totalidad de la 
100mm 
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misma. Las particularidades de la cámara varían en el plan de inspección, 
desde los tan sólo 572x572 hasta los 1499x1499 píxeles de la primera 
captura. Las imágenes capturadas según el plan de trabajo de la Tabla 5.16 
pueden observarse en la figura 5.17. 
 
Figura 5.16 Logotipos dieléctrico (a) y metálico (b) de Opel bañado con luz 













(0, 0) 1499 7631,39 1772,5 1772,5 0,313091
(-20, 70) 1466 2847,89 944,6 2717,1 0,479943
(20, -70) 1467 2848,57 918,39 3635,49 0,642165
(-30, -70) 635 1202,27 302,01 3937,5 0,695512
(30, 70) 635 1202,27 295,56 4233,06 0,747719
(-80, 0) 628 839,28 281,93 4514,99 0,797518
(80, 0) 628 839,28 278,1 4793,08 0,846639
(-20, 0) 1409 7171,16 97,01 4890,1 0,863777
(20, 0) 1409 7171,16 96,81 4986,91 0,880877
(40, -60) 706 1791,64 65,07 5051,97 0,892369
(-60, 50) 619 1594 65,06 5117,03 0,903861
(-20, 30) 1038 4422,96 27,51 5144,55 0,908722
(-20, -40) 956 3617,31 27,49 5172,04 0,913578
(-50, -50) 666 1943,42 16,25 5188,29 0,916449
(50, 60) 572 1373,48 9,52 5197,81 0,918130
(90, -90) 628 267,93 4,45 5202,27 0,918918
(-90, -90) 628 267,93 1,84 5204,1 0,919241
(-80, -30) 599 1192,18 0,32 5204,42 0,919298
(80, 30) 599 1192,24 0,28 5204,7 0,919347














   
Figura 5.17 Capturas del logotipo dieléctrico de Opel utilizando la función 
ϒeФ Homogéneo  
La inspección del logotipo con los parámetros del dieléctrico utilizando 
el acondicionamiento ambiental de máxima sensibilidad, función ϒeФ 
Entrelazado XY, reduce el conjunto de captura de 15 a 12 (ver Tabla 5.17). 
La resolución de la cámara varía entre los 748x748 hasta los 1499x1499 
píxeles permitiendo recorrer una superficie de 5322,95 mm2, un 94% del 
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total de la pieza. Esto es un área de 118,55 mm2 mayor que con respecto a la 
configuración de la iluminación Homogéneo. Además, tan sólo son necesarias 
6 capturas para alcanzar casi los mismos resultados del caso anterior (donde 
eran necesarias 15 tomas).  
Las imágenes capturadas según el plan de trabajo de la Tabla 5.17 
pueden observarse en la figura 5.18. En ellas se muestra una función de 
acondicionamiento ambiental Entrelazado XY con 20 luces monocromáticas 
de longitudes de onda entre los 380 nm y los 780 nm y con un tamaño de 













(0, 0) 1499 7695,8 1940,83 1940,83 0,342824
(-30, 70) 1385 2689,08 1101,36 3042,19 0,537366
(20, -60) 1468 3972,57 1066,32 4108,5 0,725717
(-60, -40) 774 2641,99 428,73 4537,23 0,801447
(60, 40) 774 2641,88 421,71 4958,94 0,875937
(0, 70) 1495 2963,54 133,78 5092,72 0,899567
(-40, -70) 683 1318,44 116,38 5209,1 0,920124
(80, 0) 748 1013,83 82,18 5291,28 0,934640
(-90, -90) 748 318,75 15,84 5307,12 0,937438
(-80, -10) 745 1074,83 9,54 5316,66 0,939124
(90, -90) 748 318,75 5,36 5322,02 0,940070
(10, 0) 1477 7578,89 0,93 5322,95 0,940235
Tabla 5.17 Plan de inspección utilizando la función ϒeФ Entrelazado XY para 
el logotipo dieléctrico y metálico 
La inspección del logotipo con superficie metálica (figura 5.16b) necesita 
un total de 33 capturas (ver Tabla 5.18) cuando se trabaja con una 
configuración de iluminación Homogéneo. Con una cámara de 1499x1499 
píxeles es capaz de inspeccionar una superficie total de 4937,54 mm2, tan 
sólo un 87’21% de la pieza. 
Las restricciones en las magnitudes para inspección (sólo se permite 
ángulos entre la cámara y las normales al motivo inferiores a 20º) hacen que 
el plan que maximiza el área inspeccionada en la pieza y minimiza el número 
de capturas sea el peor, como ocurre en los casos anteriores.  
La mayoría de las capturas corresponden a áreas muy restringidas de la 
pieza: 22 capturas no alcanzan los 100 mm2 destacando las 8 adquisiciones 
de área inferiores a 6 mm2. Estos datos reflejan que más de la mitad de las 
tomas permiten aumentar sólo un 7% la cobertura alcanzada en la captura 
número 15. Las imágenes pueden observarse en la figura 5.19. 
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Figura 5.18 Capturas del logotipo dieléctrico de Opel con ϒeФ Entrelazado 
XY 
La inspección de la pieza de Opel metálica con el acondicionamiento 
ambiental produce, como cabía esperar, una mejora considerable en el 
número de capturas, pasando de 33 a 12 (ver Tabla 5.17). El patrón de 
iluminación Entrelazado XY, con la tasa de sensibilidad utilizada en las 
pruebas, consigue una percepción independiente del tipo de material ya que, 
como se ha comentado antes, se trata de los mismos datos de captura que 
para el caso dieléctrico. 
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(0, 0) 1499 7631,39 1772,5 1772,5 0,313091
(0, -70) 1491 2825,89 674,04 2446,54 0,432152
(0, 70) 1495 2833,87 645,53 3092,07 0,546177
(40, 70) 536 915,36 175,69 3267,76 0,577210
(50, -70) 434 698,51 169,5 3437,26 0,607150
(-50, 70) 434 698,51 167,72 3604,98 0,636776
(-40, -70) 519 886,75 160,6 3765,58 0,665144
(-80, -20) 451 684,4 159,57 3925,15 0,693330
(80, 20) 451 684,34 154,2 4079,35 0,720568
(0, -80) 1491 1635,34 101,04 4180,38 0,738413
(0, 80) 1495 1639,86 100,62 4281 0,756187
(-30, 30) 911 3554,13 68,72 4349,72 0,768325
(30, -30) 911 3554,13 68,71 4418,43 0,780462
(10, 40) 843 2797,12 61,8 4480,23 0,791378
(-20, -30) 944 3829,85 61,78 4542,01 0,802291
(30, -70) 426 771,74 61,7 4603,71 0,813190
(-30, 70) 426 771,65 61,7 4665,41 0,824088
(40, 10) 850 2944,28 48,24 4713,65 0,832609
(-50, 0) 714 1580,48 42,69 4756,34 0,840150
(-30, -70) 530 958,47 39,65 4795,99 0,847153
(-60, -50) 510 977,96 29,96 4825,95 0,852446
(60, 50) 510 978,01 29,06 4855,01 0,857579
(20, 70) 442 826,63 25,57 4880,58 0,862095
(0, -50) 716 1782,02 20,53 4901,12 0,865723
(70, -30) 504 1009,36 16,21 4917,32 0,868585
(-70, 10) 456 908,65 5,83 4923,15 0,869615
(-90, -90) 362 154,53 3,47 4926,62 0,870228
(-30, 40) 806 2818,16 3,41 4930,04 0,870832
(20, 20) 1026 4657,53 3,41 4933,45 0,871434
(90, -90) 362 154,53 3,04 4936,49 0,871971
(70, 30) 508 1140,9 0,53 4937,03 0,872066
(20, 0) 1409 7102,57 0,31 4937,34 0,872121
(40, -20) 853 3147,03 0,19 4937,54 0,872157













    
 





Figura 5.19 Capturas utilizando la función ϒeФ Homogéneo según el logotipo 
metálico 
Inspección de logotipos  




   
  
Figura 5.20 Capturas utilizando la función ϒeФ Entrelazado XY según el 
logotipo metálico 
Las imágenes capturadas según el plan de trabajo de la Tabla 5.17 y con 
el mismo acondicionamiento ambiental Entrelazado XY que para el caso 
anterior pueden observarse en la figura 5.20. 
La estimación simplificada de los costes temporales para la inspección de 
la pieza de Opel dieléctrica y metálica con las alternativas de 
acondicionamiento ambiental se muestra en la Tabla 5.19.  
 Homogéneo  Entrelazado 
Dieléctrico T={19tI, (180ty+1140tp)} T={12tI, (180ty+780tp)]
Metálico T={33tI, (180ty+1820tp)} T={12tI, (180ty+780tp)}
Tabla 5.19 Planificación temporal para la inspección de la pieza Opel 
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1. Aportaciones 
Los sistemas de adquisición visual tienen limitada su capacidad de 
percepción a un intervalo lo que representa que la sensibilidad decrece 
radicalmente en los extremos del mismo. La visión que considera los 
intervalos de dificultad en la escena, de las condiciones adversas en la 
percepción, sustenta la línea de la visión realista en la que se enmarca este 
trabajo. A las condiciones de escasa sensibilidad consecuencia de los valores 
del entorno y de la cámara (la escala de percepción, la intensidad lumínica de 
las fuentes, los ángulos de percepción, etc.) se unen las relacionadas con la 
aportación de las características propias de los motivos. En este trabajo, el 
interés se centra en la visión de superficies de reflexión especular que 
propician enormemente la entrada del dispositivo de adquisición en los 
intervalos de escasa percepción. Además, el conjunto de los sistemas 
visuales dedicados a la inspección conllevan un análisis concienzudo de las 
características del problema. Se exige una solución de diseño que abarca 
desde el instrumental empleado en la captura de la imagen hasta el 
reconocimiento del posible defecto. La consecuencia ha sido que los 
sistemas de visión están muy orientados a aplicaciones concretas.  
La revisión del estado del arte se centra en las técnicas utilizadas para 
tratar los problemas relacionados con la inspección visual automática, con la 
incertidumbre en la entrada asociada a los materiales especulares y, por 
último, con la inspección de las superficies especulares. La inspección visual 
automática constituye un campo de aplicación de los métodos de visión que 
aplican las técnicas clásicas de mejora y restauración de la imagen incidiendo 
en adecuar la segmentación, extracción de características y clasificación a 
cada tipo de problema. Los métodos desarrollados para el tratamiento de las 
superficies especulares deben cumplir ciertas restricciones que sólo las hacen 
viables en algunos casos. Además, las técnicas para inspección especular son 
escasas. Las características lumínicas son un factor determinante ya que 
pueden facilitar en gran medida la detección de los defectos en las imágenes. 
Así, las técnicas de iluminación estructurada son consideradas las más fiables 
y adecuadas para la inspección de la forma de la superficie. En todos los 
métodos analizados, se observa la dificultad de proponer un sistema 
genérico. Las soluciones que se plantean satisfacen los requerimientos 
específicos del sistema a implantar y no se ha propuesto una metodología de 
diseño de los sistemas de inspección que pueda aplicarse sistemáticamente 
para la concepción de los mismos. 
La formulación del problema parte del modelado de las condiciones en 
las que se produce la formación de una imagen, y las variables que 
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intervienen en ella, en términos de la contribución de los motivos en la 
escena, así como del entorno y la cámara. Se expresa formalmente la 
discernibilidad en la imagen en el dominio del motivo mediante un espacio 
topológico asociado al mismo. Cada motivo tiene un entorno de similitud, 
de radio determinado por la modulación de la cámara y el efecto del 
entorno. En otros términos, el radio de la bola de similitud expresa la 
capacidad potencial del instrumental de medida y la influencia del entorno 
en la percepción de un motivo. Los motivos que pertenecen a la misma bola 
de similitud no pueden discernirse en la imagen. La formulación del 
problema es general, no depende de los parámetros implicados en cada 
variable de la escena (entorno, motivo y calibrado) y permite estudiar la 
visión en condiciones adversas mediante el estudio del espacio topológico 
asociado a los motivos. La definición de este espacio facilita la 
caracterización del sistema de visión y las soluciones que puedan plantearse.  
Como propuesta de resolución del problema de la visión en condiciones 
adversas asociadas a los extremos del intervalo de sensibilidad, se plantea el 
interés de proporcionar una normalización de la imagen que permita que los 
motivos que la cámara percibe como iguales —que pertenecen a las mismas 
bolas de similitud— puedan diferenciarse. Una de las vías para realizar la 
transformación consiste en cambiar la curva de calibración, mediante una 
transformación no lineal, a la zona de máxima sensibilidad del intervalo 
adecuando las condiciones del entorno o de la cámara. La otra está 
relacionada con la operación con incrementos grandes de la entrada para 
aumentar las diferencias del tamaño de la salida hasta que pueda ser medida. 
En los dos casos, el objetivo es que dos motivos que necesiten ser 
diferenciados entre sí no pertenezcan a la misma bola de similitud. Los 
resultados de estas transformaciones proporcionan representaciones de las 
imágenes que no son excluyentes. La propuesta de solución para el 
tratamiento de la inspección de superficies especulares utiliza ambas 
transformaciones. 
Inicialmente se realiza un acondicionamiento de la medida mediante la 
ampliación de las diferencias de los valores de las magnitudes de entrada. 
Esta ampliación se lleva a cabo por medio del control de las condiciones 
ambientales. Se trata de actuar activamente en la formación de las bolas de 
similitud. El entorno es un factor clave que condiciona la percepción. 
Estructurar la energía lumínica que alcanza el objeto es una forma de actuar 
sobre el entorno o el motivo para favorecer la percepción de los cambios en 
la imagen resultante. La transformación estructura la iluminación con el 
objetivo de establecer áreas en el motivo que estarán radiadas por diferentes 
potencias. Las regiones podrán formarse mediante una estructuración 
espacial creando retículas. También existe la posibilidad de utilizar la 
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modulación temporal para generar una secuencia de iluminación o bien una 
combinación de ambas.  
La solución concibe el brillo de los motivos como información útil 
mediante la incorporación de la iluminación estructurada. El brillo pasa de 
ser entendido como el deslumbramiento del instrumento de percepción a 
interpretado como operación del dispositivo en el entorno superior del 
intervalo de operación. Debido al comportamiento asintótico de la curva de 
calibración, las tangentes de la curva de sensibilidad son casi paralelas y 
próximas a cero, con radios de las bolas de similitud cada vez mayores. La 
propuesta de la iluminación estructurada persigue proporcionar fuertes 
gradientes de la variable para que la función se vea muy afectada. Así, la 
percepción resultará favorecida en el intervalo alrededor del punto de 
sintonización y en las zonas de saturación del sensor, las correspondientes a 
los brillos. 
Dado que la reflexión especular establece radios de la bola de similitud 
demasiado grandes para la percepción en las condiciones del extremo 
superior de la curva de calibración del dispositivo, puede que el aumento en 
la capacidad de percepción que se realiza acondicionando la medida no sea 
suficiente. Es necesario reducir los radios mediante la sintonización 
adecuada del sistema a las magnitudes sobre las que se realizará la medida 
del motivo (el sistema no tendrá las mismas necesidades para medir el color 
que para medir la topografía, la forma, etc.). La reducción se consigue 
acortando la distancia entre el punto de trabajo y el de sintonización: entre 
las condiciones que se establecen para percibir adecuadamente y entre las 
que es capaz de trabajar el instrumental de medida. Esto significa que dado 
que la percepción se podrá realizar en unos valores de las magnitudes de la 
escena, una vez acondicionada la medida (conjunto de valores mayor que el 
posible sin el acondicionamiento), el sistema deberá adecuarse para trabajar 
sólo en esas condiciones. Se contempla la distancia de enfoque, el ángulo de 
percepción de la cámara, la intensidad lumínica, el ángulo de la iluminación, 
etc.  
Las transformaciones utilizadas en el modelo hacen uso de consultas a 
bases de conocimiento. Las bases de datos contienen para cada una de las 
desviaciones que pueda sufrir el motivo (defectos morfológico, cromáticos, 
topográficos, etc.) las condiciones del entorno para aumentar las diferencias 
en la entrada (los patrones de iluminación que bañarán el motivo), y las 
condiciones del entorno y del calibrado adecuadas para sintonizar el sistema 
—qué distancia de enfoque y qué valor de zoom o qué ángulo de 
posicionamiento del motivo y cuál de la cámara, qué intensidad lumínica, etc. 
Además, en tareas de clasificación se comparan las imágenes a inspeccionar 
con una base de datos que almacena los diferentes motivos percibidos en 
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diferentes condiciones de la escena. Si tenemos las mismas condiciones para la 
imagen capturada del motivo a inspeccionar y la imagen tomada sobre una 
escena perfecta, la comparación entre ambas debería mostrar los defectos.  
La utilización de bases de conocimiento y el planteamiento generalista de 
las transformaciones proporciona a la solución un carácter general y de 
aplicación sistemática. Podrá aplicarse a la resolución de diferentes problemas 
de inspección adaptando el contenido de las bases de conocimiento. 
La sistematización de las soluciones se obtiene por la particularización 
del modelo de inspección que permite definir y evaluar las arquitecturas de 
la inspección visual para un problema dado: lograr arquitecturas viables para 
la inspección de superficies especulares. Se ha especificado un simulador 
para la deducción y generación de hipótesis de las arquitecturas del sistema 
de visión. Esto es, la simulación como cuantificación y evaluación de las 
arquitecturas. 
El simulador desarrolla los modelos necesarios que establecen las 
propiedades de la escena que intervienen en la formación de la imagen: 
contempla las magnitudes de la escena y las relaciones oportunas entre las 
mismas que definen la formación de la imagen. Ellas configuran el universo 
virtual de las condiciones de la visión realista basado en los modelos y las 
teorías científicas existentes. El entorno de simulación desarrolla el modelo 
computacional de las hipótesis del sistema para inspección visual de 
superficies especulares propuesta en este trabajo.  
La simulación permite una validación preliminar de la hipótesis de 
partida del contexto científico, así como de las especificaciones tecnológicas 
que permiten modificar el universo de estudio para satisfacer los requisitos 
establecidos de una manera flexible y de bajo coste. La validación de las 
teorías o modelos que tratan de explicar o incidir en el universo de estudio 
constituye un recorrido entre la noción abstracta y la realidad en si misma.  
La utilización de modelos para la validación preliminar concebidos a 
partir de la tecnología informática, modelos de simulación computacional, 
nos ofrece capacidades de flexibilidad y de reducción de costes que no está 
presente en otros modelos experimentales y que justifican su utilización en 
esta etapa de advertencia temprana de la viabilidad del sistema.  
La experimentación utiliza el entorno desarrollado para simular la 
inspección de motivos bajo diferentes condiciones de la escena. Permite una 
validación preliminar a futuros ensayos, más cercanos a la realidad de las 
hipótesis, para minimizar la falta de sensibilidad que se produce en algunos 
intervalos de las magnitudes de la escena.  
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Se ha probado inicialmente la simulación de la hipótesis de trabajo para 
la magnitud escala de percepción. La capacidad de percepción del sistema 
mejora en todos los casos utilizando las transformaciones que acondicionan 
la medida mediante la estructuración lumínica. Aumenta el cardinal del 
conjunto de valores de escala que podrán ser sintonizados. Las tasas de 
sensibilidad en función de las características electromagnéticas del material 
muestran que el aumento en la capacidad de percepción del sistema en el 
caso metálico es mayor que en el dieléctrico. 
Los resultados del estudio de la simulación muestran la importancia de 
los ángulos de percepción de la cámara en las condiciones de inspección. 
Los mejores resultados se encuentran entre pequeños ángulos formados por 
la normal a la cámara y las normales a los motivos. La mejora es casi 
inexistente para ángulos muy grandes debido fundamentalmente a las 
restricciones geométricas. El aumento en la capacidad de percepción, 
dependiendo del tipo de material, es más notable que con respecto a la 
escala de percepción.  
Los estudios, de la capacidad de percepción del sistema, para las 
combinaciones de escala y ángulo de percepción muestran el aumento del 
conjunto de magnitudes de la escena, en las que es posible la percepción de 
los defectos, utilizando el acondicionamiento de la medida. 
La experimentación de las condiciones de intensidad lumínica, a través 
del ángulo formado por las fuentes y el motivo, muestra un comportamiento 
casi constante en todo el intervalo. En el caso de cuando las fuentes de 
iluminación radian con ángulos próximos a la normal al motivo, se muestra 
cómo las características lumínicas saturan el sensor en condiciones normales 
y cómo se mejora con el acondicionamiento ambiental. 
Finalmente, la experimentación que tiene en cuenta el tamaño de las 
regiones que bañan las superficies sobre los defectos considerados, revela 
cómo el aumento de las áreas lumínicas, repercute en la tasa de detección de 
defectos. Se minimiza la influencia de la estructuración espacial de la 
iluminación en la capacidad de percepción del sistema. El análisis muestra 
que la capacidad de ampliación es dependiente del tipo de defecto. La 
modulación de las áreas lumínicas dentro de la superficie del defecto para 
los defectos topográficos ha sido contrastada (cuanto mayor es el número de 
regiones lumínicas que pueden albergar las superficies de los defectos, 
mayor es la tasa de detección de los defectos). Sin embargo, el 
comportamiento del sistema para los defectos cromáticos es prácticamente 
independiente de la estructuración lumínica en el interior del defecto.  
La investigación aborda el problema de la visión realista donde 
intervienen superficies especulares. Se aporta un modelo general donde las 
Capítulo 6. Conclusiones 
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soluciones a los problemas pueden ser obtenidas por particularización sobre 
un marco formal que permite el estudio en el dominio del motivo de los 
problemas de la visión. La utilización de simuladores para la validación de 
las hipótesis reduce la distancia entre las nociones abstractas y la realidad del 
fenómeno. Proporciona a la investigación una reducción de costes 
económicos en el material tecnológico necesario, reduciendo la necesidad de 
caros prototipos físicos, asimismo racionaliza los tiempos de desarrollo. 
 
2. Líneas futuras 
La aplicación de la formalización, para el estudio, y las técnicas, para la 
resolución, a otros problemas de la visión en condiciones no idóneas para la 
percepción, o incluso en otros contextos o campos de aplicación, es una de 
las líneas futuras de trabajo propuestas para la generalización de la 
metodología. 
La investigación deberá continuar abordando el estudio del 
acondicionamiento de la medida por medio de la ampliación de las 
magnitudes de entrada mediante otras transformaciones que utilizan la 
iluminación estructurada (con diferentes formas y en el dominio del tiempo) 
y la utilización de otros parámetros como los del sistema de captura para 
proporcionar fuertes contrastes en la imagen 
La consideración de un conjunto más amplio de variables de las 
magnitudes de la escena para sintonización relacionadas con las condiciones 
lumínicas (polarización, potencia, otras frecuencias espectrales, etc.,), con el 
sistema de adquisición (sensibilidad espectral no lineal de la cámara, el ruido, 
etc.) y con el motivo también deberá seguir siendo desarrollada. 
En la línea de trabajo relacionada con la simulación se propone añadir 
nuevos modelados para la creación de mundos virtuales. Esto es avanzar en 
la definición de un simulador más completo, como motor de generación de 
mundos, que pueda dirigirse a áreas más amplias de conocimiento científico 
y de transferencia tecnológica. En el campo de la inspección visual 
permitiría generar repositorios de las arquitecturas y de la información 
adecuada de las condiciones para el tratamiento de los problemas visuales. 
Por último, se considera como línea de trabajo directa proporcionar 
soluciones competitivas para las industrias donde interviene la inspección de 
superficies especulares como, por ejemplo, la de la industria del automóvil, 
de la grifería, de la joyería, del mármol, de fabricación de espejos, etc. La 
consideración práctica requiere avanzar en los niveles de caracterización de 
Líneas futuras 
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los defectos visuales mediante el control operativo por la dificultad de la 
correspondencia entre las imágenes obtenidas sin defecto y aquellas tomadas 
para la inspección de los motivos. La posición y orientación de los 
elementos de la escena, las condiciones de iluminación y las características 
de la cámara deben permanecer constantes. Esta línea sugiere la utilización 
de la misma metodología propuesta en este trabajo para resolver el 
problema de la correspondencia. 
La simulación confirma las hipótesis de partida del trabajo, procede 
avanzar al experimento físico en el que se enmarcará el desarrollo 
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A. Luz, interacción y formación 
de la imagen 
El  anexo  trata  los  conceptos  básicos  sobre  la  luz  y  las  variables 
radiométricas.  Se  establecen  las  relaciones  entre  aquellas  relacionadas  con  el 
entorno, el motivo y el calibrado para el estudio de la formación de la imagen. 
A. Luz, interacción y formación de la imagen  
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Tradicionalmente, la luz ha sido tratada como una onda 
electromagnética. Las ecuaciones de campo para estas ondas pueden 
derivarse directamente de las propuestas por J. C. Maxwell (Beckmann y 
Spizzichino, 1963), (Nayar et al., 1991), (Hetch, 2000). La electrodinámica 
clásica conduce a la idea de una transferencia continua de energía por medio 
de ondas electromagnéticas. Sin embargo, desde el punto de vista más 
moderno de la electrodinámica cuántica se describen las interacciones 
electromagnéticas y el transporte de energía en términos de partículas sin 
masa denominadas fotones. 
La energía electromagnética se presenta en una amplia gama de 
longitudes de onda y frecuencias. En el trabajo, estamos interesados en el 
espectro de de la luz visible que corresponde a la banda de frecuencias desde 
384 THz hasta los 769 THz (longitudes de onda entre los 780 nm y los 390 
nm, aproximadamente). Las fuentes de luz son las encargadas de producir 
esta energía. Se clasifican normalmente por la forma en que producen la luz 
— incandescencia y luminiscencia (Nassau, 2001). La energía radiante, suele 
medirse en unidades radiométricas mediante la potencia emitida por una 
fuente de luz (energía por unidad de tiempo, vatios) que también es llamada 
flujo radiante, Ф. Es interesante en este punto introducir la función de 
radiancia, L, para definir la dependencia angular y superficial de las fuentes de 
luz. 
 
Figura A.1 Potencia emitida por una fuente de luz en términos de la 
variable radiancia. 
La radiancia determina la potencia radiante por unidad de área, A, por 
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Además, no sólo está relacionada con las fuentes de luz sino que puede 
ser definida en todos los puntos del espacio y en todas las direcciones (Arvo, 
1995). 
Es interesante, también, considerar la dependencia espectral (λ) del flujo 
radiante y la radiancia, estableciendo la radiancia espectral. En este caso, la 
ecuación A.1 quedaría de la siguiente forma:  
2




λ ω β λ
Φ=  A.2
La luz está expuesta a modulaciones, habitualmente no deseadas, en el 
medio en el que se propaga, sufriendo un proceso de transmisión, reflexión 
y refracción que son manifestaciones macroscópicas del esparcimiento o 
dispersión que tienen lugar a nivel submicroscópico (Hetch, 2000).  
La transmisión de luz a través de un medio homogéneo es un proceso 
continuo y repetitivo de dispersión y redispersión. Cada vez que tiene lugar, 
aparece como un cambio en la velocidad, v, de fase aparente del haz de luz 
transmitido con respecto a su valor nominal c (velocidad de la luz en el 




Si estamos en un medio denso (las separaciones entre los átomos es 
bastante menor que la longitud de onda), los trenes de onda se anulan 
mutuamente en todas las direcciones excepto en la frontal y solamente se 
mantiene el rayo que avanza hacia delante. Sin embargo, esto sólo sucede 
cuando no hay discontinuidades.  
En el caso de un interfaz entre dos medios transparentes diferentes, 
donde se produce una discontinuidad de salto, cuando un haz de luz alcanza 
tal interfaz siempre hay una parte de luz que se esparce hacia atrás y se 
produce la reflexión.  
Si la transmisión entre dos medios es gradual (si el índice de refracción 
cambia de la de un medio al otro en una distancia de al menos una longitud 
de onda) la reflexión será muy pequeña y la interfaz se desvanece.  
Por otro lado, una transición de un medio a otro en una distancia de un 
cuarto de longitud de onda o inferior se comporta como si se tratase de un 
cambio totalmente discontinuo. Por tanto, cada vez que la luz llega a la 
interfaz de separación entre dos medios, parte de ella se refleja, volviendo al 
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mismo medio del que procedía, y parte se refracta, es decir se propaga en el 
segundo medio sufriendo un cambio en su dirección.  
 
Figura A.2 Geometría para la definición de las variables radiométricas que 
intervienen en la reflexión de la luz. 
La superficie del motivo establece la interfaz entre dos medios: el medio 
perteneciente al entorno y el propio del mismo. La interacción entre el 
entorno y el motivo determina en gran medida las características de la 
formación de la imagen. El interés del estudio se centra en cómo se 
comporta el motivo cuando incide sobre él un flujo radiante. La relación 
entre la potencia de luz incidente Фi y la reflejada Фe, determinada por la 
reflectancia R proporciona una medida de la reflexión que se produce en la 
superficie (A.4). La reflectancia R depende de varios parámetros como el 
índice de refracción de los dos medios (el medio en el que se propaga la luz 
y el del motivo), ángulo de incidencia de la luz con la normal al motivo, 









En términos radiométricos se define la irradiancia E como la potencia de 









λ= ⋅  
A.5
La irradiancia está relacionada con la ecuación 2.5 que define el entorno e. 
La potencia de luz incidente en el área As del motivo es función de la 
potencia lumínica de las fuentes generadoras de luz, el medio de 
 dAs 
 dωi  
 dωr  
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transmisión, la distribución de los elementos de la escena y de los motivos 
que intervienen en ella. 
 
Figura A.3 Configuración de los parámetros que intervienen en la 
formación de la imagen 
De igual forma, el flujo de luz Фe que emite un área determinada As de la 
superficie tiene una exitancia M (W/m2) que está relacionada 
fundamentalmente con las propiedades de reflexión del motivo y las 









λ= ⋅  
A.6
Aunque la exitancia M y la irradiancia E indican la cantidad de luz que 
emite o recibe una superficie, es interesante relacionarlas con la radiancia, L. 
Así, siendo Ls la radiancia de la superficie (radiancia que sale de la superficie), 
Lf la radiancia de campo (radiancia que incide en una superficie) y w la 
dirección incidente o reflejada, se puede determinar la irradiancia en la 
superficie E y la exitancia M mediante la integración en todas las direcciones: 
( ) cos  f i i
w
E L w dθ ω= ∫  
( ) cos  s r r
w
M L w dθ ω= ∫  
A.7
dγ  
 z  
 θr  
 dAs 
 dAim  
β 
 zγ  
fγ  
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Si se integran las ecuaciones anteriores (A.7) por el área que recibe o 
emite la potencia de luz, se obtienen las potencias Фe y Фi para el cálculo de 
la reflectancia R (A.4) de la superficie. Sin embargo, en la práctica realizar 
medidas de reflectancia entraña problemas. Tradicionalmente se ha utilizado la 
Función de Distribución de Reflectancia Bidireccional (Bidirectional Reflectance 
Distribution Function – BRDF) (Nicodemus et al., 1977) que puede ser 
obtenida de manera experimental para proporcionar una medida de la 
reflectancia de los motivos. La función BRDF (fR) relaciona la irradiancia 
entrante E a una superficie con la radiancia reflejada L de ella (la radiancia de 










La interacción del entorno y el motivo y sus relaciones con las 
características del calibrado (2.12) configuran finalmente la imagen I de la 
escena:  
1
( , ) ( ) ( )  
i i iT im q nd G G nc
V
I x y E d
λ
γ λ γ λ λ γ γ γ γ
∈
⎛ ⎞= + +⎜ ⎟⎝ ⎠∫  
A.9
La cámara es un sensor capaz de medir la radiancia del entorno. Así, y 
partiendo de la configuración de la figura A.3, la radiancia de la superficie 
puede definirse como: 
2







θ ω λ=  
A.10
El área del motivo dAs y el área en la imagen dAim están relacionadas por 







dA zdA βθ γ
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
 
A.11
Además, para que el área dAs esté enfocada, según el modelo de lente 
delgada, debe cumplirse: 
Anexo A 
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Por tanto, la radiancia de la superficie puede definirse según la siguiente 
ecuación, si sustituimos (A.11) y (A.12) en (A.10): 
22







ω β λ γ
−⎛ ⎞= ⎜ ⎟⎝ ⎠
 
A.13
En la ecuación, el flujo 2 rd φ  es la energía de luz recibida por el área 
dAim del sensor de la imagen. Por tanto: 
2  r im imd E dAφ =  A.14
Por otro lado, toda la energía radiada desde el área dAs incide en el área 







βω =  A.15
Tomando como referencia el modelo de lente delgada y suponiendo que 
el área dAs de la superficie está enfocada, Ro está relacionado con el zoom γz 
















Sustituyendo (A.16) en (A.15) obtenemos el ángulo sólido ocupado por 
la apertura de la lente γd y visto desde el área dAs: 
A. Luz, interacción y formación de la imagen  
















γ γπω γ β γ γ
⎛ ⎞= ⎜ ⎟⎝ ⎠
⎛ ⎞⎛ ⎞= ⎜ ⎟⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
 
A.17
Sustituyendo las ecuaciones (A.14) y (A.17) en (A.13), la radiancia de la 
superficie quedaría: 
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π γ γγ β λ
⎛ ⎞−⎜ ⎟= ⎜ ⎟⎛ ⎞ ⎝ ⎠⎜ ⎟⎝ ⎠
 
A.18
El interés del estudio se centra en conocer los aspectos que afectan a la 
imagen, es decir, la irradiancia en la imagen. Por tanto, si despejamos Eim, 
tendremos:  
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⎛ ⎞⎛ ⎞ ⎜ ⎟= ⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
 
A.19
Esta ecuación es muy parecida a la obtenida por (Horn y Sjoberg, 1979), 
donde se demuestra que la irradiancia en la imagen Eim es proporcional a la 
radiancia de los objetos. En este caso contemplamos, también, las 
características del zoom γz y el enfoque γf. Por tanto, si sustituimos la 
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B. Reflectancia bidireccional 
 Cook-Torrance 
En  este  anexo  se  describe  la  función  de  distribución  de  reflectancia 
bidireccional BRDF desarrollada por Cook y Torrance y que ha sido utilizada en la 
simulación.  El  modelo  nos  permite  definir  el  nodo  computacional 
correspondiente  a  la  reflectancia de  las  superficies  en  la  imagen.  Esto  es,  las 
características de reflexión de  la  luz sobre  los motivos. Se trata de un modelo 
ampliamente extendido y utilizado por  la comunidad científica donde estudios 
recientes  muestran  su  gran  capacidad  para  adaptarse  a  los  valores  de 
reflectancia extraída de los objetos. 
B. Reflectancia bidireccional Cook‐Torrance 
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La física de la propagación de la luz y su reflexión ha sido materia de 
estudio desde hace cientos de años. Hoy en día, la naturaleza de la luz 
continua siendo investigada. Existen principalmente dos teorías que tratan de 
explicarla: el modelo de ondas electromagnéticas y el modelo cuántico. La 
perspectiva clásica asociada a la propagación de ondas electromagnéticas tiene 
su fundamento en las ecuaciones de James Clark Maxwell que definen la 
relación entre los campos eléctricos y magnéticos de la misma. El modelo 
cuántico describe la radiación lumínica a partir una distribución de paquetes 
de carga. 
En la especificación del simulador, el interés se centra en calcular la 
radiancia que alcanza la imagen proveniente expresamente de la interacción 
de la luz con el motivo de inspección. Esto es el estudio de la reflectancia de la 
superficie. Los modelos computacionales que desarrollan la Función de 
Distribución de Reflectancia Bidireccional (BRDF) proporcionan el mecanismo 
adecuado para la consecución de los objetivos del simulador. Entre la gran 
cantidad de modelos que se han desarrollado en el ámbito de los gráficos 
por computador y la visión artificial destacan los de Lambert, Phong 
(Phong, 1975), Blinn-Phong (Blinn, 1977), Torrance-Sparrow (Torrance y 
Sparrow, 1967), Cook-Torrance (Cook y Torrance, 1981), Beckmann-
Spizzichino (Beckmann y Spizzichino, 1963), He (He et al., 1991) y (He et 
al., 1992), Strauss (Strauss, 1990) y Ward (Ward, 1992).  
 
Figura B.1 Parámetros geométricos implicados en la función de 
distribución de reflectancia bidireccional Cook-Torrance 
La función de distribución de reflectancia bidireccional propuesta por 
Cook y Torrance es un modelo ampliamente extendido y utilizado por la 
comunidad científica. Estudios recientes muestran su gran capacidad para 
 N 
 L 
 V  H 
 θ   θ  
dωl α 
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adaptarse a los datos de la reflectancia extraídos de los objetos (Ngan et al., 
2004), (Ngan et al., 2005).  
El modelo de Cook-Torrance, modelo basado en la óptica geométrica, 
permite describir la radiancia espectral que emite la superficie del motivo al 
interactuar con las fuentes lumínicas del entorno. La descripción se realiza a 
través de la definición de una función BRDF (fR) que relaciona la irradiancia 
entrante E a una superficie con la radiancia reflejada L de ella (la radiancia de 
la superficie, Ls) (A.8). 
La descripción de la reflectancia bidireccional fR considera que la reflexión 
de la luz está constituida por la unión de dos componentes: el especular fRS y 
el difuso fRd. La reflexión especular permite formar un único haz bien 
definido. La reflexión difusa está determinada por la rugosidad de la 
superficie o por el esparcimiento interno de la luz en determinados 
materiales que absorben y esparcen la luz en todas las direcciones. Los 
coeficientes especular s y difuso d definen la aportación de cada uno en la 
reflectancia total (B.1). 
 / 1
s dR R R
f s f d f s dλ λ λ= + + =  B.1
El modelo contempla también la iluminación ambiente introduciendo la 
reflectancia fRa. Este tipo lumínico permite reflejar el conjunto de luces que no 
forma parte de una iluminación directa sobre la superficie. Por simplicidad, el 
modelo asume que ésta es independiente de la dirección del observador y que 
incide de manera uniforme en la superficie.  
La radiancia total Lr (B.2) que alcanza al observador es la suma de las 
radiancias reflejadas por la superficie originadas por cada unas de las radiancias 
Ll de las l fuentes lumínicas de la escena más la que se proporciona desde 
cualquier iluminación ambiente La. La geometría de la escena que interviene 
en la ecuación puede observarse en la figura B.1. 
( ) (   )
a s dr ia R il i il R R
l
L L f L N L dw s f d fλ λ λ= + ⋅ +∑  B.2
Las componentes difusa y ambiente no dependen de la localización del 
observador. Sin embargo, la componente especular refleja más luz en 
algunas direcciones que en otras. Cook y Torrance describen en su artículo 
A Reflectance Model for Computer Graphics (Cook y Torrance, 1981) que la 
dispersión angular de la componente especular se puede describir 
asumiendo que la superficie está formada por microfacetas donde cada una 
refleja especularmente. Sólo las microfacetas cuyas normales están en la 
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dirección de H contribuyen a la componente especular de la reflexión desde 
la dirección de la fuente L hasta la del observador V. La componente de 
reflectancia especular fRS se refleja en la ecuación B.3. 
( )( )sR
F DGf
N L N Vλ π= ⋅ ⋅ ⋅  
B.3
Esta consta de los parámetros F, D y G que determinan finalmente la 
configuración de reflectancia correspondiente a la componente especular que 
nos interesa. 
El parámetro F corresponde al término Fresnel que describe cómo la luz 
se refleja desde cada microfaceta de reflexión especular. Es una función del 
ángulo de incidencia de la luz φ y de la longitud de onda λ. Puede obtenerse 
teóricamente con la ecuación de Fresnel que expresa la reflectancia de 
superficies considerándolas espejos en términos del índice de refracción (n) 
y del coeficiente de extinción (k), que conforman el índice de refracción 
complejo μn (2.8), y el ángulo de iluminación φ. En la ecuación B.4 se 
muestra el coeficiente Fresnel para luz incidente no polarizada. 
2 2 2 2
2 2 2 2
2 2 2 2
2
22 2
1 ( ) ( )( , ) 1 /
2 ( ) ( )
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B.4
El índice de refracción complejo (B.5) varía con la longitud de onda λ y 
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Figura B.2 Coeficiente Fresnel para índice de refracción n=2’2 y 
coeficiente de extinción k=(0, 1, 2, 5, 7, 10, 15, 19) 
En la figura B.2 y en la figura B.3 se muestran los valores del coeficiente 
Fresnel para un conjunto de índices de refracción constantes según la 
longitud de onda y con variación del ángulo de incidencia. 
 
Figura B.3 Coeficiente Fresnel para índice de refracción n=(1, 1’2, 1’5, 1’7, 








































Ángulo α  (Grados) 
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Figura B.4 Síntesis de imágenes contemplando el coeficiente Fresnel para 
índice de refracción n=2’2 y coeficiente de extinción k=(0, 1, 2, 5, 7, 10, 15, 
19) respectivamente 
 
Figura B.5 Síntesis de imágenes contemplando el coeficiente Fresnel para 
índice de refracción n=(1, 1’2, 1’5, 1’7, 2, 2’2, 2’5, 2’7, 2’9) y coeficiente de 
extinción k=2 
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En la figura B.2 se considera un índice de refracción, n, constante de 2’2 
y una variación del coeficiente de extinción entre 0 y 19, k=(0, 1, 2, 5, 7, 10, 
15, 19). En la figura B.3 se fija el coeficiente de extinción, k, a 2 mientras 
que se aumentan los valores para el índice de refracción, n=(1, 1’2, 1’5, 1’7, 
2, 2’2, 2’5, 2’7, 2’9). Las imágenes sintetizadas de varias esferas con las 
características electromagnéticas de las figuras B.2 y B.3 se muestran en las 
figuras B.4 y B.5 respectivamente. 
El parámetro D corresponde a la función de distribución de las facetas que 
conforman la superficie del motivo. Cook y Torrance se basan en la función 
de distribución (B.6) propuesta por Beckmann (Beckmann y Spizzichino, 
1963). Este es un modelo aleatorio basado en la orientación de las facetas 
microscópicas. La dispersión del componente especular depende del valor 











Figura B.6 Distribución de la orientación de las facetas para un conjunto de 
valores del valor cuadrático medio dm 
En la figura B.6 se observa esquemáticamente la influencia de este 
parámetro en la dispersión de los haces de luz en la superficie (los valores 
inferiores a 0’000001 se han fijado a este valor para representar 




























Ángulo α  (Grados) 
dm
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ángulo para la dirección especular (α), el valor dm 0’01 proporciona una 
distribución altamente direccional (en la dirección especular). En cambio, 
conforme se aumenta el valor dm se observa que la reflexión se hace cada 
vez más difusa y la distribución más dispersa. Las imágenes sintetizadas de 
varias esferas con una función de distribución con valor cuadrático medio 
creciente se muestran en la figura B.7. 
 
Figura B.7 Síntesis de imágenes contemplando la distribución de las facetas 
con valor cuadrático medio dm= (0’01, 0’02, 0’03, 0’04, 0’05, 0’06, 0’07, 
0’08, 0’09, 0’1, 0’2, 0’3, 0’4, 0’5 y 0’6) 
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Por último, el parámetro G (B.7) representa el factor de atenuación 
geométrica que tiene en cuenta la interacción de la luz entre las microfacetas 
contemplando el sombreado y el enmascaramiento que se produce entre 
ellas. 
2( )( ) 2( )( )min 1, ,
( ) ( )
N H N V N H N LG
V H V H





Reunido el Tribunal que suscribe en el día de la fecha acordó otorgar, 
por       a la Tesis Doctoral de Don/Dña.       la calificación de 
     . 
 
Alicante       de       de       
  
  
 El Secretario, 
 




UNIVERSIDAD DE ALICANTE 
Comisión de Doctorado 
 
 
La presente Tesis de D. Jorge Azorín López ha sido registrada con el 
nº ____________ del registro de entrada correspondiente. 
Alicante ___ de __________ de _____ 
 
El Encargado del Registro, 
 
 
