Source number detection is a critical problem in array signal processing. Conventional model-driven methods e.g., Akaikes information criterion and minimum description length, suffer from severe performance degradation when the number of samples is small or the signal-to-noise ratio is low. In this letter, we exploit the model-aided based deep neural network to estimate the source number. Specifically, we propose two eigenvalue based networks, i.e., a regression network (ERNet) and a classification network (ECNet), for source number detection, where the eigenvalues of the received signal covariance matrix and the source number are used as the input and the label of the networks, respectively. Furthermore, ERNet and ECNet can be easily generalized to handle coherent sources by adopting, e.g., the forward-backward spatial smoothing technique. Numerical results are included to showcase the remarkable improvements of ERNet and ECNet over the existing methods.
assuming white Gaussian noise and sufficiently large number of samples. Under these assumptions, as N/M tends to infinity, the sample eigenvalues are statistically efficient estimates of the true eigenvalues of the covariance matrix of the data, where N and M denote the numbers of samples and antennas, respectively. However, due to the limited sampling period, we may not collect enough samples to fulfill the assumptions in the classical ITC based detectors. Additionally, in practical applications such as multiple-input, multiple-output (MIMO) radar, M can be comparable to or even larger than N , which poses a challenge to accurately determine the source number. In such cases, the classical source enumeration algorithms may not work well. Although several methodologies have been proposed to alleviate the performance degradation when M, N → ∞ and M/N → c with c > 0, e.g., the random matrix theorem (RMT) based Akaikes information criterion (AIC) [10] , RMT based threshold testing [11] and the minimum description length (MDL) based on the linear shrinkage of noise subspace components [12] , their performance can be unsatisfactory in some challenging scenarios including the presence of coherent sources, low signalto-noise ratio (SNR) and small sample size, where their assumptions may be violated.
Recently, deep learning (DL) has drawn growing attentions in not only computer science but also the signal processing and wireless communication societies [13] [14] [15] [16] [17] [18] . A convolutional neural network (CNN) based technique has been devised for the source enumeration problem [18] . This method takes the received signal as input without taking the low-rank information of the received signal into account. Moreover, in array processing, the received signals are in the complex-valued domain, and the informative features (e.g., DOA or delay) are nonlinearly transformed and mixed with the waveforms. In such cases, CNN would be powerless. Therefore, the performance of this vanilla DL technique is very limited.
In this letter, we propose a deep neural network (DNN) with the aid of low-rankness in the received signal for source enumeration. We first consider the non-coherent case and develop two eigenvalue based networks named as regression network (ERNet) and classification network (ECNet). Then, we explain how to use the forward-backward spatial smoothing (FBSS) method to assist our networks for the detection of source number when coherent sources appear. Numerical results show that the proposed networks can achieve significantly better performance than the state-of-the-art methods in many challenging scenarios, especially in the low SNR regime.
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II. SIGNAL MODEL
Consider K signals emitted from the far field impinging on an array of M antennas, the n-th sample of the array can be written as r(n) = A(θ)s(n) + w(n), (1) where (·) T denotes the transport operator, s(n) = [s 1 (n), s 2 (n), . . . , s K (n)] T is the signal vector, w(n) = [w 1 (n), w 2 (n), . . . , w M (n)] T is the noise vector, θ = [θ 1 , θ 2 , . . . , θ K ] T is the DOA vector of all K users, and A(θ) = [A(θ 1 ), A(θ 2 ), . . . , A(θ K )] is the M × K matrix of the steering vectors. The covariance matrix of r(n) is estimated from the limited received data aŝ
where N is the number of samples.
To estimate the number of sources, we need the following assumptions:
1) DOAs are different, i.e., θ i = θ j , ∀i = j with i, j = 1, 2, . . . , K. 2) There are more sensors than sources, i.e., M ≥ K.
3) The noise is uncorrelated to the source signals.
III. DEEP LEARNING BASED SOURCE NUMBER DETECTION

A. Motivation of Model-Aided DNN
Since all second-order statistics of the received signals are contained in the covariance matrixR, one natural idea is to employ DNN to learn the source number directly from the entries therein. However, this may not be an effective way. The main reason is thatR is complex-valued and the source information such as DOA and waveforms are nonlinearly transformed. It is usually not easy to extract these information without accounting for the array structure.
Since array signals are highly structured and oftentimes lowrank, if we can properly use these information, it would be easier for us to design neural networks that achieve our goal-detecting the source number accurately. Towards this end, let us write down the eigenvalue decomposition (EVD) ofR aŝ
where λ m and u m are the m-th eigenvalue and corresponding eigenvector ofR, respectively. It is obvious that eigenvectors themselves do not contain information of the source number and they should not be treated as input of the network. Therefore, instead of usingR, we adopt the eigenvalues {λ 1 , . . . , λ M } as input, which is the same as the AIC and MDL approaches. Note that the eigenvalues are all non-negative numbers, and hence complex operations are not required in our design.
B. Architectures of ERNet and ECNet
The proposed ERNet and ECNet adopt the fully-connected neural network architecture with L layers, including one input layer, L − 2 hidden layers, and one output layer as shown in Fig. 1 . The input of ERNet and ECNet is
The output is a cascade of nonlinear transformation of x, i.e.,
where L is the number of layers and Ω
is the network parameters to be trained. Moreover, f (l) is the nonlinear transformation function of the l-th layer and can be written as
where w (l) is the weight matrix associated with the (l − 1)-th and l-th layers, while b (l) and g (l) are the bias vector and the activation function of the l-th layer, respectively. The activation function for the hidden layers is selected as the rectified linear unit (ReLU) function, i.e., g(z) = max{0, z}.
The difference between ERNet and ECNet is the label and their respective last layers. For ERNet, its label is the actual source number and its last layer employs linear activation. Moreover, the loss function of ERNet is the Euclidean distance between the input and output, i.e.,
where · 2 denotes the 2 -norm, V is the batch size, 1 and v denotes the index of the v-th training sample. The ERNet estimates the source number via rounding the output to the nearest integer. For ECNet, the label is a one-hot encoding of the source number. More specifically, the label takes the (K + 1)the column of an M × M identity matrix if the source number of that sample is K. Note that the first column of the identity matrix denotes the label of the case where there is no source signal in the received data, i.e., K = 0. Therefore, each label vector sums up to one. This can be treated as a multiclass classification problem, where the number of classes is M . Due to this reason, the last layer of ECNet is a classification layer with the Softmax function, i.e.,
1 Batch size is the number of samples in one training batch. where z p , ∀p = 1, . . . , M is the pth element in z which is the output of the last layer. The loss function of ECNet is the categorical cross entropy defined as follows
We train our neural networks off-line by generating synthetic data and all parameters of the networks are optimized using the adaptive moment estimation (ADAM) algorithm [19] . Details on how to generate training and testing data will be specified in Section IV.
C. Detection in the Presence of Coherent Sources
Due to the multipath propagation, the received signal may contain correlated or even coherent sources. In this case, the signal covariance matrix could be rank-deficient, and therefore the performance of eigenvalue based methods suffer severe performance degradation [20] . To solve the problem, we adopt the classical FBSS technique [21] , where the array is divided into T overlapped subarrays with T = M − M 0 + 1 and M 0 being the dimension of each subarray. Note that M 0 is chosen such that M 0 > K while T should be greater than the number of coherent sources [20] . Then, we calcualte a smoothed covariance matrix asR
whereR
are the forward and backward covariance matrices, respectively, which are constructed from data obtained by the tth subarray. Interested readers are referred to [20] for more details.
With the FBSS scheme, we keep the training process unchanged while refine the input of ERNet and ECNet as
where λ fb,1 , . . . , λ fb,M 0 are the eigenvalues ofR fb .
D. Complexity Analysis
Denote n l as the number of neurons in the l-th layer, and the number of layers, L, is set to be 4 in the proposed networks. The computational complexities of ERNet, ECNet, AIC [7] , improved AIC [8] , MDL [7] and CNN [18] are listed in Table I , where the calculation of sample covariance matrix and its EVD cost O(M 2 N ) and O(M 3 ) flops, respectively. Note that the Softmax in ECNet is unnecessary in the testing stage since the estimate of K can be directly obtained by finding the index of the maximum element in the output vector. Therefore, the computational cost of Softmax is not included in ECNet. The bottleneck of our methods as well as eigenvalue based algorithms is the calculations of the sample covariance matrix and its EVD. Apart from that, it can be seen in Table I that our methods have relative lower complexity than AIC, MDL and CNN.
IV. SIMULATION RESULTS
In this section, a uniform linear array with M = 10 antennas is used to received the signals. Unless otherwise specified, the simulation parameters are set as follows: The number of samples N is 20, the number of sources K is generated randomly over [0, 5], and the direction of each source is generated randomly over [0, 2π]. We choose the numbers of neurons in the hidden layers as (8, 8) for ERNet/ECNet by trails and adjustments. Keras with version 2.2.0 is employed as the DL framework. The initial learning rate of the ADAM algorithm is 0.001. The batch size is 128. The parameters of all the networks are initialized as truncated normal variables 2 with normalized variance. 3 The number of training samples is 8,000, and the number of epochs is 400.
It needs to be mentioned that the ERNet and ECNet are both trained at varying SNRs rather than trained at each SNR separately. This is because that training and testing the networks at each SNR separately is unpractical. In real systems, SNR tends to be varying or even unknown, and therefore it is almost impossible to obtain perfect training and testing sets, i.e., the statistics mismatches between the testing and training sets is unavoidable. By exploiting the generalization capability of DNN, we train the networks with samples generated at different SNRs and then test the networks with samples generated at a fixed SNR. In this way, we can directly collect samples generated with different SNRs as training samples without the knowledge of SNRs and the networks only need one-time training, which is more feasible than training at each SNR in practical applications. To generate a single training sample, the value of SNR is set as a number randomly selected from [0,40] dB.
A. Source Number of Non-Coherent Sources
In the case of non-coherent sources, the AIC, the MDL [7] , the improved AIC [8] and the CNN [18] estimators are used as benchmarks. Fig. 2 depicts the accuracy performance of all estimators versus the number of samples, where SNR is set to be 5 dB in the testing stage. As shown in Fig. 2 , both ERNet and ECNet significantly outperform all other estimators. Besides, when the number of samples is less than 20, the ECNet achieves slightly better performance than ERNet. When the number of samples goes beyond 100, both ERNet and ECNet almost yield perfect number detection, even when SNR is as low as 5 dB. Following the analyses in Section III-A, the covariance matrix based network directly estimates the source number based onR. As shown in Fig. 2 , ERNet/ECNet outperforms both the CNN and the covariance matrix based network, which implies that the guidance of modeling information can significantly improve the performance of DNNs. Fig. 3 compares the accuracy performance of all estimators versus SNR when the number samples is set as 20. As shown in Fig. 3 , the performance of ERNet and ECNet is consistently good in the low SNR region while ECNet achieves better performance than ERNet when SNR is higher than 20 dB. When SNR is higher than 25 dB, the improved AIC estimator is optimal. Besides, the CNN estimator performs better than conventional model-driven estimators in low SNR region but exhibits much worse performance than all other estimators in high SNR region. ERNet/ECNet significantly outperforms the existing estimators when SNR is lower than 25 dB, which demonstrates its remarkable superiority and excellent generalization capability.
B. Source Number of Coherent Sources
In the case of coherent sources, the FBSS based AIC, the FBSS based improved AIC, the FBSS based MDL [21] and CNN [18] methods are used as benchmarks. To generate a single training sample, the number of coherent sources is generated randomly over [0, K − 1], and each coherent source is set to be identical with one of independent sources (randomly selected). The size of subarrays is 5. It should be noted that when the number of coherent sources is K − 1, the sources are non-coherent.
As shown in Fig. 4 , ERNet/ECNet significantly outperforms the existing methods, especially when SNR is lower than 30 dB, which shows its effectiveness in the case of coherent sources. Besides, ECNet achieves better performance than ERNet, especially when SNR is lower than 5 dB or higher than 20 dB. Furthermore, the CNN estimator performs much worse than all other estimator, which indicates that the CNN estimator cannot handle coherent sources.
Moreover, it can be observed from Figs. 3 and 4 that when SNR is higher than 20 dB, the proposed networks achieve similar performance in both the non-coherent and coherent cases. While in the low SNR region, the proposed networks achieve better performance in the non-coherent case than in the coherent case.
V. CONCLUSION
In this letter, we proposed two model-aided data-driven networks, i.e., ERNet and ECNet, for source number enumeration. Unlike many classical detectors such as AIC and MDL which were derived under the Gaussian assumption, our networks do not need such an assumption. Since our method is data-driven, it can take multiple challenging scenarios in the data preprocessing step, and learns the threshold for separating signal and noise eigenvalues automatically. Therefore, they are more reliable than many existing detectors. Numerical results have demonstrated the effectiveness of the proposed methods.
