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a b s t r a c t
We study the cover time of multiple random walks on undirected graphs G = (V , E). We
consider k parallel, independent randomwalks that start from the same vertex. The speed-
up is defined as the ratio of the cover time of a single randomwalk to the cover time of these
k randomwalks. Recently, Alon et al. (2008) [5] derived several upper bounds on the cover
time, which imply a speed-up ofΩ(k) for several graphs; however, for many of them, k has
to be bounded by O(log n). They also conjectured that, for any 1 ⩽ k ⩽ n, the speed-up is
at most O(k) on any graph. We prove the following main results:
• We present a new lower bound on the speed-up that depends on the mixing time. It
gives a speed-up ofΩ(k) on many graphs, even if k is as large as n.
• We prove that the speed-up is O(k log n) on any graph. For a large class of graphs we
can also improve this bound to O(k), matching the conjecture of Alon et al.
• We determine the order of the speed-up for any value of 1 ⩽ k ⩽ n on hypercubes,
random graphs and degree restricted expanders. For d-dimensional tori with d > 2,
our bounds are tight up to logarithmic factors.
• Our findings also reveal a surprisingly sharp threshold behaviour for certain graphs, e.g.,
the d-dimensional torus with d > 2 and hypercubes: there is a value T such that the
speed-up is approximately min{T , k} for any 1 ⩽ k ⩽ n.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider a single particle traversing an undirected, connected graph G = (V , E). Whenever the particle is at a certain
vertex, it chooses a neighbor uniformly at random and jumps to this neighbor. This simple stochastic process known as a
(single) random walk has been extensively studied in the past (see, e.g., [25] for further references).
1.1. The cover time of single random walks
The cover time of a randomwalk is the expected time until the walk has visited every vertex of the graph. A classic result
of Aleliunas et al. [4] states that the cover time is at most 2 |V | · |E|. This implies that by means of a random walk, one can
decide whether two vertices are connected in polynomial time and logarithmic space. Later Broder and Karlin [8] derived
further upper bounds on the cover time that depend on the spectral properties of the underlying graph. Chandra et al. [11]
established a tight connection between random walks and electrical networks that improved some of the bounds from [8].
Tight lower and upper bounds for arbitrary graphs were derived by Feige in [21,22].
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1.2. The cover time of multiple random walks and related processes
One drawback of the cover time of a single random walk is that it takes at least Ω(n log n) steps on every graph [21],
and may even increase to Ω(n2) on regular and Ω(n3) steps on non-regular graphs. This latency motivated the analysis
of other covering processes. For example, Adler et al. [1] introduced a process where in each round one first chooses a
vertex uniformly at random. If this vertex is uncovered as yet, it becomes covered. Otherwise an uncovered neighbor of
this vertex is chosen (if there is one), and this neighbor becomes covered. Later Dimitrov and Plaxton [17] proved that a
very similar process achieves a cover time ofO(n+ (n log n)/d) on any d-regular graph. Decentralized, randomwalk-based
implementations of this process were recently analyzed by Berenbrink et al. [7] who proved similar results for graphs with
good expansion properties.
Another approach taken by Ikeda et al. [23] is to change the transition probabilities of the random walk. They devised
locally computable transition probabilitieswhich results in a cover timeofO(n2 log n)on any graph.However, all approaches
mentioned so far need at leastΩ(n) steps on any graph.
Broder et al. [9] studied the cover time of k independent, parallel randomwalks, where eachwalk starts at a vertex chosen
according to the stationary distribution. For any graph, they proved an upper bound ofO(|E|2/k2 · log3 n), where 1 ⩽ k ⩽ n.
In a related model introduced by [5], the starting points of the kwalks are the same. Hence in contrast to the case for the
processes of [1,9,17], sampling among all vertices of G is not required. However, at least intuitively, this model also seems
to be harder to analyze than the model from [9], since it is not clear whether increasing kmay also decrease the cover time.
To quantify the gain by increasing the number of random walks, Alon et al. [5] introduced the speed-up defined as the ratio
of the cover time of a single random walk to the cover time of k random walks, where 1 ⩽ k ⩽ n. As it turns out, the speed-
up depends crucially on the underlying graph: the speed-up on complete graphs is k, while the speed-up on cycles is only
Θ(log k) [5]. On certain graphs, there are even starting positions of the k walks such that the speed-up is Ω(2k) (for small
k). For the case of random d-regular graphs, a result of Cooper et al. [13] implies a speed-up ofΩ(k) for any 1 ⩽ k ⩽ n.
Finally, multiple random walks starting from the same vertex also arise in the context of property testing of expanders
(cf. [14,24]). The basic idea is that the number of pairwise collisions among the random walks can be used to estimate the
expansion of the graph.
Independently of our work, Efremenko and Reingold [18] analyzed the speed-up of hitting times of multiple random
walks, which implies several bounds on the cover time of multiple random walks as well. Amongst other results, they
obtained the same general upper bound ofO(k log n) on the speed-up (cf. Theorem 4.1 and Theorem 12 in [18]) and proved
an additional upper bound ofO(k2) [18, Theorem 13]. They also obtained a lower bound on the speed-up ofΩ(k) [18, Proof
of Theorem 14] under a similar condition on the maximum hitting and mixing time. However, their bound uses a slightly
stronger notion of the mixing time.
1.3. Our results
Before we describe our main results, we have to introduce some notation. Let G = (V , E) be an undirected, connected
graph with n vertices. For any k ⩾ 1, let E

Ck(u1,u2,...,uk)(G)

be the expected time for k random walks with starting vertices
u1, u2, . . . , uk to cover all vertices of G. Let E

Ckmax(G)
 := maxu∈V E Ck(u,u,...,u)(G) (we also use E [Cmax(G)] = E C1max(G)).
For any undirected, connected graph G, we define the speed-up as Sk := E [Cmax(G)] /E

Ckmax(G)

.
By H(u, v)we denote the expected time for a single random walk to reach v from u (H(u, u) > 0). It is well-known that
maxu,v H(u, v) approximates E [Cmax(G)] up to a factor ofO(log n) (see Theorem 2.3). Themixing timeMIX1/2(G) is the time
required for the random walk to approach its stationary distribution (see Section 2 for the exact definition).
We first present a general lower bound on the speed-up. It is based on the following upper bound on E

Ck(u1,u2,...,uk)(G)

:
Theorem 3.2 (see later). Let G be any graph. Then for any 1 ⩽ k ⩽ n and any starting positions u1, u2, . . . , uk,
E

Ck(u1,u2,...,uk)(G)
 = O
 log n ·

max
u,v
H(u, v)+MIX1/2(G)

k
+MIX1/2(G)
 .
The following lower bound on Sk follows directly from Theorem 3.2.
Corollary 1.1. Let G be any graph that satisfies MIX1/2(G) = O(maxu,v H(u, v)) and E [Cmax(G)] = Θ(maxu,v H(u, v) log n).
Then for any 1 ⩽ k ⩽ n,
Sk(G) = Ω

min

k,
E [Cmax(G)]
MIX1/2(G)

.
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Graph E [C(G)] maxu,v H(u, v) MIX1/2(G) Speed-up Sk(G)
k ∈ bounds
Cycle n2 n2 ⩽ n2 log n [1, n] = log k [5, Theorem 6]
2-dim. torus n log2 n n log n ⩽ n log n
[1, log n] ⩾ k [5, Theorem 4]
[1, n] ⩽ log2 n log k [5, Corollary 25]
d-dim. torus,
n log n n ⩽ n2/d log n
[1, log n] ⩾ k [5, Theorem 4]
d > 2, d = O(1)
[1, n1−2/d] ⩾ k [⋆, Theorem 5.6]
[1, n] ⩽ n1−2/d log n log k [5, Theorem 24]
[1, n] ⩽ k [⋆, Theorem 5.6]
Hypercube n log n n log n log log n
[1, log n] ⩾ k [5, Theorem 4]
[1, nlog log n ] = k [⋆, Theorem 5.4]
[ nlog log n , n] = nlog log n [⋆, Theorem 5.4]
Complete n log n n log n [1, n] = k [5, Lemma 12]
Expander n log n n log n
[1, n] ⩾ k [5, Theorem 18]
[1, n] = k [⋆, Theorem 5.1]
Random graph n log n n log n
[1, log n] ⩾ k [5, Theorem 4]
[1, n] = k [⋆, Theorem 5.1]
Fig. 1. Summary of our and the previous results for the graphs mentioned in [5], where constant factors are neglected in all columns. Expanders have to
additionally satisfy that the maximum and minimum degree are of the same order. Our new results are marked with⋆. For torus graphs, the bounds are
tight up to a logarithmic factor and for all other graphs, the bounds are tight (for each 1 ⩽ k ⩽ n).
Hence as long as k = O

E[Cmax(G)]
MIX1/2(G)

, Corollary 1.1 yields a speed-up of Ω(k). Note that many graphs (e.g., all graphs in
Fig. 1 except cycles and the two-dimensional torus) satisfy the conditions of Corollary 1.1.
We point out that most of the general upper bounds on E

Ckmax(G)

in [5] are at leastΩ(n) [5, Theorems 4, 5, 13 and 14],
and seem to be only useful when k = O(log n).
We continue to prove that for any graph G, Sk(G) = O(k log n) for any 1 ⩽ k ⩽ n. This matches the conjecture of Alon
et al. [5] up to a logarithmic factor. Under certain conditions on the mixing time and the cover time of a single random
walk, we improve this upper bound to Sk(G) = O(k), proving the conjecture of [5] for a large class of graphs (Corollary 4.8).
Finally, we also present an upper bound based on the diameter of the graph (Corollary 4.11).
Applications of our lower and upper bounds to specific graphs are summarized in Fig. 1, which is based on Table 1 of
[5]. Furthermore, some of our results are illustrated in Fig. 2. As an example, consider the hypercube with n vertices. Let
T := Θ( nlog log n ). We show in Theorem 5.4 that T represents a sharp threshold for speed-up, i.e., we have Sk = Θ(min{T , k}).
Hence if the number of random walks is above T , then adding more random walks does not decrease the time needed to
cover the graph. A similar, slightly weaker threshold behaviour is established for vertex-transitive graphs of small degree
and d-dimensional torus with d > 2, in Theorems 5.5 and 5.6, respectively.
1.4. Organization
In Section 2 we introduce our notation, the graph classes examined and some preliminary results. Section 3 contains the
proof of our lower bound on the speed-up Sk. This is followed by Section 4 that contains the proof of our upper bounds on
Sk. In Section 5 we apply our general bounds to specific graphs. We close in Section 6 with the conclusions.
2. Notation and preliminaries
Logarithms are always to the base 2 unless otherwise specified and ln denotes the natural logarithm. By argminwedenote
the argument of the minimum, i.e., one of the possible points which attains the minimum (in our applications, there will be
always only one point that attains the minimum).
The random walk. A (single) random walk (cf. [25] for a survey on random walks) on an undirected, connected graph
G = (V , E) starts at some specified vertex u ∈ V and moves in each step along some adjacent edge chosen uniformly at
random. To ensure convergence also on non-bipartite graphs, a common approach is to add loop probabilities: at each step
the random walk stays with probability 1/2 at the current vertex and otherwise it moves to a randomly chosen neighbor.
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(a) Degree restricted expander. (b) Hypercube.
(c) Three-dimensional torus. (d) Cycle.
Fig. 2. Illustration of the speed-up Sk(G) for four different graphs. The shaded area indicates the regime with a linear speed-up. For simplicity, logarithmic
factors are neglected for the three-dimensional torus.
A random walk on G can also be regarded as a Markov chain with state space V . The transitions are described by a
transition matrix Q, where qu,v is the probability that the chain moves from u to v (qu,v > 0 only if {u, v} ∈ E(G)). Let qtu,v
be the probability that the chain is at vertex v at step t when starting at vertex u. If Q is aperiodic and irreducible, then the
(column-)vector qu(t) = (qtu,v)v∈V converges for t →∞ towards a stationary distributionπ with the property that πQ = π .
We will use πmin := minv∈V πv , πmax = maxv∈V πv and for any set of vertices S ⊆ V , πS :=∑s∈S πs. The transition matrix
Q is called time-reversible if for all vertices x, y ∈ V , πx · qx,y = πy · qy,x. The randomwalk described in the first paragraph is
defined by a transitionmatrix Pwith pu,v = 12 deg(u) if {u, v} ∈ E, pu,u = 12 and pu,v = 0 otherwise. This matrix P is aperiodic,
irreducible, and time-reversible. Moreover, the stationary distribution π satisfies πv = deg(v)/(2|E|). In what follows, we
always consider a randomwalk defined by P unless stated differently.Wewill also always assume that the transitionmatrix
of the random walk is aperiodic, irreducible and time-reversible.
The mixing time. If a random walk converges towards the stationary distribution, it is useful to quantify its convergence
speed. To this end, we define the relative pointwise distance ([29, p. 45]) as
∆u(t) := max
u,v∈V
|ptu,v − πv|
πv
.
Then themixing time of a random walk on Gwith transition matrix Q is defined for any 0 < ε < 1 by
MIXQε (G) := maxu∈V min{t ∈ N : ∆u(t) ⩽ ε}.
Our definition of mixing time should be compared with the one based on the variation distance used by Alon et al. [5],
where for any 0 < ε < 1,MIXQε (G) := maxu∈V min t ∈ N : ‖ptu − π‖1 ⩽ ε ,
and
‖ptu − π‖1 :=
1
2
−
v∈V
ptu,v − πv = maxS⊆V |ptu,S − πS |.
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It follows from the definitions that MIXε(G) ⩽ MIXε(G) for any 0 ⩽ ε ⩽ 1. However, our bounds will depend onMIX1/2(G)
instead of MIXn−1(G) as in [5]. The next simple lemma shows that MIX1/2(G) is not asymptotically larger than MIXn−1(G);
the hypercube will provide an example whereMIX1/2(G) is much smaller than MIXn−1(G).
Lemma 2.1. For any graph G = (V , E) and transition matrix P,MIXn−1(G) = O(MIXn−1(G)).
Proof. Applying [2, Chapter 2, Lemma 20(c)] givesMIXn−3(G) ⩽ 6 ·MIXn−1(G).
By definition, for any t ⩾ MIXn−3(G) and u ∈ V ,
n−3 ⩾ ‖ptu − π‖1 =
1
2
−
v∈V
ptu,v − πv = maxS⊆V |ptu,S − πS |. (1)
Since for our choice of P, πmin = δ/(2|E|) ⩾ n−2, dividing both sides in Eq. (1) by n−2 gives the claim. 
Now letQ be an arbitrary transitionmatrix. By our assumptions,Q has n real eigenvalues 1 = λ1 > λ2 ⩾ · · · ⩾ λn > −1.
Let λmax := max{λ2, |λn|} be the second-largest eigenvalue of Q in absolute value. (For the transition matrix P the loop
probabilities ensure that all eigenvalues are positive and hence in this case λ2 = λmax.) The mixing time MIXQε (G) can be
bounded in terms of λmax as follows:
Lemma 2.2 ([28, Proposition 1, Theorem 2]). Let Q be any transition matrix. Then for any ε > 0,
λmax · ln
 1
2ε

2(1− λmax) ⩽
MIXQε (G) ⩽ ln

1
πmin

+ ln  1
ε

1− λmax .
The hitting time and the cover time. For two vertices u, v ∈ V , we define the hitting time from u to v as H(u, v) :=
E [min{t ∈ N\{0} : Xt = v, X0 = u}], i.e., the expected number of steps to reach v from u. Denote by Cs(G) the first time
when a (single) random walk starting from s has visited all n vertices of G. Then the cover time is defined as E [Cmax(G)] :=
maxu∈V E [Cu(G)]. The followingwell-known result relates themaximumhitting time to the cover time (for transitionmatrix
P).
Theorem 2.3 ([26]). For any graph G = (V , E) it holds thatmaxu,v∈V H(u, v) ⩽ E [Cmax(G)] ⩽ maxu,v∈V H(u, v) ·∑ni=1 1i .
We also recall the following tight bounds on the cover time given by Feige [21,22]:
Theorem 2.4 ([21,22]). For any graph G, (1− o(1)) · n ln n ⩽ E [Cmax(G)] ⩽
 4
27 + o(1)
 · n3.
We will analyze the cover time of k parallel and independent random walks, where 1 ⩽ k ⩽ n. Let u1, u2, . . . , uk be
the k starting vertices of the k random walks. Then E

Ck(u1,u2,...,uk)(G)

is the expected time for covering all vertices with k
randomwalks starting from u1, u2, . . . , uk, respectively. Set E

Ckmax(G)
 := maxu∈V E Ck(u,u,...,u)(G), so all k randomwalks
start from the same vertex u (which is chosen to maximize the cover time). If the transition matrix for the random walk Q
is different from P, we shall also write E

Ck,Qmax(G)

to indicate the dependency on Q. Clearly, E

Ckmax(G)

decreases in k and
thus any lower bound on E

Cnmax(G)

directly implies the same lower bound on E

Ckmax(G)

with k ⩽ n. Sometimes we will
also consider E

Ckπ (G)

. In this case, each starting vertex of the k randomwalks is chosen independently from the stationary
distribution π . We recall:
Theorem 2.5 ([9, Theorem 1]). Let G be any graphwithm edges. Thenwe have for any 1 ⩽ k ⩽ n,E

Ckπ (G)
 = O m2
k2
· log3 n

.
Our upper bound in Theorem 3.2 may also improve on the one in Theorem 2.5 for certain cases.
We continue with two lemmas concerning couplings.
Definition 2.6. Given two random variables X1 and X2 on probability spaces Ω1 and Ω2, a coupling is a pair of random
variables (X1,X2) on a new probability spaceΩ , such that X1 D=X1 and X2 D=X2 ( D= denotes equality between distributions).
Lemma 2.7. Let X1 and X2 be two independent random variables with range {1, . . . , n} and {1, . . . , n+1}, respectively. Suppose
that there is a number 0 < C < 1 such that for all i ∈ {1, . . . , n},
Pr [X2 = i] = C · Pr [X1 = i] .
Then there is a coupling (X1,X2) of X1 and X2 such that
• Pr X1 =X2 = C,
• and for all 1 ⩽ i ⩽ n, Pr X1 = i |X2 =X1 = Pr X1 = i.
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Proof. We define a coupling (X1,X2) as follows. We setX1 := X1. IfX1 = i for 1 ⩽ i ⩽ n, we setX2 := i with probability C
andX2 := n+1with probability 1−C . HenceX2 D= X2. By definition of the coupling, we have Pr X1 =X2 = C . In addition,
for every 1 ⩽ i ⩽ n,
Pr
X1 = i |X2 =X1 = Pr X1 = i ∧X2 =X1
Pr
X2 =X1 = C · Pr
X1 = i
C
= Pr [X1 = i] . 
With a coupling similar to that in the proof of Lemma 2.7, we obtain the following lemma.
Lemma 2.8. Let X1 and X2 be two independent random variables with range {1, . . . , n} and {1, . . . , n + 1}, respectively. If for
every 1 ⩽ i ⩽ n, Pr [X1 = i] ⩾ Pr [X2 = i], then there is a coupling (X1,X2) of X1 and X2 such thatX2 = i for some 1 ⩽ i ⩽ n
impliesX1 = i.
Proof. Let U be uniformly distributed on the interval [0, 1]. The couplingX = (X1,X2) is a function from U to {1, . . . , n} ×
{1, . . . , n+ 1} defined as follows. If for some 1 ⩽ i ⩽ n
U ∈

i−1
s=1
Pr [X1 = s] ,
i−1
s=1
Pr [X1 = s]+ Pr [X1 = i]

,
thenX1 := i. HenceX1 D= X1. Next we defineX2. If for some 1 ⩽ i ⩽ n
U ∈

i−1
s=1
Pr [X1 = s] ,
i−1
s=1
Pr [X1 = s]+ Pr [X2 = i]

,
thenX2 := i. Otherwise,X2 := n+ 1. HenceX2 D= X2 andX2 = i for some 1 ⩽ i ⩽ n impliesX2 = i. 
We continue with another elementary lemma concerning probability distributions with a geometric decay.
Lemma 2.9. Let X be a random variable on N such that for all λ, t ∈ N, Pr [X ⩾ λt] ⩽ (Pr [X ⩾ t])λ. Then,
• for any t ∈ N with Pr [X ⩾ t] < 1, E [X] ⩽ t · 11−Pr[X⩾t] ,• for any 0 < ε ⩽ 1 such that εE [X] is an integer, Pr [X ⩾ εE [X]] ⩾ 1− ε.
Proof. Let us define µ := E [X]. To prove the first statement of the lemma, we have
µ =
∞−
k=1
Pr [X ⩾ k]
⩽
∞−
λ=1
t−1
k=0
Pr [X ⩾ (λ− 1)t + k]
⩽
∞−
λ=1
t−1
k=0
Pr [X ⩾ (λ− 1)t]
=
∞−
λ=1
t · Pr [X ⩾ (λ− 1)t] ⩽ t ·
∞−
λ=1
(Pr [X ⩾ t])λ−1 = t · 1
1− Pr [X ⩾ t] .
The second statement is shown by contradiction. So suppose that Pr [X ⩾ εµ] < 1 − ε. Then by the first claim, it follows
that
µ < εµ · 1
1− (1− ε) = µ,
giving the desired contradiction. 
In this paper, Lemma 2.9 is often applied to a random variable X representing the cover time of a certain number of
randomwalks with arbitrary starting vertices. We frequently use the first statement of Lemma 2.9 to obtain an upper bound
on E [X] by proving that, for an appropriate choice of t , the probability that the random walks have not covered all vertices
until step t is reached is small. The second statement is used to prove lower bounds on the expected cover time (in a less
obvious way than the first statement).
2.1. The graph classes examined
We use the following graph-theoretical notation. G = (V , E) always denotes a connected, undirected graph with n
vertices. For any vertex u ∈ V , deg(u) denotes the degree of u. By δ(G) and ∆(G) we denote the minimum and maximum
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degree of G, respectively. For any pair of vertices u, v ∈ V , dist(u, v) is the distance between u and v, i.e., the length of the
shortest path between u and v. diam(G) is the largest distance between two pairs in the graph. In the following we will
always refer to a random walk with transition matrix P.
Cycles. Let Cn be the cyclewith n vertices. We havemaxu,v H(u, v) = n2/4 [25, p. 6] and E [Cmax(Cn)] = n(n−1)/2 [25, p. 6].
From [25, p. 24] it follows that MIXn−1(Cn) = O(n2 log n) and henceMIX1/2(Cn) = O(n2 log n) by Lemma 2.1.
d-dimensional tori. In the following, we assume 2 ⩽ d = O(1) (for d = 1we have a cycle). The vertex set of a d-dimensional
torus Td is {0, . . . , n1/d−1}d and we have an edge if the corresponding vertices differ by 1 at one coordinate (all coordinates
are understood to be modulo n1/d). Clearly, the d-dimensional torus is a (2d)-regular graph with diameter Θ(n1/d). From
[25, p. 24] it follows that MIXn−1(Td) = O(n2/d log n) and henceMIX1/2(Td) = O(n2/d log n) by Lemma 2.1.
For the maximum hitting and cover time an important distinction must be made concerning the dimension d. If d = 2,
then maxu,v H(u, v) = Θ(n log n) [11, Theorem 13]. Hence E [Cmax(Td)] = O(n log2 n) by Theorem 2.3, while a matching
lower bound was established in [30, Theorem 4].
For 2 < d = O(1)wehavemaxu,v H(u, v) = Θ(n) [11, Theorem13] andhenceE [Cmax(Td)] = O(n log n)by Theorem2.3.
The matching lower bound follows by Theorem 2.4 [21].
Hypercubes. The d-dimensional hypercube Hn = (V , E) has n = 2d vertices. Every vertex is represented by a binary
string of length d and vertices are connected by an edge if their corresponding bitstrings differ in exactly one bit. We have
λmax(Hn) = 1− 1log n [25, p. 17] andMIX1/2(Hn) = 14 log n log log n+O(log n) [16, Theorem1]. However, plugging inλmax into
the lower bound in Lemma2.2 yieldsMIXn−1(Hn) = Ω(log2 n).We prove in Lemma5.2 thatMIX1/2(Hn) = O(log n log log n).
Hence it is crucial that Theorem 3.2 depends onMIX1/2(Hn) rather than MIXn−1(Hn).
The maximum hitting time is known to satisfy maxu,v H(u, v) ∈ [n, 2n] [25, p. 17]. A nearly tight bound on the cover
time of E [Cmax(Hn)] = (1+ o(1)) · n ln nwas shown by Aldous [3].
Degree restricted expanders.We call a graph G a degree restricted expander if 1/(1− λ2) = O(1), where λ2 is the second-
largest eigenvalue of P, and additionally,∆/δ = O(1). (Sometimes expanders are required to be of constant degree and/or
to be regular. We will not require these conditions here.) Hence if G is an expander, Lemma 2.2 givesMIXn−1(G) = O(log n)
and henceMIXn−1(G) = O(log n) by Lemma 2.1.
By [2, Lemma 25, Chapter 4], maxu,v H(u, v) = O( 1n ), and hence by Theorem 2.3, E [Cmax(G)] = O(n log n).
The complete graphwith an edge between every pair of vertices is a simple example of an expander with λ2 = 1/2.
Random graphs. An Erdős–Rényi random graph [20] is a graph constructed randomly as follows. Given some fixed value
0 ⩽ p ⩽ 1, G consists of n vertices and between each pair an edge is placed independently with probability p. For
p ⩾ (1 + ε) log n/n with a constant ε > 0, G is connected with probability 1 − o(1), and ∆/δ = O(1) with probability
1− o(1). For the same choice of p, random graphs are known to be expanders (see, e.g, [12, Lemma 1, P3]), so all bounds of
the previous paragraph apply as well.
Vertex-transitive graphs. A graph G = (V , E) is vertex-transitive if for every pair of vertices u, v ∈ V , there is a permutation
σ of the vertices such that σ(u) = v and for every pair of vertices, {r, s} ∈ E(G) ⇔ {σ(r), σ (s)} ∈ E(G). Since the
second-largest eigenvalue of the adjacency matrix of a d-regular, vertex-transitive graphs satisfies µ2 ⩽ d − 233 diam(G)2
[6, Lemma 6.1], we obtain that λmax = λ2 ⩾ 1− 133d diam(G)2 . Hence Lemma 2.2 gives MIXn−1(G) = O(d diam(G)2 log n) and
thusMIX1/2(G) = O(d diam(G)2 log n) by Lemma 2.1.
3. Lower bounds on the speed-up
We first relate the cover time of k random walks with a fixed starting point to the cover time of k random walks with
starting points chosen according toπ . Although this lemma is not used in this paper,we believe that itmay be of independent
interest.
Lemma 3.1. Let G be any graph. Then for any 1 ⩽ k ⩽ n and any starting positions u1, u2, . . . , uk,
E

Ck(u1,u2,...,uk)(G)
 = O E Ck/2π (G)+MIX1/2(G) .
Proof. Let X1, X2, . . . , Xk be k randomwalks starting from vertices u1, u2, . . . , uk, and let Y 1, Y 2, . . . , Y k be k randomwalks
starting from the stationary distribution. By the definitionM := MIX1/2(G), the distribution of the randomwalk X i satisfies
Pr

X iM = v | X i0 = ui

⩾
1
2
· πv,
for all vertices v ∈ V .
Consider now a third set of random walks, Z1, Z2, . . . , Zk. For each 1 ⩽ i ⩽ k, the starting vertex Z i0 has range{1, . . . , n+1}. The firstnnumbers correspond to the vertices ofG, while the valuen+1 indicates that the randomwalkwill be
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removed fromGwithout covering any vertex. The distribution of Z i0 is as follows. For every j ∈ {1, . . . , n},Pr

Z i0 = j
 = 12 ·πj,
and Pr

Z i0 = n+ 1
 = 12 .
By Lemma 2.8, there is for each 1 ⩽ i ⩽ n a coupling of Z i0 and X
i
M , (Z i0,X iM) such that ifZ i0 = j for some 1 ⩽ j ⩽ n, then
alsoX iM = j holds. Note that ifZ i0 =X iM then we can extend the coupling by settingZ it :=X it+M for any t ⩾ 1. This implies
Pr
 k∪
i=1
4E

Ckπ (G)

+M
∪
t=M
X it = V
 ⩾ Pr
 k∪
i=1
4E

Ckπ (G)

∪
t=0
Z it = V
 . (2)
By Lemma 2.7 with C = 12 , there is a coupling (Z i0,Y i0) of Z i0 and Y i0 such that
Pr
Z i0 =Y i0 = 12 , (3)
and for all 1 ⩽ j ⩽ n,
Pr
Y i0 = j |Z i0 =Y i0 = Pr Y i0 = j = πj. (4)
Define a (random) setA by means of
A := 1 ⩽ i ⩽ k : Z i0 =Y i0 .
As the events {Z i0 =Y i0 : 1 ⩽ i ⩽ k} are independent, we conclude by Eq. (3) that
Pr
[
|A| ⩾ k
2
]
⩾
1
2
. (5)
Note that for any iwithY i1 =Z i1, we can extend the coupling by setting thatY it :=Z it for any t ⩾ 1. Hence it holds that
k∪
i=1
4 E

C
k/2
π (G)

∪
t=0
Z it ⊇ ∪
i∈A
4 E

C
k/2
π (G)

∪
t=0
Y it . (6)
Note that for each i ∈ A, the starting points of the walksY i1 are still distributed according to π by Eq. (4). Hence,
Pr
∪
i∈A
4 E

C
k/2
π (G)

∪
t=0
Y it = V  |A| ⩾ k2
 ⩾ Pr
k/2∪
i=1
4 E

C
k/2
π (G)

∪
t=0
Y it = V
 . (7)
Moreover, by Markov’s inequality,
Pr
k/2∪
i=1
4 E

C
k/2
π (G)

∪
t=0
Y it = V
 = 1− Pr Ck/2π (G) > 4 ECk/2π (G) ⩾ 1− 14 = 34 . (8)
Putting everything together we obtain that
Pr
 k∪
i=1
4 E

C
k/2
π (G)

+M
∪
t=M
X it = V
= Pr
 k∪
i=1
4 E

C
k/2
π (G)

+M
∪
t=M
X it = V

⩾ Pr
 k∪
i=1
4 E

C
k/2
π (G)

∪
t=M
Z it = V
 (by Eq. (2))
⩾ Pr
 ∪
i∈A
4 E

C
k/2
π (G)

∪
t=0
Y it = V
 (by Eq. (6))
⩾
1
2
· Pr
 ∪
i∈A
4 E

C
k/2
π (G)

∪
t=0
Y it = V  |A| ⩾ k2
 (by Eq. (5))
⩾
1
2
· Pr
k/2∪
i=1
4 E

C
k/2
π (G)

∪
t=0
Y it = V
 (by Eq. (7))
⩾
1
2
· 3
4
= 3
8
. (by Eq. (8))
Applying the first statement of Lemma 2.9 to the random variable Ckmax(G), we get
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E

Ckmax(G)

⩽

4 E

Ck/2π (G)
+M · 1
1− 38
= O E Ck/2π (G)+M . 
Theorem 3.2. Let G be any graph. Then for any 1 ⩽ k ⩽ n any starting positions u1, u2, . . . , uk,
E

Ck(u1,u2,...,uk)(G)
 = O  log n · maxu,v H(u, v)+MIX1/2(G)
k
+MIX1/2(G)

.
Proof. LetM := MIX1/2(G) and ℓ := 2maxu,v H(u, v) +M. Consider a single random walk X with an arbitrary starting
position within the time interval [0, ℓ+M). Fix an arbitrary vertexw ∈ V . Note that
Pr
[
w ∈ ℓ+M−1∪
t=M
Xt
]
=
−
v∈V
Pr [XM = v] · Pr
[
w ∈ ℓ+M−1∪
t=M
Xt | XM = v
]
,
and since ℓ ⩾ 2maxu,v H(u, v), the right factor is at least 1/2 for any v ∈ V by Markov’s inequality. Now divide the random
walk within the time interval [M, ℓ+M) into ℓ/M sections of lengthM. Then,
1
2
⩽ Pr
[
w ∈ ℓ+M−1∪
t=M
Xt
]
⩽
ℓ/M−
i=1
Pr
[
w ∈ (i+1)M−1∪
t=iM
Xt
]
(by the union bound)
=
ℓ/M−
i=1
−
v∈V
Pr [XiM = v] · Pr
[
w ∈ (i+1)M−1∪
t=iM
Xt | XiM = v
]
⩽
ℓ/M−
i=1
−
v∈V
2πv · Pr
[
w ∈ (i+1)M−1∪
t=iM
Xt | XiM = v
]
(by the definition ofM).
Rearranging yields for any 1 ⩽ i ⩽ ℓ/M that−
v∈V
πv
2
· Pr
[
w ∈ (i+1)M−1∪
t=iM
Xt | XiM = v
]
⩾
M
8ℓ
. (9)
Consider now k randomwalks Y 1, Y 2, . . . , Y k starting from arbitrary vertices, each of which runs forℓ := 32 ln nk · ℓ steps.
Like for X , we divide each walk Y j, 1 ⩽ j ⩽ k, into consecutive sections of 2M steps. Consider any random walk Y j and time
step t = 2iM −M, 1 ⩽ i ⩽ ℓ2M . By a simple lemma based on the law of conditional probabilities (cf. Lemma A.1) we have
for any vertex u ∈ V ,
Pr
[
w ∈ 2iM−1∪
t=2iM−M
Y jt
 Y j2(i−1)M = u] =−
v∈V
Pr

Y j2iM−M = v | Y j2(i−1)M = u

× Pr
[
w ∈ 2iM−1∪
t=2iM−M
Y jt
 Y j2iM−M = v ∧ Y j2(i−1)M = u] .
Using the Markov property of the random walk and the definition of the mixing timeM we get for any vertex u ∈ V ,
Pr
[
w ∈ 2iM−1∪
t=2iM−M
Y jt
 Y j2(i−1)M = u] ⩾−
v∈V
πv
2
· Pr
[
w ∈ 2iM−1∪
t=2iM−M
Y jt
 Y j2iM−M = v]
⩾
M
8ℓ
,
where the last inequality is due to Eq. (9).
Hence the probability that Y j does not visitw during the firstℓ steps is bounded above by
1− M
8ℓ
 ℓ
2M =

1− M
8ℓ
 8ℓ
M · 2 ln nk
⩽ exp

−2 ln n
k

.
Therefore, the probability that none of the k random walks visitw within ℓˆ steps is upper bounded by exp(−2 ln n) = n−2.
Taking the union bound over all n vertices, we conclude that the k random walks Y 1, . . . , Y k of length
ℓ = O
 log n ·

max
u,v
H(u, v)+M

k
+M

visit all n vertices with probability 1− n−1. Using the first statement of Lemma 2.9, the claim follows. 
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4. Upper bounds on the speed-up
4.1. A general upper bound
Alon et al. [5] gave a graph G and vertex u such that E[Cu(G)]
E

Cku(G)
 = Ω(2k) for k = Θ(log n), so the speed-up is exponential in
k. However, the speed-up no longer exponential when the single and the k randomwalks start from their respective worst-
case vertices. This led to their conjecture that the speed-up is always polynomial in k for respective worst-case vertices.
More precisely, they conjectured that for any graph and any k ⩾ 1, Sk = O(k) [5, Conjecture 10].
We now prove that Sk = O(k log n) for any graph and 1 ⩽ k ⩽ n, matching the conjecture up to a factor of O(log n).
Hence for an arbitrary starting vertex an exponential speed-up is possible, while the speed-up is always polynomial for a
worst-case starting vertex.
Theorem 4.1. Let G = (V , E) be any graph. Then for any 1 ⩽ k ⩽ n, Sk = O(k log n).
Proof. Let X1, X2, . . . , Xk be k random walks that all start from vertex s. Fix a random walk X i with 1 ⩽ i ⩽ k. Define
ℓ := 2 E Ckmax(G). Let s and v be arbitrary vertices and consider
Pr
[
v ∈ ℓ∪
t=0
X it | X i0 = s
]
. (10)
Our goal is to prove that the term of Eq. (10) is at least 14k . Assuming the converse, the probability that all k random walks
starting at s do not visit v within ℓ steps would be at least
Pr
[
v /∈ k∪
i=1
ℓ∪
t=0
X it
]
=
k∏
i=1
Pr
[
v /∈ ℓ∪
t=0
X it
]
⩾
k∏
i=1

1− 1
4k

⩾ 1−
k−
i=1
1
4k
= 3
4
,
which in turn would imply E

Cks (G)

⩾ 34 · ℓ = 32 E

Ckmax(G)

, a contradiction. Hence for any pair of vertices v and s,
Pr

v ∈ ∪ℓt=0X it | X i0 = s

⩾ 14k . This implies that for a single random walk,
Pr
v ∈ 16k ln n ECkmax(G)∪
t=0
Xt
 ⩾ 1− 1−min
s∈V Pr
[
v ∈ ℓ∪
t=0
Xv | X0 = s
]8k ln n
⩾ 1−

1− 1
4k
8k ln n
⩾ 1− e−2 ln n = 1− 1
n2
.
As v was an arbitrary vertex, we take the union bound over all n vertices to obtain
Pr
16k ln n ECkmax(G)∪
t=0
Xt = V
 ⩾ 1− 1
n
.
Hence Pr

Cmax(G) ⩾ 16k ln n E

Ckmax(G)

⩽ 1n , and applying the first statement of Lemma 2.9 to the random variable
Cmax(G) yields
E [Cmax(G)] ⩽
16k ln n E

Ckmax(G)

1− 1n
= O k log n E Ckmax(G) . 
4.2. Upper bounds for special graph classes
Additionally, we shall derive three more specific lower bounds on E

Ckmax(G)

. As a consequence, they are most useful to
upper bound the speed-up when the graph satisfies E [Cmax(G)] = O(n log n) (which is the case for many graphs (cf. Fig. 1)).
We start by deriving a lower bound ofΩ((n/k) log n) for not too small k by using a relatively simple coupon-collecting
argument. After that we present a lower bound of Ω((n/k) log n) for not too large k, requiring that the mixing time is
sublinear. Combining these bounds, we obtain an upper bound of E

Ckmax(G)
 = Ω((n/k) log n), 1 ⩽ k ⩽ n, for any graph
with a sublinear mixing time.
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Theorem 4.2. Let G be any graph and Q be any transition matrix. Then for any nε ⩽ k ⩽ n, where 0 < ε < 1 is a constant,
E

Ck,Qmax(G)
 = Ω n
k
log n

.
Proof. Consider k randomwalks X1, . . . , Xk according toQ that all start at an arbitrary, fixed vertex s. Let the length of these
random walks be ℓ := ε n log n8k − 1. In the following, consider an arbitrary random walk X i, 1 ⩽ i ⩽ k. Define a subset of
vertices U by
U :=

u ∈ V : Pr
[
u ∈ ℓ∪
t=0
X it
]
⩾
3
2
· ℓ+ 1
n

,
so U can be thought as the set of vertices that are more likely to be visited. Since
E
[ ℓ∪t=0 X it
] =−
v∈V
Pr
[
v ∈ ℓ∪
t=0
X it
]
⩾ |U| · 3
2
· ℓ+ 1
n
,
and E
∪ℓt=0X it  ⩽ ℓ+ 1, we conclude that |U| ⩽ (2/3)n.
Let us now consider all k random walks together and define Y := V\ ∪ki=1 ∪ℓt=0 X it, i.e., the number of vertices not
visited by the k random walks. Since |V\U| ⩾ n/3, we have
E [Y ] ⩾
n
3
·

1− 3
2
· ℓ+ 1
n
k
= n
3
·

1− 3
2
· ε log n
8k
k
.
Since the function (1− 1/x)x is monotone increasing for any x ⩾ 1 and as k ⩾ nε implies 23 · 8kε log n ⩾ 2 (for sufficiently large
n), we obtain
E [Y ] ⩾
n
3
· 2− 3ε8 log n = n
3
· n−(3/8)ε.
Clearly, the random variable Y depends only on the k random walks of length ℓ + 1 and changing one of the k walks can
change Y by at most ℓ+ 1. Therefore, the method of bounded independent differences (cf. Lemma A.2) yields
Pr
[
|Y − E [Y ] | ⩾ 1
2
E [Y ]
]
⩽ 2 exp

−2
 1
2 · n3 n−(3/8)ε
2
k( εn log n4k )
2

= 2 exp

− 8kn
−(6/8)ε
9 · ε2 (log n)2

⩽ exp
−n(1/8)ε ,
where in the last inequality we have again used the assumption k ⩾ nε . It follows that with probability 1 − exp −n(1/8)ε
we have Y > 0, which directly implies that E

Ck,Qmax(G)

⩾

1− exp −n(1/8)ε · ℓ = Ω( nk log n), as required. 
For the missing case k < nε we now prove a lower bound of Ω((n/k) log n) for when the mixing time is sublinear. For
the proof, we divide the randomwalk into different epochs depending on the number of covered vertices. Following [8], we
make the following definition.
Definition 4.3. Let X0, X1, . . . be a single random walk with transition matrix Q. Fix two integers 1 ⩽ k ⩽k ⩽ n. Consider
an arbitrary, but fixed set S ⊆ V of size k and a vertex s ∈ S. Then for X0 = s, we define
∆k,k(S, s) := argmin
t∈N
 t∪i=0 Xi

\ S
 =k− k ,
i.e., ∆k,k(S, s) is the time required for the random walk Xt starting from s to visitk vertices, regarding the k vertices in S as
already visited.
We use the following result from Broder and Karlin [8].
Lemma 4.4 ([8, Lemma 12]). Consider a single randomwalk X0, X1, . . .with symmetric transitionmatrixQ. Then for any integer
1 ⩽ m ⩽ n, any set S of size
 m
m+1 · n

and any vertex s ∈ S with X0 = s,
E
[
∆ m
m+1 ·n

,

m+1
m+2 ·n
(S, s)
]
⩾
1
2
n
m+ 2 − C ·MIX
Q
n−4(G) ·m,
where C > 0 is some constant.
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Roughly speaking, we now show that a similar lower bound also holds with constant probability if the mixing time and
m are sufficiently small.
Corollary 4.5. Consider a single random walk X0, X1, . . . with symmetric transition matrix Q. Consider any 1 ⩽ m <
1
2

n/MIXQn−4 − 3. Fix an arbitrary set S ⊆ V of size
 m
m+1 · n

and an arbitrary vertex s ∈ S. Then,
Pr
[
∆ m
m+1 ·n

,

m+2
m+3 ·n
(S, s) ⩾ 1
32
n
m+ 2 − C ·MIX
Q
n−4 ·m
]
⩾
1
2
.
Proof. LetM := MIXQn−4 . Let P ts (x) be the probability that a random walk starting from s ∈ S visits at least x − |S| vertices
outside S within t steps. Let ℓ := 132 nm+2 − C ·M · m and β :=
m+2
m+3 · n

. Suppose that the statement of the corollary is
false. Then there is at least one vertex s ∈ S for which Pℓs (β) > 12 . Note that
1
2
< Pℓs (β) ⩽
−
v∈V
Pr [XM = v | X0 = s] · Pℓ−Mv (β −M) ⩽
−
v∈V
2πv · Pℓ−Mv (β −M).
Hence for an arbitrary vertexw ∈ V ,
Pℓw(β −M) ⩾
−
v∈V
πv
2
· Pℓ−Mv (β −M) >
1
8
.
By the first statement of Lemma 2.9, this implies that
E
[
∆ m
m+1 ·n

,

m+2
m+3 ·n

−M(S, s)
]
⩽ 8 ·

1
32
n
m+ 2 − C ·M ·m

= 1
4
n
m+ 2 − 8 · C ·M ·m. (11)
On the other hand, by Lemma 4.4,
E
[
∆ m
m+1 ·n

,

m+1
m+2 ·n
(S, s)
]
⩾
1
2
n
m+ 2 − C ·M ·m. (12)
Since the right hand side in Eq. (11) is smaller than the right hand side in Eq. (12), we get a contradiction once we have
shown that
m+2
m+3 · n
−M ⩾ m+1m+2 · n. Let us now prove this inequality:
m+ 2
m+ 3 · n

−

m+ 1
m+ 2 · n

−M ⩾ m+ 2
m+ 3 · n− 1−
m+ 1
m+ 2 · n−M
= 1
(m+ 3)(m+ 2) · n− 1−M
⩾
4
n
M
· n− 1−M ⩾ 0

sincem ⩽ 12

n
M
− 3

.
Hence for all vertices s ∈ S, Pℓs (β) ⩽ 1/2, which yields the statement of the lemma. 
Theorem 4.6. Let G be any graph and Q be a symmetric transition matrix such thatMIXQ
n−4(G) = O(n1−ε) for a constant ε > 0.
Then for any 1 ⩽ k ⩽ 4

n/MIXQ
n−4(G), E

Ck,Qmax

= Ω  nk log n.
Here is an outline for how we show Theorem 4.6. Like in the proof of [8, Theorem 13], we divide the random walks
viewing one after another into epochs, where a new epoch starts if a certain number of new vertices have been covered.
Then we can bound the required time for each epoch by Corollary 4.5. If the lower bound given by Corollary 4.5 is larger
than the remaining time of the walk, then we assume (quite pessimistically) that the random walk has finished one epoch
and bound the next epoch that begins with the next random walk.
Proof of Theorem 4.6. Let u be an arbitrary vertex of G and setM := MIXQ
n−4(G). We consider an unbounded sequence of
random walks X1, X2, . . ., each of which starts at vertex u. Each of those random walks runs for ℓ := C (n/k) log n steps,
whereC > 0 is a constant that will be specified later. Concatenating these sequences of length ℓ into a single long sequence,
we define for any i ∈ N ∪ {0},
Yi := X⌊i/ℓ⌋+1imod ℓ .
We will expose the random walks X1, X2, . . . one after another as long as not all vertices are covered. More precisely, we
consider the random variable
Z := argmin
t∈N

t∪
i=0
Yi = V

.
We will first lower bound E [Z] and then relate E [Z] to E

Ck,Qmax

at the end of the proof.
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Let us now analyze the random variable Z . To simplify the notation, we define for any integer 1 ⩽ m ⩽ n,
Tm := argmin
t∈N
 t∪i=0 Yi
 =  mm+ 1 · n

,
and for 1 ⩽ m ⩽ n− 2,
∆m := Tm+2 − Tm.
We will now prove that for anym ⩽ 12
√
n/M − 5,
Pr
[
∆m +∆m+2 ⩾ min

1
2
γm+2, ℓ
]
⩾
1
4
, (13)
where γm := 132 nm+2 − C ·M ·m.
We continue with a case distinction on Tm mod ℓ.
• The first case is ℓ − (Tm mod ℓ) ⩾ 12γm. Let S := ∪Tmt=0Yt be the set of already visited vertices with |S| =
 m
m+1 · n

. As
the random walk X⌊Tm/ℓ⌋+1 will run for at least 12γm further steps, we can apply Corollary 4.5 (which holds for a single
random walk) to obtain
Pr
[
∆ m
m+1 ·n

,

m+2
m+3 ·n
(S, s) ⩾ 1
2
γm
]
⩾
1
2
.
This implies
Pr
[
∆m ⩾
1
2
γm
]
⩾
1
2
. (14)
• The second case is ℓ−(Tm mod ℓ) < 12γm. Let S := ∪⌊Tm/ℓ⌋·ℓ+ℓ−1t=0 Yt be the set of vertices visited until the random X⌊Tm/ℓ⌋+1
ends. We apply Corollary 4.5 as in the previous case to obtain that
Pr
[
|S| ⩽

m+ 2
m+ 3 · n
]
⩾
1
2
.
Consider now the next random walk X⌊Tm/ℓ⌋+2. Applying Corollary 4.5 another time, we conclude that
Pr
[
Tm+4 − Tm ⩾ min

1
2
γm+2, ℓ
]
⩾ Pr
[
Tm+4 − (⌊Tm/ℓ⌋ · ℓ+ ℓ− 1) ⩾ min

1
2
γm+2, ℓ

| S ⩽

m+ 2
m+ 3 · n
]
· Pr
[
S ⩽

m+ 2
m+ 3 · n
]
⩾
1
2
· 1
2
= 1
4
,
and hence,
Pr
[
∆m +∆m+2 ⩾ min

1
2
γm+2, ℓ
]
⩾
1
4
.
Combining the two cases and noting that γm+2 ⩽ γm shows that Eq. (13) is true. Using Eq. (13) we can bound the expected
number of steps required to visit all vertices as follows:
E [Z] ⩾ E [Tn]
⩾ E

n−2
m=1,mmod 2=0
∆m

⩾
√
min{1/(128C),1/2}·n/M−6−
m= 4√n/M,mmod 4=0
E [∆m +∆m+2]
⩾
√
min{1/(128C),1/2}·n/M−6−
m= 4√n/M,mmod 4=0
1
4
·min

1
2
γm+2, ℓ

⩾
1
4
√
min{1/(128C),1/2}·n/M−6−
m= 4√n/M,mmod 4=0
min

1
64
n
m+ 4 − CM(m+ 2),
C n
k
log n

.
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Now observe that 164
n
m+4 ⩽ C nk log n for any constantC > 0 as k ⩽ 4√n/M and m ⩾ 4√n/M, if n is sufficiently large.
Additionally,m ⩽
√
1/(128C) · n/M − 6 implies that
n
(m+ 4)2 ⩾
n
1/(128C) · n/M = 128CM,
which gives 164
n
m+4 − CM(m+ 2) ⩾ 1128 nm+4 . Plugging in these inequalities yields
E [Z] ⩾
1
4
√
min{1/(128C),1/2}·n/M−6−
m= 4√n/M,mmod 4=0
1
128
n
m+ 4
= n
512
·
√min{1/(128C),1/2}·n/M−6−
m=1,mmod 4=0
1
m+ 4 −
4√n/M−1−
m=1,mmod 4=0
1
m+ 4

⩾
n
512
·

1
4
ln(

min{1/(128C), 1/2} · n/M − 6)− o(log n)− 1
4
ln( 4

n/M)− o(log n)

= Ω (n ln(n/M)) .
As by assumption,M = O(n1−ε) for some constant ε > 0, we have
E [Z] ⩾C n log n,
whereC > 0 is some constant which is independent ofC , but may depend on C and ε. Let Z ′ be the number of randomwalks
X1, X2, . . . that we have to start until all n vertices are visited (the last random walk may run for less than ℓ steps). From
Z ⩽ Z ′ · ℓwe can conclude that E Z ′ ⩾ E [Z] /ℓ ⩾C/C · k. Let us now chooseC := (1/4)C . Applying the second statement
of Lemma 2.9 to the random variable Z ′ yields
Pr
[
Z ′ ⩾
1
2
· E Z ′] ⩾ 1
2
. (15)
By our choice of C , 12 · E Z ′ = 2k. Hence Eq. (15) implies that with probability at least 1/2, the random walks
X1, X2, . . . , X2k−1 all run for exactly ℓ steps, and do not cover all n vertices. As 2k− 1 ⩾ k, it follows that
E

Ck,Qmax

⩾
1
2
·C (n/k) log n = Ω((n/k) log n),
as needed. 
Combining Theorems 4.2 and 4.6 and recalling thatMIXQ
n−4(G) = O(MIXQn−1(G))we obtain immediately:
Corollary 4.7. Let G be any graph and Q be a symmetric transition matrix such thatMIXQ
n−1(G) = O(n1−ε) for a constant ε > 0.
Then for any 1 ⩽ k ⩽ n, we have E

Ck,Qmax(G)

= Ω  nk log n.
If G is a regular graph, then P is a symmetric transition matrix. Hence we obtain for the speed-up Sk(G):
Corollary 4.8. Let G be any regular graph withMIXn−1(G) = O(n1−ε) and E [Cmax(G)] = Θ(n log n). Then for any 1 ⩽ k ⩽ n,
Sk = O(k).
This establishes the conjecture of Alon et al. [5] for many graphs including most graphs of Fig. 1.
Obviously, diam(G) is a lower bound on E

Ckmax(G)

for each k. We prove now the following improvement (if diam(G) ⩾
log n).
Theorem 4.9. For any graph G with diameter diam(G), E

Cnmax(G)
 = Ω  diam(G)2log n .
The proof of Theorem 4.9 is based on the following result.
Theorem 4.10 ([10]). Consider a random walk X0, X1, . . . with transition matrix Q on a graph G and let u and v be arbitrary
vertices. Then Pr [Xt = v | X0 = u] ⩽ 2 · πuπv · exp

− 12 dist(u,v)
2
t

.
Proof of Theorem 4.9. Assume diam(G) = Ω(√log n), since otherwise the claim holds trivially. Let u and v be vertices
with dist(u, v) = diam(G) and πu ⩽ πv . Consider n randomwalks X1, . . . , Xn each of which has length ℓ := 18 ln n diam(G)2
and starts from u. First consider the (single) random walk X1. By the union bound and Theorem 4.10 above,
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Pr
[
v ∈ ℓ∪
t=1
X1t
]
⩽
1/(8 ln n) diam(G)2−
t=1
2 exp

−1
2
diam(G)2
t

⩽
1
8 ln n
diam(G)2 · 2 exp(−4 ln n)
⩽ n−3/2
for sufficiently large n. Hence by the union bound, with probability at least 1− n−1/2 none of the n random walks will visit
v within ℓ steps. 
From Theorem 4.9 we obtain directly:
Corollary 4.11. Let G be any graph with diameter diam(G). Then for any 1 ⩽ k ⩽ n, Sk(G) = O( E[Cmax(G)] log n
diam(G)2
).
5. The speed-up on specific graphs
Degree restricted expanders and random graphs. As an Erdős–Rényi random graph with p ⩾ (1+ ε) log(n)/n, p ⩾ (1+ ε)
is a degree restricted expander with probability 1− o(1), Theorem 5.1 applies to Erdős–Rényi random graphs as well.
Theorem 5.1. Let G be any expander. Then for any 1 ⩽ k ⩽ n, Sk = Θ(k).
Proof. Recall that by our definition of a degree restricted expander, 1/(1 − λ2) = O(1) and ∆/δ = O(1). As λ2 = λmax,
we have MIXn−1(G) = O(log n). This in turn implies both MIX1/2(G) = O(log n) and maxu,v H(u, v) = Θ(n). In this case,
Theorem 3.2 implies that Sk = Ω(k) for any 1 ⩽ k ⩽ n.
To prove a lower bound on Sk, we cannot apply Corollary 4.5 directly as the transition matrix Pmay not be symmetric (G
may not be regular). To circumvent this problem, we consider a different random walk Y0, Y1, . . . defined by a symmetric
transition matrix Qwith quv = 1/(2∆) for {u, v} ∈ E, quu = 1− deg(u)2∆ and quv = 0 otherwise. It follows that Q is aperiodic,
irreducible, and time-reversible. Moreover, for every u, v ∈ V with u ≠ v, δ
∆
pu,v ⩽ qu,v ⩽ ∆δ pu,v , and for every u ∈ V ,
πQ(u) = (1/n) ⩽ πP(u) · ∆
δ
. Hence since 1/(1−λP2) = O(1), a comparison theorem for eigenvalues for reversible transition
matrices [15, p. 698, Equation 2.3] shows that 1/(1− λQ2 ) = O(∆δ ) = O(1). Consequently,MIXQn−4(G) = O(log n) and as Q
is symmetric, Theorems 4.2 and 4.6 implies that for any 1 ⩽ k ⩽ n,
E

Ck,Qmax(G)

⩾ C · (n/k) log n, (16)
for some constant C > 0. Our goal is to translate this into a lower bound on Ck,Pmax(G). This will be done by first showing that
E

Ck,Qmax(G)

⩽ 6α · E Ck,Pmax(G)+ 12α log n, (17)
where α := maxu∈V quupuu .
Now let X1, X2, . . . , Xk be k random walks according to P (recall that the transition matrix P induces a loop probability
of 1/2 at each vertex). Moreover, let Y 1, Y 2, . . . , Y k be k randomwalks according to Q. Fix an integer 1 ⩽ i ⩽ k. It holds that
whenever X i jumps to a neighbor, then this neighbor is chosen uniformly at random among all current neighbors. Hence we
can inductively set up a coupling (X i,Y i) of X i and Y i such that the trajectories ofX i andY i are the same when the loops
are ignored. Since the loop probabilities quu and puu differ by at most α = maxu∈V quupuu , one can show by means of a Chernoff
bound that, with probability 1−n−2, the number of non-loop steps taken by a randomwalkX i of length ℓ := 2 ·E Ck,Pmax(G)
is at most the number of non-loop steps taken by a random walkY i of length ℓ′ := 2α · E Ck,Pmax(G)+ 4α log n. Taking the
union bound, this relation holds with probability 1 − n−1 for all pairs of random walks (X i,Y i), 1 ⩽ i ⩽ k, simultaneously.
This proves that
Pr
[
k∪
i=0
ℓ∪
t=0
X it ⊆ k∪
i=0
ℓ′∪
t=0
Y it] ⩾ 1− n−1.
Since by our choice of ℓ, Pr
∪ki=0 ∪ℓt=0X ti = V  ⩾ 12 , we obtain by the union bound that
Pr
[
k∪
i=0
ℓ′∪
t=0
Y it = V] ⩾ 1− n−1 − 12 > 13 .
Applying the first statement of Lemma 2.9 yields Eq. (17), i.e., E

Ck,Qmax(G)

⩽ 3 · ℓ′ ⩽ 6α · E Ck,Pmax(G)+ 12α log n. Hence if
k ⩽ Cn/(13α), a combination of Eqs. (16) and (17) gives the claim. For k ⩾ Cn/13, we can apply Theorem 4.2 to get a lower
bound of Ω(log n). Combining this with E [Cmax(G)] = O(n log n) (as maxu,v H(u, v) = O(n); cf. Section 2.1) we obtain
Sk = O(k) for any 1 ⩽ k ⩽ n, as desired. The theorem follows. 
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RandomWalk on a Hypercube
Input: Starting state X0 = u ∈ {0, 1}d
1: t ← 0
2: repeat
3: Choose d′(t) ∈ {1, . . . , d} uniformly at random
4: With probability 1/2, Xt+1 ← Xt(d′(t)) // flip coordinate d′(t) in Xt
5: Otherwise, Xt+1 ← Xt
6: t ← t + 1
Fig. 3. A description for a random walk on a d-dimensional hypercube Hn .
Hypercubes. Let us now consider the speed-up on the d-dimensional hypercube Hn with n = 2d vertices. We begin with
two lemmas.
Lemma 5.2. For the hypercube Hn,MIX1/2(G) = O(log n log log n).
Proof. Consider the description of a random walk X0, X1, . . . on the hypercube with dimension d = log n = log2 n in Fig. 3.
Let us first consider the number of different coordinates selected within the first ℓ := 8 log(n) · ln log(n) steps. To this end,
defineD := ∪ℓt=0{d′(t)}. It follows that for any 1 ⩽ i ⩽ log n,
Pr [|D| ⩽ log n− i] ⩽

log n
i

·

1− i
log n
ℓ
⩽ (log n)i · exp (−8i ln log n)
= (log n)−7i.
Observe that for a coordinate d′ = d′(t ′) that is chosen in round t ′, the d′-th bit in Xt is uniformly among {0, 1} for all
subsequent rounds t ⩾ t ′, independently of all other coordinates. This implies for every v with dist(0log n, v) ⩽ i,
Pr [Xℓ = v | |D| = i] ⩽ 2−i.
Putting everything together, we can bound pℓuv using conditional probabilities as follows:
pℓuv =
log n−
i=0
Pr [|D| = i] · Pr [Xℓ = v | |D| = i]
⩽
log n−
i=0
Pr [|D| ⩽ i] · 2−i
⩽
1
n
+
log n−1−
i=0
(log n)−7(log n−i) · 2−i
⩽
1
n
+ 1
log n
log n−1−
i=0
2−7(log n−i)−i+1 = 1
n
+ O

1
n log n

.
For the other direction, note that the expected time for collecting log n coupons is log n · ln log n + O(log n) (cf. [25, p. 7]).
Hence by Markov’s inequality, Pr [|D| = log n] ⩾ 12 and therefore
pℓuv ⩾ Pr [|D| = log n] · 2− log n ⩾
1
2n
,
and the claim follows. 
Let us now consider the case when k is large.
Lemma 5.3. For the hypercube Hn, E

Cnmax(Hn)
 = Ω(log n log log n).
Proof. Consider a random walk X0, X1, . . . , Xℓ starting at vertex 0log n of length ℓ := (1/4) log n log log n. Recall that the
choices of the coordinates at each step can be modelled as a coupon collector’s problem (cf. proof of Lemma 5.2). Let us
first bound the probability that after ℓ steps all log n coupons (coordinates) have been selected. Define Zi as the event that
coupon (coordinate) i has not been selected within the first ℓ steps. Clearly,
Pr [Zi] ⩾

1− 1
log n
(1/4) log n log log n
⩾ 4−(1/4) log log n = 1√
log n
,
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where the last inequality follows from the fact that (1−1/x)x is increasing for x ⩾ 1. For any i ∈ {1, . . . , log n}, conditioning
on ∧i−1j=1¬Zj only increases the probability for Zi and therefore
Pr

∧log ni=1 ¬Zi

=
log n∏
i=1
Pr
¬Zi | ∧i−1j=1¬Zj
⩽
log n∏
i=1
Pr [¬Zi]
=

1− 1√
log n
log n
⩽ exp

−log n .
Consider a step t and assume that we know that up to step t , all log n coordinates have been selected. Conditioned on that
event, the random walk is on all n vertices equally likely. If not all log n coordinates have been selected, then the random
walk cannot reach 1log n from 0log n. Hence we can bound the probability that a random walk starting from 0log n visits 1log n
during ℓ steps by
Pr
[
1log n ∈ ℓ∪
t=0
Xt
]
⩽
ℓ−
t=1
Pr

Xt = 1log n

⩽
ℓ−
t=1
Pr
∧ni=1¬Zi · 1n ⩽ ℓn · exp −log n . (18)
Assume now that all n random walks X1, X2, . . . , Xn start at vertex 0log n. Taking the union bound and applying Eq. (18)
yields
Pr
[
1log n ∈ n∪
i=1
ℓ∪
t=0
X it
]
⩽
n−
i=1
Pr
[
1log n ∈ ℓ∪
t=0
X it
]
⩽
n−
i=1
ℓ
n
· exp

−log n
= (1/4) log n log log n · exp

−log n = o(1).
Hence, with probability 1− o(1) none of the n randomwalks visit 1log n within the first (1/4) log n log log n steps. The claim
follows. 
Theorem 5.4. Let Hn be the d-dimensional hypercube with n = 2d vertices. Then there is a threshold value T = Θ( nlog log n ) such
that for any 1 ⩽ k ⩽ n, Sk(Hn) = Θ(min{T , k}).
Proof. As E [Cmax(Hn)] = Θ(n log n) and MIX1/2(Hn) = O(log n log log n) (Lemma 5.2), we obtain from Corollary 4.8 that
Sk(Hn) = O(k) for every 1 ⩽ k ⩽ n. Moreover, Corollary 1.1 shows that for any 1 ⩽ k = O( n log nlog n log log n ) = O( nlog log n ),
Sk(Hn) = Ω(k). Finally, in Lemma 5.3 we showed that E

Cnmax(Hn)
 = Ω(log n log log n). Hence for any 1 ⩽ k ⩽ n,
Sk(Hn) = O( n log nlog n log log n ) = O( nlog log n ), as needed. 
Hence the speed-up on hypercubes undergoes a surprisingly sharp transition: it equals k if k = O(n/ log log n), but as
soon as k = Ω(n/ log log n) the speed-up no longer increases.
Vertex-transitive graphs and d-dimensional tori.We first state our result for vertex-transitive graphs.
Theorem 5.5. Let G be any d-regular vertex-transitive graph with MIX1/2(G) = O(maxu,v H(u, v)) and E [Cmax(Hn)] =
Θ(maxu,v H(u, v) log n). Then for any 1 ⩽ k ⩽ E[Cmax(G)]d diam(G)2 log n ,
Ω(k) ⩽ Sk(G) ⩽ O(k log n),
and for any 1 ⩽ k ⩽ n,
Sk(G) = O

min

k log n,
E [Cmax(G)]
diam(G)2
log n

.
Proof. Recall that MIX1/2(G) = O(d diam(G)2 log n) and the first statement follows directly from Corollary 1.1 and
Theorem 4.1. The second statement follows directly from Theorem 4.1 and Corollary 4.11. 
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Hence there is a threshold for the speed-up aroundΘ( E[Cmax(G)]
diam(G)2
) (assuming d is small).
Let us now consider a d-dimensional torus Td with d = O(1). For cycles with n vertices, Alon et al. [5, Theorem 6] proved
thatSk(Cn) = Θ(log k) for any 1 ⩽ k ⩽ n. For the two-dimensional torus graph, they proved [5, Theorems 4&8, Corollary 25]
that Sk(T2) = Ω(k) for k ⩽ log n, but Sk(T2) = O(log2 n log k) for any 1 ⩽ k ⩽ n. Therefore, we only have to consider the
case 2 < d = O(1).
Theorem 5.6. Let Td be a d-dimensional torus with 2 < d = O(1). Then for any 1 ⩽ k ⩽ n1−2/d,
Sk(Td) = Θ(k),
and for any 1 ⩽ k ⩽ n,
Sk(Td) = O

min

k, n1−2/d log2 n

.
Proof. For the lower bound in the first equation, we apply Theorem 5.5 to the d-dimensional torus graph Td (d > 2) for
which diam(Td) = Θ(n1/d), maxu,v H(u, v) = Θ(n), MIX1/2(Td) = O(n2/d log n) = O(maxu,v H(u, v)). For the second
equation, Corollary 4.11 implies
Sk(Td) = O

E [Cmax(Td)] log n
diam(Td)2

= O

n log2 n
n2/d

.
Finally, Corollary 4.8 implies for any 1 ⩽ k ⩽ n that Sk(Td) = O(k)which completes the proof. 
6. Conclusions
We derived several lower and upper bounds on the ratio of the cover time of a single random walk to the cover time of
k random walks. For several important graphs, our results fill some gaps left open in the previous work of Alon et al. [5] (cf.
Fig. 1). From a higher perspective, our findings also seem to provide an answer to the question raised in [5] concerning a
good characterization of a best-possible speed-up: for many graphs, a speed-up ofΩ(k) is possible up to a certain threshold
(approximately the cover time divided by the mixing time), while above the threshold the speed-up does not increase
further.
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Appendix
Lemma A.1. Let Ω be a probability space. Let A and B two events, and let C1, . . . , Cn be a set of disjoint events such that
∪ni=1Ci = Ω . Then,
Pr [A | B] =
n−
i=1
Pr [Ci | B] · Pr [A | B ∧ Ci]
Proof. By the law of total probabilities,
Pr [A | B] = 1
Pr [B]
n−
i=1
Pr [A ∧ B ∧ Ci]
= 1
Pr [B]
n−
i=1
Pr [B] · Pr [Ci | B] · Pr [A | B ∧ Ci] . 
Lemma A.2 (Method of Bounded, Independent Differences (see, e.g., [27, Lemma 1.2])). Let X1, X2, . . . , Xn be a set of indepen-
dent random variables with Xi taking values in a set Ai for each i. Moreover, suppose that there is a function f : ∏ni=1 Ai → R
which satisfies |f (x)− f (y)| ⩽ ci whenever the vectors x and y differ only in the k-th coordinate. Let X = f (X1, . . . , Xn). Then for
any λ > 0,
Pr [|X − E [X]| ⩾ λ] ⩽ 2 · exp
− 2λ2n−
i=1
c2i
 .
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