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We present a novel generic framework to approximate the non-equilibrium steady states of dissi-
pative quantum many-body systems. It is based on the variational minimization of a suitable norm
of the quantum master equation describing the dynamics. We show how to apply this approach
to different classes of variational quantum states and demonstrate its successful application to a
dissipative extension of the Ising model, which is of importance to ongoing experiments on ultra-
cold Rydberg atoms, as well as to a driven-dissipative variant of the Bose-Hubbard model. Finally,
we identify several advantages of the variational approach over previously employed mean-field-like
methods.
PACS numbers: 03.65.Yz, 02.70.Rr, 05.30.Rt, 32.80.Ee
From Fermat’s principle of geometric optics, to Hamil-
ton’s principle of classical mechanics, to the maximum
entropy principle of statistical physics, variational formu-
lations are instrumental in our understanding of physi-
cal theories. Similarly, variational principles hold great
power for the derivation of approximative solutions to
computationally hard quantum many-body problems, as
demonstrated by the successes of density functional the-
ory [1] and the matrix product state formalism [2]. Here,
we establish a variational principle for the steady states
of dissipative quantum systems and demonstrate its ef-
fectiveness to tackle otherwise intractable problems.
Dissipative quantum many-body systems have recently
received great attention, in particular following the dis-
covery that dissipation can be a useful resource in the
controlled preparation of quantum-many body states [3–
14]. The interplay between coherent and dissipative
dynamics can lead to a rich variety of novel physical
phenomena, such as interaction-mediated laser cooling
[15, 16], dissipative binding mechanisms [17, 18], and
phase transitions in the non-equilibrium steady state of
the dynamics [19–39]. However, the theoretical under-
standing of these systems is still fairly limited, especially
because of the lack of a concept corresponding to the
partition function in equilibrium systems, from which all
quantities of interest can be derived. Additionally, dis-
sipative quantum many-body system exhibit the same
computational complexity as equilibrium systems, with
the Hilbert space dimension growing exponentially with
the size of the system.
In this Letter, we establish a variational principle for
steady states of dissipative quantum many-body systems.
Crucially, our approach is completely generic and allows
to analyze arbitrary dissipative models using arbitrary
variational quantum states. The key element is the min-
imization of a suitable norm for the underlying quan-
tum master equation. We show how to evaluate this
norm for different variational classes of correlated and
uncorrelated density matrices and exemplify the appli-
cation of our variational formalism using a dissipative
Ising model, which represents an important outstanding
many-problem connected to experiments with strongly
interacting Rydberg atoms. Importantly, our variational
method is not limited to such Ising models, which we
demonstrate by providing a variational analysis of the
driven-dissipative Bose-Hubbard model. Finally, we con-
clude with a comparison of our variational approach to a
previously employed method, establishing the advantages
of our novel method.
The analysis of the stationary state is based on the
quantum master equation describing the dynamics of the
density matrix ρ. In the case of a Markovian evolution,
it can be given in Lindblad form,
d
dt
ρ = −i[H, ρ] +
∑
i
(
ciρc
†
i −
1
2
{
c†ici, ρ
})
, (1)
where H is the Hamiltonian describing the coherent evo-
lution and the jump operators ci are associated with the
incoherent part of the dynamics [40]. The stationary
states of the system can then be obtained by solving
the equation dρ/dt = 0. Outside of one-dimensional
problems, where algorithms derived from the density-
matrix renormalization group can be applied [28, 29, 41],
the exact stationary state cannot be computed for suffi-
ciently large system sizes. In many previous works [24–
26, 33, 34, 42–44], a mean-field approximation has been
applied to study the stationary state. To understand the
key features of our variational method, it is instructive
to briefly restate the basic elements of this mean-field ap-
proach. There, the partial trace over the whole system
except a single site is taken, resulting in the single site
equations,
d
dt
ρi = Tr6i
{
d
dt
ρ
}
= −i[Hi, ρi] +Di(ρi). (2)
where Hi and Di are the mean-field Hamiltonian and dis-
sipative terms, respectively [45, 46]. The stationary state
of these purely local master equations can be expressed
as a product of single site density matrices, ρ =
∏
i ρi
2and is found from the condition dρi/dt = 0 by solving
the set of nonlinear equations.
Within our variational method, we take a different ap-
proach towards finding an approximate solution to the
stationary state. Here, we take the full quantum master
equation into account, i.e., without performing any par-
tial trace operation. Instead, we approximate the true
stationary state by a variational density matrix. Natu-
rally, the true stationary state will in general be outside
the space of possible density matrices that can be gener-
ated by a certain choice of variational degrees of freedom.
As the crucial step, we approximate the true state by the
variational state that minimizes a suitable norm of the
full quantum master equation, i.e.,
||ρ˙|| = || − i[H, ρ] +D(ρ)|| → min . (3)
At first glance, it might seem that the choice of the norm
would be rather arbitrary without an underlying physi-
cal functional such as the (free) energy, but we will show
that this is not the case. First, any suitable norm has to
be invariant under unitary transformations of the form
ρ˙ → Uρ˙U †, making it natural to focus on vector norms
for the set of eigenvalues of ρ˙ (e.g., Schatten norms such
as the trace norm, Frobenius norm, or spectral norm).
Second, the norm also has to be unbiased in the sense
it does not favor certain classes of density matrices. For
example, any Schatten norm not satisfying linearity ac-
cording to ||ρ˙|| = ||λρ˙||/λ will, when applied to the time
derivative of product states, always favor the maximally
mixed state for sufficiently large system sizes [47]. These
requirements single out the trace norm,
||ρ˙|| = Tr{|ρ˙|}. (4)
In the following, we discuss how to evaluate this norm
for different classes of variational density matrices.
Product states.— Similar to the mean-field approach,
the simplest variational state one can construct is a prod-
uct state of single site density matrices,
ρ = ρp ≡ R1 =
∏
i
ρi (5)
where we have introduced the superoperator R, which
transforms every occurrence of the identity 1i into the
density matrix ρi. Then, the time derivative according
to the quantum master equation has the form
ρ˙ =
∑
i
Rρ˙i +
∑
〈ij〉
RC˙ij , (6)
where Cij is a matrix accounting for correlations between
sites i and j and the double sum runs over all terms that
are connected through interaction terms in the Hamilto-
nian or correlated jump operators. Note that although
the variational state is a product state, the resulting dy-
namics will typically generate correlations. Here, we also
see that the previous mean-field approach of solving the
equation ρ˙i = 0 only minimizes the first term in the norm
||ρ˙||, while the second term is uncontrolled.
At this point, a numerically exact minimization of the
norm ||ρ˙|| is in general still a computationally intractable
problem. However, it is vital to stress that our vari-
ational formulation represents the central step towards
obtaining a good approximation to the stationary state.
Importantly, for a successful application of a variational
principle, we do not require an exact solution, but only to
obtain an upper bound to the norm. Here, we can obtain
such an upper bound through the inequality
||ρ˙|| ≤
∑
〈ij〉
Tr
{
|R
(
ρ˙iρj + ρiρ˙j + C˙ij
)
|
}
=
∑
〈ij〉
Tr{|ρ˙ij |},
(7)
where we have used the reduced two-site operators ρ˙ij =
Tr6i6j {ρ˙}. Consequently, for a translationally invariant
system, it is sufficient to minimize the norm ||ρ˙ij || of
a single bond. Note that although only a single bond
has to be treated exactly, the interaction with the other
surrounding sites is still being accounted for on a mean-
field level.
Interestingly, we point out that the solution to our vari-
ational approach depends on the coordination number
z, in contrast to variational methods based on product
states for equilibrium systems. Furthermore, in the limit
z → ∞, we recover the solution to the mean-field equa-
tion ρ˙i = 0, which then also becomes the exact solution
of the full quantum master equation.
Quantum and classical correlations.— We can now ex-
tend the class of variational states to go beyond prod-
uct states. The first step in this direction is to include
nearest-neighbor correlations of the form
ρ = ρc ≡ ρp +
∑
〈ij〉
RCij +
∑
〈ij〉6=〈kl〉
RCijCkl + . . . , (8)
subject to the constraint that all two-site density matri-
ces ρij are positive, which guarantees the positivity of ρc
[46]. Using the same procedure as in the case of product
states, we find
||ρ˙|| ≤
∑
〈ijk〉
||ρ˙ijk ||, (9)
i.e., the norm can be bounded from above by minimizing
all combinations involving three sites. Note that on tri-
angular lattices, it is necessary to distinguish three-site
operators forming a loop from their open counterparts.
More generally, the variational approach also allows for
basically arbitrary choices of density matrices, including
long-range and higher-order correlations as well as long-
range interactions. While the resulting variational func-
tional will in general be more complicated than Eq. (9),
the underlying variational principle will be unchanged.
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FIG. 1. Up-spin density n↑ in the steady state of the dissipa-
tive Ising model on a two-dimensional square lattice depend-
ing on the transverse-field g. Results are shown for the varia-
tional methods using product states ρp and correlated states
ρc, as well as solutions to the full quantum master equation
(QME) for 3× 3 and 4× 4 lattices (h = 0, V = 5 γ).
Dissipative Ising model.— We now turn to the study
of a concrete model using our variational approach. We
focus on a dissipative extension of the Ising model, in
which one of the spin states is incoherently pumped into
the other. This model has received considerable inter-
est recently because of its expected relevance for ongoing
experiments with ultracold Rydberg atoms [35, 37] and
because of controversies surrounding the phase diagram
of the nonequilibrium steady state [26, 29, 38, 49]. The
quantum master equation of this model is given in the
Lindblad form of Eq. (1), with the Hamiltonian follow-
ing from an Ising model with interaction strength V , in
both a transverse field g and a longitudinal field h,
H =
g
2
∑
i
σ(i)x +
h
2
∑
i
σ(i)z +
V
4
∑
〈ij〉
σ(i)z σ
(j)
z . (10)
The jump operators describing spin flips can be expressed
as ci =
√
γσ−, with γ being the decay rate of the up spins.
In the context of experiments with Rydberg atoms, the
down spin state corresponds to the atomic ground state,
while the up spin state refers to a Rydberg state. The
interaction strength V = C6/a
6 follows from a repulsive
van der Waals interaction described by a C6 coefficient
at the lattice spacing a and transitions between the two
states are driven by laser fields with a Rabi frequency Ω =
g and a detuning ∆ that is related to the longitudinal field
as h = ∆ + zV/2 [50]. Finally, γ refers to the radiative
decay rate of the Rydberg state, which can be tuned by
laser coupling to other excited non-Rydberg states [16].
For this model, the mean-field solution of Eq. (2)
predict a region of bistability involving two distinct
steady states over a large range of the transverse field
g [26, 38, 51]. This finding is contradicted by numerical
simulations for one-dimensional systems based on the full
quantum master equation [51, 52]. Here, our variational
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FIG. 2. Phase diagram of the dissipative transverse-field Ising
model (h = 0). For large interaction strength V , there is a
first-order transition between a lattice gas and a lattice liquid
of up spins. This first-order transition ends in a critical point,
around which the system forms a critical fluid.
approach agrees with the numerical results and always
produces a unique steady state, both for product states
ρp and for correlated states ρc. On a two-dimensional
square lattice, we find a first-order jump in the up-spin
density n↑, see Fig. 1. Going from the variational product
state ρp to the correlated state ρc results in a substantial
increase of the critical value of the first-order transition,
from gc = 4.5 to gc = 6.0.
We complement our variational approach with numer-
ical simulations using a quantum trajectories method
[53, 54] for 3× 3 and 4× 4 lattices with periodic bound-
ary conditions. Due to finite-size effects, the first-order
jump changes into a smooth crossover, and the position
of the peak the susceptibility χ = ∂n↑/∂g is shifted from
its infinite-system value [55]. Here, we find the suscep-
tibility peak at g3×3 = 5.5 and g4×4 = 5.6, respectively,
implying good quantitative agreement between the nu-
merical results and the variational procedure for corre-
lated states, which is carried out in the thermodynamic
limit of infinite system size.
Phase diagram.— We are now in the position to evalu-
ate the phase diagram of the dissipative Ising model, see
Fig. 2. Here, the quantum master equation does not ex-
hibit any spin symmetry, as the dissipative terms break
the Z2 symmetry of the Ising model even for h = 0. Nev-
ertheless, it is still possible to obtain phase transitions if
an emergent symmetry arises, as in the well known case
of the liquid-gas transition [56]. Here, it is natural to
treat the up spins as particles, as then the dissipation
can be understood as a particle loss process. Then, we
have a similar transition from a low-density gas of up
spins to a high-density liquid close to half filling with al-
most vanishing compressibility κ = −∂n↑/∂h when the
transverse field g is increased over a critical value.
For weakly interacting particles, it is possible to ap-
ply perturbation theory in the interaction strength V ,
4meaning that all observables are analytical and there is
no phase transition. Therefore, it is naturally to asso-
ciate the meaning of the inverse temperature β in the
liquid-gas transition to the interaction term V in the dis-
sipative Ising model. Similar identifications can also be
made on the basis of the mean-field approach [38]. As it
is the case in the classical liquid-gas transition, the vari-
ational approach based on correlated states predicts that
the transition between the liquid and gas phases ends in a
critical point, see Fig. 2, which we find here to be located
at (g, V ) = (2.28, 1.40) γ.
Within our variational approach, we always obtain a
unique solution for the stationary state and do not ob-
serve any regions of bistability. Close to the first-order
transition, however, we observe two distinct states that
both have a low residual dissipation and thus correspond
to the bistable states obtained from the solution of the
mean-field equations. Moreover, we would like to point
out that the bistability observed in one experiment [35]
could be explained by a hysteresis behavior close to first-
order phase transitions [57] (see also discussion in [38]).
Driven-dissipative Bose-Hubbard model.— To under-
line the extensive flexibility of our approach, let us turn
to a driven-dissipative extension of the Bose-Hubbard
model, which is equally paradigmatic as the quantum
Ising model in the context of quantum many-body sys-
tems. Using bosonic creation and annihilation operators
b†i and bi, respectively, its Hamiltonian is of the form
H = −J
∑
〈i,j〉
b†ibj +
∑
i
[
U
2
n2i − µni + F
(
bi + b
†
i
)]
,
(11)
where J describes the inter-site hopping of bosons, U
accounts for an on-site interaction involving the square of
the density operator ni = b
†
ibi, µ is the chemical potential
of the particles, and F describes a coherent driving term.
The dissipative term follows from a single-particle loss of
the bosons, which is described by jump operators of the
form ci =
√
γbi. The driven-dissipative Bose-Hubbard
model has been discussed in a wide range of physical
contexts, ranging from cavity and circuit QED arrays
to exciton-polaritons in semiconductor microcavities [58–
60].
Within our variational approach, we find a steady state
solution for the boson density as shown in Fig. 3. We note
that the variational phase diagram differs from the mean-
field prediction [60] in several points: (i) The steady state
is always unique, i.e., there is no bistability. (ii) There
is a single first-order transition between a high-density
phase at small values of the hopping J and a low-density
phase at large J . (iii) There are no features reminiscent
of Mott lobes in the steady state.
Comparison with the mean-field solution.— Finally, we
conclude by making a detailed comparison of our vari-
ational principle to the previously employed method of
setting the mean-field equation of motion Eq. (2) to zero.
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FIG. 3. Steady state density n of the driven-dissipative Bose-
Hubbard model (F = 0.4µ, γ = 0.2µ). The system under-
goes a first-order jump in the density when the hopping J is
increased over a critical value.
To ensure an unbiased comparison on an equal footing,
we carry out the variational procedure based on product
states ρp, as these states contain exactly the same free
parameters as in the mean-field method. To be explicit,
we focus on the case of the dissipative Ising model al-
though the analysis can also be applied interchangeably
to the Bose-Hubbard model.
As noted earlier, the mean-field solution predicts ex-
tended regions of bistable behavior, which is at odds
both with numerical results and our variational proce-
dure. But even outside the bistable region, there can be
large qualitative and quantitative differences. In partic-
ular, we find these for large negative values of the lon-
gitudinal field h, where the mean-field solution predicts
the existence of a large antiferromagnetic phase [26, 51].
Within our variational method, we find a drastic reduc-
tion of the extension of this phase. This finding is also in
line with numerical simulations on a 4× 4 lattice, which
suggests at least a strong suppression (if not complete
absence) of antiferromagnetic order.
More quantitatively, we can express the difference be-
tween the two methods by analyzing the norm ||ρ˙ij ||, ex-
pressing how well the respective solutions approach the
true stationary state of the two-site dynamics. As ex-
pected, the variational method minimizing this norm re-
sults in it being small throughout the g − h plane, see
Fig. 4. On the other hand, we find much larger values
for ||ρ˙ij || for the mean-field solution. In regions with
||ρ˙ij || > γ, the contributions from the correlations C˙ij in
Eq. (6) are comparable to the spectral gap of the Liouvil-
lian. This means the mean-field solution is even inconsis-
tent as these terms generating correlations are of crucial
importance and cannot be neglected as being only small
perturbations.
In summary, we have established and successfully ap-
plied a novel variational principle for the non-equilibrium
steady states of driven-dissipative quantum many-body
systems. Besides the systems already studied in this
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FIG. 4. Comparison of the norm of the two-site dynamics
||ρ˙ij || of the variational solution (left) and the mean-field so-
lution (right) for the two-dimensional dissipative Ising model
(V = 5 γ).
work, our method will be of importance to all settings
in which interacting quantum many-body systems are
coupled to dissipative channels, in particular to exciton-
polariton condensates [19, 20], ultracold quantum gases
in optical cavities [22], and Rydberg polaritons [61].
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Supplemental Material for “Variational principle for steady states of dissipative
quantum many-body systems”
Hendrik Weimer∗
Institut fu¨r Theoretische Physik, Leibniz Universita¨t Hannover, Appelstr. 2, 30167 Hannover, Germany
BIASEDNESS OF SCHATTEN NORMS
We consider Schatten norms of the form
||ρ˙|| = Tr{|ρ˙|p}. (SM-1)
with p ≥ 1. Note that we have defined the norm without taking the pth root of the final result as this does not
change the variational minimum. Schatten norms form the most common class of norms invariant under unitary
transformations of the form ρ˙ → Uρ˙U † and corresponds to vector norms of the set of eigenvalues of ρ˙. Important
examples include the trace norm (p = 1), the Hilbert-Schmidt or Frobenius norm (p = 2) and the spectral norm
(p =∞). For p < 1, the expression does not produce a valid norm as the triangle inequality is violated [1]. Here, we
consider the consequences of choosing a variational norm that violates the linearity condition, i.e.,
||ρ˙|| 6= ||λρ˙||/λ, (SM-2)
which is the case for all Schatten norms with p > 1.
For product states of the form ρ =
∏
i ρi, we can write the resulting variational norm as [cf. Eq. (6) of the main
text]
||ρ˙|| = ||
∑
i
Rρ˙i +
∑
〈ij〉
RC˙ij || ≡ ||
∑
〈ij〉
RAij ||. (SM-3)
Now, we are interested in obtaining an upper bound for the norm, which we will then evaluate for the maximally
mixed state. We can use the triangle inequality, resulting in
||ρ˙|| ≤
∑
〈ij〉
||Aij ||
∏
k 6=ij
||ρk||. (SM-4)
As the sum contains on the order of N terms, we can find a constant a such that
||ρ˙|| ≤ aN
∏
k>2
||ρk||. (SM-5)
For the maximally mixed state, this yields
||ρ˙|| ≤
aN
d(p−1)(N−2)
, (SM-6)
where d is the Hilbert space dimension of a single site. Here, we already see that the trace norm with p = 1 is special,
as it is the only Schatten norm not decaying exponentially with the system size N .
Next, we calculate a lower bound for the norm of Eq. (SM-3). Here, it is important to note that the matrices Aij
cannot be zero as the true stationary state cannot be described by a product state for finite interactions and finite
spatial dimensions [2]. As the Aij act on different parts of the Hilbert space, their sum cannot vanish either and we
can find another constant such that
||ρ˙|| ≥ b
∏
k>2
||ρk||. (SM-7)
If we choose a variational state different from the maximally mixed state, the largest eigenvalue of ρk, pmax, will
satisfy the relation pmax > 1/d. Without loss of generality, we assume pmax to be the same for all sites, which yields
||ρ˙|| ≥ b
[
ppmax +
d− 2
dp
+
(
2
d
− pmax
)p]N−2
. (SM-8)
2This expression again describes an exponential decay in N for any p > 1, but with a strictly smaller base than for
the upper bound of Eq. (SM-6) for the maximally mixed state. Consequently, there will be a finite value of N above
which the maximally mixed state will always produce a lower norm than any other state, proving the biasedness of
Schatten norms with p > 1.
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