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Abstract
In this paper we show that the equivalences between certain properties
of closed subanalytic sets proved by E. Bierstone and P. Milman in [5] hold
for closed sets definable in quasianalytic o-minimal structures. In partic-
ular we prove that uniform Chevalley estimate implies a stratification by
the diagram of initial exponents and further, Zariski semicontinuity of the
diagram of initial exponents. We also show that the stratification by the
diagram implies Zariski semicontinuity of Hilbert-Samuel function.
1 Introduction
This paper is concerned with a quasi-analytic structure R, i.e. the expansion
of the real field R by restricted Q-analytic functions. The sets definable (with
parameters) in the structureR are precisely those subsets of Rn that are globally
sub-quasianalytic, i.e. sub-quasianalytic in a semialgebraic compactification of
R
n (sub-quasianalytic including infinity). Trough the paper by the definable set
we mean a set definable in some fixed quasianalytic structure.
We shall investigate certain natural, metric, algebro-geometric and differen-
tial properties of closed sets definable in the structure R, including composite
function property, uniform Chevalley estimate, Zariski semicontinuity of the
diagram of initial exponents, semicontinuity of the Hilbert- Samuel function,
semicohernce and stratification by the diagram of initial exponents. Our re-
search is inspired by the famous paper [5] by E. Bierstone and P. Milman,
where the equivalence of these properties is established in the classical case of
subanalytic sets. In this manner, each of those properties characterizes the
class of subanalytic sets that are tame from the point of view of local analytic
geometry.
We shall recall precise definitions. Fix a quasi-analytic system Q = (Qn)n∈N
of sheaves of local R-algebras of smooth functions on Rn. For each open subset
U ⊂ Rn, Q(U) = Qn(U) is thus a subalgebra of the algebra C∞(U) of real
smooth functions on U . By a Q-analytic function (or Q-function for short), we
mean any function f ∈ Q(U). Similarly f = (f1, . . . , fk) : U → Rk is called
2010 MSC. 32B20, 32S05,14P15
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Q-analytic (or a Q-map) if so are its components f1, . . . , fk. The following con-
ditions on the system Q are imposed:
1. each algebra Q(U) contains the restrictions of polynomials;
2. Q is closed under composition, i.e. the composition of Q-mappings is a
Q-mapping, whenever it is well defined;
3. Q is closed under inverse, i.e. if ϕ : U → V is a Q-mapping between
open subsets U, V ⊂ Rn, a ∈ U , b ∈ V and if Jacobian matrix ∂ϕi∂xj (a) is in-
vertible, then there are neighborhoods Ua and Vb of a and b respectively, and
Q-diffeomorphism ψ : Vb → Ua such that ϕ ◦ ψ is the identity mapping on Vb;
4. Q is closed under differentation;
5. Q is closed under division by a coordinate, i.e. if f ∈ Q(U) and
f(x1, . . . , xi−1, ai, xi+1, . . . , xn) = 0 as a function in the variables xj , j 6= i,
then f(x) = (xi − ai)g(x) with some g ∈ Q(U);
6. Q is quasianalytic, i.e if f ∈ Q(U) and the Taylor series fˆa = 0 at a ∈ U ,
then f is 0 in a vicinity of a.
Q-analytic maps give rise, in the ordinary manner, to the category Q of Q-
manifolds and Q-maps, which is a subcategory of that of smooth manifolds and
smooth maps. Similarly, Q-analytic, Q-semianalytic and Q-subanalytic sets can
be defined.
Denote by R = RQ the expansion of the real field R by restricted Q-analytic
functions, i.e. functions of the form
f˜(x) =
{
f(x), if x ∈ [−1, 1]n
0, otherwise
where f(x) is a Q-function in the vicinity of the compact cube [−1, 1]n. The
structure R = RQ is model complete and o-minimal (cf. [32],[21],[22],[23]). Let
us recall the definitions of properties which are studied in this paper.
Composite differentiable function. Let M and B be the Q-analytic
manifolds, i.e. the manifolds with Q-analytic charts. Let ϕ : M → N be a
proper Q-analytic mapping.
Definition 1.1. Put
(ϕ∗C∞(N))̂ :={
f ∈ C∞(M) : ∀b∈ϕ(M) ∃Gb∈Q̂b :
(
fˆa = ϕˆ
∗
a(Gb) , ∀a∈ϕ−1(b)
)}
.
We say that f ∈ C∞(M) is formally composed with ϕ if f ∈ (ϕ∗C∞(N))̂.
Let ϕ :M → Rn be a proper Q-analytic mapping and let Z ⊂ Rn be a closed
set. We denote by C∞(Rn;Z) the Frechet algebra of smooth functions from Rn
which are flat on Z. Then ϕ induces a homomorphism
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ϕ∗ : C∞(Rn;Z)→ C∞(M ;ϕ−1(Z)).
It is clear that (ϕ∗C∞(Rn))̂ := (ϕ∗C∞(Rn))̂ ∩ C∞(M ;ϕ−1(Z)) is closed in
C∞(M ;ϕ−1(Z)).
Definition 1.2. Let Z ⊂ X be the closed definable subsets of Rn. We say
that (X,Z) has the composite function property if, for any proper Q-analytic
mapping ϕ :M → Rn such that ϕ(M) = X
ϕ∗C∞(Rn;Z) = (ϕ∗C∞(Rn;Z))̂.
Chevalley estimate. Let X ⊂ Rn be a closed definable set. By the uni-
formization theorem (see Theorem 2.2) there exists a proper Q-analytic mapping
ϕ : M → Rn such that ϕ(M) = X . We have the following
Definition 1.3. We define the formal local ideal Fb(X) ⊂ Q̂b of X at b in
the following way:
Fb(X) :=
⋂
a∈ϕ−1(b)
Ker ϕ̂∗a.
Put
µX,b(f) := sup{p ∈ R : |f(x)| ≤ const|x− b|
p , x ∈ X}
νX,b(f) := max{l ∈ N : f ∈ Fb(X) + m̂
l
b},
where mˆb is the maximal ideal in Q̂b. By Chevalley Lemma (see Chapter 3), for
each b ∈ X and k ∈ N, there exists l ∈ N which satisfy the following condition:
if f ∈ Q̂b and µX,b(f) > l then νX,b(f) > k.
Definition 1.4. Let lX(b, k) be the least l as above. We call lX(b, k) a
Chevalley estimate.
The diagram of initial exponents. We identify Q̂b with the ring of
formal power series R[[y − b]], where y = (y1, . . . , yn).
Let α = (α1, . . . , αn) ∈ Nn. Then the length of α is a sum of its co-
ordinates: |α| =
∑n
i=1 αi. We consider an ordering on N
n defined as fol-
lows: let α, β ∈ Nn and α = (α1, . . . , αn), β = (β1, . . . , βn). Then α > β if
and only if (|α|, α1, . . . , αn) > (|β|, β1, . . . , βn) in the lexicographic order. Let
F (y) =
∑
β∈Nn Fβ(y − b)
β . By the support of F we mean the set
suppF := {β ∈ Nn : Fβ 6= 0}.
We denote by expF the minimum of suppF in the above ordering.
Let I be an ideal in R[[y − b]].
Definition 1.5. We call the set
N(I) := {expF : F ∈ I \ {0}}
3
the diagram of initial exponents of I.
Of course N(I) + Nn = N(I). Thus there exists the smallest finite set
B ⊂ N(I), called the set of vertices of N(I), such that N(I) = B+Nn. We write
D(n) for the set of all diagrams in Nn.
For the ideal I we define the Hilbert-Samuel functions in the following way
HI(k) := dimR
R[[y − b]]
I + (y − b)k+1
, k ∈ N,
here (y − b) is the maximal ideal of R[[y − b]]. By Corollary 2.2,
HI(k) = ♯{α ∈ N
n \N(I) : |α| ≤ k}.
Zariski semicontinuity. Let Z ⊂ X be closed definable sets in Rn. Let Γ
be a prtially-ordered set.
Definition 1.6. We say that a function κ : X \ Z → Γ is Zariski semicon-
tinuous relatively to Z, if the following two conditions hold:
(1) for every compact K ⊂ X , the set κ((X \ Z) ∩K) is finite
(2) for all γ ∈ Γ, Zγ := Z ∪ {b ∈ X \ Z : κ(b) ≥ γ} is closed definable set.
Formal semicohernce. Let Z ⊂ X be closed definable sets in Rn. We
provide a definition of formal semicoherence in the similar way as [5], Definition
1.2.
Definition 1.7. We say that X is formally semicoherent relatively to Z,
if there is a definable, locally finite stratification X =
⋃
Xi such that Z is a
sum of strata and, for each stratum Xi disjoint with Z, there is satisfied the
following condition:
for each x ∈ Xi, there is an open neighborhood U and finitely many formal
power series
fij(·, Y ) =
∑
α∈Nn
fij,α(·)Y
α
such that fij,α are Q-analytic functions on Xi ∩U , which are definable and, for
each b ∈ Xi ∩ U , Fb(X) is generated by the formal power series
fij(b, y − b) =
∑
α∈Nn
fij,α(b)(y − b)
α.
Definition 1.8. We say that X has a stratification by the diagram of initial
exponents relatively to Z, if there is a locally finite definable stratification of X
such that Z is a sum of strata and the diagram of initial exponents is constant
on each stratum outside Z.
Our purpose is to investigate relations between the above properties estab-
lished in Definitions 1.1-1.8. We shall prove the following quasianalytic version
of Theorem 1.13 from [5]:
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Theorem 1.1. Let X ⊃ Z be closed definable subsets of Rn. Then the
following properties are equivalent:
(1) (X,Z) has a composite function property.
(2) X has a uniform Chevalley estimate, i.e. for every compact K ⊂ X
there is a function lK : N→ N such that lX(b, k) ≤ lK(k) for all b ∈ (X \Z)∩K.
(3) there is a definable stratification of X such that Z is a sum of strata and
the diagram of initial exponents is constant on each stratum disjoint with Z.
(4) The diagram of initial exponents is Zariski semicontinuous, i.e. the func-
tion b→ Nb is Zariski semicontinuous, where Nb = N(Fb(X)) for b ∈ X \ Z.
(5) The function b→ HFb(X) is Zariski semicontinuous relatively to Z.
(6) X is formally semicoherent relatively to Z.
In this paper we present the proofs of the implications (2)⇒ (3), (2)⇒ (4)
and (3) ⇒ (5), for which it is necessary to modify the proofs by E. Bierstone
and P. Milman. In comparison to the proofs from [5], property (4) cannot
be directly drawn form property (2). To establish the semicontinuity of the
diagram of initial exponents, Birstone and Milman proved simultaneosly that
certain sets ZN (see Definition 4.2) are subanalytic and closed, if the uniform
Chevalley estimate holds ([5], Proposition 8.6). Their proof cannot be directly
applied in the quasianalytic settings, since it relies on the fact that the ring of
formal power series is faithfully flat over the ring of analytic function germs.
This is unknown in the quasianalytic settings. In Sections 2 and 3 we recall
some necessary tools, like uniformization theorem, results on stratifications and
trivialization of definable map or formalism of jets. We also recall Hironaka’s
division algorithm and construction of generic diagram of initial exponents. In
Section 4 we rearrange the reasoning from [5] in order to prove that uniform
Chevalley estimate imply the stratification by the diagram of initial exponents.
We use this result in Section 5 to prove that uniform Chevalley estimate imply
semicontinuity of the diagram of initial exponents. We rely our proof on reduc-
tion to the definable arcs and fact that the ring Q1 of quasianalytic function of
one variable is noetherian.
The idea of reduction to the arcs is also used in Section 6 to prove that the
stratification by the diagram implies semicontinuity of Hilbert-Samuel function.
The proofs of the rest of implications can be obtained in the same way as in
[5] and so they are not presented here.
2 Necessary Tools
In this section we provide some necessary tools. First of all we present the
concept of covering a compact quasi-analytic set by the special cubes due to K.J.
Nowak ([21]). We use it to prove uniformization theorem in general definable
case. Moreover, a covering of compact quasi-analytic set enables us to prove
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Lemma 1, which is fundamental for further investigations and cannot be proved
in the same way as in analytic settings.
Next we recall the formalism of jets (see [5], Chapter 4) and show some useful
facts about Chevalley estimate. In particular we recall Chevalley lemma and
its consequences. Later on, we present stratification and trivialization theorems
for the quasianalytic settings, which are adaptations of the concepts due to
 Lojasiewicz presented in [15]. We end this chapter with lemma about linear
equations over the noetherian local rings.
Special cubes and uniformization. LetM be a Q-manifold. Let C ⊂M .
Definition 2.1.([21]) We call C a special cube of dimension d in M if
there exists a Q-mapping ψ from the vicinity of [−1, 1]d into M such that the
restriction of ψ to (−1, 1)d is a diffeomorphism onto C.
We have the following
Theorem 2.1.([21]) A relatively compact quasi-analytic subset S ⊂M is a
finite sum of special cubes.
As an immediate corollary, we obtain the following uniformization theorem
Theorem 2.2. Let F ⊂ Rn be a compact definable set. Then there exist
a Q-manifold M and a Q-analytic proper mapping ϕ : M → Rn such that
ϕ(M) = X.
Corollary 2.1. Let X ⊂ Rn be a closed definable set. Then there exists a
proper Q-analytic mapping ϕ :M → R such that X = ϕ(M).
As a consequence of Theorem 2.2 we get the following corollary( which is a
general uniformization theorem)
By the uniformization theorem, closed definable sets are precisely those,
which are the images of Q-analytic manifolds by a proper Q-analytic map.
Let ϕ :M −→ Rn be a proper Q-analytic mappping. Let ϕ(a) = b We write
ϕ∗a and ϕ̂
∗
a respectively for the following ring homomorphisms:
ϕ∗a : Qb ∋ g −→ g ◦ ϕ ∈ Qa
ϕ̂∗a : Q̂b ∋ g −→ g ◦ ϕ̂a ∈ Q̂
∗
a,
where ϕ̂a is a Taylor power series of mappin ϕ.
We make use of Theorem 2.1 also in order to prove the following fundamental
Lemma 2.1. Let X be a closed, definable set in Rn and ϕ : M → Rn be a
proper Q-analytic mapping such that ϕ(M) = X. Let b ∈ X and G ∈ Q̂b. Put
S := {a ∈ ϕ−1(b) : ϕ̂∗a(G) = 0}.
Then S is an open and closed subset of ϕ−1(b).
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Proof. We rearrange the proof given by M.Birstone and P.Milman for the clas-
sical analytic case. Since we do not know whether Q̂b is faithfully flat over Qb,
we have to use different argument for Q-analytic settings.
We can assume that M is an open neighborhood U of 0 in Rn, ϕ(0) = 0 and
b = 0, ϕ(x) = (ϕ1(x), . . . , ϕn(x)). Then
G(ϕ(x + u)− ϕ(x)) =
∑
β∈Nn
DβG(0)
β!

 ∑
α∈Nn\{0}
Dαϕ(x)
α!
uα


β
=
∑
α∈Nn
Hα(x)
α!
uα.
Note that each Hα is a finite linear combination of derivatives of ϕi(x),
i = 1, . . . , n, thus is a Q-analytic function in some common neighborhood of 0.
If a ∈ ϕ−1(0), then ϕˆ∗a(G) = 0 if and only if Hα(a) = 0 for all α. Thus S is a
closed subset as an intersection of
⋂
α∈Nm H
−1
α (0) with ϕ
−1(0).
Observe that G(y + v)−G(y) ∈ (v) ·R[[y, v]], where (v) = (v1, . . . , vn) is an
ideal generated by vi, i = 1, . . . , n. Then
G(ϕ(x + u)− ϕ(x)) −G(ϕ(x + u)) ∈ (ϕ(x)) · R[[x, u]],
where (ϕ(x)) is the ideal generated by ϕi(x), i = 1, . . . , n. Suppose that a =
0 ∈ S, which means ϕˆ∗0(G) = 0. Since G ∈ Ker ϕ̂
∗
0, thus G(ϕ(x + u)) = 0 and
G(ϕ(x + u)− ϕ(x)) ∈ (ϕ(x)) · R[[x, u]]. Thus we have
G(ϕ(x + u)− ϕ(x)) =
∑
α∈Nn
Hα(x)
α!
uα = f1(x, u)ϕ1(x) + · · ·+ fn(x, u)ϕn(x),
for some fi(x, u) ∈ R[[x, u]]. Therefore each Hα is of the form
Hα(x) =
n∑
j=1
fˆj(x)ϕi(x),
for some fˆi(x) ∈ R[[x]].
Since ϕ is a proper Q-analytic map then ϕ−1(0) is a compact subset of M .
By Theorem 2.1, we can represent ϕ−1(0) as a finite sum of special cubes:
ϕ−1(0) =
⋃
i
Si,
where, for each i, Si is a special cube, ψi : Vi →M is a Q-mapping from vicinity
Vi of [−1, 1]di and ψ|(−1,1)di is a diffeomorphism onto Si. Since each [−1, 1]
di
can be covered by intervals, therefore we can cover ϕ−1(0) by Q-analytic arcs,
via mapping ψi.
Let U be the neighborhood of 0 in Rm. We consider quasianalytic arcs which
cover ϕ−1(0) ∩ U . Let γ : (−ǫ, ǫ) → Rm be a Q-analytic arc, γ ⊂ ϕ−1(0) ∩ U .
Then
Hα(γ(t)) =
n∑
i=1
fˆi(γ(t))ϕi(γ(t)).
Since γ ⊂ ϕ−1(0), ϕi(γ(t)) = 0, and thus Hα vanishes along γ. Therefore Hα
vanishes in ϕ−1(0)∩U for all α ∈ Nm, and thus S is an open set in ϕ−1(0).
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Lemma 2.1 is essential for the study of the behavior of the ideal of formal
power series vanishing on the germ of closed definable set X . In particular
this ideal is a finite intersection of kernels of appropriate homomorphisms. It is
included in the corollary below
Corollary 2.2. Let X be a closed definable subset of Rn. Let ϕ : M → Rn
be a proper Q-analytic mapping such that ϕ(M) = X. Let b ∈ X and let s be
the number of connected components of ϕ−1(b). Then
Fb(X) =
s⋂
i=1
Ker ϕ̂∗ai ,
where each ai is in a distinct connected component of ϕ
−1(b).
Formalism of jets. We recall the formalism of jets in the quasianalytic
settings. This construction is similar to the formalism of jets provided in [5].
Let N be a Q-analytic manifold. Let b ∈ N , l ∈ N. We write J l(b) for
Q̂N,b/m̂
l+1
N,b, and for G ∈ Q̂N,b, we denote by J
lG(b) a class of G in J l(b).
Let ϕ : M → N be a Q-analytic mapping and let b ∈ ϕ(M) ⊂ N . Then
for any a ∈ ϕ−1(b), the homomorphism ϕ̂∗a : Q̂N,b → Q̂M,a induces a linear
transformation
J lϕ(a) : J l(b)→ J l(a).
Let N = Rn and y = (y1, . . . , yn) be the coordinates in R
n. We can identify
Q̂N,b with the ring of formal power series R[[y− b]] and thus we can treat J l(b)
as Rp, where p =
(
n+l
l
)
, and J lG(b) = (DβG(b))|β|≤l. Put
J lb := J
l(b)⊗R Q̂N,b =
⊕
|β|≤l
R[[y − b]],
and let G(y) =
∑ Gβ
β! (y − b)
β. We write J lbG(y) for (D
βG(y))|β|≤l ∈ J
l
b. Let us
notice that J lG(b) is a vector of constant terms in J lbG(y).
Consider a Q-analytic mapping ϕ :M → Rn. Take a ∈M , and let ϕ(a) = b.
If x = (x1, . . . , xm) is a system of coordinates on M in a neighborhood of a, we
identify J l(a) with Rp, p =
(
m+l
l
)
. Then
(∗) J lϕ(a) : (Gβ)|β|≤l 7−→

 ∑
|β|≤|α|
GβL
β
α(a)


|α|≤l
,
where Lβα(a) =
1
β!
∂αϕβ
∂xα (a). By ϕ
β we mean ϕβ11 · . . . ·ϕ
βn
n , where ϕ = (ϕ1, . . . , ϕ
n)
and β = (β1, . . . , βn).
By the chain rule, a homomorphism ϕ̂∗a : Q̂b → Q̂a induces a homomor-
phism J l(b) → J l(a) over the ring homomorphism ϕ̂∗a, and thus an R[[x − a]]-
homomorphism
J laϕ : J
l(b)⊗R Q̂a → J
l(a)⊗R Q̂a,
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where, for any G ∈ Q̂b, J laϕ((ϕ̂
∗
a(D
βG))|β|≤l) = (D
α(ϕ̂∗a(G)))|α|≤l. Let us
notice, that we identify J l(b) ⊗R Q̂a with
⊕
|β|≤lR[[x − a]] and J
l(a) ⊗R Q̂a
with
⊕
|α|≤l R[[x− a]]. By evaluating at a, J
l
aϕ induces J
lϕ(a) : J l(b)→ J l(a).
We can identify J lϕ(a) with a matrix, which coefficients are the entries of the
Taylor series of Dαϕβ/β! at a, for |α| ≤ l and |β| ≤ l.
Let M be a Q-analytic manifold, ϕ : M → Rn a Q-analytic map, and
s ∈ N \ {0}. Set
M sϕ := {a = (a1, . . . , as) ∈M
s : ϕ(a1) = · · · = ϕ(as)}.
We call M sϕ an s-fold fibre product of M with respect to ϕ. Notice thatM
s
ϕ is a
closed Q-analytic subset of M s. We write ϕs for a natural map ϕs : M sϕ → R
n
such that ϕs(a) = ϕ(a1). Thus ϕ = ϕ
s = ϕ ◦ πi, where πi : M
s
ϕ → M is the
canonical projection.
In Chapter 4 we shall need the following homomorphism
J laϕ : J
l(b)⊗R Q̂Msϕ,a →
s⊕
i=1
J l(ai)⊗R Q̂Msϕ,a ,
It is the homomorphism with s components:
J l(b)⊗ Q̂Msϕ,a → J
l(ai)⊗ Q̂Msϕ,a, i = 1, . . . , s,
each of which is obtained from the homomorphism
J laiϕ : J
l(b)⊗ Q̂ai → J
l(ai)⊗ Q̂ai
by change of base π̂∗i : Q̂ai → Q̂Msϕ,a. We identify J
l
aϕ with
J laϕ :
⊕
|β|≤l
Q̂Msϕ,a →
s⊕
i=1
⊕
|α|≤l
⊗R Q̂Msϕ,a .
Let L be the germ at a of Q-analytic subspace of M sϕ. Then we have a
homomorphism
J laϕ : J
l(b)⊗R Q̂L,a →
s⊕
i=1
J l(ai)⊗R Q̂L,a
By evaluation at a we obtain
J lϕ(a) : J l(b)→
s⊕
i=1
J lai .
Chevalley estimate. We recall some notation from [5], Chapter 5. Let
M be a Q-analytic manifold. Consider M sϕ, where ϕ : M → R
n is a proper
Q-analytic mapping and s ∈ N. For a = (a1, . . . , as) ∈ M sϕ we define(see [5], p.
748) an ideal
Ra :=
s⋂
i=1
Rai =
s⋂
i=1
Ker ϕ̂∗ai .
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For k ∈ N, put
Rk(a) :=
Ra + m̂
k+1
ϕ(a)
m̂k+1ϕ(a)
.
Let b ∈ Rn and Πk(b) : Q̂b → Jk(b) be the canonical projection. If l ∈ N and
l ≥ k, then we write Πlk(b) : J l(b)→ Jk(b) for the canonical projection of jets.
For the linear transformation J lϕ(a) : J l(ϕ(a))→
⊕s
i=1 J
l(ai) we write
El := KerJ lϕ(a),
Elk := Πlk(ϕ(a))El(a).
We have the following
Lemma 2.2.(Chevalley’s Lemma,[5], Lemma 5.2) Let a = (a1, . . . , as) ∈
M sϕ. For all k ∈ N, there exists l ∈ N such that R
k(a) = Elk(a), or equiv-
alently such that if G ∈ Q̂ϕ(a) and ϕ̂
∗
ai(G) ∈ m̂
l+1
ai for i = 1, . . . , s, then
G ∈ Ra + m̂
k+1
ϕ(a).
Let y = (y1, . . . , yn) ∈ Rn. Let X be a closed definable set in Rn.
Definition 2.2. Let F ∈ Q̂b. We define
µX,b(F ) := sup {p ∈ R : |T
l
bF (y)| ≤ const |y − b|
p,
y ∈ X, l = min{k ∈ N, k ≥ p}}
νX,b(F ) := max{l ∈ N : F ∈ m̂
l
b + Fb(X)}.
Remark 2.1.([5], Remark 6.3) It is true that µX,b(F ) ≤ νX,b(F ).
Definition 2.3. Let ϕ :M → Rn be a proper Q-analytic mapping, ϕ(M) =
X . Put
lX(b, k) := min{l ∈ N : (F ∈ Q̂b, µX,b(F ) > l)⇒ νX,b(F ) > k},
lϕ∗(b, k) := min{l ∈ N : [F ∈ Q̂b, ∀a∈ϕ−1(b)νM,a(ϕ̂
∗
a(F )) > l]⇒ νX,b(F ) > k}.
If a = (a1, . . . , as), ai ∈ ϕ−1(b), then we define
lϕ∗(a, k) := min{l ∈ N : [F ∈ Q̂b, ∀i=1...s νM,ai(ϕ̂
∗
ai(F )) > l]⇒
F ∈
s⋂
i=1
Ker ϕ̂∗ai + m̂
k+1
b }.
Remark 2.2. By Chevalley Lemma, lϕ∗(a, k) < ∞. If a is an s-tuple of
elements ai such that each ai lies in a distinct connected component of ϕ
−1(b),
thus
⋂s
i=1Ker ϕ̂
∗
ai = Fb(X), and lϕ∗(b, k) ≤ lϕ∗(a, k).
The lemma below is a quasianalytic version of Lemma 6.5 from [5].
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Lemma 2.3. Let ϕ : M → Rn be a proper Q-analytic mapping such that
ϕ(M) = X. Then we have:
(1) lX(b, ·) ≤ lϕ∗(b, ·),
(2)for every compactK ⊂ X, there exists r ≥ 1,
such that lϕ∗(b, ·) ≤ r lX(b, ·), b ∈ K.
In order to proof Lemma 2.3 it is enough to repeat the proof of Lemma
6.5 from [5], since following quasianalytic version of  Lojasiewicz inequality with
parameter from [20] holds:
Lemma 2.4.( Lojasiewicz inequality with parameter,[20]) Let f, g : A → R
be the functions defined on a definable set A ⊂ Rnu × R
m
x . Assume that Au :=
{x ∈ Rn : (u, x) ∈ A} is a compact set for each u ∈ Rn and
fu, gu : Au → R
n, fu(x) := f(u, x), gu(x) := g(u, x),
are continuous. If {f = 0} ⊂ {g = 0}, then there exist an exponent λ > 0 and
definable function c : Rn → (0,∞) such that
|f(u, x)| ≥ c(u)|g(u, x)|λ, (u, x) ∈ A
for some i = 1, . . . , k.
Stratification and trivialization. Here we recall some trivialization and
stratification theorems given by  Lojasiewicz ([15]). Let us notice that this results
hold in o-minimal structures with smooth cell decomposition. The original
ideas by Hardt ([13]), which relies on Weierstrass preparation theorem, cannot
be adapted to the quasianalytic settings. Finally, we recall several corollaries,
which for the classical analytic case were formulated in [5]. Stratification and
trivialization results are based on  Lojasiewcz theorems on equitriangulations.
His ideas rely on good direction and so called f-property of the set (see [15]).
Theorem 2.4.(Trivialization) Let f : E → Rn be a definable, continuous
map with bounded graph. There exists partition T of f(E) into definable leaves,
such that for any T ∈ T there is a definable homeomorphism h : f−1(T ) →
F×T , F–definable subset of Rn, such that the following diagram is commutative:
f−1(T )
f
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
h // T × F
pi

T
where π is the canonical projection.
Let M and N be Q-analytic manifolds. Let Π :M ×N → N .
Lemma 2.5. Let E ⊂M ×N be a definable set which is relatively compact
in order to N and, for each t ∈ M , Et is finite. Then there exists a locally
finite partition Γ of E into definable leaves such that, for any T ∈ Γ, Π(T ) is a
definable leaf and Π|T is a Q-analytic isomorphism.
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Theorem 2.5. (Stratification of a definable mappings.) Let f : E → N be
definable, continuous and proper mapping over a closed definable set E ⊂ M .
Let F and G be the locally finite families in M and N respectively. Then there
exists a definable stratifications A and B of M and N , compatible with F and
G, such that for each A ∈ A such that A ⊂ E, f(A) ∈ B and f |A : A→ f(A) is
a trivial submersion.
Theorem 2.4 and 2.5 lead to the quasianalytic version of Theorem 7.1 from
[5]:
Corollary 2.4.(Stratified trivialization of definable mappings.) Let E be a
closed definable subset of Q-analytic manifold M . Let ϕ : E → Rn be a proper,
continuous definable mapping and let X = ϕ(E). Let F and G be finite families
of E and X respectively. Then there exist definable stratifications S and T of
E and X, such that
(1) For each S∈S, ϕ(S) ∈ T ,
(2) For each T ∈ T and b ∈ T , there is a definable stratification P of
ϕ−1(b) and a definable homeomorphism h such that te following diagram is
commutative:
ϕ−1(T )
ϕ
&&◆◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
h // T × ϕ−1(b)
pi

T
and for each S ⊂ ϕ−1(T ), h|S is a Q-analytic isomorphism onto T ×P for some
P ∈ P,
(3) S is compatible with F and T is compatible with G.
Corollary 2.5. If ϕ is stratified as in Corollary 2.4, then, for each stratum
T , the number of connected components of the fibre ϕ−1(b), where b ∈ T , is
constant on T .
Corollary 2.5 is an immediate consequence of Corollary 2.4.
Let us consider a closed definable set E ⊂ M and a continuous definable
map ϕ : E → Rn. Then, for s ∈ N, the subset Esϕ is a closed definable subset of
s-fold fibre product M s and we can consider a definable mapping ϕ : Esϕ → R
n.
We have the following
Corollary 2.6. Let (S, T ) be a stratification of ϕ as in Corollary 2.4.
Take T ∈ T and denote as SsT the family of all nonempty sets of the form
(S1 × · · · × Ss)∩Esϕ, for Si ∈ S such that Si ⊂ ϕ
−1(T ). Then SsT is a definable
stratification of ϕ−1(T ) such that each S ∈ Ssϕ admits a Q-analytic isomorphism
h : S → T ×P commuting with projection on T , where P is a bounded definable
leaf in M s.
Let Esϕ denote a set of those x = (x1, . . . , xs) ∈ E
s
ϕ such that each xi is in a
distinct connected component of ϕ−1(ϕ(x)). From Corollaries 2.5 and 2.6, we
immediately obtain the following
Corollary 2.7. Let ϕ : E → Rn be a proper definable map defined on a
closed definable set E ⊂M . Then Esϕ is a definable subset of M
s.
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Linear equations over noetherian local rings. Let R[[y]] be a ring of
the formal power series, y = (y1, . . . , yn) and let (A,m) be a local ring such that
Â = R[[y]] and R[[y]] is faithfully flat over A. Let Φ be a matrix with coefficients
in A. Let p and q be the number of columns and rows( respectively) of Φ. We
have the following
Lemma 2.6. Let ξ̂ ∈ (R[[y]])p and Φ · ξ̂ = 0. Then there exists ξ ∈ Ap such
that Ψ · ξ = 0 and ξ̂ − ξ ∈ m̂.
Proof. Let Φ1, . . . ,Φq be the rows of Φ. Since Φ · ξ̂ = 0 thus Φi · ξ̂ = 0 for each
i = 1, . . . , q. There exist â ∈ (m̂)p, where m̂ is a maximal ideal (y) in R[[y]],
and u ∈ Rp such that Φi · â = −Φi · u. By the faithful flatness of R[[y]] over A
we have (see [1], Commutative Algebra, Ch. I,§3,5 , prop. 10 (ii)):

Φ1
Φ2
...
Φq

 · m̂p ∩ Ap =


Φ1
Φ2
...
Φq

 ·mp.
Thus there exists a ∈ (m)p such that Φi · a = −Φi · u. Put ξ = a + u ∈ Ap.
Therefore Φ · ξ = 0 as desired.
3 Generic diagram of initial exponents.
In this chapter we recall for the reader’s convenience the division algorithm of
Grauert–Hironaka and the construction of the generic diagram of initial expo-
nents from [5], which carries over verbatim to the quasianalytic settings.
Division algorithm in the ring of formal power series. Let R[[y]] be
the ring of formal power series, where y = (y1, . . . , yn). We have the following
Theorem 3.1.(Hironaka’s division algorithm, [5], Theorem 3.1.) Let F1, . . . , Fs ∈
R[[y]] \ {0} and αi = expFi, i = 1, . . . , s. Let ∆i := (αi + Nn) \
⋃i
j=1∆j and
∆ := Nn \
⋃s
j=1∆s. For any G ∈ R[[y]], there exist unique Qi, i = 1, . . . , s,
R ∈ R[[y]] such that G =
∑s
i=1 FiQi + R, suppQi ∈ ∆i and suppR ∈ ∆.
Moreover, expR ≥ expG, αi + expQi ≥ expG.
Corollary 3.1.([5], Corollary 3.2) Let I be an ideal in R[[y]] and α1, . . . , αs
be the vertices of N(I). Let F1, . . . , Fs ∈ I such that expFi = αi. Let ∆i and
∆ be the sets as in last theorem. Then
(1) N(I) =
s⋃
i=1
∆i,
(2)There is a unique set of generatorsG1, . . . , Gs ∈ I such that
supp (Gi − y
αi) ⊂ ∆i.
The system G1, . . . , Gs is called a standard basis of I. From Corollary 3.1,
R[[y]] = I ⊕ RN, where N is a diagram of initial exponents of I and R[[y]]N :=
{F ∈ R[[y]] : suppF ⊂ Nn \N}.
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We also recall a corollary which indicates the connection between the dia-
gram of initial exponents and the Hilbert-Samuel function. We have the follow-
ing
Corollary 3.2.([5], Corollary 3.2) Let HI be a Hilbert-Samuel function of
R[[y]]/I. Then, for every k ∈ N
HI(k) := ♯{β ∈ N
n : β /∈ N(I) and |β| ≤ k}.
It follows that HI(k) coincides with polynomial in k for sufficiently large k.
Lemma from linear algebra. We recall here an useful lemma from [5],
Chapter 2. Let V and W be the modules over a commutative ring R.
Definition 3.1. Let B ∈ HomR (V,W ) and r ∈ N. We define
adrB ∈ HomR
(
W,HomR(
∧r
V,
∧r+1
W )
)
by formula
(adrB)(ω)(η1 ∧ · · · ∧ ηr) = ω ∧Bη1 ∧ · · · ∧Bηr,
where ω ∈W and η1, . . . , ηr ∈ V .
Remark 3.1. It is clear that if r > rankB, then adrB = 0 and if r = rankB
then adrB · B = 0.
We recall the following:
Lemma 3.1.([5], Lemma 2.1) Let V and W be finite-dimensional vector
spaces over a field K. Let B : V → W be a linear transformation. Let r :=
rankB. Then
ImB = Ker adrB.
If A is a linear transformation with target W , then Aξ + Bη = 0 if and only if
ξ ∈ Ker adrB · A.
The generic diagram of initial exponents. In order to introduce generic
diagram of initial exponents and generic Hilbert-Samuel function, we formulate
the following
Lemma 3.2. Let A be a matrix of dimension k × n and B be a matrix of
dimension k ×m. Consider a block matrix (A,B). Let π be a projection from
R
n+m onto Rn. Then π(Ker (A,B)) = {x ∈ Rn : Ax ∈ ImB}.
Proof. Let x ∈ Rn. Then x ∈ π(Ker (A,B)) if and only if, there exists y ∈ Rm
such that (x, y) ∈ Ker (A,B). Hence Ax + By = 0, and thus Ax = −By.
Therefore
x ∈ π(Ker (A,B))⇔ ∃y ∈ Rm : Ax = −By ⇔ Ax ∈ ImB.
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Let L ⊂ M qϕ be a Q-analytic leaf. Let ξ = (ξβ)|β|≤l. We can write it as
ξ = (ξk, ζlk), where ξk := (ξβ)|β|≤k and ζ
lk := (ξβ)k<|β|≤l. According to this
decomposition we can write J lϕ(a) as a block matrix
J lϕ(a) = (Slk(a), T lk(a)) =
[
Jk(a) 0
⋆ ⋆
]
,
for a ∈ L (see Chapter 1, Formalism of jets). By Lemma 3.2, we have
Elk(a) = {ξk = (ξβ)|β|≤k : S
lk(a) · ξk ∈ ImT lk(a)}.
Therefore Elk(a) = KerΘlk(a), dlk = rkΘlk(a), where
Θlk(a) := adr
lk
T lk(a) · Slk(a)
rlk(a) := rkT lk(a).
Summing up, we obtain the following
Lemma 3.3 Let k ∈ N. For sufficiently large l ∈ N there is equality
dimElk(a) = dim
(
Rk(a) + m̂ϕ(a)
)
/m̂ϕ(a) = dimKer ad
rT lk(a) · Slk(a).
Proof. The conclusion of Lemma 3.3 is the consequence of the reasoning above
and Lemma 3.2.
Remark 3.2. The above lemma will play a crucial role in the Section 6 for
the proof that the stratification by the diagram of initial exponents implies the
semicontinuity of the Hilbert-Samuel function.
Let L be a definable leaf in M sϕ- this means that L is a connected definable
subset of M sϕ which is Q-analytic submanifold in M
s. We define
rlk(L) := max
a∈L
rlk(a),
ΘlkL (a) := ad
rlk(L)T lk(a)Slk(a),
dlkL := rkΘ
lk
L (a).
Put
dlk(L) := max
a
dlkL (a).
Consider a set
Y lk := {a ∈ L : rlk(a) < rlk(L)}.
By the definition of ΘlkL (a), if a ∈ Y
lk then ΘlkL (a) = 0. Conversely, let Θ
lk
L (a) =
0. Suppose rlk(a) = rlk(L). Then by Lemma 3.1, (Slk(a), T lk(a)) = 0, since
Slk(a)ξ + T lk(a)ζ = 0 if and only if ζ ∈ Ker adr
lk(a)T lk(a)Slk(a). By the
assumption, ΘlkL (a) = 0, thus KerΘ
lk
L (a) is whole space. Therefore rkT
lk(a) =
0, which leads to a contradiction. As a conclusion we obtain the fact that
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a ∈ Y lk if and only if ΘlkL (a) = 0, and thus Y
lk is a closed subset of L nowhere
dense in L. Let
Z lk := Y lk ∪ {a ∈ L : dlk(a) < dlk(L)}.
If a ∈ L \ Z lk, then rlk(a) = rlk(L) and dlk(a) = dlk(L). Let
Dk := L \
⋃
l>k
Z lk.
Then Dk is a dense subset of L.
Lemma 3.4([5]). For all a, a′ ∈ Dk, Ha(k) = Ha′(k) and l(a, k) = l(a′, k).
For the proof of Lemma 3.4, see Lemma 5.3 in [5].
Definition 3.2. The Generic Hilbert-Samuel function. PutHL(k) := Ha(k)
and l(L, k) := l(a, k), where a ∈ Dk. We call HL(k) the generic Hilbert-Samuel
function, and we call l(L, k) the generic Chevalley estimate.
Assume that L lies in a coordinate chart for M s. Take a ∈ L. Let k(a) be
the least k, for which Ha(l) coincides with polynomial in l for l > k. Each vertex
of diagram Na = N(Ra) has the order less than or equal to k(a). If k ≥ k(a)
and l ≥ l(a, k), then Rk(a) = KerΘlk(a) and by Corollary 3.1
KerΘlk ∩ Jk(ϕ(a))Na = 0,
and dim Jk(ϕ(a))Na = rkΘlk(a). Thus there exists a nonzero minor Q(a) of
Θlk(a) restricted to Jk(ϕ(a))Na such that order of Q(a) is rkΘlk(a). Let ξ =
(ξβ)|β|≤k. Then by Cramer’s rule
(1) Θlk(a)ξ = 0
iff
ξγ −
∑
β/∈∆(a),|β|≤k
ξβ
P βγ (a)
Q(a)
= 0,
γ ∈ ∆(a), |γ| ≤ k, where ∆(a) := N \ Na and P βγ (a) are the minors from the
system of equations (1). Let B(Na) := {α1, . . . , αt} be the set of vertices of Na.
Then
(2) Gi =
(
y − ϕ(a)
)αi
+
∑
γ∈∆(a)
giγ ·
(
y − ϕ(a)
)γ
, i = 1, . . . , t,
is the standard basis of Ra and
giγ =
Pαiγ (a)
Q(a)
,
for all γ ∈ ∆(a), |γ| ≤ k.
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Let k be the largest integer such that HL(l) coincides with a polynomial for
l ≥ k, and let l = l(L, k). Thus all the vertices of Na has the order less than
or equal to k for a ∈ Dk. Therefore the set of diagrams on Dk is finite and
thus has a minimum. Let a ∈ Dk be an element such that Na is the smallest
diagram on Dk. Let
ZQ := {a
′ : Q(a′) = 0}.
Since Q is a quasianalytic function, ZQ is a closed quasianalytic subset in L.
We have the following
Lemma 3.5. For all a′ ∈ Dk \ ZQ, Na′ = Na.
Proof. By (2), there exist relations Gi
′
∈ Ra′ , such that
G′i =
(
y − ϕ(a′)
)αi
+
∑
γ∈∆(a′),|γ|≤k
g′iγ ·
(
y − ϕ(a)
)γ
+Mi,
where g′iγ =
P
αi
α (a)
Q(a) and Mi ∈ m̂
k+1
b′ . We took a such that Na ≤ Na′ , thus
αi ∈ Na′ for each i. Therefore Na ⊂ Na′ , which implicates Na′ ≤ Na. Finally
Na = Na′ , which ends the proof.
Definition 3.3. We define NL := Na, for all a ∈ D
k \ ZQ. We call NL the
generic diagram of initial exponents for L.
Lemma 3.6.([5], Lemma 5.8) For all a ∈ L, Na ≥ NL.
4 Proof of implication (2)⇒ (3).
As we mentioned in the Introduction, to establish the semicontinuity of the
diagram of initial exponents, E. Birstone and P. Milman proved simultaneously
that the sets Z+
N
(see Definition 4.2 below) are subanalytic and closed, if the
uniform Chevalley estimate holds ([5], Proposition 8.6). Their proof cannot be
directly applied in the quasianalytic settings, since it relies on the fact that the
ring of formal power series is faithfully flat over the ring of analytic function
germs, which is no longer available in the quasianalytic case. Here we are forced
to follow a different, not so direct strategy. In this section, we prove that the
sets Z+
N
are definable if the umniform Chevalley estimate holds (Proposition
4.3), and next the implication (2)⇒ (3).
We should note that Bierstone–Milman’s proof of Proposition 8.6 from paper
[5] contains small error. In this chapter, we give an example (Remark 4.2)
which shows why their proof is not completely correct and provide a proof of
Proposition 4.3 which improves their arguments.
Assume that Z ⊂ X are closed definable sets. Let N ∈ D(n) and α ∈ Nn.
We repeat the following notation by Bierstone and Milman:
Definition 4.1 Set
N(α) := Nn + {β ∈ N : β ≤ α}
N
−(α) := Nn + {β ∈ N : β < α}.
17
Definition 4.2 Put
ZN(α) := Z ∪ {b ∈ X \ Z : Nb(α) ≥ N(α)},
Z+
N
(α) := Z ∪ {b ∈ X \ Z : Nb(α) > N(α)},
ZN := Z ∪ {b ∈ X \ Z : Nb ≥ N},
Z+
N
:= Z ∪ {b ∈ X \ Z : Nb > N}.
We have the following
Lemma 4.1 Let N1,N2 ∈ D(n) and α ∈ Nn. The following conditions are
equivalent:
(1) N1(α) < N2(α),
(2) there exists θ ≤ α such that N−1 (θ) = N
−
2 (θ), θ ∈ N1(θ) and θ /∈ N2(θ).
Lemma 4.1. is an analogue of Remark 8.5 from [5].
Now we present two crucial propositions, which we need to show that uniform
Chevalley estimate implies stratification by the diagram of initial exponents. We
have the following
Proposition 4.1. Assume that X has the uniform Chevalley estimate rela-
tively to Z and let Y ⊂ X be a closed definable set such that N−b (α) is constant
on Y for some α ∈ Nn. Then Z ∪ {b ∈ Y \ Z : α /∈ Nb} is a definable set.
The proof of Proposition 4.1 is the same as the first part of the proof of
Proposition 8.3 in [5], where the authors show that the set considered is suban-
alytic. Since Proposition 4.1 plays important role in further reasoning, we rpeat
the proof by Bierstone and Milman for readers convinience.
Proof. If α ∈ N−b (α) then {b ∈ Y : α /∈ Nb} = ∅, therefore it is enough to
consider the case, where α /∈ N−b (α). We assume that X is compact.
Let ϕ : M → Rn be a proper quasianalytic mapping such that ϕ(M) = X
(Corollary 2.1). By the assumption and Lemma 2.3, there exists a function
lϕ∗ : N→ N such that lϕ∗(b, k) ≤ lϕ∗(k) for every b ∈ X \ Z and k ∈ N.
Let k = |α|, l = lϕ∗(k) and b ∈ X . Let
J l(b)N
−(α) := {ξ = (ξβ)|β|≤l : β ∈ N
−(α)⇒ ξβ = 0},
where N−(α) = N−b (α) for any b ∈ Y \ Z. Put
N
−(α)+ := N
−(α) ∪ {β ∈ Nn : β > α}.
We obtain a direct-sum decomposition
J l(b)N
−(α) = J l(b)N
−(α)+ ⊕ (m̂>αy ∩ J
l(b)N
−(α)),
where m̂>αb ⊂ m̂b is the ideal generated by monomials (y − b)
β for β > α. For
ξ ∈ J l(b)N
−(α), we write ξ = (η, ζ) in order to the above decomposition.
Consider a ∈ ϕ−1(b) in local coordinate chart (x1, ..., xm) in a neighborhood
of a in M . Then we treat J lϕ : J l(b) → J l(a) as a matrix and we write
(A(a), B(a)) for the matrix of J lϕ|Jl(b)N−(α) according to the direct-sum above.
We need two lemmas(see [5]).
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Lemma 4.2 Let b ∈ Y \ Z. Then we have
α /∈ Nb ⇔
[(
∀a∈ϕ−(b) A(a)η + B(a)ζ = 0
)
⇒ η = 0
]
.
Proof. Consider ξ ∈ J l(b)N
−(α). Let Pξ =
∑
|β|≤l ξβ(y − b)
β be a polynomial
which generates ξ. If ξ = (η, ζ), we have Pξ = Pη + Pζ with respect to the
direct-sum decomposition. Let a ∈ ϕ−1(b). Then A(a)η+B(a)ζ = 0 if and only
if ϕ∗a(Pξ) ∈ m
l+1
a .
Suppose α /∈ Nb and let ξ = (η, ζ) ∈ J
l(b)N
−(α) and that A(a)η+B(a)ζ = 0
for all a ∈ ϕ−1(b). Then ϕ∗a(Pξ) ∈ m
l+1
a and thus νM,a(ϕ̂
∗
a(Pξ)) > l for all
a ∈ ϕ−1(b). By Chevalley estimate and Lemma 2.3, νX,b(Pξ) > k, therefore
Pξ ∈ Rb + (y − b)k+1. Since |α| ≤ k, (y − b)k+1 ⊂ (y − b)>α. According
to the definition of Pξ = Pη + Pζ and direct-sum decomposition we see that
Pζ ∈ (y−b)>α and thus Pη ∈ Rb+(y−b)>α. By the assumption, η ∈ J l(b)N
−(α).
Since α /∈ Nb, Nb(α) = N
−(α) and Nb ∪ {β : β > α} = N
−(α)+. Thus
Pη ∈ R[[y − b]]Nb∪{β:β>α}. On the other hand Rb + (y − b)>α is an ideal in
R[[y − b]] whose diagram is Nb ∪ {β : β > α}. By Corollary 3.1 we get
Rb + (y − b)
>α ∩ R[[y − b]]Nb∪{β:β>α} = 0.
Since Pη belongs to this intersection, we obtain Pη = 0. Therefore η = 0.
In order to proof inverse implication suppose tah α ∈ Nb. By Theorem 3.1,
there exists G ∈ Rb such that monG = (y− b)α and G− (y− b)α ∈ R[[y− b]]Nb.
It is enough to show that there exists ξ such that, if (A(a), B(a))ξ = 0 for all
a ∈ ϕ−1(b) then η 6= 0. Since N−b (α) = N
−(α), G − (y − b)α ∈ R[[y − b]]N
−(α).
Put ξ = J lG(b). Then ξ ∈ J l(b)N
−(α) and (A(a), B(a))ξ = 0 for all a ∈ ϕ−1(b)
since G ∈ Rb. By the definition of ξ = (η, ζ), we have ξα = 1 and α /∈
N
−(α) ∪ {β : β > α}, therefore η 6= 0.
Lemma 4.3 Let {C(λ) : λ ∈ Λ} be a set of matrices from each of which has
p columns and ♯Λ ≥ p. Let KerC(λ) = {ξ = (ξ1, . . . , ξp) : C(λ)ξ = 0 for all λ ∈
Λ}. Then there exists J ⊂ Λ such that ♯J = p and KerC(J) = KerC(λ).
Proof. If λ ∈ Λ, then C(λ)ξ = 0 if and only if for any row w of C(λ) the scalar
product w · ξ = 0. Since the number of linearly independent rows from all C(λ)
is less than or equal to p, there exists such J .
To complete the proof of proposition it is enough to show that
Σ = {b ∈ Y \ Z : α /∈ Nb}
is a definable set. Let q =
(
n+l
l
)
. For a = (a1, . . . , aq) ∈M qϕ we write
(A(a), B(a)) :=


A(a1) B(a1)
A(a2) B(a2)
...
...
A(aq) B(aq)

 .
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By Lemma 4.2, for all b ∈ X , there exits a ∈ ϕ−1(b) ⊂ M qϕ such that A(a)η +
B(a)ζ = 0 for all a ∈ ϕ−1(b) if and only if A(a)η + B(a)ζ = 0. Let b ∈ Y \ Z.
Again, by Lemma 4.2, b ∈ Σ if and only if there exists a ∈ ϕ−1(b) such that
A(a)η +B(a)ζ = 0⇐⇒ η = 0.
Let a ∈M qϕ and let r(a) := rank(B(a)). Then r(a) ≤ q. Put T = ad
r(a)B(a)·
A(a), then
KerT (a) = {η : A(a)η ∈ ImB(a)}.
The set M qϕ can be decomposed in the following way: M
q
ϕ =
⋃
r S
r, where
Sr := {a ∈M qϕ : rankB(a) = r}. We observe that each S
r is a difference of two
analytic sets inM qϕ— S
r =W r\W r−1, whereW r := {a ∈M qϕ : rankB(a) ≤ r}.
For each r, we put Sr0 := {a ∈ S
r : KerT = 0} and S0 :=
⋃
r S
r
0 , which is a
definable set. Since KerT = 0 if and only if A(a)(η)+B(a)(ζ) = 0 implies η = 0
and, by Lemma 4.2, Σ = Y \ Z ∪ ϕ(S0), thus Σ is definable.
Proposition 4.2 Assume that Z ⊂ X are closed definable sets such that X
has the uniform Chevalley estimate relatively to Z. Let N ∈ D(n) and α ∈ Nn.
Then ZN(α) and Z
+
N
(α) are definable subsets of X.
Remark 4.1 Proposition 4.2 is a weaker version of Proposition 8.6 from [5].
In comparison to the original proposition we cannot obtain a closedness of the
set considered in the same way as in [5], since it is unknown if Q̂b is faithfully
flat over Qb. Since there is an error in original proof we repeat with a correction
which is explained in Remark 4.2.
Proof. We prove Proposition 4.2 by the induction on α. First assume that
α = 0. Then Nb(α) = ∅ for b ∈ X , and there are two possible cases. If α /∈ N
then N(α) = ∅, whence ZN(α) = X and Z
+
N
(α) = Z. On the other hand, if
α ∈ N then N(α) = Nn and therefore ZN(α) = Z
+
N
(α) = X .
Now assume that the conclusion is true for all exponents < α. Let βb ∈ Nb
be the largest element which is less then α for b ∈ X \ Z, and β1 ∈ N be
the largest element less than α in N. Let β := max{max{βb, b ∈ X \ Z}, β1}.
Consider the following sets
X1 = ZN(α),
X0 = ZN(β),
Z1 = Z
+
N
(α),
Z0 = Z
+
N
(β).
We shall prove that Z0 ⊂ Z1 ⊂ X1 ⊂ X0.
To show inclusion Z0 ⊂ Z1 take b ∈ {X \ Z : Nb(β) > N(β)}. By Lemma
4.1, there exists θ ≤ β such that N−b (θ) = N
−(θ), θ ∈ N(θ) and θ /∈ Nb. Since
θ ≤ β < α and again by Lemma 4.1, Nb(α) > N(α). Therefore
{b ∈ X \ Z : Nb(β) > N(β)} ⊂ {b ∈ X \ Z : Nb(α) > Nb(α)}
and Z0 ⊂ Z1.
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It is clear that Z1 ⊂ X1. To prove that X1 ⊂ X0 it is enough to show that
Nb(α) ≥ N(α) implies Nb(β) ≥ N(β). Suppose Nb(β) < N(β). By Lemma
4.1, there exists θ ≤ β such that N−b (θ) = N
−(θ), θ ∈ Nb(θ) and θ /∈ N. Since
θ ≤ β < α and by Lemma 4.1, Nb(α) < N(α). A contradiction, which proves
that X1 ⊂ X0.
By the induction, X0 and Z0 are definable sets. We prove our thesis for α.
Case 1. Assume α ∈ N−(α). Then N(α) = N−(α) = N(β). Let b ∈ X .
If Nb(β) = N(β), then α ∈ Nb(β), α ∈ N(β). Also Nb(β) = Nb(α) and
N(β) = N(α). Thus Nb(α) = N(α). On the other hand, if Nb(β) > N(β) then
Nb(α) > N(α). Since α ∈ Nb ∩N, Nb(α) ≥ N(α) if and only if Nb(β) ≥ N(β),
and thus X1 = X0, which is definable.
If Nb(β) > N(β), then by Lemma 4.1 there exists θ ≤ α such that N
−
b (θ) =
N
−(θ), θ ∈ N(θ) and θ /∈ Nb(θ). If θ ≤ β < α, then Nb(α) > N(α). If β < θ,
then θ = α by the definition of β. Thus N−b (α) = N
−(α), α ∈ N(α) and
α /∈ Nb(α). On the other hand α ∈ N
−(α) = N−b (α), which is a contradiction.
Therefore, Nb(α) > N(α) if and only if Nb(β) > N(β), and thus Z1 = Z0.
Case 2. Assume that α /∈ N−(α) and α ∈ N. Let b ∈ X . If Nb(β) = N(β)
and α ∈ Nb, then Nb(α) ≥ N(α), since α is a vertex of N. If α /∈ Nb then
Nb(α) ≥ N(α), since N(α) has one additional vertex in comparison to Nb(α)
and N−b (α) = N
−(α). Therefore Nb(α) ≥ N(α) if and only if Nb(β) ≥ N(β)
and X1 = X0.
If Nb(α) > N(α), then there exists θ < α such that N
−
b (θ) = N
−(θ), θ ∈
N(θ) and θ /∈ Nb. If one can find θ < β, then Nb(β) > N(β). If not, then θ = α
andNb(β) = N(β), θ /∈ Nb and θ ∈ N. If we assume that Nb(β) = N(β), α /∈ Nb
and α ∈ N, then by Lemma 4.1 Nb(α) > N(α). Therefore Nb(α) > N(α) if
and only if either Nb(β) > N(β) or Nb(β) = N(β), α ∈ N and α /∈ Nb. In
that case Z1 = Z0 ∪ {b ∈ X0 \ Z0 : α /∈ Nb}. Z0 is definable by induction,
{b ∈ X0 \Z0 : α /∈ Nb} is definable by Proposition 4.1, and thus Z1 is definable.
Case 3. Assume α /∈ N−(α) and α /∈ N. If Nb(α) > N(α) then there
exists θ ≤ α such that N−(θ) = N−b (θ), θ /∈ Nb and θ ∈ N. If θ ≤ β then
Nb(β) > N(β). If not, thus θ = α ∈ N, which is a contradiction. Therefore
Nb(α) > N(α) if and only if Nb(β) > N(β) and Z1 = Z0.
If Nb(α) ≥ N(α), then either Nb(α) > N(α) or Nb(α) = N(α). Thus α /∈ Nb
and Nb(β) = N(β) or α ∈ Nb and Nb(α) > N(α). Therefore Nb(α) ≥ N(α)
if and only if Nb(β) > N(β) or Nb(β) = N(β) and α /∈ Nb. Thus we obtain
X1 = Z1 ∪ {b ∈ X0 \ Z1 : α /∈ Nb}, which is definable via Case 1, Case 2 and
Proposition 4.1. This ends the proof.
Remark 4.2 In the original proof authors set β as the largest element of N,
which is smaller than α. Then, in Case 2, they claim that if α /∈ N−(α), then
Nb(α) > N(α) if and only if either Nb(β) > N(β) or Nb(β) = N(β) and α ∈ N,
α /∈ Nb. We give an example that this equivalence is not true.
Consider Nb := {(0, 0, 1), (0, 1, 0)}+ N3, N := {(1, 0, 0), (0, 0, 1)}+ N3. Let
α = (1, 0, 0). It is clear that Nb(α) < N(α). The largest element in N less then
α is β = (0, 0, 1), thus Nb(β) = N(β). Of course α ∈ N, α /∈ N
−(α) and α /∈ Nb.
Therefore the equivalence above is not valid. Now if we take β as in our proof,
then β ≥ (0, 1, 0), and this phenomenon does not occur.
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Corollary 4.1 Let N ∈ D(n). Then Z+
N
is a definable set.
Proof. Let α1 < α2 < · · · < αk = α be the vertices of N and β1 < β2 < · · · < βl
be the vertices of Nb for b ∈ X \ Z. We will prove that Nb > N if and only if
Nb(α) > N(α) = N.
Assume that Nb > N. If there exists s ≤ l such that βs > αs and βi = αi
for i < s, then, since s ≤ l, all βi and αi for i ≤ s are vertices of Nb(α) and
N(α) respectively. Therefore Nb(α) > N(α). If there is no such s thus for all
i ≤ l we have βi = αi for i ≤ l and l < k. In that case Nb(α) = Nb, and since
N(α) = N we get Nb(α) > N(α).
Now assume that Nb(α) > N(α). If there exists s ≤ l such that βs > αs
and βi = αi for i < s we get immediately Nb > N. If there is no such s, then
Nb(α) = Nb and Nb > N, or there exists vertex βs > α = αk, s ≤ k and
Nb > N. Therefore Z
+
N
= Z+
N
(α), which is definable by Proposition 4.2.
Theorem 4.1 Let Z ⊂ X be closed definable sets such that X has the
uniform Chevalley estimate relatively to Z. Then, for any compact set K ⊂ X,
♯{Nb : b ∈ (X \ Z) ∩K} <∞.
Proof. We can assume that X is compact definable set. Let Y be a closed
definable set such that Z ⊂ Y ⊂ X and ♯{Nb : b ∈ (X \ Y )} < ∞. Such a
set always exists because we can take as Y whole X . We will prove that there
exists closed definable set Y ′ ⊂ Y such that dim(Y ′ \ Z) < dim(Y \ Z) and
♯{Nb : b ∈ X \ Y ′} <∞.
Let ϕ : M → Rn be a proper real analytic mapping such that ϕ(M) = X
and let 0 6= s ∈ N. We denote by ϕs : M sϕ → R
n the induced mapping from
the s-fold fibre-product and we write x = (x1, . . . , xs) ∈ M sϕ. For x we write
ϕ−1(ϕ(x)) =
⋃r(x)
i=1 Si(x), where Si(x) are the distinct connected components
of ϕ−1(ϕ(x)). Let M sϕ be a subset of M
s
ϕ such that each xi lies in a distinct
connected component of ϕ−1(ϕ(x)). Note that if x ∈ Msϕ, then r(x) ≥ s. By
Corollary 2.7 M sϕ is definable. Let L = ϕ
−(Y ) and Ls = ϕ−1(Y ) ∩Msϕ. For
each s we have a diagram of inclusions and projections:
Ls+1 ⊂ M s+1ϕ ⊂ M
s+1
ϕ
↓ ↓ ↓
Ls ⊂ M sϕ ⊂ M
s
ϕ
↓ ↓ ↓
L ⊂ M ⊂ M
,
where down arrows represents the projections π(x1, . . . , xs+1) = (x1, . . . , xs).
Consider a set Ls \
(
(ϕs)−1(Z) ∪ π(Ls+1)
)
. This is a set of those x ∈ Ls that
ϕs(x) /∈ Z and (ϕs)−1(x) has exactly s connected components. By Corollary 2.6,
Ls \
(
(ϕs)−1(Z) ∪ π(Ls+1)
)
=
⋃
jWs,j , where this sum is a finite partition into
a smooth, connected and definable sets. Since we assumed that X is compact
and by Corollary 2.5, the number of connected components of the fibre ϕ−1(b),
for b ∈ X , is bounded. Let t be the largest number of connected components of
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the fibre. Therefore
Y = Z ∪
t⋃
s=1
⋃
j
ϕs(Ws,j).
For a ∈Ws,j we have Ra =
⋂s
i=1Ker ϕ̂
∗
ai = Fb(X), where ϕ
s(a) = b. Therefore
Na := N(Ra) = Nb. For each s, j, there exists a generic diagram Ns,j ∈ D(n)
(see Chapter 2) such that Na = Ns,j on an open and dense set in Ws,j , and
Na ≥ Ns,j . By Corollary 4.1, Z
+
Ns,j
is definable set, thus ϕs(Ws,j) \ Z
+
Ns,j
is
definable. For all b ∈ ϕs(Ws,j) \ Z
+
Ns,j
we have Nb = Ns,j and for all b ∈
ϕs(Ws,j) ∩ Z
+
Ns,j
we have Nb > Ns,j . We will prove that ϕ
s(Ws,j) \ Z
+
Ns,j
is
dense in ϕs(Ws,j).
Let As,j be a subset of Ws,j such that for all a ∈ As,j , Na > Ns,j . Then
ϕs(Ws,j \ As,j) = ϕs(Ws,j) \ Z
+
Ns,j
. Since ϕs is continuous and proper map we
have ϕs(Ws,j \As,j) = ϕ
s(Ws,j) = ϕs(Ws,j) \ Z
+
Ns,j
. Now let
Zs,j := ϕs(Ws,j) \
(
ϕs(Ws,j) \ Z
+
Ns,j
)
.
Consider Y ′ = Z ∪
⋃
s,j Zs,j. Since dimZs,j < dimY for each s, j we have
dimY ′ \ Z < dimY \ Z. Finally Z ⊂ Y ′ ⊂ Y and Y ′ is definable.
Corollary 4.2 If X has the uniform Chevalley estimate relatively to Z, then
ZN is definable set.
Proof. We can adapt here the proof of Corollary 8.9 from [5]. We can assume
that X is compact. Let α be greater or equal to the largest vertex of N and Nb
of all Nb, b ∈ X \ Z. By Theorem 4.1, there exists such α. Therefore Nb ≥ N
if and only if Nb(α) ≥ N(α), and thus ZN = ZN(α).
Corollary 4.3 Let Z ⊂ X be closed definable sets, such that X has the
uniform Chevalley estimate relatively to Z. Then there exists a stratification of
X such that the diagram of initial exponents is constat on each stratum and Z
is a sum of strata.
Proof. We can assume that X is compact. Then there is a finite number of
diagrams N1, . . . ,Nk of initial exponents on X \ Z. Since ZNi and Z
+
Ni
are
definable for i = 1, . . . , k, thus YNi := ZNi \Z
+
Ni
is also definable. On the other
hand YNi = {b ∈ X \ Z : Nb = Ni}. Thus we can write
X = Z ∪
k⋃
i=1
YNi .
Since there is a stratification of X compatible with Z and {YNi}i=1,...,k, and
the diagram of initial exponents is constant on each YNi we obtain desired
stratification.
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We proved that the uniform Chevalley estimate implies a stratification by
the diagram of initial exponents. We shall prove that reverse implication also
holds. We have
Theorem 4.2 Suppose that X admits a stratification by the diagram of
initial exponents such that Z is the union of strata. Then there X has an
uniform Chevalley estimate to Z.
The proof of Theorem 4.2 is the consequence of the two propositions below,
which are quasianalytic analogues of Proposition 8.14 and proposition 8.15 from
[5]. Let X be a closed definable subset of Rn.
Proposition 4.3 ([5], Proposition 8.14) Suppose that Y ⊂ X is a defin-
able set such that Nb is constant on Y . Let K ⊂ X be compact. Then there
exists lK(k) such that lϕ∗(b, k) ≤ lK(k) for all b ∈ K ∩ Y .
The proof of Proposition 4.3 can be easily reduced to the following
Proposition 4.4 ([5], Proposition 8.15) Let s ≥ 1 and ϕ : M sϕ → R
n.
Let L be a relatively compact definable subset of M sϕ such that Na = N(Ra) is
constant on L. Then there exists lL(k) such that lϕ∗(a, k) ≤ lL(k), for a ∈ L.
The proof of Proposition 4.4 is based on the analysis of jets and the systems
of linear equations which coefficients are Q-analytic functions. The reason why it
can be carried over from the analytic case is the fact that the analysis mentioned
above are reduced to the properties of the ring of formal power series and several
good properties which Q-analytic functions share with analytic functions, for
instance the property of identity. Therefore we could just repeat the proof by
E. Bierstone and P. Milman.
5 Proof of implication (2)⇒ (4).
In this chapter we shall prove that the uniform Chevalley estimate implies the
Zariski semi-continuity of the diagram of initial exponents. Let Z ⊂ X be closed
definable sets in Rn such that X has the uniform Chevalley estimate relatively
to Z. Let ϕ : M → Rn be a proper Q-analytic mapping from a Q-analytic
manifold M such that ϕ(M) = X . By Theorem 4.1, for any compact K, the set
of diagrams of initial exponents is finite on K ∩X . Therefore, to prove Zariski
semi-continuity it is sufficient to prove that the set
ZN := Z ∪ {b ∈ X \ Z : Nb ≥ N}
is a closed definable set. By Corollary 4.2, ZN is definable, thus it remains to
prove that ZN is closed.
In the paper [5] the authors proved that in the classical analytic case ZN
is a closed subanalytic set. They used faithful flatness of the ring of formal
power series over the ring of germs of analytic functions to deduce an existance
of convergent solution to system of linear equations with analytic coefficients
under assumtion that there is a formal solution. In our reasoning we are forced
to provide a different method, since it is not known if the ring R[[y−b]] of formal
power series is faithfully flat over the ring Qb of germs of Q-analytic functions at
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b. This is an open problem related to the problem of noetherianity of Qb, which
has been widely studied for the past several decades, but remains unsolved.
Our proof relies on a reduction to the analysis only of definable arcs, and
on Proposition 5.1, which is a special case of Proposition 8.3 from [5] for closed
definable arcs.
In order to prove Proposition 5.1, we introduce a concept of an essential
point a ∈ M qϕ which determines the diagram Nb with ϕ(a) = b (Definition
5.2). We show that the set of essential points is definable. Then we apply
curve selection to find a definable arc L˜ lying over L and contained in the set of
essential points. Next, by Puiseux’s theorem, we are able to reduce the proof to
the analysis of jets parameterized by Q-analytic functions of one variable. Since
the local rings of quasianalytic functions of one variable are noetherian, we can
find a quasianalytic solution to a system of linear equations, which describes
when a multi-index α belongs to the diagram of initial exponents (Proposition
5.1).
Definition 5.1. LetM be a Q-analytic manifold. We say that l : [0, ǫ]→M
is a definable arc if l is a continuous, definable and injective function.
Remark 5.1. It follows from the cell decomposition that a closed definable
subset of pure dimension 1 is a finite sum of images of definable arcs. By abuse
of terminology, by a definable arc we often mean both the arc and its image
L = l([0, ǫ]). In order to prove Proposition 5.1, we need a quasianalytic version
of Puiseux’s theorem stated below. It is a special case of the quasianalytic
version of Puiseux’s theorem with parameter due to K.J. Nowak([28]).
Let us notice that subanalytic arcs are analytic curves and their local analytic
rings are noetherian. Yet the former is no longer true in quasianalytic structures,
as shown by K.J. Nowak in the example constructed in paper [30]. The latter
seems to be doubtful as well, being related to the failure of the following splitting
problem posed by K.J. Nowak in papers [19] and [22]:
Let f be a Q-analytic function at 0 ∈ Rk with Taylor series f̂ . Split the set
N
k of exponents into two disjoint subsets A and B, Nk = A∪B, and decompose
the formal series f̂ into the sum of two formal series G and H, supported by
A and B, respectively. Do there exist two Q-functions g and h at 0 ∈ Rk with
Taylor series G and H, respectively?
In some special cases of splitting the Taylor exponents, a negative answer
was given by H. Sfouli [33].
Although definable arc not need to be Q-analytic curve, it can be parame-
terized by a Q-analytic function. It is a consequence of the following
Theorem 5.1(Puiseux’s Theorem). Let
f : (0, 1)→ R
be a bounded definable function. Then there exists an interval I := (−ǫ, ǫ) such
that
(1) either the function f vanishes on I ∩ (0, 1);
(2) or there exist r ∈ N and a definable function F (t), Q-analytic on I such
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that
f(t) = F (t1/r), for all t ∈ I ∩ (0, 1).
Our goal is the following
Theorem 5.2 The set ZN is a closed definable set.
Proof. We can assume that X is compact. By Theorem 4.1 the set of the
diagrams on X \ Z is finite. By Corollary 4.3, ZN is a definable set. Thus it
remains to prove that ZN is closed.
Let W be a stratification of X such that ZN is a sum of strata and the
diagram of initial exponents is constant on each stratum. Let W ∈ W . It is
enough to show, that
(∗) Nb ≥ NW for each b ∈W
′
where NW is the diagram of initial exponents of the ideal Fy(X) for all y ∈W ,
and W ′ ⊂ W \W is a stratum such that W ′ ∩ Z = ∅. Take b ∈ W ′. By the
curve selection lemma ([11],Chap. 6, Corollary 1.5) there exists a continuous
definable, injective function f : (0, ǫ) → W such that limx→0 f(x) = b. It is
then enough to prove (∗) for the definable arcs with the end at W ′. Theorem
5.2 will be proved once we establish the following
Proposition 5.1. Let L ⊂ X be a closed definable arc. Let α ∈ Nn, and for
each b ∈ L, Nb(α)− = N(α). Then the set Z ∪ {b ∈ L \ Z : α /∈ Nb} is closed
definable set.
Indeed, let us assume, that for some definable arc L with end b ∈ W ′ we
have Nb < NW . Let β1, . . . , βs be the vertices of Nb, and let γ1, . . . , γr be
the vertices of NW . Clearly Nb < NW if and only if r < s and, for i ≤ r,
βi = γi, or there exists j ≤ min{s, r} such that βj < γj and βi = γi for
i < j. Therefore, there exists α ∈ Nb such that Nb(α)− = NW (α)−. Then
Z ∪ {b′ ∈ L : α /∈ Nb′} = Z ∪ L \ {b}, which is not closed. This contradicts the
conclusion of Proposition 5.1.
Proof. (of Proposition 5.1.) By Proposition 4.2, Z ∪ {b ∈ L : α /∈ Nb} is
definable. It remains to prove, that it is a closed set. Let Σ be the set from the
proof of Proposition 4.1 for Y = L. To prove that Z ∪ Σ is closed it is enough
to show, that (L \ Z) \ Σ is open in L \ Z. If α ∈ N, then (L \ Z) \ Σ is an
empty set and thus open. Whence we can assume that α /∈ N and, since we
only will consider multi-indices smaller then or equal to α, we can assume that
N = N−(α). Therefore N ⊂ Nb for all b ∈ L \ Z.
Let k = |α| and l = lϕ∗(k) (where lϕ∗(k) is the uniform Chevalley estimate).
Let q be the largest number of connected components of ϕ−1(b) for b ∈ X . Fix
a point b ∈ (L \ Z) \ Σ. Obviously we can assume that b is the end of L. Let
τ : [0, 1]→ L be the parametrization of L such that τ(0) = b.
In order to prove Proposition 5.1, we introduce the concept of essential point.
Definition 5.2. A point a ∈M qϕ is called the essential point if the following
implication is true: if ξ = (η, ζ) ∈ KerΦ(a), then ξ ∈ Ker (A(a′), B(a′)) for all
a′ ∈ ϕ−1(ϕ(a)) (here A(a′) and B(a′) are matrices as in Chapter 4).
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We have the following
Lemma 5.1. The set S ⊂ M qϕ of essential points is a definable set and
ϕ(S) = X \ Z.
Proof. Clearly S = {a ∈ M qϕ : ∀a′ ∈ M
q
ϕ rankΦ(a) ≥ rankΦ(a
′)} thus it is
definable set. Finally, ϕ(S) = X \ Z by Lemma 4.3 for p = q =
(
n+l
l
)
.
Consider a sequence {bω}ω∈N ⊂ L with limω→∞ bω = b. Such a sequence
is a relatively compact set, because, by the assumption on X , L is compact.
Since ϕ is a proper map, the set ϕ−1({bω}ω∈N∪{b}) is a compact subset ofM qϕ.
By Lemma 5.1, ϕ(S) = X \ Z, and thus we can take a sequence {an}n∈N ⊂ S
such that ϕ(aω) = bω. Of course {aω}ω∈N has an accumulation point at a ∈ S
such that ϕ(a) = b. Therefore, there exists a definable arc L˜ = τ˜([0, 1)), where
τ˜ : [0, 1)→M qϕ is a parametrization of L˜, such that τ˜ (0) = a and τ˜ ((0, 1)) ⊂ S.
Consider the following diagram
ϕ ◦ τ˜ : [0, 1)
τ−1◦ϕ◦τ˜ %%▲▲
▲
▲
▲
▲
▲
▲
▲
▲
// L
[0, 1)
τ
OO
By the monotonicity theorem ([11],Chap. 3, Theorem 1.2) and the fact that
τ−1 ◦ ϕ ◦ τ˜ is not constant, we can assume that τ−1 ◦ ϕ ◦ τ˜ is a strictly increas-
ing function on some interval [0, p) ⊂ [0, 1). Therefore ϕ(L′) ⊃ τ([0, p)). By
Puiseux’s theorem, there exists a Q-analytic parametrization
ε : (−1, 1)→M qϕ
such that ε([0, 1)) = τ˜ ([0, p)).
Since b ∈ (L \Z) \Σ, α ∈ Nb. Thus there exists G ∈ Rb such that monG =
(y − b)α and G − (y − b)α ∈ Q̂Nbb ⊂ Q̂
N
b . Here we identify Q̂b with R[[y − b]].
Since α /∈ N−(α) = N, we get G ∈ Q̂Nb , and therefore D
βG = 0 for β ∈ N. Of
course J lbG ∈ J
l(b)⊗R Q̂b.
Let a = ε(0). The mapping ϕ : M qϕ → R
n induces a ring homomorphism
ϕ̂∗
a
: Q̂b → Q̂Mqϕ,a, and further the homomorphism
(1) J laϕ : J
l(b)⊗ ÔMqϕ,a →
q⊕
i=1
J l(ai)⊗ ÔMqϕ,a.
Let ξ̂a := (J
l
bG) ◦ ϕ̂a. Thus ξ̂a ∈ J
l(b)N ⊗ ÔMqϕ,a and we can write ξ̂a = (η̂a, ζ̂a)
according to the direct decomposition
J l(b)N(α) = J l(b)N
−(α)+ ⊕ (m̂y
>α ∩ J l(b)N(α)).
Therefore the αth component of η̂a is 1 (since D
αG = 1).
The restriction of J laϕ to J
l(b)N ⊗ ÔMqϕ,a can be interpreted as a matrix
Φa = (A,B) with entries in QMqϕ,a ⊂ Q̂Mqϕ,a. Thus we get Φ(a) = (A(a), B(a)).
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Observation. If G ∈ Ra, we have
J laϕ(J
l
bG) = 0.
It is an immediate consequence of the following formula
(2) J laϕ
(
(ϕ̂∗a(D
βG))|β|≤l
)
= (Dα (ϕ̂∗a(G)))|α|≤l ,
for all ai such that a = (a1, . . . , aq).
Hence ξ̂a is a solution to the system of linear equations with Q-analytic
coefficients at a ∈M qϕ that corresponds to the matrix Φa:
(⋆) Φa · ξ̂a = 0.
We shall consider the numerical system of linear equations obtained form
(⋆) by evaluating its coefficients at point a′ of arc L˜ near a. Our goal is to find
solutions ξ(a′), a′ ∈ L˜, whose α-th component ξα(a′) 6= 0.
To this end, consider the pull-back of system (⋆) by mean of the parametriza-
tion ε(t) of the arc L˜:
Φ0 · ξ̂0 = 0, with Φ0 = ε̂
∗
0(Φa), ξ̂0 = ε̂
∗
0(ξ̂a) ∈ J
l(b)⊗ Q̂1.
The coefficients of the system of linear equations obtained belong to the quasi-
analytic local ring (Q1,m), which is a discrete valuation ring, and therefore
a noetherian ring. Hence and by Lemma 2.6, there exists a solution ξ ∈
J l(b)N ⊗ Q1 such that ξ̂ − ξ ∈ J l(b) ⊗ m̂. Therefore, since ξ̂α(0) = 1, we
get ξα(0) = 1 and ξα(t) 6= 0 for t close to 0.
In this manner, we achived numerical solutions ξ(ε(t)) := ξ(t) of the system
(⋆) at points a′ = ε(t) lying on the arc L˜ near a. At this stage, we are going to
complete the proof.
Take a polynomial f on Rn such that J lf(b′) = ξ(a′) where ϕ(a′) = b′. Then
ϕ∗a′(f) ∈ m
l+1
a′ for all a
′ ∈ ϕ−1(b′). Hence, by the uniform Chevalley estimate
lϕ∗(b
′, k) ≤ lϕ∗(k) = l,
there exists g ∈ Rb′ such that f − g ∈ m̂
k+1
b′ . Then J
lg(b′) = (η(a′), ζ) with
some component ζ, and ηα(a′) 6= 0. Since g ∈ Rb′ and N
−
b′ (α) = N, η
α(a′)
is the only nonzero component of η(a′). Therefore, exp g = α and α ∈ Nb′ .
Consequently, (L \ Z) \Σ is open in L \ Z, whence Z ∪Σ is a closed subset, as
asserted in Proposition 5.1
This completes the proof Theorem 5.2.
6 The Hilbert-Samuel function.
Here we provide a proof of the implication (3) ⇒ (5), which is based on ideas
similar to those from our proof of the implication (2)⇒ (4). Let us emphasize
that Bierstone–Milman’s proof from [5] does not work in the quasianalytic set-
tings, since they use the fact that subanalytic arcs are analytic curves and their
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local analytic rings are noetherian. As we mentioned in the previous section, it
is not true in the quasianalytic settings.
Let Z ⊂ X be closed definable subsets of Rn. For b ∈ X , Nb is the diagram
of initial exponents of the ideal Rb = Fb(X), and Hb denote the Hilbert-Samuel
function of Q̂b/Rb:
Hb(k) = dimR Q̂b/(Rb + m̂
k+1
b ), k ∈ N.
The set of Hilbert-Samuel functions is equiped with the standard partial order-
ing, i.e. for two such functions H and H’, H ≤ H ′ if H(k) ≤ H ′(k) for all k ∈ N .
With respect to the ordering above, we have the following
Theorem 6.1 Assume that X admits a definable stratification such that Z
is the sum of strata an the diagram Nb is constant on each stratum disjoint with
Z. Then Hb is Zariski-semicontinuous relatively to Z.
Proof. As in the proof of Theorem 4.2, we can assume that X is compact. Let
b ∈ X and let Nb be the diagram of initial exponents of Fb(X). By Corollary
3.2, Hb(k) = ♯{γ ∈ Nn \ Nb : |γ| ≤ k}. It follows from the stratification by
the diagram of initial exponents that the function b → Hb is constant on each
stratum. Let W be a stratum disjoint with Z such that the diagram of initial
exponents is constant on W and let HW be the Hilbert-Samuel function on W .
It is sufficient to prove that for each definable arc L, whose interior is contained
in W and the end b of L belongs to (W \W ), Hb(k) ≥ HW (k) for each k ∈ N.
Let q be the maximal number of connected components of ϕ−1(b) for b ∈
X . Let us consider the mapping ϕ : M qϕ → X . By Corollary 2.4, there is a
stratification of M qϕ =
⋃
iM
q
i such that Na = N(Ra) is constant on each M
q
i ,
and this stratification is compatible with stratification by the diagram of initial
exponents. For each a ∈ M sϕ such that ϕ(a) = b there is Rb ⊂ Ra, and thus
Hb(k) ≥ Ha(k). By Proposition 4.4, there is a uniform Chevalley estimate l(k)
on a stratum M qi such that lϕ∗(a, k) ≤ l(k). Whence it is sufficient to prove the
following
Lemma 6.1 Let L˜ be a definable arc in M qϕ and let a be the one of its
ends. Suppose that Hx is constant on L˜ \ {a} and lϕ∗(a, k) ≤ l(k). Then
Hx(k) ≤ Ha(k).
Proof. Let ε : (−1, 1)→M q be a quasianalytic parametrization of L˜. Let k ∈ N
and l = l(k). Let v1, . . . , vs be a basis of the vector space(
Ra + m̂
k+1
ϕ(a)
)
/m̂k+1ϕ(a).
Let Gj ∈ Ra be a representation of v1, . . . , vs. By ξlj we denote the elements of
J l(ϕ(a)) ⊗ ÔMqϕ,a such that ξj = (J
l
bG) ◦ ϕ̂a for j = 1, . . . , s. By the notation
from Chapter 3, ξlj = (ξ
k
j , ξ
lk
j ). For each x ∈ L˜, we write J
lϕ(x) as a block
matrix J lϕ(x) = (Slk(x), T lk(x)). Clearly, we can assume that the rank of
T lk(x) is constant on L˜ \ {a}. Put r := rankT lk(x). By the Observation from
Chapter 5, we have
J laϕ · ξ
l
j = 0, j = 1, . . . , s,
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where J laϕ = (S
lk
a , T
lk
a ) is a matrix with coefficients from Q̂Mqϕ,a. Then
(⋆) adrT lka · S
lk
a · ξ
k
j = 0, j = 1, . . . , s.
Similarly to the proof of Proposition 4.1, we consider the pull-back of the
system (⋆) by mean of parametrization ε(t), and thus we obtain the system of
linear equations with coefficients from Q1:
adrT lk0 · S
lk
0 · ρ
k
j = 0, j = 1, . . . , s,
where T0 = ε̂
∗
0(Ta), S0 = ε̂
∗
0(Sa) and ρ
k
j = T0 = ε̂
∗
0(ξ
k
j ) for j = 1, . . . , s.
Let w1, . . . , wp be the system of generators of Ker ad
rT lk0 ·S
lk
0 . Since ξ
k
j (0) =
vj are linearly independent, w1, . . . , wp span a vector space of dimension ≥ s.
Since Q1 is noetherian, there exists a system of generators w1(t), . . . , wp(t) of
Ker adrT lkt · S
lk
t , for t from the neighborhood of 0 in [0, 1) and
adrT lk(t) · Slk(t) · wj(t) = 0, j = 1, . . . , p.
Thus, for x = ε(t) near a, there exist w1(x), . . . , wp(x) which span the linear
space of dimension ≥ s and
adrT lk(x) · Slk(x) · wj(x) = 0, j = 1, . . . , p.
By Lemma 3.3, dim(Rx+ m̂
k+1
ϕ(x))/m̂
k+1
ϕ(x) = dimKer ad
rT lk(x) ·Slk(x). Thus for
each x ∈ L˜\{a} we obtain dim(Rx+m̂
k+1
ϕ(x))/m̂
k+1
ϕ(x) ≥ s, whence Hx ≤ Ha. This
ends the proof.
7 Final remarks
In this article we proved three implications which consist of proof of Theorem
1. The remaining implications can be proven verbatim in the same way as in [5]
for analytic case. The reason why the remaining parts of proofs can be repeated
in the same way as in subanalytic case is that they rely on properties of analytic
functions which are also avaliable for quasianalytic functions.
It is worth to point out that the class of sets definable in quasianalytic
class is broader than class of subanalytic sets. By the results from [9], in any
quasianalytic class which is not analytic but contains analytic functions, there
exists a function which is nowhere analytic. Thus there are closed definable sets
which are not subanlytic (in classical analytic meaning). The proof of existance
of nowhere analytic functions can be found in [9], however this proof is not
constructive and uses Baire theorem. On the other hand, in [14], the author
provides a constructive examples of quasianalytic functions which are nowhere
analytic( or more generally, which are in some class but nowhere in some lower
class).
An interesting problem is to specify some class of closed definable sets which
are formally semicoherent (or poses any of the equivalent properties considered
in this paper). It is not known so far if even closed quasianalytic sets are formally
semicoherent.
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