This short note contains some remarks on a recent bibliometric survey about some of the major scientific journals in the field of Quality Engineering/Management (Qual. Reliab. Engng. Int. 2010; 26(6):593-604). In particular, thanks to Professor Woodall's precious indication, it has been freshly noticed that some results in the original work are biased by mistakes in the bibliometric databases (in this case Google Scholar). After a careful examination and correction of biased data, a synthetic analysis of the typical mistakes of bibliometric databases is presented, focussing the attention on the importance of using robust bibliometric indicators.
Introduction
T his short note concerns a paper recently published in the Quality and Reliability International journal by the authors 1 . Briefly, this paper presented a bibliometric analysis of 12 major journals in the field of Quality Engineering/Management, from the point of view of some bibliometric indicators (see Table I ). It is worth noticing that, when large-scale evaluations of the scientific production are performed (e.g. over hundreds or even thousands of publications), bibliometric indicators seem to be the only practicable instrument 2, 3 .
Indicators used in the original analysis are, respectively,
• Hirsch (h) index for a journal, defined as the number such that, for the group of articles published by the journal in a precise time period (e.g. one year), h articles received at least h citations while the others received no more than h citations 4, 5 . Figure 1 shows the original h profiles for the journals of interest, in 20 consecutive years.
• Total number of citations (C), defined as the number of citations received up to the moment of the analysis by the journal issue(s) published in a specific period (e.g. in one year). Figure 2 shows the original C profiles for the journals of interest, in 20 consecutive years.
• h-spectrum, defined as the distribution representing the h values associated with the authors (and coauthors) of a specific journal, considering a specific publication period. This indicator provides an image of the journal author population in a precise time period 6 .
For a detailed explanation of these indicators, we refer the reader to the original article 1 . Citation statistics were collected using the Google Scholar (GS) database. It was decided to use this database (i) because of the greater coverage with respect to other databases (such as Web of Science (WoS) or Scopus) and (ii) since it is free and can be easily accessed through Publish or Perish c (PoP) or other ad hoc software applications, specially designed for citation analysis with GS 7 . Indicators were calculated taking into account the citations accumulated up to the moment of the original analysis (June 2009).
That being said, the decision of writing this short note was taken after receiving from Professors Woodall and Montgomery some comments on the data represented in Figure 2 8, 9 . In detail, the comments concern the C profile related to 'Technometrics' (TM), which looks rather nervous, with many peaks that often fall beyond the upper limit of the vertical axis scale. In the initial analysis, it was noticed that in 1992, 2000 and 2004, C values were inflated by a small number of 'big hit' articles with a huge number (several hundreds) of received citations. These 'big hits' are the focal point of this short note. We give Professor Woodall merit for noticing that some of them are false references, originated from database mistakes. Specifically 1. The surprisingly high number of citations assigned to some papers published in 2000 is due to the fact that, in this year, TM republished some of the best papers from his history (e.g. important papers of Mallows, Roberts, Nelson, etc.) and these were all counted as 2000 papers by GS (see the PoP screenshot in Figure 3 (a)) 10 . A proof of this mistake is that almost all the citations received by those papers are prior to 2000 ( Figure 4 shows, for example, some of the citations associated with the very highly cited Hoerl and Kennard's paper 11 , republished in 2000). Probably, testing for the condition that the citing year must be equal to or larger than the publication year of the cited document could filter out a large number of false matches like these. The remainder of this short note is organized into two sections. Section 2 illustrates the new C and h profiles related to the 12 journals of interest, repeating the analysis and removing database mistakes discussed before. Section 3 makes some general comments on the common mistakes of bibliometric databases and the possible remedies to limit their negative effect.
New h and C profiles
Figures 5 and 6 report, respectively, the new C and h profiles related to the scientific journals in Table I , after removing the false references discussed in Section 1. It can be noticed that these new profiles are not very dissimilar from those of the original analysis, although slightly higher. This depends on the fact that, in the about 14- 
Remarks on database mistakes

Sensitivity of the indicators in use
Using the words of Professor Montgomery, database mistakes noticed by Professor Woodall are evidence of how tricky the citation business can be. In particular, mistakes like these may significantly influence some non-robust bibliometric indicators. For example, let us consider the average number of citations per paper (CPP) related to TM. Being not very robust, CPP is subject to large fluctuations between biased values (in presence of database mistakes) and corrected values (after removing database mistakes). For the purpose of example, Table II reports the values of CPP and other common indicators-i.e. the total number of publications (P), C and h-for TM, in the three years influenced by the database mistakes (2000, 2003 and 2004) .
Examining Table II , it can be noticed that the biased C and CPP values are 1-2 orders of magnitude higher than the corrected ones. On the other hand, differences between biased and corrected h values are much smaller. This is an additional confirmation that h-index is a robust indicator, since it is not much influenced by the number of citations received by the most cited papers 14, 15 . For this reason, in many situations h is preferred to other indicators such as those based on the average number of CPP-including the ISI journal Impact Factor, with its false impression of precision conveyed by the three decimal points 16 . This is one of the reasons why h has been used in our survey, not only to compare scientific journals on the basis of the received citations, as shown in Figures 2 and 5 , but also to construct the journal h-spectrum, that is to say an indicator of the level of the scientific reputation of the journal authors.
Common database mistakes and problems
Referring to the previous discussion, we take the opportunity to list some of the most common errors in bibliometric databases. For more information see the relevant literature 17--20 .
1. Limited coverage. WoS and Scopus cover thousands of peer-reviewed academic journals from every field. However, this is still only a selected set of the journals. According to many bibliometrists, coverage for many fields such as Social Sciences, Computer Science or Engineering Science is not sufficient. The fact that more than half of the journals investigated in our survey are not indexed by ISI Thompson (see Table I ), and therefore not included in WoS, is emblematic. On the other hand, GS includes citations to books, book chapters, dissertations, working papers, conference paper and journal articles published in non-ISI and Open-Access journals. For this reason, GS database probably provides a more comprehensive picture of the In these years, the journals have a relatively large number of articles with many citations recent impact 7 . However, the fact that GS is still in beta testing and reluctant to declare the list of titles and documents covered tells us that this database should improve significantly before it becomes fully operational 19, 20 . 2. False references. Results can be distorted by false references, i.e. wrong assignments of publications/citations to one author or journal, shown in the first two sections. This problem is particularly evident for GS, due to the automatic generation of the data set by scanning and parsing PDF files, to extract reference lists. This 'strategy' makes it possible to obtain a very high coverage and frequent update, but may sometimes sacrifice data accuracy. Biased values are affected by some database mistakes, while corrected ones are obtained after removing these mistakes. Values are calculated taking into account the citations accumulated up to the moment of the analysis (August 2010).
3. Duplicate records. Bibliometric databases sometimes do not include citations to the same work that have small mistakes in their references (for example, typographical errors in titles, missing authors, authors listed in incorrect order, author names with diacritics or apostrophes, difference in the names used for the journals, and so on). The identification and summary of all duplicates is obviously crucial with regard to the quality of a citation analysis, as otherwise, relevant citations are not considered 19 . Automatic identification of duplicate records is a very challenging task that is receiving a lot of attention in computer science research 21 . 4. Author disambiguation. When automatically compiling publication lists for authors, there exists the problem of multiple scientists having the same name 1, 6 . This problem has been tackled when selecting the authors of a specific journal, before constructing the corresponding h-spectrum. Several simple 'tricks'-most of them known in the literature 15 -have been resorted, in order to identify a set of authors whose names most likely correspond to only one scientist in the subject area of consideration. They are briefly presented hereafter:
(a) only scientists for which we could obtain their full first and last name were kept; (b) common US and Chinese family names (such as 'Smith' or 'Chang') have been removed with the help of specific dictionaries. These cases are especially likely to be ambiguous; (c) last names with less than five characters, such as 'Mata' or 'Tsai', have been removed. This filter removes additional names of Asian origins, for which disambiguation is a serious problem; (d) citation statistics of authors with relative high h-indices, say larger than 25-30, have been manually checked due to the high risk of ambiguity; (e) GS has been queried with full name and subject area filter, to avoid collisions with scientists in other improbable domains (i.e. Biology, Chemistry, Astronomy, etc).
Despite the more or less frequent mistakes, bibliometric databases remain essential for assessing the scientific production of scientists and/or journals and, fortunately, they seem to be more and more committed to improve and fix mistakes. However, for a sound and plausible bibliometric analysis, it is convenient to take two aspects into account 20 :
• Data preparation, data cleaning and integrating data from several sources are important to achieve useful and correct results.
• Priority should be given to robust indicators, i.e. those less affected by possible database errors. This is one of the reasons for the great diffusion of h and h-based indicators for bibliometric surveys.
