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We propose a parallel branch and bound algorithm for the quadratic assignment problem; this 
algorithm has been implemented on an asynchronous multiprocessor machine with shared 
memory (the Cray X-MP). For problems with size nz IO, the improvement in using n processors 
is very close to n, and moreover very good results are obtained for a classical example from the 
literature with size 12. 
1. Introduction 
Quadratic assignment problems (QAP) even of moderate size (n = 10) are very 
hard to solve. We proposed some years ago a method which produces optimal solu- 
tions to QAP’s for sizes up to n = 12 and good solutions for nr 15. This method 
was based upon a reduction procedure which splits the objective function into a 
linear term and a reduced quadratic term (2.2). This reduction enables easy com- 
putation of lower and upper bounds for the cost of the optimal solution (2.2). The 
last step was followed by a branch and bound procedure (3.3), but as its computa- 
tional requirements grow exponentially with the problem size n, problems of prac- 
tical size (n = 20) cannot be solved exactly due to excessive running time and memory 
requirements. 
Therefore, the idea of realizing a parallel implicit enumeration of the solutions 
of the problem in order to accelerate the search, has naturally emerged. 
As we proposed a general method for designing a distributed branch and bound 
algorithm, well suited for asynchronous MIMD computers or computer networks, 
we then adapted it to shared memory multiprocessor machines [5]. 
The structure of the B&B algorithm is such that it increases the number of parts 
of the tree that can be carried out in parallel: a ‘polytomic’ branching rule is used; 
it generates several successors of a node of the search tree and strongly constrains 
subproblems (many solutions are excluded from each subproblem), and it allows us 
to keep only little information about each node of the tree [3]. From experimental 
results, we analyze the performance of the algorithm (5.5). 
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2. A branch and bound procedure for QAP: Sbiva’s method 
Assignment problems with quadratic objective functions can be found in different 
fields such as: economics (plant location problem), electronics (blackboard wiring 
problem), computer aided design in architecture (layout of hospitals), ergonomics 
(development of new type/writer keyboards). 
We give an example of a facility location problem. Let us suppose that n plants 
are to be assigned to n locations. Here, xik equals 1 if facility i is placed in location 
k, 0 otherwise, ~j is the flow of ‘material’ between the facility i and the facility j, 
dk, is the distance between location k and location 1. Then we may define the pro- 
blem as follows: 
k=l,..., n, 
i=l,..., n, 
kc, ,t, J;jdk,XGj,. 
In short, we can consider the assignment of facilities to locations as a permutation 
pofthesetN=(1,2,3 ,..., n} by setting p(i) =j if facility i is assigned to location j. 
Then the QAP consists of finding a permutation p that minimizes: 
Z(P) = IL E Ajdp(i)p(j). ;=I j=l 
QAP’s belong to the class of NP hard problems. Even problems of moderate size 
are very difficult to solve. We proposed some years ago a method based upon a 
reduction process. This reduction enables us to compute bounds more easily in the 
tree search procedure which will be described later. We briefly review this method 
and its last development SHIVA (for details, see [16], [12]). 
2. I. Reduction procedure 
The reduction of a matrix M= (mij), (i,j) ENxN, with nonnegative elements 
consists of finding 2n numbers ai, bJ so that: 
M’ = (ml) = mjj - (Y; - pj is a matrix with nonnegative elements which has at least 
one zero (element such as m,> = 0) in each row and each column. If we apply this 
transformation to both matrices F and D, we obtain two reduced matrices F’ and 
D’ and a new quadratic assignment problem with the objective function Z’(p): 
Z’(P) = C C .hjd&;)p(j) 
i J 
where F’=(&) with &=fij-~;-pj, D’= (d;,) with dL,=dk,-Cri-P;. 
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It can be shown [ 161 that the following relation holds between the objective func- 
tion of the original problem Z and the reduced problem Z’: 
Z(p)=Z’(p)+K(p)-g (1) 
where g is a positive constant: g = ( Ci a;)( C, /?;) + ( C k a;)( Cj /I,>, K(p) = C, I’c,~;, is 
the objective function of a linear assignment problem with respect to the matrix 
K = (kik) where 
Let us illustrate this method with an example. 
Facilities F, , F2, F3, F4 are to be assigned to locations L,, L,, L,, L,. 
FI F2 F3 F4 L, L2 L3 L4 
F=;m D=;iF 
Two reduced matrices F’ and D’ are obtained here (method redl) by substracting 
from each row, then from each column its minimum element. 
K= 
011 1 
0 00 0 
D’= 1 1 0 0 2 1 0 0 1 
p; 1 0 2 1 
g=80 
Z(P)= C C hJd,i(i)p(j)+ C k;p(i)-g 
i j i 
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Due to the linear term K(p) one can easily compute a lower and an upper bound 
of the optimal value. 
2.2. Bound calculation 
Let P be the set of all permutations of (1, . . . , n). Consider Z(p) = Z’(p) + K(p) - g 
for PEP and let P* be the optimal permutation: Z*=Z(p*)=minpZ(p). 
Lower bound 
We use the technique of Gilmore [7] to compute a bound of Z’(p). Gilmore shows 
that min, C:‘=, a,boCj, can be calculated by ordering the elements of a, increasingly 
and the elements of bj decreasingly (‘ordered product’ of vectors a and 6). 
Let us call PO (J;‘. , di.) the ordered product of row i of F’ and column p(i) = k 
of D’, i.e., 
where f;, 5 f& % . . .s fi;,, and di,, L dill 2 . . 2 d;,,, . 
Setting PO(p) = Cy=, POlpcrj, we obtain Z’(p)>PO(p) and Z(p)rPO(p)+ 
K(p) - g for all p E P. 
Let B(p) +K(p) and let B be the matrix with elements PO,+ K,,. Then we get 
for example 
B= 
LI L2 L3 L4 
matrix PO 
152 64 192 136 
30 0 60 30 
+ 
74 16 120 70 
matrix K 
zz 
152 64 192 136 
30 0 60 30 
53 0 96 48 
76 16 120 70 
A permutation PB may be found by solving a linear assignment problem with 
cost matrix B. 
Let B* be the final reduced matrix of the Hungarian method, i.e., B*= 
(B, - ui - uk) where ui and uk are the optimal dual variables. Then one has 
B(p)=B*(p)+B(pB) for allpEP. 
Our example yields 
B(pR) = 247 and 
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Therefore, we get the lower bound 
Z=B(#)-g 
which works out to Z = 247 - 80 = 167. 
Upper bound 
This permutation immediately gives us the upper bound Z = Z(pB) z Z(p*). In 
our case Z= 190 so that the optimal value Z* satisfies 167 =Z<Z*rZ= 190. 
Remarks. (i) If Z’(pB) = PO(pB), then pB is the optimal permutation. 
(ii) All pair assignments with a cost in B* greater than d = Z- Z may be pro- 
hibited: 
if Bjyk>d then BjTk= + M. 
For example, if we choose to assign F, to L,, we obtain an assignment with a 
cost greater than or equal to 167+29= 196. (Z(p)rB*(p)+ 167.) 
(iii) A reduction is all the more powerful since it produces a higher lower bound. 
We use RED2, which tries to decrease as much as possible the greatest element of 
the current matrix in order to minimize the importance of the quadratic term Z’(p) 
in the objective function. 
RED2 for k=2, . . ..2n 
find the greatest mti, mirjs, 
if min ?77irj> min mijf , 
jti’ i z i ’ 
then (Yi’ = min mizj, 
j*j’ 
mizj = mi,j- a,, , 
else pj~ = $F t?lijs = Wli]s - /lj,. 
3. Branch and bound procedure 
A ‘polytomic’ branching scheme 
To simplify, we define the separation of the root node S,. The associated matrix 
B, called B”, gives us a lower bound. Let PBD be the permutation that minimizes 
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B’(P): 
pB” = 1 2 .‘. n 
a, a2 .I. a, > 
For i=l,..., n, S; denotes the set of assignments which have the property P, : i is 
assigned to a;. Sj denotes the complement of Si in SO. 
A separation of So will be a partition of (n + 1) elements where: Tr =Sr , T,= 
s,ns,, q=s,ns,_g ... ns,, T,+,= s,ns,_,n ... ns,; IJYJ,’ q=s, and 
7;cs, 
In fact, only the successor nodes T,, . . . , Tnp2 will be generated; the nodes T,_ 1, 
Tnt Tn,, are terminal nodes. T,,, , corresponds to the feasible solution p *‘, T,, to 
an infeasible solution (if p(1) = aI, . . . , p(n - 1) =a,_, then p(a) =a,,) and there is 
only one feasible solution (p( 1) = a,, . . . , p(n - 1) = a,,, p(n) = a,_ ,) belonging to 
T,_, . So, it is not necessary to create them. 
=o 
p(l)+ a, \ PC I )= a, 
PC I )- a , 
\\ 
:-,I:. 
p(2)=a2 
p(2Wa2 
\ . pfn-3)=an_3 
\ 
p(n-2)#an_2 
T1 T2 (-J C&-J 
The choice of the first property (p(l)=a,) is based on the well known heuristic 
‘regret’ or alternate cost: 
min by+ min b;,, 
i+al i+l 
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The pair assignments are ranked in descending order according to their alternate 
cost. 
In the example, p”“=(i : : j); r12= 18, r23= 13, r31 =O, rdl =O. 
Hence the first level of the tree will be: 
T3 is not created. But, the cost of (i : f i) is computed: 184. 
Bound computation 
At each node T, of the tree, we know the set of pair assignments included and 
the set of prohibited pair assignments. This partial solution of the assignment pro- 
blem is represented by the partial permutation cy defined on Ik c N and we call fi the 
permutation defined on 7,, complement of Zk; fi corresponds to a completion of 
the partial solution. First, we compute BCk’(/3), i.e., for ie&, 
We solve the linear assignment problem with cost matrix BCk’ to obtain zCk). Let 
P ‘w) be the optimal permutation. Then z (k) = K(a) + Z’(a) + B(pBCk)) -g. Each 
pair assignment with a cost greater than d = Z” -ZCk) is prohibited, if Z” is the 
cost of the best known solution. 
4. Results 
The results presented here concern problems whose size is less then or equal to 
12. Beyond size n? 15, the number of nodes in the state space tree required to store 
exceeds the system capacity (30 000 x n - 1). The problems we have tested are those 
of Nugent, Vollman and Rum1 [14] and some example of our own (generated by a 
random number generator with uniform distribution in the interval [l, 991). 
The list of nodes are ranked in increasing order following their lower bound. We 
have tested two strategies: the first strategy (‘best lower bound first’) selects a node 
at the top, the other one (‘deepest parent node first’) at the bottom of the list. Due 
to the structure of the branching scheme, the second strategy is very interesting. The 
search tends to be longer but the greatest number of nodes in the list is smaller. This 
is very promising since the overflowing storage is the main cause for a program to 
stop before reaching the optimal solution for problem size n 115. 
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Table 1. Running times on Cray 1 for small problem instances. 
Problems Nugent Total number of Maximal number of N,,,,,/N Time T (sec.) 
nodes N generated nodes in the list N 
size 5 16 9 56% 0.03 
6 69 19 21% 0.19 
7 134 31 21% 0.56 
8 428 281 65% 2.9 
N= number of nodes generated during the search (terminal nodes excepted). 
N ,,,,,=maximal number of nodes in the list during the search. 
T= time to find the optimal solution and to verify optimality on a Cray 1 computer (automatic vec- 
torization). 
5. A parallel algorithm 
We proposed general methods for designing distributed B&B algorithms well 
suited for asynchronous MIMD machines or computer networks in [9] and in par- 
ticular, an algorithm [lo] dedicated to a system with a modest number of processors 
and an efficient message passing scheme. 
We now give an adaptation of these ideas to such a machine: a shared memory 
multiprocessors computer. 
5.1. Main characteristics 
Our method is based upon the use of Nprocesses which are to be dealt with con- 
currently (where N depends either on the number of physical devices such as proces- 
sors, or on the size of the problem to be solved). 
The distribution of the work among the different processes is done by giving 
access to a shared list which contains information about every node which is to be 
expanded. We associate a priority to each node; the priority has to be adapted to 
the problem to be solved. For a best-first strategy, the nodes with the least lower 
bound are selected first. 
Hence, every active process finds, at the top of the list, the node it is going to 
expand. 
Insertion of items is done whenever the expansion of a node generates several suc- 
cessors whose evaluation is less than the best known upper bound (feasible solu- 
tion); these successors are then inserted in the list. 
Table 2. Running times on Cray 1 for problem with size n= 10. 
Problems N NW 
size 10 
strategy top I 3586 2489 
bottom 2 4600 6 
N,,,,,/N 
69% 
13% 
time T 
51 
59 
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Table 3. Running times on Cray 1 for problem with size n> 10. 
Size Strategy Limited time Best solution Distance d Number of 
obtained at most nodes generated 
12 I 600 248982 7% 22200 
Nugent 15 1 720 1172 11% 12000 
d=distance from optimal solution at most Z”- Z/Z”, Z” value of the best solution obtained, z the 
last best lower bound when the program stops. 
The best known upper bound (BKUB) is a shared variable which is updated 
whenever a local upper bound (lub), less than BKUB, is found at a node to be 
expanded. 
Items are suppressed either at the beginning or at the end of the list. The former 
case occurs whenever an inactive process looks for a new job, the latter case occurs 
whenever a lub is less than BKUB: every node whose evaluation is greater than lub 
is eliminated because it cannot lead to an optimal solution. 
The algorithm terminates whenever the list is empty and all the processes are 
inactive. 
5.2. Data structures 
The major data structures are matrices F and D (n x n square matrices where n 
is the size of the assignment) and the list of nodes of the tree. This list is imple- 
mented as a heap (binary tree) in order to use fast existing algorithms to insert, sort 
and remove items. A polytomic branching scheme allows us to insert in the list 
several nodes at the same time. 
The information that we keep in the list for a node is its lower bound, and what 
we call the context of a node. For an assignment problem, we need only the set of 
included pair assignments and the set of excluded ones. In order to limit the memory 
storage, we modify the branching rule. At the first separation, pair-assignments are 
ranked in decreasing order according to their alternate costs. This order will always 
be followed in the other separations. 
n ! generated nodes 
n( n- 1 ) height of the tree 
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5.3. Definition of variables 
Variables used in multitask code can be categorized as follows according to the 
way they are allocated by the tasks that have access to them: 
(a) Shared variables 
LIST: list of items implemented as a heap; each item contains the evaluation of 
a node, all the pair-assignments included, and the number of prohibited pair- 
assignments; size ( ... , n - l), 
NBLIST: number of nodes in LIST, 
BKUB: best already known assignment (upper bound), 
COUNT: number of active processes. 
(b) Event variables (We use events for synchronization; a process can wait for events 
or post events that others may be waiting for.) 
INSER: this event is sent when a process inserts items in the list that was empty. 
(c) Variables local to one process 
lub: upper bound (an assignment) associated with a node of the tree, 
Ilb: lower bound associated with a node of the tree. 
The critical region (segment of the code that has access to a shared resource) must 
be monitored because the program modules containing them have to run in parallel. 
This monitoring can be done by having one code segment set a lock when it enters 
a critical region (this amounts to the process setting up a flag to indicate that the 
shared data is being used). All other processes that run in parallel check the lock 
before they enter a corresponding critical region. The synchronization primitives 
are: 
LOCK(-) and UNLOCK(-). 
5.4. The program 
‘Initial’ process: 
begin 
COUNT = 0; NBLIST = 0 
LIST = root of the tree; FIN = false 
Branch to this node and create its successors 
Compute its upper bound (lub) 
Compute lower bound (llb) for each successor of the root 
BKUB = lub 
For each successor node do 
if llb<BKUB then insert this node in LIST 
NBLIST = NBLIST + 1 
Start concurrently several node processes 
end 
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Node process: 
begin 
end = false 
while end = false do 
lock (NBLIST) 
if NBLIST=O then 
if COUNT=0 then 
end = true 
unlock (NBLIST) 
send event (INSER) 
else 
else 
unlock (NBLIST) 
wait event (INSER) 
COUNT = COUNT + 1 
select the node at the top of LIST 
suppress top of LIST 
NBLIST = NBLIST - 1 
unlock (NBLIST) 
create the successors of this selected node 
compute upper bound (lub) 
compute lower bound (llb) for each successor node 
read BKUB 
end 
if lub<BKUB then 
lock (NBLIST) 
suppress in LIST each node with 
llb 1 BKUB; decrease NBLIST 
BKUB = lub 
unlock (NBLIST) 
lock (NBLIST) 
for each successor node do 
if lub < BKUB then 
if NBLIST = 0 then send (INSER) 
insert this successor in LIST 
NBLIST = NBLIST + 1 
COUNT = COUNT - 1 
unlock(NBLIST 
5.5. Experimental results 
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We tried out our parallel algorithm on a Cray X-MP (a shared memory machine 
with four vector processors and 8M words of memory). The algorithm has been cod- 
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ed in FORTRAN 77 and the multitasking library of Cray has been used. First results 
have been obtained on an emulator called CREM running on a Multics machine 
BULL DPS 68, (more details in [l 11) at INRIA, France and last results on the Cray 
X-MP 48 at CRAY RESEARCH, Minneapolis, USA (dedicated time). 
We did two kinds of tests: 
- in the first series the number of processes is increased from 1 to 3 on CREM, 
from 1 to 4 on Cray X-MP in order to see the improvement; 
_ the second series compares various search strategies in the B&B algorithm for 
a given number of processes. 
5.5.1. Speed-up 
We solve examples from Nugent using a best first strategy (Table 4). Speed-up 
here is computed as: T,/T where T, is the solution time for one process and T, the 
solution time for i processes. 
Table 4. Speed-up for small problems from Nugent on CREM 
Size n 
5 
Example from 
Nugent 
Number of processes Simulated time (sec.) Speed-up 
1 2.85 1 
2 3.18 0.90 
3 3.31 0.86 
1 9.71 1 
6 Nugent 2 6.54 1.48 
3 5.56 1.75 
1 25.8 1 
I Nugent 2 14.85 1.74 
3 11.27 2.29 
1 126.50 I 
8 Nugent 2 65.32 1.94 
3 45.73 2.77 
Of course, the execution times vary with regard to the distribution of nodes 
among the processes (Table 5). 
Table 5. Example ‘Nugent, size n=7’, running times on CREM. 
Process I Process 2 Process 3 Total number of Time 
NS T NS T NS T nodes generated (sec.) 
50 11.27 41 9.13 43 9.31 134 1 I .21 
49 11.35 42 9.40 43 9.18 134 1 I .35 
31 8.30 40 8.91 63 12.26 134 22.26 
65 13.06 33 8.72 36 8.97 134 13.06 
NS = number of nodes, T= time in seconds. 
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Speed-ups are not significant for small size instances (n = 5 or 6). On the Cray X- 
MP, we generated problems with n = 10 and coefficients from a uniform distribu- 
tion in range [I, 991. The average speed-up is given in Table 6. 
Table 6. Running time on Cray X-MP 
n=lO 
Best 
first 
strategy 
Number of processes 
1 
2 
3 
4 
Average Speed-up 
1.97 
2.95 
3.90 
Average time 
30.74 
15.57 
10.43 
7.89 
For problem size n = 10, the example called Nugent 12 has been solved in 5 mn 
12s with four processes (Table 7). 
Table 7. Running time for ‘Nugent n= 12’, on Cray-X-MP. 
j-1 Nl T2 f”2 T3 N3 T4 N4 
308 20 831 301 20 833 312 20 843 298 20 872 
T, = time in seconds on processor i; N, = number of nodes on processor i. 
For problems with n L 10, the improvement in using n processors is very close to 
n. 
5.5.2. Testing of search strategies 
For sequential B&B algorithms it has been shown [6] that a best first strategy is 
optimal in the sense that it minimizes the total number of nodes generated under 
the following conditions: no ties occur among the lower bounds, branching and 
bounding depend only on the direct history of the tree (i.e. the path from the root 
to the node under examination). 
Hwang Lai and Sahni [17] and also Burton et al. [3] prove that with a best first 
strategy a parallel B&B algorithm may require more or less time than the correspon- 
ding sequential algorithm by an arbitrary factor; in their proof they assume that all 
Table 8. Running time for small problems on CREM. 
Strategy 1 Strategy 2 Strategy 3 
N,, N T N.,, N T N.,, N T 
Mug7 36 134 11.27 7 174 11.49 23 185 11.39 
Mat7 18 58 6.69 4 69 9.06 8 69 7.21 
Nug8 282 428 45.73 9 443 45.25 69 481 40.85 
Mat8 66 380 40.62 7 386 41.19 39 380 33.40 
N,, = maximal number of nodes stored together in the list. 
N= total number of nodes generated. 
T= simulated time in seconds. 
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processors are synchronized (which is not our case) and that the priority function 
is regular (no ties). 
So, we studied on CREM the influence of a given strategy with a fixed number 
of processors (e.g. 3). These strategies are those defined above (2.4): (1) best first, 
(2) deepest parent node first, (3) random. 
Strategy 1 minimizes the number of nodes, but with strategies 2 and 3, the ex- 
amination of a node (branching and bounding) is faster. 
On Cray X-MP, Strategies 1 and 2 for the problem with II = 10 and range [I, 991 
are comparable. 
Table 9. Running times on Cray-X-MP for problem with size rz= 10. 
Number of 
processes 
Strategy 1 
average time speed-up 
Strategy 2 
average time speed-up 
Strategy 3 
average time speed-up 
1 30.74 31.10 47.38 
2 15.57 1.97 15.62 1.99 24.17 1.96 
3 10.43 2.95 10.55 2.95 15.60 3.04 
4 7.89 3.90 7.93 3.92 11.91 3.98 
Conclusion 
We gave a parallel implementation of a QAP problem on a multiprocessor 
machine with shared memory (CRAY-XMP). 
For the examples we considered (size 10) we observed that the speed-up is nearly 
equal to the number of processors (up to 4 processors). This proves that an adequate 
parallelization of the QAP has been found. 
Moreover, these results also show that asynchronous parallel machines are better 
suited to the implementation of parallel B&B algorithms than synchronous ones [9]. 
From the point of view of memory occupancy, it is also interesting to notice that 
in some problem instances, the size of the search tree decreases when the number 
of processors increases. 
More generally, we have shown that our strategies provided a good trade off bet- 
ween speed-up and memory size. 
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