Translation elongation plays a crucial role in multiple aspects of protein biogenesis. In this study, we develop a novel deep reinforcement learning based framework, named RiboRL, to model the distributions of ribosomes on transcripts. In particular, RiboRL employs a policy network (PolicyNet) to perform a context-dependent feature selection to facilitate the prediction of ribosome density. Extensive tests demonstrate that RiboRL can outperform other state-ofthe-art methods in predicting ribosome densities. We also show that the reinforcement learning based strategy can generate more informative features for the prediction task when compared to other commonly used attribution methods in deep learning. Moreover, the in-depth analyses and a case study also indicate the potential applications of the RiboRL framework in generating meaningful biological insights regarding translation elongation dynamics. These results have established RiboRL as a useful computational tool to facilitate the studies of the underlying mechanisms of translational regulation.
Introduction
Translation elongation plays an essential role in protein biogenesis [1, 2] and has been increasingly recognized to associate with human diseases [3, 4] . However, despite the numerous research efforts in this field [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , the underlying mechanisms for the regulation of translation elongation still remain largely elusive.
In recent years, the accumulation of ribosome profiling data [15, 16] has provided an unprecedented opportunity for the applications of data-driven methods, especially machine learning approaches, in understanding the regulation of the translation elongation rate in vivo. In a typical ribosome profiling experiment, the mRNA fragments protected by ribosomes are captured and sequenced in a high-throughput manner, leading to a quantitative measurement of ribosome density at codon resolution. Based on these data, several computational models, e.g., RiboShape [17] and RUST [18] , have been proposed to predict the distributions of ribosome footprints along the mRNA transcripts. More recently, Tunney et al. [19] have proposed a new approach called iXnos to predict ribosome density from an input sequence neighborhood through a feed forward neural network, which shows superior prediction performance over previous methods. However, few of these methods pay attention to the specific roles of different sequence features, e.g., codons, in a given mRNA context. Instead, they only provide a global measurement to evaluate the average effect of each feature on the local ribosome density.
In this study, we develop a deep reinforcement learning based framework, named RiboRL, for the accurate recovery of experimentally determined ribosome density and the rationalizing of translation elongation dynamics at codon level. Intuitively, we assume that the contribution of each sequence element, e.g., codon or nucleotide, to the local translation elongation rate is non-uniform and depends on a specific sequence context. Therefore, in contrast to the previous prediction methods which feed the whole sequence context into a universal regressor, RiboRL first performs a context-dependent feature selection procedure for each sequence input, aiming to select the most relevant sequence features, also called rationales, for this specific learning task. To mimic the biological translation process, we model feature selection as a sequential decision process, following the reading order of a ribosome. Based on the generated rationales, a predictor is subsequently trained to predict the ribosome density. As the data label does not provide direct supervision information on the importance of individual codon positions, the training process of RiboRL is conducted by reinforcement learning in a trial and error manner through the coordination of a designed reward system which explicitly optimizes both quality and sparsity of the selected rationales.
The advantage of introducing the context-dependent feature selection scheme into our deep learning framework is two-fold. On one hand, the sparsity constraint forces the model to select the most relevant sequence features for prediction and therefore boosts the model performance, which in fact applies the same philosophy as in current sparsity regularization based statistical learning approaches [20] . On the other hand, it also greatly enhances the explainability of our deep learning model, enabling the application of RiboRL for mining potentially intriguing biological insights into translation elongation dynamics.
In this work, extensive tests using currently available high-quality yeast ribosome profiling data have demonstrated that RiboRL can significantly outperform the current state-of-the-art method as well as other commonly used deep learning architectures in ribosome density prediction. Moreover, by comparing the quality of the features selected by different attribution methods, we have also shown that RiboRL is able to generate the most informative sequence features to facilitate the precise prediction of ribosome density. In addition, genome-wide analyses and a case study using RiboRL have also revealed several interesting biological findings, further establishing the biological relevance of our model. These results have demonstrated that RiboRL can serve as a powerful tool to explore the sequence features of translation elongation dynamics and analyze various translation elongation-related phenomena, which will provide useful insights into understanding the underlying mechanisms of protein biogenesis. RiboRL is available as an open source software at https://github.com/Liuxg16/RiboRL.
Methods

Ribosome profiling datasets
The ribosome profiling data of S. cerevisiae collected by Weinberg et al. [12] were retrieved under the accession number GSM1289257. Reads were first trimmed to remove 8-base randomized barcode sequences from the 5' end and the linker sequence (TCGTATGCCGTCTTCTGCTTG) from the 3' end. To remove reads originating from ribosomal RNAs (rRNAs) and noncoding RNAs (ncRNAs), trimmed reads longer than 10 bases were further mapped to yeast or human rRNA and ncRNA sequences with bowtie2 version 2.1.0 [21] , respectively. Filtered reads were then mapped to the customized transcriptome provided by [19] using hisat2 version 2.0.4 [22, 23] . In particular, each annotated coding DNA sequence (CDS) was extended by 13 nt on the 5' end and 10 nt on the 3' end to facilitate the mapping of the ribosome footprints spanning across the CDS boundaries.
For the calculation of codon occupancies and the assignment of A sites, we only kept those uniquely mapped reads with a length of 28, 29 or 30. For reads of length 28 or 29, A sites were assigned to the codon at position +14, 15 or 16 from the reads start, corresponding to frames -2, 0, or -1, respectively. Similarly, for reads of length 30, A sites were assigned to the codon at position +15, 16 or 17, corresponding to frames -2, 0, or -1, respectively. Following the previous protocol [19] , the raw read count for each codon was normalized by the average ribosome density of the corresponding transcript. The normalized ribosome density serves as the data label for our regression task.
The RiboRL Framework
In this study, inspired by [24] , we propose a deep reinforcement learning based framework, named RiboRL, to predict ribosome density by effiectively incorporating context information that shapes the translation elongation dynamics (Figure 1 ). To boost the performance of ribosome density prediction as well as increase the explainability of our deep learning model, we employ a context dependent feature selection procedure to obtain the most relevant sequence features, which are also called rationales, for the prediction task. In contrast to the widely used attention mechanism [25] , the RiboRL framework performs a binary feature selection operation which is trained using reinforcement learning in a trial-and-error fashion. Generally speaking, the main workflow for the RiboRL framework can be divided into two deep neural networks, namely the PolicyNet and the Predictor.
• The PolicyNet is a policy network which defines the probability of selecting a codon as a rationale based on the current input. In particular, it consists of two recurrent neural network (RNN) layers and is built upon the one-hot encoding of the input codon sequence. At each input codon position, the PolicyNet takes action to decide whether to select the codon information there as a feature to predict ribosome density. At this end, all the selected codons constitute the rationale set and are fed to the Predictor for the ribosome density prediction, while the unselected codons are masked as zeros to remove the codon information at those positions. • The Predictor is composed of a bidirectional recurrent neural network (BiRNN) [26] and a fully connected layer. It predicts the ribosome density based on the selected context-dependent features, i.e., the rationales previously generated by the PolicyNet. Our framework follows the basic architecture of an actor-critic algorithm [27] in reinforcement learning, in which one component (i.e., the PolicyNet) is designed to generate action sequences and the other (i.e., the Predictor) produces rewards according to the previously generated action sequences to prompt superior actions in the next trails. During the training process, the Predictor can be optimized through the standard back-propagation strategy, while the parameters in the PolicyNet are learned by the reinforcement learning algorithm to maximize the expected reward. Here, those two components are jointly trained to minimize the mean square error (MSE) between the prediction and the experimentally measured ribosome density.
Context dependent rationale generation by the PolicyNet
To provide an appropriate representation of the sequence context of translation dynamics, for each given codon at an A site (denoted as 0 position), we extract the codon sequence spanning from -5 to +4 positions as its input to our framework (Supplementary Figure S1 ). Then we denote the one-hot representation of the input codon sequence by X = (x 1 , x 2 , . . . , x T ), where T stands for the number of input codons (which is set to 10 in this study). Let D denotes the total number of codon types, here we have each x t ∈ R D to encode the codon type information for a given sample. In particular, after indexing all the codon types, the m-th codon type is encoded as a binary vector of length of D, in which the m-th element is set to one while the others are set to zeros.
To capture the context-dependent information among the input codon sequence, we first use a bidirectional recurrent neural network (BiRNN) to extract features from the raw one-hot encoding representation of the input sequence. Formally, the BiRNN takes a sequence of codon features (x 1 , x 2 , . . . , x T ) recurrently and then concatenates the two hidden states − → h t and ← − h t . In other words, the hidden stateĥ t corresponding to the time step t is defined aŝ
where − → h t and ← − h t stand for the hidden states of the recurrent neural networks − −− → RNN Θ α and ← −− − RNN Θ α for opposite directions at the time step t, respectively, and Θ α denotes the set of parameters in the neural networks. Here, we use the gated recurrent unit (GRU) [28] as our recurrent unit in BiRNN. Thus, the outputs of the GRU h t for each direction are computed by
where • denotes element-wise product, and σ denotes the sigmoid function, W's stand for the weights, z t and r reset,t stand for update and reset gates, respectively, and the bias terms are omitted in the above equations for clarity. Based on the feature representation generated by BiRNN, we employ another variant of RNN, (i.e., RNN with feedback) to generate actions, indicating whether to select a codon as a rationale. Rationale selection for a given sequence X can be equivalently defined as a series of binary indicator variables (s 1 , s 2 , . . . , s T ), where each s t ∈ {0, 1} indicates whether codon x t is selected or not. We assume the rationale generation process, which can also be called action sequence in reinforcement learning, possesses the Markov property [29] , i.e., the determination of the next action only depends on the current input and the complete previous history. Formally, the probability P(s|X) for generating context-dependent rationales s is given by
where s 1∼t−1 means the variables from s 1 to s t−1 . Specifically, to model the above conditional dependency relationship, the RNN with feedback considers the current inputĥ t , the previous state v t−1 and the previous actions s 1∼t−1 together, which maintains dependency over the entire history and makes a decision at the current step. In particular, to capture the information from previous actions, we define the summation function f (·) = ∑ s i to represent the overall state of the previous historical actions. Note that the result of this summation is one-hot encoded as a ten-dimension vector and concatenated with the codon featureĥ t as the input to the RNN with feedback. Formally, the decision s t , after processing the t-th codon, is given by the policy distribution obtained through the following operations
where W α and b α stand for the weights and the bias term, respectively. Note that as in widely used deep reinforcement learning frameworks [29, 30] , during training we sample an action from its predicted distribution using -greedy methods [29] (Supplementary Notes), while for testing, we choose the action for the current step according to the maximum a posteriori probability, i.e., s t = argmax p(s t |X, s 1∼t−1 ). In this way, through combining the actions determined by the PolicyNet and the input codon sequence, we can obtain the rationale matrix R, that is,
where R represents the processed one-hot representation of the raw input, in which the selected codons corresponding to the rationales maintain the original input information and those nonrationale codons are masked as zero and excluded for the downstream prediction.
Predicting ribosome density with rationales
The Predictor models the distribution of ribosomes along the transcripts as a regression function of the rationales generated by the PolicyNet. The Predictor possesses two submodules. First, a BiRNN is employed to learn meaningful interdependencies and patterns from the input rationale matrix R. Here, inspired by [31] , we perform a max-pooling operation to select the maximum value for each dimension of hidden states over all the time steps to perform dimension reduction. Then, on the top of the max-pooling layer, a fully connected layer is employed to predict the ribosome density based on the extracted hidden features u. Therefore, the detailed computations of the predicted ribosome density, denoted by Predictor Θ β (R) can be expressed as
where c t stands for the vector of hidden states corresponding to codon t output by the BiRNN (i.e., ← −− − RNN Θ β and ← −− − RNN Θ β ), w β and b β stand for the weights and the bias term for the fully connected layer, respectively, and Θ β denotes the set of parameters in the Predictor.
Learning
As described in the above subsection, the role of the Predictor is to predict the distribution of ribosomes as precise as possible. Therefore, it can be directly optimized by minimizing the expected mean square error over the distribution of the selected rationales, i.e.,
where y represents the true ribosome density, D stands for the collection of training instances, L stands for the loss function and Θ β stands for the set of parameters in the Predictor. On the other hand, the training of the PolicyNet is challenged by the lack of direct supervision information on the importance of individual codon positions from the training samples, and unfortunately the binary selection of features truncates the back-propagation of gradients [32] . Therefore, we apply a reinforcement learning strategy to train the PolicyNet, where the performance of rationale selection can be tuned by the well designed reward. Intuitively, we seek for a reward to encourage the PolicyNet to generate sparse and high-quality rationales, so that the Predictor can precisely and robustly output the true ribosome density based on the given rationales which are expected to represent the most relevant biological determinants of translation elongation dynamics. In particular, when we define the reward for the actions generated by the PolicyNet, in addition to considering the mean square error, we also use the L1 norm to constrain the vector s for the sake of sparsity. More specifically, we define the final reward, i.e., the reward given to the model after an entire action sequence as
where || · || 1 stands for the L1 norm, and λ stands for the penalty factor of sparsity. The training 
where R(X, y) represents the expected reward over all sampled actions and R f inal (X, R, y) stands for the final reward given an action sequence s.
During the training process, the optimization of the PolicyNet and the Predictor are mutually beneficial, i.e., the rationales generated from a better PolicyNet can promote the learning process of the Predictor, while a better Predictor will lead to give more accurate reward for the PolicyNet. In addition, their objectives are consistent in minimizing the mean square error. Therefore, we can jointly train these two modules at the same time, with a joint objective defined by
where η coordinates the learning speeds of the two modules. Here, we use the REINFORCE algorithm [33] to train the PolicyNet and the gradients with respect to the corresponding parameters are detailed in Supplementary Notes due to page limitation. To reduce the variance training results of REINFORCE, we subtract the reward by a baseline term (i.e., the average over M = 10 samples) and truncate the negative rewards as in [34, 35] .
Results
RiboRL accurately predicts ribosome density
To evaluate the performance of RiboRL in predicting ribosome density, we first trained and tested our model using a high-quality yeast ribosome profiling dataset [12] . As in [19] , to avoid the introduction of the potential noise caused by low sequencing coverage, the training of RiboRL was performed on a set of genes with high ribosome density. In particular, we selected a gene set with top 500 ribosome footprint density values and then split it into a training set with 334 genes (about 2/3) and a test set with 166 genes (about 1/3, denoted by the high-density test set), respectively.
We first compared our method with a recently published state-of-the-art method, namely iXnos [19] , which adopted a feed-forward neural network to predict ribosome density and was shown to outperform the previous methods such as RUST [18] and Riboshape [17] (Table 1) . Expectedly, with the advanced feature selection and modeling schemes, RiboRL achieved significant improvement in the regression performance of ribosome density, with an increase in Pearson correlation coefficient of 3.5% on this high-density test set. Note that this result was achieved using codon information as input alone. Similar to iXnos, we also noticed an increased prediction performance when adding nucleotide-level information as input (Supplementary Notes and Supplementary Table S1 ). For the sake of the explainability of our framework, in the subsequent analyses, we still used the RiboRL model with codon information as input alone.
In addition, we also showed that the RiboRL framework can outperform several other deep learning based approaches (Supplementary Notes), including the convolutional neural network [36] , as well as the bidirectional gated recurrent neural network (BiGRU) with either max pooling (denoted by BiGRU-Max-pooling) or attention mechanism (denoted by BiGRU-Attention) ( Table 1 ). The best hyperparameters of all methods were obtained through a grid search for best hyperparameters (Supplementary Table S2 ). Note that BiGRU-Max-pooling shares the same predictor with RiboRL, (which actually additionally leverages the PolicyNet for feature selection), while BiGRU-Attention depends on the soft attention mechanism to weigh and use the contribution of each input codon to obtain the final prediction. Notably, although all of them showed an increase in prediction performance, possibly by the introduction of a more sophisticated model architecture, RiboRL still outperformed all these methods, demonstrating the advantage of using the PolicyNet in our prediction framework.
As the aforementioned experiments were conducted mainly on transcripts with high ribosome densities, to ensure that the prediction performance can also be generalized to the majority of genes in vivo, we further tested our model on all the 5,114 genes that were detected in the ribosome profiling experiments [12] (denoted by the full gene test set) ( Table 1) . Consistent with previous reports, all the methods showed a decrease in prediction performance, mainly due to the decreased data quality caused by lower transcript abundance [19] . Interestingly, we found that on this dataset, RiboRL yielded significantly higher regression performance than other deep learning based methods, indicating the better generalizability of our model, especially when compared to BiGRU-Max-pooling. Overall, RiboRL showed a superior performance over all the other tested models, which greatly supported the contribution of reinforcement learning in effectively selecting the relevant features in predicting ribosome density.
RiboRL outperforms other methods in feature attribution
As the introduction of reinforcement learning-based feature selection significantly improved the prediction performance of ribosome density, we next tried to examine the quality of selected features, i.e., rationales, in our framework. We also compared our feature selection strategy with two families of commonly used attribution methods. The first family is the back-propagationbased methods, represented by integrated gradients [37] and DeepLift [38] , which do not require the modification of the original network and only rely on the back-propagation procedure to pass the gradients or activation signals in a readily trained neural network. In comparison, the attention mechanism [25, [39] [40] [41] is implemented by adding an attention network (i.e., a neural network that determines the importance of each input position based on its associated features), which is trained simultaneously with the whole neural network to combine the feature representation of each position in the input codon sequence for the final prediction. The details of all the methods in this experiment can be found in Supplementary Notes and Supplementary Table 3 . Figure 2 : Comparison of different feature attribution methods in predicting ribosome density. Each codon in the input sequence context is scored by different methods to indicate the importance of that position. By adjusting the threshold of feature selection or the sparsity factor for RiboRL, features can be selected with different lengths and used to train a BiGRU regressor to evaluate their predictive power in terms of mean square error (a) and Pearson correlation coefficient (b).
Intuitively, an attribution method that is recognized to outperform another is expected to generate features that can yield better predictive power in the corresponding learning task. Therefore, in our experiment, we first selected the features generated by different attribution methods based on their importance scores assigned to individual input positions. The unselected positions were set as unknown, which was equivalent to removing the codon information in those positions. Subsequently, the features selected by different attribution methods were used to train, respectively, a bidirectional gated recurrent neural network as described in the Method Section to evaluate the prediction power of each set of the selected features. Similar results were also obtained using a simple multiple layer perceptron (MLP) regressor in this experiment (Supplementary Figure S2) .
Expectedly, all the three attribution methods showed a great improvement over random selection, indicating their acquisition of important positions for predicting ribosome density. In particular, we found that for different feature lengths tested, the features selected by RiboRL provided the best prediction performance measured in terms of both mean square error and Pearson's correlation coefficient (Figure 2) . These results clearly demonstrated the success of our reinforcement learning-based strategy in selecting the most relevant features about ribosome density.
RiboRL indicates the codon-level rules for translation elongation
Next, we attempted to analyze how RiboRL learns the biological rules that govern the regulation of translation elongation dynamics. Due to the sparsity constraint introduced in the feature selection stage (See Section 2.2.3), our final RiboRL model selected on average 75.2% of the input codons as rationales for ribosome density regression. Interestingly, we found that the fractions of being selected as rationales are associated with codon identity and display distinct distributions among the 61 amino-acid coding codons (Figure 3(a) ). In particular, codons encoding charged amino acids and amino acids with special conformations, i.e., proline and glycine, are more frequently selected as rationales, which was consistent with previous reports [9, 12, 43] . In contrast, codons for hydrophobic amino acids are less involved in the final prediction, demonstrating the effects of amino acid species on rationale selection. We also noticed that the extreme rare codon encoding arginine (CGG) was 100% selected as rationale by the PolicyNet, indicating a particular role of this codon in translation elongation dynamics.
To better characterize the contribution of each codon species to predicted ribosome density, we further performed a quantitative analysis in which we masked one codon in input information for the Predictor and calculated the difference in the predicted ribosome density with and without this specific codon information (Figure 3(b) ). Here, the predicted ribosome density with masked input served as a reference score and the increase beyond this score thus represented the contribution of this masked codon. We mainly focused this analysis on the role of each codon at A site, as this site had been shown to act as the most important site determining the translation speed [12] . Note that as the non-rationale codons are already masked as zero in the input to the Predictor, our prediction was performed with only the codons corresponding to the selected rationales, which are expected to provide more biologically relevant information. Expectedly, we noticed a dramatic contribution of CGG (arginine), CGA (arginine) and CCG (proline) to the accumulation of ribosome density, presumably due to their amino acid properties and rarity among the synonymous codons [19] . Inspired by this observation, we further explored the correlation between codon rarity and the mean contribution to ribosome density at A site (Figure 3(c) ), which would possibly explain the discrepancy in the effect of different synonymous codons of the same amino acid. Intriguingly, we found that the mean contribution of each codon species was negatively correlated with its codon usage (Pearson correlation coefficient -0.58), measured by the codon adaptation index (CAI) [44] . These results demonstrated that RiboRL is able to capture the biological determinants of translation elongation dynamics at codon level.
A case study: RiboRL provides biological insights for translation elongation
Given the clear association between the RiboRL prediction and the underlying biological rules, we further assessed the ability of our framework to provide biological insights in a specific scenario. In particular, we attempted to analyze the signals provided by RiboRL in transmembrane (TM) protein biogenesis. To facilitate the experiment, we downloaded 839 yeast transmembrane proteins from the UniProt database [45] and extracted their last transmembrane domains that are flanked by at least 10 amino acids at both ends. Then we aligned all the transmembrane sequences with respect to the start positions of their transmembrane domains, and calculated, for each po- sition, the average predicted ribosome density as well as the frequency of being selected as a rationale by the RiboRL model ( Figure 4 ). Intriguingly, we observed a clear difference between the transmembrane domains (with a length of around 20 amino acids) and the flanking water soluble regions. Consistent with previous reports [46, 47] , we first observed a significant decrease in ribosome density within the transmembrane domain, presumably due to the increase in translation speed in the structured protein regions (Figure 4 ). In addition, we also noticed that the codons in transmembrane regions are less likely to be selected as rationales by the PolicyNet compared to the water soluble regions (P < 10 −300 by two-sided Mann-Whitney U test), indicating a relatively less predictive power of these features in predicting local ribosome density (Figure 4 ). As the transmembrane domains are typically composed of continuous hydrophobic amino acids, this result suggested that the flanking hydrophilic amino regions potentially make more contributions to the regulation of translation elongation dynamics near the transmembrane domains.
Discussion and conclusions
Understanding the sequence features that contribute to translation elongation dynamics has long been regarded as an important biological problem. On the other hand, the recent development of deep learning methods have already demonstrated their promising application in deciphering complex biological systems [48] [49] [50] [51] [52] [53] . In this work, empowered by the deep reinforcement learning strategy, we propose a context-dependent feature selection approach to obtain the most relevant sequence features within the input sequence of each sample, thus providing a more accurate and robust prediction for ribosome density on the mRNA transcripts.
Admittedly, the studies of technical bias and shortcomings [43, 54] of ribosome profiling have also attracted wide interest in the computational biology community [55] [56] [57] [58] . Without any doubt, understanding these problems would also be beneficial for deciphering the biological determinants of translation elongation dynamics. Nevertheless, the recent experimental efforts have demonstrated that the computational models based on the current conventional ribosome profiling pipelines can provide sufficient guidance for the design of translation output [19] .
The current study serves as the first attempt to apply reinforcement learning to study the translation elongation process. In the future, we will extend the reward function in our framework to further explore the possibility of generating the rationales with specific properties, e.g., positively or negatively contributing rationales to provide more detailed insights into the translation elongation process. In addition, we expect our framework would be useful in the identification of key sequence elements for protein design [59] and synthetic biology [60] in the future.
