We present a classical protocol for simulating correlations obtained by bipartite POVMs on an EPR pair. The protocol uses shared random variables (also known as local hidden variables) augmented by six bits of expected communication.
Brassard, Cleve and Tapp. Csirik [5] proposed a protocol using only six bits of communication and recently Toner and Bacon [9] presented a protocol using only one bit of communication. For a survey, one can be refered to [2] .
In this paper, we present a protocol, based on [9] and [4] (|00 + |11 ) state and display some tools that we will need for the protocol. Then a description of the protocol is given followed by an analysis.
A POVM is a family of matrices {B i } such that 
Now let us turn our attention to the presentation of the protocol. The classical protocol (with six bits of expected communication) to simulate an arbitrary bipartite POVM on a |φ + can be described as follows:
• Alice and Bob share two random unit vectors v 1 , v 2 ∈ R 3 .
• Alice and Bob are given a description of their POVM {A i } and {B i } respectively.
• Alice choses the i th output of her POVM according to the probability distribution Pr[a = i] = | a i |/2.
• Alice sends c = Θ(− a i · v 1 ) and
• Bob choses the j th output of his POVM according to the probability distribution Pr
• Bob checks if b j · ((−1) c v 1 + (−1) d v 2 ) < 0, if so he sends 0 to Alice and they start over with a fresh set of random variables.
• Otherwise, Bob sends 1 to Alice and they produce their output i et j respectively.
The analysis of the protocol is quite simple. The probability of Alice obtaining the POVM outcome i is, as stated, Pr[a = i] = | a i |/2. As for Bob's marginal probability distribution, the vector (−1) c v 1 +(−1) d v 2 can be considered as a vector pointing in a random direction. Therefore, Bob has probability 1/2 of rejecting b j . Since each time around the probabilities are independent, Bob's marginal probability is P r[b = j] = | b j |/2. The joint probability distribution, the calculation is a bit tricky but is still straightfoward:
For more details on the integration, see [9] . As for the 1/2 factor in (1), it is removed by renormalization (which is allowed since all instances are independent from one another) [4] . To realize the protocple Alice must send two bits to Bob and Bob one bit to Alice. Since each round is independent of the preceding ones and each has probability of 1/2 of ending the protocol, the protocol takes an average of two rounds, hence 2(2 + 1) = 6 bits of communication. If we are allowed block-coding, the communication can be lowered. Alice still sends c to Bob, but she can send d ′ = Θ( a i · v 1 ) ⊕ Θ( a i · v 2 ) from which d can be easily recovered. From [9] , we know that d ′ can be compressed to an average of 0.85 bits [9] . The communication becomes 2(1 + 0.85 + 1) = 5.7 bits.
