Abstract. We show that complex multiplication on abelian varieties is equivalent to the existence of a constant rational Kähler metric. We give a sufficient condition for a mirror of an abelian variety of CM-type to be of CM-type as well. We also study the relationship between complex multiplication and rationality of a toroidal lattice vertex algebra.
Introduction
This article is inspired by Gukov-Vafa's paper [GV] , where they shared their insight on the interplay between rational conformal field theories (CFTs), mirror symmetry and complex multiplication. Here we study the case of complex abelian varieties of arbitrary dimension.
Complex multiplication on abelian varieties has been intensively studied in geometry as well as in number theory, but its relation to CFTs as suggested by Gukov-Vafa is novel and intriguing. For example, in dimension one, an elliptic curve C = C/Z ⊕ τ Z is of CM-type if and only if τ lies in an imaginary quadratic number field Q( √ −D). Let C ′ = C/Z ⊕ ρZ be a mirror elliptic curve. Gukov and Vafa show that a c = 2 CFT depending on τ and ρ is rational, i.e. its partition function can be written as a finite sum of the product of holomorphic and antiholomorphic characters, if and only if both τ and ρ belong to the same quadratic imaginary number field. One then naturally asks whether similar relations hold for abelian varieties of arbitrary dimension. We formulate the question more precisely as follows.
Let (X, G, B) be an abelian variety X with fixed complex structure I and endowed with a constant Kähler metric G and a B-field B ∈ H 2 (X, R). Is the CFT of (X, G, B) rational, if and only if X and X ′ are of CM-type over the same CM-field?
We shall yet adopt another viewpoint of rationality of CFTs. For a complex torus T endowed with a constant Kähler metric G and B-field B ∈ H 2 (T, R), Kapustin and Orlov provide in [KO] a mathematical treatment of CFT and non-linear sigma model in terms of vertex algebras (other works on toroidal CFTs are among others [W] , [En] and see the references therein). Following the physicists intuition, one says that such a vertex algebra is rational if the "chiral part" is maximal. In order to formulate this idea, we shall work with a slightly different construction of the vertex algebra associated to a torus, which turns out to be equivalent to the one in [KO] , but is better suited for the investigation of the question (Q).
This article has two parts. The first part (Section 2-4) contains a discussion of the relation between complex multiplication and the existence of a rational Kähler metric on an abelian variety X, and we draw some consequences of this relation on its mirror partners. The second part deals with rationality of the vertex algebra associated to a torus.
More in details, we prove in Section 2 the following result on complex multiplication: Theorem 2. 4 
. An abelian variety X is of CM-type, if and only if X admits a constant rational Kähler metric.
A rational Kähler metric is a Kähler metric which takes only rational values on the lattice Γ of X. Another virtue of rational Kähler metrics is studied in the context of mirror symmetry in Section 3. It turns out that if one chooses a rational Kähler metric G and rational B-field on an abelian variety X of CM-type, then all the mirror partners of (X, G, B) are also of CM-type, they are even all isogenous to X. We formulate mirror symmetry in terms of generalized Kähler structures (GKS) (see Definition 3.2). The language of GKS has the advantage of treating the complex and the symplectic structures of a triple (T, G, B) on equal footing by considering the following induced GKS: where ω is the Kähler form G(·, I·) (see Definition 3.5 for more details). Note that the composition IJ of such an induced GKS is defined over Q if and only if both G and B are rational (see Definition 3.7 and Lemma 3.8 (iv)). A mirror map as defined in Definition 3.4 exchanges exactly the complex and the symplectic structures of the mirror partners. The relation between rational Kähler metric and mirror symmetry is stated in the following Theorem 3.11. Let (X, G, B) and (X ′ , G ′ , B ′ ) be mirror abelian varieties. Suppose X is of CM-type. If both G and B are rational, then X and X ′ are isogenous. In particular, X ′ is of CM-type over the same CM-field.
In Section 4 we show that the converse of Theorem 3.11 however does not hold by giving an explicit counter-example. This is stated as Proposition 4.1. There are mirror abelian varieties (X, G, B) and (X ′ , G ′ , B ′ ), such that X and X ′ are isogenous and of CM-type, but neither IJ nor I ′ J ′ is defined over Q, where (I, J ) and (I ′ , J ′ ) denote their induced GKS.
We go on with vertex algebras in Section 5. We give the construction of a lattice vertex algebra V (T, G, B), which in a special case shall reduce to the well-known lattice vertex algebra given in [Kac] . In the appendix we prove that it is isomorphic to the one introduced by Kapustin and Orlov in [KO] . We define subsequently the notion of rationality for it (see Definition 5.4) and we show Theorem 5.6. The lattice vertex algebra V (T, G, B) associated to a complex torus T endowed with a constant Kähler metric G and a B-field is rational if and only if G and B are both rational. This result allows us to link rationality of the lattice vertex algebra to complex multiplication and mirror symmetry for abelian varieties. Combining Theorem 5.6 and Theorem 2.4 from the above one gets Corollary 5.10. An abelian variety X is of CM-type, if and only if X admits a rational N=2 lattice vertex algebra V (X, G, B).
Finally by reformulating Theorem 3.11 and Proposition 4.1 from the above in terms of lattice vertex algebras, we provide an answer to the question (Q) posed earlier: 
Complex multiplication and rational metrics
The aim of this section is to prove Theorem 2.4. Let us first explain when a constant Kähler metric is called rational. If we identify the tangent space of a complex torus T = C g /Γ with Γ R := Γ ⊗ Z R, then the complex structure I of T can be considered as an endomorphism of Γ R with I 2 = − Id. A constant Kähler metric G is a positive definite bilinear form on Γ R × Γ R , which is compatible with I, i.e. G(I·, I·) = G(·, ·). If G takes only rational values on Γ × Γ, then we call it rational. By complex multiplication we mean Definition 2.1. An abelian variety X of dimension g is of CM-type over K, if there is an embedding K ֒→ End Q (X) := End(X) ⊗ Z Q of an algebraic number field K of degree 2g over Q into the endomorphism algebra of X.
One can show that in this case X is isogenous to a product B × · · · × B with a simple abelian variety B of CM-type, and End Q (B) is necessarily a CM-field (i.e. a purely complex quadratic extension of a totally real number field) of rank 2·dim C B over Q (see [Sh2, [5] [6] ).
Remark 2.2. Definition 2.1 is stronger than the notion of admitting complex multiplication in [GV] . There a complex torus T = C g /(1 T )Z is said to "admit complex multiplication" if there is a non-trivial endomorphism A ∈ GL(g, C), such that there exist integer matrices M ′ , N ′ , M, N and N has rank g and
If X is of CM-type over Q(ξ) in the sense of Definition 2.1, then an integral multiple of the multiplication by ξ on C g would satisfy GukovVafa's condition. However, one can show that the converse does not hold.
Next we recall a few general facts which we will need in the sequel, e.g. the construction of simple abelian varieties of CM-type and the characterization of complex multiplication by Hodge groups.
It can be shown that any simple abelian variety of CM-type over a CM-field K is isogenous to an abelian variety constructed in the following way (see [Sh2, §6] or [M3, Chap. IV] ). Let K be a quadratic extension of a real field K 0 and denote by O K its ring of integers. Let Φ = {σ 1 , . . . , σ g } be a CM-type, i.e. Φ ∪Φ is the whole set of the embeddings of K into C. One obtains a complex torus
There is always a Riemann form, which makes this complex torus into an abelian variety. Indeed, there exists an element β ∈ O K such that K = K 0 (β) and −β 2 is totally positive and Im σ j (β) > 0, ∀σ j ∈ Φ. The Riemann form on the tangent space is defined as
On O K , it takes values in Q:
The thus-constructed abelian variety is simple if and only if there is no proper subfield L of K with the properties a) L is a purely complex quadratic extension of
As to the Hodge group, it is one of the main tools to study Hodge structures. In the case of abelian varieties, the Hodge structure is of weight one and the Hodge group is defined to be the smallest algebraic subgroup of GL(Γ Q ) defined over Q, whose R-points include the image of the unit circle S 1 under the map
Moreover, Hodge groups are reductive and connected (see [M1] ). There is the following characterization of the complex multiplication. The equivalence between (ii) and (iii) below is also well known to the experts. Nevertheless, since we could not find an explicit proof in the literature, we include a complete proof for the readers' convenience. Proposition 2.3. Let X be an abelian variety. Then the following conditions are equivalent: [LB, Prop. 17.3.5] .
(ii)⇔(iii): On Hg(X)(R) we have the conjugation by h(i)
which is a Cartan involution (see [Del, §2] ). If Hg(X) is commutative, then Ad h(i) is just the identity map, and hence Hg(X)(R) is compact. Conversely, if Hg(X)(R) is compact, then the identity map is a Cartan involution. By [Sat, Chap.1 Cor. 4.3] , any two Cartan involutions of a connected reductive real algebraic group G are conjugate to each other by an inner automorphism of G. Hence we have Ad h(i) = Id on Hg(X)(R). There are at least two different arguments to finish the proof from the above.
(a) This means that h(i) lies in the centralizer C(Hg(X)(R)) of Hg(X)(R) in SL(Γ R ). Suppose we have already shown that one in fact has
then the whole image h(S 1 ) lies in C(Hg(X))(R). Indeed, since the action h on Γ R is linear, we have for any M ∈ Hg(X):
Since C(Hg(X)) is defined over Q, for Hg(X) is so, this shows that C(Hg(X)) contains Hg(X). Hence Hg(X) is commutative.
It remains to prove (2). Denote the stabilizer of h(i) in Hg(X)(C) by
Since H is defined by algebraic equations, it is a closed subgroup of Hg(X)(C). Moreover, H contains Hg(X)(R). So, using the fact that the R-points G(R) of any linear algebraic group G are Zariski-dense in G(C), we conclude that
Hence H = Hg(X)(C), and h(i) ∈ C(Hg(X)(C)). Since C is algebraically closed, we have C(Hg(X)(C)) = C(Hg(X))(C), which implies (2).
(b) From Ad h(i) = Id on Hg(X)(R) it follows that for any Q-point N ∈ Hg(X)(Q) we have N I = IN , and hence Hg(X)(Q) ⊂ End Q (X). On the other hand, we have End
(see [LB, Prop. 17.3.4] ), thus Hg(X)(Q) is fixed under the conjugation with itself, whence Hg(X)(Q) is commutative. In order to conclude that Hg(X) is commutative, we have to show that Hg(X)(C) is commutative. By the above, Hg(X)(Q) lies in the center of Hg(X)(C). Recall that the center of a linear algebraic group is a closed subgroup (see in [Hm, Cor. §8.2] ). By [Sp, Cor. 13.3.9] or [Hm, Thm. in §34.4] , Hg(X)(Q) is Zariski-dense in Hg(X)(C), and therefore Center(Hg(X)(C)) ⊃ Hg(X)(Q) = Hg(X)(C), which implies the commutativity of Hg(X)(C). Proof. ⇐: First suppose G is an arbitrary constant Kähler metric on X. Then for all z = x + yi ∈ S 1 we have
Now we prove
is an algebraic group defined over Q, whose R-points contain h(S 1 ). Hence Hg(X) is an algebraic subgroup of O(G), and in particular Hg(X)(R) ⊂ O(G, R). Therefore Hg(X)(R) is compact, and X is of CM-type by Proposition 2.3.
⇒: If X is of CM-type, then X is isogenous to a product of simple abelian varieties, and each of them is of CM-type. So we may assume X is simple. As mentioned before, X is then isogenous to a simple abelian variety of CM-type with a Riemann form E as in (1). It allows us to define the following bilinear form on the tangent space:
We see that G is Kähler (as E is Kähler), rational, symmetric, and positive definite (as −β 2 is totally positive). Since the existence of a rational Kähler metric is preserved under isogeny, this completes the proof.
We shall give an alternative proof of the "⇐" direction of Theorem 2.4 which is of interest in itself, as it shows more clearly how the rational metric endows End Q (X) with additional structures which force End Q (X) to be very "big". Let us first make a reminder of some general facts about End Q (X).
Due to the presence of the Rosati involution, the endomorphism algebra of a simple abelian variety must be a division algebra of finite rank over Q endowed with a positive anti-involution. Recall that an involution f → f σ on a division algebra A with center K is called positive, if the quadratic form
is positive definite, where tr A|K denotes the reduced trace of A over K, and Tr K|Q denotes the usual trace for the field extension K|Q. Albert gave the classification of such division algebras A (see [LB, Thm 5.5.3, Lemma 5.5.4 and Prop. 5.5 .5]): I. A = totally real number field, left invariant by the positive anti-involution. II. A = totally indefinite quaternion algebra, there is an element a ∈ A whose square a 2 is in its center K and is totally negative (i.e. is a negative real number under any embedding K ֒→ R), such that the positive anti-involution f → f σ is given by f σ = a(tr A|K f − f )a −1 . III. A = totally definite quaternion algebra, and f → f σ is given by
The first three algebras are of the first kind, i.e. the center is a totally real number field and coincides with the subfield fixed by the involution.
IV. The center K of A is a CM-field. The positive anti-involution restricted to K is the complex conjugation.
Let us put F := End Q (X) and denote by ω 0 a (rational) polarization of X, which always exists, since X is algebraic. The index 0 is to distinguish it from the Kähler form ω = GI, which in general is not rational. Further we denote by f → f ′ the Rosati involution with respect to ω 0 and by G 0 the Kähler metric associated to ω 0 .
The presence of a rational Kähler metric induces two new structures on F :
They have the following properties:
Proof. (i) Since ω 0 and G are compatible with I, we have for all v, w ∈ Γ Q :
m , and f acts on F m by left multiplication on each component. On the other hand, the action of F on itself by the left multiplication has trace d·tr F |K f over its center K, where tr F |K is the reduced trace and d 2 is the degree of F over K. Denote by Tr f the trace of f ∈ F , when considered as an endomorphism of Γ Q . Then we have
In an orthonormal basis with respect to G, f G is just the transposed matrix of f , hence Tr f G f > 0, ∀f = 0 ∈ F . Then (5) implies that the involution induced by G is positive.
(iv) This follows immediately from
for all v, w ∈ Γ Q , which yields ηf
We shall use Lemma 2.5 to eliminate the algebras of the first kind, and then show that the CM-subfield K of Type IV is necessarily of maximal rank, i.e. 2g over Q, which implies that X is of CM-type.
Second proof of "⇐" of Theorem 2.4. Type I is already made impossible by (i) and
(ii) of Lemma 2.5. On Type III algebras there is a unique positive anti-involution (see [Sh1, Prop. 3] ), hence f ′ = f G . Then Lemma 2.5 (iv) implies that η lies in K, in contradiction with Lemma 2.5 (ii).
On Type II algebras, positive anti-involutions are not unique and they are all of the form given in Albert's classification mentioned above. Let us write
2 , and, hence, η = ǫa 1 a −1 2 for some ǫ in K. On the one hand, η ′ = −η by Lemma 2.5 (ii) and on the other hand, in view of a
2 )(−a 1 )a
A contradiction. It remains to deal with Type IV algebras. Recall that the center K of F is a CM-field. Let us denote by 2m its rank over Q and put n := g m . We shall show n = 1, which implies that X is of CM-type. Under I there is the splitting
We extend the action of F on Γ Q R-linearly on Γ R and denote by ρ its action on Γ 1,0
Since K is commutative and there is an isomorphism Γ Q ∼ = K n , the action of K on Γ Q diagonalizes on Γ C , and the diagonal entries are exactly n copies of the complete set of 2m embeddings of K into C. The splitting (6) then implies that ρ(K) even diagonalizes on Γ 1,0 C , i.e. there is a complex basis {e 1 , . . . , e g } of Γ R , with respect to which, for all x ∈ K we have ρ(x)e l = ρ l (x)e l , where Ψ := {ρ 1 , . . . , ρ g } are embeddings of K into C.
We show that ρ l andρ l can not both belong to Ψ. Recall that η ∈ K is the element with G(·, ·) = ω 0 (η·, ·) and η ′ = −η. Thus ρ(η) has only purely imaginary diagonal entries, as the Rosati involution restricted to K is just the complex conjugation. Suppose ρ 2 =ρ 1 . Since G is positive definite on Γ R , we have
and hence Im(ρ 1 (η)) > 0. On the other hand, 0 < G(e 2 , e 2 ) = ω 0 (ρ 2 (η)e 2 , e 2 ) = − Im ρ 1 (η)G 0 (e 2 , e 2 ).
A contradiction. It follows that Ψ consists exactly of n copies of a CM-type Φ := {σ 1 , . . . , σ m } of K.
Now we show that this implies
or equivalently,
C and as we showed that Ψ consists of n copies of Φ, (7) amounts to show that there is a unique element x ∈ K ⊗ Q R, such that for all σ l ∈ Φ we have σ l (x) = i. This is clear due to the isomorphism:
where we extended σ l R-linearly. Finally, as K acts by left multiplication on each copy of K under the isomorphism Γ Q ∼ = K n and hence leaves each copy invariant, (7) implies that I leaves each copy
n . By the simplicity of X we get n = 1. This is what we wanted to show.
Remark 2.6. From the proof above, one sees that η can be taken as β to define the Riemann form E in (1). Moreover, we could also conclude the proof above by pointing out that (7) means nothing but that the Hodge group Hg(X) is contained in K, which implies immediately that Hg(X) is commutative and hence X is of CM-type.
Complex multiplication of the mirror
The aim of this section is to show Theorem 3.11. It gives a sufficient condition which ensures that complex multiplication is transmitted to the mirror partners. Mirror symmetry for abelian varieties was treated in [GLO] . Some of their results can be rephrased more naturally in terms of generalized complex structures, which were introduced subsequently by Hitchin in [Hit] (see also [Gu] and [H2] ). So the J A×Â and I ωA which appeared in [GLO] are examples of generalized complex structures, and the couple (J A×Â , I ωA ) forms a generalized Kähler structure, which is defined as follows (see [Gu, Chap. 6] or [K, §8] ). Using GKS, one can define mirror symmetry for a more general class of tori. 
, and J ′ = ϕIϕ −1 . We call ϕ a mirror map. We also denote by ϕ its R-linear extension.
In Theorem 5.8 we will see that this notion of mirror symmetry between generalized complex tori corresponds exactly to the mirror symmetry between the N=2 lattice vertex algebras associated to them.
Although GKSs provide a more general framework, a special kind of GKS interests us more particularly.
Definition 3.5. Let (T, G, B) be a complex torus T (in the usual sense) with a fixed complex structure I and endowed with a constant Kähler metric G and a B-field B ∈ H 2 (T, R). Consider the following pair
where ω is the Kähler form G(·, I·). We say that the triple (T, I, J ) as defined above is induced by (T, G, B).
Obviously the above-defined (T, I, J ) is a generalized complex torus. Moreover, in this case, since I is the B-transform of the usual complex structure and J is the B-transform of a symplectic structure, one can say that a mirror map exchanges the complex structure and the symplectic structure of the mirror partners of this kind of generalized complex tori. Thus, the language of GKS provides a conceptually clean approach to mirror symmetry. We formulate this more precisely in the following In order to prove Theorem 3.11 we give the next lemma which first studies the rationality of the composition IJ on a generalized complex torus (T, I, J ) with an arbitrary GKS, then links the rationality of G and B to the rationality of IJ of the GKS they induce. The rationality of IJ is defined as follows.
Definition 3.7. Let (T, I, J ) be a generalized complex torus with an arbitrary GKS (I, J ). Let us identify the tangent space of T with its lattice Γ. We say that the composition IJ is defined over Q, if IJ preserves the rational lattices:
Lemma 3.8. Let (T, I, J ) be a generalized complex torus with an arbitrary GKS (I, J ) and denote by C ± ⊂ (Γ ⊕ Γ * ) ⊗ Z R the eigenspace of IJ with eigenvalue ±1. Then (i) We have the decomposition
and C ± is the graph of ±id + IJ on Γ R . Proof. To prove (i), use IJ =J I.
(ii) follows from I, J ∈ O(q) and the requirement that G = qIJ is positive definite. (iii) is a consequence of (i). To prove (iv) it suffices to note that
The following lemma shows how the lattice of mirror partners is related to each other.
Lemma 3.9. Let (T, I, J ) and (T ′ , I ′ , J ′ ) be mirror generalized complex tori with arbitrary GKSs and ϕ a mirror map between them. Then (i) ϕ respects the decomposition (9), i.e. ϕ :
Proof. (i) and (ii) are immediate. (iii)(a) follows from Lemma 3.8 (iv). For (iii)(b)
we make an explicit calculation
Then use q(·, ·) = q ′ (ϕ·, ϕ·) and (iii)(a) to get the claim. For (iii)(c) we verify the equality for ψ − , the case of ψ + is similar. Recalling the definition of the generalized Kähler structure from (8) we have for any (a
we are only interested in the first component. Using (iii)(a) the left hand side of (10) is
Comparing with the right hand side of (10), we obtain (iii)(c).
As mirror symmetry exchanges complex and Kähler structures, two mirror CalabiYau manifolds are in general very different as complex manifolds. This remains true for abelian varieties, but surprisingly the following result shows that it suffices that the composition IJ is defined over Q for the mirror to be an isogenous complex torus. Proof. By Lemma 3.8 (iv), G and B are both rational if and only if IJ is defined over Q. Then Lemma 3.9 (i) implies that G ′ and B ′ are rational. By Lemma 3.9 (ii) ψ ± are then defined over Q. Finally, from (iii)(c) of the same lemma, it follows that some integral multiples of ψ ± are actually isogenies between T and T ′ . In the next section we will show that the converse of Theorem 3.11 however does not hold. This will also have some consequence in terms of vertex algebras (see Corollary 5.11 (c)).
This immediately implies the following

An example of mirror abelian varieties of CM-type
In this section we show that the converse of Theorem 3.11 does not hold. We shall eventually construct an explicit example of such mirror pairs, but we need first some preparation.
be complex tori with period matrix Π and Π ′ respectively. Then T and T ′ are isogenous, if and only if there is a complex matrix C ∈ GL(g, C) and a rational matrix γ ∈ GL(2g, Q), such that
In particular, if there is a such matrix γ, then
Proof. It is easy to see that the rational respectively analytic representation of any isogeny provides the matrix γ respectively C. For the converse, recall that in general, the rational representation of I of a complex torus with period matrix Π is I =
γ for I ′ , we get
Iγ. It follows that some integral multiple of γ is an isogeny. The rest of the claim is obvious.
Next we give a special form (see (12) below) of the period matrix, which makes the construction of an isogenous mirror easier. Later we will give an abelian variety of CM-type over a cyclotomic field, whose period matrix can be written in the form (12). First a lemma which expresses I explicitly.
Lemma 4.3. Let Γ be the lattice of a complex torus T generated by e 1 , . . . , e 2g . Suppose that the period matrix Π of T in the complex basis {e 1 , . . . , e g } has the form Π = (1 T 1 + T 2 i), where T 1 and T 2 are real g × g matrices, then in the basis {e 1 , . . . , e 2g } we have
Proof. The proof is a matter of calculating the matrix
I = Π Π −1 i1 0 0 −i1 Π Π , where Π Π −1 = i 2 T 1 T −1 2 − i −T 1 T −1 2 − i −T −1 2 T −1 2 .
Proposition 4.4. If an abelian variety X has a period matrix of the form
with a real matrix A ∈ GL(g, R), then by choosing a suitable constant Kähler metric G and by setting B = 0, one can find an isogenous mirror abelian variety
Proof. Suppose that Π has the form in (12). Then by Lemma 4.3 we have
. Let us choose the metric
where ρ is a symmetric negative definite matrix with integral coefficients. One verifies that G is compatible with I, i.e. I t GI = G, so G is a Kähler metric. Setting B = 0, then by (8) I and J have the form
Further, we choose C = ρ and γ = ρ 
Then by Lemma 4.2 the complex torus X ′ := C g /Π ′ Z 2g has complex structure respectively Kähler metric
Setting B ′ = 0 we get
By easy calculations, one verifies that (X, G, B) and (X ′ , G ′ , B ′ ) as defined above are mirror partners with the mirror map
Hence, to any abelian variety with period matrix Π = (1 Ai) by choosing a suitable G and B-field one can find an isogenous mirror abelian variety.
In order to obtain a mirror pair of CM-type, let us consider the cyclotomic field K = Q(ξ) with ξ 5 = 1, ξ = 1, which is a CM-field. Denote by
one can write the four embeddings of K into C as
One has σ 1 =σ 4 and σ 2 =σ 3 . Choose the CM-type Φ = {σ 1 , σ 2 }, and choose the lattice to be the ring of integers
The complex torus X := C 2 /Φ(O K ) is then an abelian variety of CM-type over K (see Section 2). Let us fix the following generators for Γ:
Then under Φ the lattice is
The left two columns form a real matrix Z, while the right two columns form a purely imaginary matrix which we write as Ai where A is a real matrix. Choosing the first two generators to be a complex basis of Φ(O K ) ⊗ Z R, we get the period matrix Π = 1 Z −1 Ai in the form (12) The last step to get (I, J ) such that IJ is not defined over Q is to choose an appropriate ρ. As claimed by Lemma 3.8 (iv), IJ is defined over Q if and only if G and B are both rational. We set B = 0 and choose
which is not rational. Hence IJ is not defined over Q, although X is of CM-type and has a mirror (X ′ , G ′ , B ′ ) of CM-type over the same CM-field. This shows Proposition 4.1.
Rationality of lattice vertex algebras, mirror symmetry and complex multiplication
We construct in Section 5.1 a vertex algebra V (Λ, q, Λ z ) in the sense of [KO] . In the special case where Λ z = Λ R , V (Λ, q, Λ z ) shall be the classical lattice vertex algebra described in [Kac, §5.4 ]. We will, therefore, call V (Λ, q, Λ z ) a lattice vertex algebra also in the general case. In Section 5.2 we will see how a generalized complex torus (T, I, J ) gives rise to such a lattice vertex algebra. In the appendix we show that it coincides with the toroidal vertex algebra in [KO] . In Section 5.3 we discuss the notion of rationality (the precise meaning of this will be recalled). In Section 5.4 we rephrase results of the preceding sections in terms of lattice vertex algebras, and answer the question (Q) posed in the introduction. 5.1. Construction of lattice vertex algebra V (Λ, q, Λ z ). We begin with an integral lattice (Λ, q), together with a (z,z)-decomposition
over R, which is orthogonal with respect to q. This shall suffice to construct an N=1 vertex algebra. If moreover we endow the vector space Λ R with an almost complex structure I, i.e. I 2 = − Id, then we will get an N=2 vertex algebra (see [KO, §3] for definitions). We shall write a = a z − az with a z ∈ Λ z and az ∈ Λz. Introduce two copies h b = h f = Λ C of Λ C , which both inherit the decomposition
The affinization is the Lie superalgebrâ
The supercommutators are described below by (14). Write C[Λ] for the group algebra of Λ over C, and denote by e a , a ∈ Λ the basis vectors of C[Λ]. Furthermore, write h
The space of states is the superspace
with the vacuum vector 1 = |vac := 1⊗1⊗1. The parity on V is p(s⊗e a ) = q(a, a) mod 2 + p(s). The representation π ofĥ on V is defined as
with π 1 the representation ofĥ on Sym h
and π 2 the representation ofĥ on C[Λ] determined by:
If we write h n := π(t n h), then for h ∈ h bz ,h ∈ h bz , g ∈ h f z ,ḡ ∈ h fz , and m, n ∈ Z, r, s ∈ Z + 1 2 the supercommutators are
and all other relations are trivial. The state-field correspondence maps a homogeneous vector
where s i ,sī are positive integers and r i ,rī are positive half-integers, to the field
where Pr b is the projection onto Sym h , and the factor ǫ(a, b) satisfies the equations (5.4.14) in [Kac] . We give a few examples:
Next we define the maps T andT . Let {E i } respectively {Ē i } be a bosonic basis of Λ z respectively Λz and { E i } respectively { Ē i } be the dual basis with respect to
The fermionic bases are denoted by
The superconformal structure is:
) ⊗ e 0 ,L is analogous.
Remark 5.1. By inspecting the state-field correspondence (16) one sees that fields may have non-integral powers in z andz due to the term z q(az,bz)z−q(az,bz) (recall that the (z,z)-decomposition (13) is only required to be defined over R). However, the difference of the exponents of z andz is always an integer:
This implies that in the special case of a trivial decomposition, i.e. Λz = 0 or in other words Λ R = Λ z , the lattice vertex algebra is nothing but a conformal lattice vertex algebra in the sense of [Kac, §5.4 §5.5 ] (plus a fermionic part).
The N=1 structure is
Given an almost complex structure I on the vector space Λ R , the N=2 structure is denoted by
and the analogousz-part.
5.2. Toroidal lattice vertex algebras. Now we explain how tori give rise to lattice vertex algebras. To a real torus T together with a constant metric G and a B-field, one can associate a N=1 superconformal lattice vertex algebra V (T, G, B) by setting
and define the factor ǫ(a, b) := exp(iπ a 1 , b 2 ) for a = (a 1 , a 2 ) and b = (b 1 , b 2 ) in Γ ⊕ Γ * . To a generalized complex torus (T, I, J ) with an arbitrary GKS (I, J ) one can associate two N=2 structures. Set (Λ, q) and ǫ(a, b) as in (17) and
Now one can choose either I or J to define Q ± and J. As I = J on Λ z and I = −J on Λz the two N=2 structures are related as follows:
For simplicity, we denote by V (T, I, J ) either the N=2 superconformal lattice vertex algebra defined by I or J . If additionally, (T, I, J ) is induced by (T, G, B), where T is a complex torus with fixed complex structure I, G is a Kähler metric with respect to I and B is a B-field, then we also write V (T, G, B) for the N=2 lattice vertex algebra V (T, I, J ).
In the appendix we prove Proposition 5.2. The N=2 superconformal lattice vertex algebra V (T, G, B) is isomorphic to the N=2 SCVA constructed in [KO] .
Adopting the viewpoint of lattice vertex algebras has the advantage of having a basis-free and functorial construction. Moreover, it is more apparent how the lattice determines the structure of the vertex algebra. This leads us to the formulation of rationality for lattice vertex algebras (see Definition 5.4) and eventually to prove that the rationality is completely determined by the size of the so-called chiral sublattice Λ ch of Λ (see Proposition 5.5).
5.3. Rationality. We phrase the rationality of the lattice vertex algebra V (Λ, q, Λ z ) in terms of its so-called chiral subalgebra whose fields are ordinary power series in z andz. Roughly, we call V (Λ, q, Λ z ) rational if its chiral subalgebra is so big that V (Λ, q, Λ z ) breaks into a finite direct sum of irreducible representations of its chiral subalgebra.
As mentioned in Remark 5.1, the term z q(az,bz)z−q(az,bz) may give non-integral powers in z andz. However, the subspace W ⊂ V of those states which only yield power series is easy to describe. If we write
. We call Λ ch the chiral sublattice of Λ. In general, W does not have the structure of a lattice vertex algebra, as Λ ch may be of smaller rank than Λ. However, if we require (a) (Λ, q) is unimodular, i.e. Λ is its own dual with respect to q, and (b) q restricted on Λ ch is non-degenerate, then the space
where h ch,b and h ch,f are copies of Λ ch,C (see Section 5.1), does bear the structure of a lattice vertex algebra. Indeed, if (Λ, q) is unimodular, then the condition q(λ z , α) ∈ Z, ∀α ∈ Λ is equivalent to λ z ∈ Λ. Hence denoting
which is defined over Z, i.e. Λ ch ∩ Λ z ⊂ Λ and Λ ch,z = (Λ ch ∩ Λ z ) ⊗ Z R. Similarly for Λ ch,z . This gives rise to a lattice vertex algebra V (Λ ch , q, Λ ch,z ) called the chiral subalgebra of V (Λ, q, Λ z ). Its space of states is exactly V ch . For example, in view of Lemma 3.8 (ii) and (iv), the integral lattice (Λ, q) and the (z,z)-decomposition associated to a torus as defined in (17) satisfy the conditions (a) and (b), and hence possess a chiral subalgebra. Further, the decomposition (19) allows us to exhibit the following simple structure of the chiral subalgebra:
Proposition 5.3. Under the conditions (a) and (b) above, the chiral subalgebra V (Λ ch , q, Λ ch,z ) is the tensor product of two commuting lattice vertex algebras in the sense of [Kac] . In particular, the fields in V (Λ ch , q, Λ ch,z ) are all power series in z andz.
Proof. We already showed that the unimodularity of (Λ, q) implies that Λ ch ∩ Λ z and Λ ch ∩ Λz are sublattices of Λ. Since Λ z is orthogonal to Λz with respect to q, the condition (b) implies that q is non-degenerate on Λ z and Λz. Moreover, since Λ ch,z = (Λ ch ∩ Λ z ) ⊗ Z R is contained in Λ z , the (z,z)-decomposition of Λ R induces the trivial decomposition on Λ ch,z , i.e. Λ ch,z has noz-part. Similarly, Λ ch,z has no z-part. This gives rise to two lattice vertex algebras V (Λ ch ∩ Λ z , q, Λ ch,z ) and V (Λ ch ∩ Λz, q, Λ ch,z ) in the sense of [Kac] . Since all the supercommutators between the z-andz-parts are trivial (see 14), we say that they commute with each other. Further, if we denote their space of states by V ch,z respectively V ch,z , then we have the tensor structure
Now it is clear that all the fields in the chiral subalgebra are power series in z and z. This completes the proof.
Note that if Λ ch is of maximal rank in Λ, then we have V ch = W , which means that the chiral subalgebra contains exactly all the fields which are power series in z andz. The maximality of its rank also yields the rationality of V (Λ, q, Λ z ) (see Proposition 5.5). In order to give the definition of rationality, we explain now the module structure of a lattice vertex algebra V (Λ, q, Λ z ) over its chiral subalgebra V (Λ ch , q, Λ ch,z ).
The state-field correspondence on V (Λ, q, Λ z ) induces the structure of an R 2 -fold algebra on itself, i.e. for every (m,m) ∈ R 2 , we have an even morphism
This structure restricts to a Z 2 -fold module structure on V (Λ, q, Λ z ) over its chiral subalgebra (see [Ros] for more details).
Definition 5.4. A lattice vertex algebra V (Λ, q, Λ z ) is rational if it decomposes into a finite sum of irreducible modules over its chiral subalgebra.
It turns out that the rationality is determined by the size of the chiral sublattice. Indeed, there is an obvious decomposition of V . For any α ∈ Λ, denote by χ α ⊂ C[Λ] the subspace spanned by all vectors e α+λ with λ ∈ Λ ch . Clearly, it is independent of the choice of the representant of
and each V α is a Z 2 -fold module over the chiral subalgebra. We show Conversely, if V (Λ, q, Λ z ) is rational, then the sum (20) must be finite, hence Λ ch is of maximal rank.
For the lattice vertex algebra associated to tori, in view of Lemma 3.8, Proposition 5.5 has as consequence the following (
ii) V (T, I, J ) associated to a generalized complex torus with an arbitrary GKS (I, J ) is rational if and only if the composition IJ is defined over Q. (iii) V (T, G, B) associated to a complex torus T endowed with a constant Kähler metric G and a B-field is rational if and only if G and B are both rational.
In the next section we draw some consequences of Theorem 5.6. 5.4. Rationality, mirror symmetry and complex multiplication. In this paragraph we use Theorem 5.6 to rephrase results of the first part of the paper in terms of lattice vertex algebras. Let us start out with an analogue of [KO, Thm 5 .4], which shows that mirror symmetry for generalized complex tori can be alternatively expressed in terms of their associated lattice vertex algebras. First we recall the definition of mirror symmetry for vertex algebras from [KO] .
Definition 5.7. Two N=2 lattice vertex algebras are mirror partners if there is an isomorphism f : V → V ′ of their space of states, such that
with the additional property: Proof. Let ϕ be a mirror map between the two generalized complex tori. Since ϕ preserves q and the decomposition (9), it induces an isomorphism f between the Let (T, G, B) be a complex torus. Recall the charge lattice isomorphism from [H1] :
with inverse
Elementary calculations show that φ −1 is an isometry, i.e.:
Writing φ(a) =: (φ 1 (a), φ 2 (a)), the decomposition Λ R = Λ z ⊕ Λz = Graph Γ R (−G + B) ⊕ Graph Γ R (G + B) from (9) corresponds to a → a z := φ −1 • φ 1 (a) and a → az := −φ −1 • φ 2 (a).
Write f := φ −1 . We show that f is the isomorphism we are looking for. Here we only give the calculation for the bosonic part. The fermionic part is similar.
We interpret [KO] 's choice of bases as follows: Then for a = (w, m), b = (w ′ , m ′ ) ∈ Γ ⊕ Γ * , we have again by (21) q(a z , b z ) = G −1 (k, k ′ ) and q(az, bz) = −G −1 (k,k ′ ), and
Compare the state-field correspondence (16) with the one given in [KO] , the isomorphism is then obvious.
