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The evolution of the humankind has been linked to the improvement of 
communications between peers. Starting with the early visual communication with signs and 
gestures, going through the development of long distance communication with beacon or 
smoke signals all along the Chinese wall, and finally reaching the actual technology sustained 
by the modulation of electromagnetic waves. No matter the transmission channel employed, 
the final purpose is the unambiguous meaningful exchange of information. 
All the conceptual models define the different levels of disruption in the 
communication process as noise. The correct interpretation of the message is the basis of the 
success in the exchange of information. So forth the health and integrity of the message must 
be assure through the communication channel. As a result, the monitoring of the quality of 
the signals becomes a key process for the success of the exchange of information in any 
communication environment. 
In 1966 Kao and Hockham demonstrated the potential of silica glass to guide the 
light [Kao '66]. Six years later Corning developed the first low-loss optical fiber, marking the 
beginning of the optical communications era. Nowadays, optical networks have been widely 
spread in different scales, from the robust submarine cables to the flexible fiber in the fiber 
to the home (FTTH) architecture. However, the principle of disruptions is still present and 
with these new scenarios, new challenging noises and impairments have arisen. 
Legacy fibers and networks have been historically characterized with off-line 
methods. The first technologies were more simplistic and rigid, therefore the techniques 
employed back then were based on an end-to-end characterization of the physical media. In 
that configuration, the system was fed with a pilot signal that traveled through the different 
nodes and it was analyzed at the termination end. From the analysis of this trained scenario, 
the degradation in different configurations was estimated [ITU-T '07]. However, the new 
optical layer functionalities such as dynamic reconfiguration and flexibility disable the use of 
these techniques for the performance characterization. 
The increasing demand of services in the network forces to upgrade the system to 
more spectrally efficient modulation formats. The boost of the transmission bit rate comes 
with a growing number of signal impairments that detrimentally manifest themselves as the 
network rises its complexity level. High-speed optical signals are more vulnerable to 
impairments and the induced performance degradations are getting more prominent. Even 
a weak impairment in the link could severely distort some of the optical properties of the 




Not only the modulation formats experience a constant renovation, the network has 
also developed the capacity of self-reconfiguring, reaching the qualifications of smart and 
cognitive networks [Tomkos '12]. Provided with the necessary information, the system is 
able to establish the optimum path for the transmission, to monitor its own performance and 
when necessary, to re-adapt its own paths. The final goal must always be to maximize the 
data transmission with a minimal amount of signal distortion. 
Performance monitoring traditionally refers to monitoring in the electrical domain 
at the SONET/SDH layer for bit error rates (BERs) and other quality-of-service (QoS) 
measurements. However, electrical transponders for high bit rates (40 Gb/s) are expensive, 
and the number of transponders can be reduced by using all-optical equipment. [Lachs '98] 
This new generation networks with fault management capabilities requires the proper 
assessment of the signal’s health. The monitoring of the signal must also be adapted to these 
heterogeneous networks. This implies that it must be transparent to modulation and data 
rate as they might change dynamically between measurements [Dahan '11]. During the past 
years, more advanced techniques have been developed to provide an accurate and dynamic 
characterization of the signal quality. Optical performance monitoring has been designated 
as one of the key enablers of the next generation networks [Saleh '06].  
The term Optical Performance Monitoring (OPM) has its first appearance in the 
literature in the early 1990. All the definitions agree to outline OPM as a physical layer 
monitoring of the health of the signal [Hill '93]. One of the advantages of monitoring directly 
the physical layer is the ability of rapidly detecting faults in the transmission. Next generation 
networks tend to all-optical systems, implying that the signals do not need to be down-
converted from optical to electrical domain until they reach the end node. There are no 
intermediate electrical regeneration points and there must be no electrical diagnose of the 
degradation at intermediate points neither. 
Optical Performance Monitoring modules require only a simple tap of the optical 
signal, becoming then, non-destructive sensing methods that require only a small percentage 
of the optical signal. This also loosens any restriction of where it needs to be performed. 
OPM provides a way to monitor the physical state of the network and the quality of the 
transmitted data at the same time, avoiding then an over design and inefficient use of network 
resources. However, OPM techniques must deal with some complications. 
Sometimes different OPM parameters require different monitors and this implies a 
costly technology. The OPM is then constrained by the available technology. The 
development of functional monitoring techniques requires that these techniques could 
address the simultaneous measurement of several advanced parameters. Following the fashion 
of the electronic performance monitoring, the OPM techniques must report average values 





This thesis focuses in the study of impairment monitoring for the most common 
parameters based on all-optical techniques. Here, ultimate features of the Stimulated 
Brillouin Scattering are studied in the analysis of live signal in order to parameterize the 
distortion present in the signal. 
Motivation 
The Photonic Technologies Group started with the characterization of the physical 
properties of the optical fiber. Later on, with the upgrade of the communications systems 
and the increase of power transmitted over the fiber, the research was focused on non-linear 
phenomena present in the optical fiber. In 2002, a new method for high resolution optical 
spectrum analysis based on Stimulated Brillouin Scattering (SBS) was patented [Pelayo '04]. 
The group presented the first spurious-free high-resolution optical spectrum analyzer, named 
BOSA, and exhibited the first prototype in ECOC 2004. One year later the measurement 
principle and the first applications were published [Subías '05]. 
With this powerful tool developed within the group, the efforts where then put in 
understanding the information that could be embedded in the optical spectra. Since the early 
days of the development of the BOSA, the group has always considered that, the optical 
spectra may hold more information than what has been used so far. 
It did not take long to realize the relationship between the temporal domain and the 
frequency domain. This powerful tool proved itself essential to characterize light emission 
sources and to evaluate its performance for telecomm applications. The interpretation of 
these high-resolution spectra was challenging, the understanding of the information depicted 
in this new spectra came with further research of the nature of the semiconductor emission. 
During the first years, the group focused the research on the characterization of the 
work parameters of semiconductor lasers, proposing novel characterization methods, and on 
the measurement of the chirp parameter of different kind of lasers and optical modulators 
[Villafranca '07]. Throughout these years, several doctoral and masters theses gather all the 
vast knowledge acquired in the emission source characterization. [Villafranca '08] 
In 2010, the group presented a project for new optical performance monitoring 
techniques. The projects was funded with a research grant from the Spanish National 
Research Program [MICIN '10]. Based on the vast expertise acquired in the analysis of 
optical spectra for characterizing the performance of emission sources, the project was focused 
on developing new techniques that could reveal or monitor the performance of the 
transmission without need to downgrade the signal to the electrical domain. 
At the beginning, we centered our efforts in measuring the optical noise present in 
the signal. As we were developing new techniques to characterize the polarization 
impairments of the system, we realized that we had developed a new way to measure the state 




the polarization mode dispersion and its importance came quickly to our heads as we 
struggled before with these parameters in the optical cable processing. The patent was 
presented in 2012 and approved in 2014 [Sevillano '14].  
During the next months until present time, the research line has been centered in 
making the most out of the spectrally resolved polarimeter designed. Together with Aragon 
Photonics Lab (APL), the system has been fully implemented in their BOSAs and is now 
available in its catalog. 
This thesis summarized all the work done in the past years in the project framework. 
The results cover the main highlights achieved and the main drawbacks found, which could 
inspire future dissertations or theses for others, or at least prevent them for the same mistakes. 
Thesis Organization 
This thesis presents five chapters and is organized as follows. Chapter I is devoted to 
the description of the main parameters in optical performance monitoring. A full explanation 
of the physical phenomena related to the parameters is presented. In this chapter we also 
analyze the Stimulated Brillouin Scattering and its features that later will be employed along 
the thesis.  
Chapter II describes the measurement of one of the monitoring parameters, the 
optical signal to noise ratio, for different scenarios. This chapter presents the limitations and 
drawbacks from the current methods and the advantages that the high-resolution spectral 
analysis can bring. It also shows the potential of the measurement in trendy technologies in 
which the optical analysis has not been employed yet.  
In Chapter III, it is presented the analysis and measurement of polarization 
impairments in signals. Based on the polarization properties of the SBS the chapter describes 
all the steps that led to the development of a new technique for spectrally resolved 
polarimetry. Here, we explained the theoretical fundamentals and the technical details of the 
patented device. Results in different scenarios test the performance of the device and shows 
its potential use. 
The main goal in Chapter IV is the design of a OSNR measurements technique that 
could be employed in polarization multiplexing schemes. For that purpose, the spectral 
coherence of real traffic signal is analyzed. In this chapter, it is also analyzed the statistic of 
the registered spectral power for narrow spectral regions in traffic carrying signals. 
Chapter V closes this thesis with the global conclusions. 
4 
 I.  Optical Signal Quality 
Measurement and Monitoring 
 
The list of parameters that might be monitored is extensive, going from simple 
channel presence monitoring to more complex protocol misalignment. It is common to 
divide this impairment in two categories, component faults and transmission impairment. 
Among the second category, two of the most common parameters are the Optical Signal to 
Noise Ratio and the Polarization Mode Dispersion.[Chan '10]  
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I.1.  Noise and Signal discrimination. 
The now distant leap toward the third generation window was based on the 
possibility of longer distance transmission due to optical amplification. The use of optical 
amplification significantly reduced the cost of regeneration point which, back then, involved 
detection, equalization and a new source of transmission. Soon the use of the erbium doped 
fiber as optical amplifier (EDFA) was massively implanted. The basis of these boost stages is 
that the Eb3+, when pumped at 980nm or 1480nm, exhibits an overpopulation in the 
levels 4I13/2 than can be used to significantly amplify lightwaves which wavelength lays 
between 1525 and 1610nmm. This inversion of population of the levels 4I13/2 and 4I15/2 comes 
also with an inconvenient spontaneous emission of light in the whole region.  
 
Figure I.1. Simplified energy levels of the Erbium and the transitions involved in the amplification phenomenon. 
The spontaneous emission is generated over the whole band. Due to its spontaneous 
origin, there exists no phase relationship between the generated photons and thus it presents 
no coherence. This emission is isotropic but part of the radiation does not vanish and is 
coupled by the fiber and amplified in its path out of the system. The final output of this 
effect is the generation of incoherent photons that increase the total energy of the output 
signal but, unlike the stimulated emission, they don’t match any of the incoming signal 
properties. This noise is often referred as amplified spontaneous emission (ASE) and has been 
a source of study since the implementation of the optical amplification. [Walker '91] 
This spontaneous emission has been widely studied and in its most simple version it 
can be described as: 
 ( )2 1SP spP B n G hυ= ⋅ −  [I.1] 
Where PSP corresponds to the power related with the spontaneous emission, B stands 
for the amplification bandwidth of the Erbium, G is the gain at the operation time, h is the 
Planck constant, ν stands for the optical frequency and nsp is a factor directly related to the 
population inversion and in most practical cases it is in the region from 2 to 5 [Becker '99]. 
This model of the emitting noise is widely accepted and it has been used to estimate noise 
values to design long haul optical networks [Lee '08]. However, it is not suitable in the next 
generation networks. 
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When the signal goes through many of these boosting devices, the accumulated noise 
raises exponentially, increasing then the power density in the fiber and consequently the 
undesired non-linear effects. Monitoring the amount of noise in the signal gives prior insight 
of later degradation of the quality of service (QoS) and aids, in the smart reconfiguration 
process, to avoid further degradation. 
The spontaneous nature of the noise makes its spectrum almost flat across the 
amplification band gap. The stimulated emission on the contrary exhibits a confined 
spectrum defined by the features of the incoming signal. The Optical Signal to Noise Ratio 
(OSNR) is one of the most used parameters to measure the accumulated noise in the 
transmission [Derickson '97]. This parameter has always been easily measured in the optical 
layer and directly correlated to the bit error rate (BER) [Gumaste '03]. The BER measures 
the probability of an erroneous bit recovered in a long stream of bits, after it has gone through 
the physical system. Of course this measurement requires bit time detection and optical to 
electrical conversion. Although this parameter is the corner stone for QoS analysis, it cannot 
be monitored continuously as it requires full knowledge of the transmitted channel and 
therefore it does not stand quick reconfigurations.  
OSNR optical monitoring, on the other hand, can be done in parallel to the main 
link by tapping a small percentage of the transmitted power and requires no more than the 
optical spectra measurement and its analysis. Although the system is transparent to new 
modulation schemes and formats, new grid configurations and denser channels multiplexing 
has proven the present standard insufficient [Kilper '02]. 
When multiplexed, the channels are coupled in the same fiber going through the 
different boosting stages and propagating to their final destination. Early standards 
established the spacing between the optical channels in order to identify them after obtaining 
the spectrum of the total grid of the WDM. Those spectral gap laying between two adjacent 
channel exhibit the accumulated noise as there is no original signal placed in these regions. 
The IEC approved standard for OSNR measurement defines the OSNR as the ratio between 
the signal present in the channel, and the noise underlying [IEC '92]. This noise value in the 
channel is interpolated from the value measured out of the channel where it is assumed that 
there is no signal. The equation includes a bandwidth correction term which purpose is to 





Figure I.2. OSNR measurement based on interpolation 




   
= ⋅ + ⋅   
  
  [I.2] 
Where Pi stands for the power of the i-th cannel in linear units, Bm is the 
measurement bandwidth of the spectra, Ni is the interpolated value of the noise measured 
with the bandwidth Bm; and Br is the reference bandwidth which is standardized as 0.1nm 
or frequency equivalent. 
At first sight it can be seen the main drawbacks of this definitions. Not only a flat 
spectral noise is assumed but also that the spectral regions are reachable. Dense Wavelength 
Division Multiplexing (DWDM) tests the validity of this statement by allowing a closer 
position of the channels in the grid. 
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I.1.1.  OSNR in DWDM 
 
Figure I.3. Schematics of a DWDM architecture with ROADM 
The introduction of Dense Wavelength Division Multiplexing increased the number 
of channel transmitted in the communications bands. This yields also to the reduction of the 
spectral regions where the noise can be measured. With the advent of new generation 
networks, the standard OSNR measurement has been proved inefficient. The new schemes 
present reconfigurable add/drop multiplexers which allow a dynamic reconfiguration of the 
optical path for any channel in order to achieve the demanded QoS at any time. With this 
feature, contiguous channels may not share the same path and thus their degradation may 
not be similar. As it can be seen in fig.I.3 not all the channels go through the same path. This 





Figure I.4. WDM system with different OSNR values for the different channels showing the differences between Out-of-band 
OSNR and In-Band OSNR 
Now a simple analysis of the optical spectra may not be sufficient to obtain a valid 
value of the OSNR. Not only has the grid become more packed, but also the noise is filtered 
and thus it is confined in the spectral region shared with the signal.  
The standard assumes, the already obsolete premise, that every channel present in the 
grid has gone through the same path and thus the same number of boosting points. The 
implementation of Reconfigurable Optical Add/Drop Multiplexers (ROADM) in the latest 
years and the dynamic allocation of resources in smart networks have proved this assumption 
wrong. In the present, each channel can go through different paths and neighbor channels 
do not need to share the same noise figure as before. This situation is responsible for the coin 
of the definition of in-band noise measurement.  
In fig. I.4, it can be seen an example grid made up by six channels with different 
OSNR level that requires an individual treatment for a correct monitoring. The in-band 
measurement implies an identification of the noise level in those spectral gaps where the 
signal power masks the desired measurement. As this identification must be without access 
or prior knowledge of the transmitted signal, the measurement principle must be insensitive 
to configuration parameters and must rely on physical properties that give insight of the noise 
and signal level.  
In order to measure the noise, OSNR techniques must discern the contribution of 
noise and signal. Besides the traditional interpolation, new techniques have been researched 
in the recent years, relaying in different principles. Self-Heterodyne Detection has been 
proposed due to its insensitivity to PMD and other non-linear phenomena [Choi '08] and is 
based on beat noise analysis estimation between the signal and the noise at the detector. 
Interferometric techniques exploits the fact that ASE and signal have different coherence and 
they discriminate the coherent power of the signal from the incoherent power of the noise 
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[Liu '07]. Methods based on polarization nulling and optical spectrum analysis are well 
known despite its sensitivity to Polarization Mode Dispersion (PMD) [Lee '01]. The 
differentiating characteristic there is the polarization. The signal and noise present different 
origins, the former presents a degree of coherence that can be exploited to its discrimination. 
This coherence in space and time manifests as a defined polarization, by exploiting this 
difference, polarization nulling technique can achieve an in-band OSNR measurement. Few 
years ago our research group presented an alternative implementation of the polarization 
nulling method, increasing the effective suppression of the polarization nulling, and 
unaffected by residual PMD.[Jose Martinez '10] 
I.1.2.  Polarization nulling technique. 
Due to its spontaneous origin, the noise accumulated in the network is unpolarized, 
meaning this that the power is equally distributed in every polarization state. The signal on 
the contrary has a defined polarization state due to its coherent origin. Polarization nulling 
methods exploit this difference and, by placing a polarizer previous to the detection stage, 
the signal component can be nulled by rotating the polarizer until the orthogonal position is 
reached and thus the signal component suppressed. 
 
Figure I.5. Schematics of the polarization nulling technique. 
Fig. I.5 shows how the extinction of the completely polarized signal can be achieved 
by performing a rotation of a linear polarizer before the signal is registered by an optical 
spectrum analyzer. First the signal and the ASE are measured by aligning the polarizer parallel 
to the signal, and then the polarizer is rotated to its orthogonal state, blocking then the signal 
completely and enabling the measurement of the underlying noise. In this configuration, 
some considerations must be taken when measuring the power when the polarizer and the 
signal are aligned. In that moment, it must be considered that also half of the noise power 
goes through the polarizer. Also when measuring the situation of signal extinction, the noise 
measured is half its total power. This is a consequent consideration once a complete 




Based on these principles, this technique requires either a polarization analysis of the 
signal to know the polarization states in order to align the polarizer perpendicular, or the 
extinction method must be done by performing a minimum signal search. The former would 
require filtering and a complete analysis of the signal; the latter would imply a tedious and 
slow minimum search algorithm.  
 
Figure I.6. Polarization nulling based on minimum seek. 
This technique is based on a complete depolarization of the noise, which is correct in 
most of the cases, but also assumes a full polarization of the signal. There are two main 
scenarios where this condition is not satisfied; the first correspond to signals affected by 
polarization mode dispersion (PMD). PMD generates a dispersion of the polarization vector 
of the different spectral components of the signal, which makes it impossible to align the 
whole signal with a fixed polarizer. Therefore, a full extinction of the signal cannot be 
achieved. 
The second scenario is the polarization multiplexed signal (Pol-Mux). In this case, 
two signals are multiplexed by modulating two streams of information in two orthogonal 
states of the same optical carrier. In these cases, even though the laser source is the same, the 
effect of the modulation, with different bit streams, over the two orthogonal states is the 
depolarization of the composed signal for times greater than the bit time. This will prevent 
any kind of controlled suppression of the signal based on its polarization properties. 
I.1.3.  Pol-Mux 
Various methods have been explore to increase the bit/s/Hz ratio in order to increase 
the final network capacity. Higher modulation rates or increasing the number of channels in 
the grid yield to a greater complexity and higher non-linear effects in the transmission. Most 
recently, the new developed modulation schemes implement polarization division 
multiplexing (Pol-Mux). This has been previously done with the wavelength multiplexing 
where several channel were transmitted by varying its central wavelength, and thus there 
would be no cross-talk between them. The pol-mux couples two channels with exactly the 
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same central wavelength but in an orthogonal polarization so in the reception both channels 
can be demultiplexed. This modulation format takes advantage of the intrinsic orthogonality 
of polarized waves such as the wavelength multiplexing did with waves with different central 
wavelength. [Schonfelder '03] 
In these cases polarization nulling cannot recover the noise power because there is 
always an undetermined projection of the signal in every position of the polarizer. The use 
of two independent bit streams in two orthogonal polarization states generates a signal which 
polarization is defined only in the bit-time but depolarized for detection times greater. 
Pol-mux proves to be a challenge for optical monitoring, with this modulation 
schemes the signal loses another distinguishing property such as the polarization, and thus its 
analysis requires a different approach to reach physical parameters that could be different for 
signal and noise. The requirement of flexibility for optical monitoring techniques prevents 
the use of polarization nulling due to the increasing deployment of PolMux. 
Without a defined polarization, the signal misses the relationship between the two 
orthogonal fields and their evolutions. However, each stream of data possess its own 
coherence. The system still has the ability to interfere with itself. This is due to the coherent 
nature of the laser and it can be quantified through its autocorrelation function. In chapter 
4, a new technique based on this premise is proposed and studied. 
In the last years and for the sake of flexibility, new monitoring techniques have 
focused on the analysis of the sampled amplitude of the signal. Although it was the first 
parameter used to monitor the degradation, now the efforts are put in loosening the 
requirement of the synchronous sampling by developing more complex analysis algorithms. 
I.1.4.  Asynchronous amplitude histograms. 
The fundamental monitoring parameter to measure the signal degradation has always 
been the eye diagram analysis. This representation shows the shape of the transmitted data 
stream at the receiving point. In the eye diagram, the signal is sampled with an electrical 
oscilloscope with a lower rate than the signal’s rate and then by repeating this sampling the 
bit shape is reconstructed. In this particular case, the reconstruction of the bit shape requires 
that the sampling must be synchronized with the signal rate. This implies a clock rate feed 
for the analysis systems in order to perform this synchronous sampling. [Proakis '01]  
Normally, the clock feed is done by recovering it from the main stream with tedious 
and complex techniques. Based on the eye diagram analysis, a few years ago an asynchronous 
analysis of the signal was proposed and has attracted significant attention due to its simplicity 
and remarkable flexibility. [Shake '98] 
This asynchronous analysis differs from the common eye analysis in the sampling, as 




sampling analysis as it requires no prior-knowledge of the data rate and thus is flexible for 
higher rates migration. It is also insensitive to frame format or any other signal structure, 
requiring only that a continuous bit stream is present for analysis. 
Asynchronous histograms are performed at very low data rate and the analysis 
algorithms are simple enough to be implemented via software. The fig. I.7 displays the 
difference between the synchronous and asynchronous histograms. In the case, (a) it can be 
seen that, provided the clock signal, the analysis of the impairments is done by measuring the 
deformation of the levels of the eye and its transitions. 
 
Figure I.7. Synchronous and asynchronous histograms 
On the other hand, in fig. I.7(b) we can see a distorted image of the bit shape. In 
contrast to what happened in the synchronous case, here the separation between the levels of 
the two states, 1 and 0, cannot be distinguished, as many points were sampled in the 
transition time between states at different times. Therefore, the transition from the sates 
cannot be differentiated. However, once the histogram is performed, it can be seen that it 
presents some features. These features can be related to the distortion present in the signal. 
Particularly its mean value and variance can be correlated to main distorting parameters. 
The analysis of the recovered histograms is usually divided in two methods. In the 
method A, we start with a reference histogram, which OSNR is sufficiently low and known 
as it has been previously measured in a calibration stage. Over these histograms, the impact 
of different levels of OSNR is modelled, these estimated histograms are now compared with 
the measured histogram. Then, an algorithm is employed so the estimated histogram fits the 
measured histogram. This algorithm will vary the value of the noise for the reference model 
until it gets the minimum difference between the estimated histogram and the measured one.  
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Figure I.8. Different methods for OSNR estimation from asynchronous histograms 
In the method B instead of modeling the influence of the noise over a reference 
histograms, we simulate the effect of different level of Gaussian noise over the measured 
histogram and compare them with reference histograms with known OSNR that have been 
previously obtained in calibration stages. 
In both methods, the analysis is based on the fitting of a single variable, the value of 
the OSNR. The first method can be demonstrated to be more efficient for low OSNR while 
the second one shows better result than the first one for high OSNR values. [Chan '10] 
In both ranges this methods presents sensitivity limitations due to the influence of 
non-signal dependent noise that could be present in the monitoring system, nevertheless it 
shows a cost-efficient performance [Luis '09]. It is also modulation formant transparent and 
bit rate independent, and it does not require the costly recovery of the clock signal. 
I.2.  Polarization Mode Dispersion 
I.2.1.  Polarization Formalisms 
In 1821 Fresnel, enlighten by the experiments of Young, extended the prior work of 
Huygens in wave theory, explaining the phenomenon of the polarization. He stablished a 
theory that could explain the prior experiments of Malus and Brewster. He assumed that the 
electric field has no longitudinal oscillation and only presents transverse components.  
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There exists multiple ways of representing the electric field [Rogers '08]. The two 
most common are the Jones space and the Stokes space representation. 
In Jones space the electric field is represented as a vector defined in the basis of two 




wave is traveling in the z direction, the Jones vector is formed by the complex components, 
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 [I.4] 
The polarization state in this representation can be extracted from the relationship of 
the relative phase between the components, x yδ φ φ= −  , and the ratio between their 
amplitudes. The most common way to depict this representation is the polarization ellipse. 
Representing the field component in the Cartesian plane, the parameters of the trajectory 
characterize the polarization state.  
 
Figure I.9. The Polarization ellipse 
In the most general case, i.e. the elliptic polarization state, the angles of the depicted 







α =  [I.5] 
 tan 2 tan 2 cosψ α δ= ⋅  [I.6] 
 sin 2 sin 2 sinχ α δ= ⋅   [I.7] 
In the same way that the polarization properties of a propagating wave can be 
described by its Jones vector, the optical devices can be characterized by its Jones Matrix. 
This matrix describes how the optical device modifies the polarization properties of the 
incoming wave. By applying this operator to the jones vector of the incoming wave, the 
polarization properties of the output wave can be calculated. 
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Although this representation has been proved very intuitional, it assumes a fully 
defined polarization and lacks explanation for the depolarization phenomena. The concept 
of depolarization appears when considering non perfectly monochromatic waves or time 
integration in the detection. Stokes presented in 1852 a more general description based on 
the intensity that could cover the non-polarized or partially polarized cases. 
The Stokes space is a four-dimension scalar space which parameters are based on 
intensity instead of the complex electric field. In this case the first of the Stokes parameters, 
S0, accounts for the total intensity while the others account for the proportion of signal in a 
three basis axis; (S1,S2,S3). The first component of the basis, S1, accounts for the difference 
between vertical and horizontal component, the second component, S2, for the difference 
between signal at 45deg and 135deg, and the last one, S3, accounts for the difference between 
right hand circular and left hand circular component. 
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 [I.11] 
As the first component , S0, represents the total light, it can be measured in any 
orthogonal pair of axis and thus its value will always be grater or equal than the norm of the 
vector made up by the components in the three axis. The depolarization will be then this 
difference. 
 2 2 2 20 1 2 3S S S S≥ + +  [I.12] 
Normally, the parameters (S1,S2,S3) are normalized with respect to S0, and thus in 
the case of fully polarized light their value ranges from 0 to 1.The Stokes parameters often 
come with a representation of the polarization in the Poincare sphere. In this 3D depiction, 




lay in the equatorial plane. The length of the vector is related to the inequation [I.12], as it 
would go from 0, in totally depolarized, to 1 in fully polarized signal, reaching the surface of 
the sphere. 
 
Figure I.10. Poincare sphere 
The angles formed by any vector in the Poincare sphere are directly related to the 
angles that defined the ellipse in the Jones space and thus they can be used to unambiguously 
describe any polarization state. 
 
Figure I.11. Ellipse’s angles in the Stokes space 
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 [I.13] 
The relationship stated above proves that the polarization state of the signal can be 
completely determined through the Stokes parameters. These parameters can be obtained by 
performing the measurement of the intensity of the signal in the mentioned six states. This 
implies that a scalar measurement of the intensity in six different states can fully describe the 
polarization of the signal.  
Polarimetry often employs Stokes space representation for two reasons. First, it is an 
intensity-based representation and most of the detector are intensity photodetector, hence 
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there is no need for complex operation to obtain the Stokes parameters. The second reason 
is that it is connected with the Mueller calculus, which affords a superb mathematical 
framework for calculating the response of optical devices and their effect on fully or partially 
polarized light. This is especially significant when describing the behavior of optical devices 
such as optical phase retarder. 
I.2.2.  Polarization evolution in fibers 
The exact solution of the wave equation in the optical fiber with different refractive 
index for the core and the cladding, nco and ncl, is made up by six field components, i.e. E 
and H in the x,y,z directions. These propagation modes are discrete and hybrid because each 
one consists of all six field components and possess no circular symmetry. Normally the 
system can be greatly simplified by assuming the so-called “weakly guiding approximation”, 
nco-ncl<1, and thus the longitudinal field components are neglected. This assumption leads 
to the approximate mode solutions defined as linearly polarized LP modes. In isotropic 
media, the fundamental mode LP01 is degenerated and two modes 01
xLP  and 01
yLP  can be 
guided with the same propagation constant [Keiser '10]. 
In case of single-mode fibers, the indexes, nco and ncl, are set to guide only the 
fundamental and lowest order modes. In the case of circular cores with perfect angular 
symmetry, the fundamental HE11 in the general case is the same solution as the LP01 in the 
weakly guided case and thus it supports two degenerated modes. The solution exhibits an 
amplitude with a revolutionary symmetry that can be polarized in X or Y axes with the same 
propagation constant β. This statement implies that for this fundamental mode the fiber 
guides any polarized state unaffected through all its length, reaching the furthest point in the 
same original mode and thus with the original polarization state. However, the fiber present 
asymmetries in the circular core and cladding which leads to a differential propagation of the 
different modes and thus a differential evolution of the polarization states across the fiber. 
The most common and simple way to describe the evolution of the polarization in 
the fiber is to consider the whole fiber as a concatenation of infinitesimal trunks of fiber. In 
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Where k0 is the propagation constant and can be expanded: 
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 vector accounts for the birefringence of the fiber in the three basis of the 
Stokes space. β  o stands for the ordinary propagation constant and σ

  is the pauli matrix 
tensor for projections between Jones and Stokes spaces. 
Now decoupling the temporal evolution of the electric field, the solution for the eq 
[I.14] can be represented as: 
 00
i zE e sβ−=E   [I.16] 
Where the vector s  represents the SOP vector in the Jones space. Replacing this 
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  [I.17] 
Thus, the evolution of the vector for an infinitesimal length can be approximated as: 
 ( ) ( ) ( )0 0 1exp 2s z z s z i zβ σ
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    [I.18] 
Expanding the value of the exponential, the equation [I.18] can be rewritten as: 
 ( ) ( ) ( ) ( )sin1exp cos2
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Where β accounts for the modulus of the birefringence. This equation represents the 
unitary matrix that determines the evolution of the polarization for an infinitesimal portion 
of fiber, T(Δz) defined as the unitary transmission matrix in Jones space. This approximation 
is valid only in those regimens in which the birefringence can be considered constant . 
 ( ) ( ) ( )0 0s z z T z s z+ ∆ = ∆   [I.20] 
Due to its unitary properties, the final matrix will be a concatenation of independent 
matrixes describing the evolution in the different trunks. 
This evolution described above is more explicit when expanded in the Stokes space. 
The Stokes representation of Jones space vector can be performed by using the Pauli matrixes 
and its identities [Gordon '00]. 
 sˆ s sσ=

  [I.21] 
The evolution of the polarization expressed in the Stokes domain can be then written 
as: 
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dz dz dz
σ σ= + ⋅
    [I.22] 
Now substituting the evolution of the jones vector and using the identities, it can be 






  [I.23] 
This equation relates the evolution of the polarization vector across the fiber to the 
birefringence of the fiber. 
If we go back now to the equation [I.20], the propagation matrix can be written as: 
 0iT e Uφ−=   [I.24] 
Being φ0 the common phase due to propagation. Now if we differentiate with respect 
to the frequency having in account the expression: 
 ( ) ( )0 0 0i




−  = − +  
  [I.25] 
This evolution can be rewritten as: 
 ( ) ( )*0
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  [I.26] 
Where τ0 is known as the mean group delay and it is defined as the frequency 
derivative of the common phase φ0 .Finally if we apply the same differentiating rule that was 
used above: 
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Neglecting the dependence of the refractive index with the frequency. The evolution 
of the polarization in the Stokes space can be simply expressed as. 




  [I.28] 
According to the expression [I.28], any birefringence in the fiber would induce a 
different evolution of the polarization state for the different spectral components. There exist 
special orthogonal pairs of polarization at the input and the output of the fiber called the 
principle states of polarization (PSP). These PSPs have group delays, τ, which are the 




these two delays is called the differential group delay (DGD). When light is lunched into the 
fiber with a SOP matching one of the PSP, its polarization remains constant across the fiber 
and exits with its same SOP. The Ω vector describes both the PSPs and the DGD in the 
fiber. It is a Stokes vector pointing in the direction of the slow PSP with a length equal to 
the DGD induced by the birefringence. The evolution described in [I.28] can be easily 
identified as a rotation of the polarization stokes vector ŝ around the Ω vector defined by the 
differential group delay established by the birefringence. 
The equations [I.23] and [I.28] state the analogy between the polarization evolution 
across the space and its dependence with the frequency. Obviating a common factor and 
assuming that the birefringence can be considered independent with respect to the 
wavelength, both equations show a similar behavior. 
Equation [I.28] can be tested by coupling into a single mode fiber, two narrow 
emission sources with similar polarization states and different emission wavelength. After a 
sufficient long path, the relative orientation of their polarization states changes, and thus 
interference phenomena in which polarization is involved can be neglected. 
I.2.3.  Polarization mode dispersion 
In terrestrial optical transmission, this problem becomes relevant when the emission 
source is pulsed for codification and thus the spectra broadened. In the temporal domain, 
the effect of the birefringence can be easily depicted expressing the signal in the basis defined 
by the principal states of polarization. The evolution of the component of each axis is ruled 
by its propagation constant. This yields then to a delay between the projections of the pulse 
in each axis. The final effect of this differential evolution is the temporal broadening of each 
pulse. 
 
Figure I.12. Differential Group Delay in the time domain 
In the frequency domain, the width of the signal spectra is inversely proportional to 
the duration of the pulse. When guiding a polarized pulsed signal through fiber with non-
zero birefringence, after a sufficient distance, the polarization states for the different spectral 
components of the pulse will have different relative polarizations.  
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Figure I.13. Differential group delay effect in the frequency domain. 
In the case of the pulsed transmission, the shorter the pulse the wider the spectra and 
thus the more affected it becomes. The dispersion of the polarization vector that can be seen 
on the spectral domain reflects the distortion level of the signal.  
Due to its inherent nature, the DGD is not a static value, slight fluctuation in the 
transmission conditions can change the relative orientation between the birefringence axis 
and the signal. Occasional stresses in the fiber can induce a temporary change of the 
magnitude and orientation of the birefringence over a certain length of the fiber. It can be 
demonstrated that, at the end, the expected value of this delay, when generated after travelling 
through a sufficient length of fiber, follows a Maxwellian distribution over a mean value, and 
escalates with the increase of the length as a random-walk process. This statistical value is 
known as the polarization mode dispersion (PMD) value of the transmission. Usually the 
most expected value of the Maxwellian distribution is used as the final parameter 
[FERREIRA '05]. This value does not represent the actual degradation of the signal rather 
than the mean degradation expected due to fluctuations.  
The DGD is then the fundamental measurement to assess the polarization 
impairments present in the signal due to the propagation in the fiber. As we have seen in the 
fig. I.13 this is represented as a walk-off of the polarization vector across the spectra of the 
signal. This leads to think that in the opposite way, the analysis of the polarization state of 
the spectral component of the signal gives information about its differential group delay. By 
performing a polarimetry in the spectral domain, we could characterize the instantaneous 
DGD present in the signal.[Nezam '04] . 
Historically, the PMD has only been a matter of concern in the cabling process of 
the fiber because it was the only stage in which high-PMD values could be induced to affect 
10G or lower. Nowadays, it is gaining attention as the data rate grows. With the upgrading 
to 40G and 100G, the tolerance decrease by a factor 4 and 10, respectively. The PMD must 
be now monitored in live signals and its compensation is a matter for  multiples studies. In 




















Table 1 PMD tolerance limit for direct detection systems. 
I.2.4.  PMD Monitoring. 
State-of-the-art monitoring techniques for PMD in non-coherent conventional 
modulation schemes can be divided in three main categories according to the operating 
principle. 
Post-filtering RF analysis are based on the measurement of the efficiency of the beat 
between different components of the spectra [Luo '05]. Due to the different speed for the 
two PSP in the fiber, a dephase between these two states appears. The value of the detected 
power of the beating is then related to this dephase produced by the birefringence of the 
fiber. The main disadvantage of the technique based in this principle is that several other 
dispersive impairments distort the beating efficiency and thus create an ambiguity. 
Chromatic dispersion also induces a dephase between two separates RF components due to 
the different refractive index for different wavelength, and it affects the value of the final 
power detected. Although these technique seems to be useless for modulation schemes that 
do not present clock tones, such as NRZ, several alternatives that overcome this limitation 
have been proposed. Furthermore, there have been published different set-ups than claim to 
separate PMD and CD contributions, however they can only be applied for specific 
modulation formats and limited global impairments requiring high-speed devices. [Yang '07] 
Electrical signal analysis techniques are based on the analysis of the signal quality after 
the optical to electrical conversion in the receiving end. The most employed techniques are 
based on the eye pattern analysis [Buchali '02]. The eye pattern depicts a synchronous 
sampling of the amplitude distribution after receiving multiple bits. In this depiction, the 
shape of the received bits and its transition from “0” to “1”, and vice versa can be analyzed. 
Based on the distortion present in this eye, the dispersive impairments can be monitored. As 
the RF tone analysis, it is hard to isolate the contributions of each one of the possible 
distortion. The limitations of these techniques are the clock recovery and the fast and 
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expensive electronics that it requires. However, there has been growing interest in novel 
techniques that do not require the clock signal fed to the analysis system. As for the OSNR, 
the distortion due to the PMD can be evaluate from the asynchronous amplitude histograms, 
but in this case, the optical waveform is sampled in pairs separated by a known physical delay 
which is not related to the rate. This plot is called phase portrait and although it is as 
complicated to understands as the eye diagram, it contains the same information without the 
need for clock recovery. Unfortunately, it also presents the same inconvenient lack of ability 
to isolate the source of distortion.[Chan '10] 
The last worth mentioning technology is based on the measurement of the degree of 
polarization. These techniques evaluate the depolarization suffered by the signal after 
travelling through the birefringent media. As it can bee seen in fig. I.13, the final effect of 
the different refractive index for the different PSP is a differential evolution of the SOP across 
the signal bandwidth. When the signal present no PMD distortion, it can be considered fully 
polarized and the degree of polarization (DOP) equal to one. The decrease of the DOP of 
the signal corresponds to the distortion caused by PMD. The simplicity of the system makes 
it a good candidate for PMD monitoring and it also does not require high-speed devices or 
prior information of the modulation schemes and it is not affected by other dispersive 
impairments such as PMD. Among these three technologies, this is the only one that can be 
performed in the optical domain without the need for demodulation. 
However, this kind of analysis is limited by its sensitivity, which depends on the 
modulation format. It also have a limited measurement range, which depends on the rate, 
and finally its performance can be severely affected by high-order PMD. In order to overcome 
these drawbacks, an enhanced modification can be employed. This technique is the State of 
Polarization (SOP) evolution monitoring [Xia '12], and it is based on the identification of 
the polarization plane with the highest delay between orthogonal polarizations for a given 
signal under test (SUT). However, all published methods based on resolved polarization 
analysis of the signal spectrum require either previous alignment of the system, or 
manipulation of the signal SOP [Roudas '04][Moller '01], thus limiting the measurement to 
individual channels. 
In chapter 3, we present an alternative technique, based on the SOP evolution 
analysis but with a higher resolution aided by the SBS, that presents all its mentioned 
improvements and overcomes the need for alignment or polarization controlling over the 
signal. 
I.3.  Stimulated Brillouin Scattering 
Optical spectrum analysis can be performed with a wide range of filtering techniques 
[Campos '04] [Vandeventer '91] [Baney '02]. However, the aimed performance narrows the 




stimulated Brillouin scattering has been employed to carry out most of the work done in this 
thesis. 
I.3.1.  Scalar theory 
The Brillouin scattering takes place when an optical wave travelling through an 
optical fiber reaches certain threshold power determined by the nonlinear properties of the 
fiber. This high intensity wave, aided by electrostrictive forces varying in time, generates a 
pressure wave that travels along the fiber. The propagation of this pressure wave generates a 
periodic and travelling variation of the refractive index across the fiber. This modulation of 
the refractive index can be seen as a travelling Bragg grating at the speed of this acoustic wave. 
The phenomenon exhibits a Stokes backward propagation wave which frequency is 
downshifted in relation to the frequency of the travelling acoustic wave in the media. This 
frequency shift is known as the Brillouin frequency and described as: 
 2B p A pnυ υ λ=   [I.29] 
Where np in the refractive index of the fiber at the frequency of operation, vA is the 
velocity of the acoustic wave in the fiber, and λp is the wavelength of the signal. 
When a second optical wave is present, the phenomenon is said to be in the 
stimulated mode. This case presents maximum efficiency when both signals are 
counterpropagating. In this mode, the second optical signal is known as probe, and the high 
intensity signal as pump. When the difference between their central frequency matches the 
Brillouin shift, the coupling between them and the acoustic wave is maximum. Resulting 
then in an increase of the probe energy at that frequency, proportional to its original density 
of power and other factors depending on the fiber. This effect can be easily described as the 
resonance in which a photon from the pump is transformed into and acoustic phonon and a 
photon of the Stokes wave at the probe frequency. 
 P S Aω ω ω= +   [I.30] 
In the stimulated case, the evolution of the pump and probe is coupled, as explained 
above. The most common description of the spatial evolution of these waves is presented as: 
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  [I.31] 
Where Pp stands for the pump power, Ps is the probe wave, α is the attenuation 
coefficient and gB is the Brillouin gain. Here it can be seen that the gain is exponential. This 
gain coefficient can be described in terms of the physical parameters of the fibers: 
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  [I.32] 
Where γe stands for the electrostrictive constant of the silica, np stands for the 
refractive index at the pump frequency, λp corresponds to the pump wavelength, ρ0 is the 
density of the silica, ΓB is the inverse of the lifetime of the phonon and νA is the frequency 
of the acoustic wave. 
This interaction between the pump and the probe takes place only when their 
frequencies satisfy the matching condition aforementioned. This limitation generates an 
efficiency profile of the Brillouin amplification depending of the frequency of the probe 
describes as: 
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  [I.33] 
Where ωB Stokes frequency. This equation indicates that the Brillouin profile 
presents a Lorentzian profile which full width at half maximum (FWHM) corresponds to ΓB. 
In standard single mode fiber this values is widely accepted as 10Mhz. The equation [I.33] 
determines the dependence of the gain with respect to the physical parameters. Due to its 
interferometric origin, the interaction between these two waves depends on their relative 
polarization. 
I.3.2.  Vector Brillouin Properties 
As any other interference phenomenon, the final efficiency depends on the relative 
polarization between the coupling waves. When the probe and pump match the conditions 
for the Stimulated mode, the final gain of the former will depend on their relative polarization 
states along the fiber.  
This polarization dependence of the Brillouin gain arises from the absence of the 
phenomenon when the pump and signal under test (SUT) fields are orthogonal. When this 
phenomenon takes place along a guide where they both are confined, such an optical fiber; 
the different polarization states of both, signal and pump, evolve, and thus, their relative 
orientation in every moment must be considered for the evaluation of the final gain and the 
final polarization state of the amplified probe signal. 
The propagation of the signal across the fiber can be describes as:  
 ( ) ( ) ( )0sig sigE z z E=
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Where the T matrix describes the whole evolution in the fiber for a length z. The 
propagation of the pump in the opposite way, and obviating wavelength dependences, is then 
described as:  
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Introducing this spatial evolution of both fields, the formal approximation, described 
in prior section in a scalar way, can be now rewritten in vector terms as: 
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Reformulating the equations in this form, it can be clearly seen how the ultimate gain 
factor would depend on the relative polarization between the pump and the signal at every 
time. However, when the scattering takes place in a spool of fiber, both fields experience the 
same evolution of their SOP along the fiber with respect to their original states. A straight 
thought would lead to a misconception if one thinks that then the relative orientation would 
be always the same. As they propagate in opposite direction, their evolution will not be the 
same. In linearly polarized states they keep their relative polarization state, and thus if they 
are parallel in one position they remain parallel in the next place where their state of 
polarization is linear. Nevertheless, as they propagate in opposite directions when they reach 
the circular states they both will evolve to the orthogonal circular states, i.e. dextrorotary and 
levorotary, from the same previous linear state. The opposite behavior takes place when both 
states are orthogonal in linear states, which corresponds to absence of phenomenon, but when 
they reach the circular polarization state, they arrive at the same orientation, dextro or levo, 
and thus become parallel. 
 
Figure I.14. Representation of the evolution of the SOP for pump and signal across the fiber. The probe evolution is plotted from 
the orthogonal and parallel states relative to the pump at the injection point. 
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In long enough length of fiber, both will experience the same amount on time in all 
possible states and thus it can be defined an effective gain [Zadok '08]: 
 ( )0 ˆ ˆ12b p SUT Ls s
γ
γ = + ⋅  [I.37] 
The two vectors stand for the Stokes space representation of the SOP for the pump 
and the SUT. The function γ0 stands for the well-known Lorentzian shape dependence of 
the gain with the frequency, and depends on the pump laser power lever and physical factors 
of the fiber, such as the electrostrictive constant of the fiber or its density [Govind P. '06a]. 
The length-averaged dot product of both vectors along the fiber has been proved to vary from 
minus one third, when they are orthogonal in one end, to one third, when they are parallel 
[van Deventer '94]. The equation for γb describes the gain function dependence on the 
polarization state of the pump in the Stokes space. 
So the SBS can be treated as a polarization selective element that presents two 
different gains for the states parallel and perpendicular to the pump when it is injected in the 
spool of fiber. Besides this dependence, the filter presents the aforementioned wavelength 
selectivity. Therefore, the gain function of the filter when used to scan the spectra can be 
written as: 
 ( ) ( ) ( ) 1 2ˆexp , z L ,SUTG s g z Lω ω ω∝ = ⋅ =  

 [I.38] 
This different value of the gain for two orthogonal polarization states respect to the 
pump yields to a different final output value of the amplified spectral component when it 
exits the fiber depending on its income polarization. For high enough power of the pump 
this gain difference can be considered as an effective rejection ratio between these orthogonal 
states that depends on the range of powers [Wise '11]. To verify the suitability of the effect 
as a polarization discriminator the different gain for perpendicular states was measured. To 
do so, one monochromatic signal is measured after it is amplified with a static polarization 
pump.  
 




This amplification is optimized when the signal frequency matches the emission 
frequency of the pump minus the Brillouin shift frequency. The amplified power value is 
recorded for different signal power values, and for two polarization states; one where the 
signal and the pump are orthogonal, and thus the registered value is minimum, and the other 
power is registered when the signal is rotated to its perpendicular state. An automatic 
polarization controller was employed to search for the polarization state in which the signal 
has its minimum amplification.  
Once the conditions were optimal to reach the minimum amplification, the needed 
values to rotate to the orthogonal position of the signal were calculated and set with the same 
polarization controller. In fig. I.16, it is depicted the different gain for the polarization states 
parallel and perpendicular to the pump for an static polarization pump which output power 
was amplified by an EDFA and set according to the length of the spool of fiber. It can be 
seen that in the range from -50dBm to 0dBm the system performs a greater than 20dB 
discrimination. This performance has been already used to design enhanced optical filtering 
[Wise '11].  
 
Figure I.16. Extinction ratio between incident signals parallel and perpendicular to the pump for several signal income power. 
I.3.3.  Brillouin Optical Spectrum Analyzer. BOSA 
As it has been said, it is not strange to find in the literature the description of the SBS 
as a travelling Bragg grating within the fiber. However, unlike these passive gratings which 
block the power out of the filter’s bandpass region, here the SBS highly amplifies the power 
within the bandpass region. Normally, in filtering techniques there is a trade-off between the 
width of the filter and the measurable optical power, i.e. the spectral resolution and the 
sensitivity. When the filter’s width is very narrow, low levels of power reach the detector after 
the filter, and thus, it is harder to measure their value. Due to its active gain, the SBS amplifies 
the filtered component making it easier to measure low power values. 
The full description of the SBS as an optical active filter for high-resolution optical 
spectrum analysis was patented [Pelayo '04] and its technical description presented [Subías 
'05] by some of the members of the GTF. The fundamental set-up is made up by a Tunable 
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Laser Source (TLS) amplified by an erbium-doped fiber amplifier (EDFA) to generate the 
SBS interaction in a reel of single mode fiber (SMF). 
 
Figure I.17. Basic set-up of the for the optical spectrum analysis based on SBS. 
The high power pump signal generates a Brillouin backward Stokes wave 
downshifted ≈11GHz, with respect to the pump central emission. An optical circulator 
allows optimum coupling between the signal under test (SUT), the pump and the detector 
in the setup. When the pump wave and the counter-propagating SUT are separated by the 
Doppler frequency shift, the SBS amplifies the SUT in a very narrow range, given by the 
Brillouin bandwidth for that pump power. 
 
Figure I.18. Schematics of the SBS phenomena and its amplification. 
The circulator also prevents the SUT source from being damaged by the pump wave. 
The amplified SUT is detected with a photodetector and, after transimpedance amplification 
and low-pass filtering to avoid contributions from heterodyning, it is sampled with a digital 
data acquisition card (DAQ). 
At any time in which the pump wavelength is ωP, the registered electric signal in the 
detector can be simplified as: 
 ( ) ( ) ( )DET SUT S B SUT SP
B
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∆




where ωS is the Stokes frequency for the ωP, the integral of the SUT power 
correspond to the total signal power passing unamplified through the circulator, and Psp is a 
constant term produced by spontaneous Brillouin scattering. To simplify, we have considered 
the interaction bandwidth of SBS infinitely narrow and other effects such as the SBS loss or 
fiber losses have not been taken into consideration. 
The greatest contribution to the registered power at the detector is given by the 
product of the Brillouin gain, and the power of the signal at the Doppler-shifted pump 
frequency. Provided the SUT and pump power remain constant over time, we can subtract 
them from the detected signal to obtain a magnitude that will be proportional to the optical 
power of the SUT at the frequency given by the TLS wavelength and the Doppler frequency 
shift. By controlling the central wavelength emission of the pump and sweeping it over the 
SUT bandwidth, the system can recover the optical spectrum of the incoming signal. With 
the proper synchronism between the pump TLS and the DAQ, the system can reference the 
wavelength and, with a prior calibration of the gain for a constant power of the pump, the 
absolute optical power can be calculated. 
Among other technical requirements, the system demands a high emission stability 
and homogenous sweep laser. Its high-nonlinearity is based on the exponential dependence 
of the gain, which yields to a high sensibility and enables an 80dB spurious free dynamic 
gain. The spectral resolution is achieved thanks to the spectral profile of the Brillouin gain, 
going up to 0.08pm at 1550nm. This technique presents one of the narrowest resolution 
compared with other techniques present in commercial devices. 
In 2003, the company Aragon Photonics Labs (APL), collaborating with the GTF, 
presented the first BOSA prototype. Since then, the constant relationship between APL and 
GTF has resulted in several upgrades and enhanced performance since that first model, some 
of them enclosed in this thesis. 
 
Figure I.19. Models BOSA200 and BOSA Lite 
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 II.  Direct Spectrum Analysis using 
Brillouin spectroscopy 
 
The noise generated in the amplifying stages of the transmission is widely accepted 
as the main limiting cause for system performance [Walker '91]. The OSNR has been 
employed as the main monitoring parameter due to its direct relationship to the BER in the 
electrical domain but also because, so far, it can be obtained with a direct optical spectrum 
analysis. However, the deployment of advanced features in the new networks requires 
thorough analysis and an enhanced system for the correct OSNR measurement. High-
resolution optical spectrum analysis based on SBS enables a high-detail spectrum that can 
reveal information that, normally, can not be resolved by other techniques. Here we revise 
its use in different scenarios depending on the required performance, also we present its 
suitability for the characterization of advanced modulation formats. 
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II.1.  Introduction to OSNR 
The most conventional OSNR measurement techniques are based on analyzing the 
optical spectrum of the incoming signal [Hill '93]. Relying on this principle, the optical 
power spectral density (PSD) is recovered at an intermediate point with a conventional 
Optical Spectrum Analyzer (OSA), normally based in passive filtering techniques such as 
gratings. The total ratio between signal and noise is calculated by measuring the noise in the 
spectral region between channels, and interpolating its value for the channel spectral region 
[ITU-T '04]. These techniques rely on the availability of spectral regions where the noise can 
be unambiguously detected. Nevertheless, measuring noise in tight spaced DWDM channels 
becomes complicated and these methods can lead to a miscalculation of the noise. 
In next generation networks, add/drop, dynamic routing and grooming 
functionalities are consolidated. These new features present challenging scenarios for new 
OSNR measurement techniques. Legacy regulations and actual definitions of the monitoring 
parameters cannot be implemented in future networks. Interpolating the noise in the signal 
region might not be suitable in many scenarios and the same can be applied to those schemes 
where different channels present different figures of noise. Throughout this chapter, we revise 
the OSNR standard and its measurement with direct optical spectrum analysis. Finally, we 
present the advantages that high resolution optical spectrum analysis can bring to some of 
the drawbacks present in conventional filtering techniques and explore new set-ups for 
improved polarization nulling. 
II.2.  OSNR measurement with BOSA 
Traditionally, OSNR has been measured by interpolating the Amplified Spontaneous 
Emission (ASE) that appears outside the channel bandwidth . This out-of-band technique 
assumes a flat spectrum for the noise present in the channel, and wider bandwidth for the 
noise than for the signal. This second assumption also implies that there exists accessible 
spectral regions where the noise can be measured. The most common implementation for 
the OSNR measurement presents a wavelength tunable filter and a detector. However, the 
technical requirements of these devices will be imposed by the requested performance. 
In the simplest scenario, the signal passes through the tunable filter and the detector 
measures the power of the filtered component. The filter, by tuning its central wavelength, 
selects the spectral region that will be measured. The most spread devices for this purpose are 
the optical spectrum analyzers (OSA). These devices synchronize the tuning and the 
registering stage and display the recovered spectrum along the selected wavelength span. 
After the spectrum is recovered, the analysis of its features provides the OSNR value 
based on the defined standards. According to regulation [ITU-T '04], the ASE must be 
measured in the center of the spectral region between the signal channels, and then 
interpolated. Following the regulation, the total value of the noise is defined as the optical 
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power density of the noise integrated over a 0.1nm bandwidth. Here, it is assumed that the 
noise has a constant density over the spectral region. Then, the bandwidth correction term is 
added in the equation [I.2] to ensure that, the measured power of the noise is independent 
of the filtering technique employed to recover the optical power spectral density values. On 
the other hand, the power of the signal is obtained by measuring the whole power of the 
channel and subtracting the value of the estimated noise in the same region where the channel 
has been measured. With these two values, the OSNR can be calculated as shown in eq. [I.2]. 
 
Figure II.1. OSNR measurement according to ITU-T G.694.1 
The fig. II.1 corresponds to the recorded spectra for three signals with additive noise. 
The signals here are generated by the same 40 GHz pseudorandom bit generator (PRBS) and 
fed into the same Mach-Zhender modulator. By changing the bias voltage, the modulation 
format was set to NRZ-OOK. The noise, depicted here as the red line, was generated with a 
regular EDFA with no input signal, and its output was coupled with the signal. Both were 
filter with an optical band-pass filter and finally analyzed with the BOSA set to 10 MHz 
resolution. The spacing between signals, black line, is 50GHz approx. and the whole 
bandwidth of the noise is approximately 3nm. 
Following the regulations, the points A and B are selected to measure the noise, as 
they are in the spectral region between channels. In both points, the optical power spectral 
density is measured and it is assumed that there is no contribution of the signal. With these 
values, the noise present in the center signal region is interpolated and integrated over the 
0.1nm bandwidth that the standard states. 
In the case depicted in fig. II.1, the measured value in A is -60.08dBm and in B is -
59.88dBm. This gives and interpolation of N=-59.98dBm for the estimated value in N. To 
obtain the value of the noise in a 0.1nm bandwidth the value is assumed constant. With the 




In the next step, the power of the whole channel, shaded with gray stripe pattern, has 
been obtained by integrating the optical power over the whole signal bandwidth, which in 
this case is 80GHz as it is a NRZ modulation, giving a value of -15.01dBm. Finally, the 
power of the signal can be calculated by subtracting the already measured noise, interpolated 
in the 80GHz bandwidth of the signal, and the OSNR is determined by their quotient. For 
this case, the final OSNR values is 14.01dB. Here, the technical requirements demanded are 
low and it can be performed with standard equipment and procedure. 
Nevertheless, the role of the spectral resolution has been undermined. Although the 
term present in the equation [I.2] removes any dependence with the spectral resolution of 
the filter, the system may output invalid results when the spacing between the channels is 
reduced. This problem arises frequently in schemes such as DWDM. 
II.3.  OSNR in DWDM 
Typical WDM systems in the earlier 2000 were made up by 40 channels at 100GHz, 
the following implantation of interleavers made it possible to host 80 channels with 50GHz 
spacing [ITU-T '12]. Nowadays, the spacing can be stablished below the 10GHz, and it can 
be dynamically readapted. 
In these scenarios of Dense and Ultra-Dense Wavelength Division Multiplexing (U-
DWDM), the spectral resolution plays an important role. The analysis must consider the 
limitations imposed from the lack of resolution and the close position of the channel. 
 
Figure II.2. OSNR measurement for DWDM 
Fig. II.2 presents in black line the spectrum recorded, with a 10MHz resolution, for 
a system made up by two 40GHz NRZ-OOK signals and an additive noise. In this case, the 
space between the signals is 10GHz. The red line corresponds to the registered noise 
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component when the signals are not coupled. The different colored lines show the effect of 
reducing the resolution, the blue line and the green line present the recorded spectra for 
0.1nm and 0.2nm resolution respectively.  
Applying the equation [I.2] for B will provide the same result as A, due to the 
bandwidth correction term. The correction term of a measurement registered at 10MHz 
(0.08pm) and scaled to 0.1nm is -30.97dB. Which correspond to the difference between the 
registered point in B and C. On the other hand, the value measured on C presents 
contributions of the close channels and thus, it is overestimated. In this case, the difference 
should correspond to the readjustment between bandwidths; however, there is a difference 
greater than 6dB between the cases in blue and green lines, which does not correspond to the 
expected 3dB difference when doubling the bandwidth. This is caused by the non-negligible 
contribution of the spectral points corresponding to the signal that yields to an 
overestimation of the noise in this point.  
This impairment imposes an upper limit for the resolution employed for the filtering 
that depends on the spacing and the rate of the involved channels. The consequence of 
reducing the space between channels is similar. It also ends in an overestimation when the 
resolution exceeds the channel spacing. In these cases, the resolution obtained by the SBS 
filter enables the measurement in DWDM and U-DWDM scenarios. It provides the 
required resolution that ensures the resolution of those spectral points were the optical power 
spectral density corresponds only to noise contribution.  
The use of Pol-nulling techniques in DWDM may enable the use of standard optical 
spectral analysis techniques, as the channels may be suppressed individual, but for that they 
must be isolated first and its polarization analyzed. Few years ago the group presented a novel 
technique for the OSNR in-band measurement taking advantage of the resolution achieved 
by the BOSA and also the polarization drift phenomenon originated in signals affected with 
high-DGD [Jose Martinez '10]. In the next section we present an upgrade of the system that 
based on the polarization properties of the SBS eases the set-up and present new features. 
II.4.  Induced DGD on OSNR analysis. 
Polarization nulling techniques are based on the suppression of the signal component 
and the measurement of the remaining optical power, either by a regular photodiode or an 
optical spectrum analyzer. They rely on the polarization properties of the signal and the 
depolarized nature of the noise. The suppression of the signal component in a channel is 
achieved by coupling the channel in a polarizer which orientation has been set orthogonal to 
the SOP of the signal. The noise, on the other hand, presents no dependence with the 





These techniques instead of assuming a defined shape of the noise spectra, they reach 
the noise level by nulling the signal component. However, when PMD is present, the system 
cannot recover the noise level properly, preventing a reliable measurement. Nevertheless, this 
impairment can help to reach an in-band measurement of the noise when high resolution is 
employed.  
In the first chapter section I.2, it has been showed that the origin of the PMD can be 
described as a random DGD along the fiber. In pulsed signals, the effect of the DGD was 
depicted in fig.I.13 as the walk-off of the polarization vector for the different spectral 
components of the signal. In the proposed scenario for the OSNR measurement, the system 
induces a DGD over the signal affected by the noise, before coupling it into the polarizer. 
This yields to a controlled dispersion of the polarization vector of the spectral components 
of the signal.  
 
Figure II.3. Depicton of the Wavelength-dependent rotation of the polarization vector caused by the induction of a DGD on a 
broadband signal in the Poincare sphere. 
In the fig. II.3 we can see the effect of the DGD over a wide a spectrum signal 
depicted over the Poincare sphere. There, we can see the rotation of the SOP of the SUT 
around the axis defined by the PSP, the angle will be determined by the value of the 
birefringence between these PSP. As the signal is not monochromatic and it presents multiple 
spectral components, the evolution of them will be differential, and thus the final SOP of the 
total signal will depend on the frequency, depicting all of them an arc as it can be seen in the 
central sphere in fig. II.3. By placing a polarizer, depicted as the black vector. We can suppress 
the particular component which SOP is orthogonal to the polarizer, here depicted as the red 
dot. 
Due to its lack of coherence, the noise is not affected by the delay induced in the 
DGD system and remains depolarized. Right after the polarizer, the recovered spectrum 
exhibits different power levels for the different spectral components of the signal, beyond the 
sinc-shaped envelope characteristic of binary modulations. These recovered values depend on 
the projection of their SOP onto the polarization state of the polarizer. Those spectral 
components which polarization is orthogonal to the polarizer, are suppressed and thus, after 
the polarizer, the remaining detected power corresponds only to half of the underlying noise 
that passes through the polarizer at any orientation. If the spectral resolution is low, the filter 
will smooth this dependence, as it will integrate the projected value for contiguous spectral 
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components. This detrimental effect due to the lack of resolution is analogue to the case we 
have shown in fig. II.2.  
 
Figure II.4. Schematics for the selective in-band OSNR measurement 
This impairment when resolved with a high resolution spectrum analysis allows a full 
characterization of in-band polarization nulled components. If the DGD set is high enough, 
depending on the signal bandwidth, it can be assured that there would be a complete deviance 
of the SOP of the spectral components of the signal. This yields to the fact that there would 
be components with polarization going from parallel to perpendicular prior to the polarizer. 
By controlling the relative orientation of the axis in which the DGD is generated and the axis 
of the polarizer, it can be assure that there would be spectral points which signal component 
will be fully suppressed and the underlying noise revealed.  
The basic schematics of the induced DGD system is depicted in fig. II.4. The signal 
is split with a polarization beam splitter (PBS), and then one of the branches goes through 
an optical variable delay line (VDL). The polarization controller (PC) prior to the PBS 
ensures that the SUT does not match the PSP of the system at its input, which corresponds 
to avoid the coincidence of the blue vector and the PSP axis depicted in the fig. II.3. By 
placing a polarization controller in one of the branches, we can control the coupling between 
the two orthogonal states due to changes in the SOP of the signal in the delay lines. After 
that, both branches are coupled with a polarization beam combiner (PBC).  
The delay line forces a different time of flight for the two brunches, which is 
equivalent to a controlled birefringence between the PBS and the PBC. The time of flight 
range of values, greater than bit-time, generates a dispersion that is enough, in 10GHz or 
40GHz modulation rates, to rotate the polarization vector from parallel to orthogonal in 
multiples points. This rotation for angles greater than π in the Poincare sphere ensures that 
there are spectral components which SOP lays in the equatorial plane, in the Poincare sphere, 
and can be suppressed by the linear polarizer. Finally, the output of the PBC is introduced 
in the polarizer and the outcome spectra analyzed with the BOSA 
The system requires the induction of a high DGD value, a polarization controller 
prior to the DGD generation system, and the implementation of a minimum search 




of the SOP of the signal. Otherwise, the system cannot guarantee the total suppression of the 
signal. 
In the set-up depicted in fig. II.4, the polarizer acts as the polarization selective 
element. Its main purpose is to discriminate according to the relative angle between the SOP 
of the incoming signal and the polarizer. Here we propose the use of the SBS itself as the 
polarization selective element, keeping also its wavelength tunable selectivity. The spectral 
analysis is then polarization selective and there is no need for a linear polarizer. The proposed 
modification is depicted in fig. II.5. 
 
Figure II.5. Schematics for the selective in-band OSNR measurement based on SBS 
In order to take advantage of the polarization properties of the SBS, here we 
implement a polarization switch at the output of the TLS employed as the pump. With this 
controller, we rotate the polarization of the pump from one state to the orthogonal. By 
performing a sweep in two orthogonal SOP of the pump, we can also obtain the polarization 
independent spectra of the incoming signal. 
Fig. II.6 shows the recorded spectra for a given SOP of the pump in the black trace, 
and the noise measured when the signal is not coupled in the red trace. We can see that, those 
spectral points where the polarization is perpendicular to the pump present a minimum value 
that matches accurately the noise floor. The number of minimum point where the noise is 
revealed is directly related with the value of the DGD induced, while the amplitude would 
depend on the relative orientation between the PSP, in which the DGD was induced, and 
the SOP of the pump for the analysis. Notice that, as the suppression points do not have a 
wide bandwidth, it is necessary to resolve the spectra with a high-resolution technique to 
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Figure II.6. OSNR In-band measurement by suppressing multiple spectral points aided by the DGD-Induced system and the SBS 
polarization sensitivity. 
This method can reveal the in-band value of the noise, but also it can perform it 
continuously for the whole spectral span as the polarization sensitivity and filtering element 
are the same. By removing the linear polarizer, the number of passive elements and insertion 
losses is reduced which improves the dynamic range.  
II.4.1.  Limitations and potential problems 
The technique presented in the previous section is based on the projection of the 
polarization components on the plane defined by the polarization states of the pump. As a 
result, there could be multiple SOP that would present the same projection over a plane, 
precisely any rotation over the axis perpendicular to the SOP of the pump, or the polarization 
sensitivity element, would be unnoticed for the system. 
The most simple example is the rotation of the polarization vector from linear 45deg 
to linear 135deg going through the Dextrorotation or Levorotation pole of the Poincare 
sphere. This example can be easily set by introducing a delay between the states Horizontal 
and Vertical, in that case the walk-off would be maximal passing through the poles of the 
Poincare sphere. If this linear states match those used by the pump, the projection for all of 
them would be same, which produces and incorrect measurement of the impairments. (Fig. 
II.7.b). 
This drawback can be circumvented by simply rotating the pump and performing 
the same measurement in any two different orthogonal states. This way, any rotation could 
be measured and a full measurement of the DGD achieved. In the next chapter, considering 




properties of the signal could be performed and parameterized in the Stokes space without 
ambiguity. 
 
Figure II.7. Depiction of the scenarios where the induced-DGD cannot be applied. a) SOP of SUT matches the PSP defined 
axis; b) The polarization sensitivity element matches the axis the PSP and the projection of the SOP(λ) is constant. 
The other limiting scenario has risen up recently. The new developed modulation 
scheme based on Pol-Mux cannot be monitored neither with the standard polarization 
nulling techniques nor with the DGD induced polarization nulling presented above. The use 
of two random and independent bit streams to modulate the same emission source in two 
orthogonal polarizations generates a complete randomization of the SOP of the signal. In 
these cases, the SOP of the signal changes at the same rate as the two streams in the two 
orthogonal states change. Therefore, the signal present an apparent depolarization for times 
greater than the bit time. As a result, polarization analysis is unfeasible, as it would require a 
polarizer and analysis with response times greater than the bit time, which would present no 
advantage in the optical domain.  
II.5.  OSNR in OFDM 
In the new generation networks, there exists a wide range of new multicarrier 
modulation formats that cannot be assessed by the current standard. The regulations were 
designed for single carrier evaluation and, in multicarrier scenarios, either they cannot be 
applied or do not evaluate them correctly. Although these systems are rising in importance, 
there are no reference methods that could monitor the signal’s health in the optical layer, to 
the best of our knowledge. Based on the high resolution of the Brillouin filter and modulation 
properties we developed a technique to measure the OSNR present in these signals in the 
optical layer. 
II.5.1.  Introduction to OFDM 
The orthogonal frequency division multiplexing (OFDM) is a special case of multi 
carrier modulation where a single data stream is transmitted over a number of lower-rate 
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subcarriers (SC). Which means that, instead of having a single stream of bits modulated at a 
high data rate, the information is divided and transmitted in multiple lower frequency SCs 
in parallel, which leads to a longer bit period. In a classical parallel-data system, the total 
signal frequency band is divided into multiple frequency subchannels that were conveniently 
spaced so they would not overlap and thus avoiding interchannel interference. However, this 
leads to inefficient use of the available spectrum. The particularity of OFDM lies in the use 
of the orthogonality between the individual subcarriers. This orthogonality originates from 
the correlation between any two adjacent subcarriers if their frequencies are spaced by an 
integer multiple of the inverse of the bit time. It can be mathematically demonstrated that, 
when the orthogonality condition is satisfied and with the appropriate filtering, each channel 
can be recovered without intercarrier interference (ICI), despite a strong signal spectral 
overlapping 
The fundamental principle of OFDM was proposed by Chang as a way to overlap 
multiple channel spectra within limited bandwidth without interference, taking 
consideration of the effects of both filter and channel characteristic [Chang '66]. 
 
Figure II.8. Depiction of the multicarrier modulation. 
The flexibility of the OFDM lays on its ability to increase the number of subcarriers 
and/or choose appropriate rate and format in these subcarriers. These features also ease the 
upgrade to higher rates and allow a spectral furnishing of the final transmission. The constant 
reallocation of resources proves essential for the OFDM to become a solid candidate for next 
generation transmission schemes. OFDM offers good spectral efficiency and efficient 
elimination of subchannel and symbol interference using the fast Fourier transform (FFT) 
for modulation and demodulation, which does not require any equalization.  
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Where cki is the ith information symbol at the kth subcarrier, sk is the waveform for 
the kth subcarrier, Nsc is the number of subcarriers, fk is the frequency of the subcarrier, and 
Ts is the symbol period, Π is the pulse shaping function. 
The mathematic orthogonality is achieved when the correlation between adjacent 
subcarriers is zero: 
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According to the definition we have described, the implementation of this 
modulation implies the deployment of great number of subcarriers with severe restrictions 
on their central frequency oscillation. However, in 1971 Weinsten and Ebert first revealed 
that OFDM can be implemented by using inverse discrete Fourier transform for its 
generation and the direct discrete Fourier transformation for its demodulation [Weinstein 
'71]. Based on this and with the actual FFT algorithms, the required orthogonal signals can 
be digitally generated precisely and in a very computationally efficient way. 
Figure II.9 shows the concept of orthogonal multiplexing, where we can a see a 
modulation band at base frequency composed by N sub-carriers. In fig II.9(b) the system is 
up-converted to an intermediate frequency fc by beating it with a radio frequency signal 
centered at this frequency. In fig II.9(c) the system depicts the spectra once the system is 
modulated in an optical carrier at optical frequency fo. 
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Figure II.9. Diagram of the OFDM construction. 
Due to its growing popularity and deployment, the monitoring of OFDM in the 
optical domain has become a recent challenge. Optical spectrum analysis can be useful not 
only to measure the basic monitoring parameters such as OSNR, but also to characterize the 
modulation ultimate performance. 
II.5.2.  In-Band OSNR in OFDM 
In the next experiment, the measurement of a single OFDM channel is addressed 
based on the concepts of in-band measurements. Its ability to modify its spectral shape proves 
useful to arrange spectral zones where the noise present in the band could be recovered. 
The experimental set-up is depicted in fig. II.10.The signal is synthetized off-line 
aided by a DSP and Matlab software. A stream of 215 bits running at 2.5 Gb/s is mapped into 
4-QAM symbols and modulated using an N-points inverse fast Fourier transform (IFFT).  
In order to ensure a correct data demodulation after photo-detection, a guard interval 
with the same bandwidth of 2.5 GHz as the electrical OFDM signal is generated. By doing 
so, at the receiver the mixing products between the signal and the optical carrier can be 
filtered out. The digital OFDM signal is then loaded onto an arbitrary waveform generator 
(AWG), operating at 12 GSa/s. The signal at the output of the AWG then drives a Mach-
Zehnder modulator (MZM) biased at the quadrature point (0.5Vπ), which modulates a 
sampled grating distributed Bragg reflector (SG-DBR) tunable laser source (TLS) running at 





Figure II.10. Experimental set-up for monitoring OFDM 
The optical spectrum analysis is performed with a standard BOSA. In order to test 
the set-up, the spectra of the optical OFDM (O-OFDM)signal are registered for different 
number of subcarriers (N).  
Fig. II.11 shows the obtained optical spectrum for N=8, averaged over 54 
measurements. Clearly, one can see the characteristic spectral shape of a double side band 
optical OFDM signal that has been seen previously in the electrical domain since its 
application in radio. The optically intensity modulated OFDM (IM O-OFDM) signal is 
symmetric with respect to the optical carrier and presents a constant flat power spectral 
density over the 2.5 GHz OFDM signal band and a guard interval with the same bandwidth. 
The OFDM signal exhibits a small distortion corresponding to the subcarrier (λ0±3.75 
GHz). It arises from the implementation of the hermitian symmetry for which the zero and 
Nyquist frequencies have been set to zero.  
 
Figure II.11. Recovered optical spectra for and OFDM with N=8 averaged over 54 measurements 
In the next scenario, the number of subcarriers was increased to N=16 and all the 
mapped symbols of the input sequence were set to 1, in order to analyze the spectral shape  
of the subcarriers. As it happens in single carrier modulations, in this static situations the 
effective linewidth of the carriers is depicted in the spectra. Fig II.12 shows the recorded 
spectrum for just one sweep across the modulation. Here, we can see that the spectral shape 
of the 16 subcarriers is revealed when no signal is introduced in them. As we can identify the 
subcarriers, we could also be able to observe and quantify impairments or its absence by 
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analyzing the spectral shape of the modulation in the same way it is performed for single 
carrier modulations. 
 
Figure II.12. Recovered optical spectra for and OFDM with N=16 in a single sweep 
Now we couple the exit of an Erbium Doped Fiber Amplifier (EDFA) with a 2x1 
coupler as seen in fig. II.10. This EDFA without input signal simulates the cases of an 
additive white noise in the C-band region. The noise generated by the EDFA was previously 
filtered with a 100 GHz wide optical band-pass filter (OBPF) in order to ensure working in 
an optimal power range for measurement, i.e. no saturation in the detectors. 
The first approach for measuring the OSNR in these cases is based on prior definition 
of the OSNR in single carrier modulation and stated in the regulations [ITU-T '04]. Instead 
of measuring in the gaps between channels and extrapolate, here we search for different 
regions where the noise can be isolated.  
The total power, PT, of any region with signal power PS and with an integrated ASE 
noise power PN can be written as PT=PS+PN. The ASE level measurement can be performed 
at selected frequency ranges, either within the guard interval (λ0±2.5 GHz) or in those 
corresponding to OFDM subcarriers selectively suppressed. 
The power measured in those regions is extrapolated to the whole band assuming a 
flat noise spectrum. The total noise power (PN) inside the bandwidth used for evaluating the 
OSNR can be directly measured integrating the power in the selected region. After that, the 
original signal level (PS) is found by subtracting the estimated noise power from the measured 
signal power over the same bandwidth (PT), and the OSNR=PS/PN can be calculated. 
In the first case, we focus on the proposed O-OFDM signal with N=64. In fig. 
II.13(a), it can be observed that the received optical power within the guard band corresponds 
only to noise. However, when approaching to the optical carrier, the spectral characteristics 
of the laser limit the band within the noise measurement should take place, leading to 
erroneous measurements. This compels the measuring points to be within the ranges λ0±1 
GHz and λ0±2 GHz. Which, as we have seen in the previous section, sets a higher technical 




The power of the noise (PN) is estimated to be -30.72 dBm for a 12.5 GHz (0.1 nm) 
reference bandwidth. This value is only 0.49 dB away from the -31.21 dBm obtained when 
measuring the noise without the O-OFDM signal, shown in red line in fig. II.13(a). As the 
total power (PT) was -7.20 dBm in the mentioned bandwidth, the signal power (PS) is 
estimated to be -7.22 dBm, resulting in an OSNR (PS/PN) of 23.50 dB. The noise power 
here has been measured in the guard band. Although this band could be considered part of 
the modulation, as it has been deliberately set in the transmission end for the sake of 
demodulation, it would be more desirable to be able to reach the underlying noise power 
inside the modulation; so it could be considered an in-band measurement. 
 
Figure II.13. Measured spectra for OSNR calculus. 
Next, in order to demonstrate a noise measurement inside the OFDM band, an 
OFDM signal was generated with N=64 carriers, occupying the same bandwidth as the 
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previous transmitted signals. In this case, we suppressed 16 consecutive subcarriers in order 
to generate a spectral region with no signal power on it. This is shown in fig. II.13(b). 
Following the steps described above, but now taking into account only the bands between 
λ0±3.05 GHz and λ0±3.45 GHz for measurements, the noise could be estimated to be -30.18 
dBm, 0.04 dB away from the reference noise power. Total measured power was -7.96 dBm 
in the whole 12.5 GHz signal bandwidth and the signal power was estimated to be -7.98 
dBm, meaning that the estimated OSNR is 22.20 dB. 
Finally, we analyzed the case of ASE estimation when suppressing a single OFDM 
subcarrier. Theoretical limit based on the SBS gives 40 dB extinction for 60 MHz spacing, 
however several other factors, such as laser phase noise, jitter, etc.., reduce the sensitivity. In 
the setup of fig. II.10 the limiting factor was the wide linewidth of the SG-DBR tunable 
laser. So, for ensuring the ASE detection, this time an O-OFDM with N=8 subcarriers was 
considered, and one of the subcarriers was suppressed. The resulting spectrum is shown in 
fig. II.13(c). The power density corresponding to the suppressed subcarrier (λ0±4.25 GHz) 
revealed -29.36 dBm of ASE when measured in 0.1 nm bandwidth, 1.85 dB away from the 
previously measured noise power. The whole signal power was found to be -7.23 dBm inside 
the same bandwidth, giving an estimation of the signal power of -7.26 dBm. Thus, the 
OSNR is estimated to be 22.09 dB. 
Therefore, in case of O-OFDM-based bandwidth variable transponders, in which 
carriers can be adaptively suppressed, the frequency range without signal can be used for noise 
measurements. When the O-OFDM transponders are based on intensity-modulation direct-
detection (IM/DD), the guard interval, required for correct signal recovery at the receiver, 
furnishes a spectrum region in which in-band ASE noise measurements can be performed, 
leading then to a proper in-band measurement in the desired regions. By selectively 
performing this operation, the measurement could be synchronized and the whole noise floor 
mapped. These measurements are similar to the IEC recommendation for measuring OSNR 
in DWDM with single carrier modulations, and thus require caution when analyzed. 
The results prove that in the optical spectra we can sense some basic impairments 
such as the lack of subcarriers, also identify its position in the band and measure their power 
levels. Bearing in mind these results, it may be possible to go further and  perform a full 
characterization of each individual carrier separately from the whole band. In this way, this 
identification may result in a re-definition of monitoring parameters in the subcarrier 
domain. An individual  parameterization of each sub-carrier could be useful to identify the 
most robust subcarriers. Due to the high flexibility of this modulation, these parameters 
could be employed to allocate resources by sorting the subcarriers according to their 




II.5.3.  SC-OSNR in OFDM 
In this section, the main goal is to obtain an OSNR measurement at the subcarrier 
level and correlate it with reference parameters in the electrical domain. Thus, the impact of 
the optical noise on each O-OFDM subcarrier could be assessed by a simple optical spectrum 
analysis. However, some processing of the acquired optical spectrum samples must be 
performed in order to relate these measurements with the signals recovered at the receiver. 
The concept underlying the OSNR measurement is the parameterization of the 
distortion present in the signal due to noise by analyzing its optical spectra. In the prior cases 
or in the single carrier modulation, the concept is easily carried out by considering the whole 
spectra of the signal lies in the region close to the optical carrier, occupying the region 
delimited by the transmission rate. When migrating this concept to sub-carrier in OFDM, 
the same criteria cannot be applied, because due to construction and symmetry, the 
information extracted in one sub-carrier does not lay in one single spectral region. As a result 
of the multiple symmetries present, the information transmitted in one subcarrier is reflected 
in the optical spectra in different regions. And this implies also that the impairment present 
in all of these multiple spectral regions affect the recovered information. 
For the case of real-valued fast Fourier transform (FFT), the symmetry is forced at 
the DSP of the transmitter. There, only half of the subcarriers support data, the other half 
carry the complex-conjugate of this data. When the fast Hartley transform (FHT) is used for 
OFDM modulation, the spectral symmetry is obtained with no additional processing. [Shieh 
'06] 
According to the principle of the OSNR definition for single carrier modulations, 
here we define the sub-carrier OSNR as the ratio between the signal optical power spectral 
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Where the optical power spectral density for the signal and the noise takes into 
account the symmetries imposed by the modulation in the DSP and in the modulation in 
the optical domain. 
In order to correlate this defined value, some assumptions about the noise should be 
considered. When the signal E(t) is degraded by some optical noise (e.g. due to optical 
amplification), this is translated to a certain SNR degradation after photodetection. 
According to the noise beating theory [Agrawal '12] , the beating between signal and noise 
can be considered dominant for high OSNR, which can be approximated as Gaussian noise. 
Thus, the power spectrum of N(t) is approximately flat and with density: 
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  [II.5] 
Where BO is the optical reference bandwidth for measuring the OSNR, 
OSNR=Ps/NO is the global optical OSNR, and NO the power of optical noise within BO. 
For the case of the subcarriers, one can describe the power of each subcarrier having 
in account the signal is generated with the Mach-Zhender modulator and the optical power 
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Having in account [II.7] and [II.8] the electrical signal to noise ratio and the optical 
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In other words, as SNRe is proportional to the OSNRSC, one can estimate the 
performance of the OFDM modulation by a simple inspection of OSNRSC, and even 
extrapolate a limit for the probability of error of the symbols. Please, note that this model 
may be limited to work under some assumptions, e.g. the Gaussian distribution of the 
electrical noise and the high OSNR condition. 
In order to perform a first test of the OSNR monitoring at subcarrier level, the 
experimental set-up described in fig. II.14 is used for a back-to-back configuration. It is 
conceived to characterize the correlation between the different levels of OSNR in the optical 
domain, and the performance analysis parameters in the electrical domain. The DSP and 
electrical up/down-conversion at the transmitter/receiver are performed off-line, following 
the steps detailed in fig. II.14 .At the transmitter, random generated data are mapped into 
the corresponding constellation (BPSK) and modulated by an FHT, with 64 subcarriers. The 
system is intended for occupying a 12.5GHz channel and, consequently, the total bandwidth 




the optical carrier fo=193.865THz (1550.92nm) is set for avoiding undesired effects from 
the laser emission profile.  
 
Figure II.14. Schematics of the Optical Spectra measurement and the electronic demodulation 
The considered electrical bandwidth occupancy for the useful OFDM signal (51 
subcarriers) is 5GHz. The bit rate is 5Gb/s, as a BPSK modulation format is used. The 
obtained real-valued OFDM symbols are then serialized. The digital OFDM signal is clipped 
and upconverted to an intermediate frequency (fc=3GHz) by mixing with a digital oscillator. 
The resulting signal is converted to the analog domain by the AWG. This analog signal is 
injected into the MZM biased at the quadrature point and excited by a tunable laser source 
(TLS). As done in the prior section cases, an additive white noise generated by an Erbium 
Doped Fiber Amplifier (EDFA), followed by a variable optical attenuator (VOA), is 
introduced in the system by means of a coupler. The VOA enables the noise level control of 
the ASE that is coupled into the system. 
At the receiver, the incoming signal passes through an optical bandpass filter (OBPF) 
of 0.1nm, for filtering out the optical noise. Next, the optical signal is detected by a module 
composed by a PIN diode and a transimpedance amplifier (PIN+TIA). The detected current 
is digitized by a real-time oscilloscope (OSC) running at 50GSa/s. The OFDM baseband 
signal is then recovered after downconverting and low pass filtering in the digital domain. 
The recovered signal is off-line demodulated, equalized and demapped. Every 2048 OFDM 
frames, 8 training symbols are inserted for synchronization and equalization. 
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Figure II.15. Detailed optical spectra of an OFDM signal identifying the subcarriers.. 
In fig. II.15 we can see the recorded spectrum of the OFDM. There, we can see an 
individual identification of the sub-carriers. This identification here was performed with 
prior knowledge of the number of carriers; however this information was not necessary, as by 
its shape it can be calculated. In order to track slight and sudden frequency drifts of the 
system, a convolution of the measured spectra with prior and posterior measurements is 
performed continuously to avoid undesired misalignments. This technique ensures proper 
alignment for averaging successive measurements. In figure II.16 we can see a detailed zoom 
of one of the sidebands of the OFDM signal. 
 
Figure II.16. Subcarrier identification. 
In order to assess the impact of the optical signal degradation at a subcarrier level, the 
optical spectrum of fig II.16 has to be mapped with the corresponding digital subcarriers. 




1. An optical signal to noise ratio per subcarrier (SC-OSNR) is defined in the spectral 
interval occupied by each subcarrier. In contrast with the total OSNR defined for 
0.1nm and accounting for an average performance of the whole system, this value 
allows specific characterization and performance degradation monitoring for each 
subcarrier.  
2. The SC-OSNR contributions at the two sides of the optical carrier are averaged 
between them in order to take into account the symmetry due to the optical 
modulation. At this point, we obtain an SC-OSNR spectral distribution like fig. II.1.  
3. In order to take into account the inherent Hermitian symmetry of the FHT, a further 
average of the SC-OSNR is performed between both sides of each OFDM band.  
Once the figure of merit is defined, we test its usefulness for different scenarios. First, 
we set the system with different values of the global OSNR, defined for an ASE measured 
within a bandwidth of 0.1nm, ranging from 18dB up to 32dB. These values are further 
referred to as total OSNR, in order to distinguish them from SC-OSNR. The fig II.17 shows 
the different SC-OSNR measured for each SC individually for different values of the total 
OSNR. 
 
Figure II.17. Different SC-OSNR level for the different subcarriers at different global OSNR values. 
In order to validate this measurement we need to correlate the measured SC-OSNR 
with the distortion values in the detection end. To do so, the reference measurement we 
employ are based on electrical performance after the demodulation of the signal. As these are 
the fundamental measurements for the signal’s health, all the correlations are done using 
them as the reference value. 
Employing the SC-OSNR calculated from the high-resolution OSA spectrum and 
the electrical SNR calculated at the receiver, a direct relationship is found between them. 
This is shown in fig. II.18 where the SC-OSNR is plotted as a function of the electrical SNR 
before equalization (a) and after equalization (b). As expected, the electrical SNR before 
equalization is highly correlated with the SC-OSNR. In fact, their dependency is almost 
linear in dB, meaning that increasing one dB of electrical SNR is directly translated to a 1dB 
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increase of SC-OSNR. In addition, for high values of OSNR, the theoretical model based on 
eq. [II.9] acts as a lower limit, following the tendency.  
 
Figure II.18. SC-OSNR and Eelectrical SNR correlation 
Nevertheless, for high values of electrical SNR, there is a high dispersion of points. 
For high total OSNR values, the electrical SNR of the subcarriers at the edges is limited to 
13dB. In order to overcome this effect, the electrical SNR is calculated after equalization, as 
shown in fig. II.18 (b). For this case, the points corresponding to higher electrical SNR have 
lower dispersion. 
 




Finally, BER measurements are obtained by statistical bit error counting to obtain up 
to 103 errors. Fig. II.19 shows the total BER as function of the total OSNR. There, it can be 
observed that 10-3 BER is attained at 23.7 dB of OSNR. Fig. II.20 shows the BER 
distribution over the OFDM active subcarriers at different values of the total OSNR, for a 
single acquisition of 215 bits. It can be seen a clear correlation between fig. II.20 and fig. II.17, 
showing the same trend for the SC-OSNR and the BER in the detection. In addition, a direct 
relationship is found between SC-OSNR measured with BOSA and BER for this acquisition. 
As expected, the BER is correlated with the SC-OSNR, in a similar way as the total OSNR, 
see fig II.19 and fig. II.21 , decreasing one order of magnitude per 5dB increase of SC-OSNR. 
Also, the BER calculated from eq. [II.9], dashed line, acts as an upper limit, as it is the limit 
performance when OSNR is high enough. 
 
Figure II.20. BER measurement for each OFDM subcarrier. 
The resulting averaged SC-OSNR is a figure of merit, which takes into account all 
the symmetries of the double sideband IM/DD spectra and thus, it can be directly related to 
the figures obtained in the digital domain, after OFDM demodulation. Additionally, this 
methodology can be easily adapted to other OFDM techniques. For example, when data is 
mapped to a complex-valued FFT combined with I/Q modulation and coherent detection, 
a more straightforward mapping between optical spectral components and data symbols is 
present. 
 
Figure II.21. BER and SC-OSNR correlation. 
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This individual characterization of the noise present in the different subcarriers could 
be useful to a sensible design of the OFDM transmission scheme. Depending on the SC-
OSNR of each subcarrier, the system could adapt the modulation scheme for those subcarrier 
that have been more affected by the noise. The final goal is to select their modulation format 
according to its robustness to the noise. 
 
Figure II.22. Schematics for the different Sub carrier performance at different global OSNR values. 
For different noise levels, the different subcarriers can be affected in different ways. 
As the OFDM allows a high flexibility, sub-carrier characterization could also widen the 
window of operability when needed. 
 
Figure II.23. Measurement of the different SC-OSNR at different global OSNR that allows and individual performance 
assessment. 
In fig. II.22 it can be clearly seen the same performance for different sub-carriers in 
different global OSNR levels. The purpose of this section is to consider the sub-carrier optical 
monitoring as a method for reaching up to higher levels of quality and thus exploit the optical 
domain for in-band measurements. 
II.6.  Conclusions 
In this chapter, we have recalled the drawbacks present in the OSNR optical for 




of these limitations. DWDM scenarios have been faced and we have shown the limitations 
imposed to the resolution by the desired performance. 
We have demonstrated the potential that high-resolution spectral analysis can bring 
to multicarrier modulation formats in order to monitor optical performance parameters such 
as OSNR. In this framework we have proposed a methodology to estimate sub-carrier OSNR 
and we have validated the direct correlation between BER performance of individual sub-
carriers and measured sub-carrier OSNR.  
Live monitoring of these quality parameters can be performed in the nodes of the 
optical networks with no need for demodulating data. Thus, it becomes a key point towards 
better management of OFDM-based systems in future flexible and elastic optical networks. 
Additionally, the methodology developed can be easily adapted to be used when employing 
other OFDM techniques, such as coherent optical OFDM. 
We have also proposed a novel scheme to enhance polarization nulling techniques. 
Based on the phenomena produced in a signal due to DGD, we can induce a selective 
suppression of the signal component and thus reveal in-band values of the underlying noise. 
To that end, we take advantage of the vector properties of the Brillouin filter. Using its 
polarization sensitivity, we substitute the polarizer present in these nulling techniques for the 
polarization dependence of the Brillouin gain. The system achieves a complete 
characterization of the noise for the whole C+L band without needing prior filtering of the 
channels or and without losing in-sight resolution . 
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 III.  Brillouin Spectrally-Resolved 
Polarimetry 
 
In this chapter, the polarization sensitivity of the SBS is presented as the core of a 
spectrally resolved polarimeter. This feature, exploited as a polarization discrimination 
element, together with its intrinsic gain profile, is studied in this chapter. Starting from the 
conceptual diagram of the design for a spectrally-resolved polarimeter, here it is summarized 
the main steps going from the set-up schematics to the software interface development. 
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III.1.  System Design 
The full recovery of the polarization information of the signal requires a complete 
characterization of the SOP across its bandwidth. The fundamental core of the measurement 
must contain a polarization sensitive element and another sub-system that discriminates 
according to the wavelength. The principle of measurement can be simplified as depicted in 
figure III.1. 
 
Figure III.1. Conceptual diagram for the polarimeter design 
As we have shown in previous chapters, the SBS polarization dependence can be used 
to recover polarization deviation over the projection of the SUT SOP and the pump SOP. 
In those cases, the system was limited to measure misalignment with the SOP with no further 
characterization of the polarization properties of the signal. In order to obtain a full recovery 
of the Stokes parameter, additional steps are required. At this point two options were faced, 
either performing three controlled rotations of the signal, with their respective projection 
over one fixed stated of the pump; or performing three rotations of the pump SOP and a 
projection of the income signal over the pump states. 
The first option implies a manipulation and, in most of the cases, a prior knowledge 
of the SOP of the incoming signal. The main goal is the design of an operative monitoring 
method for polarization impairments; hence, the rotation of the signal was discarded. The 
second option requires only a controlled rotation of the pump. There exists several 
commercial options to achieve a defined rotation of an incoming SOP with great 
performance. 
In the proposed design, the system rotates the SOP of the pump and registers the six 
projected spectra. These data are used to calculate the three stokes parameters. Specifically, 
as stated in the chapter 1, all the polarization states of the pump must be orthogonal in the 
Stokes space. 
Attending to the conceptual schematic depicted in figure III.1, the set-up was 





Figure III.2. Set-up for the spectrally resolved polarimeter based on polarization dependence of the SBS 
The use of six different polarization states for the pump requires the characterization 
of polarization dependent losses (PDL) for the different elements, which imposes a technical 
requirement for all the involved elements. Any PDL or polarization dependent gain (PDG) 
that would induce a differential weight in the sweeps, would also induce an overestimation 
of any of the Stokes parameters. This would lead to an erroneous final measurement of the 
polarization properties. 
The electronic polarization controller (EPC) ensures the generation of the six 
principal polarization states. However, the pump goes through several optical elements before 
reaching the spool of fiber where the non-linear process takes place. The evolution of the 
polarization across this path is unstable and thus, its final state cannot be predicted. The 
randomness of this mentioned evolution matrix for the polarization, makes the effort of its 
characterization futile. However, its evolution can be approximated to polarization state 
independent, and thus the relative orientation between states, orthogonal in Stokes space, 
can be considered constant. This assertion is true for the set-up presented above, i.e. if we 
consider single mode fiber elements and no polarization maintaining elements. 
This final statement leads to the conclusion that, all the measurements can be 
considered rotated over an absolute principal axis. Henceforth, the relative position and 
angles are constant while the absolute position is not. Regarding all the formula deduced in 
the theory, all the mentioned parameters employed in the characterization, only depend on 
the relative orientation between the polarization states of the different spectral component, 
not in their absolute value. 
III.1.1.  Measurement method 
The recovery of the SOP of the signal requires the measurement of six spectra for six 
different SOP of the pump. The non-ideality of the devices present in the filtering block 
leads to an intrinsic polarization dependence while acquiring the spectra. The most sensitive 
element is the EDFA for the pump. The PDG of the system must be compensated in order 




In order to isolate the effect of the PDG, the spontaneous emission of the Brillouin 
scattering is measured for all the states of the pump. For this purpose, an optical switch is 
placed right before the signal, at the input of the device, to block the incoming signal and 
thus, recording the solely spontaneous emission of the Brillouin Scattering, rather than the 
stimulated scattering when the signal is present.  
The whole synchronization of the system is controlled by a motherboard performing 
the next steps: 
• Establish one of the SOP for the pump by controlling the EPC. 
• Activate the pump laser emission that is directly amplified by the EDFA. The high 
intensity wave is coupled in the spool of fiber. 
• Block the signal under test and register the spontaneous Brillouin emission for the 
polarization by performing a wavelength sweep with no stimulus present. 
• Measure the incoming signal level by deactivate the pump laser emission, unblock 
the signal and register just its power level. (as seen in fig. I.17). 
• Activate the pump, allow the SBS amplification, perform the wavelength sweep of 
the pump and simultaneously sample the electronic signal of the photodetector. 
• Subtract the contribution of the incoming signal and the spontaneous emission for 
the whole wavelength range. 
• Perform the above steps for the orthogonal polarization and, by its subtraction resolve 
one of the Stokes parameters across the swept wavelengths. 
• Iterate the process twice for the next two pairs of orthogonal states. 
• Finally, represent the spectrally resolved state of polarization. 
The parameters are calculated synchronously with ad-hoc algorithm implemented in 
the motherboard that controls all the involved devices. Once the calculations are performed, 
the processed data can be analyzed and interpreted. 
The next step for checking the validity of the method was to perform a calibration. 
For this purpose, several calibration experiments were designed to evaluate its technical 
performance and its weaknesses 
III.1.2.  Calibration routines 
In the first scenario, a linearly polarized ECDL was coupled into the system after it 
went through a high birefringence fiber. The recovered stokes parameter for 20 consecutive 
measurements is depicted in figure III.3. The SOP was registered for the wavelength of the 





Figure III.3. Stokes parameters for a static monochromatic signal linearly polarized after 20 consecutive measurements. 
The stability of the laser emission and the original SOP is guaranteed in the range of 
the times of the measurements. To that end, it has been measured by registering separately 
its emission power stability with an optical power meter (OPM) and its SOP stability by 
placing a polarizer before the OPM. The instability of the central emission wavelength of the 
ECDL, i.e. the jitter, is compensated by performing a convolution between the registered 
spectra for the six SOP of the pump.  
The representation in Stokes space of the single polarization vector for the recovered 
points is depicted in figure III.4. 
 
Figure III.4. Poincare representation of the SOP of polarized monochromatic signal after 20 consecutive measurements 
There, it can be seen that the dispersion of the vector from the mean is below the 
3deg in the Stokes sphere. When represented in the Jones space this means a deviation in the 
angle defined by the semi axis lower than 1.5deg. 
In the next scenario, the linearity of the system was tested. As it has been 
aforementioned, the system does not measure absolute polarization states rather than relative, 
so in order to measure its precision, a single ECDL with an electronic polarization controller 
was employed. The laser was measured in six orthogonal states, precisely the basis of the 




pigtail that connected the output of the PC to the input of the equipment can be considered 
free of PDL, and thus the recovered vectors remain orthogonal. 
 
Figure III.5. Poincare representation of the SOP measurement of six orthogonally generated states at the input of the system. 
In the fig. III.5 the six measurements are represented. There it can be seen how the 
system conserves the angular relation between the different SOP measured. 
The last scenario of the calibration was set to test the wavelength selectivity of the 
system. To that end, the output of an external cavity laser was divided with a splitter, one of 
the branches was connected to a Mach-Zhender modulator. The modulator was fed with a 
single tone generated by a network analyzer which frequency can be selected in ranges below 
GHz. The output of the Mach-Zhender and the other branch of the splitter are now 
combined with a polarization beam combiner and then coupled into the system.  
 
Figure III.6. Schematics for the wavelength calibration set-up 
By varying the bias voltage of the Mach-Zhender, the central peak of the modulated 
signal can be significantly suppressed compared to the modulated tones. Due to the nature 
of the PBC, the signals introduced in the two branches will output the combiner in 
orthogonal states, giving as a result then that the tones generated in the Mach Zhender will 
have both an orthogonal polarization with respect to the signal in the other branch. This 
signal, that propagates through the other branch without MZM, corresponds to the solely 
emission of the laser, which at the same time corresponds to the suppressed central of 
emission of the modulated tone. The final output is made up by the two spectral components 
of the modulation with a defined polarization, and the central emission coming unaltered in 




Now reducing the modulation frequency in the network analyzer, it can be tested 
how close the technique can separate the polarization states. 
 
Figure III.7. (Left) High-resolution spectrum of the output signal showing the modulation bands and the center emission 
wavelength of the laser. (Right) Poincare representation of the SOP of the peaks resolved in the spectra showing the generated 
orthogonality. 
In figure III.7, it can be seen the spectra of the modulated signal for a 100MHz tone 
and the recovered SOP. It can be clearly seen that the system is not neither affected by close 
wavelength components nor their relative state of polarization, keeping then the optical 
rejection ratio of the Brillouin profile employed as gain plus the polarization sensitivity. 
With this set-up, we check how spectrally close the system can resolve two orthogonal 
states. Most of the commercial devices are based on filtering and detection with wider filters 
which yields to a loss of spectral resolution [Xu '09] [Moller '01]. To the best of our 
knowledge, the system proposed achieve the highest spectral resolution in a commercial 
device. 
Once the calibration test were satisfactory the method was employed in some 
frameworks where a spectrally-resolved polarimetry proves to be useful. 
III.2.  Measurements 
III.2.1.  Modulated signals 
So far, all the signals under test were periodic and their spectra present only discrete 
tones. On the other hand, signals modulated with random bit sequences present continuous 
spectra over wide spectral regions. In these cases, as there are no clearly defined components, 
the recorded spectra are treated averaging over close points. Averaging points would reduce 
ultimate resolution, but taking in account that spacing can go as close as 10MHz the loss of 
resolution can be acceptable depending on the nature of the polarization impairment that is 





Figure III.8. Spectra of a 40G OOK-NRZ  modulated signal projected over six orthogonal SOP of the pump. 
 
Figure III.9. Stokes parameter for a polarized 40G modulated signal. 
In figure III.8, the spectra measured in a 40G OOK-NRZ signal, modulated with a 
231-1 PRBS, for the six different state of the pump are represented. As can be seen, the width 
of the modulation spectra corresponds to the modulation rate. The different power levels of 
the registered signal are due to the different gain of the SBS amplification for the different 
relative polarization states. As here the signal presents one single polarization for the whole 
spectra, the different spectra look like differing, more or less, in a vertical offset. Notice that 
the power scale is logarithmic and thus some precaution must be taken when comparing 
absolute power level. Figure III.9, shows the calculated Stokes parameters corresponding to 





Figure III.10. Reduced dispersion by averaging the recover SOP measurements 
Due to the statistic origin of the carrying traffic, the shape of the spectra is not 
perfectly stable and, in figure III.10 (left), that phenomenon can be seen as a bigger spot for 
the SOP. The instability is caused by the non-periodic nature of the bit sequence, and its 
slight variation when performing the consecutive sweeps, for the different SOPs of the pump. 
This effect can be reduced by performing a moving average, which is equivalent to filter those 
variations with frequency higher than a certainly value. It is unlike to measure polarization 
states that from a certain wavelength change their state significantly to the closer one. By 
applying this average, the system loses resolution but provides more treatable results. 
III.2.2.  DGD Analysis 
As it was showed in previous chapters, the effect of the DGD over the SOP in the 







For the most simple case possible built with a single delay introduced just in one axis, 
the delay can be calculated through the angles subtended for two SOP for two different 
wavelength. In the general case, the SOP is not aligned in the same plane and thus the angles 
must be calculated through their projection into a plane defined by Ω . 
 










For the simplest case, the angle of rotation can be directly calculated from two 
different SOP and the axis of the birefringence, Ω. 
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As we have shown in the section 2.4, DGD can be generated by splitting the signal 
in two orthogonal polarizations and forcing a time delay in one of them, right before they 
are coupled back again. In this set-up, the delay controls the induced DGD, normally in this 
disposition the delay times used are greater than the bit time. For this range of values, the 
depicted rotation in the sphere is greater than one revolution. In these cases, the analysis can 
be limited to a single axis projection of the spectra and a later analysis. 
In the analysis set-up, the option presented here was to perform two sweeps for two 
orthogonal SOP of the pump. Both spectra are recorded and the data processed. In this 
disposition, the signal is not manipulated and the deviation of the polarization can be easily 
extracted from the differential ratio of both measurements. To that end, a polarization switch 
was placed right after the pump laser and thus the orthogonality between the two states is 
ensured. The system is similar to that employed for the DGD induced in the polarization 
suppression technique. In this case, we do not control the polarization at the input of the 
DGD system and so far we center our analysis in comparing the difference of the two spectra 
rather than the absolute value of both, as it was done in section 2.4. 
 
Figure III.12. Schematic for the DGD generation and the polarization analysis. 
The set-up is depicted in figure III.12. The polarization switch was arranged right 
before the amplifying EDFA. Aided by this device, the polarization state of the pump was 
switched between two orthogonal states. This orthogonality is assumed constant along the 
fiber. Sweeping now the central emission wavelength and controlling the switch, the spectra 




Here, the two optical variable delay lines (VDL) controlled the delay between two 
orthogonal polarization states. The PBS and the PBC define the PSP of the system and the 
output of the latter couples the signal in the spool of fiber where the SBS filtering takes place. 
The pump sweep, the polarization switch and the DAQ acquisition rate are all conveniently 
synchronized to get real time measurements. 
 
Figure III.13. Spectra of a signal recovered with the set-up whit PMD, red line, and without PMD, black line. 
The black line shown in figure III.13 corresponds to the signal with no DGD present. 
The sinc shape of the modulation is depicted with no relevant distortion. In the red line, a 
DGD of 57.3ps was induced by the delay lines. The visual inspection of the recovered spectra 
gives an insight of the phenomena and corroborates the expected dependence. What we can 
see is the convolution of the polarization dispersion spectra and the shape of the modulated 
spectra. The polarization information is visible now in the spectra but, without a prior 
assumption of the original signal’s shape, it cannot be revealed. By obtaining the differential 
ratio of the spectra for the two orthogonal polarizations, the polarization walk-off across the 
signal bandwidth is revealed. 
 
Figure III.14. Ratio of power between two perpendicular polarizations. 
The periodicity of the signal in figure III.14 can be clearly recognized. This 




case of the figure III.13 and figure III.14 the induced DGD is well above the bit-time and 
thus the walk off describes multiple revolutions for the whole bandwidth. With this value 
the spectrum presents multiple maxima and minima. The value of the delay introduced 
between the branches of the PBS can be calculated by a Fourier analysis of differential ratio 
of the spectra for the two orthogonal polarizations. The analysis extracts the frequency of 
variation, which is related to the induced differential group delay as stated in [III.2] The 
value estimated in the measurement is 55.2ps, which is in great accordance with the 57.3ps 
established with the delay lines. 
With this data analysis, the upper limit for the measurement is limited by the spectral 
resolution, which is set in 0.08pm. The high resolution in this case allows a characterization 
of high values, which cannot be acquired with other techniques. Although it could be thought 
that it is unnecessary to be able to identify such high values, it becomes increasingly important 
when using PMD compensator. Electronic domain techniques, for instance, fail to measure 
delay times over the bit time. In those cases the severe distortion of the eye diagram makes 
its characterization impossible. 
 
Figure III.15. Interface for the DGD analysis module for a set value of 330ps. 
In the figure III.15 and figure III.16, it can be seen the multiple spectra registered, 
the ratio obtained (red line) and the Fourier analysis performed (green line). The upper graph 
plotted in the right corner corresponds to the Fourier analysis of the differential ratio. In the 
green line one predominant frequency can be noticed, the value for the estimated DGD is 
obtained by analyzing the value of the depicted peaks. The value for the delay in this case is 





Figure III.16. Interface for the DGD analysis module for a set value of6.1ns. 
Figure III.15 and III.16, correspond to screenshots of a preliminary software 
developed in the early stages of the spectrally resolved polarimeter. Takin advantage of the 
User Interface, the aim was to develop a monitor of the polarization drifts over the signal 
bandwidth prior to the full polarization measurement 
The analysis presented in these cases is straightforward, as the introduced DGD is 
constant and set only for two orthogonal polarization states. Higher order DGD could be 
introduced by performing the same procedure for different delay values between the 
orthogonal states and/or over different polarization states. Despite this possible arrangement 
and combinations, the analysis of the ratio will give an effective measurement of the 
degradation present in the signal due to this polarization impairment. The characterization 
would relay then in how to weight the measurement values to obtain an effective value for 
the accumulated DGD. 
In the range of DGD values below the bit time, the system does not achieve the same 
performance. For those values, the depicted arc of the SOP across the signal bandwidth does 
not complete a rotation, and thus the results from the analysis present high uncertainty. In 
the range of low DGD a full spectral-polarimetry must be performed. 
Low DGD values can be easily generated with polarization maintaining fiber, also 
referred as High Birefringence (Hi-Bi). This fiber keeps the output polarization state of the 
signal relatively stable against external factors. This is achieved by forcing a great birefringence 
between two SOPs by inducing a stress along a defined axis. If the orientation of the input 
signal is controlled, a DGD proportional to the length of the fiber and the birefringence can 
be induced in the input signal along the principal states of the fiber. 
The set-up is similar to the one presented in figure III.2 where the EPC is used to 
select the output SOP of the pump. Once the analysis system is set, the input signal was 
coupled after it went through a defined length of high-birefringent fiber. In the first scenario, 




Figure III.17 shows the recorded spectra for the system with two orthogonal pumps. 
The black line corresponds to the undistorted spectrum of the signal while the red one 
corresponds to the projection once the DGD is induced in the signal. 
 
Figure III.17. Spectra registered for two orthogonal SOP of the pump and their original signal where no DGD was induced in 
them. 
Following the methodology explained earlier in this section, the six spectra of the 
signal were obtain for six SOP of the pump. With these values, the Stokes parameters were 
calculated. In figure III.18, it can be seen the dependence of these three parameters with 
respect to the wavelength. 
 
Figure III.18. Stokes parameters and spectrally resolved SOP for a modulated signal with DGD 
There we can see a smooth evolution of the three parameters across the bandwidth of 
the signal. Comparing with the high DGD values, it can be deduced that this would 
correspond to a small interval of a periodic evolution.  
Plotting these three values on the Poincare sphere, we can get a visualization of the 
evolution of the SOP of the signal. In figure III.19, it can be seen the depicted arc across the 
signal bandwidth. In this case, the measured DGD through the depicted arc, according to 





Figure III.19. Poincare sphere and the representation of the Stokes parameters. 
This visualization of the trajectory depicted serves also to calculate the axis of rotation. 
This rotation axis determines the principal states of the system that originates this DGD. If 
the system had induced the DGD between the linear vertical and horizontal SOP, the 
rotation axis would have been the axis in the equatorial plane with coordinates [1,0,0]. 
With the aim of calculating the axis, the algorithm employed is the same that is used 
to determine the norm of the plane with three points. Measuring three point of the depicted 
arc, the axis of rotation can be calculated. Assuming the three points, 1 2 3, ,S S S
  
, are measured, 
the axis of rotation Ω

 can be obtained as: 
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Due to the mentioned instability of the spectra for specific cases, the axis calculations 
normally is done by averaging the norm vector over different points of the depicted arc, 
verifying also that the dispersion of the vector do not exceed the reference value for the 
precision calculated in the calibration scenarios. 
In the next scenario, with the appropriate length of the fiber, a DGD of 8.9ps was 
induced in the system. In figure III.20, it is represented the spectrally resolved stokes 





Figure III.20. (Left) Spectra for a 40G modulated signal and one projection after going through the DGD generation stage. 
(Right) Recovered Stokes parameter of the signal. 
The Poincare sphere representation is represented in figure III.21. The SOP of the 
signal and the calculated birefringent vector. With the information measured for several 
points across the depicted arc the value of the birefringent vector can be calculated more 
precisely. To that end, the calculation of the rotation axis was performed for a wide range of 
point and the average vector calculated.  
 
Figure III.21.Poincare representation of the Birefringent axis calculation over the SOP measured 
In this case, the birefringent media was set so the rotation would be maximal and 
thus the trajectory depicts a maximal circle perpendicular to the vector. This representation 
enables a visualization of the polarization properties of the signal. 
The system can achieve a high resolution in DGD values well below the bit-time. In 





Figure III.22. Measured values for the DGD versus reference induced DGD 
So far, all the measurements have been performed across the bandwidth of the signal. 
However, the sweeps can be performed along greater spans. This feature allows the 
simultaneous characterization of multiple signals. The sweeps don not need to be 
reconfigured and the calculation can be performed separately in the analysis stage. 
In figure III.23 and figure III.24, it is depicted the case with two different signals 
with different modulation and different systems. There, it is shown the potential of the 
technique as it allows a full characterization of the individual channels without filtering or 
ad-hoc tuning for the detection. 
 






Figure III.24. Retrieved SOP resolved spectrally for two channels. Ω1 , Ω2 represent the different DGD axis for both channels 
The analysis for two signal does not require different elements or tuning the system. 
The processing time required in the analysis does not imply a delay in the calculations neither. 
The method, as it is presented here can perform the sweep without prior knowledge of the 
system and analyze the polarization impairments in parallel, by processing the data. 
III.2.3.  PMD characterization 
The measurement of the final degradation of the signal in the electrical domain gives 
an effective but averaged value of the distortion present in the signal. Normally, by measuring 
this degradation over a long series of measurements and performing the statistical analysis, 
the transmission system is characterized and the compensation is done according to the 
analyzed statistics. 
The output characterization given with the presented technique allows a further 
characterization and a deeper understanding of the degradation. Following the approach 
explained previously, the effect of the PMD represented in the Stokes space can also be 
explained as the effect of the multiple DGD trunks randomly aligned. 
 
Figure III.25. SOP string depicted in the sphere for a signal with PMD 
The most common model in this aspect assumes a large number of concatenated 




simulated in the Mueller formalism as the resulting matrix of n rotational matrixes with same 
DGD and different orientation axis. 
 1n nnRω ω ω
−Ω = Ω + Ω   [III.6] 
The birefringent effect of a n number trunks can be expressed as the summation of 
all the previous birefringent trunks. This implies that the final value of the vector Ω can be 
simulated as a random walk process over the sphere. Where the number of trunks approaches 
to infinity, the components of the birefringent vector become Gaussian random variables. 
The final value of the DGD has been proved to follow a Maxwellian distribution over the 
possible DGD values.  
On the other hand, the depicted trajectory in the sphere at the end would be an 
erratic trajectory with no defined axis or angle of rotation. Although this trajectory does not 
represent a unique state, it parameterizes all the necessary information of this polarization 
impairment, necessary to achieve a complete compensation. 
The effective value of the PMD can be worked out from a mean angle measurable in 
the trajectory; however, the total length of the arc provides a better insight of the distortion 
present in the signal [Cornick '05]. The most simple way to simulate the effect of the PMD 
in a set up is to alternate trunks of high birefringent fiber with single mode fiber paying no 
attention to alignments in any of them. In figure III.26, the trajectory for two different 
scenarios is plotted. 
 
Figure III.26. Measurements of distorted PMD signals by using non-aligned polarization maintaining fiber and standard 
monomode fiber. 
Unlike the simple DGD cases, here it can be appreciated the irregular curvature of 
the trajectory. There is no single axis of rotation that can be defined for the entire system. 
However, the length of the depicted trajectory is directly related to the distortion present of 
the signal [Cornick '08]. The full parameterization of the curve could be used for a complete 




III.2.4.  Selective Polarization suppression 
Based on this high resolution spectrally resolved SOP, we can suppress any desired 
spectral component of the signal individually. If we now recall the polarization nulling 
technique depicted in section 2.4 where we induced a DGD on the signal, we see that in that 
set-up, we had to induce a full rotation of the SOP of the signal. This was a consequence of 
analyzing the system with just two orthogonal polarizations and thus, we see just the 
projection on to the plane define by these two states. In that case, we had to induce a high 
DGD value and we could not fully control the suppression, as we did not know the initial 
SOP of the incoming signal. Furthermore, in that section we also discussed how there could 
be cases where the SOP rotation and the plane defined by the SOPs of the pump would not 
intersect and thus, further alignment or rotation of the signal SOP would be needed.  
 
Figure III.27. Set-Up for the polarization drift generator and the spectrally resolved polarimetry 
In this case, the measurement performance and the full control over the SOP of the 
pump enable a precise suppression of any desired component. Here we have tested the system 
in a 40GHz OOK-NRZ signal modulated with a Mach-Zhender and fed with a 
pseudorandom bit sequence. The signal was coupled with a -28dB noise level measured over 
a 0.1nm bandwidth. Once the signal and noise are coupled into the DGD generator, the two 
VDL are set to induce a delay of 17.1ps. In figure III.28, it is depicted the recovered Stokes 
vector across its bandwidth. Once the SOP of all the spectral components is calculated, the 
system can rotate the SOP of the pump to align its state to the orthogonal position of any 
selected component. Here we have selected three spectral components, which SOP in the 
sphere is highlighted in red. With the SOP of the pump rotated orthogonal to the selected 
states, the spectrum is recorded, and the registered optical level at the selected wavelength 





Figure III.28. Poincare representation of the Stokes vector resolved in spectrum for an induced DGD of 17.1ps. 
In figure III.29, it can be seen three spectra for the three orthogonal position of the 
selected points, which are marked in figure III.28. In all of them, the black line corresponds 
to the registered spectrum of the signal without DGD induced on it. In this case, no 
polarization drift is present and the whole signal bandwidth presents the same state of 
polarization. The red trace represents the depolarized noise level introduced by the ASE 
source and it is registered once the signal is turned off. Each of the gray traces corresponds to 
the registered spectrum for the different positions of the SOP of the pump. The positons 
were chosen based on the information recovered from the spectral polarimetry. Based on this 
information, the orthogonal position for each of spectral components was calculated and the 
SOP of the pump was rotated to achieve their suppression. In the three cases, it can be seen 
the suppressed component and the registered value that corresponds to the noise. In this case, 
an in-band OSNR of 23dB is measured. Results show that, with this method, deviances 
below 0.5dB can be achieved. 
 
Figure III.29. Spectra for the undistorted signal (black). Spectra affected by DGD with polarization nulling (gray). Noise level 
(red). 
Furthermore, with this characterization, the polarization suppression can be 
selectively applied for any specific spectral component independently of its SOP. By rotating 
the SOP of the pump to the orthogonal positions of the arc depicted in the sphere, the system 
can perform the suppression of every spectral component and thus map the underlying noise 




III.2.5.  Non Linear Coefficient measurements 
The information extracted from the depicted arc could also be used to assess other 
polarization related impairments. Earlier in the group, a vast work was performed to formally 
characterize the polarization distortion present in the non-linear effects. At that time with 
the available technology, some of the features described could not be resolved. With the 
developed method, that work is revised and extended.[Heras '07] 
Here for the sake of simplicity we recall the widely studied simple model of two co-
propagating optical waves in a single model fiber. The non-linear evolution of the SOP of 
the two signal, pump and probe, can be described with the Manakov equations [Bononi '03]. 











s kn t t s
z









Where sˆ  and pˆ  states for the polarization states of signal and pump respectively and the 
vector tˆ  is the sum vector of sˆ  and pˆ  , and thus 2 2 20 0 0ˆ ˆ ˆt t p p s s= + . The coefficient k states 
for the wavelength number and n2 in this case is the non-linear refractive index normalized 
to the effective area. Operating from [III.7] and having in account [Heras '07]. It can be 
deduced that the evolution of both vectors is related: 
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This equations asserts that the relative orientation between pump and probe is fixed and 
they both rotate around the sum vector tˆ . Considering now their evolution along the whole 






Figure III.30. Stokes representation of the SOP involved in the XPM. 
The evolution of the vector sˆ  can be characterized as a rotation which axis is determined 
by the sum vector tˆ  . The angle of rotation depends on the relative orientation between sˆ  




kn t Lα =   [III.9] 
Where Leff stands for the effective length of the non-linear interaction. At the end, the 
deviation of the polarization state of the signal can be described by the angle between the 
states before and after the amplification, γ. This angle depends on the aforementioned angle 
α and the angle ρ. Therefore according to this rotation depicted in the figure III.30 the 
rotation can be describes as:  
   [III.10] 
This expression allows a full characterization of the non-linear system, through the 
coefficient n2, based on the analysis of the polarization rotation of the SOP of the signal.  
The setup for the experiment is depicted in the figure III.31. The pump signal is generated 
with an external cavity TLS and modulated with a Mach Zhender modulator (MZM) biased 
at the quadrature point. An electrical signal generator provides a 3GHz pure tone for the 
MZM. The modulated pump is highly amplified with an EDFA before it is coupled with the 
signal into the spool of fiber. The continuous probe signal is generated with a second TLS. 
The emission wavelength of the signal was set close enough (Δν<4nm) to guarantee the same 
polarization evolution along the system. In order to control the SOP of the signal, an 
electronic polarization controller, PC1, is placed right before it is coupled into the fiber. This 
controller consists of a polarizer, a half wavelength plate and a quarter wavelength plate and 
thus the output state and its variations are always known. A second manual polarization 
controller, PC2, for the pump is placed before the EDFA in order to control the relative 




orientation between pump and probe. The spool of fiber was an 11km dispersion shifted 
fiber (DSF) to increase the non-linear effect.  
 
Figure III.31. Experimental set-up for the wavelength resolved polarization analysis of non-linear effects. 
With the aid of the PC1, the SOP of the signal is controlled in its origin. On the 
other end the spectrally resolved polarimetry records the final SOP for the signal and the 
non-linear induced components. The final state of polarization and/or its change with respect 
to the original is related with the non-linear coefficient of the system. Analyzing then this 
information, the efficiency of the non-linear effect can be characterized. 
The power spectrum for an arbitrary polarization is depicted in figure III.32. It can 
be clearly seen in the spectra the modulation band induced by the XPM in the probe signal. 
The separation of this band with respect to the signal is the same to the pump’s modulation 
frequency. The induced spectral components of the four-wave mixing (FWM) can be also 
clearly identified, F3 and F4. As is widely known, the relationship of central wavelengths for 
the degenerate case can is 
3
2F p sν ν ν= −  and 4 2F s pν ν ν= −   . Once the power spectra is 
recovered and the non-linear induced components are identified the wavelength-resolved 
polarization analysis is performed.  
 
Figure III.32. Optical spectra measured at the output of the DSF. 
Once the state of polarization for each component is retrieved, the signals’ state was rotated 
with the polarization controller until the two interacting waves, pump and probe, were 
aligned. After the origin position was set, aided with the PC1, the SOP of the probe is rotated 




Jones space. In the Stokes space the SOP of the pump remains constant and the SOP of the 
signal describes an arc from this position to its opposite location in the sphere. Figure III.33 
depicts the Stokes representations of the polarization states for the analyzed spectral 
components. The SOP for all the components are recorded after the signal rotates π/15 in 
the Stokes space representation. In figure III.33 the single black vector represents the SOP 
of the 10mW pump and its modulation bands as their SOP was fixed for the experiment. 
The blue trajectory depicts the SOP of the 0.3mW signal in the absence of pump, s(0), and 
thus non-linear polarization rotation is not present. The red line on the other hand depicts 
the SOP of the signal once the pump was turned on, and the non-linear interaction takes 
place, s(L). It can be seen that, when the signal and pump are either parallel or perpendicular, 
in Jones space, the polarization rotation of the signal is null. On the other hand the maximum 
deviation, as predicted in equation [III.10], occurs when the signal and pump are 
perpendicular in Stokes space. Attending to figure III.30, α is depicted here as the angle 
formed by the planes formed by the SOP of the signal before and after the non-linear 
rotation. In figure III.33 the normal vectors of the planes are depicted in dark blue and dark 
red. 
 
Figure III.33. Stokes space representation of the SOP of the signal when there is no pump (blue) and when the pump is switched 
on (red) for different relative orientation between pump (black) and signal. Vectors depicts the normal to the rotation plane. 
It has been showed the characteristics that the technique can resolve. Not only 
provides information for wide spectra but also can sense small polarization deviances. Based 
on its performance and the affordable set-up needed, the system was implemented in the 
commercial devices developed by Aragon Photonics Lab SLU. 
III.3.  Implementation 
In 2013, the technique was patented first national and later extended to United 




selectivity filter. With this filter, the patent presents a method to spectrally resolved the SOP 
of optical signals to assess the polarization impairments present in the signal.  
At the end of the year, the system was implemented as an optional add-on in one of 
the products of the company Aragon Photonics SLU. The basic BOSA equipment is based 
on the Stimulated Brillouin Scattering, hence the task was to implement the polarization 
control elements necessary in the original schematics without lessening its original specs. 
III.3.1.  Hardware 
The main element that was added in the system was the polarization controller for 
the pump. The available polarization rotators do not achieve the expected performance. 
These devices are based on multiple piezoelectric squeezer that, by pressing the fiber, rotates 
the polarization of the income signal an angle proportional to the induced stress. The voltage 
supplied to the piezoelectrics drives the stress induced on the fiber. Controlling this voltage, 
the SOP of the signal changes. However, the device presents a slow deviation with the 
temperature. Due to this thermal dependences, the calibration of the system with respect to 
the voltage changes, and the output polarization is not repetitive. This prevents the use of 
this system, as the orthogonality must be assured at all the time to guarantee the correct 
recovery of the SOP. 
Electronic Polarization state generators on the other hand present a robust alternative. 
The core of the system is similar to polarization controller, it presents a line of piezoelectrics 
that induce a stress on the fiber. In this case the induced pressure is fixed and does not range 
among different values. By polarizing the incoming signal in the device at a known angle, 
and calibrating the rotation with respect to the applied voltage, the six principal states of the 
Stokes space can be generated. [Yao '05] 
 
Figure III.34. Schematics of the polarization state generator. 
The module is controlled through a TTL electric signal that is fed in a 10-pin port. 
The signal is generated by the digital output port of the same DAQ that samples the output 
signal of the detector. This DAQ is connected to the motherboard of the systems that also 
controls the sweep of the laser. As we have shown, the analysis of the data plays an important 
role in the results and thus great part of work was devoted to development of the treatment 




III.3.2.  Software 
The software was developed using C# aided by the Visual Studio IDE. This language 
presents default control libraries for the DAQ and the GPIB. In the main routine the DAQ 
samples the signal from the detector, controls the polarization state of the pump via its digital 
outputs and acquires the trigger signal from the pump. The laser sweep is controlled via GPIB 
but due to the technical requirements, the synchronization is done using the trigger instead 
the GPIB. 
In the first stage the measurement of the spectra for the six states is done. These six 
spectra are saved in the buffer and from these data the stokes parameters are obtained. The 
acquisition rate of the DAQ and the sweep speed of the system allow a high density of points 
in every sweeps. The spectral sampling can rise up to 1MHz. However the width of the filter 
limits the resolution to 10MHz. The vast amount of points that can be registered in the 
sweeps was a major issue especially when the calculations were done. 
In order to reduce the complexity and processing time of the data analysis, the 
software presented two routines for two different scenarios. The first scenario was the 
measurement of narrow spectral signal such as single lasers, modulation tones or train pulses. 
The second scenario is intended for the analysis of modulated signals and monitoring its 
polarization related impairments. 
In the first scenario, either the user or the system itself selects the peaks which SOP 
is requested. In the software routine, the system performs the six spectra measurement and 
forces their convolution based on the spectral position of the selected peaks. The SOP of the 
selected signals is later displayed in the Poincare sphere. The interface also provides angles, 





Figure III.35. Interface of the polarimetry module for the SOP of single peak analysis. 
The second application has been designed for the analysis of polarization 
impairments in modulated signals. In this case, as the modulated signals are wider the system 
performed first a selection of the bandwidth of the signal. To that end, two option are 
available, the first one is the manual selection of the spectral region and the second one is an 
automatic identification based on the power levels. Later on, the arc described by the SOP 
of the whole bandwidth is plot in the sphere as a continuous string. In this case, the analysis 
of the SOP for the bandwidth includes the estimated rotational axis and the estimated DGD 





Figure III.36. Interface of the polarimetry module for PMD measurement. 
In both cases, the designed user interface was integrated in the prior frame according 
to the same aesthetic principles. In the developer layer, all the analysis routines and variables 
were encapsulated in such way that new analysis procedures could be easily implemented for 
ad hoc customization. 
III.4.  Conclusion 
We have presented a new method for the measurement of spectrally-resolved SOP of 
optical signals taking advantage of the spectral and polarization selectivity of SBS. Based on 
its spectral resolution, the technique achieves a high resolution to measure the SOP and also 
a high rejection ratio as it can measure spectrally close components. So far the SBS has been 
used only because of its narrowness and, except for a few cases [Wise '11], its polarization 
dependence has been compensated rather than exploited. Throughout the characterization 
of the polarization discrimination we have proved that with the appropriate control all the 
polarization characteristics of the signal can be obtained in the same way  
Without need of high rate detection, the system outcomes a complete 
characterization of the SOP that allows a visualization of any polarization related 
impairments for multiple channels, without losing in band resolution. Unlike state-of-the-
art methods [Xia '11] [Xia '12], that require alignment for each channel, the proposed system 
can measure in-channel polarization drifts along the whole C+L band, which yields to a full 
characterization of all-order PMD values for each channel without need of channel filtering, 




dispersion effects such as Chromatic Dispersion and makes it scalable to higher transmission 
rates.  
The spectrally resolved SOP of the signal has been proved a useful characterization 
of the signal beyond the monitoring polarization related impairments. So far, the analysis has 
never reached the resolution achievable with the SBS and because of that it has not been 
deeply studied. This technique allows discriminating the contribution of different linear and 
non-linear impairments to the polarization dispersion that are present in a traffic optical 
signal, which can be useful to determine if such a scenario is suitable for applying 
conventional PMD compensation techniques. By analyzing the relative orientation between 
the Stokes vectors of the involved spectral components, the optimization of this dispersion 
compensation can be performed. It has been shown that, the effects induced by the PMD 
and those caused by the non-linear effect are different, based on this difference the 
polarization impairment present in the signal can be classified as well. 
Based on the acquired background for the last years in the development of technical 
equipment, the technique and the algorithms for the calculation and analysis of the state of 
polarization were implemented in a commercial devices. Two tasks were addressed at the 
same time, the development of the systems and its merge on an already functional device 
without lessening its actual performance.
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 IV.  High-Resolution Spectral Density 
histograms 
 
The aim of this chapter is to study the ultimate properties of the optical spectrum 
analysis to identify noise and signal. The development of optical communications has always 
sought for more efficient modulation schemes. In order to increase the spectral efficiency, 
different physical properties of light have been used to carry data. By conveying the signal’s 
physical characteristics with non-periodic data, its difference with the noise gradually fades. 
With the development of dense wavelength multiplexing, the signal loses its unique 
traceability in the conventional optical spectrum analysis because then, noise and signals share 
the shame bandwidth. However, the spontaneous origin of the noise and its lack of coherence 
could be employed for the differentiation with modulated signals. 
 
IV.1. Introduction ........................................................................................... 90 
IV.2. Power spectral density ............................................................................ 91 
IV.2.1. Modulated signal ................................................................................ 91 
IV.2.2. Noise .................................................................................................. 95 
IV.2.3. Channel .............................................................................................. 96 
IV.3. Instantaneous Power Spectrum. ............................................................. 97 
IV.4. Measurement Methodology ................................................................... 98 
IV.5. PSD Characterization ........................................................................... 102 
IV.5.1. Modulated Signal characterization .................................................... 102 
IV.5.2. Noise Characterization ..................................................................... 105 
IV.5.3. Active Channel ................................................................................. 105 
IV.6. Simulation and synthesis. ..................................................................... 109 
IV.6.1. Signal Bit stream construction. ......................................................... 109 
IV.6.2. Noise ................................................................................................ 111 
IV.6.3. Channel ............................................................................................ 112 
IV.6.4. Model and data fitting ...................................................................... 115 





IV.1.  Introduction 
The most common analysis technique in electrical domain is the eye diagram, as it is 
widely known is based on the synchronous sampling of the amplitude values over a lapse of 
time. With the recovered sampling points, the shape of the pulse is reconstructed for several 
pulses and its degradation can be estimated. Traditional eye diagram measurement usually 
involves using a digital oscilloscope and requires collecting many data during a certain lapse 
of time [Ohteru '99]. Most of the analysis techniques in the electrical domain require prior 
knowledge of the incoming signal and hence, the analysis becomes format dependent. 
Ultimately, this effect narrows its appropriateness in flexible and adaptive networks. 
In this chapter, we studied the suitability of improved optical spectrum analysis for 
the differentiation of signal and noise. The measurement principle lays on the inherent 
physical difference that exists in the coherence of noise and signal. Optical noise, due to 
spontaneous emission cannot interfere with itself as it lacks coherence. This means that, in 
the reception-end, all the properties associated to coherence, such as interference or 
polarization state, cannot be registered. The signal on the other hand because of its nature, is 
set as monochromatic as possible, which increases its coherence and grantees the possibility 
of longer transmission distances, reducing also the impact of wavelength dependent 
impairments. 
In the most simple digital communication scheme, the optical carrier is modulated 
in the time domain with a bit stream that codifies the transmitted information. In the 
frequency domain, the recovered spectrum can be depicted as a convolution of the spectrum 
corresponding to the optical carrier and the modulation data. These data are made up by a 
sequence of unitary bits which duration is related to the modulation rate and which value, 1 
or 0, depends on the transmitted information. If we now think of a repetitive sequence of 
information, this bit stream then can be plotted in the frequency domain as a single bit 
convolved with a comb spaced according to the information sequenced. This iteration of 
equally shaped bits generates spectral gaps which power spectral density is zero. This effect is 
caused by the interference between successive bits and their relative phase difference due to 
their time difference. The periodicity in the stream analyzed determines the position and 
width of these gaps in the spectra. 
The spectra of repetitive data patterns consist of combs of discrete lines. The spacing 
of the discrete lines is inversely proportional to the pattern length. Short patterns have greater 
spacing between spectral components and longer patterns present closer components . For 
an infinitely long pattern, the spectral line spacing is infinitesimal, effectively making the 
spectrum continuous. The resolution bandwidth of the technique employed to resolve the 
spectrum might alter the appearance of the spectrum. If the resolution is greater than the 
spacing of the discrete lines, the original shape of these lines would not be resolved and the 
spectrum would appear to be continuous. Techniques with narrow spectral filter imply lower 
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spectral density and thus problems associated to sensitivity and low power values are involved. 
The trade off between high enough resolution and sufficient measurable power limits the 
employability of high resolution. Unlike the signal, the shape of the PSD of the noise does 
not depend on the filtering technique employed or its resolution.  
Here, the principle of operation is based on the analysis of the registered values of the 
spectra due to the presence of noise. For that purpose we study and analyze different scenarios 
for both contributions and their interaction. 
IV.2.  Power spectral density 
IV.2.1.  Modulated signal 
The optical power spectral density of a given function indicates the distribution of 
the optical energy for the different spectral components of the signals. As it is a value that 
depends on the width of the spectral components involved, the value is given either in 
dBm/Hz or dB and the measurement bandwidth employed. Generally, it is obtained from 
the squared modulus of the Fourier transform of the temporal signal. However in the case of 
modulated signals, the use of the Fourier transform may no longer be valid. 
The complex field of an electromagnetic wave can be expressed in terms of its spatial 
and temporal dependence. 
 ( ) ( ) ( )ˆ, , ,E r t e E r E tρ φ= ⋅ ⋅  [IV.1] 
The temporal evolution of the optical carrier can be expressed considering its 
amplitude term modulated. 
 ( ) ( )0( ) expE t A t i tω=  [IV.2] 
In digital communication, the information is coded as a stream of n bits with binary 
values 0 or 1, and their width is characterized by their bit time, Tb. The amplitude can be 
then represented as: 
 ( ) ( )n p b
n
A t b A t nT= −∑  [IV.3] 
Where the values for bn are defined by the coded information, and Ap stands for the 
pulse shape, which normally is a rectangular pulse. It is usual to express the bit stream as 
Dirac comb multiplied by the bit sequence analyzed. 
 ( ) ( )n b
n




According to [IV.3] and [IV.4] the power spectrum of the total signal A(t) can be 
expressed as 
 ( ) ( ) ( )
2
A P bS A Sω ω ω= ⋅  [IV.5] 
Where Ãp is the Fourier transform of the pulse amplitude Ap, and Sb states the power 
spectra of the bit sequence. 
 ( ) ( ) ( )expp pA A t i t dtω ω
∞
−∞
= ∫  [IV.6] 
 ( ) ( )
2 2 2
0 sin 2p b bA PT c Tω ω=  [IV.7] 
The shape of the spectral density of the rectangular pulse is the widely known sinc 
function with zero values for those spectral components that match the condition 2 bn Tω π=  
for n>0.  
The Fourier transform of any function exists only if the function is integrable, which 
in most of the cases works only for functions that have significantly non-zero values only in 
a finite time interval. Here, the random sequence of bit does not satisfy that restriction. 
However, the Wiener-Khinchin theorem states that, for stationary random processes the PSD 
can be obtained from the Fourier transform of the correlation function. In that case the 
correlation function, Γb,  of the bit sequence can be calculated as: 




τ δ τΓ = −∑  [IV.8] 
Where the correlation factor would depend on the sequence transmitted. 
 
1limm n n mN n
r b b
N +→∞
= ∑  [IV.9] 
If we assumed an infinite long random sequence, i.e. that 0 and 1 have equal 
probability, the factor reduces to r0=1/2 and rm=1/4 when m≠0. 
Finally, the spectral density of an optical bit stream can be expressed replacing in 
[IV.5] the Fourier transform of [IV.8]: 
 ( ) ( ) ( )
2 1 exp
n
A p m b
m nb




= ∑  [IV.10] 
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  [IV.11] 
When substituting [IV.7] in [IV.11], only the term with m=0 remains as the sinc 
function vanishes for all frequencies such that 2 bm Tω π= except for m=0. The shape then 
is the expected for a single pulse of duration Tb. 
  
Figure IV.1. Power Spectral Density of a NRZ modulation 
If we know think of the same scenario but this time with a repetitive pattern the shape 
of the spectral power density changes. If we assume that we have a pattern formed by L bits 
that is repeated continuously, we can now describe the stream as the convolution of this 
repetitive pattern with a Dirac comb, which separation between deltas will be the length of 
the pattern. 
 ( ) ( ),n p p b
n
b t b t nT T L Tδ= − = ⋅∑  [IV.12] 
The envelope of this final spectrum will correspond to a sinc shape, because its origin 
is the bit square shape and thus its zero points lay in multiples of the inverse of the bit-time. 
Likewise, the pattern iteration is described in the spectral domain as a comb of deltas; 
therefore the resulting PSD is a convolution of the sinc with the comb. Thus, the pattern 
length generates some zeros in the PSD related with its length. The longer the pattern is, the 
closer the zeros lays. 
 ( )
( )
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Figure IV.2. Power Spectral density of a pattern signal 
The main difference of these two scenarios is the correlation of the bit sequence. In 
the case of completely random bit sequence the spectral density preserves the shape of the 
single pulse, on the other hand the iteration of the pattern generates that the PSD exhibits a 
concentration of the power of the signal in discrete spectral components which position and 
spacing is related to the pattern.  
It can be seen in the figure IV.2 that the narrower the gaps, the more performance is 
required to fully characterize the PSD of the signal. When the spectra is recorded with 
resolution in the range of the spectral gaps or above it, the PSD is averaged and thus the gaps 
cannot be resolved.  
In fig. IV.3(b) we can see the PSD generated by a 10G NRZ modulation with a 
repetitive pattern of 27-1 sequence. It can be seen the spectral components corresponding to 
the 128 length repetitive pattern, and the sinc2 shape can be noticed in the envelope. In the 
detailed graph, we can see the shape of the comb and how the intermediate spectral 
components present no power. If we analyze now a longer pattern, such as a 223-1 
pseudorandom sequence bits (PRBS), the sequence is longer and the spectral components 
appear closer. In that case, with the spectral resolution used here, the whole spectra appears 
as a continuous. This situation resembles an infinite random sequence, which yields to the 
conclusion than the spectral density recovered and its features depend on the resolution of 
the spectral analysis. 
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Figure IV.3. Power spectra depending on the length of the PRSB sequence 
IV.2.2.  Noise  
The most common noise in real scenarios comes from the spontaneous emission of 
EDFA. This spontaneous emission can be characterized as the emission of non-correlated 
photons which energy range is limited by the fluorescence band of the Erbium present in the 
EDFAs. Usually, the modelling of this kind of noise is done by simulating an infinite number 
of non-correlated emissions, which yields to a flat shape for the power spectral density. 
Precisely, it can be defined as a flat function with constant value N across the bandwidth of 
the EDFA amplification range. 
 ( ) ( )cosk k kN t C tω θ
Ω
= +∑  [IV.14] 
 ( )N Nω =  [IV.15] 
In fig. IV.4, it is depicted the spectral shape of the output of and EDFA with no input 
signal on it. Unlike the signal, the noise presents no coherence, which leads to a flat spectrum. 
The limited bandwidth in this case is due to the optical band-pass filter placed right after the 
output of the EDFA. The spectral density of the noise generated by the EDFA and the noise 
floor of the optical spectrum analyzer can be indentified. The registered value of the noise 
PSD depends on the width of the filtering used while the total noise value is independent on 
the filtering technology. In this case, the PSD values correspond to the 0.08pm filter 





Figure IV.4. Power Spectra of filtered noise. 
IV.2.3.  Channel 
Active channels present both components, signal and noise. For this analysis, we 
couple the 27-1 PRBS signal employed in the previous section with the filtered noise. The 
recorded spectra is depicted in fig. IV.5. 
 
Figure IV.5. Power spectra of a distorted channel 
In the black line, we can see the coupled signal and noise and in the red line, we 
picture only the noise recovered when the signal is turned off. If we zoom in, we can identify 
the different spectral components. 
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Figure IV.6. Zoomed in region of the power spectrum of a pattern signal with underlying noise. 
Here, it can be clearly seen that in those spectral gaps where the signal presents no 
component, the PSD corresponds only to the noise. On the other hand, when signal and 
noise are present, the PSD of the noise cannot be resolved and thus the corresponding signal 
and noise ratio cannot be estimated. 
IV.3.  Instantaneous Power Spectrum. 
Normally the PSD of the optical signals is recovered with optical spectrum analyzers 
employing different filtering techniques. The most basic OSA consists of a tunable optical 
filter, that can be tuned along the desired wavelength range, and a photodetector that registers 
the optical power passing through the filter. The technical restrictions present in the design 
of the device impose a thorough analysis of the measurement that is intended to obtain and 
the physical limitations in the actual registered values.  
The PSD measurement, as it has been defined previously, requires the analysis of an 
infinite long stream of bits. In practical cases, that may not be achieved and depending on 
the filtering technique, the recovered value of the PSD may vary. In our case the limitation 
is imposed by the acquisition time in the registering stage of the BOSA and the effective time 
that the SBS filters any precise spectral component of the signal while sweeping the whole 
spectra. The registered signal at the detector can be then defined as the instantaneous power 
spectra for a finite time of the incoming signal. 
This windowing analysis is cited in the bibliography as instantaneous power spectrum 
or periodogram and is defined as follows [National Semiconductor '80] [Hobbs '11]:  
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It can be mathematically demonstrated that the expectancy of the Periodograms tends 
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Note that we are only considering random processes because stationary signals present 
temporal repetitions and then its PSD can be directly calculated from Fourier transform, 
considering it as a piecewise function of a finite sequence. In random processes, the 
periodograms are employed to estimate the PSD, if no other consideration is taken, by 
repeating its acquisition and averaging over a given number of samples.  
In the case of random signals, it can be considered that the periodogram evaluates the 
squared Fourier transform of a finite sequence of bits. This truncation and the continuous 
change of the analyzed stream causes the variation of the values of the periodogram for each 
component. Giving thus a variation of the registered value in a range of values determined 
but the uncontrolled series of bits analyzed. By performing an average over multiple 
measurements, we can obtain the real PSD of the spectra. 
Based on this approach, when random signals are employed, the recovered values 
filtered by the SBS technique for a specific component can be considered an effective 
measurement of its instantaneous power spectra. The filter, based on the interaction between 
acoustic and optical waves, can be considered and evanescent Bragg grating with limited 
length that filters part of the incoming signal on the fiber [Govind P. '06b]. Based on that 
premise, the system can evaluate the dynamic of the instantaneous power spectra of a defined 
component. The main purpose is to find certain situations for the signal in which, as it was 
shown in static measurement, the spectral power of certain components vanishes and the 
noise is revealed. 
IV.4.   Measurement Methodology 
The principle of the technique proposed here lays on the different coherent properties 
of the signal and the noise for different scenarios. The optical noise, which origin is based on 
a spontaneous emission process, cannot interfere with itself and thus present no coherence. 
This means that there is no correlation between consecutive photons at any time. On the 
other hand, the signal is generated by a stable source that, within a limit, ensures the 
correlation between successive photons and thus enables interference phenomena.  
When an optical signal is modulated with a repetitive pattern, for instance  a series of 
bits, the spectral shape is the convolution of the laser spectra, ideally a narrow delta, with the 
modulation shape which in turn is the convolution of the comb and the pulse. The result is 
a spectrum with ideally zero value for several spectral components. This outcome is caused 
by the interference between successive bits, which has the same amplitude, but their phase 
differs according to the relative time distance. This temporal difference can set the phase of 
the different bits in such way, that they interfere destructively and several spectral 
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components cancel. In order to resolve these spectral gaps, where the signal presents no 
contribution, the optical spectra must be recovered with high enough resolution.  
In live traffic scenarios, the signal can be considered as a random series of bits which 
PSD is shaped as a sinc as long as a large number of bits are considered. However, for a given 
spectral component its instantaneous power density fluctuates when a single finite stream of 
bits it’s analyzed. The composition of the partial bit stream determines the values of the 
instantaneous PSD for the spectral components. By selecting a narrow filter and performing 
the analysis over a signal which contains a short repetitive pattern within the long random 
stream, we ensure that the instantaneous PSD at a certain time corresponds to the ideally 
repetitive comb which present zero value for several spectral components and thus reveals the 
PSD of the uncorrelated noise.  
The width of the selected filter not only limits the achievable spectral resolution when 
filtering individual points, but also constrains the length of the transmitted pattern so the 
induced spectral gaps are not averaged. Narrower filtering also implies that the total power 
received in the detection competes with electrical noises and requires post processing time 
for noise reduction. Wider filters have opposite behavior and the registered power is greater, 
on the other hands, their spectral integration translates in the time domain as a reduced 
chance of detecting spectral gaps which spectral power density would drops to zero. 
Our proposal is based on the observation and analysis of the instantaneous power 
spectral density of the signal and its variations. Right after the optical filter, the signal is 
detected, downconverted to the electrical domain and registered with an acquisition card. 
With the proper disposition of these elements, the main idea is to evaluate the different 
registered value of the filtered spectrum, for several points at different times and analyze their 
values and evolution over time. Based on the different behavior that signal presents, 
depending on the series of bits that is carrying, and its coherence, the idea is to observe the 
spectral density of the noise as constant values over which the signal spectral component 
varies among different values depending on the transmitted stream. 
In fig. IV.7, it is depicted the employed set-up using the Stimulated Brillouin 
Scattering as the filtering technique. 
 




The signal under test is introduced in a reel of single mode fiber aided by an optical 
circulator in which the stimulated Brillouin scattering takes place. In one of the branches of 
the circulator, the high intensity SBS pump is coupled. Due to the interferometric origin of 
the Stimulated Brillouin Scattering, the relative polarization between signal under test and 
stimulus must be controlled and thus, the use of a polarization controller is needed. In the 
detection end, the signal was detected with a photodiode with a transimpedance stage, and 
then the electric signal was registered with a Data Acquisition Card. The recovered signal was 
then processed and analyzed with a computer. Parallel to the amplified signal detected, a 1% 
of the original signal was split and detected with another photodiode so the direct 
contribution of the SUT could be estimated and subtracted from the final signal. In order to 
filter spurious noise in the signal a tunable electrical filter was developed and integrated 
previous to the data acquisition card. 
A schematic of the measurement procedure is depicted in fig. IV.8. In the first stage, 
the signal is analyzed with the SBS by using the standard set-up employed so far. However, 
in this case, we do not sweep the central emission of the pump laser, so the analysis can be 
performed over one narrow spectral region. Due to the nature of the Brillouin scattering, the 
sweeping mode and the static analysis present some differences such as the spontaneous 
Brillouin contribution when the amplification takes place [Govind P. '06b]. For that reason, 
special care must be taken with the calibrations and several routines where included where 
the signal and the EDFA where blocked to register their independent contribution. 
 
Figure IV.8. Conceptual Schematic of the proposed system for the statistical analysis of the different spectral regions. 
In the second section the electrical filtering is done, due to non-static nature of the 
signal that we are analyzing, the detection stage was modified and a variable width electrical 
filter was placed after the photodetector in order to perform a selectable filtering of the 
detected signal. With a wide electrical filter, high frequency noises of electrical nature 
influence the final performance of the system, while narrow filters average the detected signal 
and reduce the possible range of detected values. The selectable width of the filter was set 
according to the requirements of the scenario ranging from 33kHz to 150kHz. After the 
detection, the signal was acquired with a DAQ sampling at 1.25MSa/s.  
In the final stage the statistics of the registered signal is performed. In most of the 
cases a sample of 100.000 values was taken and the histogram was done according to the 
registered maximum and minimum values. 
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In the previous section it has been explained, the effect of the different coherence for 
signal and noise. It has been shown the different effect depending on the length of the pattern 
for long and short cases. In real scenarios, neither of these cases would be applicable. Usually, 
real traffic signals follow standardized protocols to transfer multiple bit streams 
synchronously. In this protocols the data for transportation, referred as payload, is divided in 
packages and multiplexed with headers, referred as overhead, that contain information about 
the transmission characteristics, e.g. destination, origin, size, etc…, according to the protocol. 
The final effect is the generation of repetitive short patterns interleaved with more complex 
data, as we can see in figure IV.9. This yields to a non-static value for the instantaneous 
power spectral density of the signal. The noise, on the other hand, present a flat spectrum. 
 
Figure IV.9. Schematic of the bit stream construction 
In fig. IV.10, we can see a depiction of the commented effect. As the bit stream is 
changing, the different partial sections of the stream are analyzed when lying in the effective 
area of the filter. On the right, we can see the instantaneous spectra that would be reordered 
at each situations 
Based on the value and the dynamic of the power spectral density registered for the 
different components of the spectra, we aim to evaluate the ratio of noise and signal for 
different scenarios. In order to corroborate our hypothesis we evaluate first the different 





Figure IV.10. Different instantaneous PSD for a traffic carrying signal with headers at different times. 
IV.5.  PSD Characterization 
IV.5.1.  Modulated Signal characterization 
The first tests were carried out to characterize the different features present in the 
signals for different scenarios. Following the schematics presented in fig. IV.8, two different 
framing structure where analyzed. These two structures differ in the length of the transmitted 
payload, which corresponds to the most random part of the bit stream, and thus present more 
or less repetitive headers that introduces periodicity. 
The signal under test is generated by a high-performance optical network analyzer, 
designed to evaluate the performance of complex networks for different communications 
protocols. This equipment integrates the generation and detection stages both in the electrical 
domain. Using external modulators and detectors connected to the network under test, the 
system measures the BER for different scenarios and evaluates the actual performance of the 
system. With the proper set-up, this system has been used in the past in our research group 
to assess the health of complex optical networks. This particular model, Anritsu MP1577A, 
allows the generation of the two main protocols, so far, in Europe and USA for optical 
networks. In the generation stage, several parameters enable a full control of the different 
characteristics that the standard leaves for diverse configurations. In fig. IV.11, we show the 
different mappings available in the aforementioned analyzer. For the sake of simplicity, we 
have selected just two different cases according to their respective payload to overhead ratio. 
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Figure IV.11. Multiplexing structure 
The laser employed for the detection stage is an external cavity tunable laser. In 
contrast to what we needed for previous uses, here the laser is intended to keep its central 
wavelength as static as possible, rather than sweeping continuously. However, the use of a 
tunable spectral filtering enables the opportunity to analyze diverse spectral components 
where the intrinsic signal to noise ratio has different values. Those spectral points close to the 
clock frequencies have relative OSNR lower than the spectral point close to the optical carrier 
frequency and therefore higher noise contribution. 
The first case was selected from the BER analyzer in order to have a high repeatability, 
which correspond to the mapping selected in the red line in fig. IV.11. 
 




What we can see in the left image, in figure IV.12, is the recovered instantaneous 
optical spectrum. In the right, we can see the histograms of the PSD for a certain spectral 
component marked in the image on the left. We can see that for a short time the registered 
valued have changed along a wide range of values. 
In the second scenario, the stream was set so the repeatability was lower than in the 
previous case, which correspond to the blue line in fig. IV.11. The registered spectrum and 
histogram are depicted in figure IV.13. 
 
Figure IV.13. Spectra and statistical analysis of a signal multiplexing according to case B (blue). 
In this case, we see in the spectrum on the left far less range of variations of power 
across its bandwidth. The difference can be seen in the histogram shape for both cases. Traffic 
structure with high enough repeatability depicts a wide distribution of values around a mean 
value, while in more random data the recovered spectra with this optical filtering does not 
reveal any dynamic for the PSD of the analyzed spectral component. 
The distribution also depends on the spectral component. As the system filters in a 
10Mhz band, the influence of the noise is more noticeable in those regions where its ratio 
with respect to the noise is higher. Thus, those spectral components near the clock frequency, 
i.e. (1/Tb) show a statistical behavior more influenced by the noise. Following this lead, the 
system must be flexible enough to select different wavelengths to analyze their dynamic. At 
the end, by performing an analysis over a discrete number of spectral components the 
dynamic of the whole system can be recovered.  
In figure IV.14, we can a see the different shape of different spectral components for 
a signal coupled with a -45dBm ASE, measured with 10Mhz resolution. 
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Figure IV.14. Spectrum and statistical analysis of a channel with underlying noise for different spectral components. 
IV.5.2.  Noise Characterization 
In order to distinguish between noise components and signal they must show 
different dynamic. As mentioned above, the dynamic of the noise spectral density is expected 
to remain constant. 
  
Figure IV.15. Spectra and statistical analysis of a channel with underlying noise for different spectral components. 
Figure IV.15 shows that, there is no difference for the spectral components analyzed 
across the spectral bandwidth and the behavior for all of them is similar. In this case, the 
range of values for any spectral point, i.e. the width of the distribution at any point, is related 
to electrical and detection noise and thus only proportional to the optical level. 
IV.5.3.  Active Channel 
The aim now is to have a first look at a signal with underlying noise, for that purpose 
an active channel is reproduced by coupling white additive noise to the live signal generated 
by the BER analyzer. In the case depicted in fig. IV.16 we have set and EDFA running with 




output of the EDFA was controlled with a variable optical attenuator (VOA) placed right 
before its output. Prior to the detection and for the sake of the equipment’s safety, a 150GHz 
Fabry-Perot filter was placed in order to avoid high power income. 
 
Figure IV.16. Schematics for the generation and analysis of the reference values 
Fig IV.17 shows the depicted spectra for the active channel after averaging several 
spectra, the registered signal when the EDFA is switched off and the registered noise when 
the signal is switched off. In this figure, it can be seen that there are spectral region which do 
not present significant variations when the noise is present or not, in these spectral regions 
the PSD of the signal is predominant and its level is barely altered by the noise. On the other 
hand there can be easily identified spectral point hardly affected by the noise contribution. 
 
Figure IV.17. Spectra showing the relative values of OSNR that can be found across a modulated signal. 
Attending to the behavior explained before, the system is analyzed for different 
spectral components. In order to do so, the TLS is now set to tune its wavelength so the 
aimed component can be analyzed. By keeping its central emission wavelength constant and 
registering the detected values over a period of time, the statistical analysis is performed. 
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Figure IV.18. Optical spectra for different levels of ASE. The different spectral components selected for the statistical analysis are 
marked and labeled. 
In fig IV.18, we can see the averaged spectra registered for different levels of OSNR, 
attending to these spectra we have chosen several points in which the analysis is going to be 
performed. The selected points for the analysis are marked and labeled in figure IV.18. The 
PSD exhibits different shape for the different components. As is expected, those spectral 
components where the signal-noise ratio is lower than others share some characteristics. In 
figure IV.19, it can be seen the different shape for the different components and its different 
levels of noise. From the depicted behavior, we can conclude that the shape of the distribution 





Figure IV.19. Statistical analysis of the different spectral components for different levels of ASE 
Giving the shape of the different histograms for the different ASE levels, bounding 
the value of the noise from these measurements seems feasible but no methodology has been 
studied, so far. Based on our experience in previous statistical analysis in other phenomena, 
and after discarding other techniques, we concluded that the best way to address the problem 
was to the estimate the value of the noise from the calculated histograms of the measured 
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instantaneous power spectra. By comparing the histograms with values generated from the 
simulated scenarios in which noise and signal can be generated, we can change the values of 
the scenarios so we can bound and extract the value of the noise when the simulated and 
measured histogram of the PSD match. In order to perform a realistic simulation, we must 
synthesize first the different component and establish their correct interaction. 
IV.6.  Simulation and synthesis. 
IV.6.1.  Signal Bit stream construction. 
As the final goal is to monitor live stream channels, the research is focused on 
simulating the most common structure data, which is based on the ITU-T G.707/Y.1322 
recommendation, the synchronous digital hierarchy (SDH). The SDH was conceived as a 
flexible protocol and thus, it can be composed by multiple arrangement of substructures 
which payload data ratio can fluctuate. The structure of several SDH configuration was 
simulated according to the ITU specifications and later, with the help of a Pulse Pattern 
Generator and a Mach Zhender Modulator, were analyzed in the spectral domain. 
The simplest structure for the data transmission in this protocol is the Synchronous 
Transport Module (STM). This frame structure in SDH has the peculiarity that the 
transmission rather than be sequential for the frame, i.e. the overhead is transmitted first and 
then the payload, it interleaves the overhead and the payload. This means that the whole 
payload is not transmitted at once but it is split in multiple parts and sent with different parts 
of the overhead. 
One of the multiple advantages of this protocol is that it can be used to encapsulate 
earlier digital transmission standards. This simple frame structure can be made of smaller 
frames with their own payload and overheads, this leads to a decrease of the number of bits 
that can be considered live information. As the number of concatenated elements increases, 
the final bit stream exhibits a lower level of randomness and the number of short sequences 
of repetitive patterns increases.  
 OVERHEAD PAYLOAD 
 1    X X+1  M 
1 C11 C12 C13 … C1x 
 RANDOM 
 C21 C22 C23 … C2x 
 C31 C32 C33 … C3x 
      
      
      
N CN1 CN2 CN3 … CNx 
Figure IV.20. Schematics of the frame construction. 
In order to simulate the behavior of real traffic, we designed several routines to 




them the construction of the different sub-part of the frames was programmed according to 
the regulations. The regulation states all the different formats and structure that all the sub-
systems must follow. For the payload, we also employed standard pseudorandom bit 
generation sequences (PRBS) to fill the ultimate containers as the regulation points. 
Figure IV.20 shows a conceptual diagram of the construction of a general STM. Due 
to the flexibility of the SDH the payload can be made up of sub STM with their own 
structure which corresponds to other networks. Finally, the stream is serialized row after row. 
All the steps were synthesized and the output of the simulation routines corresponds to the 
serialized stream of bits to be transmitted. This implies that not only the system concatenated 
the desired number of sub-frames with the requested payload, but also sorted them according 
to the designated order. The stream was saved in a standard file and uploaded into a pulse 
pattern generator (PPG), precisely Anritsu MP1800. 
Here In fig IV.21, it is depicted the recovered spectra for three different cases 
synthesized for three different scenarios according to different level of concatenations. These 
scenarios differ in the ratio of overhead to payload information in the frame. The ratio 
decreases from the left figure to the right, where the ratio was set to the minimum possible 
according to the regulations. 
 
Figure IV.21. Spectra for the different cases generated based in the regulation. 
It can be clearly seen how the ratio plays an important role in the PSD . As it was 
shown with the commercial BER tester, the level of randomness present in the stream limits 
the spectral resolution needed for the resolution. 
In order to assess the synthesis method, we generated with our routines the same 
multiplexing structure generated by the BER tester and compared the results. Precisely we 
used the STM64-AUG64-AUG16-AUG4-AUG1-AU3-VC3-TUG2-TU11-VC11-C11. 
The results are depicted in fig. IV.22. 
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Figure IV.22. Comparison between spectra of the stream generated with the standard BER analyzer and the spectra of the 
synthesized signal. 
There, it can be seen that both the synthesized bit stream and the standardized one 
share some spectral properties. Figure IV.23 plots the histogram of the optical values for a 
precise spectral region, marked in figure IV.22 with and arrow; for a series of instantaneous 
PSD measured for the signal generated by the BER, and the histograms of the values for 
synthesized scenarios. 
 
Figure IV.23. Histograms of the optical values of a spectral component for a synthesized signal compared with that obtained from 
the measured PSD of one of the SDH scenarios. 
In the figure IV.23 we can see that the synthesized scenario can be used to simulate 
the behavior of the system. Based on the synthesized structure that we can achieve we will 
study now how the noise and signal component can be separated attending to their 
characteristics. 
IV.6.2.  Noise 
The simulation of the emitted noise was performed assuming the most common case, 
which corresponds to a constant PSD along the amplification band of an EDFA.  The most 
employed model for the noise modelling consist of a range of values distributed along the 




photon. [Agrawal '05]. The histograms for the real case of an EDFA without input signal 
and the simulated one are compared in figure IV.24. 
 
Figure IV.24. Histograms of the optical values of a spectral component for a synthesized noise compared with that obtained from 
the measured PSD of an EDFA wihtout input signal. 
IV.6.3.  Channel 
In the model, both component were coherently superposed and the statistical analysis 
was performed over a high number of samples. In fig. IV.25, it can be seen the resulting 
histogram analysis for different values of the header payload ratio. 
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Figure IV.25. Statistical analysis of the resulting interaction between noise and synthesized signal for different ratios between 
overhead and payload. 
Here we can see how this ratio will change the final shape of the statistical 
distribution. We can see that when the distribution is wide enough, i.e. there are repetitive 
patterns in the stream, the distributions is altered and the number of occurrences of a certain 
value increases far more than the others. In the graphs, we can see the shape of the 




the underling noise. So far, we focus just on the spectral features that we can see for the same 
OSNR value and the different structure of the signal.  
We have seen how the periodicity of the signal affects the shape of the recovered 
histogram which eases or worsens the effect of the noise in the signal. In the next test we will 
check how the shape of the histograms is affected by the level of the ASE. In fig. IV.26, it is 
depicted histograms for a wide distribution signal with different levels of ASE. 
 
Figure IV.26. Statistical analysis of the resulting interaction between noise and synthesized signal for different ASE levels. The 
represented values were measured with a 10 MHz resolution. 
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We can see that the different levels of the ASE alters the shape of the distribution. In 
the cases with low ASE can see how the distortion present in the distribution matches the 
center of the ASE level, but for higher values the distortion does not seem to follow the center 
value of the ASE. Although there are noticeable difference between the shape of the 
distributions which suggest that from the altered shape, the value of the noise could be 
extracted or at least bounded. 
IV.6.4.  Model and data fitting 
Based on the characterized distribution of the signal and the noise, we can now 
simulate the final effect of the different values for these parameters and evaluate the expected 
result in the measurement. By doing it in the inverse order, we can estimate the values of the 
different parameters by trying to fit the measured result with the output model of our 
simulation where we can modify the mean value of the noise and signal. 
 
Figure IV.27. Schematics of the generation and fitting of the different parameters for noise and signal. 
To do so we first start from initial parameters, generate the expected distribution for 
the signal and noise. Then, we analyze the outcome distribution and try to fit to the measured 
values. The sum of the quadratic residual of every point, referred as the residual sum of 
squares (RSS), will be used to compare the different fittings. In the next step, a slightly 
different parameter is used to generate the same process and the RSS between them is 
compare. Based on their difference, and the change introduced in the parameters, the systems 
outcomes the final values for the different parameters changed in the fitting until the 
optimum fit with the lowest RSS is achieved. 
For the sake of simplicity, we will only show a few cases of the whole range of 
measurements taken for the different scenarios. As we faced an enormous range of 
measurements we decided to modify the system to program an automatic fit in the live signal. 
For that purpose, we prepared new routines to implement in the system. As the whole 
measurement equipment was controlled by a PC motherboard with a commercial processor 




Supported by the pre-installed drivers in the software, we could manage the acquisition and 
control of the measurement set-up. 
The acquisition was performed by the same software and later in the same task the 
data were fitted. To do so the system controlled the TLS, set the central wavelength. After 
that, the signal from the detector was acquired at the maximum rate for a short period of 
time and saved as an array in the workspace. The software worked out the statistical analysis 
of the data, and proceeded to the fitting. Based on a standard minimum search algorithm, 
the software output the parameters that present the lowest residuals with respect to the 
measured data. 
In figure IV.28, the systems present the statistical analysis of the registered values for 
different ASE levels. 
 
 
Figure IV.28. Measured data and fitting curve for different values of OSNR. 
In figure IV.29, we show the mean different values obtained for the different 
scenarios studied. 
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Figure IV.29. Obtained values and reference values showing the divergence for low values of ASE. 
In the graph IV.29, it can be seen that for a certain range of values the system exhibits 
good results; however for low values of ASE it does not achieve acceptable results. For low 
ASE values, i.e. below -50dBm measured in a 10Mhz resolution, the systems final values 
deviated more than 5 dB from the reference values. Our first guess was a duplicity of 
minimum residual for different parameters or an inefficient minimum search algorithm that 
cannot get out of a local minimum. After analyzing the residual function for the values of the 
different parameters, we realized that even for the correct values the model could not 
reproduced the expected statistical behavior. So far, although it can be seen the different 
shape in the histograms for the different values, we have not been able to extract the real value 
of the underlying noise for low ASE values. 
IV.7.  Conclusions 
In this chapter, we have studied the use of the ultra-high resolution spectroscopy to 
analyze the dynamic of the instantaneous power spectral density in live signals. We have 
focused the research in the use of stimulated Brillouin scattering and the analysis of 10MHz 
wide spectral regions. We also have centered the analysis in live signals following the ITU 
recommendations for SDH protocol. 
Throughout the chapter the main goal has been the search and study of new 
techniques that could be employed in those scenarios were the polarization has been used for 
modulation too, i.e. PolMux. This polarization multiplexing impedes the use of the 
polarization selective techniques as, in times longer than the bit, the signal can be considered 
depolarized, like the noise. In our proposal, we studied and focused on one of the remaining 
physical properties that might be exploited for their differentiation, the coherence.  
Our starting point was the assumption that due to their different source of origin the 
signal and the noise present different coherence. We tested how the length of the pattern and 




where short patterns were introduced in the data stream, we were able to resolve spectral 
components, which PSD was zero and thus the power detected would correspond to other 
noise sources than the signal.  
Based on the regulations, we studied the constraints imposed in the construction of 
the final data streams to be transmitted. We identified several cases in which the protocol 
established short pattern repetitions for management purposes. Aided by a commercial 
generator we studied the spectral shape of different mappings and multiplexing depending 
of the origin of the signal. Later on, we developed algorithm to synthesize the final stream 
according to the regulations and tested with a pulse pattern generator. 
The technique developed after the study relies on the statistical analysis of the optical 
power from the instantaneous power spectra registered for different spectral components of 
the signal. We redesigned the optical spectrum analysis to switch the sweeping mode to a 
static registering of the instantaneous PSD for narrow spectral regions over a period of time. 
Based on the recovered optical spectrum of the signal, the system select suitable points to 
perform the statistical analysis of the registered power values. By sampling these spectral 
regions over a brief period of time, the statistical distribution of the registered power is 
calculated. The statistical analysis presents different features that respond to the values of the 
noise. The distortion when the noise was present or not and also its modification when the 
noise values increase or decrease corroborates the influence stated from the theoretical 
analysis. 
With this information, we analyzed the influence of the noise and worked out a 
model of interaction between them. Based on the simulated model, we generate the expected 
histogram for a certain value of incoherent noise in the signal, and compare with the 
measured values. By controlling the simulation values, we expected to fit the two histograms 
and thus estimate the reference ASE value from the best fit. The main goal was to monitor 
the noise level from the value and shape of the registered histogram. 
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Throughout this thesis, novel approaches for the measurement of impairments in the 
optical domain have been studied. Due to the advantages that the analysis in the optical 
domain presents, compared to the analysis in the electrical domain; the research has been 
focused on the analysis and identification of the inherent limitations, that the common 
impairments present for its measurement with all-optical techniques.  
Searching for higher spectral efficiency, the new modulation schemes have been 
designed to code the information using the different physical properties of the 
electromagnetic waves. We have studied how the conveying of these physical properties in 
the signal affects its differentiation with the optical noise when all-optical techniques are 
employed. We have also presented the new challenges that the current and future monitoring 
techniques must address in the next generation.  
In order to assess the ultimate limitations of the analysis in the optical domain, we 
have employed the Stimulated Brillouin Scattering as the filtering technique to resolve the 
spectra. Due to its high resolution and its polarization selectivity the technique recovers most 
of the available information that can be extracted from the optical spectrum. 
In the light of the results of the work carried out throughout this thesis, the main 
findings and conclusions can be summarized as follows: 
• The use of U-DWDM and narrow filtering harshens the measurement of OSNR 
based on the identification of noise and signal in the optical spectrum. In these 
scenarios, the resolution of the filtering technique plays a major role and thorough 
analysis of the measurements must be done when ROADM are employed. The SBS 
filtering presents great performance in this scenario due to its high resolution, 
although this narrow filtering comes with a reduced sensitivity that limits the 
measureable PSD of the noise.  
• The analysis of the impairments for multicarrier modulation formats schemes cannot 
be performed in the optical domain with the current regulations because they were 
designed for singles carrier schemes. For these schemes, the use of high resolution 
presents additional advantages as it can characterize the quality of the modulation 
based on the spectra recovered. 
• SBS filtering can be used to achieve an individual characterization of the subcarriers 
involved in MCM schemes, such as the OFDM. We developed an algorithm in order 
to measure and isolate the optical power values of the different subcarriers present, 




relationship between these two parameters. Based on this defined SC-OSNR we 
managed to measure the individual performance of the different subcarriers. This 
characterization opens the possibility of designing schemes attending to the distortion 
of each sub-carrier, instead of a global averaged performance for the complete 
multicarrier modulation. 
• When signal and noise share the same bandwidth in the spectrum, there may exist 
no points where the ASE can be measured. In these scenarios the different 
polarization properties of the noise and signal can be exploited for its differentiation. 
Taking advantage of the vectorial properties of the SBS, the OSNR can be resolved 
in-band by generating, in the signal, a selective and severe drift of the SOP of different 
spectral components. Without needing a polarizer and taking advantage of its high-
resolution, the system can selectively suppress the signal contribution in several 
spectral components and reveal the underlying noise. 
• By improving the polarization control of the pump in the SBS, a new method for the 
measurement of the SOP across the signal bandwidth has been developed. Based on 
the SBS spectral resolution and its polarization dependent gain we achieved a fully 
spectrally resolved polarimetry with the spectral resolution of the standard SBS. 
Without prior alignment or knowledge of the SUT, it can resolve the SOP for 
multiple signals in wide spans without losing the in-band resolution.  
• Polarization can be used to differentiate noise and signal as long as it is not Pol-MUX. 
However, the depolarization nature associated with the noise can be misunderstood 
with the depolarization phenomena associated with PMD or non-linear effects in 
polarized signals. In these cases, an ordinary measurement of the degree of the 
polarization, or a simple projection over a linear polarizer proves to be insufficient, 
in order to distinguish between signal and noise according to their SOP. For these 
cases, the high-resolution spectrally-resolved polarimetry can obtain the full 
characterization of the SOP across the signal bandwidth. With this information, all 
the polarization impairments present in the signal can be quantified and classified 
according to its value and variations across the signal bandwidth.  
• The polarization multiplexing schemes preclude the use of polarization nulling 
techniques. When the signal is modulated with two uncorrelated streams of data in 
two orthogonal polarization, the use of the polarization properties is no longer valid, 
as the outcome presents an effective depolarization, which resembles to the noise. For 
these cases, a novel technique is proposed. Based on the measurement of the 
instantaneous power spectra and its dynamic, the system can differentiate between 
the signal and noise components, due to the remaining correlation that exists in the 
modulated signal when following the communications standards. Although the 
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ANNEX C  
List of acronyms 
 
 
APL  Aragon Photonics Lab 
ASE Amplifies Spontaneous Emission 
AWG Arbitrary Waveform Generator 
BER Bit Error Rate 
BOSA Brillouin Optical Spectrum Analyzer 
BPSK Binary Phase-Shift Keying 
CD Chromatic Dispersion 
CSRZ Carrier-Suppressed Return-to-Zero 
DAQ Data Acquisition Systems 
DB Duo Binary 
DD Direct Detection 
DGD Differential Group Delay 
DOP Degree of Polarization 
DPSK Differential Phase-shift keying 
DQPSK Differential Quadrature Phase Shift Keying 
DSF Dispersion Shifted Fiber 
DSP Digital Signal Processing 
DWDM Dense Wavelength Division Multiplexing 




EDFA Erbium Doped Amplifier 
EPC Electronic Polarization Controller 
FFT Fast Fourier Transform 
FHT Fast Hartley Transform 
FTTH Fiber to the Home 
FWHM Full Width at Half Maximum 
FWM Four Wave Mixing 
GSa/s GigaSamples per second 
ICI Intercarrier Interference 
IDE Integrated Development Enviroment 
IEC International Electrotechnical Commission 
IFFT Inverse Fast Fourier Transform 
IM Intensity Modulated 
ITU International Telecommunication Union 
LP Linearly Polarized 
MCM Multicarrier Modulation 
Pol - MUX Polarization Multiplexing 
MZM Mach-Zhender Modulator 
NRZ No Return to Zero 
OBPF Optical Bandpass Filter 
OFDM Orthogonal Frequency Division Multiplexing 
O-OFDM Optical Orthogonal Frequency Division Multiplexing 
OOK On-Off Keying 
OPM Optical Performance Monitoring / Optical Power Meter 
OSA Optical Spectrum Analyzer 
OSC Oscilloscope 
OSNR Optical Signal to Noise Ratio 
OSNRSC Sub-Carrier Optical Signal to Noise Ratio 
PBC Polarization Beam Coupler 
PBS Polarization Beam Splitter 
PC Polarization Controller 
PDG Polarization Dependent Gain 
PDL Polarization Dependent Loss 
PMD Polarization Mode Dispersion 
PPG Pulse Pattern Generator 
PRBS Pseudo Random Bit Sequence 
PSD Power Spectral Density 
PSP Principal States of Polarization 
QAM Quadrature Amplitude Modulation 
RF Radio Frequency 
ROADM Reconfigurable Optical Add-Drop Multiplexer 
RSS Residual Sum of Squares 
144 
List of acronyms 
 
RZ Return to Zero 
SBS Stimulated Brillouin Scattering 
SC Sub Carrier 
SDH Synchronous Digital Hierarchy 
SG-DBR Sampled Grating Distributed Bragg Reflector 
SMF Single Mode Fiber 
SNR Signal to Noise Ratio 
SONET Synchronous Optical Networking 
SOP State of Polarization 
STM Synchronous Transport Module 
SUT Singal Under Test 
TIA Transimpedance Amplifier 
TLS Tunable Laser Source 
TTL Transistor–transistor logic 
U-DWDM Ultra Dense Wavelength Division Multiplexing 
VDL Variable Delay Line 
VOA Variable Optical Attenuator 
WDM Wavelenght Division Multiplexing 
XPM Cross-Phase Modulation 
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