Introduction
The land surface is the interface between the atmosphere and the underlying hydrological regime with the latter being characterized by soil moisture, surface run-off, interflow, baseflow and other hydrological variables (e.g., Lin et al., 2005) . Although soil contains only a small fraction of the total available water in the world, the soil moisture condition plays a vital role in global water and energy exchanges. For example, Entekhabi et al. (1999) , in their proposed agenda for land surface hydrology research, note that surface soil moisture can be as important a boundary condition for the climate system as sea surface temperature. Koster et al. (2004) in their study, Global Land-Atmosphere Coupling Experiment (GLACE)), showed that soil moisture anomalies could have a substantial impact on precipitation in certain regions of the world.
Droughts and floods are two extreme climate events which have posed a great threat to China in the past and continue to do so. The '1949 The ' -1995 Chinese Disaster Report' (National Bureau of Statistics of China, 1995) listed droughts and floods as being responsible for 71% of the country's natural disasters in terms of financial cost. In general, a drought is an extended period of abnormally dry weather sufficiently prolonged for the lack of water to cause a serious hydrological imbalance (crop damage, water supply shortage, etc.) in the affected area. However, a precise quantification of drought is still an open question, as there are many different definitions of drought (e.g., meteorological, hydrological and agricultural droughts). A commonly used practice for drought monitoring in China is the use of a soil moisture index based mainly on the soil moisture wetness condition (Zhang and Gao, 2004) , which is essentially a measurement of hydrological drought.
It is difficult to obtain soil moisture measurements over a large area (of order 10 6 km 2 ) through field surveys. Recent advances in the development of land surface hydrological models offer the potential to reconstruct and continually update the spatial and temporal distribution of soil moisture over a large area such as China. The Variable Infiltration Capacity (VIC; Liang et al., 1994 Liang et al., , 1996 model is such a land surface macroscale hydrology model. It uses a spatial probability distribution function to represent subgrid-scale variability in soil moisture storage capacity. Such a function is used in the Xinanjiang model (Zhao et al., 1980) for calculating saturation excess run-off, and in the General Runoff Yield model (Wen et al., 1982) for generating infiltration excess run-off. Nijssen et al. (2001) used VIC to generate 14 years of global daily soil moisture at a resolution of 2º × 2º. Su and Xie (2003) studied the effect of climate change on China's run-off using VIC simulations. Andreadis et al. (2005) reconstructed the drought history of the continental United States from 1920 to 2003 based upon VIC soil moisture and run-off at a resolution of 0.5º × 0.5º. Chen et al. (2006) tested the adaptability of VIC over the source region of the Yellow River in China. Li et al. (2005) verified the soil moisture simulated in several reanalysis products over China using in situ measurements.
We use VIC driven by observed maximum and minimum air temperatures and precipitation to reconstruct 35 years of daily soil moisture values for China at a resolution of 30 km × 30 km. Our study is different from earlier works as actual observations and not reanalysis products are used to drive VIC, and the spatial resolution of the model is higher. There are two objectives for this study. The first is to use VIC to generate a high resolution soil moisture data bank for China. However, it is difficult to obtain soil moisture measurements over a large area as already mentioned. The second is to apply a model calibration and validation methodology using hydrographs and in situ soil moisture measurements. This methodology includes an estimation procedure using regression to determine model parameters from catchment and climate characteristics and a test of the transferability of the procedure to catchments where hydrographs are not available for calibration. We show details of the calibration and validation methodology so that interested readers may have sufficient information to use this methodology for their own study.
We calibrate and validate the model with observed daily hydrographs from 43 catchments, and also validate the model with observed soil moisture anomalies from 28 sites. We compare qualitatively the simulated 35-year average of the soil moisture in the top 1 m with an official chart of dry and wet zones in China. VIC soil moisture is now used operationally by the Chinese Ministry of Water Resources (CMWR) to calculate a soil moisture index, and nationwide maps of the index are published daily for drought monitoring.
Methodology
Version 4.04 of VIC is used in this study to reconstruct daily soil moisture from 1 January 1971 to 31 July 2005. This version was the latest release at the time of our study and includes some of the new features that are described in Liang et al. (1999) and Cherkauer and Lettenmaier (1999) . Figure 1 shows the model grid for the calculation of surface water balance. The energy balance is not considered because observations of shortwave radiation are not available. VIC has four types of user-defined parameters: soil, vegetation, hydrology, and 'catchment definition'. By the latter, we mean basin characteristics (latitude, longitude, elevation) and climate parameters (time-averaged near-surface air temperature and precipitation). Soil, vegetation and catchment definition parameters are physically based and calibration procedures are not needed to define them. For each grid point, we use the global 10 km soil profile dataset (Reynolds et al., 2000) and the global 1 km land cover classification dataset (Hansen et al., 2000) to define the model soil and vegetation parameters. The catchment definition parameters are determined using the Global 30 Arc-Second Elevation Data Set from the U.S. Geological Survey and observed time-averaged near-surface air temperatures and precipitation from the CMWR. Values from 624 meteorological stations in China (Fig. 1) provide the meteorological forcing to VIC. This continually updated dataset has been available since 1 January 1971 and is quality controlled. The daily maximum and minimum station air temperatures and precipitation are estimated on a 30 km × 30 km grid using the inverse distance weighted method. This is one of the best methods for interpolation of these Chinese data. Meteorological values and observed daily hydrographs are obtained from the CMWR. The hydrographs are not corrected for the operation of reservoirs and irrigation as we are unable to obtain such information; some calibration cases could be affected by such operations.
VIC has seven user calibrated hydrological parameters, shown in Table 1 . We use basin observed hydrographs to calibrate the model because they reflect the integrated basin hydrological response. We keep the thickness of the first soil moisture layer constant (d1 = 0.1 m), and use observed daily hydrographs from 35 catchments ( Fig. 1 ) with drainage areas varying from 190 to 351 530 km 2 to calibrate the remaining six parameters. In version 4.04 of VIC, the upper layer depth is taken as the sum of the depths of the first and second soil moisture layers, and the surface run-off is assumed to be generated from the upper layer. Therefore, our choice of using a constant d1 is justifiable because VIC treats the first and second soil moisture layers as one entity when calculating the surface run-off.
We first discuss the calibration and validation processes of the six parameters mentioned earlier using observed hydrographs. We start with best estimates for each model grid point of the 35 calibration catchments. We then apply VIC forced by gridded daily maximum and minimum air temperatures and precipitation for each catchment over periods of 5-6 years, depending on the availability of observed hydrographs, with a model time step of 24 hours. We use an auto-optimization procedure based on Rosenbrock (1960) for calibration. The optimization procedure uses two objective functions:
where, -Q c and -Q o are the time-averaged simulated and observed discharges respectively; E r is the relative error; Q i,c and Q i,o are the simulated and observed discharge at time step (i) respectively; and E c is the Nash-Sutcliffe model efficiency coefficient (Nash and Sutcliffe, 1970) . We have also used another auto-optimization procedure (Duan et al., 1992) and found the optimized parameters to be generally similar using either procedure. We will refer to this calibration process, using hydrographs, as standard calibration.
We now turn to parameter determination for catchments where hydrographs are not available for calibration. This is important as not all catchments are gauged, and hydrographs may not always be available even for gauged catchments. We refer to such catchments for the purpose of this discussion as ungauged. We use an estimation procedure based on regression to determine parameter values in this case. In particular, we regress the six VIC hydrological parameters (Table 1) with 17 catchment and climate characteristics over the 35 calibration catchments. These 17 characteristics are shown in Table 2 
i i ∑ regression relations is similar to the study of Abdulla and Lettenmaier (1997) . A stepwise process generates regression coefficients, and retains only those that are statistically significant. We show below the six regression relations that relate the user calibrated hydrological parameters (Table 1) to the catchment and climate characteristics ( Table 2 ). The statistically significant independent variables that are retained in our study are consistent with those obtained by Abdulla and Lettenmaier (1997) .
We have conducted a significance test of the above six regression relations and the results are given in Table 3 ; they are all significant at the 5% level as determined by the F-test, as used in Abdulla and Lettenmaier (1997) .
For model validation, we use observed hydrographs from the same 35 calibration catchments taken over different periods than for the calibration, and from eight additional catchments with drainage areas varying from 1230 to 10 010 km 2 (Fig. 1) . Thus, a total of 43 catchments is used for calibration and validation; they are selected to reflect China's diversified climate conditions and for consistency in catchment characteristics. Table 4 provides a summary of these characteristics; additional information in the last four columns for calibration and validation will be discussed in Section 3. The catchments numbered 1 to 35 are used for both calibration and validation, whereas those numbered from 36 to 43 are treated as ungauged with model parameters estimated using the six regression relations. The calibration and validation periods for the first 35 catchments are, on average, 5-6 and 2 years respectively.
We also obtained in situ soil moisture measurements from 28 sites (Robock et al., 2000;  Fig. 1 ) for model validation. The measurements were taken at 11 vertical levels starting from the surface down to a depth of 1 m and were made three times per month (8, 18, and 28) from 1981 to 1999. The ranges of annual average precipitation and soil moisture content are from 13 mm to 1316 mm and 67 mm to 381 mm over the 28 sites, covering dry and wet catchments. As soil properties are highly heterogeneous, point soil moisture observations are typically inconsistent with model results which represent grid box averages. Therefore, comparison of simulated soil moisture with in situ observations is problematic and is an issue of active debate. Nevertheless, we use in situ soil moisture anomalies for model validation; the high resolution model simulation would also help in this respect. Our study, with a resolution of 30 km, is the highest resolution model used to date in China.
Results
We show the calibration and validation results in the last four columns of Table 4 , using the relative error (E r ) and NashSutcliffe model efficiency coefficient (E c ) for the first 35 catchments. The validation period is different from the calibration period for these catchments as described in the table. The values of E r and E c over the calibration period vary respectively from -14.8% to 18.7% and 0.34 to 0.91, and the average values over these catchments are -1.4% and 0.71 respectively, indicating a satisfactory calibration. According to Boone et al. (2004) , a deterministic hydrological simulation is considered good if E c ≥ 0.7. Figure 2a shows examples of hydrographs for two such catchments in the Yangtze River and Pearl River basins. The calibrated hydrographs compare well with observations. In general, VIC performs well in the east, south-east, central, south and south-central regions of China, which are semi-humid and humid. The calibration results from the arid west and north-west regions are not as satisfactory. It is known that hydrological models do not work well in arid conditions. The network of meteorological stations is also much denser in the humid and semi-humid areas compared to the arid areas, partly due to the denser population distribution and more advanced economic development. We now turn to the validation results. We first validate the simulated hydrographs with observations over the same 35 calibration catchments, but for different periods than for the calibration. Table 4 shows that the values of E r and E c vary respectively over the validation period from -21.1% to 55.6% and 0.11 to 0.94 for the 35 calibration catchments, with average values of 3.0% and 0.71 respectively. These are compatible with the calibration results. The ranges of values are larger over the validation period.
We next examine results from the eight additional validation catchments, numbered 36 to 43 in Table 4 . These catchments are first treated as ungauged, with no hydrographs available to determine model parameters through the standard calibration process. Instead we use the regression relations described earlier that relate the six VIC hydrological parameters to the catchment and climate characteristics to estimate parameter values. We are thus testing the transferability of the regression relations, which were determined over the 35 calibration catchments. The eight catchments are actually gauged, but we apply the regression relations, treating them as ungauged. In Table 5 we show E r and E c from this estimation procedure. We also show in this table the values obtained using the standard calibration process using hydrographs. The values of E r and E c vary from -63.5% to 50.5 % and 0.15 to 0.78 respectively over the eight catchments, treating them as ungauged, with an average of -12.2% and 0.53. If the catchments were treated as gauged, standard calibration would give a significant improvement; the average E r and E c become -1.2% and 0.74 respectively, with a corresponding range of -9.3% to 11.2% and 0.52 to 0.85 (Table 5 ). This improvement is expected, showing the value of hydrographs in parameter determination. Figure 2b shows the simulated and observed hydrographs for two of these eight catchments in the Yangtze River Basin, treating them as ungauged. As with the previous results, VIC performs less well in arid areas. We note, from the generally lower E r and E c scores for catchments with significant snow, that VIC does not simulate the timing of ground snowmelt well. For example, the values for the north-east catchment, Jiangqiao, are 18.7% and 0.34 respectively. Over this catchment, we have set 0.5°C as the maximum threshold temperature for snow and -0.5°C as the minimum threshold for rain. These thresholds could have strong localized characteristics, and their particular values could affect snowmelt simulation. The snowmelt problem in VIC was also found in the North American Land Data Assimilation System (NLDAS) project (e.g., Fig. 12 in Lohmann et al. (2004) ). This difficulty might be partly caused by the scale problem of estimating grid precipitation and temperature from point gauges as discussed in Pan et al. (2003) . Another reason might be the way VIC is used in this study where we only calculate the surface water balance and not the energy balance: we do this because observations of shortwave radiation are not available. Further study is needed on the snowmelt issue.
Soil moisture measurements from the 28 sites are also used for validating the model. Figure 3 shows the simulated and observed soil moisture anomalies for Xifengzhen (site 12 in Fig. 1 ) located in a semi-humid region. The correlation coefficient of simulated and observed soil moisture anomalies (r) is also given in the figure. We calculated r for each of the 28 sites, and the overall average values are r = 0.60, 0.50 and 0.52 for depths of 0-20, 20-100 and 0-100 cm respectively, indicating satisfactory model performance. We next examine the model performance under different precipitation regimes. To this end, we ordered the 28 sites according to their annual precipitation, with the geographical ordering of the stations shown in Fig. 1 . For example, site 1 in the north-west (Turpan) has an annual precipitation of only 13 mm, the least of all the sites. The site with the highest precipitation (Baise in the south-east) is numbered 28, with 1316 mm. Figure 4 shows there is a clearly increasing trend of r values from arid to wet regions for the 0-20 cm depth, showing that soil moisture values are better simulated under humid conditions. However, such a trend is not found for the 20-100 cm depth. We would expect the top layer (0-20 cm) to be more influenced by precipitation. This has been confirmed by our F-test. The correlation coefficient for the trend in for only the top layer (0.51) and not for the second layer (0.07). The threshold for significance at the 95% level is 0.37. We note that three of the highest correlations, exceeding 0.8, in Fig. 4 are found in the so-called "moisture rich" Yellow River irrigation area in the southern part of Ningxia Hui Autonomous Region and eastern Gansu Province. It is well known in China that irrigation in this area gives a semi-humid local climate, which may partly explain the high correlation. Preliminary results indicate that our simulated daily soil moisture correlates well in both time and space with the recent drought history of 1971-90. These results will be reported in a future publication.
Conclusion
We have used the VIC land surface macroscale hydrology model driven by observed maximum and minimum air temperatures and precipitation to map daily soil moisture values over China from 1 January 1971 to 31 July 2005, at a resolution of 30 km. The model is first calibrated and validated using observed daily hydrographs over 43 catchments. The simulated soil moisture anomalies agree well with in situ observations from 28 sites, especially in humid and semihumid regions. The 35-year soil moisture climatology for the top 1 m layer agrees well with known soil conditions in China. The soil moisture dataset generated in this study represents the first effort at using a hydrological model to estimate soil moisture at such a high resolution over the entire country. An estimation procedure to determine model hydrological parameters based on regression relations between these parameters and catchment and climate characteristics has been developed. The relations have been applied over catchments where hydrographs are not available for standard model calibration.
As a result of our study, the CMWR has adopted VIC operationally for drought monitoring. More specifically, VIC soil moisture is used in the calculation of a soil moisture index by the CMWR, and nationwide maps of the index are published daily for drought monitoring. The drought monitoring maps are provided to the Office of State Flood Control and Drought Relief Headquarters in China for use in decision making. This soil moisture dataset can be used to understand trends and variability relevant to drought and climate. 
