Abstract-Effective execution of a planned path by an underwater vehicle is important for proper analysis of the gathered science data, as well as to ensure the safety of the vehicle during the mission. Here, we propose the use of an unscented Kalman filter to aid in determining how the planned mission is executed. Given a set of waypoints that define a planned path and a dicretization of the ocean currents from a regional ocean model, we present an approach to determine the time interval at which the glider should surface to maintain a prescribed tracking error, while also limiting its time on the ocean surface. We assume practical mission parameters provided from previous field trials for the problem set up, and provide the simulated results of the Kalman filter mission planning approach. The results are initially compared to data from prior field experiments in which an autonomous glider executed the same path without pre-planning. Then, the results are validated through field trials with multiple autonomous gliders implementing different surfacing intervals simultaneously while following the same path.
I. INTRODUCTION
To obtain a synoptic view of dynamic ocean processes, ocean scientists have begun to use autonomous robots to collect data. Surface vehicles have access to GPS, and vehicles that operate close to the sea floor, e.g., SeaBED AUV [1] , can use bottom-locking Doppler Velocity Loggers (DVLs) coupled with SLAM to accurately localize the vehicle and collected data for later analysis [2] . There is also a class of vehicles that operate in the middle water column, away from both the surface and sea floor. Here, GPS is unavailable, and either the ocean bottom is too far away for DVL lock, or the on-board sensor suite lacks sufficient high-powered navigation instrumentation.
Autonomous gliders are a prime example platform that falls into this mid-water class. Gliders can spend in excess of 8 hours dead-reckoning under water, navigating by only a compass, magnetometer and depth sensor. Localizing data and reconstructing accurate subsurface glider trajectories can be difficult for long underwater transects. Conversely, frequent surfacing can limit the amount of data that are collected during a deployment by decreasing the total time underwater, and by expending excess energy for communication and localization while on the surface.
The purpose of this paper is to investigate the integration of a Kalman filter with ocean current models to estimate the dead-reckoning error along a given path. This information is then utilized to determine the most practical surfacing interval to satisfy given mission constraints. This work presents an innovative application of a Kalman filter and ocean model aimed at optimizing the surfacing interval time for autonomous gliders, and other underwater vehicles. Our goal is to ensure that path deviation is constrained below a given threshold, while limiting the number of surfacings.
This approach assumes that the mission waypoints have been preplanned (see Fig. 1 ), and that general guidelines exist for its execution. We incorporate a kinematic vehicle General search area (white polygon) and predetermined path (magenta line) to be executed by an autonomous glider. The yellow lines denote the primary shipping lanes for Long Beach Port; areas that must be avoided. Image created by use of Google Earth model, simulated sensor measurements and the output from a regional ocean model into an unscented Kalman filter to provide an estimate of the expected error during execution of the given mission. We seek to determine a surfacing interval for the glider, such that a given tracking error is not exceeded. We also require that the glider surfaces within a prescribed distance of each waypoint.
II. MISSION PLANNING
Mission and path planning for Autonomous Underwater Vehicles (AUVs) is required for a wide variety of applications from ocean observation to marine archaeology. For each type of deployment, an initial mission is generally planned a priori to guide the vehicle in an intelligent or optimal manner. Multiple methods exist to generate such paths, e.g., [3] , [4] , [5] , [6] , [7] , [8] , and based on a specific deployment, one or a combination of the cited methods may be used.
Given any path, difficulty arises in effectively executing the prescribed motion in an environment as uncertain and complex as the ocean. Generally, focus is on reducing the risk and uncertainty that the vehicle may experience.
We assume a path that is regularly executed by the USC CINAPS [9] . This path, presented in Fig. 1 , was designed by ocean scientists with expert domain knowledge for the purpose of assessing long-term variability of physical and biological forcing factors related to phytoplankton blooms in southern California. The six waypoints form a cyclic path of length 97.3 km. For this science-driven application, the synoptic time-scale is ∼ 120 hours, i.e., completion time for one cycle. At each surfacing, the glider localizes with GPS and transmits a set data packet for monitoring the vehicle and mission status. Based on prior deployment experience, this process takes ∼ 15 min.
Proper execution of a computed path is crucial to the success of the overall mission. One must consider appropriate regional and vehicular constraints to ensure that the prescribed path can be executed by the vehicle, and is executable with respect to the goals of the mission. For autonomous glider operation in the ocean, we must consider strong and difficult-to-predict currents, infrequent GPS localization, minimal navigational sensors, and non-adaptive behavior while underwater.
A combination of these factors can lead to poor experimental results. For example, Fig. 2 (a) displays a planned path in black, and an actual execution of this planned path by a glider in white. The region shown experiences heavy ship traffic, thus surfacings occur at > 8 hour intervals for safety reasons. Additionally, eddies routinely spin up in this region, causing a very complex current regime that render the glider's on-board current correction algorithm minimally helpful. Basing corrections on depth-averaged currents from the previously executed segment, this on-board algorithm cannot accurately predict a circular current. The experimental result presented in Fig. 2(a) is close to a worst-case scenario, but illustrates what can occur without proper consideration for the region of the deployment.
Of primary concern to gliders is the effect of ocean currents. In the region of interest considered in this study, ocean current magnitudes regularly match, and even exceed the operational velocity of the Slocum gliders deployed. Determining an appropriate length of time that a glider should stay submerged between subsequent surfacings for satisfactory execution of a given path is the focus of the remainder of this paper. Next, we present a description of a Slocum glider, the navigational sensor package, and the basic operation of the vehicle.
A. Autonomous Underwater Gliders
The vehicle for this study is a Webb Slocum autonomous underwater glider [10] as seen in Fig. 2(b) . A Slocum glider is a 1.5 m (length) by 21.3 cm (diameter), torpedo-shaped vehicle designed for long-term (∼ 1 month) ocean sampling and monitoring [11] , [12] . These vehicles fly through the water driven entirely by a variable buoyancy system. Wings convert the buoyancy-dependent vertical motion into forward (a) Planned lawnmower pattern (black waypoints and path) and the actual executed path (white surfacing locations and path) for a glider deployment off of the northern tip of Santa Catalina Island, CA.
(b) A CINAPS [9] Slocum glider preparing to start a mission off the Northeast coast of Santa Catalina Island, CA. velocity. Inflection points occur at depths and altitudes set in the user-defined mission plan. Thus, the glider navigates by dead-reckoning between waypoints with a sequence of dives and climbs, forming a vertical sawtooth pattern.
Gliders are utilized for their deployment endurance, as they provide an optimal method for generating highresolution spatial and temporal data with minimal energy expense. Sophisticated and power-hungry navigational instruments are not common due to the reduction in deployment duration resulting from their increased power consumption. For similar reasons, on-board decision making and computation are generally not performed. A Slocum glider includes a GPS receiver for localization at each surfacing. For subsurface, dead-reckoning navigation, the vehicle relies on a PNI TCM2 attitude sensor and a SBE 41/41CP pressure sensor. The TCM2 incorporates an electronic compass, a three-axis magnetometer and a two-axis tilt sensor, and is able to provide attitude data at a user-selectable rate of 1 to 30 Hz; heading accuracy is ±1 degrees RMS, and roll/pitch accuracy is approximately ±0.2 degrees RMS. The SBE sensor measures pressure with an RMS accuracy of 2 decibars, or depth with an RMS accuracy of 2.03 meters near the water surface, at a rate of 1 Hz.
Given their persistence, the data gathered by gliders are important for understanding physical forcing components acting on a regional scale and determining long-term variability [9] , [13] . For such applications, we seek techniques to accurately reconstruct and localize the data that are gathered for proper assessment by ocean scientists. Along these lines, methods to increase navigational accuracy of autonomous gliders by use of ocean model predictions have been studied by the authors [14] , [15] . These works motivated further research in high-level planning methods to increase the repeatability and reconstructability of executed glider paths.
During a deployment, a Slocum glider navigates by the following method. When navigating to a new waypoint, the present location L of the vehicle is compared to the next prescribed waypoint in the mission file (W i ), and a bearing and range are computed for execution of the next segment of the mission. The geographical location at the extent of the computed bearing and range from L is the aiming point A i . The vehicle dead-reckons with the computed bearing and range towards A i , with the intent of surfacing at W i . The computed bearing is not altered, and the glider must surface to make any corrections or modifications to its dive plan. When the glider determines that it has traveled the requested range at the specified bearing (based on speed over ground estimation from the previous dive), it surfaces and acquires a GPS fix. If the vehicle surfaces within a given range of W i , the waypoint is determined to be achieved. Positional error between the actual surfacing location and W i is computed, and is fully attributed to environmental disturbances, i.e., ocean currents. A depth-averaged current vector is computed, and this is factored in when computing the range and bearing to W i+1 . Hence, A i is in general not in the same physical location as W i , and rarely does the glider ever surface at W i .
B. Problem Description and Setup
There are many user-defined parameters to set for a glider mission: mission waypoints, the pitch angle for diving and ascending (φ), surfacing distance from a given waypoint to consider it reached (δ), the maximum duration of time underwater (T ), minimum and maximum depth range (min, max), altitude from the bottom if maximum depth is greater than the water depth, and data transmission preferences. The dive plan parameters are specified in a mission file, and the waypoints are contained in a separate GOTO file. Each mission file calls a specific waypoint list, thus a different set of dive parameters requires the glider to execute a new mission for the same waypoint list. Currently, adaptively changing and executing a new mission plan cannot be done on-board the glider. Missions are uploaded and initiated by a human operator while communicating with the glider while it is on the surface. In the following discussion, we focus our efforts on the choosing the parameter T for a given mission. The reference mission used is a standard mission executed by the USC CINAPS gliders in the chosen region of interest shown in Fig. 1 . The mission considered prescribes (min, max) = (5, 80) meters. The waypoints defining the path are shown in Fig. 1 .
Given that the area of execution is a coastal region near a densely populated metropolis, there is considerable boat traffic in the area. Previous deployments have been overly cautious in limiting the frequency and duration of surfacings by setting T = 8 hours and sending minimal data packets at each surfacing. The glider then surfaces at each waypoint of the path, or every 8 hours. Operation in this mode can lead to a situation where the 8 hour surfacing requirement occurs just outside of δ; generally set to 1 km. This results in 2 surfacings that are relatively close together, and within a short time period of one another. We would like to avoid this situation to limit unnecessary surfacings, and extended time on the surface. A typical execution of the prescribed path is presented Fig 3. Over the past three years, the path shown in Fig. 1 has been implemented more than 50 times during multiple deployments testing different operational modes and execution Table I of the standard reference path (magenta path). methods. Table I presents an analysis of 10 recent path executions that were executed with the assumed standard mission format described earlier.
The navigation score listed in Table I is computed by delineating the glider's executed path (connecting sequential surfacing locations), then computing the absolute area between the executed and prescribed paths. A smaller score indicates less deviation from the prescribed path. An example of the calculated areas (white polygons) used to compute the navigation error between the prescribed (magenta) and executed (cyan) paths is presented in Fig. 4 . There are two reasons for considering this error as a navigation score rather than an RMS error. First, the executed path is assumed to be a straight line connecting consecutive surfacings, which is not true in general. Hence, we are not actually comparing the true executed path to the precise prescribed path. Second, computing the RMS error requires one to match (x, y) coordinates of the executed path with those on the prescribed path in a one-to-one manner. Since the reference path is only composed of 6 waypoints, and the executed paths contain many more waypoints (surfacing locations), this leads to a many-to-one mapping between the paths. If each path is discretized into the same (large) number of points, matching locations between the two paths is still adhoc, as the navigational error of the vehicle is quite large.
It is of interest to note that of the experiments considered in Table I , the shortest circuit completion time is associated with the longest distance traveled and a navigation score of 0.73 per kilometer. The average speed-over-ground of the glider was 1.16 km/h, which is > 0.3 km/h faster than the average speed observed over multiple years of deployments. This artefact demonstrates the complexity of currents in the ocean and the analysis of repeated execution of a planned path. The execution presented in Fig. 3 traveled an actual distance of 94.5 km, traversed the circuit in 104 hours and 37 min, and had a navigation score of 0.69 km per km traveled.
From Table I , the navigation score for 10 recent executions of the reference path is 70.35 km 2 , and for each kilometer traveled, the glider is, on average, 0.76 km from the intended location. These results seem poor, however the vehicle is dead-reckoning for up to 8 hours multiple times during the mission. Additionally, these results match well with the results presented in [15] , where the authors showed that, in the absence of currents, an expected 3σ, crosstrack error over a 2 km transect (∼ 160 minutes underwater) is approximately 0.6 km. With regional currents having an average magnitude ∼ 20 cm/s, the data in Table I demonstrate better than expected results. However, we are interested to develop methods that lead to the improvement of these results.
III. IMPROVED NAVIGATION PLANNING
An obvious method to reduce tracking error is to require the glider to surface more frequently. One could prescribe that the glider surface after each dive to the maximum depth. For our operations, this is not practical. As previously mentioned, we have a minimum time on the surface of 15 minutes. A single single dive (sea surface to 80 m and back to sea surface), given the parameters in Section II-B, takes ∼ 20 min. For this extreme scenario, over the course of the deployment a glider would be spending > 40% of the time on the ocean surface. Given a 21 day mission, the glider would spend nearly 9 days NOT collecting data. We would prefer the glider to spend less than 10% of the total deployment time on the surface, we desire a reduction in the navigation score in Table I to at most the 3σ = 600 m crosstrack error presented in [15] , and we let δ = 1000 m. Specifically, we aim to determine a surfacing interval that reduces, or eliminates the navigation error caused by ocean currents.
Based on recent results in path planning with ocean model predictions ( [14] , [16] , [17] ), and to satisfy the above constraints, we consider integrating an unscented Kalman filter with outputs from a regional ocean model. The model outputs provide an environmental uncertainty and allow us to estimate the predicted navigation error for the execution of a given path, thus enabling the computation of appropriate surfacing intervals to ensure bounds on the navigation score and on the total time on the surface. The inputs to the filter are the kinematic glider model, the model output providing 4-dimensional current velocities in the region, and simulated sensor measurements with added zero-mean Gaussian noise.
A. Unscented Kalman Filter
Our baseline estimates of the glider dead-reckoning error, in still water, are determined by simulating a typical mission profile, starting at the first waypoint, W 1 , on the desired trajectory. Each dive prescribes φ = 26
• and max = 80 m. The simulated attitude sensor provides updates at 5 Hz, while the simulated depth sensor provides updates at 1 Hz. We add zero-mean Gaussian noise to each measurement using the RMS sensor accuracy values listed in Section II-A. In practice, the use of Gaussian noise is only an approximation. It is an area of future work to more accurately characterize the types of random perturbations experienced by the vehicle.
We then fuse the measurements from the (simulated) sensors in an unscented Kalman filter (UKF) to estimate the position, attitude and velocity of the vehicle over time [18] . The UKF is a Bayesian filtering algorithm which employs a statistical local linearization procedure to propagate and update the system state. For nonlinear systems, this approach typically produces significantly more accurate estimates than the analytic local linearization employed by the well-known extended Kalman filter (EKF) [19] . Our 10 × 1 state vector is
where p W (t) is the position of the glider in the world (UTM) frame,q W B (t) is the unit quaternion that defines the attitude of the glider body relative to the world frame, and v B (t) is the velocity of the glider in the body frame. This simple kinematic model is sufficient for this application of long-range planning. A primary motivation for our choice of the UKF is its performance with a more sophisticated (and nonlinear) dynamic model of the glider, which we are exploring in a parallel effort.
For our simulation, we assume that the glider follows a nominal linear sawtooth trajectory, and that the vehicle angular rotation rate and linear acceleration are driven by white, zero-mean Gaussian noise processes represented by the vectors η q (t) and η v (t), with covariance matrices Q q and Q v respectively. The system state evolves in continuous time according toṗ
where C (q W B (t)) is the direction cosine matrix corresponding to the unit quaternionq W B (t), and Ω (η q (t)) is the quaternion Fig. 5 . Estimated trajectory of the glider between waypoints 1 and 2 (along γ 1 ), for T = 3 hrs. The trajectory was generated by the UKF; red ellipses indicate the 3σ uncertainty bounds for the glider position at each surfacing. The second waypoint is considered to have been achieved when the glider surfaces inside the blue circle.
kinematic matrix, relating the rate of change of the orientation quaternion to the body frame angular velocity [20] .
B. Incorporating Ocean Currents
The ocean model output used in this study is the Regional Ocean Model System (ROMS) run at the Jet Propulsion Laboratory, California Institute of Technology. The model output has three nested horizontal resolutions; the finest (2.2 km) resolution completely covers our area of interest. The vertical resolution is non-uniform, providing data at depths ranging from 0 to 2000 m. For specific details on ROMS, see [21] , [22] .
The effects of the currents on the glider are incorporated as a concatenation of the contributions from the velocity of the glider in the water column, and the velocity of the water column itself (i.e., the current). The modified process model for the glider position is theṅ
where v ROMS (t) is the predicted water current velocity, found by spatiotemporally interpolating the ROMS prediction.
C. Improved Navigation Strategy
Our improved navigation strategy involves attempting to predict, based on the our kinematic model and the ROMS data, how far the glider will drift away from the desired trajectory. We aim to limit the drift such that the distance between the glider's position and the planned trajectory is never larger than the primary axis of the UKF 3σ uncertainty ellipse. Equivalently, at least one point on the trajectory should lie within the 3σ uncertainty ellipse. For the simulations here, 3σ corresponds to ∼ 600 m. A 3D representation of the estimated trajectory of the glider between waypoints 1 and 2 (along γ 1 ) output by the UKF for T = 3 hours is presented in Fig. 5 . Here, the covariance ellipses represent only the position uncertainty. Uncertainty in the orientation is comparatively very small.
The initial steps follow those for a normal mission. We run a prediction step using a deterministic, discrete kinematic model incorporating ROMS prediction data, for a given surfacing time. The glider begins on the surface, and computes a heading and bearing location A i to reach W i based on the depth-averaged currents experienced during the previous leg. The glider dives, and surfaces upon reaching W i or after a duration T hours has elapsed.
To begin the simulated mission, we compute an initial depth-averaged current by running for T hours and finding the offset from the prescribed path as a one-time initialization. This initial drift offset is then used to adjust the glider heading (in the opposite direction) as the difference in angle between our expected and (simulated) trajectory.
Next, we simulate the full dive profile, using ROMS current predictions and the kinematic model above, using the UKF. This provides an expected surfacing location with an associated uncertainty ellipse. If, at the end of T hours, the glider surfaces more than 3σ away from the desired trajectory, the mission terminates. Otherwise, the simulation continues with another dive as outlined in Section II-A.
We iteratively simulate the execution of a segment 25 times; T j = {2, 2.25, 2.5, ..., 7.75, 8} hours. For each j, a path segment with T = T j , represent by γ i (T j ), is considered successful when the final surfacing on a segment is within δ = 1000 m of the goal waypoint, and at all surfacings along the segment the distance from the glider to the prescribed path remains less the 3σ uncertainty ellipse, i.e., the glider remained within 600 m of the prescribed path. For each γ i , we compute S = {∪ j γ i (T j )|γ i (T j ) is successful}, the set of all successful executions. Then, for the entire path, we compute the desired surfacing interval S to be
IV. SIMULATION RESULTS
For the given path γ, we have i = 6 segments joining consecutive waypoints to form our closed-circuit path; magenta path in Fig. 3 . In Table II , we present the (T j ) such that γ i (T j ) is successful. For all segments, except γ 6 , we see that 2 ≤ T ≤ 6 results in a successful completion of the segment. Unfortunately, for the assumed parameters of the simulation, S = ∅ due to γ 6 not resulting in a successful execution for any T j . Typical of actual conditions, the ROMS output
2, 2.25, · · · , 6.25 γ 5 2, 2.25, · · · , 6 γ 6 ∅ predicts strong magnitude currents (> 20 cm/s) throughout the deployment region. In particular, in some areas the ocean currents are stronger than the speed of the glider assumed in the simulation. Thus, there are instances along γ 6 when the glider is pushed directly backwards, or computes a very circuitous path to reach the final waypoint. The simulation results corresponding to T = 3 and T = 6 are presented in Fig. 6 (a) and 6(b), respectively. For the case when T = 3 hours, the total traversal time is 128.9 hours and the navigation score is 1.19 km. When T = 6 hours, the total traversal time is 145.7 hours and the navigation score is 1.34 km. These predictions do not match well with the previously presented experimental results where T = 8 hours. The traversal times are a bit high, but within 2σ of the mean in Table I . The predicted navigation scores are significantly larger than previously experiences in the field. However, if we ignore segment γ 6 , then the navigation scores drop to 0.5 and 0.54 for T = 3 and T = 6 hours, respectively. These values compare better with those seen in prior experimental results. A large simulation campaign was conducted over the duration of the field deployment, and similar results were predicted for a range of starting times and surfacing intervals.
In Fig. 7 , we present an Empirical Orthogonal Function (EOF) analysis of the deployment region [23] . The analysis was performed on a time-series of 60 consecutive days of ROMS data prior to the deployment time, see [8] for details. Figure 7 represents the temporal variability of the depthaveraged currents in the deployment region. It can bee seen that there is significant variability in the currents along γ 6 , and at the ends of γ 3 and γ 5 . Additionally, as can be seen in Fig. 3 that there is a significant change in bathymetry along the gradient of γ 6 . This feature is the San Pedro Shelf, and is a well-studied bathymetric feature of the region. Currents are strong, especially upwelling, across this shelf, which makes vehicle navigation difficult. The shelf also makes it very difficult to model the complex current structures occurring due to the extreme changes in the sea floor. It is hypothesized that this is a section of ROMS that is of consistently lower accuracy within the deployment region, as predictions do not match well with field observations.
Assuming that we neglect the prediction for γ 6 , we see from Table II that we should choose T = 6 as the constant surfacing time for execution of the reference path. We are looking for a constant surfacing interval because the glider cannot adapt this parameter on-board and human intervention is required during a glider surfacing to change this parameter; it is very labor-intensive to continually monitor and update the glider missions over a one-month deployment. Also, for safety reasons it is preferable to have the vehicle surface at regularly planned intervals to ensure proper operation.
V. EXPERIMENTS The predictions presented in Section IV were tested during sea trials to validate the planning method. Two Slocum gliders were deployed from 19 July 2011 to 1 August 2011. The predictions presented in the previous section were computed, and the reference path ( Fig. 1) was simultaneously executed by both vehicles while surfacing at different time intervals. Surfacing intervals of T = 3, 4 and 6 hours were implemented to compare with the predictions presented the Section IV. Figure 8 presents the results of three executions of the reference path. The statistics for the three executed paths is presented in Table III . Due to time constraints and remaining battery life, the simultaneous execution of cases T = 4 and T = 6 had to be terminated before reaching γ 6 . This is unfortunate, however we did successfully execute a complete circuit for the case when T = 3.
As initially predicted, and following intuition, commanding the glider to surface more frequently did result in a decrease in navigation score. It is interesting to note that there is no significant difference in the navigation score between the data presented for T = 8 (Table I) and that for T = 6 hours, however the presented data is not sufficient to provide a comprehensive statistical analysis. For the case of T = 3 hours, we see the navigation score cut in half, and well outside the 3 standard deviations from the mean given in Table I . Additionally, the traversal time of 139 hours is acceptable given the synoptic time-scale of 120 hours. If the gliders were allowed to finish a complete circuit for the cases when T = 4 and T = 6 hours, maintaining the same average velocity, the traversal times would have been ∼ 123 hours and ∼ 109 hours, respectively. These times are more desirable for the underlying science-driven application of obtaining a synoptic view of the region with respect to algal bloom formation. From the predictions in Section IV, and the field results given above, we are motivated to choose T = 3 as the surfacing interval for future deployments and executions of the reference path. However, we must be mindful that the vehicle will spend twice as much time on the surface in the case of T = 3 hours than when T = 8 hours. To make an informed decision regarding the safety of the vehicle over the course of a one-month deployment when surfacing every 3 hours, the method presented here could be combined with the risk-aware mission planning presented in [24] .
VI. CONCLUSION Planning missions and operating an underwater vehicle in a dynamic and complex ocean environment is a challenging task. High levels of uncertainty in the external forces experienced, both in magnitude and direction, along with multiple regional considerations lead to a large set of constraints to consider during the mission design phase. However, all of these factors need to be accounted for to ensure a successful deployment. In this study, we examined the combination of a Kalman filter and regional ocean model output to find a surfacing interval for an autonomous underwater glider, such that the time on the ocean surface and the navigational error have upper bounds. We used a reference path that had been executed multiple times to provide basic operational guidelines and a benchmark for performance. At this stage of development, there is no guarantee that the proposed technique will find a solution with the posed set of constraints; γ 6 is a case in point. However, this failure is directly related to the chosen bound on the desired navigational error, and the structure of the currents in the region. If this constraint is loosened, more times T j will exist that make γ i successful for all i, since the glider is permitted to deviate more from the prescribed path.
In the simulation presented, we found that γ 6 did not have an associated surfacing time such that it could be executed to the desired accuracy. However, when the entire path was executed with the actual robot in the ocean with T = 3 hours, we find that the time on the ocean surface, and overall traversal time are within acceptable limits, while the navigation score improved by 50%. Similar results are observed for T = 4 hours, while the experimental results for T = 6 hours compare with those of multiple trials with T = 8 hours. Although there was only one incomplete trial for T = 6 hours, the data suggest that the surfacing interval should be set to a value less than T = 6 (realistically T ≈ 3 hours) to achieve a significant reduction in the navigation score. Although the glider will spend less than 8% of the deployment on the ocean surface for T = 3 hours, this is still more than twice the duration on the surface for T = 8 hours. In the ocean, the chance of collision in small, however we must take care during deployments to ensure the safety of our vehicle as well as the safety of other vehicles and people within the same region.
The results of the simulation compared to the experiments suggests that future developments of the proposed method carry a term that accumulates the navigational error as the simulation progresses, and not only along a single leg. Hence, if the path can be executed very accurately along some segments, we can tolerate slightly higher errors along other segments. It is also of interest to combine this study with the work presented in [8] to determine what magnitude of error is acceptable along each leg, based upon user-input defining the importance of the data gathered along that leg. Specifically, there may be sections of a path that require a low navigation score and other segments that con be executed with less accuracy.
VII. FUTURE WORK
The presented work is an initial investigation and experiment into the use of a Kalman filter merged with ocean model predictions to assist in mission planning for autonomous gliders. Further development of this work will be accomplished in three stages. First, we plan to develop an iterative algorithm that will input the glider's last known position, download the updated ROMS prediction each day, compute the surfacing interval time for the next ∼ 24 hours, and generate the mission file to be uploaded to the vehicle. Second, we plan to work with ocean scientists with expert domain knowledge to compute appropriate temporally averaged currents, especially in areas near the shelf break region. Based on the complexity of the chosen region, this may result in multiple scenarios due to the annual variability of the currents. Validation of the computations based on the averaged dataset will require extensive field testing over the course of a full year, and is an area the authors are preparing to pursue. Results from all of the field trials will indicate areas for improvement and generate ideas for further extensions of this work. Third, we are interested in examining the sources of discrepancy between the ROMS predictions and the actual currents observed by the vehicle in the ocean. Analysis of the multiple experiments conducted by USC CINAPS that have executed the reference path over the past three years can provide statistically relevant information regarding the accuracy and precision of ROMS predictions in southern California. Such information can be useful for mission planning, as well as for input back to the model for overall improvement.
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