Abstract-Enterprises typically referred to as decision making units (DMUs) seldom operate in similar environments. Within a relative performance point of view, if DMUs operating in different environments are compared, the units that operate in less desirable environments are at a disadvantage. In order to ensure that the performance comparison is reasonable within an efficiency measurement approach, a two-stage framework is presented in this research. The first stage uses multivariate methods (robust PCA, fuzzy clustering, and discriminant analysis) to group the DMUs based on the values of the environmental (non-discretionary) variables. The second stage incorporates one of the several efficiency measurement models to carry out relative performance analysis. The concept of local and global frontiers is explored and its significance towards making strategic resource allocation decisions is addressed. The approach proposed in this research is used to evaluate the efficiency performance of Greek municipalities that has been previously analyzed in the literature.
INTRODUCTION AND CONTEXT
Enterprise performance evaluation is an important decisionmaking initiative. It typically identifies the underperforming occurrences and requires the definition of guidelines for improvement. A critical element associated with performance evaluation is the formulation of analytical approaches that link critical enterprise dimensions (variables) to specific performance objectives (e.g., resource consumption reduction, output maximization, etc.). One such approach is Data Envelopment Analysis (DEA) (Charnes, Cooper, and Rhodes, 1978) that computes performance scores, identifies peers and also provides performance targets. A distinguishing factor of DEA is that the performance of each enterprise typically referred to as a decision making unit (DMU) is computed relative to a set of 'comparable' or 'relatively homogeneous' DMUs under observation.
It is generally assumed that within a relative homogeneous group of DMUs performance targets derived from a DEA analysis are feasible. On the other hand, within a nonhomogeneous group, performance targets may be infeasible due to the numerous disparities in the socio-economic, cultural, geographical environment in which the units operate. Consequently, environmental variables (also known as nondiscretionary variables in the literature) play a pivotal role in deciding the reasonableness of a DMU's relative efficiency performance evaluation and its subsequent recommended performance improvement interventions.
Therefore, central to each DEA formulation is the need to account for the influence of environmental variables in both, the selection of peers and target calculations that are not under the discretionary control of the decision maker. These variables may represent issues such as the constitution of the population in terms of minority mix, average consumer purchasing power, average household income, the percent of people in certain income categories, average education levels, climate conditions, traffic loads, etc.
As discussed in the next section, there are several approaches in the literature that incorporate environmental variables in efficiency analysis but there isn't much agreement as to how to best do this. Part of the difficulty stems from identifying the role that these variables play in production/service processes, i.e., whether their role is direct or mitigating. Another important concern is related to the statistical difficulties associated when environmental variables are used to explain efficiency performance in a second stage regression once the efficiency scores are computed in a first stage analysis (Simar and Wilson, 2007) . While these statistical difficulties are well documented, the specific role that environmental variables play in production and consequently the resulting appropriate modeling approach that captures this role still remain open research challenges.
In relation to the previously stated modeling issues, the points of departure of the approach proposed in this research are as follows. First, we consider the environmental variables initially for the classification of the DMUs into relatively homogeneous groups before the actual efficiency performance evaluation is conducted. This builds on the frontier separation approach as discussed by Thanassoulis, Portela, Despić (2008) but with at least two fundamental differences. Our approach can accommodate both categorical and continuous variables. Furthermore, our analysis allows for the evaluation of the efficiency performance in a relatively homogeneous environment. This provides an alternative way of securing an efficiency evaluation that is conditioned by the representation of the environment. This is a similar concept to what Daraio and Simar (2005) introduced by defining conditional efficiency measures. Additionally, our proposed approach is nonparametric and does not require an index of environmental harshness as others do in the literature (Ruggiero, 1996) .
A second key point of departure is that we use multivariate methods that include robust principal component analysis (PCA), fuzzy clustering, and discriminant analysis as an alternative modeling approach to identify relatively homogeneous populations for which the performance evaluation can be performed in the subpopulations as well as in the whole population. The advantages of using these methods are many. First, both robust and fuzzy clustering methods have been shown in the past to accommodate influential observations in efficiency analysis (Seaver and Triantis, 1992; Seaver, Triantis and Reeves, 1999) . Typically, production data sets have observations that are influential either as leverage points or outliers and environmental variables are no exception. Second, the fuzzy clustering approach allows for DMUs to belong to more than one cluster or group. What this means intuitively is that DMUs can have environmental characteristics that align themselves to more than one cluster. This allows for more flexibility both in the definition of the frontier as well as in the identification of peers and performance targets that potentially drive operational objectives. Third, the discriminant analysis allows one to validate clusters that are based on the environmental characteristics. Once the clusters have been formed and validated then the efficiency analysis can be conducted within the cluster, between selective clusters, and across all clusters. No other approach has this type of flexibility.
In summary, we propose a two stage approach, where we use multivariate methods in the first stage to create the relatively homogeneous environmental groups/clusters. In the second stage, DEA analyses are conducted with respect to all DMUs in the dataset and on each of the defined clusters where a DMU may have membership in more than one cluster. An outcome of this DEA analysis is the construction of an environmental dependency index defined as the ratio of the local efficiency (with respect to the DMUs in a cluster) to the global efficiency measure (with respect to all DMUs in the sample). This EDI is intended to convey how dependent the efficiency of a specific DMU is with respect to the consideration of the environmental variables.
This proposed approach is illustrated by an evaluation of local municipalities (LMs) in Greece. These LMs have been studied previously by Athanassopoulos and Triantis (1998) where a two stage methodology was proposed as a comprehensive approach to measure the performance of LMs. During that first stage, efficiency performance was measured using mathematical programming and econometric frontier approaches. A second stage was proposed where the impact of policy making factors on the efficiency measures obtained from the first stage was evaluated. The policy implications of cost efficiency were investigated by grouping LMs within clusters of similar performance characteristics. The results and insights gained from both analyses are compared and contrasted.
In the next section a brief summary of the literature is provided whereas in Section 3 an overview of the methodology is presented. In Section 4, the context and data of the Greek LM example is provided along with the demonstration of the proposed approach. Section 5 concludes and offers recommendation for future research.
BACKGROUND
It is not the intent of this section to provide an exhaustive discussion of the literature but rather to highlight some initial and recent developments. The recognition that efficiency performance is affected by environmental conditions is not new. Bradford, Malt and Oates (1969) modeled production in the public sector as a two-stage process where in the first stage inputs are used to produce intermediate outputs and in the second stage final outcomes are determined by the level of these intermediate outputs and by non-discretionary environmental variables. Furthermore, the theory that uncontrollable socio-economic conditions have a substantial impact on the achievement of public outcomes is supported by several studies (e.g., Fried, Schmidt, and Yaisawarng, 1999, Ruggiero, 1996; 1998; Blank and Valdmanis, 2001) . In fact, one can assume that socio-economic conditions affect both, outputs and outcomes in the public and private sectors.
An example of this effect on both outputs and outcomes in the private sector can be illustrated by a discount mass merchandise retailer located in a growing residential area. The performance of this store with respect to profit, return on investment, and customer service can be initially high and continue so for several years. However, as the physical communities around this retail store age and another generation or two of home owners move in, the performance of the store will change. Should the store be evaluated in the context of its past performance, and/or in terms of its position in the overall market, and/or in light of stores in similar demographic and economic conditions? It is the authors' contention that the assessment of relative performance while controlling for education, income levels, family size, etc., is critical for the continuation of this business enterprise when making adjustments to its products and services to better match the community makeup. To discontinue this store location in light of its relative poor performance when considering all locations might be a very costly option in terms of revenue and the reputation of the enterprise with its customers.
From a modeling point of view, Thanassoulis, et al. (2008) and Simar and Wilson (2008) (in Fried, Lovell, and Schmidt (editors) (2008)) provide an overview of various approaches that deal with environmental variables in DEA and of statistical methods that deal with environmental variables for nonparametric frontier models respectively. In DEA, the approaches can be classified as the (i) frontier separation, (ii) all in-one, (iii) two-stage, (iv) environmental harshness index approaches.
In the frontier separation approach, DMUs are classified into groups according to some criterion (typically categorical) and then the efficiency assessments are performed on each group separately. However, when the environmental variables are continuous, the all in one approach may be appropriate especially if one can assume that that these variables are internal to the production process and define the production possibility set (Banker and Morey, 1986) . If this assumption cannot be made then many researchers have used a two stage approach. In the first stage, efficiency measures are computed using only controllable variables. In the second stage, a regression model is used to explain efficiency performance with the environmental variables. Simar and Wilson (2007) argue that the two stage studies do not describe a coherent data generation process and that conventional approaches to inference are invalid due to unknown serial correlation among the estimated efficiencies, that the estimated efficiencies are biased and that the environmental variables are correlated with the error terms. They describe a data generation process where the DMUs efficiencies are influenced by environmental variables and then propose a single and double bootstrap procedure that allows for inference.
Alternatively, an efficiency measurement formulation that accounts for the impact of the environment's harshness on a DMU's ability to provide goods and services has been proposed by Ruggiero (1996) . This approach works well when two characteristics of the environmental variables are met: a) First, when the researcher defines one single environmental variable that best accounts for its impact on production; b) Second, when it is possible to separate DMUs in several sub-groups according to different ranges of the environmental variable. The values associated with this variable are typically in a form that is inversely proportional to the concept of 'favorable production environment'. Hence, this variable represents the level of 'environmental harshness'. However, situations arise when more than one environmental variable impacts output in a different and significant way, which is a common phenomenon in social and service production The necessity to consider more than one environmental variable can be accommodated by the robust principal component analysis described in Section 3.1.
Finally Daraio and Simar (2005) propose a way to introduce environmental factors into the production process by defining conditional efficiency measures. This approach does not require an apriori assumption of the effect of the environmental variables on efficiency nor a separatability condition between the environmental variables and the input and output variables. The conditional estimators on average allow for distinguishing the impact of an environmental factor that is detrimental and/or conducive to efficiency performance. What distinguishes in part the approach of Section 3 from the conditional efficiency measure approach is that the impact of environmental variables can be identified for each DMU as the example in Section 4 demonstrates. Nevertheless, the authors are currently conducting an analysis (Daraio, et al., 2009 ) that compares both approaches for the LM data set presented in Section 4.1.
THE APPROACH
The essence of the proposed approach is to construct groups that represent a similar environmental structure and then provide an efficiency evaluation within each group. Figure 1 provides a brief overview of the approach that can be summarized by five phases: sampling, robust principal component analysis, fuzzy clustering, discriminant analysis, and efficiency analysis (the software used was Number Cruncher Statistical System (Hintze, 2009) and SAS). As to sampling, the number of observations available for the efficiency analysis may not be very large so that there may be only one sample that can be reasonably taken, which is hereafter referred to as the training sample. When there are sufficient observations, the training sample should be the larger portion of the original sample. However, statistical theory gives little guidance and a handy rule of thumb that establishes the appropriate percent of observations in the training sample has yet to be established since such a rule would most likely be a function of the number of variables, the size of the population, and the analysis that needs to be executed. Huberty and Olejnik (2006) briefly discuss a ratio of the holdout sample to the training sample as a function only of number of variables for the two group situation. They do note that using a holdout sample of 25 to 35% seems reasonable (Huberty and Olejnik, 2006, p. 301) . The data set evaluated in this research was chosen in part because of its size so that there could be training and holdout samples and so that we could illustrate some interesting advantages of the proposed approach. In general, the holdout sample is used not only to ensure the validity of the results obtained with the training sample but also to show how new observations can be assigned to an environmental profile without having to complete the first two steps (i.e., the robust principal component analysis and the fuzzy clustering) of the analysis again. The statistical steps as part of the multivariate analysis of the proposed approach after the sampling issues are addressed are as follows: (1) do a robust principal component analysis (PCA) (Jackson, 2003) on the environmental variables to create new variables that are linear combinations of the environmental variables to avoid a double-counting of environmental constructs in the cluster analysis that is described in Section 3.2 and also to avoid problems that outliers can cause; (2) perform a fuzzy clustering analysis on the robust PCA scores along with some sensitivity analysis with respect to the number of clusters and the fuzzifier (Seaver and Triantis, 1992; Seaver, et al., 1999; Seaver, et al., 2004) since the environmental clusters will have some overlap (i.e., they won't be mutually exclusive necessarily). The fuzzy clustering analysis is performed to group the DMUs into relatively environmentally homogeneous clusters. DMUs may belong to more than one cluster indicating the overlap between clusters and that a specific DMU may have environmental characteristics that links it to more than one cluster; (3) construct profiles for the potential clusters in terms of the original environmental variables and validate the cluster structure using the nearest neighbor discriminant analysis since multivariate normal assumptions most likely will not be valid; and (4) use the discriminant function to classify the holdout sample observations or to place new observations in the appropriate environmental cluster prior to evaluating efficiency. The details of our approach are illustrated in Figure 1 . The nature of the approach presented in Figure 1 is heuristic in nature but similar to what one might do in understanding customer markets (Lattin, et al, 2003) .
Robust Principal Component Analysis (Robust PCA)
Principal component analysis (PCA) constructs new variables that are linear combinations of the original variables that have maximum-ordered variances (i.e., the first principal component has the largest variance, the second component has the second largest variance, and so forth), and are independent of one another as result of the eigenvalue and vector analysis. Once these transformed variables are created, they can be used as a distance measure for the fuzzy cluster analysis described in Section 3.2. The PCA solution is unique, but there are three issues that could affect that solution: a) whether to conduct a PCA on the variance-covariance or correlation matrix; b) whether to rotate the principal components or not and; c) how to account for the presence of outliers or influential observations. First, principal component analysis is usually done using a correlation matrix if there are major differences in variability among variables as one would expect when considering environmental variables (Jackson, 2003) . The correlation matrix is also preferable when there may be an occasional binary variable in the environmental subset indicating for example, an industrial or non-industrial entity, a conservative or liberal political affiliation, etc.
Second, a choice has to be made whether to rotate the principal components or not. When interpretation of the individual principal components or loadings is important, rotations help; but one gives up the maximum-ordered variance characteristics. On the other hand, if the interpretation is not important, and if the PCA is a preliminary data analysis step to another approach, then non-rotation is preferred which was the authors' choice in this research.
Third, when examining environmental variables, it is expected that one would encounter outliers that will impact estimates of the mean, variances, covariances, and correlations. In light of this inevitable dilemma, robust PCA is proposed. There is a considerable amount of research being conducted in robust PCA (see Hubert, Rousseeuw, and Vanden Branden, 2005 ) using different robust strategies (i.e., projection pursuit, etc.) but in this research the robust estimates of the correlation matrix and mean vector are weighted inversely proportional to the outlying-ness of the observations as indicated by the following equation:
where z i is the standardized observation vector, a is the robust estimate of the mean vector, and R Ã is the robust estimate of the correlation matrix based on the EM algorithm (Dempster, Laird, Rubin, 1977) , which provides a maximum likelihood estimate (Little and Rubin, 1987) . The weights are 1/dist i and have the same form as the inverse of Hotelling's T 2 for individual observation vectors. It takes an iterative process to estimate the weights (i.e., the higher the distance measure dist i the lower the weight given to the observation); and a and R Ã may change with each iteration as a result of outliers and their masking impacts. Various functions (see Jackson, 2003 for a quick overview of weights) of the above distance will down-weight outliers rather than trim them. The mathematics of the PCA is to find a particular orthogonal matrix P such that
is the robust estimate of the correlation matrix and the diagonal elements of L are the eigenvalues or maximum-ordered variances of the new transformed variables, y ¼ P 0 (z2a) that represent the PCA scores. Of course, y 1 is uncorrelated with y 2 , . . ., y p , y 2 is uncorrelated with y 3 , . . ., y p , and so forth. y 1 has the maximum variance, y 2 has the second largest variance, and so forth. These PCA scores are used as inputs for a fuzzy clustering algorithm that is described subsequently.
Fuzzy Clustering: Definition of Environmental Groups
Clustering algorithms can now be used on the robust PCA scores to find the environmental groups that exist in the data. However, hard or crisp placement of individual observations into environmental groups may not be preferable since an observation may belong partly to other groups. Since these clusters may not be mutually exclusive as to a specific environmental structure, fuzzy clustering will allow placement of observations in one or more clusters. Seaver, et al. (1999 Seaver, et al. ( , 2004 have used a two-stage fuzzy clustering strategy in their research to determine outliers in efficiency analysis. The fuzzy K-means clustering algorithm is based on minimizing the following objective function:
Where u ig is the degree of belonging of the (i)th observation to the (g)th cluster (Bezdek, 1981) , m is the fuzzifier (m ! 1: m ¼ 1 gives a crisp solution; and as m increases greater than one, the solution becomes more and more fuzzy with each increment), and d 2 ig is some measure of distance. With the computation of the degrees of belonging there is a re-estimate of the cluster centroids in a fuzzy way according to the following relationship:
In this case, i ¼ 1, 2, . . ., n observations, g ¼ 1, 2, . . ., c clusters, and y i is the robust principal component score in this research.
There is an iterative computation of Euclidean distances relative to the cluster centroids. New values of u ig , which minimize J (equation (2)) for given distance measures, can be computed by:
where i ¼ 1, 2, . . ., n observations, j ¼ 1, 2, . . ., n observations, g ¼ 1, 2, . . ., r clusters. The minimization of equation (2) with respect to the centroids (equation 3) and the degree of belonging (equation 4) continues until the differences between successive membership matrices are less than some pre-assigned value (in this research the value is 0.01). The fuzzy clustering approach provides tremendous versatility and flexibility (Seaver and Triantis, 1992; Naes and Mevik, 1999) . It is flexible with respect to distance or similarity measure. It allows sensitivity analysis with changes in the number of clusters and the fuzzifier. It provides a wealth of information about individual data points as to their potential placements in environmental groups. In addition, fuzzy indices can be used to identify preferable partitions or groupings of observations that may have meaning. This can be done using Dunn's (1974) normalized partition coefficient (FPU), based on a function of the degree of belonging matrix and/or using the normalized average squared error (DPU), a measure of entropy, of a fuzzy clustering solution in relation to the closest hard clustering solution. Values of FPU close to zero reflect very fuzzy solutions while values close to (1-1/(number of clusters)) are fuzzy solutions for DPU (Kaufman and Rousseeuw, 1990) . However, Windham (1982) and others have noted that these fuzzy indices are a good starting point but are not always successful in validating a particular partition, which is an issue that is discussed subsequently.
Nearest Neighbor Discriminant Analysis
Once the clusters are found with fuzzy clustering, there needs to be a validation of the clusters. Of course, some of that validation comes in part from the sensitivity analysis associated with the fuzzy clustering method, by varying the number of clusters and the fuzzifier. However, there should be two other evaluations conducted for the training and holdout samples if possible. Since the observations in each cluster will not meet the multivariate normality assumption, a nonparametric classification method called the nearest neighbor discriminant procedure (Rencher, 1995) is used on the original environmental variables. One computes the distance for each x i and each x j in terms of the original variables by the following equation:
Where, S is the variance-covariance matrix. The end result is a triangular matrix of distances between pairs of observations. To classify observation x i into one of the environmental groups or clusters, generally two or three points (k) nearest x i are examined and if the majority of the k points belong to cluster one, x i is assigned to cluster one, and so forth. This assignment rule can be proportional to the cluster results (e.g., 30% of the observations in Cluster 1, 50% in Cluster 2, and 20% in Cluster 3) or take into account any other potential previously defined allocations. In this case, we used the proportional priors from the clusters. The performance of the discriminant analysis is evaluated either by computing the error rate of classification across clusters (defined in a basic sense by a miss ratio, i.e., the number of misclassifications divided by total sample size) on the training sample or with the leaving-one-out method, a jackknife estimate of the error rate. This jackknife method (which holds out one observation, uses the other n-1 observations in the discriminant analysis model to predict the one held out, and is repeated n times) has less bias compared to the error rate of classification on the training sample. If the re-classification of the observations in the original variables to the clusters results in a jackknife error rate of 10% or less, then one would have confidence that the results of the classification do not represent random environmental groups. This evaluation is truly more statistical because it is based on the classification results of the discriminant analysis. On the other hand, a second validation approach could be based on common sense. In this case, one would create profiles for each of the environmental groups as to means, medians, percents, standard deviations, and etc. Then, ask the question, 'Does this make sense in light of this data?' Both validation schemes should be used as they were in this research.
In this research, there was sufficient data to create a holdout sample. Usually, a holdout sample is used to validate the error rate of a discriminant analysis in a more unbiased way. Or alternatively, the holdout sample could be analyzed the same way as the training sample to see if one got similar results as the PCA, fuzzy clustering, and classification approaches. However, the intent of the holdout sample in this research was to show that when the error rate is low, one could use the discriminant function to classify new observations into the already defined environmental groups. For instance, if one were examining the efficiency of LMs in three environmental groups, a new LM would be classified into one of these groups and its efficiency analyzed within the context of that group only. In addition, if a new observation were not cleanly classified with a high assignment probability to a group (i.e., observation x 0 is assigned to the group with the largest posterior probability P(group/x 0 ), one might look at its efficiency evaluation within a couple of clusters.
Efficiency Evaluation
Once observations (DMUs) are classified, one could examine their efficiency characteristics within the appropriate cluster/ group. In addition, if an observation (DMU) is not cleanly classified, i.e., it has relatively high degrees of belonging or assignment probabilities to various clusters/groups, one might study its efficiency performance within a couple of groups. The idea here is that for DMUs that are not cleanly classified, they have characteristics that render them comparable to more than one group of DMUs. This indicates that it is reasonable to have more than one performance score and performance target. This concept is both conceptually and practically reasonable given that there may be more than one unique way to achieve performance improvement given that the characteristics of DMUs could be comparable to more than one group. One can use any of the efficiency formulations found in the literature to compute efficiency scores, peers and performance targets. The approach described in this research allows one to focus on specific DMUs that are evaluated against multiple frontiers. The meaningfulness of the efficiency results for each cluster can then be evaluated in the context of the specific environmental conditions.
Further, as an outcome of this analysis, an environmental dependency index (EDI) is defined as the ratio of the local efficiency (with respect to the DMUs in a cluster) to the global efficiency measure (with respect to all DMUs in the sample). EDI is intended to convey the sense of how dependent the efficiency of a DMU is on the consideration of the environmental variables. When the EDI index is close to unity then this implies that the impact of the environmental variables on efficiency performance is relatively low. On the other hand, when the local efficiency evaluation is quite different than the global efficiency evaluation then this implies that the determination of efficiency performance is sensitive to the consideration of the environmental variables.
THE EVALUATION OF GREEK LOCAL MUNICIPALITIES (LMS)

The LM Data Set
The evaluation of the cost efficiency performance of Greek local municipalities (LMs) was described earlier by Athanassopoulos and Triantis (1998) . The impetus of this analysis was motivated by the extraordinary number of LMs in Greece that prompted policy interventions in the 1980s. However, these recommendations failed because of local and national political pressure. Furthermore, the study of the efficiency behavior of the LMs was further complicated since they did not provide some of the basic community services.
In the 1980s LM expenditure was, both in size and in composition, much different in Greece than in other European countries. This is because the LMs in Greece were responsible for a limited range of functions when compared to other countries. In general, LM expenditures in Greece were almost exclusively intended to provide basic community services such as, pollution measurement, the provision of recreational services, the development and maintenance of local parks, refuse collection, repairs and maintenance, water supply, street lighting and cleaning, and the local registry. The LMs did not provide schooling, fire services, and health care services.
The definition of the environmental, output and input variables are provided subsequently. The justification of these variables is provided elsewhere (Athanassopoulos and Triantis, 1998) and will not be replicated in this paper. A number of socio demographic factors have been defined and used in the analysis as representative of the environmental variables that affect efficiency performance. The factors that represent the local demand for services are used as the outputs of the efficiency model. On the other hand, the operating costs (expenditures on salaries and maintenance) excluding investments was used as the input measure.
The Environmental Variables
Service Expenditure (in thousands of drachmas): This is a surrogate variable that describes the service consciousness of each LM. It impacts the ability of the LM to deliver service to the community.
Income from Extraordinary Governmental Grants (in thousands of drachmas): This variable indicates the degree of dependency on the central government. This is a substantial source of revenue from the Government and hence of considerable importance.
Investment in Infrastructure (in thousands of drachmas): These are investment activities made by the LMs in small to medium sized construction projects. This investment is contingent on the level of financial support provided by the central government and is indicative of the constructed environment for the LMs.
Political Party in charge of the LM: This is a binary variable that takes the value of one if the party in charge of the LM is same as the central Government and zero otherwise. This qualitative variable necessitated the use of the correlation matrix in the robust PCA.
Fees and Charges Index: This index reflects the effectiveness of the LM in exercising discretion in terms of charging citizens for services. In other words, the index is representative of key characteristic of the LM, i.e., a measure of the effectiveness of the fiscal effort that individual LMs expend to acquire resources for their services. The summary statistics for these variables are given in Table 1 .
The Output Variables
These variables either directly or indirectly (in case of surrogate variables) capture the output measures of the LM operations.
Actual Household: This variable captures the information about the actual resident population in each LM. The houses that had a positive consumption of electricity in a preceding one-year period determined the number of actual households.
Average House Area (in square meters): This variable is a surrogate variable capturing the information about the wealth and age of the LM. The larger houses have been built more recently and in the wealthier parts of the country. Wealthier citizens have different demands from the LMs and this different demand provides an additional demand for the services that the LM can offer. Therefore, the assumption here is higher values of this variable indicate higher level of services that the LM is required to offer.
Area (in square meters): This variable denotes the total built up area within the boundaries of a LM. The area served by the LM is obliged to contribute fees and charges in return for the services provided.
Heavy Industrial Use Area (in square meters): This variable is a surrogate variable for the amount of pollution measurement provided by the LM. The higher the value of the heavy industrial use area, the higher is the service in terms of pollution measurement provided by the LM.
Average Industrial Use Area (in square meters): This is used to reflect the spatial concentration of industrial activities and services provided by the individual LM.
Tourist Areas: This is a variable reflecting the tourist areas. The value close to 1 represents the tourist area. The areas with tourist visitors have a higher demand for services (such as, the provision of recreational services, the development and maintenance of local parks, refuse collection, water supply, street lighting and cleaning, etc.) from the LM. The summary statistics of these variables are shown below in Table 2 .
The Input Variables
Wages Expenditure (in thousands of drachmas): This is the salary and wages expenditure incurred by the LM. Throughout Greece given the various price controls offered by the central government it is safe to assume that the prices associated with wages and salaries are constant over all LMs.
Repair and Maintenance Expenditure (in thousands of drachmas): This is the expense incurred by the LM. The above two variables give a measure of operational costs of the LM. The summary descriptive statistics for the Input Variable are given in Table 3 .
The Illustration of the Approach: Results and Insights
There were 172 Greek LMs in total. A simple random selection of 123 observations (about 72% of this total) was used for the training sample while the remaining 49 observations were set aside for the holdout sample (28%, which is in the reasonable range of 25% to 35% suggested by Huberty and Olejnik, 2006) . The analysis that follows is always on the training sample unless indicated otherwise. The robust principal component analysis was done on the five environmental variables: political party (POLITICAL), investment in infrastructure (INVEST), income from extraordinary government grants (EXTREV), fees and charges index (INDEX), and service expenditure (SEREXP). The robust PCA yielded three components that explained about 85% of the variation among the environmental variables (eigenvalue of .7 or more was used to retain components).
The robust principal component scores were the input into a fuzzy k-means clustering with various values of the fuzzifier from 1.05 to 1.50. Table 4 reports the results for a fuzzifier ¼ 1.25 where the average silhouette and the fuzzy normalized indices, FPU and DPU, on the robust PCA scores for different numbers of clusters are provided. The optimum number of clusters could be three or seven (i.e., high average silhouette, high FPU index, and low DPU index), but other sensitivity analyses (using different values of the fuzzifier and number of clusters) revealed three clusters was the best and simplest solution. For a more comprehensive discussion on the selection of the number of clusters using the fuzzy k-means approach refer to Seaver, et al. (2004) .
The profile of the three clusters is given in Table 5 below with the tourism variable also indicated. Cluster 3 contains large urban LMs that as one would expect have a much greater service consciousness, make large infrastructure investments and exercise greater discretion in terms of charging citizens for services. Clusters 1 and 2 contain small rural LMs along with LMs around the large metropolitan centers such as Athens. Cluster 1 also has a higher concentration of tourist LMs; 12 versus only 7 in the other two clusters (see Table 5 ). In addition, Cluster 1 contains the LMs that are aligned with the political party running the central government whereas, Cluster 2 contains only LMs aligned with the opposition party. What is surprising about the LMs in Cluster 2 is that even though they are able to secure the largest portion of the grants from the Central government that did not necessarily translate into investment in infrastructure or into high levels of service consciousness. This is in contrast with the LMs in Cluster 1 that in spite receiving the lowest level of governmental grants they were able to secure higher level of service consciousness and infrastructure investments.
To provide some insight on the strength of belonging across the various clusters, Table 6 is a cross-tabulation of the primary degrees of belonging according to six interval categories. Only five LMs (4% of the training sample) have a primary degree of belonging less than 0.6 while eleven LMs (9%) have a primary degree of belonging less than 0.7. Another 15 have primary degrees of belonging between 0.7 and less than 0.9. In terms of the efficiency analysis, one would probably focus on those LMs that have a primary degree of belonging less than 0.7 in a cluster and also have relatively large secondary or tertiary degrees of belonging to other clusters. This means that it is not unreasonable to include these LMs in the production possibility sets of more than one cluster. The fuzzy clustering 
approach allows one to prioritize the impact of environmental variables when evaluating efficiency performance by including LMs that have the highest degree of belonging in a cluster and then gradually observe changes in efficiency performance by including LMs with decreased degrees of belonging. The LMs with decreased degrees of belonging in a specific cluster could be used to assess efficiency performance of other clusters assuming relatively high partial degrees of belonging to multiple clusters.
To validate the clusters as to whether the partition is real or random with respect to their environmental structure, the nonparametric discriminant analysis based on nearest neighbor (k ¼ 2) was performed with the three groups. The strength of the partitioning was evaluated using the re-substitution method on the training sample where 123 observations were correctly assigned to the three groups 99% of the time (i.e., only one observation was missed (LM 43 (Elfsinas)). However, the re-substitution method tends to overestimate the error rate so a jackknife or cross-validation method was used as well. This error rate was 6.5%, missing only eight LMs (LM 2 (Agiou Dimitriou), 43 (Elfsinas), 56 (Igoumenitsas), 60 (Irakliou), 61 (Isteas), 65 (Kalamarias), 130 (Peristeriou), and 132 (Petroupolis)). The classification results are shown in Table 7 for the training sample using the re-substitution and jackknife approaches but also for the holdout sample.
The big advantage of Table 7 is that one can see if the efficiency of an observation might change in light of the secondary classification probabilities. The bottom-line is that there is tremendous flexibility and insight gained from doing the analysis as outlined in the flowchart of Figure 1 . It should be noted in passing that LM 43 (Elefsinas) had the highest posterior probability assignment (0.67 from the jackknife) to Cluster 3 but was also placed in Cluster 2 as indicated by an assignment probability of 0.33. The degree of belonging from the fuzzy analysis showed a similar placement so this observation should be evaluated for its efficiency performance both in Clusters 3 and 2. There were seven other misclassifications by the jackknife approach in Table 7 that require duality considerations when computing efficiency performance. However, one could also consider observations that were not misclassified but that had less than dominant posterior probability assignments to the correct cluster. For instance, if a LM is correctly classified to Cluster 1 with a posterior probability of 0.7 but has a posterior probability to Cluster 2 of 0.3, then this observation could also have its efficiency performance evaluated in both Clusters 1 and 2. The authors suggest always going back and looking at the degrees of belonging from the fuzzy analysis to check for agreement in assignment.
The nearest neighbor discriminant analysis was tested on the holdout sample of 49 LMs. Twenty-eight were strongly classified in the environmental Cluster 1, 15 were assigned to Cluster 2, and only 6 were placed in Cluster 3 (proportional and not equal priors were assumed. When the nearest neighbor discriminant analysis was applied to the holdout sample, LMs (57 (Ilioupoleos), 69 (Kalitheas), and 109 (Neas Ionias)) had assignment probabilities around .65 to cluster three with secondary assignments to Cluster 2. LM 59 (Ioanninon) was assigned to Cluster 3 but has a secondary assignment to Cluster 1. Thus, these observations should be candidates for efficiency evaluation in two clusters. Table 8 provides the average input reducing and output increasing efficiency scores assuming variable returns to scale for two scenarios. In the first scenario, only primary degrees of belonging and assignment probabilities are considered. In the second scenario LMs are additionally assigned to clusters based on their secondary and in some cases tertiary degrees of belonging or secondary assignment probabilities. As one can observe the larger LMs have greater average efficiencies in general. From an output increasing perspective there doesn't seem to be much difference in the performance of the LMs in Cluster 1 and Cluster 2. However, from an input reducing point of view, the performance of the LMs in Cluster 1 is much lower than that of the LMs in Cluster 2. Furthermore, when LMs with secondary and tertiary degrees of belonging or secondary probability of assignment are included in Cluster 1, the average input reducing measure drops even more dramatically.
In Table 9 , the LMs that are most frequently part of the reference set for each cluster is provided for the two scenarios described in the previous paragraph. It is evident that by introducing LMs with secondary and tertiary degrees of belonging into the clusters, the reference structure of the frontier changes noticeably. This is not surprising given the fact that the fuzzy clustering algorithm identifies influential observations that have unique efficiency characteristics (Seaver and Triantis, 1992) . These observations are typically at the extremes of the efficiency spectrum, i.e., either part of the efficiency reference set or extremely inefficient. In this case the fuzzy clustering algorithm has identified observations that are unique in terms of their efficiency characteristics and do impact the reference sets of specific clusters for example, the LMs of Athens, Elefsina among others.
The strength of the analysis presented in this research can be found with respect to Table 10 where for specific LMs their primary, secondary, tertiary degrees of belonging or their primary and secondary assignment probabilities, their input reducing efficiency score with respect to all LMs and with respect to the clusters where they have been assigned, and their EDI indices have been provided. For the LMs presented in Table 10 a few general conclusions can be reached. There are LMs (for example, Athens and Alexandroupolis) that seem to dominate other LMs irrespective of their membership in a specific cluster and for which the consideration of environmental variables is not as pertinent as indicated by the EDI index. The insensitivity of Athens could be a function of its size and unique operating conditions where political and economic powers are concentrated. In the case of Alexandroupolis, its insensitivity to environmental considerations could be attributed to its unique geographic location and cultural makeup. There are others for example Beroia, Egaleo, Elefsina, Komotinis, Kastorias, and Mitilinis among others in the dataset that are extremely sensitive to the placement in a specific cluster. This is indicative of strong environmental influence (refer to the EDI index). A third group (for example, Ilioupoleos and Ioanninon) are not as sensitive to their placement in a specific cluster and do not dominate the efficiency profile of the cluster to which they belong. The identification of specific LMs in terms of their efficiency performance that may or may not be sensitive to a set of environmental variables is very important from a policy point of view since the definition of both peers and performance targets that decision makers can use for performance improvement interventions (Medina-Borja, et al., 2007) is contingent on the classification in an specific cluster.
Furthermore, in revisiting some of the conclusions from the analysis of Athanassopoulos and Triantis (1998) a few points need to be highlighted. In this former study, it was found that approximately 30% of the LMs were found to have relatively large degrees of belonging to two or more clusters which is consistent with the findings of this research. The solution provided by Athanassopoulos and Triantis (1998) lends itself to a sensitivity analysis in terms of the appropriate number of clusters something that was completed as part of this research. Additionally, large LMs dominated the efficiency performance of the remaining LMs in the data set. This is consistent with the findings in this research as well. However, the conclusions reached by Athanassopoulos and Triantis (1998) were based on a solution where the distinction between environmental and other input/output variables was not made. In this research, not only is this distinction made but the analyst can focus on specific LMs that have been identified as influential. The analyst can complete a sensitivity analysis where DMUs are included or excluded in the determination of the efficiency frontier based on their relative degree of belonging to a specific cluster that represents environmental conditions.
CONCLUSIONS AND FUTURE RESEARCH
There are a number of modeling and interpretation issues that arise from this research. The proposed strategy/methodology allows for the efficiency performance evaluation of DMUs within a relatively homogeneous environmental group. Environmental homogeneity is defined over a set of nondiscretionary environmental variables that could include both categorical and continuous variables. Hence, the approach allows for the inclusion of more than one environmental variable.
In the efficiency literature the sample sizes are usually small and manageable. However, the approach proposed in this paper opens the door to deal with some very large datasets for the purpose of studying and measuring efficiency. For instance, one could have investigated the efficiency performance of individual banks as to profits, costs, and risks as related to the residential mortgage loan crisis with Fannie Mae and Freddie Mac. The multivariate methods included in the analysis respond to three fundamental challenges. First, datasets in general include outliers that can contaminate the construction of environmental groups unless accounted for. Second, the structures of the environmental groups need to be validated. Third, individual DMUs may have environmental characteristics that give them affiliations with more than one group. This affects the efficiency evaluation not only of that specific DMU but the efficiency performance of the remaining DMUs in each of the groups given that the production possibilities change with inclusion of DMUs that are affiliated with more than one environmental group. Additionally, if a few of the initial classifications of DMUs into environmental groups are not correct then the fuzzy clustering approach in conjunction with the nearest neighbor discriminant function allows one to alleviate this error by providing secondary and tertiary placements.
On the other side, the heuristic modeling approach presented in Figure 1 pre-supposes two fundamental items. First, that one is able to define the environmental variables and determine how they are measured. This input is typically solicited from the decision makers but continues to be a challenge for a number of applications (Triantis, 2004; Fallah-Fini, et al., 2009) . Second, that one has a sufficient number of DMUs that allow the appropriate definition of at least a training sample. What this does is that it precludes analyses for which we have too few observations as part of the production possibility set. Furthermore, it assumes that cluster/group sizes are large enough to allow for the definition of a frontier within the cluster/group. It is not inconceivable to have group sizes of one or two for DMUs that are truly unique in terms of their environmental characteristics. In this situation, it is best to have identified these unique DMUs and not include them as part of the relative efficiency performance evaluation. Additionally, the selection of a good clustering solution is not a trivial issue. However, this issue has been dealt with extensively elsewhere (Seaver, et al., 2004) .
With the creation of relatively homogeneous environmental groups, one could assign new observations to the environmental groups without re-doing the whole principal component and fuzzy clustering analysis. However, one must realize that environmental structure could change over time. It is more likely, for instance, that rural LMs could experience more change in environmental structure than large metropolitan LMs with the addition of a few corporations or plants. This suggests studying the dynamics associated with changes in the specific environmental variables and their impact on production/service provision. This research thrust is consistent with the modeling of dynamic efficiency an issue that is relatively unexplored in the literature (Vaneman and Triantis, 2007) .
The multivariate strategy of creating relatively homogeneous environmental groups not only allows a non-crisp way to consider assignment of DMUs to an environmental domain but also allows flexibility to determine if the assignment elsewhere has an efficiency performance effect. On the other hand, classification trees, which are assumption free, are helpful when environmental data are missing. In this research they yielded similar results in terms of the training and jackknife error rates; but one obtains a crisp classification of DMUs to a group with no posterior probability information. The bottom line is that the classification trees do not provide as much flexibility.
One could expand the current approach to include different efficiency evaluation models. This would depend on the specific performance measurement questions that need to be addressed. One could conduct a sensitivity analysis that pertains to specific rules for allocating DMUs to clusters/groups. Additionally, from an interpretation point of view, one could also investigate the definition of a representative object of a cluster that summarizes key cluster/group environmental and efficiency information. For example, one could use the mean or the medoid of the cluster as representing the cluster/group and its environmental and efficiency characteristics.
As seen, this research provided an alternative method for accounting for environmental variables in efficiency evaluations where the environmental dependency index was presented for the first time. This index allows one to immediately pinpoint DMUs whose efficiency calculation are sensitive to the environmental considerations and those who are not. As noted earlier the validity of the clustering solution can be addressed statistically. However, the validity should also be assessed by the decision makers who will potentially use the efficiency performance solutions. Additionally, the method proposed in this work also allows a decision maker to suggest alternative improvement paths depending on whether one is uses the local frontier defined in terms of a cluster/group or in terms of the overall global frontier.
The relevance of any method hinges on the unique insights that it can provide when it is compared with other modeling approaches. While a comprehensive comparative analysis requires a major effort, it is probably important to begin with the assessment of approaches that are somewhat conceptually similar. This is why the authors have initiated a study analyzing the same LM dataset using conditional efficiency measures (Daraio, et al., 2009) .
