In scientific simulations the results generated usually come from a stochastic process. New solutions with the aim of improving these simulations have been proposed, but the problem is how to compare these solutions since the results are not deterministic. Consequently how to guarantee that the output results are statistically trusted. In this work we apply a statistical approach in order to define the transient and steady state in discrete event distributed simulation. We used linear regression and batch method to find the optimal simulation size. As contributions of our work we can enumerate: we have applied and adapted the simple statistical approach in order to define the optimal simulation length; we propose the approximate approach to normal distribution instead of generate replications sufficiently large; and the method can be used in other kind of non-terminating science simulations where the data either have a normal distribution or can be approximated by a normal distribution.
Introduction
Many researchers in Parallel and Distributed Discrete Event Simulation propose techniques and solutions to improve their simulations by using High Performance Computing (HPC). Generally, these researchers have to compare the previous solution with a new developed approach in order to show their scientific contributions. The challenging questions are: how to compare different models or approaches since simulations produce stochastic results? and do simulation results support the conclusions and generalizations? The solution is guarantee that the output results of each model be statistically reliable. It permits that the performance measures can be compared.
Such simulations need to have the run length statistically well-defined. In this regard, it is a requirement that the statistical method has a fast convergence in order to avoid extra computing. To define the optimal simulation run length is necessary to distinguish two phases of simulation: transient stage and steady stage. In the first stage, simulation needs to initialize the variables and structures. Simulations are not steady in this stage, therefore the values generated must not be considered in output analysis. A common method to overcome this is execute the simulation for long time until the data generated in this phase become insignificant. In this way, the data of transient phase will not influence the output results. This method for realistic simulation is not appropriate because it requires a lot of computational resources. A more efficient solution is to truncate the initial data [1, 15, 18] .
The steady stage starts immediately after the initial transient stage. The data produced in steady stage will be used for output analysis [7, 1, 6] . In this phase the researcher must know what is the appropriate size of the steady stage in order to produce results statistically trusted.
The run length of simulation is associate basically with the size of the transient stage; the time necessary to produce data statistically reliable; and the type of simulated distribution. This paper addresses our research problem as: how to define optimal run length to have output results reliable for realistic distributed simulation? In this work we will focus on non-terminating [6] simulations. Because we have been working in high performance distributed simulation by using a fish schooling simulator [13, 14] which has non-terminating behaviour. In order to find the optimal run length, we will use the practical statistical procedure based on Chung [5] . This procedure identifies the transient stage and steady stage by using linear regression and batch method. This method considered that the distribution of data is normally distributed. Therefore, we adapt it for our context which has binomial distribution. This method is simple and not required high statistical background. In addition it can be applied in any non-terminating simulation which distributions might be approximated by normal distribution. This paper is organized as follow: we show some previous related works in section 2. We selected the number of created clusters during the simulation as performance measure to evaluate the output. Therefore we present an overview of cluster-based partitioning of our fish schooling simulator in section 3. The statistical method is explained and experimentally applied on our simulator in the section 4. Finally, in section 5 the conclusions and future work are proposed.
Related Work
One of the most important step in simulation is the output analysis. Since simulation deals with stochastic results it is a requirement to use statistical methods in order to check and make conclusions about the results obtained. Basically, two distinct phases must be analysed in simulations: transient and steady. In the first one the initial data must be discarded because these data produce an initialization bias. In the latter phase, when the simulation arrives into steady, the data must be produced in order to produce statistical estimator with appropriate confidence intervals. In transient phase, the problem is to figure out the number of observations to discard. In the steady state phase, the problem is find the run length which has trustworthy results.
There are three main pitfalls into output-data analysis [7] : underestimation of variances and standard deviations when the replication are not independent; failure to define warm-up period; and failure to determine the statistical precision of simulation output statistics by the use of a confidence interval.
Many output analysis methods are proposed, compared and analysed. In [8] , they compare six methods to detect the transient phase length in a non-terminating simulation. They are the following: 1) Welch's method [17] is the simplest technique to determine the warm-up however this method has a high subjectively because it is a graphical method. As the simulation has stochastic behaviour, the graphical procedure requires multiple replications of the simulation in a pilot study [7] , [8] ; 2) SPC method requires multiple replications and at least 20 batch means must pass for normality and correlation tests; 3) The Randomization Test verifies the null hypothesis where the mean is unchanged throughout the run. It is a statistical method that no requires the normality of data; 4) The Conway Rule method truncate the initial data of output in order to reduce bias. In this method the number and length of the replications must be specified; 5) Crossing of the Means Rule method establishes the truncation point counting the number of crossings of the mean until reach a pre-specified value; 6) Marginal Standard Error Rule-5 (MSER-5) defines the truncation point considering the batch size, run length and five as the number of batches. In [11] they suggest two new algorithms for using the MSER statistic and compare them by using mean squared error. They show that MSER is asymptotically proportional to the mean squared error and therefore they argue that it is a good solution for initial transient algorithms. The removal of the effect of the initial conditions is a challenging problem. In [1] it is suggests a method for eliminating the bias by truncating the initial observations. In [18] they compare the performance of five well-known truncation heuristics. Some authors ignore the first batches in order to reduce the potential effects of initialization bias [15] .
In order to analyse the steady state phase, there are two common techniques used, which are: replications [7] or batch [15] , [9] . Replications are independent simulations, which must be executed many times and their results are statistically analysed at the end. Batch technique is more applied in a non-terminating simulation. In this method, the observations of simulation are divided in batches, and each batch is considered as a replication. Methods of batch means and independent replications in the context of non-terminating simulation output analysis are compared by [2] . Batch methods improve the effects of initialization bias but produces batch means that often are correlated [2] . Consequently, the correlation between these batch must be checked. Determine the number, correlation and size of batch are a challenge in output analysis. In [12] he shows that number of batch need not be too large in order to decrease the risk of an invalid confidence interval. A vast literature about the use of batch size effect is available in [10] . Some methods in [1] and [16] assume approximately normally distributed because they consider sufficiently large run length. Other methods increase batch size until the batch means pass the Shapiro-Wilk test [15] . In addition, in [10] he observes that many batching algorithms tried to find a large, or even the largest, value of replications that also generate a valid confidence interval.
Several output analysis methods are not recommended for realistic simulations. Because they require large run length and consequently need huge computational resources. Depending on simulation parameters the total execution time of simulation to obtain the results to analysis can be not feasible. Therefore we must use statistical methods that neither demand many batch non large run length but that are statistically reliable.
Cluster-Based Partitioning
In order to develop the output analysis, we have to select a performance measure that would be appropriate to evaluate the simulation [9] . For that, we choose the number of cluster which are created during the simulation. One of the challenges in distributed simulation is how to distribute individuals on the distributed architecture in order to obtain the best scalability and efficiency. In [14] was implemented a partitioning algorithm using a cluster-based approach. This approach consists of assigning to each node a fixed set of individuals.
The partitioning method uses a hybrid partitioning method based on Voronoi diagrams and covering radius criterion. Voronoi diagram is a data structure in computational geometry where given some number of objects in the space, their Voronoi diagram divides the space according to the nearest-neighbor rule [3] . In our case each object is represented by an individual (fish) and it is associated with the area closest to it. Covering radius criterion consists of trying to bound the area (c i ) by considering a sphere centered at c i . These centroids (c i ) contain all the objects of the problem domain that lie in the area [4] .
The individuals are associated with a position in a three-dimensional euclidean space and together with the euclidean distance generating a metric space. The distance between objects of this metric space is defined by a set of objects X subset of the universe of valid objects U and a distance function d : X 2 → R, thus ∀x, y, z ∈ X, must be met the following conditions:
These conditions determine the visibility of individuals and allowing use of similarity or proximity within the distributed simulation. Therefore the partitioning method consists of two phases: the centroids selection by means of covering radius criterion which ensures it a set of centroids far away enough the others; and the space decomposition by means of voronoi diagrams which allow it define similar size areas with similar number of individuals. The aim of partitioning algorithm is create dense and not scattered clusters in order to simulate the strong cohesion and high level of synchronization of fish schooling.
Initially the individuals are uniformly distributed in space in the simulation. Therefore the partitioning algorithm consumes many simulations steps to run and converge into steady state. We consider that the stabilization occurs when the number of cluster and the distance among the individuals vary between a specific range(standard deviation). The next section (4.1) presents how we identify the steady state at distributed cluster-based partitioning simulations.
Statistical Method
The statistical method applied on our simulator is based on [5] . This method is divided in three parts: 1) the first one is to identify when the steady state starts; 2) the second one is to identify the run length; 3) and the last one is the replication analysis. This method was experimentally applied on our simulator by using 8192 individuals running in four cores.
Method to Identify the Steady State
In Figure 1 we can observe the behaviour of cluster-partitioning algorithm. Along the execution, the algorithm goes creating and deleting the clusters. The variation in number of clusters occurs because the individuals constantly change their position. We can verify clearly two phase: transient state and steady state. First, we will discuss about the transient state.
In the transient state occurs a fast increasing of number of clusters. It happens because the cluster-partitioning algorithm verify that the number of clusters is not enough to represent all individuals inside of the Voronoi diagram. In addition, the individuals are uniformly distributed in space. Consequently, the simulation spends some steps trying to converge. Identify this phase is important because these steps (warm-up) does not should be considered in output analysis.
We use the linear regression approach suggested by [5] to identify the end of transient state. This approach uses the least-squares method to determine if the linear regression slope coefficient is equal to zero for a specific range of observations. The range of observations must be advances if the slope is not zero or insignificant. We consider 30 observations for each range and we increment always by 5 observations forward ever that the linear regression does not find the approximate end transient state.
The transient state finish when the slope is equal to zero. Therefore the null hypothesis is that the slope of the data is zero. The null hypothesis is rejected if the P-value is less than 0.05. Because this α level is statistically significant. The Table 1 presents the P-value obtained for some ranges. In the range 126-155, the P-value is more than α (0.05) this imply that the coefficient is near of zero. Therefore we can assume that after the 126 steps of simulation the transient state is finished. 
Method to Identify the Run Length
Our fish schooling simulator has a strong correlation in each step simulation. The clusterpartitioning algorithm passes the current partitioning state to next step simulation. In this way, we have to identify the autocorrelation in order to estimate the variance. It avoids that statistical study be affected negatively. We will use the batch method to finding the autocorrelation. The batch method consists of the following three steps [5] : 1) identify the non significant correlation lag size; 2) make a batch ten times the size of the lag; 3) and make the steady state replication run length ten batches long. The non significant correlation lag size represents the interval between observations that have little correlation to each other. In order to define lag size we use the correlogram diagram by using 300 as observation size. As we can see in Figure 2 , the non significant lag occurs at 223th observation where the correlation is equal to zero. The next step is to figure out the correlation, which is obtained by batch ten times the size of the lag. First of all, we have to calculate the batch size by using the equation 
In order to finish the correlation calculation, we have to calculate the run length by using the equation 5. The Table 2 The run length found is approximately 22426 observations. We have to discard the transient state and the rest must be divided by the number of batch size, in this case 2230. Then, these batch are the individual replications that should be used to output analyses. But before, we have to verify if these replications are statistically significant. Therefore, we will analyse and compare the means by using ANOVA and Duncan multiple-range test.
Replication Analysis
We have to ensure that the number of replication is enough. Then, we have to know the Standard error (equation 6) by using relative precision.
Where t is the t-distribution for 1 − α/2 and n − 1 degrees of freedom; s represent the standard deviation of the replication means; and n is number of replications, in our case 10. Relative precision give us a extensible model because we can use relative mean value. We will use 0.10 as relative precision (equation 7). Therefore our standard error can be just 10% of mean for our data.
Wherex is the mean of the replication. The equation 8 finds out the required number of replications to specific level of relative precision.
Where vrp is the value of relative precision (0.09). The Table 3 shows the results after apply these equations.
As we can observe, in the Table 3 , the Relative Precision is less than 0.10. It means that the current number of replications (10) is sufficient. In addition, in this experiment the number of replication required points out we need of one replication to obtain the relative precision Table 3 : Statistical summary of replications wished. Since we have the enough replication number, then we have to determine if the mean are statistically significantly different from the others at a given α level. And therefore we will use analysis of variance (ANOVA) in order to verify which means are different.
ANOVA requires normal distribution but our replications have binomial distribution. Based on Central Limit Theorem, some author propose generate replications sufficiently large. But it is costly for realistic distributed simulation. To solve this problem we propose to approximate the binomial distribution to normal distribution, using equation 9.
number cluster − (np)
Where n and p come from the binomial distribution. For each number of cluster of each replications we approximate to normal distribution after we apply the ANOVA.
Groups
Count In Table 4 , the P-value is less than 0.05, thus we can conclude that the means are different. We can reject the hypothesis that all the replications have identical means. However, this does not mean that every average differs with every average. We will use the Duncan test to identify where the differences are. The Duncan test results are show in Table 5 .
In Table 5 , means with the same letter are not significantly different. Consequently the replications with the same letter cannot be used together to do output analysis. Because those replications must be significantly different for representing an overall population. In Table 5 : Duncan test result Table 3 the Required number of replication points out that about one replication is sufficient in this experiment. Therefore, we could choose the B1 replication for simulation result analysis. For this reason, the simulation does not need to execute more steps in order to obtain other replications. But what we should do if the required number of replication was three, for example? In this case, we need six replications. Because, as we can observe in this experiment B1, B4 and B6 replications are significantly different. However the replications B2, B3 and B5 must be discarded because they are equal to B1. Therefore, in this hypothetical situation, the experiment must execute 13506 observations ( (6 * batch size) + transient phase) to get reliable results. Suppose another situation where the required number of replication is four. More replications would be necessary. Because replications B7, B8, B9 and B10 are not significantly different. As a result, quantity of the number of replications in simulation depends on if the replications are significantly different. Consequently, the total run length of simulation can be variable.
Conclusions
The run length, number of replication and steady state of simulation should be well specified in order to produce results that must be statistically reliable. In addition, the statistical methods have to give optimal results when we are treating with distributed realistic simulation. In this work we have applied and adapted the simple statistical approach proposed by Chung [5] for discrete-event distributed cluster-based simulations. We propose the approximate approach to normal distribution instead of generate sufficiently large replications. The aim is to decrease the total simulation time but keeping the statistical confidence for output analysis. We observed that the run length depends on if the means represent statistically the overall population. The means that are not significantly different must be discarded and other replications must be used instead of them. In this way we can obtained experiments that are statistically trusted.
The main contributions and conclusions that can be extracted are:
• We have applied and adapted the simple statistical approach in order to define the optimal simulation length. We avoid the simulation runs steps of simulations beyond what is needed. Consequently, it save computational resources.
• In addition, we propose the approximate approach to normal distribution instead of generate sufficiently large replications. The method can be used in other kind of non-terminating science simulations where the distribution of data is normal or it can be approximated by a normal distribution.
The main objectives for future work are: uses time series analysis techniques in order to define the optimal simulation and compare these techniques with the approach presented in this paper; and implement the statistical method shown in this paper in our parallel and distributed simulator.
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