ABSTRACT Arrhythmias reflect electrical abnormalities of the heart, and they can lead to severe harm to the heart. An electrocardiogram (ECG) is a useful tool to manifest arrhythmias. In this paper, we present an automatic system using a convolutional neural network and active learning to classify ECG signals. To improve the model performance, breaking-ties (BT) and modified BT algorithms are utilized in the active learning. We classify ECG signals in five heartbeat types, i.e., normal (N), ventricular (V), supraventricular (S), fusion of normal and ventricular (F), and unknown heartbeats (Q), using the Association for the Advancement of Medical Instrumentation standard. Our experiments are performed on the MIT-BIH arrhythmia database. To further verify the generalization capability of the system, the ECG data that acquired from our wearable device are also used to conduct in the experiments. Compared with most of the stateof-the-art methods, the obtained results demonstrate that the presented method promotes the classification performance remarkably.
I. INTRODUCTION
Cardiovascular diseases (CVDs) remain a leading cause of mortality in all over the world [1] - [3] . One of the complications of CVDs is arrhythmia. Arrhythmia is a collective term of the abnormal electrical activity of the heart and it is represented by a slow, fast, or irregular heartbeat [4] . Some arrhythmias are non-life-threatening; while some arrhythmias, such as ventricular fibrillation and tachycardia, are life-threatening and they may result in stroke, heart failure, sudden death and cardiac arrest hemodynamic collapse [4] , [5] . Electrocardiogram (ECG) is the graphical exhibition of the electrical activity of the heart. ECG signals present the normal and pathological physiology of heart activity information. Thus, ECG is regarded as the most useful diagnostic tool to differentiate different types of arrhythmias or heart abnormalities. To distinguish the different types of arrhythmias, the Association for the Advancement of Medical Instrumentation (AAMI) regulates five heartbeat types [6] , i.e. normal (N), ventricular (V), supraventricular (S), fusion of normal and ventricular (F) and unknown heartbeats (Q).
Usually, arrhythmia exists in the underlying cardiomyopathy, coronary artery disease or hypertension populations, and it can cause grievous damage [7] . So it is vital to detect and differentiate arrhythmias accurately and early. A wearable device with wireless ECG sensors can easily acquire ECG signals without influencing the user's daily life. As the numbers of acquired ECG signals are large and abnormal ECG beats occur discontinuously in the patient's ECG signals, it can be grueling and time-consuming for a cardiologist or clinician to examine every ECG beat among the numerous ECG signals.
To surmount the barrier, some automatic approaches are introduced to classify the ECG, such as optimum-path forest (OPF) [8] , random forests (RF) [9] , mixture-of-experts method [10] , hidden Markov models (HMM) [11] , independent component analysis (ICA) [12] , cluster analysis (CA) [13] , neural networks (NN) [14] , [15] , artificial neural networks (ANN) [16] , probabilistic neural networks (PNN) [17] , recurrent neural networks (RNN) [18] , support vector machines (SVM) [19] , [20] , principal component analysis (PCA) [7] , discrete cosine transform (DCT) in PCA framework [21] , higher order spectra features with PCA and SVM [22] , [23] . Although these automatic methods have done excellent work to classify ECG signals, the results are unsatisfying in practice for some reasons. On the one hand, miscellaneous noise and physiological artifact, such as muscle contraction, power line interference, and baseline wanders in the ECG signals, make the evaluation of the ECG tough in automatic computerized method. On the other hand, the difficulty of automatic ECG assessment can be also increased by both the inter-individual variations of the ECG signals and the time-varying dynamics and morphological characteristics of ECG signals in the same subject [24] .
The afore-mentioned approaches often include two major operations: feature extraction and ECG classification. The performance of the classification depends on the characterization power of the features extracted from the ECG data. Compared with these approaches, deep learning methods can extract feature representation automatically from the input data and then classify the data. Deep learning methods have been used widely in many areas, such as face recognition [25] , object detection and segmentation [26] , image classification [27] . Moreover, deep learning methods have been also applied effectively in ECG classification [4] , [28] - [35] . One-dimension (1-D) convolutional neural networks (CNN) methods were proposed to distinguish the ECG types [4] , [28] , [29] . Deep belief networks (DBN) approach was utilized to differentiate noisy and clean ECG signals in the study of Taji et al. [30] . Long-short term memory (LSTM) network model was proposed by Yildirim [31] to classify ECG signals. Oh et al. presented an arrhythmia diagnosis system using a combination of CNN and LSTM method [32] . Sannino and De Pietro [33] introduced a deep neural network (DNN) to detect ECG heartbeat. Method based on stacked denoising autoencoder (SDAE) with active learning was used to classify the ECG in our previous work [34] . Although great efforts have been done, the performance of the classification remains to be improved.
In order to address such deficiencies and drawbacks, in this study, we propose a novel ECG classification model using 1-D CNN and active learning. We use 1-D CNN to obtain an appropriate feature representation. In the end layers of the CNN, a softmax layer is added to classify the ECG signals with the AAMI standard. To improve the performance of the proposed method, active learning is utilized to fine-tune the system. In the active learning phase, the unlabeled samples are ranked by breaking ties (BT) [36] and modified breaking ties (MBT) [37] strategies. And then the most informative samples are picked out to improve the system. To validate our method, the renowned MIT-BIH arrhythmia database and the arrhythmia data acquired by our wearable device are used in our experiments.
The novelty of this paper can be elucidated as follows. In this paper, wearable ECG device combined with CNN and active learning method is introduced to classify ECG signals. The wearable ECG device is utilized to obtain ECG signals. Then, obtained ECG signals are sent to the terminal for further processing. In the classification system, CNN method is proposed to classify ECG signals. In order to improve the capacity of the CNN model, active learning is introduced to fine-tune the networks. In the active learning phase, both BT and MBT methods are used to select the most informative samples. Moreover, we classify the ECG signals according to AAMI standard. In addition, to evaluate the capacity of the proposed method, not only MIT-BIH arrhythmia database but also the arrhythmia data acquired by our wearable ECG device are utilized to test the model. The rest of this paper is organized as follows. The proposed method is Described in detail in Section II. Descriptions of the wearable ECG device are presented in Section III. The database and experimental results are described in Section IV. Finally, discussion and conclusion are drawn in Section V and Section VI, respectively.
II. DESCRIPTION OF THE PROPOSED METHOD
The proposed ECG classification system is illustrated in Figure 1 . We acquire ECG signals by the wearable ECG device. Then acquired ECG signals are preprocessed. The preprocessing mainly includes de-noising, filtering, R-peak detection. After that, ECG morphology and RR intervals are 7990 VOLUME 7, 2019 used as the ECG vectors. These ECG vectors are divided into training set and test set. Then ECG training set and test set are sent to the classifier model.
The classifier model contains two phases. The first phase learns appropriate feature representation of ECG signals using 1-D CNN and classifies the ECG signals by a softmax regression. The second phase fine-tunes the classifier model by active learning. As Figure 1 shown, the training set consists of two parts. The first part is the initial training set, and the second part is the active learning training set. In the first phase, the active learning training set is empty. Firstly, we train 1-D CNN using initial training set. And the trained classifier model is tested by the initial test set. In order to enhance the performance of the classification, active learning phase is used.
In the active learning phase, samples in the test set are divided into informative set and new test set by active learning. Samples in informative set are labeled by an expert. And the labeled informative set is added in the active learning training set. The active learning training set and initial training set constitute the new training set. Then the new training set is used to retrain the classifier model. And the new test set is utilized to test the classifier model. Active learning phase is a cycle process. BT algorithm [36] and MBT algorithm [37] are used to rank the test set in the current iteration. Then the most informative samples are selected and constituted the informative set.
The details of the 1-D CNN, softmax regression and active learning are drawn in the next subsections.
A. 1-D CNN
CNN often consists of an input layer, multiple hidden layers and an output layer. The hidden layers mainly include convolutional layers, pooling layers, activation function and fullyconnected layers [38] .
Convolutional layers are the primary section of CNN. The convolutional layers extract features using a convolution operation with their linked weights. In a convolutional layer, the same weights are shared by the units in the same feature map, while different weights are used by the units in different feature maps [38] . All of the weights in each layer comprise the parameters of the convolutional kernels. And these weight parameters can be trained by using the backpropagation error algorithm.
As rectified linear units (ReLU) have strong biological motivations and mathematical justifications [39] and excellent performance for training deeper networks [40] , it is wildly used as an activation function in the CNN. The ReLU function is as follows:
The pooling layer is used to merge semantically similar features into one. It is an operation to condense features and computational complexity of the network. Mean and maxpooling are two popular pooling operations which are often used to lessen the dimensionality of the extracted features and to accelerate the learning process. The mechanism of the pooling is to compute the maximum or the average of extracted features among the neighbor neurons that are located in the prior convolutional layer.
Fully connected layers often follow a set of convolutional and pooling layers. Fully connected layers accomplish the high-level reasoning in network. The neurons in fully connected layers are connected to all the neurons in the prior layer. And the fully connected layer parameters usually occupy most of the CNN parameters. In the last layer, a softmax regression layer is utilized to accomplish the classification of ECG signals.
B. SOFTMAX REGRESSION MODEL
Softmax regression is a generalization of logistic regression to accomplish multiple classes. It is widely used in the CNN for supervised learning. To complete the classification of ECG signals, a softmax regression layer is added in the last layer of CNN. ECG feature representation is extracted by convolutional layers and merged by pooling layers. Then these features are transferred to softmax layer for classification. The entire CNN is fine-tuned by minimizing the following cost function:
where the first term represents the cross entropy loss of the softmax layer. The second term denotes the weight decay penalty. h θ CNN (x i ) is the output of last fully connected layer in the CNN for an input x i . And 1{·} represents the indicator function, i.e. 1{a true statement}=1, and 1{a false statement}=0.
C. ACTIVE LEARNING FOR FINE TUNING
To improve the classification results and decrease the need for large numbers of labeled samples, active learning is applied to fine tune the 1-D CNN. The mechanism of active learning is to rank the unlabeled samples set and to choose the most informative samples for an expert to label, and then the labeled samples are added into the train set. The primary question is how to rank the unlabeled set and to choose the most informative samples. In order to choose the most informative samples, this study uses two different sampling criteria: BT algorithm [36] and MBT algorithm [37] . Both of the two criteria are relied on the posterior probabilities to associate confidence measures. To calculate the posterior probabilities, Platt's method based on support vector machines (SVM) [41] , [42] is used.
In BT algorithm, the posterior probabilities of associating a sample to a given class are calculated. In a multi-class model, VOLUME 7, 2019 the deviations between the two highest posterior probabilities are correlated with the classification confidence. When the difference is small, it suggests the classification confidence is low and the corresponding sample is informative. Then the informative samples are selected for labeling and are added to training set to improve the model. The decision criterion is shown as follows:
where x i (i = 1, 2, . . . , n) ∈ R d×n represents the d-dimensional feature vectors; y i (i = 1, 2, . . . , n) ∈ L n is the set of ECG heartbeat labels; s = {1, 2, . . . , n} represents a set of ECG heartbeats; the L = {1, 2, . . . , K} represents the set of K labels; and k + = argmax k∈L p (y i = k|x i ) represents the most probable class for sample x i .
In BT criterion, it focuses on the boundary region between two classes to obtain more diversity in the composition of the training set. However, when there are numerous samples located close a boundary, BT can produce biased sample and improve the result weakly.
To facilitate diversity in the sampling process, MBT, which is a modified BT algorithm [37] , is used in our study. In the MBT criterion, the unlabeled samples are arranged by the sample corresponding second highest posterior probabilities in decreasing order. If the second highest posterior probabilities are larger, the corresponding samples are regarded as more informative. Then the informative samples are selected to improve the model. For a given class s ∈ L, let S U s ⊂ S u be the set of samples such that p (y i = s|x i ) ≥ p (y i = k|x i ), for i ∈S U s and s = k. The workflow of MBT criterion is as follows:
where the ''next class'' is selected by scanning the index set L in a circular manner.
III. WEARABLE DEVICE OF OBTAINING ECG DATA
The wearable device of obtaining ECG data has been demonstrated in our previous work [34] , [43] . Figure 2 shows the component parts of the device. As Figure 2 shown, there are three parts, i.e. cloth carrier, biosensor platform and power unit, in the wearable device.
The cloth carrier, which is made of elastic fabric, is used for acquiring adequate adhesion of textile electrodes to the pectoral muscles. The textile electrodes are embedded on the cloth carrier, and they are mainly used to obtain the biopotentials. In order to acquire ECG signals and maintain comfortability in wearing, the textile electrodes are made of yarns of cotton fibers (30%) and nylon filaments coated with silver (70%). The resistance of textile electrode material is less than 1 /1cm and the thickness of textile electrode material is 0.32mm. Magnetic connector is utilized to connect the textile electrodes and the biosensor platform.
The biosensor platform is used to acquire, de-noise, package and transmit ECG signals. In the biosensor platform, the ADI ECG analog front-end (ADAS1001), which has the functions of analog to digital conversion, high speed data output rate, fast overload recovery, low power consumption, is utilized to acquire the raw ECG signals. As the ECG signal is weak and easy to be aggravated by numerous noise, a digital filter group is designed to reduce the impression of comprehensive noises for the latter assessment. The digital filter group mainly contains a finite impulse response bandpass filter, a multiscale mathematical morphology (3M) filter, and a digital 50-Hz notch filter. Then the ECG signals are packaged by the microcontroller (STM32); after that, the packaged ECG signals are sent to a smart terminal via Bluetooth 4.2 protocol. In the power unit, to decrease the power consumption, LDO DC-DC regulator with 95% conversion efficiency is used.
IV. EXPERIMENTAL RESULTS

A. DATASET DESCRIPTION
In this study, the renowned MIT-BIH arrhythmia database is used to implement the assessment of the proposed method. And the ECG signals acquired by our wearable ECG device, which we called them as the wearable device database (WDDB), are used to validate the performance of the proposed approach. As the class Q ECG samples are rare, the class Q is discarded in the experiments.
1) MIT-BIH ARRHYTHMIA DATABASE (MIT-BIH)
The MIT-BIH database includes 48 ECG records of 47 individuals. Each record with two-lead ECG signals lasts approximately thirty minutes long and samples at 360 Hz. Both timing information and heartbeat type information are identified by cardiologist experts. Similar to our previous work [34] , 44 ECG records are used in this study, without 4 records that include paced heartbeats. The first 20 ECG records (serial number: 100∼124) are routine clinical ECG signals and they are used to choose representative beats in the ordinary training data. The remaining 24 ECG records (serial number: 200-234) are unusual but clinically important arrhythmias, such as supraventricular, junctional, and ventricular arrhythmias [44] .
2) WEARABLE DEVICE DATABASE (WDDB)
The WDDB database contains 75 lead-II ECG records. Each record samples at 200 Hz and lasts approximately thirty minutes long. These ECG records are acquired from 60 patients with coronary artery disease (31 men and 29 women, age range: 28∼75). Heartbeat types of the records were annotated by the 8000 Holter scanner and then checked by three medical students.
B. EXPERIMENTS SETUP AND PERFORMANCE EVALUATION
In this study, only lead-II ECG signals are used in the experiments. As the ECG signals are easily polluted by multifarious physiological artifact and noise, these ECG signals should be firstly preprocessed by filtering wave and de-noising. The ECG signals are denoised by lifting-based discrete wavelet transform method [45] . The denoised ECG signals are named clean ECG signals. And the original ECG signals, which are not denoised, are named raw ECG signals. In order to explore the influence of noises on the experimental results, both clean and raw ECG signals are used to train and test the proposed model, respectively.
To acquire appropriate ECG signal features, both morphology and two temporal features are utilized to accomplish the feature extraction [46] , [47] for clean and raw ECG signals. Ecgpuwave software is used to detect the QRS [48] . To perform the morphology feature extraction, ECG signals are segmented into heartbeats. The heartbeats are defined as the segment from 100 ms before the R-peak and 450 ms after the R-peak. And two temporal features are i) the Pre-RR interval feature which represents the interval between the current R-peak and previous R-peak; ii) the Post-RR interval feature which stands for the interval between the current R-peak and next R-peak. As the sampling rate is different in the two databases, every ECG heartbeat segment is resampled to the same length, which includes 198 sample points. The initial input to the CNN contains morphology and temporal features, and its length equals 200 for every beat.
Similar to our previous work [34] , ECG beats in 22 recordings (the serial number is the same as the training set in [34] , named train_set) from the MIT-BIH database are used to train the classification model. In the training set, 80% ECG beats are used for training, and 20% ECG beats are used for validation (as shown in figure 3 ). Both the MIT-BIH and WDDB databases are utilized as test sets to assess the classification capability of the proposed approach. As the same as our previous work [34] , three assessment datasets are used to evaluate classification capability in the MIT-BIH database. The three datasets are 1) Test_set_1, using 11 test recordings (named Test_set_1_1) for VEB detection and 14 test recordings (named Test_set_1_1) for SVEB detection; 2) Test_set_2, using end of 24 test records; and 3) Test_set_3, using all of the 44 records. For WDDB database, the training set is the same as ECG signals from 22 recordings as aforementioned, and the testing set are the whole ECG data of the WDDB database (named Test_set_4). Table I The inputs are normalized in the range of (0,1) firstly. Then they are fed to the 1-D CNN network. Figure 4 illustrates the architecture of the proposed CNN. The 1-D CNN includes an input layer, two convolution layers, two pooling (subsampling) layers, a full-connected layer, a dropout layer and a softmax layer. The parameters of every layer are listed in table 2. The epoch number, batchsize and learning rate are 200, 10, 0.1, respectively. In the convolution and max-pooling layers, the strides are 1 and 2, respectively. ReLU is used as the activation function in convolution layers.
In the active learning phase, BT and MBT are used to rank the test set in the current iteration and selected the VOLUME 7, 2019 most informative samples. As both BT and MBT rely on the posterior probabilities to associate confidence measures, posterior probabilities should be calculated. In this study, SVM is used to obtain the posterior probabilities of the test set. Radial basis function is invoked as the kernel function to train SVM. To achieve proper parameters, grid search method is utilized in training SVM. Moreover, as active learning is a cyclic process, in the fine-tuning phase, unlabeled samples are unremittingly queried to add to training set. For each query, 10 ECG beats are selected to label by an expert from the testing set. Then these labeled beats are excluded from the test set and added to training for updating the weight of the 1-D CNN.
To evaluate the classification performance, four measures, i.e. classification accuracy (Acc), sensitivity (Sen), specificity (Spe) and positive predictivity (Ppr), are used in the experiments [46] . All of the experiments are performed on a desktop, which is configured with RAM 32 GB, CPU 3.6 GHz, core i7, and GPU Nvidia Quadro K620.
C. EXPERIMENT RESULTS USING MIT-BIH DATABASE
The classification results in the three test sets of MIT-BIH database for clean ECG signals and raw ECG signals are depicted in Table 3 and Table 4 Moreover, for clean ECG signals, Figure 5 and Figure 6 depict the four performance parameters (Acc, Ppr, Sen and Spe) versus the number of queries in active learning in term of VEB and SVEB for 44 test records of MIT-BIH. As the figures shown, when the number of queries (each query contains 10 ECG beat samples) is less than 20, the four performance parameters increase rapidly with the increase of the number of samples. While, when the number of queries is more 
D. EXPERIMENT RESULTS USING WDDB DATABASE
In order to evaluate further the generalization capability of the proposed method, the WDDB database is also used to validate the proposed model. Like the experiment on the MIT-BIH database, the training set is still the 22 ECG records of the MIT-BIT database, and the ECG records of WDDB database are utilized as the testing set. Furthermore, for WDDB database, Figure 5 and Figure 6 describe the change of the four performance parameters (Acc, Ppr, Sen and Spe) along with the number of queries in 7996 VOLUME 7, 2019 active learning for VEB and SVEB, respectively. Similar to Figure 3 and 4, when the number of the query in active learning is increasing, the four performance parameters are also improved for both SVEB and VEB. When the number of the query is more than 20, the increasing speed slows down.
E. COMPARED WITH PREVIOUS WORKS
Numerous studies have explored the ECG classification in different methods, and we compare our results with some state-of-the-art approaches. However, as these literatures evaluate their results in different approaches in practices, the result comparison can be complex. For the convenience of comparison, we also calculate the overall cross validation performances in MIT-BIH and WDDB database for clean ECG signals. The results are shown in Table 7 . Furthermore, Table 8 and Table 9 show some studies detecting arrhythmias using MIT-BIH arrhythmia database. These two tables present the classification results of MIT-BIH database not following AAMI standard or following AAMI standard. 
V. DISCUSSION
In this study, a 1-D CNN with active learning model is presented to accomplish the ECG signals classification. To evaluate the classification performance of our method, we compare our proposed approach with several state-ofthe-art methods which evaluate their classification results on MIT-BIH database (as shown in table 8 and table 9 ). Table 8 summarizes some studies not following AAMI standard or following AAMI standard but not presenting results in term of VEB and SVEB. Table 9 shows the studies following AAMI standard and presenting results in term of VEB and SVEB.
Martis et al. [21] used PCA for dimensionality reduction and classified the ECG signals by PNN automatically. Ten-fold cross-validation method was applied to evaluate their results. Moreover, Martis et al. [23] also extracted higher order statistics (HOS) ECG features and used PCA to reduce feature dimensionality. Least Square-Support Vector Machine (LS-SVM) was used to classify ECG signals in five classes. Chazal et al. [47] proposed an adaptive system to identify the ECG heartbeat automatically. There is an expert validation part in their system. Nejad et al. [49] extracted Chaotic feature and used neuro-fuzzy network to classify ECG beats in six classes. Moreover, Nejad et al. [50] also presented a FFNN to classify ECG signals in six classes using the extracted chaotic feature. Kebriaee et al. [51] used mRMR feature selection methods to extract ECG features and designed an active semi-supervised learning model to classify ECG in six classes. Jiang and Kong [52] proposed block-based neural networks (BbNN) to accomplish the ECG signals classification. Ince et al. [53] presented a generic and patient-specific ECG classification system. They used wavelet transform and PCA to extract feature representation, and utilized artificial neural networks to classify ECG signals by the extracted feature representation. Compared with these works, our experimental performance exceeds their experimental performance. In these works, traditional methods or shallow neural networks are used to classify ECG signals. Feature extraction and ECG classification are two important operations in these methods. The classification performance depends on the quality of feature extraction to a large extent. In our study, we design 1-D CNN and active learning to classify ECG signals. It is an end-to-end structure, and does not need hand-crafted feature extraction. CNN can extract features automatically from the input ECG signals and then classify ECG signals based on the extracted features. Moreover, active learning is also used to fine-tune the classifier in the classification model. These can explain why our results outperform their experiments.
Furthermore, some deep neural networks (DNN) are also introduced to classify ECG beats. Yildirim et al. [29] designed a 16 layer CNN to classify 10-second fragments of ECG signals into 17 classes. In their model, there were 7 convolution layers, 4 max-pooling layers, 2 batch normalization layers, a flatten layers and 2 dense layers. Oh et al. [32] proposed a CNN and LSTM to detect five types of variable length ECG segments. In their model, 1-6 layers were convolution layers coupled with max-pooling layers and the layer 7 was a LSTM layer, 8-10 layers were fully-connected layers. Ten-fold cross-validation method was utilized to assess their results. Acharya et al. [4] developed a 9-layer CNN to identify ECG beats following AAMI standard. 1-6 layers were convolution layers coupled with max-pooling layers and 8-10 layers were fully-connected layers. They also used ten-fold cross-validation method to assess their results. Sannino and De Pietro [33] are convolution layers coupled with max-pooling layers, 5-7 layers are fully-connected layers. Overfitting is a general problem in machine learning. To prevent overfitting in our 1-D CNN model, dropout regularization is utilized in the training process. The rate of dropout is 0.2. Moreover, to improve the experimental performance, active learning is utilized to fine-tune the model. This is the biggest difference from the afore-mentioned DNN architectures. In the active learning, it allows an expert to label the most informative samples choosing from the test set. Then these labeled samples are added to the training set to fine-tune the 1-D CNN model.
The active learning approach makes a great difference in promoting the ECG classification performance. As Tables 3-6 shown, when active learning is not added, the experimental results are not satisfied. Whereas, after the active learning algorithm is utilized to fine tune the networks, the four parameters increase in a remarkable degree for both the MIT-BIH and the WDDB database. In the active learning, it allows an expert to label the most useful samples that choose from the test set. In order to select the most useful ECG heartbeats, BT algorithm is utilized in the experiments. And the experimental results suggest that BT algorithm indeed does a significant contribution to improve the classification performance. As BT algorithm focuses on the boundary region between two classes, it can cause biased sampling when numerous ECG heartbeats located beside the class boundary. To facilitate multiplicity in the sampling process, MBT algorithm is also utilized to choose the most useful ECG heartbeats. The experimental results imply that MBT algorithm is also useful to promote the classification performance. As showed in Figures 5-8 , the four performance parameters (Acc, Ppr, Sen and Spe) are increasing rapidly with the increase of queries, especially before 20 queries. When queries increase from 20 to 30, the increase of Acc, Ppr, Sen and Spe slows down. It implies that the classification performance tends to converge when it reaches a high level. These are the reason that our results surpass their results.
Moreover, we also compare this work with our previous work [34] . In our previous work [34] , SDAE with active learning approach was presented to detect ECG beats. Both MIT-BIH and WDDB databases were used in the experiment. As Table 5 and Table 9 shown, this work also exceeds our previous work both in MIT-BIH and WDDB databases. The main difference between the two works is the choice of deep learning methods. This work uses 1-D CNN, while our previous work [34] used SDAE. SDAE is a fully connected deep neural networks, while CNN contains convolutional layers and pooling layers. In a convolutional layer, there are usually several feature maps. Each feature map is organized by some units. And each unit is connected to local patches in the feature maps of the previous layer through a set of weights called a filter bank. The filter bank is shared by the units in the same feature map, while different filter banks are used by the units in different feature maps. Pooling layer is used to merge semantically similar features into one. Mean and maxpooling are two popular pooling operations which are often used to lessen the dimensionality of the extracted features and to accelerate the learning process. Convolution and pooling reduce the parameters of the model and complexity of connectivity between network layers. Moreover, it decreases the risk of over-fitting at the same time. Compared with SDAE model, CNN model has fewer parameters in the networks. So CNN is easier to train, and it enhances the system practicality significantly. It can be the main reason that this work performs better than our previous work.
In addition, we also explore the influence of noises on the classification performance. As table 3-6 shown, for both MIT-BIH and WDDB database, classification results in the clean ECG signal sets outperform the classification results in raw ECG signal sets. The noises disturb the feature extraction in CNN model and reduce the classification performance of the model.
Notwithstanding the performance of the proposed approach is excellent, the limitations of our study should be also interpreted. Firstly, there is an operation to detect R-peak of ECG signals. And the detection of R-peak may reduce the real-time performance of the system. Secondly, the active learning process raises the computational complexity of the classification model. Although active learning promotes the classification performance, at the same time, it enhances the computational complexity of the classification model. Since both BT and MBT algorithms depend on test set posterior probabilities, a SVM is applied to get the test set posterior probabilities based on Platt's method [41] , [42] . In order to achieve appropriate parameters in training SVM, VOLUME 7, 2019 grid search approach is utilized. Moreover, as active learning is a cyclic process, unlabeled samples are unremittingly queried to add to training set. These processes enhance the computational complexity of the classification model.
The main advantages of the proposed model are as follows:
1) The proposed system combines ECG wireless acquisition device and ECG classification method.
2) CNN method is used. The CNN merges Feature extraction, feature selection, and classification steps.
3) Active learning algorithm is used in the fine-tuning phase. It increases the robustness and accuracy of the model. 4) ECG signals are detected by AAMI standard. 5) Both the MIT-BIH arrhythmia database and the arrhythmia data acquired by our wearable device are used to validate the proposed model. 6) Influence of noises on the classification performance has been explored.
The disadvantages of the presented model are as follows: 1) Model is computationally intensive.
2) R-peaks are needed to detect for segmenting the ECG beats.
The presented model can be applied in the early warning of heart disease scenario. The patient can wear the ECG acquisition device. Then the ECG acquisition device obtains the ECG and sends the ECG to the terminal where our present model is trained and kept. The ECG signals are detected by our model. And then the results of diagnosis can be checked by the cardiologist in the hospital. In the way, the heart disease can be detected early.
In future, we will explore a real-time wearable ECG classification system without QRS detection and de-noising using some other deep learning architecture, such as RBM, LSTM or CNN-LSTM architecture.
VI. CONCLUSION
In this work, we present a wearable ECG classification system using 1-D CNN with active learning. The 1-D CNN is utilized to extract the ECG feature values in an end-to-end way. And softmax regression is added in the end layer of CNN to identify ECG heartbeat types. To promote the model performance, active learning is introduced to fine-tune the system. In the active learning phase, BT and MBT algorithms are utilized to select the most informative ECG heartbeats from the test set. The performance of our method surpasses most of the state-of-the-art methods in the MIT-BIH arrhythmia database. Furthermore, results in the WDDB database are also prominent. It implies that the presented ECG classification method can classify ECG signals effectively. 
