Abstract. This paper is concerned with a method for computing reachable sets of linear continuous systems with uncertain input. Such a method is required for verification of hybrid systems and more generally embedded systems with mixed continuous-discrete dynamics. In general, the reachable sets of such systems (except for some linear systems with special eigenstructures) are hard to compute exactly and are thus often over-approximated. The approximation accuracy is important especially when the computed over-approximations do not allow proving a property. In this paper we address the problem of refining the reachable set approximation by adding redundant constraints which allow bounding the reachable sets in some critical directions. We introduce the notion of directional distance which is appropriate for measuring approximation effectiveness with respect to verifying a safety property. We also describe an implementation of the reachability algorithm which favors the constraint-based representation over the vertex-based one and avoids expensive conversions between them. This implementation allowed us to treat systems of much higher dimensions. We finally report some experimental results showing the performance of the refinement algorithm.
Introduction
Hybrid systems, that is, systems exhibiting both continuous and discrete dynamics, have been recognized as a high-level model appropriate for embedded systems, since this model can describe, within a unified framework, the logical part and the continuous part of an embedded system. Due to the safety critical features of many embedded applications, formal analysis is a topic of particular interest. Recently, much effort has been devoted to the development of automatic analysis methods and tools for hybrid systems, based on formal verification.
Reachability analysis is a central problem in formal verification. The importance of this problem can be seen in its growing literature. For hybrid systems with simple continuous dynamics that have piecewise constant derivatives, their reachable sets can be computed using linear algebra. This is a basis for the verification algorithms implemented in a number of tools, such as UPPAAL [19] , KRONOS [25] , HYTECH [13] and PHAVER [9] . For hybrid systems with more complex continuous dynamics described by differential or difference equations, the reachability problem is much more difficult, and a major ingredient in designing a reachability analysis algorithm for such hybrid systems is an efficient method to handle their continuous dynamics. Hybrid systems can be seen as a combination of continuous and discrete dynamics; their verification thus requires, in addition to computing reachable sets of continuous dynamics, performing operations specific for discrete behavior, such as Boolean operations over reachable sets. It is worth noting first that exact computation of reachable sets of linear continuous systems is in general difficult. It was proved in [21] that this is possible for a restricted class with special eigenstructures.
In this paper we revisit the problem of approximating reachable sets of linear continuous systems, which was investigated in [3, 8] . The approximation accuracy is important especially when the computed over-approximations do not allow proving a property. We propose a method for refining a reachable set approximation by adding redundant constraints to bound it in some critical directions. We also introduce the notion of directional distance which is appropriate for measuring approximation effectiveness with respect to verifying a safety property. Although in this paper we focus only on methods for accurately approximating reachable sets of linear continuous systems, it is important to note that we use convex polyhedra to represent reachable sets, the treatment of discrete dynamics in a hybrid system can thus be done using available algorithms for Boolean operations over these polyhedra. The methods presented in this paper can therefore be readily integrated in any existing polyhedron-based algorithm for verification of hybrid automata with linear continuous dynamics, such as [2] .
The reachability problem for linear systems has been a topic of intensive research over the past decade. We defer a discussion on related work to the last section. The paper is organized as follows. We start with a brief description of the technique for approximating reachable sets using optimal control [24, 3] . We then present two methods for refining approximations by using redundant constraints. One method can reduce approximation error globally while the other is more local and guided by the property to verify. We also describe an efficient implementation of these methods and some experimental results.
Preliminaries
Notation and Definitions. Let x, y be two points in R n and X, Y be two subsets of R n . We denote by x, y the scalar product of x and y. The Hausdorff semi-distance from X to Y is defined as h + (X, Y ) = sup x∈X inf y∈Y {||x − y||} where || · || is the Euclidian norm. The Hausdorff distance between X and Y is
We now consider a discrete-time linear system described by the following equation
where x ∈ X is the state of the system and u ∈ U is the input. The input set U is a bounded convex polyhedron in R n . We assume a set U of admissible input functions consisting of functions of the form μ : Z + → U . Note that any system x(k + 1) = Ax(k) + Bv(k) where v(k) ∈ V ⊂ R m can be transformed into a system of the form (1) by letting u = Bv and defining the input set
A trajectory of (1) starting from a point y ∈ X under a given input μ ∈ U is the solution ξ µ (y, k) of (1) with the initial condition x(0) = y, that is ∀k > 0 ξ µ (y, k + 1) = Aξ µ (y, k) + μ(k).
Let I be a subset of X . The set of states reachable from I at a time point k under a given input μ ∈ U, denoted by P ost µ (I, k), is the set of states visited at time k by all the trajectories starting from points in I under μ: P ost µ (I, k) = y∈I ξ µ (y, k). The set of all states reachable from I at time point k is P ost(I, k) = µ∈U P ost I, µ (k).
Reachability Problem. The reachability problem we address in this paper is stated as follows. Given a set I ⊂ X of initial states, we want to compute the reachable set P ost(I, k) of the system (1) up to some time k = k max .
Reachability Algorithm
With a view to safety verification, our goal is to obtain conservative approximations. To this end, we make use of the technique, which was first suggested in [24] and then applied in [3, 8, 2] for hybrid systems. This technique is based on the Maximum Principle in optimal control [14] . In the following, we recap the main idea of this technique.
We assume that the initial set is a bounded convex polyhedron described as the intersection of a set H = {H(a 1 , y 1 ), . . . , H(a m , y m )} of m half-spaces:
We say that a i , x ≤ a i , y i is the linear constraint associated with H(a i , y i ). For simplicity, we sometimes use H(a i , y i ) to refer to both the half-space and its associated constraint. The polyhedron defined by the intersection of the half-spaces of H is denoted by P oly(H). We emphasize that in the above description of I, the set of associated constraints may not be minimal, in the sense that it may contain redundant constraints. The vector a i is called the outward normal of the half-space H(a i , y i ) and y i is an arbitrary point of P oly(H) on the boundary of the half-space H(a i , y i ), which we call a supporting point of H(a i , y i ).
By the Maximum Principle [14] , for every half-space H(a, y) of I with the outward normal a and a supporting point y, there exists an input μ * ∈ U such that computing the successors of H(a, y) under μ * is sufficient to derive a tight polyhedral approximation of P ost (I, k) . It can be proved that the evolution of the normal of each H(a, y) is governed by the adjoint system whose dynamics is described by the following equation:
The solution to (2) with the initial condition λ(0) = a is denoted by λ a (k). The following proposition shows that one can compute exactly the reachable set from a half-space.
Proposition 1.
Let H(a, y) = {x | a, x ≤ a, y } be a half-space with the normal a and a supporting point y. Let λ a (k) be the solution to (2) with the initial condition λ(0) = a. Let μ * (k) ∈ U be an input such that for every k ≥ 0
Let ξ µ * (y, k) be the solution to (1) under the above input μ * with the initial condition x(0) = y. Then, the reachable set from H(a, y) is the half-space with the normal λ a (k) and the supporting point ξ µ * (y, k):
We remark that the evolution of the normal λ a (k) is independent of the input; therefore for all μ ∈ U the boundaries of the half-spaces P ost µ (H(a, y), k) are parallel to each other, as shown in Figure 1 .
Fig. 1. Left figure:
The solid and the dotted curves are the trajectories ξ µ * (y, k) under μ * and ξµ(y, k) under μ. At the first step, the reachable set P ost µ * (H(a, y), 1) is the half-space determined by the normal λa(1) and the supporting point ξ µ * (y, 1). Right figure: Over-approximating the exact reachable set P ost(I, k) (shown in dotted line) by the polyhedron P ost(I, k).
The following proposition [24, 8] shows that one can conservatively approximate the reachable set from the convex polyhedron
Proposition 2 provides the following scheme to over-approximate P ost(I, k) by P ost(I, k). For brevity we denote y *
Algorithm 1. Over-approximating P ost I (k)
Note that if the input set U is a bounded convex polyhedron then μ * i (k) can be selected at one of its vertices at every time point k. The last step consists in intersecting all the half-spaces defined by the normal vectors λ i (k) and the points y * i (k) to obtain the convex polyhedron P ost(I, k), which is an overapproximation of P ost(I, k) (see Figure 1 for an illustration of the algorithm).
Approximation Accuracy
As a metric for our approximations, we use the Hausdorff distance introduced in the beginning of Section 2. This is a good measure for differences between sets. The approximation error is defined as: k = h( P ost(I, k), P ost(I, k)).
Proposition 3. For a linear system x(k + 1) = Ax(k) + u(k) where the set of input function is a singleton, the equality in Proposition 2 is achieved, that is the set P ost(I, k) = P ost(I, k).
To prove this result, we notice that the image of the intersection of two sets X and Y by a function g satisfies
. Indeed, the solutions of deterministic systems are injective since they do not cross one another. On the contrary, the solutions of non-deterministic systems are generally not injective (since from different initial states, different inputs may lead the system to the same state). This implies that for linear systems with uncertain input, Algorithm 1 produces only an over-approximation of this set.
Proposition 4. If a half-space H supports the initial set I, that is its boundary contains a point in I, then for every k > 0 the half-space P ost(H, k) computed as shown in the formula (3) supports the exact reachable set P ost(I, k).
The proof of this can be straightforwardly established from the fact that the supporting point y
is indeed a point in the exact reachable set from I since it is computed as a successor from a point in I under an admissible input function.
From the above results, to improve the approximation accuracy one can use additional half-spaces in the description of the initial set, such that with respect to the initial set their associated constraints are redundant, but under the system's dynamics they evolve into new half-spaces which can be useful for bounding the approximation in some directions. In order to significantly reduce the approximation error which is measured by the Hausdorff distance between the approximate and the exact sets, it is important to find the area when the difference between these sets is large. In the following, we propose two methods for refining the reachable set approximation by dynamically adding constraints.
Refinement Using Sharp Angles
For simplicity we use
the half-spaces of the reachable set at the k th step. As mentioned earlier, the constraints to add should not change the polyhedron and thus must be redundant. Another requirement is that the corresponding half-spaces should be positioned where the approximation error is large. The over-approximation error indeed occurs mostly around the intersections of the half-spaces. In addition, this error is often large when the angle between two adjacent half-spaces, which can be determined from their normal vectors, is smaller than some threshold σ. We call them adjacent half-spaces with sharp angle.
Indeed, when two adjacent half-spaces form a sharp angle, the area near their intersection is elongated, which causes a large difference between the polyhedral approximation and the actual reachable set. Hence, in order to better approximate the exact boundary, one needs to use more approximation directions.
A constraint to add can be determined as follows. Its normal vector λ n can be defined by a linear combination of λ l and λ j : λ n = w 1 λ l + w 2 λ j where w 1 > 0, w 2 > 0. We next determine a supporting point of the constraint. To this end, we find a point on the facet in the intersection between H l and H j by solving the following linear programming problem:
The solution x * of the above LP problem yields the new constraint λ n , x ≤ λ n x * , which can be used for refinement purposes. It is important to note that while sharp angles between half-spaces are useful to identify the areas where the approximation error might be large, sharp angles can also be formed when the system converges to some steady state. In this case, "curving" the approximate set does not significantly improve the accuracy, because their normal vectors under the system's dynamics become very close to each other, and we choose not to add constraints in this case. Dynamical Refinement. In the above we showed how to determine redundant constraints for refinement. The refinement process can be done dynamically as follows. During the computation, if at the k th step, the sharp angle criterion alerts that the approximation error might be large, we move r ≤ k steps backwards and add constraints for each pair of adjacent half-spaces with sharp angles. The computation is then resumed from the (k − r) th step. An important remark is that the larger r is, the more significant accuracy improvement is achieved, at the price of more computation effort. Indeed, when we backtrack until the first step, the half-spaces corresponding to the added constraints actually support the boundary of the initial set. Thus, by Proposition 4, their successors also support the exact reachable set from I, which guarantees approximation tightness. On the contrary, if r < k, it follows from the above LP problem (7) that the added constraints only support the approximate reachable set and their boundaries therefore are not guaranteed to contain a truly reachable point. Figure 4 illustrates the improvement in accuracy achieved by this method for a 2-dimensional linear system whose matrix is a Jordan block 1 . The colored parts correspond to the approximation error which is reduced by adding constraints using the sharp angle criterion.
Refinement Using Critical Directions
A good compromise between accuracy and computation time depends on the problems to solve and the available computation budget. In this section, we discuss a refinement procedure specific for safety verification problems. As we have seen earlier, in order to guarantee a desired approximation error bound, measured using the Hausdorff distance between the approximate and the exact sets, one needs to assure that their difference does not exceed the bound in all directions. Nevertheless, when reachability analysis is used to prove a safety property, this measure is not appropriate for characterizing the potential of reaching a unsafe zone. In this case, one is more interested in computing an approximation that may not be precise (with respect to the Hausdorff distance to the exact set) but enables deciding whether the exact set intersects with the unsafe set. To this end, we use a measure, called directional distance.
Directional Distance
Given two convex sets A and B in 
Definition 1. Given two convex sets A and B in R n , the signed directional distance between A and B is defined as
otherwise.
This directional distance in two and three dimensions has been used in robotics for collision detection [20] . The advantages of using the signed directional distance for the safety verification problem are the following:
-It measures the potential and the degree of collision between two moving objects, which, in the context of reachability computation, provides useful information on the necessity of refining reachable set approximations. -For convex polyhedral sets, it can be estimated efficiently, as we will show in the sequel.
Signed Directional Distance Estimation and Refinement Algorithm
The signed directional distance between two convex polyhedra can be computed using existing algorithms (such as in [7] ). However, these algorithms are specific for two and three dimensions and require complete polyhedral boundary descriptions (such as their vertices and facets). In high dimensions these descriptions are very expensive to compute, which will be discussed more in Section 5. We therefore focus on the problem of estimating the signed distance using only constraint descriptions of polyhedra. Our solution can be summarized as follows. The underlying idea is based on the relation between the signed directional distance ρ s (A, B) and the Minkowski difference A B. The latter is defined as follows:
Intuitively, the Minkowski difference contains the translation directions that can bring A into contact with B. Its relation with the signed distance that we exploit is expressed by:
where 0 is the singleton set that contains the origin of R n . Again, the vertex description of the Minkowski difference set can be expensive to compute, we resort to a constraint description of this set that can be efficiently computed. To this end, we consider a particular set of translation vectors corresponding to moving the half-space of a face e of A in the direction of its normal λ e by a distance d e so that the half-space touches B. Then, it can be proved that the half-space H e = {x : λ e , x ≤ d e } contains at least one face of the exact Minkowski difference A B. Let H e be the set of all such half-spaces H e . This implies that A B ⊆ P oly(H e ) = ∀e {x : λ e , x ≤ d e }. In two or three dimensions, it is possible to obtain the exact constraint description of A B by considering other translation types (such as an edge of A moves along an edge of B). Nevertheless, this computation requires the vertex descriptions of the polyhedra and we thus omit it. Since P oly(H e ) is an over-approximation of A B, it can be proved that
The distance ρ s (0, P oly(H e )) can then be easily determined, since it is exactly the largest value of all d e . We use ρ s (0, P oly(H e )) as an estimate of the signed directional distance between A and B.
It is important to note that this estimate is conservative regarding its utility as a critical situation alert. Indeed, if the two sets do not overlap, the result is smaller than the exact separating distance; otherwise, its absolute value is larger than the exact penetration distance. It is important to note again that the above estimation, which does not involve expensive vertex computation, is time-efficient.
In the context of safety verification, the set A plays the role of the reachable set and B the unsafe set. The constraints of A corresponding to the largest values of d e are called critical because they are closest to B with respect to the directional distance measure. Their identification is part of the above computation of the signed directional distance between A and B.
Even if the angle between a critical constraint and one of its adjacent constraints does not satisfy the sharp angle criterion, we still refine around their intersection. The refinement can then be done using the same method for adjacent half-spaces with sharp angles, described in the previous section.
Refinement Using Constraints from the Safety Specification
Let ΛB be the set of normal vectors of the complement of each half-space of the unsafe set B. In many cases, intersection of the reachable set and B can be tested more easily if the reachable set description contains a constraint whose normal vector coincides with a vector in ΛB. Hence, for each direction λ ∈ ΛB, the predecessors of λ by the adjoint system can be used to define constraints to Fig. 4 . Refinement using critical directions on a 2-dimensional example add, again by solving the LP problem (7). The refinement using the predecessors of such directions is needed when the reachable set is close to the unsafe set. The refinement procedure using critical directions is summarized in Algorithm 2. In this algorithm, H 0 is the set of constraints of the initial polyhedron I. The function dir(H Figure 4 shows the result obtained for a 2-dimensional system in Jordan block form using the above algorithm. The rectangle on the right is the unsafe set. When the reachable set is close to the unsafe set, the algorithm backtracks a number of steps and adds new constraints. This refinement allows approximating more precisely the actual reachable set near the bad set and thus proving that the system does not enter the unsafe set. The colored zones are the parts of the over-approximation error eliminated by the added constraints. It can be seen from the figure that the aprroximation is refined only in the critical zones near the unsafe set.
Algorithm 2. Refinement Using Critical Directions
H 1 = P ost1(H 0 ) /* One step computation */ k = 1 while k ≤ kmax do if ρs(H k , B) ≤ η then H k c = criticalConstraints(H k , B) /* HΛ k−r = Λ k−r b ∪ Λ k−r c H k−r = AddingConstraints(P oly(H k−r ), Λ k−r ) k = k − r end if H k+1 = P ost1(H k ) /* One step computation */ k = k + + end while
Implementation and Experimental Results
We emphasize that in our development so far the algorithms use the constraint description and do not require the vertex description of polyhedra. Indeed, the transformation from a constraint description to a vertex description is known as vertex enumeration and the inverse transformation is known as facet enumeration. To show the computational complexity of these problems, we mention the algorithm published in [4] which finds m v vertices of a polyhedron defined by a non-degenerate system of m inequalities in n dimensions (or, dually, the facets of the convex hull of m points in n dimensions, where each facet contains exactly n given points) in time O(mnm v ) and O(mn) space.
From our experience in using polyhedra for reachability computation for continuous and hybrid systems, we noticed that many operations (such as, the convex-hull) are extremely time-consuming, especially in high dimensions. Degeneracy of sets, such as flatness, which occurs frequently in reachable set computation, is also another important factor that limits the scalabibility of existing polyhedron-based algorithms. It is fair to say that they can handle relatively well systems of dimensions only up to 10. This therefore motivated a lot of research exploiting other set representations, which will be discussed later.
On the other hand, when trying to solve a specific verification problem, it is not always necessary to maintain both the vertex and the constraint descriptions of polyhedra. Indeed, for many tasks in a verification process, vertex enumeration can be avoided, such as in the algorithms we presented so far. We have implemented the above described algorithms of reachability computation with refinement for linear continuous systems and this implementation enabled us to handle continuous systems of dimensions much higher than what can be treated by typical polyhedron-based reachability analysis algorithms, such as [2] .
In the following, we present some experimental results obtained using this implementation. To evaluate the performance of our methods, we generated a set of linear systems in Jordan block form in various dimensions up to 100 with the values in the diagonal are all equal to (−0. and the initial set I = [−1, 1] n are boxes (whose number of constraints equal to 2n). The threshold for the sharp angle criterion is σ = 60 degrees.
To show the advantage of the constraint-based implementation, we also tested an implementation using vertex computation on the same examples. In this implementation with vertex computation, the constraint adjacency information can be directly derived and the constraints to add are easier to compute. However, the cost for vertex computation is high, which limited the application of this implementation to the examples of dimensions only up to 10, as shown in Table 1 . For the example in 10 dimensions, we had to fix a smaller maximal number of constraints to add, in order to produce the result in a feasible computation time.
The constraint-based implementation is more time-efficient and thus allows us to handle systems of higher dimensions, as shown in Table 2 .
Summary and Related Work
There have been other works on computing reachable sets of linear continuous systems. The treatment of uncertain inputs can be done by Minkowski sum (such as in the approaches using zonotopes [12, 1] , ellipsoids [17, 5, 18] , or parallelotopes [15] ). This can also be handled by optimization (such as in [16, 6, 22] ). On the other hand, various set representations have been investigated. The classes of set representations with special shapes that have been used for reachability computations include oriented hyper-rectangles [23] , zonotopes [10, 12, 1] , ellipsoids [17, 5, 18] , parallelotopes [15] . Compared to general convex polyhedra, their manipulation can be more efficient, but they are less appropriate for approximating sets with complex geometric forms.
To our knowledge, the most scalable algorithm is the recently developed zonotope-based algorithms [12, 1] . The main advantage of zonotopes is that some important operations can be performed very efficiently over zonotopes, such as the Minkowski sum and linear transformations. This allows the zonotope-based algorithms to handle continuous systems of dimensions up to a few hundreds of variables. However, a major difficulty that comes with this set representation is that intersection of zonotopes is hard, which limits the extension of this approach to hybrid systems. Similarly, support functions [11] are a representation for general convex sets, on which the Minkowski sum and linear transformations can be efficiently computed. However, using support functions, set intersection is also difficult, which is an obstacle towards lifting the scalability of the associated algorithms to hybrid systems. In the context of hybrid systems verification, the main advantage of convex polyhedra, in our opinion, is their approximation power. In addition, using well-established techniques for linear programming solving and algorithmic geometry, polyhedral manipulation for specific tasks in verification can be optimized, which was demonstrated in this paper.
Concerning approximation refinement, our method is similar to the wellknown counter-example based refinement approaches in the idea of guiding the refinement process using the previously explored behaviors. However, to the best of our knowledge, the idea of using redundant constraints for refinement purposes is new. Another novelty in our results is the use of the directional distance to measure approximation effectiveness in proving safety properties and to guide the refinement process.
The results of this paper open many promising research directions. The application of this method to hybrid systems is straighforward since the polyhedral operations for treating discrete dynamics can be computed using available algorithms. However, a challenge in this task is to go beyond the dimension limits of existing polyhedral computation algorithms, by exploiting the structure and the specificity of hybrid systems as well as of the verification problems. In addition, exploring the Minkowski difference between the reachable set and the unsafe set would allow a better measure of critical proximity of the reachable set under the dynamics of the system.
