Abstract. Related to a conjecture of Tom Wolff, we solve a singular Neumann problem for a linearized p-Laplace equation in the unit disk.
Introduction
Tom Wolff [20] constructed in 1984 a celebrated example of a bounded pharmonic function u in the upper half-plane R 2 + = {(x, y) ∈ R 2 : y > 0} such that the set {x ∈ R : lim y→0 u(x, y) exists } has 1-dimensional Lebesgue measure zero. Fatou's classical radial limit Theorem [5, 17] states that any bounded harmonic function in a smooth Euclidean domain has nontangential limits almost everywhere on the boundary of the domain, so Wolff's construction demonstrates the failure of Fatou's Theorem in the nonlinear case p = 2.
The most important ingredient in Wolff's argument (see [20, Lemma 1] ) is the construction of a bounded p-harmonic function Φ = Φ(x, y) in R 2 + such that Φ has period λ = λ p in the x variable, Φ(x, y) → 0 as y → ∞ (uniformly in x), and λ 0 Φ(x, 0) dx = 0. This is essentially a failure of the mean value principle; no such construction can be done for harmonic functions. See Section 1.2 below for a description of how the failure of Fatou's Theorem follows.
Wolff states [20, page 372 ] that his argument must generalize to other domains, and that the argument is easiest in a half-space since the p-Laplace operator behaves well under Euclidean operations. It is particularly interesting whether a construction is possible in bounded domains such as the unit disk, because in general there are serious problems when trying to map an unbounded planar domain on a bounded one in the p-harmonic setting. Conformal invariance is lost, and there cannot exist any reasonable counterpart to the Kelvin transform when p = 2; see [11] . While many open problems for p-harmonic functions are resolved in two dimensions, boundary behavior is still far from well understood. This paper is motivated by the problem of whether it is possible to construct a bounded p-harmonic function u = u(r, θ) in the unit disk such that the set θ ∈ [0, 2π) : lim The author claimed [19] to have constructed such a sequence, but the construction contained a gap that remains open and is explained below in Section 1.4. In this paper we construct the corresponding sequence for a linearized equation.
1.1. Organization of the paper and statement of results. Section 2 contains preliminaries about p-harmonic functions, and Section 3 introduces the appropriate moving frame intrinsic to the unit disk. In Section 4 we start with a well-known sequence (f N ) where n denotes the outer unit normal.
As described below in Section 1.3, this would yield the desired failure of the mean value principle for p-harmonic functions, provided that the function v = v N in (1.3) satisfied ∇v ∈ L p (D). We conjecture this to be true, but the best regularity we obtain is the following (Section 6):
We prove Theorem 1.2 by noticing that (1.2) is the Euler-Lagrange equation of a quadratic energy functional, and thereby we are able to utilize Wolff's results in the upper half-plane via a conformal map. 
the function a is from (1.1), and a θ denotes its derivative. The equation (1.2) is degenerate / singular at the origin, and in such cases regularity of solutions is not well understood, see e.g. [21] .
The outline of our treatment if similar to that of [20, Sec. 3] . We give many additional details on various calculations that are only sketched in [20] . We use a moving frame, because using plain polar coordinates would render the Neumann problem in Section 7 difficult to solve.
1.2.
How the failure of the mean value principle leads to the failure of Fatou's Theorem. Having constructed the function Φ = Φ(x, y) described above on page 1, Wolff's argument in the half-plane continues roughly as follows:
is a suitably fast-growing sequence of positive real numbers and if (L j ) ∞ j=1 is a suitable sequence of uniformly bounded Lipschitz functions, then the sequence
is uniformly bounded and diverges for almost every x as k → ∞ ([20, Lemma 2.12]).
• For each k ≥ 1, denote by σ k the unique p-harmonic function in R 2 +
having boundary values σ k . Lemma 1.6 in [20] enables one to fix the
, and to obtain a decreasing sequence of positive numbers β k → 0 along with the following estimates:
• It follows that the sequence σ k converges to a p-harmonic limit function G as k → ∞, and that for a.e. x the limit lim y→0 G(x, y) does not exist; see [20, p. 385] .
Remark. Denoting φ j (x) = Φ(T j x, 0) one has φ j (x, y) = Φ(T j x, T j y), so in the upper half-plane it is enough to construct a single function failing the mean value principle. An analogous scaling with respect to the angular variable does not hold in the disk.
1.3.
How the Neumann problem leads to the failure of the mean value principle. In Section 7 we find a solution v ∈ Y 1 to the linearized p-Laplace equation such that
By the Fundamental Theorem of Calculus, there exists a radius r 0 close to one such that
Assuming v is continuous at the origin, both of the functions v 1 = v(r, θ) and v 2 = v(r 0 r, θ) have the same value at the origin. We conclude from (1.6) that 
Preliminaries
The [8] ; in higher dimensions the optimal regularity is unknown. Outside critical points p-harmonic are real analytic [9] .
For a given g ∈ W 1,p (Ω) there exists a unique p-harmonic function u in Ω such that u − g ∈ W 1,p 0 (Ω). Equivalently, u is the unique minimizer of the
; see e.g. [13] . There are two planar analogues between the cases p = 2 and p = 2 that we find particularly interesting: 1) While harmonic functions are characterized by the asymptotic mean value property
for each x ∈ Ω and each ball B r (x) ⊂ Ω, p-harmonic functions are analogously characterized by
u + min
where α = 4/(p + 2); see [3, 14] .
2) If u is harmonic in a simply connected planar domain, there exists a conjugate harmonic function v, unique up to a constant, such that
∇u, ∇v = 0, and such that the map F = u + iv is conformal. Analogously, if u is p-harmonic in a simply connected domain Ω ⊂ R 2 , there exists a conjugate q-harmonic 1 function v, unique up to a constant, such that
∇u, ∇v = 0, and such that the map F = u+iv is locally quasiregular outside the isolated set {x ∈ Ω : ∇u = ∇v = 0}; see [12] . For example, Wolff has p > 2 in [20] , but Lewis [10] reduced the case 1 < p < 2 to Wolff's result by using the conjugacy property 2) above. It may be worthwile to carry out our program in a complex setting with both of the conjugate pairs simultaneously present. Moreover, since the purpose of our work is to construct a p-harmonic function that fails the mean value principle in a specific way, the characterization 1) above could provide useful insights.
Throughout in what follows, we will assume p > 2; this property is used in Lemma 7.5. Our domain of interest will be the unit disk D = {x ∈ R 2 : |x| < 1}, and we denote D * = {x ∈ R 2 : 0 < |x| < 1}. We will use the partial derivative notation (e.g. u r and a θ ) also in the case of a single variable function.
A moving frame
Let (r, θ) denote the polar coordinates in the plane, and define a moving frame intrinsic to D * by
Let f be a real-valued function defined outside the origin in the plane. The intrinsic gradient of f is formally defined as a vector
is the rotation by θ and ∇f is the gradient in cartesian coordinates.
The dual basis to {e r , e θ } is {dr, rdθ}, and the volume element is dA = rdrdθ. The adjoints e * r and e * θ are defined as
and similarly for e θ . The intrinsic divergence of a vector field F = (f, g) is formally defined as div
Proof. The claim is e * r (f ) = − 1 r e r (rf ) and e * θ (g) = −e θ (g).
i.e. e * r (f ) = − 1 r e r (rf ) as wanted. The e θ case is similar: using (gϕ) θ = gϕ θ + ϕg θ leads to
i.e. e * θ (g) = −e θ (g).
One now easily verifies that ∆
• u := div • (∇ • u) = ∆u by writing the Laplacian in polar coordinates, i.e.
∆
• u = u rr + 1 r u r + 1 r 2 u θθ , and the same holds for the p-Laplacian:
which is the weak form of (3.1).
A linearized p-Laplace equation
The following well-known Lemma is adapted from Tkachev [18] and Aronsson [1, 2] .
Lemma 4.1. Given 1 < p < ∞ and N ∈ N, there exists a 2π/N -periodic function a = a p,N : R → R and a real number
is p-harmonic in R 2 . Moreover, the following holds:
The function a is characterized by the quasilinear ordinary differential equation
where
(iii) The equation (4.1) has a unique solution a ∈ C ∞ (R) with given initial data a(0), a θ (0).
(iv) Assume a(0) = 1 and a θ (0) = 0, and denote
The function a = a(θ) admits the parametrization
where t ∈ R and θ ∈ (− π 2N , π 2N ), and for other values of θ,
The following Lemma is analogous to [20, (3.13) ].
Lemma 4.2. Let 1 < p < ∞, N ∈ N, and let f (r, θ) = r k a(θ) be as in Lemma 4.1. The expression
yields (4.2).
Lemma 4.3. Let 1 < p < ∞, N ∈ N, and let A be as in (4.2). Then
It is straightforward to check that the formula a, b a = (a ⊗ a)b holds for vectors a, b ∈ R n .
Proof. The eigenvalues µ of the matrix
we obtain
and the claim follows.
Remark. Denoting λ ≤ Aξ, ξ ≤ Λ, we have Λ/λ = p − 1. Moreover, the eigenvectors of A work out to (−a θ , ka) and (ka, a θ ). These observations are not used in the present work.
A weighted Sobolev space
Let p and N be fixed, and let A be as in (4.2). We will look for weak solutions v to the equation
in the weighted W 1,2 space of 2π/N -angular periodic functions:
Here α = (p − 2)(k − 1)/2 and β is any number satisfying α − 1 < β < 2α − 1. The inequality α−1 < β will be needed for the imbedding of Y 1 to the weighted L 2 space to be compact, and the inequality β < 2α − 1 for continuously differentiable functions to be dense in Y 1 . The negativity of α − 1 is not an issue since we assume p > 2 and since we are ultimately interested in large values of the parameter k.
Define the weighted L 2 space as
The inner product in Y 0 is defined as
and the inner products in Y 1 , and in
In this section we prove three Lemmas about the spaces Y 0 and Y 1 that are omitted in the half-plane case of [20] . We prefer |∇f | over |∇
• f | in the notation, because the expressions are equal and the moving frame will not become apparent until in section 7.
The first Lemma will be used in Lemma 7.3.
Proof. Let ε > 0 be small, and denote id = id 0 +id 1 , where id 0 and id 1 denote the restrictions of id to functions in Y 1 defined on the annuli
and
respectively. The imbedding id 1 is compact for each ε, because the imbedding W 1,2 → L 2 is compact and we are away from the origin. It suffices to show
where C ε → 0 as ε → 0. Since the imbeddings id 1 are compact, this yields (see e.g. [6, Thm. 0.34]) that id itself is compact. Let u ∈ Y 1 , 0 < r < 1/2, and 0 ≤ θ < 2π. Since
for each R ∈ (r, 1), we estimate
The Cauchy-Schwartz inequality yields
The first term on the right-hand side of (5.1) is estimated using r < 1 and the Cauchy-Schwartz inequality:
The second term on the right-hand side of (5.1) is estimated with Fubini's theorem as
Thus we obtain
The next Lemma is omitted in [20, p. 390] and is added here for completeness.
Proof. Let us first assume that u is a radial function. We will assume that (5.
By elementary Hilbert space geometry, the smallest value of
under the condition v, g = M , is attained when v is parallel to g, i.e. v = gM/||g|| 2 . In our case, g(r) = r −(α+1/2) and
since r 2 /r 1 ≤ 1/2 by definition. Now choose r 3 from the subsequence such that u(r 3 ) ≥ 2u(r 2 ) and repeat the process above. Continuing in a similar fashion and summing over the chosen radii r j , we have
which concludes the radial case.
When u is not radial, denote 
The result below is used in the proof of Lemma 7.7.
Proof. Let u ∈ Y 1 and ε > 0. We are looking for a function v = v ε ∈ C 1 (D) such that ||u − v|| Y1 → 0 when ε → 0. By truncating u we may assume that u is bounded. We may also assume that u is radial; the general case follows as in the proof of Lemma 5.2.
Let ϕ = ϕ ε ∈ C ∞ (0, 1) be such that ϕ(r) = 0 when 0 < r < ε, ϕ(r) = 1 when 2ε < r < 1, and 0 ≤ ϕ r ≤ C/ε. We will show below that uϕ ∈ Y 1 satisfies ||u − uϕ|| Y1 → 0 as ε → 0. Thereafter the desired function v is obtained from uϕ by a standard convolution approximation left to the reader.
We start with ||u − uϕ||
The first integral is bounded above by
and goes to zero with ε, since u ∈ Y 0 . For the second integral we estimate
Here the first integral goes to zero with ε, since u ∈ Y 1 . Since |(1 − ϕ) r | = |ϕ r | ≤ C/ε, the second second integral is estimated using the Cauchy-Schwartz inequality:
which goes to zero when β < 2α − 1.
Regularity
We proceed to prove a priori regularity of solutions to the linearized pLaplace equation (1.2). Since the coefficients of the matrix A in (4.2) are in the class C ∞ (D \ {0}), also the solutions are in this class by standard linear regularity theory. The question of interest is regularity at the origin. 
Fix A : R 2 + → 2 × 2 real symmetric matrices. Assume A is C ∞ on R 2 + , A(x + λ, y) = A(x, y) and that there exists a constant C > 0 such that
Then the following two results hold: Proof. The expression (6.2) has the form (6.4)
In Cartesian coordinates ( x, y) ∈ D, the expression (6.4) reads
where c( x, y) = (a
because r 2 = x 2 + y 2 = e −2y and because the Jacobian of G is r = e −y . A minimizer of (6.2) minimizes the left-hand side in (6.5); hence also the righthand side. Since c(x, y) = a 2 θ + k 2 a 2 is bounded away from zero and infinity, the claim follows.
Proof. Consider a solution v to the linearized p-Laplacian (1.2) in D * . When S is mapped to D * via G, the function u = v • G on S minimizes a quadratic functional that belongs to the class (6.1). By Theorems 6.1 and 6.2, both u and ∇u stay bounded in S.
The oblique derivative problem
The main result of this paper is the following that corresponds to [20, Lemma 3.15] . 
where n denotes the outer normal vector on ∂D.
We prove Theorem 7.1 via a series of Lemmas. The first step is to transform the problem to an oblique derivative problem. Proof. In our moving frame the outer normal is n = (1, 0), and the conormal on ∂D with respect to T is
It follows that
and in particular that the equation
for some ψ : ∂D → R, is equivalent to the equation
The following corresponds to [20, Lemma 3.7] .
Lemma 7.3. Let ψ be a function on ∂D, and let q and τ be as in (7.3) . Let E be the set of all admissible boundary values f (θ) = F (1, θ) of solutions F ∈ Y 1 to
Then E is finite-dimensional, and the oblique derivative problem (7.1) has a solution v ∈ Y 1 if ψ q ⊥ E, i.e. if
Proof. The strategy is to first consider the problem of finding a function u ∈ Y 1 such that
i.e. to find a suitable condition for g ∈ Y * 1 such that the problem (7.8) admits a solution. Thereafter the problem (7.1) is reduced to the problem (7.8) .
Following [6, Chap. 7] , we start by constructing a suitable Dirichlet form.
3
Our form D :
so that the condition
guarantees that u ∈ Y 1 is a weak solution to (7.8) .
Let B = A + C, where
and c ∈ C ∞ (D) is any function such that −c(1, θ) = τ (θ) and c(r, θ) = 0 for r < 1/2. Our Dirichlet form is defined such that 
is finite-dimensional in Y 0 , and that the problem (7.8) admits a solution whenever
for each v ∈ W. The remaining step is to solve the problem (7.1) with the additional condition (7.7). Let ψ : ∂D → R be continuous and such that
holds for each v ∈ W, and let h ∈ Y 1 be such that
We claim that
Indeed, let v ∈ W, i.e. D(v, u) = 0 for each u ∈ Y 1 . By (7.9),
so (7.13) follows by (7.12). Since (7.13) holds, we can solve the problem (7.8) with g = −T h, obtaining a weak solution u to
and the function w = u + h solves (7.1).
Remark 7.4. Any solution v ∈ Y 1 to (7.1) has angular period 2π/N , because we have chosen to include the periodicity in the space Y 1 . Without the inclusion, the periodicity of v would follow from a periodic boundary function ψ below. However, the argument below is non-constructive, and constructing a quantitative solution of the Neumann problem with specific values of N is beyond the scope of this paper.
Proof of Theorem 7.1. By Lemma 7.3, what we need is (7.14) Writing ϕ = ψ/q and using the bracket notation, (7.14) reads ϕ, g = 0 for all g ∈ E and ϕ, q = M.
A necessary condition clearly is q / ∈ E, but it is also sufficient: if q / ∈ E, we write q = q E + q ⊥ , where q E ∈ E and q ⊥ ∈ E ⊥ . Then ϕ, q = ϕ, q ⊥ , so if q / ∈ E, we can choose any function ψ such that ϕ = ψ q / ∈ E in order to have ϕ, q = 0, and then multiply by a constant to obtain ϕ, q = M .
In order to finish the proof, we need to show that q / ∈ E. Suppose on the contrary that q ∈ E, i.e. q(θ) = F (1, θ) for some solution
Let θ 0 be a global minimum point of q. (Such a point exists since q ∈ C ∞ (∂D).) By Lemma 6.4, (1, θ 0 ) is a minimum point of F on D. By (7.4),
At the minimum point (1, θ 0 ), the last term on the right-hand side equals zero, and the outer normal derivative of F has to be nonpositive. Since q > 0, we obtain ∂F ∂n
by (7.6) . But this is impossible by the following essential result that corresponds to [20, Lemma 3.5] and that finishes the proof.
Lemma 7.5. Let p > 2, k ≥ 2, let q and τ be as in (7.3), and let θ 0 be a minimum point of q. Then
Proof. Recall that
and that a satisfies a θθ = −V a, where
We start with the simpler case p = 4, where
which is zero only when a = 0 or a θ = 0 or V = 3k 2 . The last alternative reads (5k
and simplifies to a
which is impossible. Next, consider the case a = 0. Denote A = 2(a 2 θ + 3k 2 a 2 ) −2 , so that q θ = −Aaa θ (3k 2 − V ), and
When a = 0, this equals
and thus has the same sign as V − 3k 2 . But when a = 0, we have V = (5k 2 − 2k)/3, and 3k 2 − V > 0. Hence q θθ < 0 when a = 0, i.e. points where a = 0 are local maxima for q. Hence a local minimum of q can occur only when a θ = 0. At such a point, since a θθ = −V a,
Now consider the case p = 4. First, we consider the sign of (τ q) θ . With
, the sign of (τ q) θ is the same as the sign of
We disregard B −2 > 0, and since (aa
Next, we calculate
Inserting B yields that (τ q ) θ has the same sign as the expression
which simplifies to
and factorizes to 
We already calculated B θ in (7.15) , and similarly A θ = 2(k 2 − V )aa θ , so in (7.16),
Let us simplify the bracket term C above. The coefficient of a
and the coefficient of k 2 a 2 is
We factor out (2 − p) to obtain C = (2 − p)D, where
Hence (7.16) reads
and we deduce that the extremal points of q are the points where a = 0 or a θ = 0 or D = 0. Differentiating (7.18) yields
When a = 0 or a θ = 0, we have
and we conclude: q θθ has the sign of −D when a = 0, and q θθ has the sign of +D when a θ = 0. Next we insert the formula for V in (7.17). We denote
with the convention p 1 < p 2 . Factoring out k − 1 in (7.20) finally yields that D has the same sign as
We note that the coefficient of a 2 θ is positive and that p 1 < 1. Thus the sign of D is positive whenever p < p 2 . In this case we observe that the local minimum of q occurs when a θ = 0, and we have (τ q) θ > 0 as desired.
The remaining case to check is p ≥ p 2 and D ≤ 0, where D ≤ 0 reads
Denote the fraction on the right-hand side by F . It suffices to show (for k ≥ 2) that
in particular whenever
But for k ≥ 2 we have Lemma 7.7. Let A be as in (4.2), let C be as in (7.10), and let B = A + C. Denote the conormal derivative with respect to B on ∂D of a function u by
Proof. By Lemma 5.3, we may assume that u, v ∈ C 1 (D). By definition,
When v is not compactly supported, we multiply it by ϕ ε , a standard radial function in
Letting ε → 0 yields, since
With U = B∇ • u, we have U 1 = b 11 e r (u) + b 12 e θ (u), and
which finishes the proof.
Lemma 7.8. The Dirichlet form (7.11) satisfies (7.9).
Proof. Replacing the divergence term in (7.21) by Lemma 7.6 yields 
Thus we obtain (since c ij = b ij − a ij , c 11 = c 22 = 0, and we choose c to be any function in C ∞ (D) such that −c(1, θ) = τ (θ). The additional condition c(r, θ) = 0 for r < 1/2 is needed both for Lemma 7.7 above and for the coercivity estimate below. For the second term on the right-hand side of (7.24) we have Proof. Since A is symmetric, Lemma 7.7 yields 
Related problems
We close with some problems listed by Wolff in [20] , where progress has since been made:
1. Are there bounded p-harmonic functions with bad behavior at every point on the boundary and if not, is a Fatou theorem true if one interprets "almost everywhere" using a finer measure? These questions were answered by Manfredi and Weitsman [15] in 1988, see also [4] . The Hausdorff dimension of the set (on the boundary of a smooth Euclidean domain) where radial limits exist is bounded below with a positive constant that depends only on the number p and the dimension of the underlying space. No estimates for this constant are known even in the plane.
2. What can be said about radial limits of quasiregular mappings? Wolff states [20, p. 373 ] that this question was the main motivation for his work. Progress was made by K. Rajala [16] : If a quasiregular mapping B n → R n is a local homeomorphism, then radial limits exist at infinitely many boundary points. Apart from this result, the question seems to be open.
