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A CENTRAL ELEMENT IN THE UNIVERSAL ENVELOPING
ALGEBRA OF TYPE Dn
VIA MINOR SUMMATION FORMULA OF PFAFFIANS
TAKASHI HASHIMOTO
Abstrat. It is known that the universal enveloping algebra U(2n) of the or-
thogonal Lie algebra 2n of type Dn has a entral element desribed in terms
of Pfaan of a ertain matrix whih is alternating along the anti-diagonal (we
all suh a matrix anti-alternating for short) whose entries are in U(2n). In
this paper, we establish minor summation formulae of Pfaan for the nonom-
mutative anti-alternating matrix, as well as for ommutative anti-alternating
matrix. As an appliation, we show that the eigenvalues of the Pfaan-type
entral element on the irreduible representations of 2n an be easily omputed.
1. Introdution
Let us denote by 2n the omplex orthogonal Lie algebra dened by
2n = {X ∈ Mat2n(C);
tXJ2n + J2nX = O},
where J2n is the nondegenerate symmetri matrix with 1's on the anti-diagonal
and 0's elsewhere. Then a matrixX is in 2n if and only if it is alternating along the
anti-diagonal, whih we all anti-alternating for short in this paper. We remark
that the subspaes of 2n onsisting of the diagonal matries and of the upper
triangular matries are Cartan subalgebra and nilpotent subalgebra spanned by
positive root vetors, whih we denote by h and n, respetively.
It is known that the enter ZU(2n) of the universal enveloping algebra U(2n)
of the Lie algebra 2n is generated by elements that are desribed in terms of olumn
(minor) determinants and Pfaan of ertain matries Φ = (Φi,j)i,j=1,...,2n whose
diagonal and upper triangular entries are in U(h) and n, respetively (see below
for the Pfaan type; one must shift diagonal entries for the determinant type.)
Here, for a matrix Φ = (Φi,j)i,j with Φi,j in a nonommutative assoiative algebra
in general, the olumn determinant of Φ, whih we denote by det(Φ), is dened
to be
det(Φ) =
∑
σ∈S2n
sgn (σ)Φσ(1),1Φσ(2),2 · · ·Φσ(2n),2n. (1.1)
Minor olumn determinants are dened similarly. If, moreover,Φ is anti-alternating,
by whih we mean that ΦJ2n is alternating as above, the Pfaan of ΦJ2n, whih
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we denote by Pf (Φ) simply, is dened to be
Pf (Φ) =
1
2nn!
∑
σ∈S2n
sgn (σ) Φ˜σ(1),σ(2)Φ˜σ(3),σ(4) · · · Φ˜σ(2n−1),σ(2n),
where Φ˜i,j denotes the (i, j)th entry of ΦJ2n.
It is easy to ompute the eigenvalues of the entral elements of determinant
type on the irreduible representations of 2n with highest weight λ; if we apply
the det(Φ) to the highest vetor, the only term that survives in the sum (1.1) is
the one that orresponds to σ = 1 sine Φi,j is in n if i < j as we remarked above
(f. [Ito05℄).
The same priniple will not work for the Pfaan-type element.
Let us rst onsider the ommutative ase. Write an anti-alternating matrix
X ∈ 2n as
X =
[
a b
c −Jn
taJn
]
, (1.2)
with a, b, c all n×n matries suh that b, c are anti-alternating. Then we nd that
the Pfaan of XJ2n, whih we denote by Pf (X) simply as above, is expanded as
follows (Corollary 3.4):
Pf (X) =
⌊n/2⌋∑
k=0
∑
I,J⊂[n]
|I|=|J |=2k
sgn
(
I¯ , I
)
sgn
(
J¯ , J
)
det(aI¯J¯) Pf (bI) Pf (cJ) (1.3)
with the seond sum over all index sets I and J , both of ardinality k and ontained
in [n] := {1, 2, . . . , n}, where I¯ and J¯ denote the omplements of I and J in [n]
respetively, aI¯
J¯
submatrix of a whose row and olumn indies are in I¯ and J¯
respetively, and bI , cI submatries of b, c whose row and olumn indies are both
in I (see Setion 3 for details.)
Furthermore, the minor summation formula of Pfaan (1.3) holds true for a
retangular submatrix a. More preisely, for positive integers p, q with p+ q = 2n,
the formula holds true if we write an anti-alternating matrix X ∈ 2n as in (1.2),
but in this ase, with a, b, c of size p × q, p × p, q × q, respetively, and (2, 2)-
blok replaed by −Jq
taJp (Theorem 3.2). It is immediate to see that the minor
summation formula given in [IW06, Theorem 3.5℄ orresponds to ours with p and
q both even.
Now let us return to the nonommutative ase. Let X = (Xi,j) be an anti-
alternating matrix whose (i, j)th entry is given by Xi,j := Ei,j − J2nEj,iJ2n ∈
2n ⊂ U(2n), where Ei,j is the matrix unit with 1 in (i, j)th entry and 0 elsewhere.
Then we nd that the following expansion formula of the nonommutative Pfaan
Pf (X) holds true, whih is our main result (Theorem 4.7) in this paper:
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Theorem. If we olor X as in (1.2), then the Pfaan Pf (X) is expanded as
follows:
Pf (X) =
⌊n/2⌋∑
k=0
∑
I,J⊂[n]
|I|=|J |=2k
sgn
(
I¯ , I
)
sgn
(
J¯ , J
)
det
(
aI¯J¯ + 1
I¯
J¯ ρ(|J¯ |)
)
Pf (cJ) Pf (bI) ,
where 1 denotes the n× n-identity matrix, and ρ(j) = diag(j − 1, j − 2, · · · , 0).
Using the formula, one an easily ompute the eigenvalues of Pf (X) on the
irreduible representations of 2n as in the ase of the determinant-type elements
desribed above, sine bi,j ∈ n for all i, j.
Example. If n = 2, then a matrix X ∈ 2n olored as in (1.2) looks like
X =

a1,1 a1,2 b1,2 0
a2,1 a2,2 0 −b1,2
c1,2 0 −a2,2 −a1,2
0 −c1,2 −a2,1 −a1,1
 (1.4)
and the Pfaan Pf (X) is given by
Pf (X) = a1,1a2,2 − a2,1a1,2 + c1,2b1,2, (1.5)
of whih the rst and the seond terms orresponds to I = J = ∅ and the last
one to I = J = {1, 2} in the right-hand side of (1.3), respetively.
Passing to the nonommutative ase, let us write the matrix X as in (1.4).
Noting that symmetrization of the right-hand side of (1.5) yields Pf (X) by de-
nition, we obtain
Pf (X) =
1
2
(
a1,1a2,2 − a2,1a1,2 + c1,2b1,2 + a2,2a1,1 − a1,2a2,1 + b1,2c1,2
)
= (a1,1 + 1) a2,2 − a2,1a1,2 + c1,2b1,2,
where we used the ommutation relations (4.8) below.
The paper is organized as follows: In Set.2, for the sake of ompleteness, we
inlude the proof for the fat that one an onstrut a Pfaan-type entral element
of the universal enveloping algebra of the orthogonal Lie algebra in an arbitrary
realization. Namely, one may take an arbitrary nondegenerate symmetri matrix
S of size 2n× 2n in stead of J2n in the denition of 2n above. Setion 3 is devoted
to the proof of the ommutative minor summation formula of the Pfaan for
X ∈ 2n olored as in (1.2) with a retangular submatrix of size p × q. We give
its proof by indution on p + q, the size of X , sine it reveals that iteration of
the row/olumn expansion formula of the Pfaan yields our formula. In Set.4,
we prove the theorem, i.e., the nonommutative minor summation formula of the
Pfaan Pf (X) for the matrix X, and show that the eigenvalues of the entral
element Pf (X) on the highest weight modules an be easily omputed. Finally,
in the Appendix we will give another proof of the ommutative minor summation
formula using the exterior alulus.
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Convention. For a positive integer n, let us denote by [n] the set {1, 2, . . . , n},
[−n] the set {−n, . . . ,−2,−1}, and [±n] the union [n]∪ [−n]. For a pair of index
sets I ⊂ J , its omplement I¯ is always taken in J , unless otherwise mentioned.
The symbol ⊔ denotes the disjoint union. For index sets I = {i1 < · · · < ir}, J =
{j1 < · · · < js} and K = {k1 < · · · < kr+s} suh that K = I ⊔ J , let us denote by
sgn
(
K
I, J
)
the signature of the permutation(
k1 . . . kr kr+1 . . . kr+s
i1 . . . ir j1 . . . js
)
.
When dealing with the Pfaan of an anti-alternating matrix of size 2n, it is
onvenient to use the signed index. Namely, for any index i ∈ [2n], we shall agree
that −i stands for 2n+1−i. Finally, for a real number x, ⌊x⌋ denotes the greatest
integer not exeeding x.
2. Nonommutative Pfaffian
Let A = (Ai,j)i,j∈[2n], Aj,i = −Ai,j, be an alternating matrix of size 2n × 2n
whose entries are elements of an assoiative C-algebra A . Then the Pfaan of
A, denoted by Pf (A), is dened to be
Pf (A) =
1
2nn!
∑
σ∈S2n
sgn (σ)Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(2n−1),σ(2n)
=
1
n!
∑
σ∈S2n
σ(2i−1)<σ(2i)
sgn (σ)Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(2n−1),σ(2n). (2.1)
If the algebra A is ommutative, the above denition redues to
Pf (A) =
∑
σ
sgn (σ)Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(2n−1),σ(2n),
where the sum is taken over those σ satisfying
σ(2i− 1) < σ(2i) for i = 1, 2, . . . , n and σ(1) < σ(3) < · · · < σ(2n− 1).
For g ∈ GL2n(C), one an show that
Pf
(
gA tg
)
= det g Pf (A) (2.2)
even if A is nonommutative, as well as if A is ommutative (see [IU01℄.)
Let S be a nondegenerate symmetri matrix of size 2n × 2n. We dene the
orthogonal Lie group (C2n, S) and its Lie algebra (C2n, S) by
(C2n, S) := {g ∈ GL2n(C);
tgSg = S},
(C2n, S) := {X ∈ Mat2n(C);
tXS + SX = O}.
Throughout this setion, we set G := (C2n, S) and g := (C2n, S) for brevity.
Then one an onstrut an element belonging to the enter ZU(g) of the universal
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enveloping algebra U(g) in terms of Pfaan as follows. SetXi,j := Ei,j−S
−1 tEi,jS.
Clearly, Xi,j ∈ g ⊂ U(g). Dene a matrix X with entries in U(g) by
X := (Xi,j)i,j∈[2n] =
∑
i,j∈[2n]
Ei,j ⊗Xi,j ∈ Mat2n(C)⊗ U(g).
Lemma 2.1. The matrix XS is alternating. Namely,
XS + S tX = O.
Proof. This is a straightforward alulation, and is left to the reader.  
Thus one an dene a Pfaan of the alternating matrixXS, whih we denote
by Pf (X) simply, when there is no danger of onfusion.
Following [IU01℄, let us write
Adg(Y ) := (Ad(g)Yi,j)i,j∈[2n] =
∑
i,j
Ei,j ⊗Ad(g)Yi,j
for g ∈ GLN(C) and a matrix Y = (Yi,j)i,j =
∑
i,j Ei,j⊗Yi,j ∈ Mat2n(C)⊗U(glN).
Lemma 2.2. For g ∈ G, we have
Adg(X) =
tgX tg−1.
Proof. Setting g = (gab) and g
−1 = (gab), one has
Ad(g)Ei,j =
∑
a,b,c,d
gabg
cdEa,bEi,jEc,d =
∑
a,b
gaig
jbEa,b.
Similarly, setting S = (sab) and S
−1 = (sab), one has
Ad(g)
(
S−1 tEi,jS
)
=
∑
a,b,k,l
silg
lbgaks
kjEa,b.
Therefore, denoting by E the matrix whose (i, j)th entry is Ei,j , one has
Adg(X) =
tgE tg−1 − Sg−1 tEgS−1
= tg
(
E − S tES−1
)
tg−1
= tgX tg−1
sine (S−1 tEi,jS)i,j = S
tES−1 and g ∈ G.  
Proposition 2.3. Pf (X) belongs to the enter ZU(g) of the universal enveloping
algebra U(g). More preisely, it satises
g Pf (X) g−1 = det g Pf (X) (2.3)
for all g ∈ G.
Proof. First we note that Adg(XS) = Adg(X)S. In fat,
Adg(XS) = Adg
(∑
Ei,j ⊗Xi,j ·
∑
Ek,l ⊗ skl
)
=
∑
Ei,j ⊗ Ad(g)Xi,j ·
∑
Ek,l ⊗ skl
= Adg(X)S,
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whene Adg(XS) =
tgX tg−1S by Lemma 2.2. Therefore, setting XS =:
∑
Ei,j ⊗
X˜i,j, it follows from (2.2) that
g Pf (X) g−1 =
1
2nn!
∑
σ∈S2n
Ad(g)X˜σ(1),σ(2) · · ·Ad(g)X˜σ(2n−1),σ(2n)
= Pf
(
tgX tg−1S
)
= Pf
(
tgXSg
)
= det g Pf (X) ,
sine g ∈ G.  
3. Commutative Minor Summation Formula
For a positive integer N , let us denote by JN the N × N matrix with 1's on
the anti-diagonal and 0's elsewhere:
JN :=
[
1
.
.
.
1
]
.
Take J2n as the nondegenerate symmetri matrix S in Setion 2, and denote the
orthogonal group (C2n, J2n) and its Lie algebra (C
2n, S) by 2n and 2n, respetively:
2n := {g ∈ GL2n(C);
tgJ2ng = J2n},
2n := {X ∈ Mat2n(C);
tXJ2n + J2nX = 0}.
Note that a matrixX is in 2n if and only if it is alternating along the anti-diagonal,
whih we all anti-alternating for short, so that one an dene the Pfaan of XJ ,
whih we denote by Pf (X) simply, as in the previous setions.
Remark 3.1. In general, for a symmetri matrix S, X is in (C2n, S) if and only if
XS−1 is alternating. Note that J2n = J
−1
2n in our ase of anti-alternating matries.
For positive integers p, q with p+ q = 2n, we write a matrix X ∈ 2n as
X =
[
a b
c −Jq
taJp
]
, (3.1)
where a, b, c are matries of size p× q, p× p, q × q respetively, suh that b, c are
anti-alternating, and then parameterize a, b, c as
a =
∑
i∈[p],j∈[q]
ai,jEi,j, b =
∑
i,j∈[p]
bi,jEi,−j , c =
∑
i,j∈[q]
ci,jE−j,i (3.2)
where ai,j, bi,j, ci,j ∈ C suh that bj,i = −bi,j and cj,i = −ci,j . Here Ei,j denotes the
matrix unit taking the basis vetor ej to ei, where {ei}i∈[±n] is the standard basis
for C2n. Now we dene their submatries by
aIJ := (ai,j)i∈I,j∈J , bI := (bi,j)i,j∈I , cJ := (ci,j)i,j∈J
for I ⊂ [p], J ⊂ [q]. Note that bI and cJ are still anti-alternating.
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Theorem 3.2. Let r = min(p, q) and ǫ the parity of p, i.e., is equal to 0 or 1
aording as p is even or odd. If X =
[
a b
c −Jq
taJp
]
is a matrix in o2n with a, b, c
parameterized as in (3.2), then the Pfaan Pf (X) is expanded as follows:
Pf (X) =
⌊r/2⌋∑
k=0
∑
I⊂[p],J⊂[q]
|I¯|=|J¯|=2k+ǫ
sgn
(
I¯ , I
)
sgn
(
J¯ , J
)
det(aI¯J¯) Pf (bI) Pf (cJ) , (3.3)
where sgn
(
I¯ , I
)
= sgn
(
1...p
I¯, I
)
and sgn
(
J¯ , J
)
= sgn
(
1...q
J¯ , J
)
.
Remark 3.3. For an alternating matrix A = (ai,j)i,j∈[2n] and an indies I ⊂ [2n], let
us denote by AI the alternating submatrix onsisting of (ai,j)i,j∈I , i.e., of entries
whose row and olumn indies are both in I. For i, j ∈ [2n], the (i, j)th ofator
Pfaan γi,j(A) is then dened to be
γi,j(A) =

(−1)i+j−1Pf
(
A[1..̂i..ĵ..2n]
)
if i < j,
0 if i = j,
(−1)i+j Pf
(
A[1..ĵ..̂i..2n]
)
if i > j,
where î means omitting i. Then, as in the ase of determinant, the following
expansion formula holds:
δi,j Pf (A) =
2n∑
k=1
ai,k γj,k(A) (3.4)
(see [Hir92℄.)
The o-Pfaan matrix of A is, by denition, an alternating matrix whose
(i, j)th entries are given by γi,j(A) for i, j ∈ [2n], whih we denote by Â. Then
one an verify that
Pf (AI)
Pf (A)
= sgn
(
I, I¯
)
Pf
(
(Â/Pf (A))I¯
)
(3.5)
if A is invertible. Note that (3.5) makes sense only if |I| is even. Using the relation
(3.5), it is immediate to see that the minor summation formula given in [IW06,
Theorem 3.5℄ oinides with ours (3.3) with p and q both even.
Proof of Theorem 3.2. Here we will give the proof using indution on p+ q, sine
it reveals that iteration of the o-Pfaan expansion of the Pfaan (3.4) yields
our minor summation formula.
It sues to prove when p 6 q. The ase where p = 0, q = 1 is trivial. Now
expanding Pf (X) of the matrix X given by (3.1) and (3.2) with respet to the
rst row, one obtains
Pf (X) =
q∑
j=1
a1,jγ1,−j +
p∑
j=2
b1,jγ1,j, (3.6)
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where we put γi,j = γi,j(XJ2n) for brevity. Note that γi,j is given by, up to the
sign, the Pfaan of the submatrix obtained by deleting the ith and jth rows, and
−ith and −jth olumns from X , whih is anti-alternating.
By indutive hypothesis, one obtains that
γi,−j = (−)
1+j
r−1∑
k=0
∑
I⊂[2...p]
J⊂[1..ĵ..q]
|I¯|=|J¯|=2k+ǫ1
sgn
(
2...p
I, I¯
)
sgn
(
1..̂j..q
J, J¯
)
det(aI¯J¯) Pf (bI) Pf (cJ) ,
(3.7)
γi,j = (−)
j
r−1∑
k=0
∑
I⊂[2..ĵ..p]
J⊂[q]
|I¯|=|J¯|=2k+ǫ
sgn
(
2..̂j..p
I, I¯
)
sgn
(
1...q
J, J¯
)
det(aI¯J¯) Pf (bI) Pf (cJ) , (3.8)
where ǫ1 is the parity of p− 1, i.e., ǫ1 = 1− ǫ.
In the right-hand side of (3.6), we denote the term of degree 2k + ǫ in the
variables ai,j by Tk (k = 0, 1, . . . , r). Then it follows from (3.7) and (3.8) that
Tk =
q∑
j=1
(−)1+j
∑
I⊂[2...p]
J⊂[1..ĵ..q]
|I¯|=|J¯|=2k−ǫ1
sgn
(
2...p
I, I¯
)
sgn
(
1..̂j..q
J, J¯
)
a1,j det(a
I¯
J¯) Pf (bI) Pf (cJ)
+
p∑
j=2
(−)j
∑
I⊂[2..ĵ..p]
J⊂[q]
|I¯|=|J¯|=2k+ǫ
sgn
(
2..̂j..p
I, I¯
)
sgn
(
1...q
J, J¯
)
det(aI¯J¯) b1,j Pf (bI) Pf (cJ) .
(3.9)
Let us rewrite the rst sum in the right-hand side of (3.9) as
∑
I⊂[2...p]
|I¯|=2k−ǫ1
sgn
(
2...q
I, I¯
)
Pf (bI)
(
q∑
j=1
∑
J⊂[1..ĵ..q]
|J¯|=2k−ǫ1
(−)j+1 sgn
(
1..̂j..q
J, J¯
)
a1,j det(a
I¯
J¯) Pf (cJ)
)
.
In the brae of the equation above, xing an index set J1 ⊂ [q] of length q −
1 − (2k − ǫ1) = q − 2k − ǫ and denoting its omplement by J¯1, one sees that the
oeient of Pf (cJ1) equals∑
j∈J¯1
(−)j+1 sgn
(
1..̂j..q
J¯1 r {j}, J1
)
a1,j det(a
I¯
J¯1r{j}
)
= sgn
(
1...q
J¯1 J1
)
det(aI¯1
J¯1
)
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by the expansion formula of the determinant, where I¯1 := {1} ⊔ I¯. Hene, one
obtains that the rst sum of Tk equals∑
1/∈I1⊂[p]
|I¯1|=2k+ǫ
∑
J1⊂[q]
|J¯1|=2k+ǫ
sgn
(
I1, I¯1
)
sgn
(
J1, J¯1
)
det(aI¯1
J¯1
) Pf (bI1) Pf (cJ1) . (3.10)
Now let us turn to the seond sum of Tk. It an be written as∑
J⊂[q]
|J¯|=2k+ǫ
sgn
(
1...q
J, J¯
)
Pf (cJ)
(
p∑
j=2
∑
I⊂[2..ĵ..p]
|I¯|=2k+ǫ
(−)j sgn
(
2..̂j..p
I, I¯
)
det(aI¯J¯)b1,j Pf (bI)
)
.
In the brae of the equation above, similarly to the ase of the rst sum, xing an
index set I¯1 ⊂ [2...p] of length p− 2− 2k − ǫ, and denoting its omplement in [p]
by I1, one sees that the oeient of det(a
I¯1
J ) equals
sgn
(
1...p
I1, I¯1
)
Pf (bI1) ,
whene, one obtains that the seond sum of Tk equals∑
J⊂[q]
|J¯|=2k+ǫ
∑
1∈I1⊂[p]
|I¯1|=2k+ǫ
sgn
(
I1, I¯1
)
sgn
(
J, J¯
)
det(aI¯1
J¯
) Pf (bI1) Pf (cJ) (3.11)
by the expansion formula of the Pfaan.
It follows from (3.10) and (3.11) that Tk equals( ∑
1/∈I1⊂[p]
|I¯1|=2k+ǫ
∑
J1⊂[q]
|J¯1|=2k+ǫ
+
∑
J1⊂[q]
|J¯1|=2k+ǫ
∑
1∈I1⊂[p]
|I¯1|=2k+ǫ
)
sgn
(
I1, I¯1
)
sgn
(
J1, J¯1
)
det(aI¯1
J¯1
) Pf (bI1) Pf (cJ1)
=
∑
I1⊂[p]
|I¯1|=2k+ǫ
∑
J1⊂[q]
|J¯1|=2k+ǫ
sgn
(
I1, I¯1
)
sgn
(
J1, J¯1
)
det(aI¯1
J¯1
) Pf (bI1) Pf (cJ1) .
This ompletes the proof.  
We separately state the ase where p = q = n of Theorem 3.2, of whih
nonommutative version, i.e., the ase where the matrix entries are elements of
the universal enveloping algebra U(2n), will be onsidered in Setion 4:
Corollary 3.4. Let X =
[
a b
c −Jn
taJn
]
∈ 2n be as in the theorem, where a, b, c
are all of size n× n. Then the Pfaan Pf (X) is expanded as follows:
Pf (X) =
⌊n/2⌋∑
k=0
∑
I,J⊂[n]
|I|=|J |=2k
sgn
(
I¯ , I
)
sgn
(
J¯ , J
)
det(aI¯J¯) Pf (bI) Pf (cJ) . (3.12)
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4. Nonommutative Minor Summation Formula
Now we turn to the nonommutative ase.
Let A = (Ai,j) be an alternating matrix of size 2n × 2n whose entries Ai,j
are in a nonommutative assoiative algebra A . The Pfaan Pf (A) is dened
by (2.1). Note that for the alternating matrix A, if we dene a 2-form ΘA with
oeients in A by
ΘA =
∑
i,j∈[2n]
eiejAi,j ∈
2∧
C
2n ⊗A ,
then the Pfaan Pf (A) is given by the oeient of e1e2 · · · e2n in ΘA
n
divided
by 2nn! ([IU01, Proposition 1.1℄):
ΘA
n = e1e2 · · · e2n 2
nn! Pf (A) . (4.1)
Let us onsider the following 2n×2n-matrix whose entries are in the universal
enveloping algebra U(2n):
X = (Xi,j) with Xi,j := Ei,j − E−j,−i ∈ o2n ⊂ U(o2n) (4.2)
for i, j ∈ [±n]. The ommutation relations among Xi,j's are given by
[Xi,j, Xk,l] = δj,kXi,l + δi,lX−j,−k − δj,−lXi,−k − δi,−kX−j,l (4.3)
for i, j, k, l ∈ [±n].
SineX is anti-alternating by denition, one an dene the Pfaan ofXJ2n,
whih we also denote by Pf (X) simply, as usual. Then it belongs to the enter
ZU(2n) of the universal enveloping algebra, sine it is invariant under the adjoint
ation of SO2n by Proposition 2.3.
For the matrix X in (4.2), we introdue a 2-form with oeient in the
universal enveloping algebra U(2n):
Ω =
∑
i,j∈[±n]
eie−jXi,j ∈
2∧
C
2n ⊗ U(2n). (4.4)
Lemma 4.1. The relation between the Pfaan Pf (X) and Ω is given by
Ωn = e1 · · · ene−n · · · e−12
nn! Pf (X) . (4.5)
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Proof. If we set X˜ :=XJ2n, its (i, j)th entry X˜i,j is given by Xi,−j for i, j ∈ [2n].
Hene
Ωn =
∑
i1,j1,...,injn∈[±n]
ei1ej1 · · · einejnXi1,−j1 · · ·Xin,−jn
=
∑
i1,j1,...,injn∈[2n]
ei1ej1 · · · einejnX˜i1,j1 · · · X˜in,jn
= e1e2 · · · e2n−1e2n
∑
σ∈S2n
sgn (σ)X˜σ(1),σ(2) · · · X˜σ(2n−1),σ(2n)
= e1e2 · · · enen+1 · · · e2n−1e2n 2
nn! Pf
(
X˜
)
= e1e2 · · · ene−n · · · e−2e−1 2
nn! Pf (X) ,
where we use the onvention that −j = 2n + 1− j for j ∈ [2n].  
Similarly to the ommutative ase with p = q = n in (3.1), we olor the
matrix X as
X =
[
a b
c −Jn
taJn
]
,
where a, b, c are matries of size n× n given by
a =
∑
i,j∈[n]
Ei,j ⊗ ai,j , b =
∑
i,j∈[n]
Ei,−j ⊗ bi,j , c =
∑
i,j∈[n]
E−j,i ⊗ ci,j (4.6)
with
ai,j = Xi,j, bi,j = Xi,−j, ci,j = X−j,i. (4.7)
By (4.3) and (4.7), the ommutation relations among ai,j, bi,j, ci,j are given by
[ai,j , ak,l] = δj,kai,l − δl,jak,j,
[ai,j, bk,l] = δj,kbi,l − δj,lbi,k,
[ai,j , ck,l] = δi,kcl,j − δi,lck,j, (4.8)
[bi,j , ck,l] = δj,lai,k + δi,kaj,l − δi,laj,k − δj,kai,l,
[bi,j, bk,l] = [ci,j, ck,l] = 0
for i, j, k, l ∈ [n].
Remark 4.2. Set h =
⊕
i∈[n]Cai,i. Then h is a Cartan subalgebra of 2n, and eah
bi,j is a positive root vetor with root ǫi+ ǫj , where ǫi ∈ h
∗
is the linear funtional
on h that takes diag(h1, . . . , hn,−hn, . . . ,−h1) to hi. The other positive root
vetors are ai,j with root ǫi − ǫj for i < j. In fat, setting l :=
⊕
i,j∈[n]Cai,j,
u :=
⊕
i,j∈[n],i<j Cbi,j , and q := l⊕ u, then q is the maximal paraboli subalgebra
orresponding to the right-end root in Dynkin diagram of type Dn, with l the Levi
fator whih is isomorphi to gln, and u the nilradial whih is abelian. Note that
u− :=
⊕
i,j∈[n],i<jCci,j is also abelian (see [GW98, Kna02℄.)
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Corresponding to the oloring of the matrix X, we set
Ξ =
∑
i,j∈[n]
eie−j ai,j, Θ =
∑
i,j∈[n]
eiej bi,j, Θ
′ =
∑
i,j∈[n]
e−je−i ci,j.
Then obviously,
Ω = Θ′ + 2Ξ +Θ.
Lemma 4.3. The following ommutation relations hold:
[Θ,Θ′] = 4τΞ, [Θ,Ξ ] = 2τΘ, [Θ′, Ξ ] = −2τΘ′,
where τ =
∑
i∈[n] eie−i.
Proof. It is straightforward to show that these relations follow from (4.8). For
example, one sees that
[Ξ,Θ] =
∑
i,j,k,l
eie−jekel[ai,j , bk,l]
=
∑
i,j,k,l
eie−jekel(δj,kbi,l − δj,lbi,k)
=
∑
i,j,l
eie−jejelbi,l −
∑
i,j,k
eie−jekejbi,k
= −
∑
i,j,l
e−jejeielbi,l −
∑
i,j,k
e−jejeiekbi,k
= −2τΘ.
The other relations follow similarly.  
For a parameter u ∈ C and r = 0, 1, 2, . . . , set
Ξ(u) := Ξ + uτ and Ξ (r)(u) := Ξ(u)Ξ(u− 1) · · ·Ξ(u− r + 1). (4.9)
The following propositions are due to [IU01, Lemma 4.5 and Proposition 2.6℄.
Proposition 4.4. For m = 0, 1, . . . , n, we have
Ωm =
∑
p,q,r>0
p+q+r=m
m!
p!q!r!
2r Ξ (r)(q − p + r − 1)Θ′pΘq.
Proof. By Lemma 4.3, our 2-formsΞ,Θ,Θ′ satisfy the same ommutation relations
as those given in [IU01, Lemma 4.1℄. Therefore, exatly the same argument therein
implies the proposition (see [IU01, Lemma 4.5℄ for details.)  
For j ∈ [n] and u ∈ C, set
ηj(u) =
∑
i∈[n]
eiai,j(u) (4.10)
with ai,j(u) = ai,j + uδi,j. Then they are anti-ommutative when the parameter
shift taken into aount, i.e., they satisfy
ηi(u+ 1)ηj(u) + ηj(u+ 1)ηi(u) = 0 (4.11)
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for i, j ∈ [n] (f. [IU01, Lemma 2.1℄). Obviously, we have
Ξ(u) =
∑
j∈[n]
ηj(u)e−j. (4.12)
Given I, J ⊂ [n], dene submatries of a, b, c by
aIJ := (ai,j)i∈I,j∈J , bI := (bi,j)i,j∈I , cJ := (ci,j)i,j∈J
as in the ommutative ase. Furthermore, for eonomy, we will use notations
eI := ei1ei2 · · · eir and e−J := e−jse−js−1 · · · e−j1
if I = {i1 < i2 < · · · < ir} and J = {j1 < j2 < · · · js} in what follows.
Proposition 4.5. For r = 0, 1, . . . , n and u ∈ C, we have
Ξ (r)(u+ r − 1) = r!
∑
I,J⊂[n]
|I|=|J |=r
eIe−J det
(
aIJ + 1
I
J diag(u+ r − 1, u+ r − 2, . . . , u)
)
,
where det denotes the olumn determinant and 1 the identity matrix of size n×n.
Proof. First, note that the olumn determinant in the sum is expliitly given by
=det

ai1,j1(u+ r − 1) ai1,j2(u+ r − 2) · · · ai1,jr(u)
ai2,j1(u+ r − 1) ai2,j2(u+ r − 2) · · · ai2,jr(u)
.
.
.
.
.
.
.
.
.
air ,j1(u+ r − 1) air,j2(u+ r − 2) · · · air ,jr(u)

=
∑
σ∈Sr
sgn (σ)aiσ(1),j1(u+ r − 1)aiσ(2),j2(u+ r − 2) · · ·aiσ(r),jr(u) (4.13)
if I = {i1 < i2 < · · · < ir} and J = {j1 < j2 < · · · < jr}.
It follows from (4.9), (4.10), (4.11) and (4.12) that
Ξ (r)(u+ r − 1)
= (−)r(r−1)/2
∑
α1,α2,...,αr
ηα1(u+ r − 1)ηα2(u+ r − 2) · · ·ηαr(u)e−α1e−α2 · · · e−αr
= (−)r(r−1)/2
∑
j1<j2<···<jr
∑
σ∈Sr
ηjσ(1)(u+ r − 1)ηjσ(2)(u+ r − 2) · · · ηjσ(r)(u)
× e−jσ(1) · · · e−jσ(r)
= r!
∑
j1<j2<···<jr
ηj1(u+ r − 1)ηj2(u+ r − 2) · · ·ηjr(u)e−jr · · · e−j1 ,
= r!
∑
j1<j2<···<jr
∑
β1,β2,...,βr
eβ1eβ2 · · · eβre−jr · · · e−j1
× aβ1,j1(u+ r − 1)aβ2,j2(u+ r − 2) · · · aβr,jr(u)
= r!
∑
j1<j2<···<jr
∑
i1<i2<···<ir
ei1ei2 · · · eire−jr · · · e−j1
× sgn (σ) aiσ(1),j1(u+ r − 1)aiσ(2),j2(u+ r − 2) · · ·aiσ(r),jr(u).
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This ompletes the proof.  
Lemma 4.6. For p, q = 0, 1, . . . , we have
Θp = 2pp!
∑
I⊂[n],|I|=2p
eI Pf (bI) ,
Θ′q = 2qq!
∑
J⊂[n],|J |=2q
e−J Pf (cJ) .
Proof. It is a diret alulation to show these formulae, as in the proof of Lemma
4.1. In fat,
Θp =
∑
α1,β1,...,αp,βp
eα1eβ1eα2eβ2 · · · eαpeβp bα1,β1bα2,β2 · · · bαp,βp
=
∑
i1<i2<···<i2p
ei1ei2 · · · ei2p
∑
σ∈S2p
sgn (σ) biσ(1),iσ(2) · · · biσ(2p−1),iσ(2p)
= 2pp!
∑
I⊂[n],|I|=2p
eI Pf (bI) .
The other formula an be shown in a similar way.  
Theorem 4.7. Let X =
[
a b
c −Jn
taJn
]
be the anti-alternating matrix dened by
(4.2) whose entries are elements of U(2n), where a, b, c are given by (4.6) and
(4.7). Then we have
Pf (X) =
⌊n/2⌋∑
k=0
∑
I,J⊂[n]
|I|=|J |=2k
sgn
(
I¯ , I
)
sgn
(
J¯ , J
)
det
(
aI¯J¯ + 1
I¯
J¯ ρ(|J¯ |)
)
Pf (cJ) Pf (bI) ,
(4.14)
where ρ(j) denotes the diagonal matrix diag(j − 1, j − 2, . . . , 1, 0).
Proof. By Propositions 4.4, 4.5 and Lemma 4.6, we obtain that
Ωn = 2nn!
∑
p,q,r>0
p+q+r=n
∑
I1,J1⊂[n]
|I1|=|J1|=r
∑
I,J⊂[n]
|I|=2p,|J |=2q
eI1eIe−J1e−J
× det
(
aI1J1 + 1
I1
J1
diag(u+ r − 1, u+ r − 2, . . . , u)
)
Pf (cJ) Pf (bI)
with u = q − p. Sine Ωn is of top degree, the terms orresponding to I1, I, J1, J
in the sum vanish unless I1 ⊔ I = J1 ⊔ J = [n], in partiular, unless p = q. Thus
Ωn = 2nn!
⌊n/2⌋∑
k=0
∑
I,J⊂[n]
|I|=|J |=2k
eI¯eIe−J¯e−J det
(
aI¯J¯ + 1
I¯
J¯ ρ(n− 2k)
)
Pf (cJ) Pf (bI) .
Now the theorem follows if one ompares this with the right-hand side of (4.5).
 
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Using the theorem one an easily ompute the eigenvalues of the Pfaan
Pf (X) on the irreduible representaions of 2n.
Corollary 4.8. The eigenvalue of the entral element Pf (X) ∈ ZU(2n) on the
irreduible representaion with highest weight λ =
∑n
i=1 λiǫi is given by
∏n
i=1(λi +
n− i).
Proof. Applying Pf (X) to the highest weight vetor, say vλ, one sees that the only
term that survives in the sum of (4.14) is the one orresponding to I = J = ∅
sine eah bi,j is a positive root vetor by Remark 4.2, and thus by (4.13), one sees
that
Pf (X) vλ = det(a+ ρ(n))vλ
=
∑
σ∈Sn
sgn (σ)aσ(1),1(n− 1)aσ(2),2(n− 2) · · ·aσ(n),n(0)vλ
= (λ1 + n− 1)(λ2 + n− 2) · · ·λn vλ,
sine ai,j is also a positive root vetor if i < j.  
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Appendix A. Proof of Commutative Minor Summation Formula via
Exterior Algebra
In this Appendix, we give another proof of the ommutative minor summation
formula (3.3) in Theorem 3.2, using the exterior alulus.
Let X = (xi,j)i,j ∈ 2n be an anti-alternating matrix with ommutative entries:
X =

x1,1 x1,2 · · · x1,q x1,−p · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
xp,1 xp,2 · · · xp,q 0 · · · xp,−1
x−q,1 x−q,2 · · · 0 x−q,−p · · · x−q,−1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
x−2,1 0 · · · x−2,q x−2,−p · · · x−2,−1
0 x−1,2 · · · x−1,q x−1,−p · · · x−1,−1

,
where x−j,−i = −xi,j for all i, j. Dene 2-forms Ω by
Ω :=
∑
i∈ [p]∪[−q]
j ∈ [q]∪[−p]
eie−jxi,j
for X . By the same argument as in the proof of Lemma 4.1 one an show that
Ωn = e1 · · · epe−q · · · e−12
nn! Pf (X) .
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Note that by our onvention −q stands for 2n+1− q = p+1 and so on. Coloring
and parameterize X as in (3.1) and (3.2), dene 2-forms Ξ,Θ,Θ′ by
Ξ =
∑
i∈[p],j∈[q]
eie−j ai,j, Θ =
∑
i,j∈[p]
eiej bi,j, Θ
′ =
∑
i,j∈[q]
e−je−i ci,j.
It is lear that
Ω = Θ′ + 2Ξ +Θ.
Furthermore, the trinomial expansion formula in Proposition 4.4 holds without
parameter-shift:
Ωm =
∑
h,s,t>0
h+s+t=m
m!
h!s!t!
2hΞhΘsΘ′t (A.1)
form = 0, 1, . . . . The same alulation as in Proposition 4.5 and Lemma 4.6 yields
Ξh = h!
∑
I⊂[p],J⊂[q]
|I|=|J |=h
eIe−J det(a
I
J),
Θs = 2ss!
∑
I⊂[p],|I|=2s
eI Pf (bI) ,
Θ′
t
= 2tt!
∑
J⊂[q],|J |=2t
e−J Pf (cJ)
for h, s, t = 0, 1, . . . . Substituting these into (A.1) with m = n, we see that
Ωn = 2nn!
∑
h,s,t>0
h+s+t=n
∑
I1,I⊂[p],J1,J⊂[q]
|I1|=|J1|=h
|I|=2s,|J |=2t
eI1eIe−J1e−J det(a
I1
J1
) Pf (bI) Pf (cJ) . (A.2)
Sine Ωn is of top degree, the terms that survive in the sum (A.2) are those
orresponding to I1, I, J1, J satisfying I1 ⊔ I = [p] and J1 ⊔ J = [q]. In partiular,
h + 2s = p and h + 2t = q, where |I1| = |J1| = h, |I| = 2s, |J | = 2t. Now setting
h = 2k + ǫ with ǫ the parity of p (=the parity of q), we obtain the formula.
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