This paper explores the properties of a new nonparametric goodness of fit test, based on the likelihood ratio test of Portnoy (1988) . It is applied via the consistent series density estimator of Crain (1974) and Barron and Sheu (1991) 
Introduction
Testing whether a sample has a particular distribution, in other words the goodness of fit problem, has importance across many areas of applied statistics. Unsurprisingly therefore there are a very large number of suggested procedures. The problem can be formalised in that we have a sample {x i } n i=1 and we wish to test the hypothesis that the x i are identically distributed copies of a random variable X with known distribution function P (x), i.e.
H 0 : x i ∼ iid X ; Pr[X ≤ x] = P (X).
(1)
By far the most common formal statistical procedures for testing (1) are those based upon the empirical distribution function, such as the Kolmogorov-Smirnov and the Cramér-von Mises tests, see for example Darling (1957) . Both these tests are based upon distances of the empirical distribution function to the hypothesised distribution function. Refinements involve use of a weighting function, leading to a weighted measure of distance. Indeed for 50 years or so perhaps the preferred statistical procedure has been the weighted Cramér-von Mises, or the AndersonDarling statistic, of Anderson and Darling (1952) . A fuller historical perspective and details of the many other procedures can be found, for example, in Conover (1999) . Stephens (1974) provides a Monte Carlo comparison of the powers of those tests based upon the empirical distribution function.
The purpose of this paper is to introduce a nonparametric goodness of fit test based upon the likelihood ratio test of Portnoy (1988) . It is made nonparametric by utilising the exponential series density estimator of Crain (1974 Crain ( , 1976 Crain ( and 1977 and also Barron and Sheu (1991) . In common with two very related statistics, due to Marsh (2000) and Claeskens and Hjort (2004) , the principle is to test via the ratio of the estimated density to that of the imposed null hypothesis. The difference lies in how the null is to be imposed. Claeskens and Hjort (2004) assume that the null density is uniform on (0, 1) and so their ratio is just the estimated density. Marsh 1 (2000), on the other hand, utilises moment restrictions that the sample must satisfy under the null, but not the alternative. Here, we use, as the null density, that member of the, potentially infinite, exponential family which approximates the hypothesised density.
Since the properties of the exponential series estimator and of the infinite dimensional likelihood ratio test are well known, this paper concentrates upon the computational and numerical properties of the suggested procedure. The only theoretical results given here are a lemma dealing with the properties of the estimator and a theorem detailing the asymptotic distribution of the statistics under the null and fixed and local alternatives. Both can be trivially proved from existing results due to Portnoy (1988) , Barron and Sheu (1991) and Claeskens and Hjort (2004) .
First, this paper finds that in practice the dimension of the series density estimator need not be large. Consequently, this density estimator becomes a feasible basis upon which to build a test. Specifically, therefore, the choice of dimension may be data driven, in that we may apply a selection criterion over a relatively small subset of possible dimensions. For illustration the information criteria of Akaike (1974) and Schwarz (1978) are applied. In particular by using the precise form of the likelihood ratio here, as opposed to that of Claeskens and Hjort (2004) , consistency of these criteria both under the null and alternative is assured. In addition it is found that the choice of basis, for example whether polynomial or trigonometric, for the approximating exponential is not crucial. it is demonstrated that the power can be significantly higher for all versions of the proposed tests than for the established. In several cases of interest the power of the likelihood ratio tests may be two or three times that of any of the established tests.
As well as being more powerful the tests based upon the series density estimator enjoy another significant advantage. Supposing that the hypothesis is rejected then the applied researcher will still have available a consistent approximation. Indeed since this approximation is analytic rather than numerical, such as with a kernel based estimator, it may itself be readily be used for prediction or various probability calculations.
The plan for the rest of the paper is as follows. The next section summarises the pertinent theoretical properties of the density estimator and details the practical computational and numerical issues of choice of dimension and approximating basis.
Similarly section 3 gives the asymptotic properties of the proposed tests and provides a detailed analysis of its numerical properties in a comparative size and power study.
Section 4 concludes while all of the numerical results themselves are presented in an appendix.
Exponential Series Density Estimation

Theoretical Results
The procedures and tests of this paper are based upon the series density estimator introduced by Crain (1974) and further analysed by Crain (1976 Crain ( & 1977 and Barron and Sheu (1991) . Specifically we wish to estimate the density of a random variable
x having distribution P (x). Throughout we shall assume that the data {x i } n i=1 are i.i.d. copies of the random variable x, which satisfies the following:
Assumption 1 (i) Let x be defined on the bounded sample space (a, b), a < b and both finite and with density p(x) = dP (x) :
(ii) The log-density of x satisfies
where W r 2 is the Sobolev space of functions, so that lp
is absolutely continuous and lp (r) (x) is square integrable on (a, b) for all r ≥ 2.
The density estimator of Crain (1974) is the limiting member of the exponential family, vis.
where in (2) the cumulant function is defined by
In (
is a reference probability density function on (a, b) and the φ k (x) are a set of linearly independent functions, forming a basis for a linear space S m on (a, b). Choice of S m , for example whether polynomials, trigonometric (and/or exponential) series and splines, will be the examined in numerical analysis to follow.
The density estimator itself is defined as follows. Given the i.
the exponential series density estimator pθ(x) is the maximum likelihood estimator (mle) in the family (2). Formally,
From (4) some key properties are immediately obtainable; first the score is given by
while from (3) we have
where φ(x) = (φ 1 (x), .., φ m (x)) 0 . Thus the mle is the solution to the set of m estimat-
We can also define the Hessian,
in the usual way for exponential models.
Indeed if m were fixed it is trivial to use these relations to derive asymptotic distributions for the standardised score and mle. At present though, the mleθ has no obvious meaning in terms of the density being estimated, p(x). However, since x and hence φ(x) are bounded then each element ofφ will obey a law of large numbers as n → ∞, specifically
From (6) we can therefore define a θ 0 which satisfies a set of equations, analogous to
where
As a consequence we must consider the relationship between three points in the space of density functions, as defined by Assumption 1. We have the 'true' density p(x), the approximating density p θ 0 (x) and the estimated density pθ(x). The first two densities are related via
that is in terms of the basis φ(x), p(x) and p θ 0 (x) have the same moments. On the other hand p θ 0 (x) and pθ(x) are related asymptotically via
that is heuristically (these results will be formalised in a lemma to follow) p θ 0 (x) is the limit of pθ(x).
We can analyse convergence of the density estimator in the following terms; consider a hyperplane of densities C m defined by
Hence convergence on the triangle of densities follows fromθ → p θ 0 while C m → C ∞ as respectively n and m tend to infinity.
This paper will consider goodness of fit tests which are based upon Portnoy's (1988) likelihood ratio test. Comparative tests, such as the Kolmogorov-Smirnov or
Cramér-von Mises are based upon norms on the space of distributions (respectively the sup and L 2 norms) and convergence of the empirical distribution in those norms.
Instead here we will exploit convergence of the exponential density with respect to relative entropy (or Kullback-Leibler distance), defined for densities satisfying Assumption 1 by
is not a norm, although we can trivially, if needed,
Since we're interested in the convergence of the estimator pθ(x) to p(x), then as in Barron and Sheu (1991) the following decomposition is central;
In terms of the heuristic arguments above the vanishing of the first term in (8) reflects convergence ofθ to θ 0 while that of the second reflects C m → C ∞ . Specifically, these 6 results may be formulated in the following Lemma, which contains the pertinent results of Crain (1974) and Barron and Sheu (1991) .
Lemma 1 Let θ 0 be a solution of (7) then
is the unique member of (2) in C m and moreover,
(ii) as m → ∞ the relative entropy (Kullback-Leibler divergence) of
where r is the 'smoothness' of the log-density lp(x) as defined in Assumption 1.
(iii) Suppose that m 3 /n → 0 as m, n → ∞, then the maximum likelihood estimator in the family (2), pθ(x), given by (5) converges, in relative entropy, to
Part (i) states the existence and uniqueness of θ 0 given the moment sequence φ 0 and therefore also implies the existence and uniqueness of the mle,θ. Part (ii) reflects the success with which we are able to approximate p(x) with an (infinite) exponential, while part (iii) concerns our ability to estimate that exponential. Optimising the rate of convergence implies a rate of increase of m = O(n 1 2r+1 ) with a maximin rate, when r = 2, of O(n 1/5 ). On the other hand if it is known that p(x) is analytic then m can grow arbitrarily slowly.
Computational Results
Although the primary aim of this paper is to propose and analyse a goodness of fit test based upon convergence of relative entropy, specifically the entropy D(pθ(x)|p θ 0 (x)), a secondary aim to assess the efficacy of the series density estimator itself. Supposing that the goodness of fit hypothesis (1) is rejected, then at least the estimator itself may be useful in its own right, whether for prediction or simple (approximate) probability calculations.
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In order to implement the estimator, notice that the mle is given by (4), which we may rewrite aŝ
and since at the mle the contribution of the first term of (10) is zero then
Analogously, the approximate model p θ 0 (x) can be found, for any m by
Consequently and given a moment sequence -whether population or sample -the minimum argument of these functions can readily be found. In this paper all calculations were performed using Mathematica v.4 and its internal optimisation routine.
There are two issues of practical concern. The first relates to p(x) and our ability to approximate it with p θ 0 (x). Closely related to that is the second, the choice of m, the dimension of θ, in any subsequent procedure based upon the density estimator. We can measure the efficacy of the approximate model, for any given p(x), via evaluation of
Specifically and without loss of generality we will choose (a, b) = (0, 1) and p 0 (x) = 1. Then for two choices of p(x),
we chose two different bases 
would imply simply another member of (2). Thus there is no theoretical justification for, for example, orthonormalising the bases, or indeed taking any other linear transformation.
In fact the density functions have been chosen with care. They represent the densities of the cube root and the square of the cube root of a uniform random variable, respectively. Deliberately we have not chosen the uniform density for p(x).The reason is that the uniform is a member of (2) but with m = 0. As a consequence the analysis would no longer be fully nonparametric. This turns out to be extremely important in terms of the density estimator, and the choice of m, whether we may consistently estimate the density p(x).
We will consider two criteria for choosing m, the Akaike Information Criteria (AIC) of Akaike (1974) and the Bayesian Information Criteria (BIC) of Schwarz (1980) . Labeling the respective optimal choice of m over a set of integers M given these criteria asm A andm B , then given the log-likelihood in (4) and assuming p 0 (x) = 1,m
Although, both the AIC and BIC are consistent, in the strict sense, for m only over a finite set M, see for example Haughton (1988) , since for all θ
That is, asymptotically, either criterion will deliver a consistent density estimator.
To illustrate, for six sample sizes between 25 and 800 random samples {x i } n 1 ,were generated as i.i.d. copies of
the polynomial basis functions φ k (x) = x k were chosen and the criteria given in (15) were maximised over the restricted set M ={1, 2, 3, 4, 5} and the estimated valueŝ To return to the issue of not choosing p(x) = 1, suppose that instead we let X ∼ U(0, 1). In this case, the solution to (7) is θ 0 = 0, for every m. Since M can not include 0 then as n → ∞m A andm B can not converge to 0. Thus neither criterion can be consistent, at least under the null hypothesis. Moreover, since the primary aim is to provide a goodness of fit test, and since the density cannot be uniform under both the null and the alternative, this would imply very different properties of the estimator under the null and the alternative.
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Theoretical Results
The proposed test is essentially the likelihood ratio test of Portnoy (1988) applied in the context of the exponential series estimator of Crain (1974) and Barron and Sheu (1991) . That is, we transform the original goodness of fit hypothesis H 0 : X ∼ P (X),
where p θ (x) = dP θ and θ 0 is the unique solution to (7). The likelihood ratio for
testing (16) is given by
where x = (x 1 , ..., x n ),θ = ³ θ 1 , ..,θ m´s olves (5) while φ and ϕ m are defined above.
H 0 will be rejected in favour of any complimentary alternative for large outcomes of
Notice that the ratio given here differs subtly from the statistics proposed by Marsh (2000) and Claeskens and Hjort (2004) in the denominator. In the former a profile likelihood ratio test, in the spirit of Murphy and van der Vaart (1997) , was proposed while the latter utilised a constant denominator, i.e. the uniform density.
The first approach is unnecessarily complex for the current problem, while the second, as was indicated in the previous section, leads to potentially very different behaviour of the density estimator under the null and any alternative.
By utilising the form as in (17) the asymptotic results of both Portnoy (1988) Barron and Sheu (1991) may be employed directly. That is it is relatively trivial to establish the asymptotic distribution of the criterion and that the test will be consistent against any complimentary fixed alternative,
We can also define local alternatives, as in Claeskens and Hjort (2004) , defined by
where c = {c j } n j=1 and establish that the test has non trivial power against this local alternative. These results are presented, without proof, in the following theorem.
is generated such that Assumption 1 is satisfied, then; 
(ii) Under any complimentary alternative H 1 in (18) , for any finite critical value k α ,
Computational Results
As with the density estimator itself, at least theoretically, all is straightforward. The purpose of this section, however, is to highlight the ease of implementation of the test, and to compare its numerical performance with already established procedures.
First we will examine the usefulness of asymptotic critical values, in terms of their finite sample performance. 
where F n (.) is the empirical distribution function and P (.) is the hypothesised distribution. Tables 3a through 3f .
Although one could generate critical values for the likelihood ratio statistics (although since a grid over both m and n would be required this would be very time consuming) the tables do contain some useful information. First, one should dismiss the possibility of using normal critical values as allowing m to be large enough for these to be accurate is neither practical nor indeed warranted according to the Akaike and Schwarz criteria. On the other hand, the asymptotic chi-square versions fair far better with performance not dissimilar to that of the KS and CM. In particular using the Bartlett correction in this efficient way (if we were to use all 5000 replications then we might as well simply use them to obtain an exact critical value) proves useful for the smaller sample sizes.
The results in Tables 3a through 3f only establish that there is no basis for choosing between the likelihood ratio tests described in this paper and the established goodness of fit procedures in terms only of the properties of these tests when the null hypothesis is true. Consequently, we need to compare the power properties of the tests when the alternative is instead true.
To proceed suppose that the null hypothesis is that an independent sample {y i } n i=1
is generated from a standard normal random variable Y, i.e.
Thus define
where Φ(.) is the standard normal distribution function and apply the density estimator to the sample {x i } N i=1 , x i ∼ iid X, again using the polynomial basis. The powers of the likelihood ratio tests will be compared to those of the KS and CM tests as 14 well as weighted versions of these given in Anderson and Darling (1952) , defined by
the weighted Cramér-von Mises being known as the Anderson-Darling statistic.
We shall only consider the powers of general goodness of fit tests, not any of the many available normality tests, such as those of Shapiro and Wilk (1965) . There are two reasons for this. First the hypothesis in (20) The power the tests under consideration will be compared under four sets of alternatives, as in
where χ 2 v and t v represent, respectively, chi-square and Student-t random variables on v degrees of freedom. Moreover, since under each of these alternatives Y has a well defined density function we can define a point optimal likelihood ratio test, given by
where φ(y i ) is the standard normal density function. The power of the P O j tests will then provide an absolute benchmark against which to judge that of the others.
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The experiments proceeded as follows. Fixing n = 200 exact critical values for all of the tests were obtained via simulations under the null hypothesis, as described above. Using 5000 replications the rejection proportions for the likelihood ratio tests The results are very similar for the skewed chi-square alternative, Table 4c . The powers of all the likelihood ratio tests are similar over m and hence so for the information criteria versions, they are also significantly higher than those of the established tests. In this case though it is the weighted Kolmogorov-Smirnov which performs the best amongst the four established tests. Again all tests have powers which are low compared to the point optimal. For the high kurtosis Student-t alternative the likelihood ratio tests are again significantly more powerful, equally so over all the established tests. However, either of the Akaike or Schwarz criterion likelihood ratio tests offers both consistency over various alternatives and for at least three of the alternatives it has significantly more power.
Conclusions
This paper has presented a nonparametric likelihood ratio test for the goodness of fit hypothesis based upon a consistent exponential series density estimator, by bringing together the results of Crain (1974) , Portnoy (1988) and Barron and Sheu (1991) .
The test is very similar to ones provided by Marsh (2000) and Claeskens and Hjort (2004) . However, it is simpler to use that the latter and has an advantage over the latter in terms of the consistency of selection criteria for the dimension.
Computationally it is shown that the procedure is feasible, since the dimension of the estimator need not be large and the choice of basis is not crucial. Indeed if the hypothesis is rejected the resultant parsimonious, analytic approximation may still, in itself, be useful.
In terms of the numerical properties of the tests under the null hypothesis there is little basis for choosing. This is true, in particular since the distribution free nature of the problem implies exact critical values can easily be obtained. Under the alternative however the new tests may be significantly more powerful than tests based upon the empirical distribution function, included the favoured Anderson-Darling (1952) statistic. In addition, since the power properties of such tests are not relatively consistent, in the absence of information about the alternative the proposed tests would seem to have a clear power advantage. 
